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In this paper we introduce and study a regularizing one-to-one mapping U 0 from the class of one-
dimensional Le´vy measures into itself. This mapping appeared implicitly in our previous paper [O.E.
Barndorff-Nielsen, S. Thorbjørnsen, A connection between free and classical inﬁnite divisibility, Inf.
Dim. Anal. Quant. Probab. 7 (2004) 573–590], where we introduced a one-to-one mapping U from the
class IDðÞ of one-dimensional inﬁnitely divisible probability measures into itself. Based on the
investigation of U 0 in the present paper, we deduce further properties of U . In particular it is proved
that U maps the class LðÞ of selfdecomposable laws onto the so called Thorin class TðÞ. Further,
partly motivated by our previous studies of inﬁnite divisibility in free probability, we introduce a one-
parameter family ðU aÞa2½0;1 of one-to-one mappings U a : IDðÞ ! IDðÞ, which interpolates
smoothly between U (a ¼ 0) and the identity mapping on IDðÞ (a ¼ 1). We prove that each of the
mappings U a shares many of the properties of U. In particular, they are representable in terms of
stochastic integrals with respect to associated Levy processes.
r 2005 Elsevier B.V. All rights reserved.
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In the paper [5] we introduced a mapping U from the class IDðÞ of inﬁnitely divisible
probability measures on R into itself. The deﬁnition of U was motivated by our previous
studies of the relationships between inﬁnite divisibility in classical and free probability,see front matter r 2005 Elsevier B.V. All rights reserved.
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of U ðmÞ equals the free cumulant transform of LðmÞ, where L : IDðÞ ! IDð1Þ is the
Bercovici–Pata bijection, mapping IDðÞ onto its counterpart IDð1Þ in free probability
(cf. e.g. [4]). Speciﬁcally, U is deﬁned as follows:
Deﬁnition 1.1. Let m be a probability measure in IDðÞ with generating triplet ða; r; ZÞ
(see Section 2). Then U ðmÞ is the measure in IDðÞ with generating triplet ð2a; ~r; ~ZÞ,
where
~Z ¼ Zþ
Z 1
0
Z
R
tð1½1;1ðtÞ  1½x;xðtÞÞDxrðdtÞ
 
ex dx ð1:1Þ
and
~r ¼
Z 1
0
ðDxrÞex dx. ð1:2Þ
In formulae (1.1) and (1.2) above, Dxr is the dilation of r by x, i.e. the measure given by
DxrðBÞ ¼ rðx1BÞ for any Borel set B in R,
or, using inﬁnitesimal notation,
DxrðdtÞ ¼ rðx1 dtÞ.
It was proved in [5] that the measure ~r is, in fact, a Le´vy measure on R, and that the
integral on the right-hand side of (1.1) is well-deﬁned.
Based on the above-mentioned relationship with the Bercovici–Pata bijection, L,
and on corresponding properties of L, we showed in [5] that U has the following
properties(i) U is injective.
(ii) For any measures m; n in IDðÞ, U ðm  nÞ ¼ U ðmÞ  U ðnÞ.
(iii) For any measure m in IDðÞ and any constant c in R, U ðDcmÞ ¼ DcU ðmÞ.
(iv) For any constant c in R, U ðdcÞ ¼ dc (where dc is the Dirac measure at c).
(v) U is continuous w.r.t. weak convergence.From the properties (ii)–(iv) it follows immediately that U preserves the notions of stability
and selfdecomposability, i.e. U ðSðÞÞ  SðÞ and U ðLðÞÞ LðÞ, where SðÞ andLðÞ
denote the classes of stable and selfdecomposable distributions, respectively (see Section 2
below). In fact, the former of these inclusions turns out to be an equality. However, U is not
surjective (onto IDðÞ) (for example, the Poisson distributions are not in the range of U).
In the last section of [5], we also gave a stochastic interpretation of U : For any m in IDðÞ,
U ðmÞ can be realized as the distribution of the stochastic integralZ 1
0
j logð1 tÞjdX t, ð1:3Þ
where ðX tÞ is the Le´vy process generated by m.
In the present paper, initially our main object of study is the mapping
U 0 : r 7! ~r ¼
Z 1
0
ðDxrÞex dx,
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measure r on R, U 0ðrÞ is absolutely continuous with respect to Lebesgue measure, and
the density is a C1-function on Rnf0g. This fact underlines, of course, the point that U
is not surjective. In fact, it has been proved subsequently by Barndorff-Nielsen,
Maejima and Sato that the full range of U is the so called Goldie–Steutel–Bondesson
class (cf. [2]).
The investigation of U 0 is carried out in Section 3. Based on this, we show in Section 4
that the transformation U maps the class LðÞ of selfdecomposable probability measures
on R onto the (generalized) Thorin class TðÞ. As a consequence we prove also that
U ðLþt ðÞÞ ¼Tþt ðÞ, whereLþt ðÞ (respectivelyTþt ðÞ) denotes the class of all translations
of the measures in LðÞ (respectively TðÞ), that are concentrated on ½0;1½. In Section 5
we introduce and study a one-parameter class ðU aÞa2½0;1 of regularizing mappings from
IDðÞ into IDðÞ, that, in a certain sense, interpolate smoothly between U (a ¼ 0) and the
identity mapping on IDðÞ (a ¼ 1). The mappings U a are shown to have properties
similar to those of U described above. In particular, we derive in analogy with (1.3) a
representation of U a in the form of a stochastic integral, with respect to a Le´vy process.
The Mittag–Lefﬂer function and law play a key role in the developments. Section 2
provides some background material and Section 6 concludes.
2. Background
We start by recalling the following hierarchy of classes of probability measures on R:
GðÞ  SðÞ TðÞ  LðÞ
BðÞ
 
 IDðÞ  P,
where(i) P is the class of all Borel probability measures on R.
(ii) IDðÞ is the class of infinitely divisible probability measures on R, i.e.
m 2 IDðÞ () 8n 2 N 9mn 2 P : m ¼ mn  mn      mn|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n terms
.(iii) LðÞ is the class of selfdecomposable probability measures on R, i.e.
m 2LðÞ () 8c 20; 1½ 9mc 2 P : m ¼ Dcm  mc.(iv) BðÞ is the Goldie– Steutel– Bondesson class, i.e. the smallest subclass of IDðÞ, which
contains all mixtures of positive and negative exponential distributions and is closed
under convolution and weak limits.(v) TðÞ is the Thorin class, i.e. the smallest subclass of IDðÞ, which contains all
positive and negative Gamma distributions and is closed under convolution and weak
limits.(vi) SðÞ is the class of stable probability measures on R, i.e.
m 2SðÞ () fcðmÞ j c : R! R; increasing affine transformationg
is closed under convolution  .(vii) GðÞ is the class of Gaussian (or normal) distributions on R.
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We recall that the measures in IDðÞ are characterized as those probability measures m on
denoted Cm, has the Le´vy–Khintchine representation. In this paper we shall generally make
use of the following version of the Le´vy–Khintchine representation:
CmðuÞ ¼ iZu 
1
2
au2 þ
Z
R
ðeiut  1 iut1½1;1ðtÞÞrðdtÞ ðu 2 RÞ,
where Z is a real constant, a is a non-negative constant and r is a measure on R satisfying
the conditions:
rðf0gÞ ¼ 0 and
Z
R
minf1; t2grðdtÞo1,
i.e. r is a Le´vy measure. The triplet ða; r; ZÞ is uniquely determined and is called the
generating triplet for m. In Section 5, it turns out convenient to make use also of the
classical version of the Le´vy–Khintchine representation
CmðuÞ ¼ igu þ
Z
R
eiut  1 iut
1þ t2
 
1þ t2
t2
sðdtÞ ðu 2 RÞ, ð2:1Þ
where g is a real constant and s is a ﬁnite measure on R. The pair ðg;sÞ is uniquely
determined, and it is termed the generating pair for m.
The notion of complete monotonicity, to be introduced next, plays a key role in the
present paper, because of its signiﬁcance for the classes TðÞ and BðÞ (see Remark 2.3
below).
Deﬁnition 2.1. (a) A function v : 0;1½! ½0;1 is called completely monotone, if there
exists a Borel measure n on 0;1½ such that
vðtÞ ¼
Z
0;1½
ets nðdsÞ ðt40Þ.
(b) A function v : Rnf0g ! ½0;1 is called completely monotone, if there exists a Borel
measure n on Rnf0g such that
vðtÞ ¼
R
0;1½ e
ts nðdsÞ if t40;R
1;0½ e
ts nðdsÞ if to0:
(
Remark 2.2. In connection with (a) of the above deﬁnition, a standard argument shows
that the measure n necessarily assumes ﬁnite values on all bounded Borel subsets of 0;1½,
unless vðtÞ ¼ 1 for all t. Similarly the measure n appearing in (b) of the above deﬁnition
assumes ﬁnite values on all bounded Borel subsets of Rnf0g, unless the corresponding
function vðtÞ is constantly inﬁnity.
Remark 2.3. In Section 4 below we make use of the characterizations of some of the above
mentioned classes in terms of the Le´vy–Khintchine representation (for some details and
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Le´vy measure r is in the form rðdtÞ ¼ jtj1qðtÞdt, where qðtÞ is increasing on  1; 0½
and decreasing on 0;1½.(ii) The measures in BðÞ are characterized as those inﬁnitely divisible laws for which the
Le´vy measure r is in the form rðdtÞ ¼ rðtÞdt, where rðtÞ is completely monotone in the
sense of Deﬁnition 2.1.(iii) The measures in TðÞ are characterized as those inﬁnitely divisible laws for which
the Le´vy measure r is in the form rðdtÞ ¼ jtj1qðtÞdt, where q is completely
monotone.By IDþðÞ we denote the class of inﬁnitely divisible probability measures which are
concentrated on ½0;1½. The classes SþðÞ;LþðÞ;TþðÞ are deﬁned similarly. The class
TþðÞ, in particular, is the class of measures which was originally introduced by Thorin in
[17], as the smallest subclass of IDðÞ which contains the Gamma distributions and is
closed under convolution and weak limits.
We shall also consider translations of the measures in the classes TþðÞ, LþðÞ and
IDþðÞ. For a real constant c, we consider the mapping tc : R! R given by tcðxÞ ¼
x þ c; ðx 2 RÞ i.e. tc is translation by c. For a Borel measure m on R, we may then consider
the translated measure tcðmÞ given by tcðmÞðBÞ ¼ mðB  cÞ for any Borel set B in R. Note
that if m is inﬁnitely divisible with generating triplet ða; r; ZÞ, then tcðmÞ is inﬁnitely divisible
with generating triplet ða; r; Zþ cÞ.
Deﬁnition 2.4. We introduce the following notation:
IDþt ðÞ ¼ fm 2 IDðÞ j 9c 2 R : tcðmÞ 2 IDþðÞg,
Lþt ðÞ ¼ fm 2 IDðÞ j 9c 2 R : tcðmÞ 2LþðÞg ¼ IDþt ðÞ \LðÞ,
Tþt ðÞ ¼ fm 2 IDðÞ j 9c 2 R : tcðmÞ 2TþðÞg ¼ IDþt ðÞ \TðÞ.
Remark 2.5. The probability measures in IDþðÞ are characterized among the measures
in IDðÞ as those with generating triplets in the form ð0;r; ZÞ, where r is concentrated on
½0;1½, R½0;1 trðdtÞo1 and ZX R½0;1 trðdtÞ (cf. [16, Theorem 24.11]). Consequently, the
class IDþt ðÞ can be characterized as that of measures in IDðÞ with generating triplets in
the form ð0; r; ZÞ, where r is concentrated on ½0;1½ and R½0;1 trðdtÞo1.
3. Properties of U and U 0
Let r be a Borel measure on R and consider the family ðDxrÞx40 of positive dilations of
r. In the present section we study the mixture ~r of ðDxrÞx40 with respect to the exponential
distribution, i.e., the Borel measure on R given by
~r ¼
Z 1
0
ðDxrÞex dx, ð3:1Þ
or more speciﬁcally
~rðBÞ ¼
Z 1
0
DxrðBÞex dx,
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on R, we need to impose conditions on r ensuring that ðDxrÞx40 is a Markov kernel, i.e.,
that the mapping x 7!DxrðBÞ is a Borel function for any ﬁxed Borel set B in R. For this, it
sufﬁces to require that r has a density r : R! ½0;1 with respect to some s-ﬁnite Borel
measure s on R. Indeed, in this case we have for any x in 0;1½
DxrðBÞ ¼ rðx1BÞ ¼
Z
R
1x1BðtÞrðtÞsðdtÞ ¼
Z
R
1BðxtÞrðtÞsðdtÞ.
Since the function ðt; xÞ 7! 1BðtxÞrðtÞ is a Borel function of two variables, and since s is s-
ﬁnite, it follows from Tonelli’s theorem that the function x 7! R
R
1BðxtÞrðtÞsðdtÞ is a Borel
function, as claimed. In the following we usually assume that r is s-ﬁnite, although many
of the results are actually valid in the slightly more general situation, where r is only
assumed to have a (possibly inﬁnite) density w.r.t. a s-ﬁnite measure. In fact, we are
mainly interested in the case where r is a Le´vy measure (recall that Le´vy measures are
automatically s-ﬁnite).
Deﬁnition 3.1. LetM denote the class of all positive Borel measures on R and let L denote
the subclass of all Le´vy measure on R. We then deﬁne a mapping U 0 :L!M by
U 0ðrÞ ¼
Z 1
0
ðDxrÞex dx ðr 2 LÞ.
It was proved in [5] that the range of U 0 is actually contained in L. This will also become
clear as we proceed in this section (cf. Corollary 3.7 below).
In the following we consider further, for a measure r on R, the transformation of
rjRnf0g by the mapping t 7! t1 : Rnf0g ! Rnf0g (here rjRnf0g denotes the restriction of r
to Rnf0g). Denoting this transformed measure by o, note that o is s-ﬁnite if r is, and that r
is a Le´vy measure if and only if rðf0gÞ ¼ 0 and o satisﬁes the property:Z
R
minf1; s2goðdsÞo1. ð3:2Þ
Theorem 3.2. Let r be a s-finite Borel measure on R, and consider the Borel function
~r : Rnf0g ! ½0;1, given by
~rðtÞ ¼
R
0;1½ se
ts oðdsÞ if t40;R
1;0½ jsjets oðdsÞ if to0;
(
ð3:3Þ
where o is the transformation of rjRnf0g by the mapping t 7! t1 : Rnf0g ! Rnf0g.
Then the measure ~r, defined in (3.1), is given by
~rðdtÞ ¼ rðf0gÞd0ðdtÞ þ ~rðtÞdt.
Proof. We have to show that
~rðBÞ ¼ rðf0gÞd0ðBÞ þ
Z
Bnf0g
~rðtÞdt, ð3:4Þ
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B  1; 0. If B  ½0;1½, we ﬁnd that
~rðBÞ ¼
Z 1
0
Z
½0;1½
1BðsÞDxrðdsÞ
 
ex dx ¼
Z 1
0
Z
½0;1½
1BðsxÞrðdsÞ
 
ex dx
¼
Z
½0;1½
Z 1
0
1BðsxÞex dx
 
rðdsÞ.
Using, for s40, the change of variable u ¼ sx, we ﬁnd that
~rðBÞ ¼ 1Bð0Þ
Z 1
0
ex dx
 
rðf0gÞ þ
Z
0;1½
Z 1
0
1BðuÞeu=ss1 du
 
rðdsÞ
¼ rðf0gÞd0ðBÞ þ
Z 1
0
1BðuÞ
Z
0;1½
s1eu=srðdsÞ
 
du
¼ rðf0gÞd0ðBÞ þ
Z 1
0
1BðuÞ
Z
0;1½
seusoðdsÞ
 
du,
as desired. The case B  1; 0 is proved similarly. &
There are several immediate consequences of Theorem 3.2 of which we single out the
following.
Corollary 3.3. Let r and ~r be as in Theorem 3.2.(i) If r has a Borel density r : R! ½0;1½ with respect to Lebesgue measure, then ~r has a
density ~r : R! ½0;1½ with respect to Lebesgue measure given by
~rðtÞ ¼
R1
0
y1rðy1Þety dy if t40;R 0
1 jyj1rðy1Þety dy if to0:
((ii) If r is a Le´vy measure on R, then ~r is absolutely continuous w.r.t. Lebesgue measure. The
density, ~r, is given by (3.3) and is a C1-function on Rnf0g.Proof. Statement (i) follows from Theorem 3.2 by noting that the measure o has density
s 7! s2rðs1Þ ðs 2 Rnf0gÞ,
with respect to Lebesgue measure. Statement (ii) follows by a standard application of the
theorem on differentiation under the integral sign. &
Proposition 3.4. Let r be a s-finite measure on R, let ~r be the measure given by (3.1) and let
o be the transformation of rjRnf0g by the mapping t 7! t1. For any positive number t we then
have
~rð½t;1½Þ ¼
Z 1
0
etsoðdsÞ and ~rð  1;tÞ ¼
Z 0
1
etsoðdsÞ. ð3:5Þ
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~rð½t;1½Þ ¼
Z 1
t
Z
0;1½
seusoðdsÞ
 
du ¼
Z
0;1½
Z 1
t
eussdu
 
oðdsÞ
¼
Z
0;1½
etsoðdsÞ.
The second Formula in (3.5) is proved similarly. &
Corollary 3.5. The mapping U 0 : L!M is injective.
Proof. With r and o as in Proposition 3.4, that same proposition implies that the
Laplace transforms of o’s restrictions to  1; 0½ and 0;1½ are uniquely determined
by r. &
The following lemma shows in particular that a sigma ﬁnite measure r on R is a Le´vy
measure if and only if the measure ~r (given by (3.1)) is.
Lemma 3.6. Let r be a s-finite Borel measure on R and let ~r be the measure given by (3.1).
We then haveZ
Rn½1;1
1 ~rðdtÞ ¼
Z
Rnf0g
e1=jtjrðdtÞ, ð3:6Þ
Z
½1;1
t2 ~rðdtÞ ¼
Z
Rnf0g
2t2  e1=jtjð1þ 2jtj þ 2t2ÞrðdtÞ. ð3:7Þ
In particularZ
R
minf1; t2g ~rðdtÞ ¼
Z
Rnf0g
2t2ð1 e1=jtjðjtj1 þ 1ÞÞrðdtÞ, ð3:8Þ
and consequentlyZ
R
minf1; t2g ~rðdtÞo1 ()
Z
R
minf1; t2grðdtÞo1. ð3:9Þ
Proof. We note ﬁrst thatZ
Rn½1;1
1 ~rðdtÞ ¼
Z 1
0
Z
R
11;1½ðjtjÞDxrðdtÞ
 
ex dx
¼
Z 1
0
Z
R
11;1½ðjtxjÞrðdtÞ
 
ex dx
¼
Z
Rnf0g
Z 1
1=jtj
ex dx
 !
rðdtÞ ¼
Z
Rnf0g
e1=jtjrðdtÞ
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½1;1
t2 ~rðdtÞ ¼
Z 1
0
Z
R
1½0;1ðjtjÞt2DxrðdtÞ
 
ex dx
¼
Z 1
0
Z
R
1½0;1ðjtxjÞt2x2rðdtÞ
 
ex dx
¼
Z
Rnf0g
Z 1=jtj
0
x2ex dx
 !
t2rðdtÞ
¼
Z
Rnf0g
ð2 e1=jtjðt2 þ 2jtj1 þ 2ÞÞt2rðdtÞ
¼
Z
Rnf0g
2t2  e1=jtjð1þ 2jtj þ 2t2ÞrðdtÞ
as claimed. Combining (3.6) and (3.7), we immediately get (3.8). To deduce ﬁnally (3.9),
note ﬁrst that for any positive u, we have by second order Taylor expansion
2
u2
ð1 euðu þ 1ÞÞ ¼ 2e
u
u2
ðeu  u  1Þ ¼ exu, ð3:10Þ
for some number x in 0; u½. It follows thus that
8t 2 Rnf0g : 0o2t2ð1 e1=jtjðjtj1 þ 1ÞÞp1, ð3:11Þ
and from the upper bound together with (3.8), the implication ‘‘(’’ in (3.9) follows readily.
Regarding the converse implication, note that (3.10) also shows that
lim
jtj!1
2t2ð1 e1=jtjðjtj1 þ 1ÞÞ ¼ 1,
and together with the lower bound in (3.11), this implies that
inf
t2Rn½1;1
2t2ð1 e1=jtjðjtj1 þ 1ÞÞ40. ð3:12Þ
Note also that
lim
t!0
2ð1 e1=jtjðjtj1 þ 1ÞÞ ¼ 2 lim
u!1
ð1 euðu þ 1ÞÞ ¼ 2,
so that
inf
t2½1;1nf0g
2ð1 e1=jtjðjtj1 þ 1ÞÞ40. ð3:13Þ
Combining (3.12), (3.13) and (3.8), the implication ‘‘)’’ in (3.9) follows. This completes
the proof. &
Proposition 3.7. For any Le´vy measure r on R, U 0ðrÞ is again a Le´vy measure on R.
Moreover, a Le´vy measure u on R is in the range of U 0 if and only if the function
F u : Rnf0g ! ½0;1½ given by
F uðtÞ ¼
u ð  1; tÞ if to0;
u ð½t;1½Þ if t40

is completely monotone in the sense of Definition 2.1.
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measure r.
Regarding the second statement of the proposition, we already saw in Proposition 3.4
that FU ðrÞ is completely monotone for any Le´vy measure r on R. Assume conversely that u
is a Le´vy measure on R, such that F u is completely monotone, i.e.
u ð½t;1½Þ ¼
Z 1
0
etsoðdsÞ ðt 20;1½Þ,
and
u ð  1; tÞ ¼
Z 0
1
etsoðdsÞ ðt 2 1; 0½Þ
for some Radon measure o on Rnf0g. Now let r be the transformation of o by the
mapping t 7! t1 : Rnf0g ! Rnf0g. Then r is clearly a Radon measure on Rnf0g too.
Setting rðf0gÞ ¼ 0, we may thus consider r as a s-ﬁnite measure on R. Applying then
Proposition 3.4 to r, it follows that ~r and u coincide on all intervals of the form  1;t
or ½t;1½ for t40. Since also ~rðf0gÞ ¼ 0 ¼ u ðf0gÞ, by Corollary 2.3, we conclude that ~r ¼ u.
Combining this with formula (3.9), it follows ﬁnally that r is a Le´vy measure and that
u ¼ ~r ¼ U 0ðrÞ. &
Remark 3.8. The above proposition clearly provides some information about the range of
the mapping U : IDðÞ ! IDðÞ introduced in Deﬁnition 1.1. As mentioned in the
Introduction, Barndorff-Nielsen, Maejima and Sato have, in continuation of the present
work, identiﬁed the full range of U as the Goldie–Steutel–Bondesson class BðÞ (deﬁned in
Section 2).
In analogy with Lemma 3.6, we have the following:
Lemma 3.9. Let r be a s-finite measure concentrated on ½0;1½ and let ~r be the measure given
by (3.1). We then haveZ
1;1½
1 ~rðdtÞ ¼
Z
0;1½
e1=trðdtÞ, ð3:14Þ
Z
½0;1
t ~rðdtÞ ¼
Z
0;1½
tð1 e1=tÞ  e1=trðdtÞ. ð3:15Þ
In particularZ
½0;1½
minf1; tg ~rðdtÞ ¼
Z
0;1½
tð1 e1=tÞrðdtÞ, ð3:16Þ
and thereforeZ
½0;1½
minf1; tg ~rðdtÞo1 ()
Z
½0;1½
minf1; tgrðdtÞo1. ð3:17Þ
Proof. The proof is similar to that of Lemma 3.6, though simpler. For details we refer to
the lecture notes [7]. &
Proposition 3.10. Let m be a measure in IDðÞ and consider the mapping U introduced in
Definition 1.1. Then m 2 IDþt ðÞ if and only if U ðmÞ 2 IDþt ðÞ.
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Hence, the proposition follows immediately from formula (3.17) and the characterization
of IDþt ðÞ given in Remark 2.5. &4. Relations between U 0; U and the Thorin classes
In this section we establish a close connection between the mapping U and the
relationship between the classesTðÞ andLðÞ. More precisely, we prove that U ðLðÞÞ ¼
TðÞ and also that U ðLþt ðÞÞ ¼Tþt ðÞ.
Motivated by Corollary 3.3(i) we introduce the following notation: for a Borel function
r : Rnf0g ! ½0;1½, we let ~r : Rnf0g ! ½0;1 be the Borel function given by
~rðtÞ ¼
R1
0
y1rðy1Þety dy if t40;R 0
1 jyj1rðy1Þety dy if to0:
(
ð4:1Þ
If r is a Borel function on 0;1½, we similarly deﬁne ~r : 0;1½! ½0;1 by setting
~rðtÞ ¼
Z 1
0
y1rðy1Þety dy ðt40Þ. ð4:2Þ
Lemma 4.1. Let r : 0;1½! ½0;1½ be a function, such that t 7! trðtÞ is decreasing on 0;1½
(in particular then r is a Borel function) and such that limt!1 trðtÞ ¼ 0. Then the function
t 7! t~rðtÞ is completely monotone on 0;1½ in the sense of Definition 2.1.
Conversely, if v : 0;1½! ½0;1½ is a completely monotone function on 0;1½, then there
exists a function r : 0;1½! ½0;1½ satisfying that t 7! trðtÞ is decreasing on 0;1½, that
limt!1 trðtÞ ¼ 0 and that vðtÞ ¼ t~rðtÞ for all positive t.Proof. Assume that r : 0;1½! ½0;1½ satisﬁes that the function qðtÞ ¼ trðtÞ is decreasing
on 0;1½ and that limt!1trðtÞ ¼ 0. We need to show that
t~rðtÞ ¼
Z
0;1½
etsnðdsÞ ðt40Þ,
for some Borel measure n on 0;1½. Note for this, that the function s 7! qðs1Þ is increasing
on 0;1½. This implies, in particular, that s 7! qðs1Þ has only countably many points of
discontinuity, and hence, by changing r on a Lebesgue null-set, we may assume that
s 7! qðs1Þ is increasing and right continuous. Note ﬁnally that
lim
s&0
qðs1Þ ¼ lim
t!1
trðtÞ ¼ 0,
by assumption. Thus, we may introduce n as the Stieltjes measure corresponding to the
function s 7! qðs1Þ, i.e.
nð  1; sÞ ¼ qðs
1Þ if s40;
0 if sp0:

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t~rðtÞ ¼ t
Z 1
0
qðs1Þets ds ¼ t
Z 1
0
nð 0; sÞets ds
¼
Z 1
0
Z
0;s
1nðduÞ
 
tets ds ¼
Z
0;1½
Z 1
u
tets ds
 
nðduÞ
¼
Z
0;1½
etunðduÞ, ð4:3Þ
which shows that t 7! t~rðtÞ is completely monotone on ½0;1½.
Assume conversely that v : 0;1½! ½0;1½ is completely monotone, i.e.,
vðtÞ ¼
Z
0;1½
etunðduÞ ðt40Þ,
for some Borel measure n on 0;1½, which necessarily assumes ﬁnite values on all bounded
subsets of 0;1½ (cf. Remark 2.2). Deﬁne then the function r : 0;1½! ½0;1½ by
rðtÞ ¼ t1n 0; t1  ðt 20;1½Þ.
Now the function qðtÞ ¼ trðtÞ ¼ nð 0; 1
t
Þ is decreasing on 0;1½, and
lim
t!1
trðtÞ ¼ lim
t!1
n 0; 1=t
  ¼ 0.
Re-using next the calculation (4.3) we ﬁnd that
vðtÞ ¼
Z
0;1½
etunðduÞ ¼ t
Z 1
0
qðs1Þets ds ¼ t~rðtÞ,
as desired. &
Lemma 4.2. Let r : Rnf0g ! ½0;1½ be a function, such that t 7! jtjrðtÞ is increasing on
 1; 0½ and decreasing on 0;1½ (in particular then r is a Borel function), and such that
limjtj!1 jtjrðtÞ ¼ 0. Then the function t 7! jtj~rðtÞ is completely monotone on Rnf0g in the sense
of Definition 2.1.
Conversely, if v : Rnf0g ! ½0;1½ is a completely monotone function on Rnf0g, then there
exists a function r : Rnf0g ! ½0;1½ such that t 7! jtjrðtÞ is increasing on  1; 0½ and
decreasing on 0;1½, such that limjtj!1 jtjrðtÞ ¼ 0 and such that vðtÞ ¼ jtj~rðtÞ for all t in
Rnf0g.
Proof. The ﬁrst statement follows easily by applying Lemma 4.1 to the functions
r1ðtÞ ¼ rðtÞ and r2ðtÞ ¼ rðtÞ ðt 20;1½Þ,
and the second statement follows similarly. &
Theorem 4.3. The mapping U : IDðÞ ! IDðÞ has the following properties:(i) U maps the class Lþt ðÞ onto the class Tþt ðÞ, i.e. U ðLþt ðÞÞ ¼Tþt ðÞ.
(ii) U maps the class LðÞ onto the class TðÞ, i.e. U ðLðÞÞ ¼TðÞ.Proof. Given any measure m in IDðÞ, we know from Corollary 3.10 that
m 2 IDþt ðÞ () U ðmÞ 2 IDþt ðÞ.
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Tþt ðÞ ¼TðÞ \IDþt ðÞ and Lþt ðÞ ¼LðÞ \IDþt ðÞ
and hence it follows that statement (i) of the theorem is a consequence of statement (ii).
Regarding (ii), suppose ﬁrst that m 2LðÞ with generating triplet ða; r; ZÞ. Then r has the
form rðdtÞ ¼ rðtÞdt, where the function t 7! jtjrðtÞ is increasing on  1; 0½ and decreasing
on 0;1½ (cf. Remark 2.3(i)). Since R
Rn½1;1 rðtÞdto1, rðtÞ must also satisfy that
limjtj!1 jtjrðtÞ ¼ 0. Now, by deﬁnition, U ðmÞ has generating triplet ð2a; ~r; ~ZÞ given by (1.2)
and (1.1). By Corollary 3.3(i), ~r has the form ~rðdtÞ ¼ ~rðtÞdt with ~r given by (4.1). By
Lemma 4.2 the function t 7! jtj~rðtÞ is completely monotone on Rnf0g, and hence
U ðmÞ 2TðÞ, according to Remark 2.3(iii).
Conversely, let m1 be a distribution in TðÞ with generating triplet ða1;r1; Z1Þ. Then r1
has the form rðdtÞ ¼ jtj1vðtÞdt, with v : Rnf0g ! ½0;1½ completely monotone. By Lemma
4.2, we may choose a function r : Rnf0g ! ½0;1½, which is increasing on  1; 0½,
decreasing on 0;1½ and such that jtj~rðtÞ ¼ vðtÞ for all t in Rnf0g. Consider now the
measure rðdtÞ ¼ rðtÞdt. By Corollary 3.3(i) and Lemma 3.6, r is a Le´vy measure on R, so
we may introduce further the constant
Z ¼ Z1 
Z 1
0
Z
R
tð1½1;1ðtÞ  1½x;xðtÞÞDxrðdtÞ
 
ex dx.
Then let m be the distribution in IDðÞ with generating triplet ð1
2
a1; r; ZÞ. According to
Remark 2.3(i), m 2LðÞ, and by the deﬁnition of U we have m1 ¼ U ðmÞ. &
5. The mappings U a0 and U
a, a 2 ½0; 1
As announced in Section 1, we now introduce two families of mappings fU a0 g0pap1 and
fU ag0pap1 that, respectively, generalize U 0 and U, with U 00 ¼ U 0, U 0 ¼ U and with U 10 and
U 1 the identity mappings on L and IDðÞ, respectively. The Mittag–Lefﬂer function takes
a natural role in this.
Although the mappings U a seem to be related to the interpolation between classical and
free inﬁnite divisibility (see Section 6 below), the present section relates solely to classical
inﬁnite divisibility.
5.1. The Mittag– Leffler function
The Mittag–Lefﬂer function of negative real argument and index a40 is given by
EaðtÞ ¼
X1
k¼0
ðtÞk
Gðak þ 1Þ ðt40Þ. ð5:1Þ
In particular we have E1ðtÞ ¼ et, and if we deﬁne E0 by setting a ¼ 0 on the right-hand
side of (5.1) then E0ðtÞ ¼ ð1þ tÞ1 (whenever jtjo1).
The Mittag–Lefﬂer function is inﬁnitely differentiable and completely monotone if and
only if 0oap1. Hence for 0oap1 it is representable as a Laplace transform and, in fact,
for a in 0; 1½ we have (see [11, p. 453])
EaðtÞ ¼
Z 1
0
etxzaðxÞdx, ð5:2Þ
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zaðxÞ ¼ a1x11=asaðx1=aÞ ðx40Þ, ð5:3Þ
and sa denotes the density function of the positive stable law with index a and Laplace
transform expðyaÞ. Note that, for 0oao1, the function zaðxÞ is simply the probability
density obtained from saðyÞ by the transformation x ¼ ya. In other words, if we denote
the distribution functions determined by za and sa by Za and Sa, respectively, then
ZaðxÞ ¼ 1 Saðx1=aÞ. ð5:4Þ
Furthermore, as kindly pointed out to us by Marc Yor, za has a direct interpretation as the
probability density of l
ðaÞ
1 where l
ðaÞ
t denotes the local time of a Bessel process with
dimension 2ð1 aÞ. The law of lðaÞ1 is called the Mittag– Leffler distribution. See [14] and
[10, p. 114]; cf. also [13]. Deﬁning zaðxÞ as ex for a ¼ 0 and as the Dirac density at 1 when
a ¼ 1, formula (5.2) remains valid for all a in ½0; 1.
For later use, we note that the probability measure zaðxÞdx has moments of all orders.
In fact we have the formulaZ 1
0
xkzaðxÞdx ¼
k!
Gðak þ 1Þ ðk 2 N0Þ, ð5:5Þ
which holds for all a in ½0; 1. This formula is derived for example in [10].
5.2. The mapping U a0
As before, we denote byM the class of all Borel measures on R, and we let L denote the
subclass of all Le´vy measures on R.
Deﬁnition 5.1. For any a in 0; 1½, we deﬁne the mapping U a0 : L!M by the expression
U a0ðrÞ ¼
Z 1
0
ðDxrÞzaðxÞdx ðr 2 LÞ. ð5:6Þ
We shall see, shortly, that U a0 actually maps L into itself. In the sequel, we shall often use
~ra as shorthand notation for U
a
0 ðrÞ. Note that with the interpretation of zaðxÞdx for
a ¼ 0 and 1, given above, the formula (5.6) specializes to U 10ðrÞ ¼ r and U 00 ðrÞ ¼ U 0ðrÞ.
Using (5.3), the formula (5.6) may be reexpressed as
~raðdtÞ ¼
Z 1
0
rðxa dtÞsaðxÞdx. ð5:7Þ
Note also that ~raðdtÞ can be written as
~raðdtÞ ¼
Z 1
0
r
1
RaðyÞ
dt
 
dy,
where Ra denotes the inverse function of the distribution function Za of zaðxÞdx.
Theorem 5.2. The mapping U a0 sends Le´vy measures to Le´vy measures.
For the proof of this theorem we state the following lemma, which was proved, although
not explicitly stated, in [5].
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½1;1
1DxrðdtÞpmaxf1; x2g
Z
R
minf1; t2grðdtÞ,
and alsoZ
Rn½1;1
t2 DxrðdtÞpmaxf1; x2g
Z
R
minf1; t2grðdtÞ.
Proof. See the proof of [5, Lemma 3.2]. &Proof of Theorem 5.2. Let r be a Le´vy measure on R and consider the measure
~ra ¼ U aðrÞ. Using Lemma 5.3 and (5.5) we then haveZ
R
minf1; t2g ~raðdtÞ ¼
Z 1
0
Z
R
minf1; t2gDxrðdtÞ
 
zaðxÞdx
p
Z 1
0
2maxf1; x2g
Z
R
minf1; t2grðdtÞ
 
zaðxÞdx
¼ 2
Z
R
minf1; t2grðdtÞ
Z 1
0
2maxf1; x2gzaðxÞdxo1,
as desired. &5.3. Absolute continuity
As in Section 3, we let o denote the transformation of the Le´vy measure r by the
mapping t 7! t1.
Theorem 5.4. For any Le´vy measure r the Le´vy measure ~ra given by (5.6) is absolutely
continuous with respect to Lebesgue measure. The density ~ra is the function on Rnf0g given by
~raðtÞ ¼
R1
0
szaðstÞoðdsÞ if t40;R 0
1 jsjzaðstÞoðdsÞ if to0:
(
Proof. It sufﬁces to prove that the restrictions of ~ra to  1; 0½ and 0;1½ equal those of
~raðtÞdt. For a Borel subset B of 0;1½, we ﬁnd thatZ
B
~raðtÞdt ¼
Z
B
Z 1
0
szaðstÞoðdsÞ
 
dt ¼
Z 1
0
Z 1
0
s1BðtÞzaðstÞdt
 
oðdsÞ
¼
Z 1
0
Z 1
0
1Bðs1uÞzaðuÞdu
 
oðdsÞ,
where we have used the change of variable u ¼ st. Changing again the order of integration,
we haveZ
B
~raðtÞdt ¼
Z 1
0
Z 1
0
1Bðs1uÞoðdsÞ
 
zaðuÞdu
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Z 1
0
Z 1
0
1BðsuÞrðdsÞ
 
zaðuÞdu
¼
Z 1
0
rðu1BÞzaðuÞdu ¼ ~raðBÞ.
One proves similarly that the restriction to  1; 0½ of ~ra equals that of ~raðtÞdt. &
Corollary 5.5. Letting, as above, Za denote the distribution function for the probability
measure zaðtÞdt, we have
~rað½t;1½Þ ¼
Z 1
0
ð1 ZaðstÞÞoðdsÞ
¼
Z 1
0
SaððtsÞ1=aÞoðdsÞ ðt 20;1½Þ, ð5:8Þ
and
~rað  1; tÞ ¼
Z 0
1
ð1 ZaðstÞÞoðdsÞ
¼
Z 0
1
SaððtsÞ1=aÞoðdsÞ ðt 2 1; 0½Þ. ð5:9Þ
Proof. For t in ½0;1½ we ﬁnd that
~rað½t;1½Þ ¼
Z 1
t
Z 1
0
szaðsuÞoðdsÞ
 
du
¼
Z 1
0
Z 1
0
szaðsuÞ1½t;1½ðuÞdu
 
oðdsÞ
¼
Z 1
0
Z 1
0
zaðwÞ1½t;1½ðs1wÞdw
 
oðdsÞ
¼
Z 1
0
Z 1
0
zaðwÞ1½st;1½ðwÞdw
 
oðdsÞ
¼
Z 1
0
ð1 ZaðstÞÞoðdsÞ ¼
Z 1
0
SaððstÞ1=aÞoðdsÞ,
where the last equality follows from (5.4). Formula (5.9) is proved similarly. &
5.4. Injectivity of U a0
In order to show that the mappings U a : IDðÞ ! IDðÞ are injective, we ﬁrst
introduce a Laplace like transform: Let r be a Le´vy measure on R, and let o be as deﬁned
above. For any y; b40 we then deﬁne
Lbðy z oÞ ¼
Z
R
eyjtj
b
oðdtÞ.
It follows immediately from the properties of o (see (3.2)) that Lbðy z oÞ is a
ﬁnite, positive number for all y;b40. For b ¼ 1, we recover the usual Laplace
transform.
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~ra ¼ U a0ðrÞ. Let further o and ~oa denote, respectively, the transformations of r and ~ra by the
mapping t 7! t1 : Rnf0g ! Rnf0g. We then have
L1=aðy1=a z ~oaÞ ¼L1ðy z oÞ ðy 20;1½Þ.
Proof. Recall ﬁrst from Theorem 5.4 that ~raðdtÞ ¼ ~raðtÞdt, where
~raðtÞ ¼
R1
0 szaðstÞoðdsÞ if t40;R 0
1 jsjzaðstÞoðdsÞ if to0:
(
Consequently, ~oa has the following density w.r.t. Lebesgue measure:
~raðt1Þt2 ¼
R1
0 st
2zaðst1ÞoðdsÞ if t40;R 0
1 jsjt2zaðst1ÞoðdsÞ if to0:
(
For any positive y, we then ﬁndZ 1
0
eyt
1=a
~oaðdtÞ ¼
Z 1
0
eyt
1=a
Z 1
0
st2zaðst1ÞoðdsÞ
 
dt
¼
Z 1
0
Z 1
0
eyt
1=a
t2zaðst1Þdt
 
soðdsÞ
¼
Z 1
0
Z 1
0
eyt
1=a
t2½a1ðst1Þ11=asaððst1Þ1=aÞdt
 
soðdsÞ
¼ 1
a
Z 1
0
Z 1
0
eyt
1=a
t1þ1=asaðs1=at1=aÞdt
 
s1=aoðdsÞ,
where we have used (5.3). Applying now the change of variable: u ¼ s1=at1=a, we ﬁnd thatZ 1
0
eyt
1=a
~oaðdtÞ ¼
Z 1
0
Z 1
0
eys
1=ausaðuÞdu
 
oðdsÞ
¼
Z 1
0
eðys
1=aÞa oðdsÞ
¼
Z 1
0
ey
as oðdsÞ, ð5:10Þ
where we used that the Laplace transform of saðtÞdt is given byZ 1
0
eZtsaðtÞdt ¼ eZa ðZ40Þ,
(cf. [11, Theorem 1, p. 448]). Applying next the above calculation to the measure
o :¼D1o, we ﬁnd for any positive y thatZ 0
1
eyjtj
1=a
~oaðdtÞ ¼
Z 0
1
eyjtj
1=a
Z 0
1
jsjt2zaðst1ÞoðdsÞ
 
dt
¼
Z 1
0
eyt
1=a
Z 1
0
st2zaðst1Þ oðdsÞ
 
dt
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Z 1
0
ey
as oðdsÞ
¼
Z 0
1
ey
ajsjoðdsÞ. ð5:11Þ
Combining formulae (5.10) and (5.11), it follows immediately that L1=aðy z ~oaÞ ¼
L1ðya z oÞ, for any positive y. &
Corollary 5.7. For each a in 0; 1½, the mapping U a0 : L! L is injective.
Proof. With notation as in Proposition 5.6, it follows immediately from that same
proposition that the (usual) Laplace transform of o is uniquely determined by ~ra ¼ U a0ðrÞ.
As in the proof of Corollary 3.5, this implies that o, and hence r, is uniquely determined
by U a0ðrÞ. &5.5. The mapping U a
Our next objective is to generalize U a0 to a mapping U
a : IDðÞ ! IDðÞ.
Deﬁnition 5.8. For a probability measure m in IDðÞ with generating triplet ða;r; ZÞ, we let
U aðmÞ denote the measure in IDðÞ with generating triplet ðcaa; ~ra; ZaÞ, where ~ra ¼ U a0 ðrÞ
is deﬁned by (5.6) while
ca ¼
2
Gð2aþ 1Þ for 0pap1
and
Za ¼
Z
Gðaþ 1Þ þ
Z 1
0
Z
R
tð1½1;1ðtÞ  1½x1;x1ðtÞÞrðx1 dtÞ
 
zaðxÞdx. ð5:12Þ
To see that the integral in (5.12) is well-deﬁned, we note that it was shown, although not
explicitly stated, in [5, Proof of Lemma 3.3] thatZ
R
juxj 1½1;1ðuxÞ  1½x;xðuxÞ
		 		rðdxÞpmaxf1; x2gZ 1
0
minf1; u2grðduÞ.
Together with (5.5), this veriﬁes that Za is well-deﬁned. Note also that since U
a
0 is injective
(cf. Corollary 5.7), it follows immediately from the deﬁnition above that so is U a. The
choice of the constants ca and Za is motivated by the following two results, which should be
seen as analogues of [5, Theorem 4.1]. In addition, the choice of ca and Za is essential to the
stochastic interpretation of U a given in Theorem 5.17 below. Note that for a ¼ 0, we
recover the mapping U, whereas putting a ¼ 1 produces the identity mapping on IDðÞ.
Theorem 5.9. Let m be a measure in IDðÞ with generating triplet ða;r; ZÞ. Then the
cumulant function of U aðmÞ is representable as
CU aðmÞðzÞ ¼
iZz
Gðaþ 1Þ  caaz
2 þ
Z
R
EaðiztÞ  1 iz
t
Gðaþ 1Þ 1½1;1ðtÞ
 
rðdtÞ, ð5:13Þ
for any z in R, and where Ea is the Mittag– Leffler function.
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EaðiztÞ  1 iz
t
Gðaþ 1Þ 1½1;1ðtÞ ¼
Z 1
0
ðeiztx  1 iztx1½1;1ðtÞÞzaðxÞdx, ð5:14Þ
which follows immediately from the above-mentioned properties of Ea and the probability
density za (including the interpretation of zaðxÞdx for a ¼ 0 or 1). Note in particular thatR1
0
xzaðxÞdx ¼ 1Gðaþ1Þ (cf. (5.5)).
We note next that it was established in [5, Proof of Lemma 4.2] thatZ 1
0
jeiztx  1 iztx1½1;1ðtÞjrðdtÞp 2þ
1ﬃﬃﬃ
2
p ðzxÞ2
 Z
R
minf1; t2grðdtÞ.
Together with Tonelli’s theorem, (5.14) and (5.5), this veriﬁes that the integral in (5.13) is
well-deﬁned, and that it is permissible to change the order of integration in the following
calculation:Z
R
ðEaðiztÞ  1 iz tGðaþ 1Þ 1½1;1ðtÞÞrðdtÞ
¼
Z
R
Z 1
0
ðeiztx  1 iztx1½1;1ðtÞÞzaðxÞdx
 
rðdtÞ
¼
Z 1
0
Z
R
ðeizu  1 izu1½x1;x1ðuÞÞrðx1 duÞ
 
zaðxÞdx
¼
Z 1
0
Z
R
ðeizu  1 izu1½1;1ðuÞÞrðx1 duÞ
 
zaðxÞdx
þ iz
Z 1
0
Z
R
uð1½1;1ðuÞ  1½x1;x1ðuÞÞrðx1 duÞ
 
zaðxÞdx
¼
Z
R
ðeizu  1 izu1½1;1ðuÞÞ ~raðduÞ
þ iz
Z 1
0
Z
R
uð1½1;1ðuÞ  1½x1;x1ðuÞÞrðx1duÞ
 
zaðxÞdx.
Comparing the above calculation with Deﬁnition 5.8, the theorem follows readily. &
Proposition 5.10. For any a in 0; 1½ and any measure m in IDðÞ we have
CU aðmÞðzÞ ¼
Z 1
0
CmðzxÞzaðxÞdx ðz 2 RÞ.
Proof. For arbitrary z in R, we haveZ
R
CmðzxÞzaðxÞdx
¼
Z
R
iZzx  1
2
az2x2 þ
Z
R
ðeitzx  1 itzx1½1;1ðtÞÞrðdtÞ
 
zaðxÞdx
¼ iZz
Z 1
0
xzaðxÞdx 
1
2
az2
Z 1
0
x2zaðxÞdx
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Z
R
Z
R
ðeitzx  1 itzx1½1;1ðtÞÞzaðxÞdx
 
rðdtÞ
¼ iZz
Gðaþ 1Þ 
az2
Gð2aþ 1Þ þ
Z
R
EaðiztÞ  1 iz
t
Gðaþ 1Þ 1½1;1ðtÞ
 
rðdtÞ, ð5:15Þ
where the last equality uses (5.5) as well as (5.14). According to Theorem 5.9, the resulting
expression in (5.15) equals CU aðmÞðzÞ, and the proposition follows. &5.6. Properties of U a
We prove next that the mappings U a possess properties similar to those of U established
in [5, Section 5].
Proposition 5.11. For each a in 0; 1½, the mapping U a : IDðÞ ! IDðÞ has the following
algebraic properties:(i) For any m1;m2 in IDðÞ, U aðm1  m2Þ ¼ U aðm1Þ  U aðm2Þ.
(ii) For any m in IDðÞ and any c in R, U aðDcmÞ ¼ DcU aðmÞ.
(iii) For any c in R, U aðdcÞ ¼ dc.Proof. Suppose m1; m2 2 IDðÞ. Then for any z in R we have by Proposition 5.10
CU aðm1m2ÞðzÞ ¼
Z 1
0
Cm1m2 ðzxÞzaðxÞdx
¼
Z 1
0
ðCm1ðzxÞ þ Cm2 ðzxÞÞzaðxÞdx
¼ CU aðm1ÞðzÞ þ CU aðm2ÞðzÞ ¼ CU aðm1ÞU aðm2ÞðzÞ,
which veriﬁes statement (i). Statements (ii) and (iii) follow similarly by applications of
Proposition 5.10. &
Corollary 5.12. For each a in ½0; 1, the mapping U a : IDðÞ ! IDðÞ preserves the notions
of stability and selfdecomposability, i.e.
U aðSðÞÞ  SðÞ and U aðLðÞÞ LðÞ. ð5:16Þ
Proof. Suppose m 2SðÞ, i.e.
8a; a040 8b; b0 2 R 9a0040 9b00 2 R : ðDam  dbÞ  ðDa0m  db0 Þ ¼ Da00m  db00 .
ð5:17Þ
By Proposition 5.11, it is apparent that U aðmÞ satisﬁes (5.17) too, and this veriﬁes the ﬁrst
inclusion in (5.16). The second inclusion is proved similarly. &
Theorem 5.13. For each a in 0; 1½, the mapping U a : IDðÞ ! IDðÞ is continuous with
respect to weak convergence.
For the proof of this theorem we use the following:
Lemma 5.14. For any real numbers z and t we have
eizt  1 izt
1þ t2
				
				 1þ t2t2 p5 maxf1; jzj2g. ð5:18Þ
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2
z2, and the inequality holds
trivially. Thus, we assume that ta0, and clearly we may assume that za0 too.
For t in Rn½1; 1, note that 1þt2
t2
p2, and hence
eizt  1 izt
1þ t2
				
				 1þ t2t2 pð1þ 1Þ 1þ t
2
t2
þ iz
t
				
				p4þ jzjp5 maxf1; jzj2g.
For t in ½1; 1nf0g, note ﬁrst that
eizt  1 izt
1þ t2
 
1þ t2
t2
¼ eizt  1 iztþ izt t
2
1þ t2
 
1þ t2
t2
¼ ðcosðztÞ  1Þ þ iðsinðztÞ  ztÞð Þ 1þ t
2
t2
þ izt. ð5:19Þ
By second order Taylor expansion we ﬁnd that
cosðztÞ  1
t2
				
				p 12 jzj2 and sinðztÞ  ztt2
				
				p 12 jzj2,
and combining this with (5.19), it follows for t in ½1; 1nf0g that
eizt  1 izt
1þ t2
				
				 1þ t2t2 p 12jzj2 þ 12jzj2
 
 2þ jzjp3maxf1; jzj2g.
This completes the proof. &
Corollary 5.15. Let m be an infinitely divisible probability measure on R with generating pair
ðg;sÞ (see Section 2). Then for any real number z we have
jCmðzÞjpðjgj þ 5sðRÞÞmaxf1; jzj2g.
Proof. This follows immediately from Lemma 5.14 and the representation (2.1). &
Proof of Theorem 5.13. Let ðmnÞ be a sequence of measures from IDðÞ, and suppose that
mn !
w
m for some measure m in IDðÞ. We need to show that U aðmnÞ!
w
U aðmÞ. For this, it
sufﬁces to show that
CU aðmnÞðzÞ!CU aðmÞðzÞ ðz 2 RÞ. ð5:20Þ
By Proposition 5.10,
CU aðmnÞðzÞ ¼
Z 1
0
Cmn ðzxÞzaðxÞdx and CU aðmÞðzÞ ¼
Z 1
0
CmðzxÞzaðxÞdx,
for all n in N and z in R. According to [16, Lemma 7.7],
Cmn ðyÞ!CmðyÞ for all y in R,
so by the dominated convergence theorem, (5.20) follows, if, for each z in R, we ﬁnd a
Borel function hz : ½0;1½! ½0;1½, such that
8n 2 N 8x 2 ½0;1½ : jCmn ðzxÞzaðxÞjphzðxÞ and
Z 1
0
hzðxÞdxo1. ð5:21Þ
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mn !
w
m, Gnedenko’s theorem (cf. [12, Theorem 1, p. 87]) asserts that
S :¼ sup
n2N
snðRÞo1 and G :¼ sup
n2N
jgnjo1.
Now, by Corollary 5.15, for any n in N, z in R and x in ½0;1½ we have
jCmn ðzxÞzaðxÞjpðG þ 5SÞmaxf1; z2x2gzaðxÞ,
and here, by formula (5.5),Z 1
0
ðG þ 5SÞmaxf1; z2x2gzaðxÞdxpðG þ 5SÞ
Z
R
ð1þ z2x2ÞzaðxÞdx
¼ ðG þ 5SÞ þ ðG þ 5SÞz2 2
Gð2aþ 1Þo1.
Thus, for any z in R, the Borel function
hzðxÞ ¼ ðG þ 5SÞmaxf1; z2x2gzaðxÞ ðx 2 ½0;1½Þ,
satisﬁes (5.21). This concludes the proof. &
In a subsequent paper [6] it is proved that both U and U a (for a in 0; 1½) are in fact
homeomorphisms with respect to weak convergence onto their respective ranges.
5.7. Stochastic representation
In the following we consider a probability measure m from IDðÞ and we let ðX tÞ be the
Le´vy process generated by m, i.e. ðX tÞ is the Le´vy process with LfX 1g ¼ m. As indicated in
the Introduction, it was proved in [5] that the stochastic integral
Y ¼
Z 1
0
j logð1 sÞjdX s ð5:22Þ
is well deﬁned as a limit in probability and that (5.22) constitutes a stochastic
representation of the mapping U in the sense that the law of Y is U ðmÞ. The mapping U a
may be similarly given a stochastic interpretation, as we shall prove next. We recall ﬁrst the
following result from [5]:
Proposition 5.16 (Barndorff-Nielsen and Thorbjørnsen [5]). Assume that 0paobp1, and
let f : a; b½! R be a continuous function. Assume that
8z 2 R :
Z b
a
jCmðzf ðtÞÞjdto1.
Then the stochastic integral
R b
a
f ðtÞdX t exists as the limit, in probability, of the sequence
ðR bn
an
f ðtÞdX tÞn2N, where ðanÞ and ðbnÞ are arbitrary sequences in a; b½ such that anpbn for all
n and an & a and bn % b as n !1.
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a
f ðtÞdX tg 2 IDðÞ and
C z z
Z b
a
f ðtÞdX t
 
¼
Z b
a
Cmðzf ðtÞÞdt, ð5:23Þ
for all z in R.
Recall that Ra denotes the inverse of the distribution function Za of the probability
measure zaðxÞdx.
Theorem 5.17. For each a 2 ½0; 1, the stochastic integral
Y ¼
Z 1
0
RaðsÞdX s ð5:24Þ
exists, as a limit in probability, and the law of Y is U aðmÞ.
Proof. It sufﬁces to consider a in 0; 1½. In order to ensure the existence of the stochastic
integral in (5.24) , it is enough, by Proposition 5.16, to verify that
R 1
0 jCmðzRaðtÞÞjdto1 for
all z in R. Denoting by l the Lebesgue measure on ½0; 1, note that ZaðzaðxÞdxÞ ¼ l, so that
RaðlÞ ¼ zaðxÞdx. Hence we ﬁnd thatZ 1
0
jCmðzRaðtÞÞjdt ¼
Z 1
0
jCmðzuÞj  zaðuÞdu
p
Z 1
0
ðjgj þ 5sðRÞÞmaxf1; z2u2gzaðuÞduo1,
where ðg;sÞ is the generating pair for m (cf. Corollary 5.15). Thus, by Proposition 5.16,
the stochastic integral Y ¼ R 10 RaðtÞdX t makes sense, and the cumulant function of Y is
given by
Cfz z Y g ¼
Z 1
0
CmðzRaðtÞÞdt ¼
Z 1
0
CmðzuÞzaðuÞdu ¼ CU aðmÞðzÞ,
where we have used Proposition 5.10. This completes the proof. &
6. Concluding remarks
The regularizing mappings of Le´vy measures discussed in this paper are all one-
dimensional. In [2], the stochastic integral representation (1.3) is used to deﬁne a
multivariate extension of U. More speciﬁcally, for a d-dimensional inﬁnitely divisible
probability measure m, let X ¼ fX tgtX0 be the Le´vy process whose law at time 1 is m and
let ~X ¼ f ~X tgtX0 be the Le´vy process determined by
~X 1 ¼
Z 1
0
j logð1 tÞjdX t,
(cf. (1.3)). Write IDðRd Þ for the class of inﬁnitely divisible d -dimensional laws and U ðmÞ
for the law of ~X 1, and let BðRdÞ ¼ U ðIDðRd ÞÞ and TðRdÞ ¼ U ðLðRdÞÞ, where LðRd Þ
denotes the class of selfdecomposable distributions in IDðRdÞ. Trivially, BðRd Þ
and TðRd Þ constitute extensions of the Goldie–Steutel–Bondesson and Thorin classes
discussed in the foregoing. It turns out that these extensions have a probabilistic
characterization similar to the deﬁning properties of the one-dimensional versions.
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decomposition of their Le´vy measures. For the proofs and further results, see the above-
mentioned paper [2].
This type of multivariate extension has turned out to be useful in connection with certain
constructions involving Le´vy copulas; cf. [1].
Other multivariate extensions are of interest, for instance in relation to matrix
subordinators (see [3]).
We mention ﬁnally the possible connection between the mapping U a and the notion of
q-deformed probability. For each q in ½1; 1, the q-deformed probability theory has been
developed by a number of authors (see e.g. [9] and [15]). For q ¼ 0, this corresponds to
Voiculescu’s free probability and for q ¼ 1 to classical probability. Since the right-hand
side of (5.13) interpolates correspondingly between the free and classical Le´vy–Khintchine
representations, one may speculate whether the right-hand side of (5.13) (for a ¼ q) might
be interpreted as a kind of Le´vy–Khintchine representation for the q-analogue of the
cumulant transform (see [15]). We are grateful to Michael Anchelevich for making us
aware of the q-interpolation between the classical and free Le´vy–Khintchine representa-
tions, which led us to deﬁne the mappings U a.
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