Abstract. We study an eigenvalue problem in the framework of double phase variational integrals and we introduce a sequence of nonlinear eigenvalues by a minimax procedure. We establish a continuity result for the nonlinear eigenvalues with respect to the variations of the phases. Furthermore, we investigate the growth rate of this sequence and get a Weyltype law consistent with the classical law for the p-Laplacian operator when the two phases agree.
1. Introduction 1.1. Overview. While the theory of linear eigenvalue problems is a well established topic of functional analysis [17] , in the last few decades many contributions were devoted to the study of nonlinear eigenvalue problems. As pointed out by P. Lindqvist in his monograph [46] , the work [39] by E.H. Lieb was probably one of the first containing an interesting result about the minimum of a nonlinear Rayleigh quotient in several variables. Subsequently, and especially in the first years of the nineties various papers were written by P. Lindqvist on the subject, we recall here [29, [40] [41] [42] [43] and the comprehensive overview contained in his monograph [46] . 1.1.1. p-Laplacian. More precisely, if Ω ⊂ R n is a smooth bounded domain and p > 1, for the quasi-linear eigenvalue problem (1.1) − div(|∇u| p−2 ∇u) = λ|u| p−2 u, u ∈ W 1,p 0 (Ω), existence, regularity, qualitative properties and stability of eigenpairs (u, λ) with respect to p were investigated. The physical motivations that lead to the study of the eigenvalue problem (1.1) are mainly within the context of non-Newtonian fluids, dilatant for p > 2 and pseudoplastic for 1 < p < 2, nonlinear elasticity and glaceology. Of particular relevance is the investigation of the properties of the first eigenpair (u 1 p , λ 1 p ), which corresponds to a solution to the nonlinear minimization problem where sin p is a 2π p -periodic function that generalizes the classical sine function [44] . Of course an analogous analysis is not possible in the higher dimensional case. The existence of a sequence of higher eigenvalues (u m p , λ m p ) can be obtained as a solution to where S k−1 is the unit sphere in R k , and with the convention that γ(A) := +∞, if no such an integer k exists. Actually one can define, in a similar fashion, a sequence of higher variational eigenvalues by replacing the Krasnosel'skiȋ genus with any other topological index i which satisfies the properties listed at the end of Section 4. It is unknown whether these topological constructions exhaust the spectrum or not, which is the case for linear eigenvalue problems. This is, in fact, one of the main open problems in the field since the appearance of these results. The sequence of eigenvalues (λ m p ) depend continuously, in smooth domains, on the value of p (cf. [13, 22, 23, 41, 43, 52] ) and, fixed the value of p, they grow in m according to a suitable Weyl-type law, λ m p ≈ Cm p/n for m large, consistently with the celebrated Weyl law for the linear case p = 2, see e.g. [30, 33] . For a complete investigation of the Stekloff spectrum for the pseudo p-Laplacian operator i D i (|D i u| p−2 D i u), we refer the reader to [9] .
1.1.2.
Fractional p-Laplacian. We wish to point out that, very recently, a nonlocal version of the p-Laplacian, the fractional p-Laplacian (−∆ p ) s , (1.4) (−∆ p ) s u(x) := 2 lim εց0 R n \Bε (x) |u(x) − u(y)| p−2 (u(x) − u(y)) |x − y| n+s p dy, x ∈ R n .
was introduced in [40] , where properties of the first eigenvalue are investigated. Subsequently, Weyl-type laws were studied in [35] (an optimal result, consistent with the local case, is not available yet, due to the strong nonlocal effects in the analysis) and a complete analysis about the stability of variational eigenvalues was obtained in [11] , with particular reference to the singular limit s ր 1 towards the eigenvalues of the fractional Laplacian (−∆) s = F −1 • M s • F, where F is the Fourier transform operator and M s is the multiplication by |ξ| 2 s . A rather complete analysis about the properties of the second eigenvalue was carried on in [10] .
1.1.3. p(x)-Laplacian. Motivated by nonlinear elasticity theory and electrorheological fluids, problems involving variable exponents p(x) were also investigated, especially in regularity theory (see e.g. [1, 2, 24] and the references therein). Quite recently in [29] , nonlinear eigenvalues were investigated in this framework. If p : Ω → R + is a log-Hölder continuous function and (Ω) : u p(x) = 1} such that i(K) ≥ m, where i denotes the genus or any other topological index satisfying properties (i 1 )-(i 4 ) listed in Section 4. In [29] existence and properties of the first eigenfunction were studied. The stability with respect to uniform perturbations of p(x) was recently investigated in [14] (see also [8] ). Finally, the growth rate of the sequence in (1.5) was investigated in [54] , getting a natural replacement for the constant case.
Double phases.
Given two constant exponents q > p > 1, one can think about the case of a variable exponent p(x) being a smooth approximation of a discontinuous exponent p : Ω → (1, ∞) withp(x) = p if x ∈ Ω 1 andp(x) = q if x ∈ Ω 2 , where Ω = Ω 1 ∪ Ω 2 .
In some sense, this situation can be interpreted as a double phase behavior in two disjoint sub-domains of Ω. A different kind of double phase situation occurs for the energy functional (1.6) u → Ω H(x, |∇u(x)|)dx, H(x, t) := t p + a(x)t q , q > p > 1, a(·) ≥ 0, where the integrand switches two different elliptic behaviors. This defined in (1.6) belongs to a family of functionals that Zhikov introduced to provide models of strongly anisotropic materials, see [61] [62] [63] or [64] and the references therein. Also, (1.6) settle in the context of the so called functionals with non-standard growth conditions, according to a well-established terminology which was introduced by Marcellini [47, 48] , see also [18] [19] [20] 49] . In [64] , functionals (1.6) are used in the context of homogenization and elasticity and the function a drives the geometry of a composite of two different materials with hardening powers p and q.
Significant progresses were recently achieved in the framework of regularity theory for minimisers of this class of integrands of the Calculus of Variations, see e.g. [4-6, 15, 16 ].
Main results.
The main goal of this paper is to introduce a suitable notion of eigenpair associated with the energy functional (1.6) consistently with the case p = q and a ≡ 1, to prove the existence of an unbounded sequence of eigenvalues and, furthermore, get continuity of each of these eigenvalues with respect to (p, q) and a Weyl-type law consistent with the classical (single phase) case. Let W 1,H 0 (Ω) be the Musielak-Orlicz space introduced in Section 2 and
where Ω is a bounded domain of R n . In the sequel we shall denote this set simply by M. In the next theorems we assume that 1 < p < q < n and that the following condition holds
The following are the main results of the paper. 
The first eigenvalue λ 1 H is stable under monotonic perturbations of Ω. If a ≡ 1, furthermore, balls uniquely minimize the first eigenvalue among sets with a given n-dimensional Lebesgue measure. Finally, if a ≡ 1 and, given a polarizer H with 0 ∈ H (resp. 0 ∈ ∂H), the domain Ω coincides with its polarization Ω H (resp. its reflection Ω H ), then there exists a first nonnegative eigenfunction having the symmetry u = u H .
The previous theorem is a consequence of a Poincaré-type inequality, which has been proved in the general framework of Musielak-Orlicz spaces in [27, 34] .
It is important to stress that, due to the presence of the term S(u), equation (1.8) turns out to be nonlocal. A similar nonlocal character arises in the case of the p(x)-Laplacian. It would be interesting to investigate the simplicity of the first eigenvalue as well as understanding if an arbitrary eigenfunction of fixed sign is automatically a first eigenfunction. These issues are known to hold in the cases of the p-Laplacian and the fractional p-Laplacian but, to the authors' knowledge, no result seems to be available in inhomogeneous settings like the p(x)-Laplacian or the double phase operators.
In what follows, i denotes the genus or any topological index satisfying (i 1 )-(i 4 ) in Section 4. The result provides the construction of a variational spectrum for the double phase integrands which is consistent with the single phase case p = q, see e.g. [22, 23] . The proof relies on the properties of the topological index i and is based on the fact that the even functional K| M : u ∈ M → ∇u H satisfies the (PS) condition. As for the p-Laplacian, it is not known whether the variational spectrum (i.e. the sequence of variational eigenvalues (λ m H )) exhausts the whole spectrum (i.e. the set of all eigenvalues of (1.8), see Definition 3.3) or not. In Theorem 3.12, we prove that the spectrum is a closed set. While the following two results concern only the variational spectrum.
where H h (x, t) := t p h + a(x)t q h and H(x, t) := t p + a(x)t q .
The result implies, in particular, that each element of the sequence of nonlinear eigenvalues (λ m H h ) for the double phase case converges to the corresponding nonlinear eigenvalue for the p 0 -Laplacian operator, whenever (p h , q h ) ց (p 0 , p 0 ), as h → ∞. The proof of Theorem 1.3 uses some recent results of [22] and involves the Γ-convergence of a class of even functionals defined in L 1 (Ω). In what follows, for any E ⊂ N, we shall denote by ♯E the number of elements of E. Furthermore, A ⊂ R n is called quasi-convex if there exists a constant C > 0 such that for all x, y ∈ A there is an arc joining x to y in A having length at most C|x − y|.
Theorem 1.4 (Weyl law).
Let Ω be quasi-convex and let us set
Let λ m H be defined either through the genus γ or through the Z 2 -cohomological index g. Then, there exist C 1 , C 2 > 0, depending only on n, p, q, such that
for λ > 0 large. In particular there exist D 1 , D 2 > 0 depending on n, p, q, a and |Ω| with
for every m ≥ 1 large enough.
The result provides a consistent extension of the Weyl-type law for the p-Laplacian. We point out that, in the limiting case when p = q and a ≡ 1, the Euler-Lagrange equation (1.8) (see also the formulation (3.3)) reduces to the usual quasi-linear problem (1.1) involving −∆ p , but the eigenvalues λ m H and λ m p , in light of their definition, do satisfy
Hence, the estimate for the growth of (λ m H ) of Theorem 1.4 for the case p = q (formally corresponding to σ = 0)
should be compared with the estimate D 1 m p/n ≤ λ m p ≤ D 2 m p/n and, thus, it is consistent with the results obtained in [30, 33] . For the linear case q = p = 2 and a = 1, we mention the pioneering contribution by H. Weyl [60] , from which these type of estimates inherit the name. The proof of Theorem 1.4 relies on the properties and on the relations among three different topological indices (i.e. the genus, the cogenus, and the cohomological index) and is an adaptation to the double phase setting of an idea developed in [54] for the p(x)-Laplacian operator.
1.3. Plan of the paper. In Section 2 we give some basic definitions and useful results on Musielak-Orlicz spaces and in particular on the spaces generated by the N -function H as in (1.6). In Section 3 we derive the Euler-Lagrange equation corresponding to the minimization of the Rayleigh ratio ∇u H / u H and we prove Theorem 1.1 concerning the first eigenpair (λ 1 H , u 1 H ) and some useful properties of the spectrum, such as its closedness and the behavior of the first eigenvalue for large exponents p and q. Section 4 contains the definition of the variational eigenvalues of (1.8) and the proof of Theorem 1.2, while Section 5 is devoted to the proof, via Γ-convergence, of the stability of the nonlinear spectrum (Theorem 1.3), i.e. the continuity of the eigenvalues with respect to the variation of the phases p and q from the right. Finally, in Section 6 we study the asymptotic growth of the variational eigenvalues and prove Theorem 1.4.
Preliminary results
2.1. Musielak-Orlicz spaces. We recall here some notions on Musielak-Orlicz spaces, see for reference [50] , Section 2 of [24] , and also Section 1 of [28] . Let Ω ⊂ R n be a bounded domain. 
ϕ ∈ Φ(Ω) satisfies the (∆ 2 )-condition if there exist a positive constant C and a nonnegative function h ∈ L 1 (Ω) such that ϕ(x, 2t) ≤ Cϕ(x, t) + h(x) for a.a. x ∈ Ω and all t ∈ [0, ∞).
Let ϕ, ψ ∈ Φ(Ω). The function ϕ is weaker than ψ, denoted by ϕ ψ, if there exist two positive constants C 1 , C 2 and a nonnegative function h ∈ L 1 (Ω) such that
where
is the modular, while
Proposition 2.4 (unit ball property). Let ϕ ∈ Φ(Ω), then the following properties hold.
Lemma 2.1.14 of [24] ).
Remark 2.5. As a consequence of the homogeneity of the norm and of the unit ball property (Proposition 2.4-(ii)) we have the following implications:
Definition 2.6. For ϕ ∈ Φ(Ω), the function ϕ * : Ω × R defined as 
is said to be a generalized N -function, and is denoted by ϕ ∈ N (Ω), if ϕ(·, t) is measurable for all t ∈ R and ϕ(x, ·) is an N -function for a.a. x ∈ Ω.
Definition 2.9. Let φ, ψ ∈ N (Ω). We say that φ increases essentially more slowly than ψ near infinity, and we write φ ≪ ψ, if for any
For ϕ ∈ Φ(Ω), the related Sobolev space
, and is equipped with the norm
where ∇u ϕ stands for |∇u| ϕ . Furthermore, if ϕ ∈ N (Ω) is locally integrable, we denote by W 
The double phase
with 1 < p < q and 0 ≤ a(·) ∈ L 1 (Ω), is a locally integrable, generalized N -function satisfying (2.2) and H(x, 2t) ≤ 2 q H(x, t) for a.a. x ∈ Ω and all t ∈ [0, ∞), that is condition (∆ 2 ). Therefore, in correspondence to H, we define the Musielak-Orlicz
Remark 2.11. In the next lemma we provide an explicit expression for · H . To this aim, for every function u with a(x)|u| q ∈ L 1 (Ω) and a 1/q u q > 0, we set
We observe that the convex function
is invertible in [0, ∞). We have the following result.
Lemma 2.12. Let 1 < p < q. Then, for every u with a(x)|u| q ∈ L 1 (Ω) and a 1/q u q > 0, there holds
.
Proof. Let γ > 0 be admissible for the problem defining u H , i.e.
We now perform the change of variable
for some α ∈ R that will be chosen later. Then (2.4) becomes
If we choose
the previous inequality becomes
This can be finally rewritten as
This shows that
By using that W is strictly monotonically increasing in [0, ∞), we get the expression (2.3).
We recall here the following definition.
for all t, s ≥ 0 and a.a. x ∈ Ω.
We endow the spaces W 1,H (Ω) and W 
is uniformly convex, the reflexivity follows by the Milman-Pettis theorem. By Theorems 2.4.11 and 2.4.14 of [24] , in order to prove that L H (Ω) is uniformly convex, it is enough to show that the N -function H is uniformly convex. Let ε > 0 and t, s ≥ 0 be such that |t − s| > ε max{t, s}. By Remark 2.4.16 of [24] there exist δ p (ε), δ q (ε) > 0 such that
This concludes the proof.
In the following, the notation X ֒→ Y means that the space X is continuously embedded into the space Y , while X ֒→֒→ Y means that X is compactly embedded into Y .
Proposition 2.15 (Embeddings, I
). Put p * := np/(n − p) if p < n, p * := +∞ otherwise, and
endowed with the norm
Then the following embeddings hold:
Proof. Put H p (x, t) := t p for all t ≥ 0 and x ∈ Ω. Clearly, H p H, hence by Proposition 2.3, 
and so we conclude u q,a ≤ u H , which proves (iv). Finally, for all t ≥ 0 and a.a.
so (v) follows once again by Proposition 2.3.
Although we will not use it explicitly, the next lemma could be useful in some situations.
, hence up to a subsequence u h → u a.e. in Ω.
We prove now the second part of the statement. Since (u h ) is a Cauchy sequence in L H (Ω), we can find a subsequence (u h j ) for which
and by the unit ball property
Clearly, f m (x) ≤ f m+1 (x) for all m, a.e. in Ω, and so, by the monotone convergence theorem, there exists f ∈ L 1 (Ω) such that f m → f a.e. in Ω. By virtue of Lemma 2.3.16-(b) of [24] ,
This implies that for a.a. x ∈ Ω, (u h j (x)) is a Cauchy sequence in R and so it converges to someū(x) ∈ R. Furthermore, passing to the limit for m → ∞ in (2.5), we get for all j ≥ 2 and for a.a.
Thus, by Lemma 2.3.16 (c) of [24] , we obtain u h j →ū in L H (Ω), and so u =ū a.e. in Ω. Finally, (2.6) yields
and the proof is concluded by taking
From now on in the paper, unless explicitly stated, we shall assume that
The function
Proposition 2.18 (Embeddings, II). Assume that (1.7) holds. Then the following facts hold.
(
is continuous and such that K ≪ H * , then
(iii) H ≪ H * , and consequently
(iv) The following Poincaré-type inequality holds
Proof. We refer to Theorems 1.1 and 1.2 of [27] . It suffices to prove condition (2) of Proposition 3.1 of [27] , i.e. that there exist three positive constants δ < 1/n, c 0 and t 0 such that
for all j = 1, . . . , n, x ∈ Ω for which ∇a(x) exists, and t ≥ t 0 . If we put δ := q/p − 1 and c a > 0 the Lipschitz constant of a, we get
q/p for a.a. x ∈ Ω, all t > 0, and j = 1, . . . , n, that is (2.8) with c 0 := c a , δ := q/p − 1 < 1/n and any t 0 > 0.
Remark 2.19. Poincaré-type inequality (2.7) has been proved also in [34] under the more general assumption (2.9) Ω is quasi-convex and a ∈ C 0,α (Ω), with
We wish to stress that the bound on q/p given in (2.9), was required for the first time in the papers [4, 5] dealing with regularity of local minimizers for double phase variational integrals. Furthermore, we observe that, since p * > p(1 + 1/n), both (1.7) and (2.9) imply q < p * .
As a consequence of inequality (2.7), if either assumption (1.7) or assumption (2.9) holds, we equip the space W 
Let us consider the Rayleigh ratio
and define the first eigenvalue as
We claim that the following equation
is the Euler-Lagrange equation corresponding to the minimization of the Rayleigh ratio (3.1). In (3.3) we have denoted by S(u) the following quantity
We note that equation (3. 3) reduces to (1.8) if u ∈ M, since in that case K(u) = λ, k(u) = 1 and S(u) reads as in (1.9).
In order to prove the claim, we define for all u ∈ W
Proof. Reasoning as in Lemma A.1 of [29] , we get
We observe that, being 1 < p < q and by the unit ball property,
By Hölder's inequality and by Proposition 2.15, it results that
where S p , S q,a > 0 are the Sobolev constants for the embeddings of W
2 , where
We show that
is identical, with a(·) replaced by the constant function 1 and q replaced by p. We get by Hölder's inequality
First, we estimate I (h) . We pick a subsequence (u h j ). Since by Proposition 2.15 W
Up to a subsequence, u h j → u a.e. in Ω and there exists a function w ∈ L q (Ω) such that a 1/q |u h j | ≤ w a.e. in Ω for all j.
Therefore, for j sufficiently large and for ε ∈ (0, k(u)),
where in the last inequality we used the fact that k(u h j ) → k(u) = 0. Consequently, by the dominated convergence theorem, I (h j ) → 0 as j → ∞ and by the arbitrariness of the subsequence, I (h) → 0 as h → ∞. Now, in order to prove that also
, and by the dominated convergence theorem, we easily get
This proves that f (u h ) → f (u) and so
2 ) converges to zero as h → ∞ and the proof is concluded by the arbitrariness of v.
As a consequence of the last proposition, M is a C 1 Banach manifold. By using analogous techniques as in the proof of Proposition 3.1, it is possible to prove the following result.
Reasoning as in Section 3 of [29] , we find that a necessary condition for minimality of the Rayleigh ratio (3.1) is
Together with Propositions 3.1 and 3.2, this yields the claim with λ = K(u)/k(u), and justifies the following definition.
, where S(u) is defined as in (3.4) . The real number λ is the corresponding eigenvalue. The set Λ := λ ∈ R : λ is eigenvalue of (3.3) , is called spectrum.
We remark here that, by a standard density argument, we can take any v ∈ W 1,H 0 (Ω) as test function in (3.6). Testing equation (3.6) with v = u yields
so that if u ∈ M, then λ = ∇u H and equation (1.8) holds.
3.2. L ∞ -bound of eigenfunctions. Assume that condition (1.7) on p, q, a and Ω holds. If u ∈ M is a weak solution to the Euler-Lagrange equation
with λ = ∇u H > 0 and S(u) is as in formula (1.9), then by following a standard argument it is possible to prove that there exists a positive constant C(n, p, λ, a) such that
Observe that S(u) ≤ q from formula (1.9) and λ = ∇u H . For all t ≥ 0 and k > 0, we set t k := min{t, k}. For all r ≥ 2, k > 0, the mapping t → t|t| We choose it as a test function, getting (recall that |s| k ≤ |s| for any s and k),
for some positive constant C ′ which depends only on p, q, a. Taking into account that a ≥ 0 and using Fatou's lemma (by letting k → ∞), it follows that (3.10) (r − 1)
with C depending on p, q, a and λ. In light of condition (1.7), we know that q < p * . But then this is exactly the estimate that is usually obtained to get the L m -estimate for any m ≥ 1 for the p-Laplacian problem −∆ p u = f (u) in Ω and u = 0 on ∂Ω, for a subcritical nonlinearity f : R → R which satisfies the growth condition
For the explicit computations following inequality (3.10) and the bootstrap argument yielding u ∈ L m (Ω) for every m ≥ 1, one can argue e.g. as in [65] . Then similar bootstrap arguments allow to prove the L ∞ -estimate. (3.7) . After giving the proof of Theorem 1.1, we shall collect some properties of the first eigenvalue.
• Proof of Theorem 1.1. By the Poincaré-type inequality (2.7), there exists C > 0 independent of v for which
Clearly, (v h ) is bounded in the reflexive Banach space W 1,H 0 (Ω) and so we can extract a subsequence (v h j ) weakly converging to u in W 1,H 0 (Ω). Therefore, by Proposition 2.18-(iii), v h j H → u H as j → ∞, and so u H = 1. Since the norm is weakly lower semicontinuous,
This proves that u is a minimizer of (3.2). Clearly also |u| ≥ 0 is a minimizer, so we may assume u ≥ 0 a.e. Also, the Euler-Lagrange equation (1.8) is satisfied. Taking into account that S(u) ≥ 0, we get
namely u is a nonnegative supersolution for the equation
Considering now radii r 2 > r 1 > 0, k ≥ 0, a cut-off η with η = 1 on B r 1 and η = 0 on B c r 2
and choosing the bounded test function ϕ :
Young's inequality with exponents (p ′ , p) yields for some c 1 (p, q) > 0,
where we have used that p ′ (q − 1) ≥ q, since q > p by assumption. Analogously, using Young's inequality with exponents (q ′ , q) also yields, for some c 2 (p, q) > 0,
Whence, by absorbing the first two terms of the right-hand sides into (3.13), we conclude that 
for some constants c ≥ 1 and ε ∈ (0, 1) and for every ball B 2r (x) ⊂ Ω. This immediately yields u > 0, by a standard argument. The boundedness of eigenfunctions follows by subsection 3.2. Finally, the stability and symmetry properties follow by Theorems 3.5, 3.6 and 3.8. Since u ∈ W 1,H 0 (Ω), there exists a sequence (ϕ h ) ⊂ C ∞ 0 (Ω) such that ∇ϕ h − ∇u H → 0 as h → ∞. By Proposition 2.1.11 of [24] , norm convergence and modular convergence are equivalent, thus ̺ H (∇ϕ h − ∇u) → 0 as h → ∞. Extending by zero a and each ϕ h inΩ \ Ω, we have (ϕ h ) ⊂ C ∞ 0 (Ω), and so
Therefore, ∇ϕ h − ∇ũ LH(Ω) → 0 as h → ∞ and soũ ∈ W 1,H 0 (Ω).
Theorem 3.5 (Stability in domains). Let (Ω h ) be a strictly increasing sequence of open subsets of R n such that
Ω = ∞ h=1 Ω h . Then lim h→∞ λ 1 H (Ω h ) = λ 1 H ,
(we omit the dependence when the domain is Ω).
Proof. Extending the functions u ∈ W 1,H 0 (Ω h ) as zero in Ω \ Ω h , by Remark 3.4 we get u ∈ W 1,H 0 (Ω) and clearly (3.14)
H . On the other hand, by density,
Since the support of ϕ is compact, it is covered by a finite number of Ω h 's, hence for h sufficiently large suppϕ ⊂ Ω h . Whence,
which, combined with (3.14), gives the conclusion.
Theorem 3.6 (Isoperimetric property)
. Let a ≡ 1 and Ω * be the ball of R n such that |Ω * | = |Ω|. Then we have
Moreover, if equality holds in (3.16), then Ω is a ball. In other words, balls uniquely minimize the first eigenvalue among sets with given n-dimensional Lebesgue measure.
Proof. Let us prove (3.16). Let u * be the Schwarz symmetrization of a given nonnegative function u ∈ W 1,H 0 (Ω), namely the unique radially symmetric and decreasing function with |{x ∈ Ω * : u * (x) > t}| = |{x ∈ Ω : u(x) > t}|, for all t > 0.
Since a ≡ 1, by (i) of Proposition 2.15, we have 
which gives, by the unit ball property,
On the other hand, since Schwarz symmetrization preserves all L p -norms,
Thus, again the unit ball property gives
Hence, if we take u = u 1 H ≥ 0 a.e., we obtain
which concludes the proof. Assume now that equality holds in inequality (3.16) and consider a first nonnegative eigenfunction w for λ 1 H . Then, recalling that w * L H (Ω * ) = w H , we conclude by the very definition of λ 1 H that ∇w * L H (Ω * ) = ∇w H . This, in light of (2.1) gives
Since, separately, we have
we deduce from identity (3.17) (in which the denominators agree), that
. This implies (see e.g. [31] ) that the superlevels of w are balls and, thus, Ω is a ball, completing the proof.
Remark 3.7. Theorem 3.6 represents an extension to the double phase case of the so called Faber-Krahn inequality (cf. [31] for the single phase case). It was firstly shown by Faber and Krahn [25, 37, 38] that the first eigenvalue of −∆ on a bounded open set of R 2 of given area attains its minimum value if and only if is a disk, namely the gravest principal tone is obtained in the case of a circular membrane, as conjectured by Lord Rayleigh in 1877 [57] .
A subset H of R N is called a polarizer if it is a closed affine half-space of R N , namely the set of points x which satisfy α · x ≤ β for some α ∈ R N and β ∈ R with |α| = 1. Given x in R N and a polarizer H the reflection of x with respect to the boundary of H is denoted by x H .
The polarization of a function u : R N → R + by a polarizer H is the function u H : R N → R + defined by
The polarization C H ⊂ R N of a set C ⊂ R N is defined as the unique set which satisfies χ C H = (χ C ) H , where χ denotes the characteristic function. This operation should not be confused with C H which denotes the reflection of C with respect to ∂H. The polarization u H of a positive function u defined on C ⊂ R N is the restriction to C H of the polarization of the extensionũ : R N → R + of u by zero outside C. The polarization of a function which may change sign is defined by u H := |u| H , for any given polarizer H. 
(Ω) and by the unit ball property
Analogously, we have u H H = u H . We want to apply the symmetric Ekeland Variational Principle with constraint (see Section 2.4, p. 334 of [55] , see also [56] ) by choosing
Let (v h ) ⊂ M be a nonnegative minimization sequence, namely
Then, there exists a new minimization sequence (ṽ h ) ⊂ M such that
Up to a subsequence (ṽ h j ) converges weakly to u in W 1,H 0 (Ω) and, in light of Proposition 2.18-(iii), we obtain ṽ h j − u H → 0 as j → ∞ (and hence ṽ h j − u p → 0 as j → ∞) so that u H = 1. This easily implies that u is a minimizer of (3.1). Finally, observing that (standard contractivity of the polarization in the L p -norm)
which, taking into account (3.19), yields
which yields |u| H = u. Hence u ≥ 0 and u H = u, concluding the proof.
Large exponents.
The next result concerns the behavior of the first eigenvalue λ 1 H , when the exponents p and q of the N -function H are replaced by hp and hq, respectively, and h goes to infinity. The passage to infinity was first studied in [36] for the p-Laplacian operator and then in [29] for the p(x)-Laplacian. Clearly, in order to study the ∞-eigenvalue problem, we do not require any bound from above on the exponents hq, we only assume that 1 < p < q. Furthermore, throughout this subsection, we use the rescaled modular
and we denote by | · | H the corresponding norm. It is easy to see that | · | H is equivalent to · H , more precisely, by (2.1.5) of [24] and by the unit ball property,
We introduce the distance function
We recall that δ is Lipschitz continuous and that ∇δ = 1 a.e. in Ω. We define
Proceeding as in Section 4 of [29] it is easy to see that the minimum in (3.21) is reached on the distance function and so λ
where R is the so-called inradius, i.e. the radius of the largest ball inscribed in Ω. For all h ∈ N, put (hH)(x, t) := t hp + a(x)t hq , for all (x, t) ∈ Ω × [0, ∞).
Proof. First, we want to show that
To this aim, it is enough to consider only those indices h for which |u | hH > u ∞ ,
This implies (3.22) . Now, in order to prove lim inf
we assume that u ∞ > 0 (the other case is obvious). Then, given ε > 0, we can find a set A ε ⊂ Ω, with |A ε | > 0, such that |u(x)| > u ∞ − ε for all x ∈ A ε . We consider only those indices h for which |u | hH ≥ u ∞ − ε and we have
which gives lim inf h→∞ |u | hH ≥ u ∞ − ε and by the arbitrariness of ε we conclude.
We remark that the same property stated in Lemma 3.9 holds if we endow the space L H (Ω) with the standard modular ̺ H and the corresponding norm · H . Furthermore, if we consider the norm in L r (Ω) |u | r := u r (|Ω| + a 1 ) 1/r , the classical result lim r→∞ |u | r = u ∞ continues to hold. (Ω)\{0}
Proof. By the definition ofλ 1 hH , using δ as test function, we havẽ
Thus, passing to the limit superior and taking into account Lemma 3.9, we obtain (3.23) lim sup
Let (u h ) be the sequence of first eigenfunctions corresponding toλ 1 hH , with |u h | hH = 1 for all h. Pick any subsequence (u h j ) of (u h ). Then,λ 1 h j H = |∇u h j | h j H and, by (3.23) , the sequence ( |∇u h j | hH ) is bounded. Therefore, in correspondence to any r ∈ [1, ∞) there is an integer j r such that h j p ≥ r for all j ≥ j r , and consequently
Hence, (u h j ) is definitely bounded in the reflexive Banach space W 1,r 0 (Ω) and we can extract a subsequence, still denoted by (u h j ), for which
By the arbitrariness of r and the fact that Ω is bounded, we get
by the unit ball property. We know that u h j ∈ L ∞ (Ω) for j large, sõ
By the unit ball property, we obtain
By the weak lower semicontinuity of the W 1,r 0 (Ω)-norm and by virtue of (3.24) and (3.25),
which, combined with (3.23), gives
Finally, we conclude the proof by the arbitrariness of the subsequence.
Remark 3.11. By (3.20) , in terms of the first eigenvalues λ 1 hH , Theorem 3.10 gives
3.5. Closedness of the spectrum. Proof. Let (λ h ) ⊂ Λ be a sequence of eigenvalues of (3.3) converging to a certain λ < ∞. Let us denote by (u h ) the sequence of the corresponding eigenfunctions such that u h H = 1 for all h. Then, we have
and, by normalization, λ h = ∇u h H . Therefore (u h ) is bounded in the reflexive Banach space W 1,H 0 (Ω) and it admits a subsequence (u h j ) such that u h j ⇀ u in W 1,H 0 (Ω) as j → ∞. Thus, by Proposition 2.18-(iii), u h j → u in L H (Ω) strongly as j → ∞, yielding u H = 1 (which, in particular, provides u = 0). We claim that u is an eigenfunction with corresponding eigenvalue λ, i.e. that the following distributional identity is satisfied for all v ∈ C ∞ 0 (Ω),
In order to prove that, we shall pass to the limit in (3.26). First, being L H (Ω) ֒→ L p (Ω), by the dominated convergence theorem, (3.27 )
(Ω) and so, up to a subsequence, there exists ω ∈ L q (Ω) such that |a 1/q u h j | ≤ ω for all j. Therefore,
and so, the dominated convergence theorem implies
Therefore, by (3.27)-(3.28), there exists a subsequence, still denoted by (u h j ), for which the following limit holds, for all v ∈ C ∞ 0 (Ω),
Passing to the limit under integral sign (we can reason as for (3.27) and (3.28)), and observing that S(u h j ) ≤ q for all j,
(Ω) and for the dual spaces the reverse embedding holds. It is easy to see that the functional
Then, by (3.30),
and consequently
since, by convexity, the integrands are nonnegative. Now we estimate the term
We recall that the following inequalities hold for all s, t ∈ R n (cf. inequalities (I) and (VII) of Section 10 of [45] ),
Therefore, if q ≥ 2, by (3.32),
where M < ∞ bounds from above the term in square brackets for all j,
. By (3.33), this implies that
Analogous estimates as (3.34) and (3.35) hold for the term in p, therefore, by (3.31), this implies that
By Lemma 2.1.11 of [24] , the norm convergence and the modular convergence are equivalent in the space L H (Ω), so we obtain
and we can pass to the limit in the left-hand side of (3.26) under the integral sign (as it was already done for (3.29) ) to obtain (3.36)
Together with (3.29) and (3.36), this proves claim, concluding the proof.
Variational eigenvalues
Throughout this section, we assume that (1.7) holds and, unless explicitly stated, we consider W 1,H 0 (Ω) equipped with the L H -norm of the gradient.
Proof. For v = 0 the thesis is obvious, hence we suppose v = 0 and have by virtue of (3.5) and by Young's inequality
This concludes the proof. Proof. By hypotheses there exist c ∈ R and a sequence (c h ) ⊂ R such that
It is easy to see that
and so the second limit in (4.1) implies
as h → ∞. Now, by the convexity of the C 1 functional K, we obtain for all h The previous result allows us to define a sequence of eigenvalues of (3.3) by a minimax procedure. We remark that the new definition of λ 1 H is consistent with (3.2), by virtue of property (i 1 ) and the fact that K is an even functional.
• Proof of Theorem 1.2. By virtue of Theorem 4.2, we can apply Theorem 5.11 of [58] (see also Propositions 3.52 and 3.53 of [53] ) to prove that the values defined in (4.3) are actually eigenvalues of (3.3) 
Stability of variational eigenvalues
In this section, we assume again the validity of condition (1.7) and endow W For any couple of real numbers (p, q) such that 1 < p < q < n, we define the corresponding N -function H(x, t) := t p + a(x)t q for all (x, t) ∈ Ω × [0, ∞) and the related functionals
otherwise. 
Now, let α := lim inf h→∞ ∇w H h < ∞ (in the case α = ∞ this part of the proof is obvious) and take γ > α. There exists a subsequence ((p h j , q h j )) for which ∇w H h j ≤ γ for all j, and so by the unit ball property and by (5.2)
and so ∇w H ≤ γ. By the arbitrariness of γ we get
It remains to prove that
If ∇w H = 0 the conclusion follows immediately. Let us assume that ∇w H > 0 and take any γ ∈ (0, 1). By the boundedness of Ω we get
Hence, by the dominated convergence theorem and by (2.1.5) of [24] lim 
Proof. In what follows we shall use Young's inequality in this form,
with p ′ = p/(p − 1) and C ε = ε −(p−1) . By (5.5), for all (x, t) ∈ Ω × [0, ∞) and ε > 0
and in turn for all u ∈ LH(Ω)
First we put ε := 1 and we get for u = 0, by (5.6) and by the unit ball property,
and consequently, by (2.1.5) of [24] ,
which again by the unit ball property gives
For the second part of the statement, ifq/q ≤p/p, we fix ε := (p − p)/p ∈ (0, 1) and we get min εp . Now, by the unit ball property and by (5.6),
Therefore, beingp < 2p andq < 2q, CH ,H > 1 and so
The unit ball property then gives,
that is the thesis.
We now recall from [21] the notion of Γ-convergence that will be useful in the sequel.
Definition 5.5. Let X be a metrizable topological space and let (f h ) be a sequence of functions from X to R. The Γ-lower limit and the Γ-upper limit of the sequence (f h ) are the functions from X to R defined by
where N (u) denotes the family of all open neighborhoods of u in X. If there exists a function f :
then we write Γ − lim h→∞ f h = f and we say that (f h ) Γ-converges to its Γ-limit f .
Proof. Let u ∈ L 1 (Ω). First we prove that
If E H (u) = ∞, (5.7) is immediate. Then, we suppose E H (u) < ∞ and take b ∈ R, b > E H (u). Let δ > 0 and w ∈ C 1 0 (Ω) be such that u − w 1 < δ, with ∇w H < b. By Lemma 5.3 we get ∇w H h → ∇w H and so
By the arbitrariness of b we conclude the proof of (5.7). Now, we want to prove that
Suppose that (Γ − lim inf h→∞ E H h ) (u) < ∞ (otherwise the conclusion is obvious) and take
Therefore, there exists a subsequence (
Then, v j → u in L 1 (Ω) and by Lemma 5.4, for j sufficiently large,
thus (v j ) is bounded in the reflexive Banach space W 1,H 0 (Ω), and so there exists a subsequence (v jm ) such that v jm ⇀ u in W 1,H 0 (Ω). By (5.9), by the weak lower semicontinuity of the norm, and by the fact that C H h jm ,H → 1,
Thus, (5.8) follows by the arbitrariness of b.
Then, there exist a subsequence (u h j ) and a function u ∈ W 
for some v ∈ L p * −ε (Ω). Now, for j sufficiently large, if we take ε < (p * − q)/2, we get
Finally, by the dominated convergence theorem, we obtain
Proof. Put b := sup j∈N E H h j (u j ) and for all j we get by Lemma 5.4
that is (u j ) is bounded in the reflexive Banach space W 1,H 0 (Ω). Thus, there exists a subse- , and u jm → u a.e. in Ω. For the second part of the statement we have to prove that u jm H h jm → u H up to a subsequence. In correspondence of
we can find a subsequence, still denoted by ((p h jm , q h jm )), for which u jm H h jm < γ for all m. Therefore, ̺ H h jm (u jm /γ) < 1 and by Fatou's lemma
By the unit ball property u H ≤ γ and by the arbitrariness of γ we conclude that 
We conclude the proof by using the unit ball property and the arbitrariness of γ as before.
We are now ready to prove Theorem 1.3.
• 
A Weyl-type law
Throughout this section we assume that condition (1.7) is verified and that Ω is quasi-convex. Proof. By Proposition 4.1 of [34] there exists a suitable extensionH of H to all of R n ×[0, ∞). For u ∈ W 1,H (Ω), letũ ∈ W 1,H (R n ) denote an extension of u such that
By Theorem 5.5 of [34] , C ∞ 0 (R n ) is dense in W 1,H (R n ), so we can find (ũ h ) ⊂ C ∞ 0 (R n ) such thatũ h →ũ in W 1,H (R n ). Therefore, put u h :=ũ h Ω for all h and have u − u h W 1,H (Ω) ≤ ũ −ũ h W 1,H (R n ) → 0 as h → ∞.
This proves that u h are the required approximating functions.
For an alternative proof of the previous result see also Theorem 2.6 of [7] .
Proof. By Lemma 6.1, the maps
are well defined, odd, and continuous. Moreover, by Proposition 6.5 and by the fact that W 1,q (Ω) ֒→ W 
where the subscripts indicate the corresponding domains and we drop the subscript when the domain is Ω.
The proof of the previous lemma can be obtained reasoning as in the proof of Lemma 3.2 of [54] , by simply replacing p + with q, p − with p and p(x) with H(x, t), hence we omit it.
We can now prove the last result of the paper. The proof relies on the argument produced for Theorem 1.1 of [54] , we report it here for the sake of completeness.
•Proof of Theorem 1.4. The proof is split in two steps, first we prove the statement for n-dimensional cubes and then we approximate the domain Ω by unions of cubes.
Step 1. Let Q be the unit cube in R n , fix λ 0 > max{inf K Q , inf L Q }, and set
Q ). Then, take λ ∈ (λ 0 , λ ′ ) and any two cubes Q a λ and Q b λ ′ of sides a λ := (λ 0 /λ) 1/(1+σ) < 1 and b λ ′ := (λ 0 /λ ′ ) 1/(1−σ) < 1, respectively. By lemma 6.2 it is easy to check that the functions
are odd homeomorphisms, and so, by property (i 3 ) of the topological index, we obtain
Therefore, by Lemma 6.7, if we denote by Q a a cube of side a > 0, and |Ω ε \ Ω ε | < ε. Then, by (6.4), Lemma 6.7 and the monotonicity of γ
By Tietze theorem, we can extend continuously a(·) to all of R n and obtain a nonnegative function having the same L ∞ -norm as a(·). Thus, by the arbitrariness of ε > 0 and of λ ′ > λ, we get
where we have used Lemma 6.6, inequalities (6.3), the fact that K λ ⊂ L λ , and the monotonicity of g. Finally, the conclusion follows by (6.1).
