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The dynamics of heavy particles suspended in turbulent flows is of fundamental importance for
a wide range of questions in astrophysics, atmospheric physics, oceanography, and technology.
Laboratory experiments and numerical simulations have demonstrated that heavy particles respond
in intricate ways to turbulent fluctuations of the carrying fluid: non-interacting particles may cluster
together and form spatial patterns even though the fluid is incompressible, and the relative speeds
of nearby particles can fluctuate strongly. Both phenomena depend sensitively on the parameters of
the system. This parameter dependence is difficult to model from first principles since turbulence
plays an essential role. Laboratory experiments are also very difficult, precisely since they must refer
to a turbulent environment. But in recent years it has become clear that important aspects of the
dynamics of heavy particles in turbulence can be understood in terms of statistical models where the
turbulent fluctuations are approximated by Gaussian random functions with appropriate correlation
functions. In this review we summarise how such statistical-model calculations have led to a detailed
understanding of the factors that determine heavy-particle dynamics in turbulence. We concentrate
on spatial clustering of heavy particles in turbulence. This is an important question because spatial
clustering affects the collision rate between the particles and thus the long-term fate of the system.
PACS: 05.40.-a Fluctuation phenomena, random processes, noise, and Brownian motion; 46.65.+g
Random phenomena and media; 92.60.Mt Particles and aerosols; 47.55.Kf Particle-laden flows;
47.27.-i Turbulent flows; 47.27.eb Turbulence - Statistical theories and models; 47.27.Gs Isotropic
turbulence; homogeneous turbulence; 05.40.Jc Brownian motion; 45.50.Tn Collisions
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fractals, caustics, inertial particles, Stokes law, multiplicative amplification, Lyapunov exponents,
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1. Introduction
The dynamics of particles moving in turbulent flows is fundamental to understanding
chemical and kinetic processes in many areas in the Natural Sciences, and in technology.
One example is the problem of rain initiation from turbulent cumulus clouds. It is thought
that turbulence facilitates the growth of rain droplets [1–3]. This idea has a long history,
but the mechanisms at work are not yet fully understood. The topic remains a subject
of intensive research.
A second example is the dynamics of micron-sized dust grains in the turbulent gas
surrounding a growing star. According to the standard model of planet formation plan-
etesimals of at least several metres in diameter form through collisional aggregation of
microscopic dust grains. But fundamental questions remain unanswered, they are sum-
marised in Ref. [4]. See Ref. [5] for a recent review of the subject.
A third problem that requires the analysis of particle dynamics in turbulent flows is
the dynamics of micro-organisms as well as inorganic matter in the turbulent ocean. An
important example is the formation, settling, and the disintegration of ‘marine snow’ in
the unsteady ocean. Marine snow refers to small tenuous aggregates of organic matter [6]
that are carried by or settle through the turbulence. Some micro-organisms swim actively.
Also their motion is affected by turbulent velocity gradients, often in combination with
additional torques due to shape or mass-density asymmetries [7–12].
Fourth, technology provides many examples, too. Particle-laden flows are important in
combustion processes [13], dilute fibre suspensions [14], and the mixing of chemicals [15].
In many technical applications the dynamics of particles in pipe flows is of interest, and
the question is to understand the spatial patterns formed by the particles [16, 17], how
they modify the flow [18], and how the particles deposit onto and re-suspend from the
surface of the pipe [19, 20].
The dynamics of particles in turbulent flows is often characterised by large fluctua-
tions in their spatial distribution and their relative velocities. These fluctuations depend
sensitively on the parameters of the system, such as the length- and time-scales of the
turbulent fluctuations, the particle size and density, as well as the fluid density, to name
but a few.
In this review we discuss the spatial distribution of heavy small particles in incom-
pressible turbulent flows (so-called ‘turbulent aerosols’). Particles in turbulent aerosols
may cluster together and form spatial patterns even though direct interactions between
the particles are negligible, and despite the fact that incompressible flows exhibit neither
sinks nor sources. For particles that simply follow the flow, spatial clustering cannot
occur in the steady state in incompressible velocity fields. Such velocity fields have nei-
ther sinks nor sources, so that the spatial particle distribution must become and remain
uniform at long times. Spatial clustering in turbulent aerosols is thus an inertial effect.
Finite inertia allows the particles to detach from the flow. The importance of inertia is
characterised by the ‘Stokes number’ St ≡ (γτ)−1. Here γ is the rate at which the relative
velocity between a particle and the fluid is damped, and τ is the relevant correlation-time
scale of the underlying flow.
Pattern formation by small-scale clustering in turbulent aerosols has been experimen-
tally studied [21–26]. Earlier experimental results are reviewed in Refs. [27, 28]. Theoreti-
cal investigations have employed direct numerical simulations of turbulence to determine
the dynamics of the suspended particles and to analyse spatial clustering [26, 29–41].
These studies rely on the Stokes approximation for the force exerted by the fluid upon
the particle. This is a good approximation for heavy small particles, it is referred to
as ‘one-way coupling’ in the literature. An ab-initio approach would require to solve
the particle and fluid equations together (‘two-way coupling’), taking into account the
time-dependent boundary conditions of the fluid problem posed by the moving particle.
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For certain time-independent linear flows this problem can be solved systematically by
perturbation theory [42–47]. In general, however, the problem must be solved numeri-
cally, yet direct numerical simulations of the entire problem in turbulence are possible
only for a single particle [48], or for very few. At higher particle-number densities fluid-
mediated and direct interactions between the particles may become important (‘four-way
coupling’ [49]). It is clear that the non-linear problem of describing spatial patterns of
particles in turbulence is very difficult to solve in its most general form.
This review concerns turbulent aerosols where one-way coupling is a good approxima-
tion. Different mechanisms have been suggested to explain spatial clustering in turbulent
aerosols. Maxey [50] argued that inertia allows the particles to centrifuge out of vorti-
cal flow regions. This mechanism refers to an instantaneous positive correlation between
particle positions and straining regions in the underlying turbulent flow. Such ‘preferen-
tial sampling’ of straining regions is often invoked in discussing clustering in turbulent
aerosols. This effect causes inhomogeneities in the spatial distribution of particles on
scales that correspond to the size of the smallest turbulent eddies, and on larger scales.
Often the suspended particles are much smaller than the smallest eddies, and it turns
out that turbulent aerosols may exhibit significant small-scale spatial clustering, on scales
much smaller than the size of the smallest eddies. In the steady state the particle po-
sitions form a fractal at each instance of time, substantially enhancing the probability
of observing two particles very close together. This affects how frequently the particles
collide [51–54]. To quantify this small-scale clustering one must follow the dynamics of
particles that are initially very close together and compute whether a small cloud of par-
ticles tends to collapse or diverge. This is determined by the history of the fluid-velocity
gradients experienced by the particles. How the small cloud of particles contracts or ex-
pands is determined by a random product of contraction and expansion factors evaluated
along its path through the turbulent flow. We refer to this mechanism as ‘multiplicative
amplification’ [55–58].
There is a dichotomy here. Preferential sampling relies on instantaneous correlations
between particle positions and local fluid-velocity gradients. Multiplicative amplification
by contrast refers to the history of fluid-velocity gradients seen by the particles. How can
these two points of view be reconciled? The picture is further complicated by the fact
that preferential sampling affects the fluctuations of fluid-velocity gradients experienced
by the particles. The resulting bias must be taken into account when computing small-
scale clustering by multiplicative amplification. In the inertia-less case these fluctuations
are referred to as ‘Lagrangian fluctuations’ [59, 60]. But when particle inertia matters the
fluctuations along the particle paths differ from the Lagrangian fluctuations because the
particles can detach from the flow. The actual particle paths determine how the particles
sample the gradients of the fluid velocity. The aggregate effect of these velocity-gradient
fluctuations determines whether the particles cluster or not.
This is a very difficult problem to solve ab initio. Analytical calculations become pos-
sible only if the problem is substantially simplified. During the past decade it has been
shown that important aspects of spatial clustering of particles in turbulence can be under-
stood in terms of statistical models. The problem becomes tractable when the turbulent
velocity fluctuations are replaced by those of a random velocity field with appropriate
correlation functions. One of the most frequently studied statistical models of this kind
is the Kraichnan model [61]. It exhibits a range of spatial scales representing the inertial
range of scales in turbulence. Other models are kinematic turbulence models [62, 63],
so-called random renovating flows [64, 65], and telegraph models [66]. In this review we
employ spatially smooth Gaussian models [55, 57, 58, 67–70] with a single correlation
time and a single correlation length that represents the small spatial scales of three-
dimensional homogeneous isotropic turbulence. We describe the questions, methods, and
conclusions that have led to the present understanding of small-scale spatial clustering
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in turbulent aerosols, and explain its relation to preferential sampling.
The remainder of this article is organised as follows. In Section 2 we introduce the
statistical model for the dynamics of heavy, small spherical particles in turbulence and
briefly mention other models that have been analysed in the literature. Section 3 sum-
marises common ways of quantifying spatial clustering in turbulent aerosols on different
scales. In Section 4 we explain the mechanisms of preferential concentration and mul-
tiplicative amplification and arrive at a synthesis that consistently accounts for spatial
clustering in turbulent aerosols. We review different limits of the statistical-model anal-
ysis that connect to results obtained by other means. Section 5 contains a comparison
between the statistical-model results and those of numerical simulations of particles in
turbulence. Finally, in Section 6 we review the methods that made it possible to obtain
the results described in this review. The first five Sections of this review can be read with-
out reference to Section 6. But we believe that it is nevertheless important to describe the
mathematical methods. This allows the reader to judge the limitations of the different
methods, and to understand how they may be generalised for use in other contexts. Last
but not least it becomes clear how the questions discussed in this review are connected to
other problems in condensed-matter theory, statistical physics, and dynamical-systems
theory. Section 7 contains our conclusions.
2. Statistical model
In this Section we describe the statistical model for the inertial dynamics of small heavy
spherical particles in fully developed homogeneous isotropic turbulence, at large Reynolds
numbers [71, 72]. When the particles are very small, only the dissipative range of the
turbulence matters where the fluid-velocity field is spatially smooth. This range extends
up to length scales of about 10 ηK where ηK is the Kolmogorov length of the turbulent
flow, of the order of the size of the smallest turbulent eddies [22, 73].
2.1. Equation of motion
The general problem of determining the dynamics of small particles in turbulence is a
very difficult one. If interactions between the particles are important for their dynamics
we are faced with a many-body problem. If there are no long-range interactions and if
the suspension is dilute then direct interactions between the particles can be neglected.
But even to determine the dynamics of a single particle in a flow is a formidable task. In
general, it requires solving the non-linear coupled particle and Navier-Stokes equations,
taking into account the time-dependent boundary conditions of the fluid problem due to
the moving particle. In certain limiting cases the problem simplifies, however. The centre-
of-mass dynamics of a heavy, small spherical particle suspended in a fluid is commonly
approximated by the equation of motion
x˙ = v , v˙ = g + γ(u− v) . (1)
Dots over variables denote time derivatives, x ≡ x(t) is the particle position at time t,
u ≡ u(x(t), t) is the fluid velocity evaluated at the particle position at time t, g is the
gravitational acceleration of magnitude g, and γ ≡ 9ρfν/(2a2ρp) is the Stokes damping
constant that characterises the damping of differences in particle and fluid velocities.
Here ρf is the fluid-mass density, ρp is the particle-mass density, a is the particle radius,
and ν is the kinematic viscosity. Eq. (1) takes into account the effect of particle inertia
(it is an equation for the particle acceleration v˙), but neglects the effect of fluid inertia,
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both convective and unsteady, as well as buoyancy. Under which circumstances is this a
good approximation? First, buoyancy can be disregarded if the particle density is much
larger than that of the fluid, ρp  ρf . Second, for convective effects to be negligible it
is necessary that the particle Reynolds number Rep = avs/ν is small (vs = |u − v| is
the magnitude of the slip velocity). This condition is satisfied for a sufficiently small
particle. For larger particle Reynolds numbers heuristic non-linear drag laws are used in
numerical simulation studies [74]. In this review we only consider the linear drag law (1).
Third, the effect of unsteady fluid inertia can be neglected provided that the correlation
time of the flow is larger than the viscous time a2/ν. In turbulence this is the case if
the particle is sufficiently small: the condition a2/ν  τK corresponds to a ηK where
τK and ηK are the Kolmogorov time and length scales of the turbulent flow. For heavy
small particles the effects of particle inertia may nevertheless be very important because
we may have γτK  1 if ρp  ρf .
For the most part of this review we disregard the effect of gravitational settling. This
is justified when the turbulence is intense and leads to the simplified equation of motion:
x˙ = v , v˙ = γ(u− v) . (2)
Section 4.4 explains under which circumstances settling makes a difference to spatial
clustering, and how the effect of settling can be computed. Eq. (2) gives rise to complex
dynamics characterised by large fluctuations in the distribution of particle positions,
caused by the non-linearity of the turbulent driving: the fluid-velocity field depends non-
linearly on the particle position.
An important question is how Eqs. (1,2) must be modified to describe the motion of
neutrally buoyant particles in turbulence [75, 76], of bubbles [77], or of larger particles
[78, 79]. It has been suggested [80] to use an approximate equation of motion [81–83]
that is often referred to as the ‘Maxey-Riley equation’. This equation describes the
centre-of-mass motion of a small sphere in an unsteady non-uniform flow, generalising
earlier work of Tchen, Basset, and Boussinesq. The approximation rests on solutions of
the time-dependent Stokes equation. The effect of convective fluid inertia is neglected. In
many cases this is an excellent approximation. But in turbulence the effects of convective
fluid inertia are likely to be important [84]. It may thus be difficult to justify using the
Maxey-Riley equation in turbulence, and it remains an open problem to formulate a
general equation of motion for the dynamics of particles in turbulence when fluid inertia
matters. In some cases it may be sufficient to account for finite particle size by so-called
‘Faxe´n corrections’ [82] but it is not known under which circumstances this is a good
approximation. An example where these questions definitely matter is the dynamics of
air bubbles in water [85].
The above discussion refers to particles that are small, yet much larger than the mean
free path of the fluid. But in the astrophysical example mentioned in the Introduction
the turbulent gas is very dilute, so that micron-sized dust grains are much smaller than
the mean free path. In this limit (the so-called ‘Epstein limit’ [86]) the drag law is still
of the form (2), but there are two important modifications. First the constant γ depends
differently on particle size. The mean free path ` in the expression for the viscosity ν ∝ cs`
must be replaced by the smallest length scale of the problem, the particle size a. Here
cs is the r.m.s molecular speed of the gas. Second, molecular diffusion gives rise to an
additional stochastic term in the equation of motion. In the remainder of this review,
however, we stick to Eqs. (1) and (2).
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2.2. Statistical model for the velocity field
Different models of the turbulent velocity fluctuations have been employed in the liter-
ature. Most of the results summarised in this review were obtained for a synthetic-flow
model, a Gaussian random velocity field u(x, t) with a given correlation length and cor-
relation time. To define the model it is convenient to decompose the fluid-velocity field
into its compressible and incompressible parts. In one-, two- and three spatial dimensions
we write
u(x, t)≡N1β∇φ(x, t) , (3a)
u(x, t)≡N2
[(
∂yψ(x, t)
−∂xψ(x, t)
)
+ β∇φ(x, t)
]
, (3b)
u(x, t) ≡ N3 [∇×A(x, t) + β∇φ(x, t)] , (3c)
with normalisation constants
Nd ≡ [d(d− 1 + β2)]−1/2 . (3d)
Here d is the spatial dimension. The parameter β determines the degree of compressibility
of the two- and three-dimensional velocity fields (since N1 = β−1 we see that the one-
dimensional velocity field u(x, t) in Eq. (3a) is independent of β). The limit β → ∞
corresponds to potential, entirely compressible velocity fields. For β = 0, by contrast,
the velocity field is solenoidal (incompressible). Other authors have parameterised the
degree of compressibility in other ways. In Ref. [69] the ratio Γ between radial and
transversal diffusion coefficients for particle separations is used. Falkovich et al. [87]
define the parameter ℘ ≡ 〈(∇ · u)2〉∞/〈tr(∇uT)2〉∞. Table 1 translates between the
different conventions.
Turbulent aerosols are usually suspensions of particles in incompressible flows, this
makes the limit β = 0 most relevant. It is nevertheless interesting to consider compress-
ible flows. Particles floating on a turbulent flow, for example, experience a compressible
surface flow [89–93]. More generally particle dynamics in partly compressible flows has
been studied [94–96], see Ref. [87] for a review.
The functions φ and ψ as well as the components of the three-dimensional vector field
A are taken to be independent Gaussian random functions. They are assumed to have
the same steady-state correlation functions,
C(x1, t1;x2, t2) ≡ u20η2 exp
(
− |x2 − x1|
2
2η2
− |t2 − t1|
τ
)
. (4)
Table 1. Conversion table for different parameterisations of the compressibility of d-dimensional random velocity
fields. The parameter β is defined in the main text, Eq. (3). An alternative parameterisation is in terms of the
ratio Γ between radial and transversal diffusion coefficients for particle separations [69], or in terms of the ratio
℘ ≡ 〈(∇ · u)2〉∞/〈tr(∇uT)2〉∞ [87, 88]. The entries of this Table show how Γ and ℘ are related to β.
β2 Γ ℘
β2 - d+1+Γ(1−d)3Γ−1
℘(1−d)
℘−1
Γ d+1+β
2
d−1+3β2 -
d+1−2℘
(d−1)(1+2℘)
℘ β
2
d−1+β2
d+1+Γ(1−d)
2(1+Γ(d−1)) -
6
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Here τ , η and u0 are characteristic time-, length- and speed scales of the flow. The
normalisation constants Nd [Eq. (3d)] are chosen so that 〈|u|2〉 = u20. The important
property of (4) is that this equation describes fields that are smooth in space and time,
modeling the dissipative range of turbulence. The analytical methods summarised later
in this review do not rely upon the particular functional form (4) of the correlation
function.
The statistical model is intended to describe small-scale spatial clustering in the dissi-
pative range of homogeneous isotropic turbulence, at separations smaller than the Kol-
mogorov length where the turbulent velocity field is smooth. Unlike the Kraichnan model
[61] or kinematic turbulence models [62, 63] the statistical model does not have an inertial
range. The inertial ranges of two- and three-dimensional turbulence are quite different,
but both exhibit spatially smooth dissipative ranges. Therefore small-scale spatial pat-
terns are expected to be essentially similar in two and three spatial dimensions.
The statistical model as formulated above avoids a problem that occurs in kinematic
models with an inertial range. In turbulence small vortices are swept along by large-
scale velocities. There is no ‘sweeping’ in kinematic models, and this affects the particle
dynamics [97, 98]. Particles are removed from small-scale turbulent structures due to
large-scale turbulent velocities much like particles falling through small vortices as they
settle under gravity [99].
It is convenient to construct the fields φ, ψ, and A using Ornstein-Uhlenbeck pro-
cesses with the steady-state correlation function (4). The Gaussian spatial decay in (4)
is obtained by representing the fields in terms of Fourier series of the form
φ(x, t) ≡ (2pi)d/4u0η
d/2+1
Ld/2
∑
k
ak(t)e
ik·x−k2η2/4 (5)
with random time-dependent Fourier coefficients ak(t) that have zero means and unit
variances. The allowed values of the wave vector k are determined by imposing periodic
spatial boundary conditions in a finite box of side length L. The side length is taken
to be much larger than the correlation length η of the fluid-velocity field. The random
Fourier coefficients ak(t) are determined by independent Ornstein-Uhlenbeck processes:
δak = −akδt/τ + δwk . (6)
The Gaussian random increments δwk are complex, they satisfy δw−k = δw∗k (the asterisk
denotes complex conjugation). The increments have vanishing means, and covariances
〈δwk1δw∗k2〉 = 2δk1,k2δt/τ . It follows that the coefficients ak average to zero, 〈ak(t)〉∞ = 0.
Their steady-state covariances are given by:
〈ak1(t1)a∗k2(t2)〉∞ = δk1k2e−|t1−t2|/τ , 〈ak1(t1)ak2(t2)〉∞ = 〈a∗k1(t1)a∗k2(t2)〉∞ = 0 . (7)
Steady-state ensemble averages of the process (6) are denoted by 〈· · · 〉∞.
The statistical model describes spatially and temporally fluctuating fluid-velocity fields
that are stationary, and spatially isotropic and homogeneous. The model represents a
highly idealised caricature of stationary, isotropic, and homogeneous turbulence. But as
we show in this review this simple model does a good job at explaining the mechanisms
that cause spatial patterns of particles in turbulent flows.
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2.3. Dimensionless numbers and variables
2.3.1. Dimensionless numbers
We must consider two sets of dimensionless numbers: those that determine whether
Eq. (1) is valid, and those that distinguish between different dynamical behaviours of
this equation.
First, the suspension must be dilute so that direct interactions between the particles
are negligble. In deriving Eq. (1) it is assumed that the particle Reynolds number Rep
is small, that the particle is much smaller than the Kolmogorov length, a/ηK  1, and
that the particle density is much larger than that of the fluid, %p/%f  1.
Second, what are the dimensionless numbers that determine the statistical-model dy-
namics? It is assumed throughout that the correlation length η of the fluid velocity is
much smaller than the side length L of the simulation box. This leaves five dimensional
parameters: u0, τ , η, γ, and g. Out of these parameters three independent dimensionless
numbers can be formed:
St ≡ 1/(γτ) , Ku ≡ u0τ/η , F ≡ gτ/u0 . (8)
The Stokes number St is a dimensionless measure of the importance of inertial effects. The
Kubo number Ku is a dimensionless measure of how rapidly the fluid velocity fluctuates.
The number F characterises the importance of settling. In the literature this parameter
(sometimes its inverse) is referred to as the Froude number [1, 3].
2.3.2. Dimensionless variables
When the turbulence is intense then F 1 and gravitational settling can be neglected. In
this case the equation of motion is Eq. (2). It can be de-dimensionalised in different ways.
Which scheme is most convenient? This depends on the limit of the problem considered.
At finite Kubo and Stokes numbers we use the dimensionless variables
t′ ≡ t/τ , x′ ≡ x/η , v′ ≡ v/u0 , u′ ≡ u/u0 . (9)
In these variables Eq. (2) reads
x˙′ = Kuv′ , v˙′ = (u′ − v′)/St . (10)
The correlation function (4) becomes C(x′1, t′1;x′2, t′2) = e−|x
′
2−x′1|2/2−|t′2−t′1|.
The second de-dimensionalisation scheme
t˜ ≡ tγ , x˜ ≡ x/η , v˜ ≡ v/(ηγ) , u˜ ≡ u/(ηγ) (11)
is useful in two limiting cases of the model. These limiting cases are discussed below. In
the variables defined by Eq. (11) the equation of motion (2) takes the form
˙˜x = v˜ , ˙˜v = u˜− v˜ . (12)
The correlation function becomes
C(x˜1, t˜1; x˜2, t˜2) = Ku
2 St2e−|x˜2−x˜1|
2/2−|t˜2−t˜1|St . (13)
8
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2.3.3. Two limiting cases
In the dimensionless variables (11) the equation of motion (12) is independent of St and
Ku. The dynamics depends on these dimensionless numbers only through the correlation
function (13). There are two limiting cases of the statistical model in which this correla-
tion function takes particularly simple forms, the ‘white-noise limit’ and the ‘persistent-
flow limit’. In these limits the dynamics does not depend on St and Ku separately but
only on combinations of these numbers.
The white-noise limit corresponds to τ → 0, or St→∞. In this limit the fluid veloc-
ities fluctuate very rapidly in time, so that diffusion approximations can be used. The
correlation function (13) tends to
C(x˜1, t˜1; x˜2, t˜2) = 2 Ku
2 St e−|x˜2−x˜1|
2/2 δ(t˜2 − t˜1) . (14)
As St→∞ the parameter Ku must be taken to zero so that Ku2St remains constant. In
this limit it is the product Ku2St that determines the particle dynamics. We define the
dimensionless parameter
ε2 ≡ d− 1 + 3β
2
d(d− 1 + β2)Ku
2St . (15)
The prefactor in (15) is chosen so as to make ε2 equal to the radial diffusion coefficient
for particle separations [69]. In summary, the white-noise limit is determined by
Ku→ 0 and St→∞ , so that ε2 = constant. (16)
In incompressible flows a second limiting case is important, the persistent-flow limit.
This is the case where the correlation time τ is larger than all other time scales in the
system, so that St 1 and Ku 1. As τ becomes much larger than η/u0 the decay of
fluid-velocity correlations as seen by the particles is governed by the spatial part of the
correlation function:
C(x˜1, t˜1; x˜2, t˜1) = Ku
2 St2 e−|x˜2−x˜1|
2/2 . (17)
We shall see later that it is the time scale η/u0 that corresponds to the Kolmogorov time
τK of fully developed turbulent flows. Comparisons between statistical-model results and
those of numerical simulations of turbulent aerosols must refer to this Lagrangian time
scale. Eq. (17) shows that the dynamics is described by a single dimensionless parameter,
the product Ku St. We define
κ ≡ √d+ 2 Ku St . (18)
The prefactor is chosen so that κ = γ−1〈tr(AAT)〉1/2∞ , evaluated at St = 0 (Section 5). In
summary the persistent-flow limit is given by
Ku 1 and St 1 , with parameter κ ∝ Ku St = u0/(γη). (19)
We conclude by remarking that compressible flows may trap particles in certain regions.
In this case the temporal part of the correlation function may still matter at large values
of τ .
9
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2.4. Other models with finite time correlations
The perhaps simplest models used to analyse heavy-particle dynamics are time-
independent incompressible cellular fluid-velocity fields [100, 101], corresponding to
Ku → ∞. These models have been refined in several ways. First, Maxey and Corrsin
[102] have constructed homogeneous and isotropic ensembles of steady fluid-velocity con-
figurations by randomly shifting and rotating the unit cell. Second, several authors have
introduced a time-periodic modulation of the fluid-velocity field, in order to take into ac-
count the fact that the fluid velocity changes as the particles move through the flow (see
Ref. [103] and references cited therein). Third, an alternative way to construct a time-
dependent flow is to keep the fluid velocity field constant for Poisson-distributed times,
and to change the field randomly after each time interval. Such models are commonly
referred to as random ‘renovating’ or ‘renewing’ flows [64, 65]. A number of authors have
studied spatial pattern formation due to clustering of particles in closely related models
by means of numerical simulations [63, 96, 104].
Falkovich et al. [66] have analysed a one-dimensional model for the dynamics of the
separation between two close-by particles, assuming that the fluid-velocity gradient A ≡
∂xu follows a telegraph process. In this model A can only assume two values: −A0 and
A0. The variable switches from −A0 to A0 at rate ν+. The reverse process occurs at rate
ν−. The amplitude A0 and the rates ν± are not independent, they are constrained by
the requirement that this ‘telegraph model’ admits a steady state [66]. Since A(t)2 = A20
is constant, gradient statistics and other observables can be calculated exactly in this
model. For the average fluid-velocity gradient one finds 〈A〉∞ = −3Ku to lowest order in
the Kubo number. Here Ku is defined as in Eq. (8), slightly different from the convention
employed in Ref. [66]. The Stokes number is defined in the usual way, St ≡ 1/γτ , where
τ ≡ (ν+ + ν−)−1 is the correlation time of the telegraph process. The fact that 〈A〉∞ < 0
is a consequence of preferential sampling: particles sample −A0 more often than A0. We
shall see that the statistical model gives a result equivalent to 〈A〉∞ = −3Ku in one
spatial dimension, to first order in Ku.
It has been suggested to neglect preferential sampling but to keep the finite time corre-
lations of the fluid-velocity field and its derivatives. We refer to this approximation as the
‘coloured-noise approximation’. The resulting equations can be analysed by perturbation
theory and asymptotic methods [105–107], but we shall see that preferential sampling
has an important effect upon small-scale spatial clustering except in the white-noise limit
(16) where, however, the time correlations are negligible.
3. Spatial clustering
Spatial patterns in turbulent aerosols occur on a range of time and length scales, illus-
trated by Fig. 1. Panel a shows a snapshot of the particle-number density obtained from
steady-state simulations of the statistical model. Also shown is the vorticity of the un-
derlying velocity field at the same time. Spatial variations on the scale of the correlation
length η of the flow are clearly visible. It appears that the particles tend to avoid vortical
flow regions.
Resolving the spatial distribution of the particles at scales much smaller than the
correlation length (panel b) shows that there is ‘small-scale clustering’. One observes
filamentary structures on scales much smaller than η.
Panel c shows transient spatial patterns obtained by following an initially uniform
distribution of particles for a short time. The distinct inhomogeneities visible in panel c
are caused by singularities in the particle dynamics (so-called ‘caustics’).
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Figure 1. Illustration of spatial clustering mechanisms in incompressible flow. a Preferential sampling. Particle-
number density colour-coded on a logarithmic scale from low concentration (white) to high concentration (red).
Black lines separate the flow into regions where either vorticity or strain dominates. In regions of high vorticity
green lines show contours of squared vorticity minus squared strain. The scale bar shows the correlation length η of
the random velocity field. Parameters: Ku = 10, St = 0.025, and F = 0. b Small-scale clustering. Magnification of
the small blue square of size 0.5 η×0.5 η shown in panel a. c Short-time clustering due to caustics. Particle-number
density obtained after a short time starting from a uniform scatter of particles. Regions surrounded by caustic
singularities exhibit higher particle-number density. Parameters: Ku = 1, St = 10, F = 0.
3.1. Small-scale clustering
3.1.1. Lyapunov exponents
Sommerer and Ott [89] described spatial small-scale clustering of particles floating on
the surface of a turbulent flow, on spatial scales much smaller than its correlation length.
They characterised this small-scale clustering in terms of spatial Lyapunov exponents of
the particle dynamics. In d spatial dimensions there are d such exponents [108], describing
the long-term dynamics of spatial separations between a test particle and particles in its
vicinity. In three spatial dimensions one writes:
λ1 ≡ lim
t→∞ t
−1 log(Rt/R0) , (20a)
λ1 + λ2 ≡ lim
t→∞ t
−1 log(At/A0) , (20b)
λ1 + λ2 + λ3 ≡ lim
t→∞ t
−1 log(Vt/V0) . (20c)
Here t denotes time, Rt is an initially small distance between two close-by particles, At is
the initially infinitesimal area of the parallelogram spanned by the two separation vectors
between three particles that are close together, and Vt is the small volume of the par-
allelepiped spanned by the three separation vectors between four close-by particles. The
Lyapunov exponents determine how an initially infinitesimally small cloud of particles
contracts or expands in the long run.
It follows from Eq. (20) that the Lyapunov exponents are ordered, λ1 ≥ λ2 ≥ · · · ≥
λd. For heavy particles in a three-dimensional incompressible turbulent flow at Stokes
numbers of order unity one finds that λ1 > 0, λ1 + λ2 > 0, but λ1 + λ2 + λ3 < 0. Small
separations and areas expand in the long run, but volumes contract. This implies that
the particles in a small volume are swept onto a set with dimension smaller than three,
resulting in spatial clustering. In the special case where λ1 + λ2 = 0 the attracting set is
two dimensional. But when λ1 + λ2 > 0 the situation is more complicated: in this case
the particles form a fractal set with a fractal dimension that lies between two and three.
Such attractors may arise in systems with a positive maximal Lyapunov exponent [108].
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Figure 2. Illustration of fractal clustering in the statistical model (Section 2), for a two-dimensional incompressible
fluid velocity field. Parameters: Ku = 0.1, St = 10. For these parameters the Lyapunov dimension (21) takes the
value dL ≈ 1.6. Left: small square of side length 2η containing 1.2× 106 particles, cut from the simulation domain
of side length L = 10η. Centre panel: a small part of the left panel (dashed square) enlarged by a factor five
(2 × 105 particles). Right panel: magnification of a part of the centre panel, again by a factor of five (3.2 × 104
particles). In all cases a coarse-grained particle-number density is shown, colour coded from white (no particles)
to red (highest density). Scale bars are given in units of the flow-correlation length η.
3.1.2. Fractal dimensions
Fig. 2 shows an example of a fractal distribution of particles. It was obtained by following
a large number of particles using the two-dimensional version of the statistical model de-
scribed in Section 2. The simulation was run long enough to ensure that Fig. 2 represents
the steady state of the system. Two magnifications of the particle patterns are shown, to
illustrate the fact that the patterns look similar on smaller scales when magnified. This
statistical self similarity is an important property of fractals. For particles in turbulence
the statistical self similarity is broken at very small scales determined by the particle
size, or by the length scale associated with molecular diffusion.
In the simplest case the fractal geometry is described by a so-called ‘fractal dimension’,
a number that is not necessarily an integer [108, 109]. The fractal dimension determines
to which degree the particles fill out space.
Spatial clustering in turbulent aerosols is ‘multifractal’ [54, 110]. The degree of spatial
clustering is quantified by so-called ‘generalised fractal dimensions’ dq [111]. Different
dimensions (corresponding to different values of q) assume different values. They charac-
terise different geometrical aspects of the particle distribution by weighing fluctuations
of the particle-number density on the fractal attractor in different ways. The dimension
d0 is called the ‘box-counting dimension’, it is a measure how space-filling the fractal is.
The larger q the more weight is given to regions with high particle-number densities.
Often the ‘correlation dimension’ d2 is used to characterise small-scale spatial cluster-
ing: in experiments [22, 23] and in numerical simulations [32, 36, 112–114]. The corre-
lation dimension is defined as follows. Consider the number N of particles inside a ball
of radius R. For uniformly distributed particles N ∼ Rd for small values of R, where d
is the spatial dimension. If the particles cluster onto a fractal set one writes N ∼ Rd2
where d2 defines the correlation dimension. The correlation dimension is of physical im-
portance because it characterises the form of the pair correlation function g(R) at small
separations: g(R) ≡ R−(d−1)dN/dR ∼ Rd2−d.
The correlation dimension is difficult to compute analytically. It can be expressed in
terms of the large-deviation statistics of finite-time Lyapunov exponents [88, 108, 115],
but the correlation dimension has only been computed in certain limiting cases: for small
values of St [32, 114], and in the white-noise limit [116] (see also [70]). Ref. [117] analyses
a ‘drift velocity of particle separations’ [118, 119] that gives rise to small-scale clustering,
and in principle allows to compute g(R). In general, all the fractal dimensions dq are
difficult to calculate, numerically and analytically.
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Figure 3. Fractal Lyapunov dimension dL (green filled ) and correlation dimension d2 (blue filled ♦) as functions
of St. Shown are numerical results of statistical-model simulations of an incompressible flow in d = 2 dimensions.
Parameters: Ku = 1, and F = 0. The data for dL is taken from Ref. [58].
Kaplan and Yorke [120] proposed a dimension, dL, that is easier to analyse. It is based
on the spatial Lyapunov exponents. This ‘Lyapunov dimension’ interpolates between
integer dimensions d = 1, 2, . . . using the values of the Lyapunov exponents as a guideline:
dL ≡ κ+
∑κ
µ=1 λµ
|λκ+1| . (21)
Here κ is the largest integer for which the sum of Lyapunov exponents up to and including
κ is positive. A uniform scatter of particles corresponds to dL = d where d is the spatial
dimension. Fractal clustering occurs when dL < d. The so-called ‘dimension deficit’ is
defined as ∆L ≡ d − dL. The fractal Lyapunov dimension of the patterns in Fig. 2 lies
between unity and two, dL ≈ 1.6, reflecting the fact that the system has two spatial
dimensions, and that λ1 > 0 but λ1 + λ2 < 0.
In order to understand which mechanisms cause fractal clustering in turbulent aerosols
many authors have analysed the Lyapunov exponents and the Lyapunov dimension nu-
merically [35, 36, 89, 121]. Fig. 3 shows numerical results for the Lyapunov dimension for
the statistical model as a function of the Stokes number. Also shown is the correlation
dimension d2. We see that both dimensions show qualitatively similar behaviour, but
they are not equal. This is expected because the particles cluster on a multifractal, as
mentioned above.
3.2. Preferential sampling
Heavy particles may detach from the flow, and this may result in spatial clustering. Maxey
[50] suggested that heavy particles gather in straining regions of the flow because they are
centrifuged out of vortical regions. This is an example of ‘preferential sampling’. Particles
prefer to sample certain regions in the flow (straining regions), and are biased to avoid
other regions (vortices). Maxey reached this conclusion using a small-St expansion. The
centrifuge mechanism is commonly invoked to explain clustering in turbulent aerosols,
observed in direct numerical simulations [36], in experiments [22, 25, 37], in astrophysics
[122, 123], atmospheric physics [1, 124, 125], and in biology [7].
Fully-developed turbulence exhibits a hierarchy of eddies of different sizes (the ‘inertial
range’), ranging from the smallest eddies (their size is of the order of the Kolmogorov
length ηK) to much larger eddies with sizes of the order of the macroscopic driving
scale [72]. Preferential sampling of different scales in the inertial range of turbulence
has been observed in simulations of turbulent-aerosol dynamics (Fig. 2 in Ref. [36] and
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Fig. 3a in Ref. [39]). Falkovich et al. discuss inertial-range clustering in terms of a scale-
dependent Stokes number [126]. An alternative description of inertial-range clustering
is suggested in Ref. [127]. Vassilicos and collaborators [97, 128, 129] analysed inertial-
range preferential sampling of a different property of the fluid flow: they found that the
particles stick to regions of low fluid acceleration as these are swept through the flow
(Fig. 8 in Ref. [129]).
How is preferential sampling usually measured? Many studies rely on the observation
that snapshots of particle positions and fluid vorticity show a certain degree of instan-
taneous anti-correlation. Fig. 1a is an example. It shows the spatial particle distribution
(red) and the vorticity pattern of the flow (green contour lines). We observe spatial varia-
tions in both patterns of the order of the correlation length of the flow, and it is plausible
that the particles tend to avoid vortical regions. To quantify these correlations Bec et
al. [130] computed how the probability of particles sampling straining regions depends
on the Stokes number and on the Reynolds number of the turbulent flow.
Fessler et al. [131, 132] measured spatial patterns of heavy particles in wind-tunnel ex-
periments. Fig. 5 in Ref. [132] shows intricate spatial patterns of 28µm-sized Lycopodium
particles with a Stokes number of order unity. The inhomogeneities in the particle-number
density occur at scales much larger than the Kolmogorov length, in the inertial range.
The authors of Ref. [132] analysed the patterns by computing the distribution of the
local particle-number density, evaluated at different scales ranging from 10ηK to 100ηK.
The degree of clustering is determined by comparing the standard deviations of these
distributions to that of a Poisson distribution. We remark that the particle size in the
experiment is of the same order as the Kolmogorov length. In this case corrections to
Eq. (2) become important.
Monchaux et al. [24] studied spatial clustering of water droplets in a wind tunnel.
Fig. 3(b) in this reference shows the spatial droplet distribution in a thin slice exhibiting
voids of the size of ∼ 10ηK. The authors analysed the patterns by a Voronoi construction.
Nilsen et al. [133] used Voronoi analysis to characterise preferential sampling observed
in numerical simulations of heavy particles in a turbulent channel flow.
3.3. Clustering by caustics
The patterns in Fig. 3c are caused by singularities in the particle dynamics. Consider the
dynamics of the small parallelepiped spanned by the three separation vectors between
four close-by particles. When two of the separation vectors become collinear the volume
Vt of the parallelepiped collapses to zero for an instant of time. It is intuitively clear
that Vt → 0 corresponds to spatial clustering: all particles initially contained in V0 are
brought close together at this moment of time. The resulting density patterns (Fig. 1c)
are analogous to light patterns seen at the bottom of a swimming pool on a sunny day [68].
The phenomena of random focusing of sunlight due to fluctuating optical-path lengths
and of spatial clustering of heavy particles in turbulence as Vt → 0 are mathematically
closely related. The singularities in the heavy-particle dynamics correspond to ‘caustic’
patterns in ray dynamics of light. We therefore refer to the singularities in the heavy-
particle dynamics as caustics [55, 68, 134]. The patterns observed by Martin and Meiburg
[124] in simulations of particle dynamics in a steady vortex are caustic patterns.
Caustics are in effect singularities of the inertial phase-space dynamics where an ini-
tially single-valued phase-space manifold folds over and becomes multivalued [68, 135].
Caustics can be located in different ways. One possibility is to refer to the deformations
of small volume elements as explained above. An alternative is to follow the dynamics of
the particle-velocity gradients ∂vi(t)/∂xj(t) where xj(t) and vi(t) are components of the
vectors of particle position and velocity at time t. At a caustic singularity the trace of the
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matrix of particle-velocity gradients diverges [68, 135, 136]. Bewley et al. [137] measured
particle-velocity gradients for microscopic water droplets in air turbulence for different
droplet sizes (corresponding to different Stokes numbers). In this way the authors of
Ref. [137] could indirectly demonstrate the occurrence of caustics.
A related phenomenon occurs in the Burgers equation. Its solutions form shocks that
correspond to caustic singularities in the inviscid limit [138].
4. Clustering mechanisms
4.1. Small-scale clustering
What is the process that causes small-scale clustering in the steady state? Consider an
infinitesimally small cloud of particles. Its volume Vt randomly contracts and expands.
Depending upon whether the random product of expansion and contraction factors de-
creases or increases in the limit of large times, fractal clustering may or may not occur
in the steady state. This mechanism is referred to as ‘multiplicative amplification’ [58].
According to this picture the degree of spatial clustering is determined by the history of
fluid-velocity gradients the particles have experienced in the past.
The small volume element Vt is related to its initial value V0 by a random product
of possibly correlated expansion and contraction factors. Following this random multi-
plicative process for a sufficiently long time t results in a log-normal distribution of the
volume Vt [87]. Whether logVt is negative or positive at long times determines whether
small-scale clustering occurs or not. This logarithm increases, on average, linearly with
time. Eq. (20) says that its rate of increase is given by the sum of the Lyapunov ex-
ponents. More precisely, consider the dynamics of a small signed volume element Vt
spanned by the d infinitesimal separation vectors Xµ(t) between a test particle and d
nearby particles, Vt = det
(
X1(t), . . . ,Xd(t)
)
, so that Vt ≡ |Vt|. While the sign of Vt
may change,Vt remains positive. When all particles are initially close to each other and
remain closely together on the same branch of a smooth phase-space manifold, their
infinitesimal separation vectors change according to
Xµ(t+ δt) =
(
I+ Z(t) δt
)
Xµ(t) (22)
in a small time step δt. Here and in the following Greek indices are used to label particles,
and Roman indices label spatial vector- and matrix-components. The matrix Z is the
same for all values of µ. Its elements are the particle-velocity gradients
Zij(t) ≡ ∂vi(t)
∂xj(t)
. (23)
At St = 0 the particles follow the flow. In this case Z(t) equals the matrix A of fluid-
velocity gradients
Aij
(
x(t), t
) ≡ ∂ui(x(t), t)
∂xj(t)
(24)
evaluated at the particle position x(t), at time t. When St > 0 we define Z through its
equation of motion
Z˙ = γ(A− Z)− Z2 , (25)
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Figure 4. Schematic phase diagram in the Ku-St-plane for the statistical model of a turbulent aerosol. The
diagram distinguishes different asymptotic parameter regions in the model. Region 1 corresponds to small Stokes
numbers. In this limit fractal clustering is weak (Section 4.1.2). Region 2 corresponds to the white-noise limit of
the model, Eq. (16), Section 4.1.3. In this limit the parameter ε2 ∝ Ku2St [Eq. (15)] determines how strongly the
particles cluster. In the limit of large Kubo and small Stokes numbers by contrast spatial clustering is determined
by the parameter κ ∝ Ku St [Eq. (18)]. The trajectory expansion described in Section 6 results in an expansion in
Ku, valid not only at small and large Stokes numbers, but also at Stokes numbers of order unity. The expansion
works well in region 3 (Section 4.1.4).
rather than evaluating Z by following a cloud of particles that remains infinitesimally
small. Equation (23) is obtained by differentiating Eq. (2) with respect to x. Since A de-
pends on the particle path x(t), it follows that Z(t) is a functional of x(t). In other words,
Eq. (25) must be integrated along with the particle dynamics. The solution describes in-
finitesimal velocity differences between particles that remain infinitesimally close at all
times. In this sense the matrix Z is defined locally.
Returning to Eq. (22) we infer that:
Vt+δt = det
(
I+ Z(t) δt
)Vt . (26)
Differentiating with respect to δt and taking the limit δt→ 0 gives
dVt
dt
= trZ(t)Vt (27)
where trZ ≡ ∇ · v denotes the trace of Z. Eq. (27) shows that the sum of the spatial
Lyapunov exponents, Eq. (20c), is given by the time average of trZ. In the limit t→∞
this average is evaluated as an ensemble average, 〈trZ〉∞, of trZ along particle paths:
λ1 + . . .+ λd = 〈trZ〉∞ . (28)
The condition 〈trZ〉∞ < 0 implies spatial clustering. Eq. (28) describes the rate at which
the volume of a small cloud of particles contracts. To estimate the fractal dimension
(21) we require individual Lyapunov exponents. These can also be computed from Z
(Section 6). Eqs. (25) and (28) demonstrate that small-scale clustering is determined by
the history of fluid-velocity gradients experienced by the particles.
Fig. 4 shows the parameter plane of the statistical model for F = 0, the Ku-St-plane.
In different regions of this diagram, different approximations are employed to evaluate
Eq. (28), and to compute individual Lyapunov exponents. At small Stokes numbers
(region 1) perturbation theory in St is appropriate. In the white-noise limit (16), region
2, diffusion approximations can be used. In region 3 a perturbation expansion around
deterministic particle paths allows to evaluate Eq. (28), individual Lyapunov exponents,
and the fractal Lyapunov dimension for small and large Stokes numbers. We begin by
discussing the simplest case, the limit of particles advected at St = 0. When the velocity
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field is incompressible there is no clustering in this limit. But a compressible component
causes fractal clustering by multiplicative amplification.
4.1.1. Clustering of particles advected in compressible velocity fields.
Particles advected in a smooth incompressible random velocity field at St = 0 must
become and remain uniformly distributed. Yet in a smooth compressible flow an ini-
tially uniform scatter of particles does not remain uniform. An example of this effect
is described by Sommerer and Ott [89] who performed experiments observing fluores-
cent tracer particles floating on the surface of an unsteady flow. The floating particles
experience local up- and down-welling regions as sources and sinks, corresponding to a
compressible surface flow. Sommerer and Ott demonstrate that the particles form fractal
patterns, and characterise these patterns in terms of their Lyapunov fractal dimensions.
Refs. [90, 91] report on direct numerical simulations of tracer particles floating on the sur-
face of a turbulent flow, and quantify the clustering of the particles in terms of the fractal
correlation dimension (capillary effects may give rise to different clustering patterns on
water waves [139]).
At St = 0 the particles are constrained to follow the flow, v = u and Z = A,
as mentioned directly below Eq. (23). If the flow has a compressible component then
〈trZ〉∞ = 〈trA〉∞ = 〈∇ · u〉∞ < 0, and this implies spatial clustering. Many authors
have studied spatial clustering in this limit by numerically computing Lyapunov expo-
nents of particles advected in turbulent, random, or chaotic velocity fields.
Analytical calculations are difficult for velocity fields that possess finite time corre-
lations. But in the limit where the fluid-velocity field varies rapidly in time (Ku  1)
more is known. In this limit the Lyapunov exponents can be calculated using diffusion
approximations [140]. For particles advected in Kraichnan velocity fields at St = 0 the
Lyapunov exponents were obtained in Ref. [141], the results are reviewed in Section II.C.3
of Ref. [87]. The Lyapunov exponents describe fluctuations of small separations between
particles, much smaller than the smallest length scale in the Kraichnan model. Inertial-
range fluctuations are thus not relevant in the limit of small Kubo numbers. Consequently,
the results for smooth random velocity fields of the form (3) and for the Kraichnan model
are equivalent in this limit. In the notation employed in this review, the Lyapunov ex-
ponents are given by
λµτ = Ku
2 d(d+ 1− 2µ) + β2(d− 4µ)
d(d− 1 + β2) (29)
for µ = 1, . . . , d, and β is the compressibility parameter introduced in Section 2. It follows
from Eq. (29) that the maximal Lyapunov exponent λ1 is positive for β < βc and negative
for β > βc where βc =
√
d(d− 1)/(4− d). In other words, a ‘path-coalescence transition’
occurs in two and three spatial dimensions.
When λ1 > 0 particle pairs tend to diverge and the distribution of particle positions
approaches a fractal for velocity fields with a compressible component. From Eq. (29)
one finds
dL = d− d+ 2
d− 1β
2 + . . . (30)
for the Kaplan-Yorke dimension (21) for d > 1, and to second order in β. Eq. (30) shows
that the fractal dimension tends to the spatial dimension d as β → 0. This is expected
since particles advected in incompressible velocity fields at St = 0 cannot cluster. In one
spatial dimension Eq. (30) does not apply. The one-dimensional velocity field is potential,
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it is independent of β according to Eqs. (3a,d), and dL = 0.
4.1.2. Fractal clustering at small Stokes numbers
When the Stokes number is not zero then inertia allows the particles to detach from the
flow, and this may result in clustering, 〈trZ〉∞ < 0. For small Stokes numbers one can
compute 〈trZ〉∞ as a systematic expansion in St. This expansion is most conveniently
expressed in the dimensionless variables (9). To lowest order we find:
〈trZ′〉∞ ≈ −Ku St2 ∂
∂St
〈trA′2〉∞
∣∣∣
St=0
. (31)
Using the trajectory expansion for the statistical model (Section 6) we find to order Ku2:
〈trA′2〉∞ = (d+ 1)(d+ 2)Ku
2 St
d(d− 1)(1 + St)2(1 + 2St) . (32)
According to Eq. (31) trZ is negative on average if the derivative of 〈trA2〉∞ with
respect to the Stokes number is positive. It follows from (32) that 〈trA2〉∞ vanishes
at St = 0 and is positive at finite values of the Stokes number. Negative values of
〈trZ〉∞ thus correspond to 〈trA2〉∞ > 0. This means that particles with small St are on
average attracted to regions where trA2 > 0. So where in the flow do the particles go?
This question was answered by Maxey [50] by writing trA2 in terms of the symmetric
and anti-symmetric parts of A, namely the strain-rate matrix S ≡ (A + AT)/2 and the
rotational part O ≡ (A− AT)/2:
trA2 = trSTS− trOTO . (33)
Since the terms trSTS and trOTO are both positive it follows that particles tend to
be expelled from vortical regions and preferentially sample regions of large strain rate.
Preferential sampling is discussed in more detail in Section 4.2. We note here that this
appealing picture is valid for small Stokes numbers only. Higher-order corrections to (31)
result in more complicated relations between 〈trZ〉∞ and the fluid-velocity statistics.
Terms corresponding to higher orders in the Stokes number depend on time derivatives
of the fluid-velocity gradients. This has a significant consequence. Clustering can no
longer be explained solely in terms of instantaneous fluid-velocity gradients, the history
of the fluid-velocity gradients becomes important, too [58].
Returning to the limit of small Stokes numbers, consider now the fractal Lyapunov
dimension. Using the trajectory expansion for the statistical model (Section 6) one finds
to lowest order in St and Ku for d > 1:
dL = d− (d+ 1)(d+ 2)
d(d− 1) Ku
2St2 . (34)
We infer that the fractal dimension deficit ∆L = d − dL vanishes as ∼ St2 in the limit
St→ 0. This prediction has been verified by numerical model calculations (inset of Fig. 4
in Ref. [110], see also Ref. [69]).
Comparing Eqs. (34) and (30) suggests the following approximation. For small values of
St and Ku one approximates the inertial dynamics by advection in an ‘effective’ Gaussian
random velocity field vβ of the form (3b,3c). The compressibility of this vector field,
β2 =
d+ 1
d
Ku2St2 , (35)
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Figure 5. Spatial clustering in the white-noise limit. Results obtained from numerical simulations of the statistical
model for a two-dimensional incompressible random velocity field. Parameters: Ku = 0.1, St = 10, F = 0. Data is
plotted as in Fig. 1a. There a no apparent correlations between straining regions and particle positions.
is induced by weak particle inertia [65, 69, 114, 135, 142, 143]. In this model the particle-
number density n(x, t) evolves according to the continuity equation
∂tn+∇(vβn) = 0 . (36)
Eq. (36) relates fluctuations of the particle-number density n(x, t) to those of a ran-
dom velocity field vβ(x, t). Eq. (36) allows to compute small-scale clustering using the
methods mentioned in Section 4.1.1, leading to a prediction for the St-dependence of the
correlation-dimension deficit ∆2 ≡ d − d2 that is analogous to (34), namely ∆2 ∼ St2
[58, 114, 135, 143]. The same law was obtained by Chun et al. [32], and also by Zaichik
and Alipchenkov [144]. All theories predict ∆2 ∼ St2 at small Stokes numbers, but the
prefactors differ [114].
The origin of these differences is not entirely clear. There are several possible rea-
sons. First, the numerical factors in Eqs. (30), (34), and (35) are not exactly known in
turbulence, Refs. [32] and [144] use different approximation schemes. Second, the map-
ping of the inertial problem to the compressible-flow problem (36) cannot be exact. The
trajectory expansion (Section 6) shows that the distributions of the strain and rotation
matrices evaluated along the particle paths are not in general Gaussian [95], not even
in the statistical model. This implies that the fluctuations cannot be represented by an
‘effective’ Gaussian model. We conclude that approximations based on the assumption
that the fluctuations of trA2 along particle paths can be described by advection in a
compressible Gaussian random velocity field vβ cannot be entirely correct. Third, the
arguments outlined above refer to small Stokes numbers, but in deriving (35) diffusion
approximations are employed that require the limit τ → 0 to be taken. To ensure that St
remains small, the limit γ → ∞ must be taken at the same time. It is not immediately
obvious how to do this in a consistent way. These remarks show why it is important
to develop systematic methods to calculate the fractal dimension, that do not rely on
a mapping to compressible-flow models. One such method (the trajectory expansion) is
described in Section 6.
4.1.3. Fractal clustering in the white-noise limit
The full inertial dynamics (12) in incompressible flows is difficult to analyse in gen-
eral. But in the white-noise limit (16) the problem simplifies substantially. In this limit
the fluid velocity u(x, t) fluctuates so rapidly that vortical regions do not persist long
enough to efficiently push out particles. Nevertheless strong clustering is observed in this
limit (Fig. 5). It cannot be due to the centrifuge effect. In this limit fractal clustering
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is explained by ‘multiplicative amplification’: it follows from Eq. (26) that small-scale
clustering is the result of the sequence of random expansions and contractions of vol-
ume elements, determined by a random product of expansion and contraction factors
det[I+Z
(
x(t), t)δt]. Eq. (25) shows that the dynamics of the matrix Z of particle-velocity
gradients is driven by the fluid-velocity gradients A evaluated at the particle position.
This means that Z depends upon the history of fluid-velocity gradients encountered by
the particles. But in the white-noise limit the distribution of A is unbiased and the el-
ements of A are uncorrelated in time, so that diffusion approximations can be used to
compute the time evolution of Z from Eq. (25). In one spatial dimension one finds for
the Lyapunov exponent in the white-noise limit [55, 107]
λ1
γ
= −1
2
Re
[
d
dyAi(y)√
yAi(y)
+ 1
] ∣∣∣∣∣
y=[−1/(8ε2)]2/3
, (37)
where Re the denotes real part, Ai is the Airy function and ε2 = 3Ku2St. Expanding
Eq. (37) for small ε yields λ1/γ ∼ −ε2. When the Lyapunov exponent is negative,
separations between two neighbouring particles must eventually contract. This small-ε
regime is therefore a ‘path-coalescence regime’ [55]. A path-coalescence transition occurs
where λ1 changes sign, at ε
2
c ≈ 1.77. Eq. (37) was also obtained by Piterbarg [145] who
surmised that the expression (37) equals the maximal Lyapunov exponent in two spatial
dimensions in the white-noise limit. However it is shown in Ref. [56] that this is not the
case.
In higher spatial dimensions exact expressions for the Lyapunov exponents have not yet
been found, not even in the white-noise limit. We are forced to seek approximate solutions
of the corresponding diffusion equation. This equation is equivalent to the quantum-
mechanical problem of d2 interacting harmonic oscillators. Algebraic perturbation theory
in the parameter ε2 allows to compute series expansions for the Lyapunov exponents
(Section 6). In this way Lyapunov exponents have been calculated in different spatial
dimensions for different degrees of compressibility [55–57, 67–69]. To order ε4 these results
can be summarised as follows:
λµ
γ
=
d(d+ 1− 2µ) + β2(d− 4µ)
d− 1 + 3β2 ε
2 (38)
−
[(3 d2−(6µ−2) d+ (3µ−2)µ)(d+1+β2)2
(d− 1 + 3β2)2
+
(−(2 + 8µ) d+ (6µ+ 4)µ)(d+1+β2)
d− 1 + 3β2 + 2µ+ 3µ
2
]
ε4 .
The lowest order in ε in Eq. (38) agrees with Eq. (29). It is worth noting though that
Eq. (38) is valid at large Stokes numbers (region 2 in Fig. 4), whereas Eq. (29) was
derived in region 1 in Fig. 4. Eq. (38) corresponds to the underdamped limit of the
problem, while Eq. (29) was derived in the overdamped limit. Ref. [69] explains why the
Lypapunov exponents are the same in these two limits, to lowest order in Ku. Higher
orders differ.
From the series expansions for the Lyapunov exponent we can calculate the Lyapunov
dimension using the Kaplan-Yorke formula (21). Extending Eq. (38) to order ε6 for d > 1
and β = 0 one finds:
dL = d− (d+ 2)(d+ 1)
d− 1 ε
2 − (d+ 2)(d+ 1)(d
2 + 3d− 20)
(d− 1)2 ε
4 + · · · . (39)
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Eq. (39) describes fractal clustering in the white-noise limit. Since ε2 ∝ Ku2St the
dimension deficit of the Lyapunov dimension is proportional to St to lowest order:
∆L ≡ d− dL ∝ Ku2St . (40)
In region 1 in Fig. 4, by contrast, the dimension deficit scales as St2, Eq. (34). We
conclude that the fractal dimension differs in regions 1 and 2.
The algebraic perturbation theory leading to (38) can be iterated to high orders:
λµ/γ =
∑
k
c
(d,µ)
k (β) ε
2k . (41)
The coefficients for k = 1 and 2 are given in Eq. (38). High-order coefficients c
(d,µ)
k (β)
in two and three spatial dimensions were computed in Refs. [56, 57, 67, 69]. The results
indicate that the series are asymptotically divergent, a common property of perturbation
expansions. Under certain conditions asymptotically divergent series can be resummed
to yield highly accurate results even for large values of ε. In Section 6 we explain briefly
how the series can be resummed, and list the open questions that remain to be answered
concerning perturbation expansions in the white-noise limit.
4.1.4. Clustering at finite Stokes and Kubo numbers
Spatial clustering was explained in Sections 4.1.2 and 4.1.3 in two different limits, at
small and large Stokes numbers. The question is: how can one understand and quantify
clustering in turbulent aerosols at Stokes numbers of order unity where the flow and
particle relaxation times are of the same order, allowing the particles to react strongly
to the flow?
In order to pin down the clustering mechanism at finite Stokes numbers one may try
to expand around the advective limit by computing higher-order corrections to Eq. (31).
This is possible (Section 6). But such higher-order corrections consist of more and more
complicated combinations of gradients and time-derivatives of the fluid-velocity field.
This shows that clustering at finite Stokes numbers is not simply determined by trA2, as
in Eq. (31), and it raises the question which fluid-velocity configurations are preferentially
sampled at finite Stokes numbers.
But there is a second, more significant difficulty. The fact that time derivatives of the
fluid-velocity field arise implies that the clustering mechanism is not instantaneous. By
contrast, small-scale clustering is in general determined by the history of fluid-velocity
gradients A(x(t), t) evaluated along particle paths x(t), as Eqs. (25) and (26) show. At
finite Kubo and Stokes numbers, the distribution of A is biased by preferential sampling,
and its elements are correlated in time. As a consequence, to determine the time evolution
of Z, Eq. (25) must be integrated along with the particle dynamics. This is a difficult
task.
The trajectory expansion explained in Section 6 makes it possible to solve this problem
approximately at finite Ku and St. The method allows to compute 〈trZ〉∞ as well as indi-
vidual Lyapunov exponents as expansions in Ku, at finite values of St. For incompressible
flows one finds to order Ku4 for the Lyapunov dimension:
∆L ≡ d− dL = (d+ 1)(d+ 2)Ku
2St2
(d− 1)d(1 + St)3 (1 + 3St + St
2) (42)
+
(d+ 1)(d+ 2)Ku4St2
(
f(St) + d g(St) + d2 h(St)
)
3d2(d− 1)2(1 + St)6(2 + St)2(1 + 2St)2 .
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Figure 6. Fractal dimension deficit ∆L for the statistical model (two-dimensional incompressible random velocity
field) described in Section 2 as a function of ε2 = Ku2St/2. Numerical results are shown as symbols. The theoretical
results according to (42) are plotted as solid lines (to order Ku4). Parameters: Ku = 0.02 (red filled ◦), Ku = 0.05
(green filled ), Ku = 0.1 (blue filled ♦), Ku = 0.15 (magenta filled M), and Ku = 0.2 (cyan filled O). This Figure
is similar to Fig. 2a in Ref. [58].
Here f , g, and h are polynomials in St of order 10 with integer coefficients. One finds
f ∼ −24 St, g ∼ 24+288 St, and h ∼ 20+196 St for small values of St and f ∼ −240 St10,
g ∼ 36 St10, and h ∼ 12 St10 for large values of St. A corresponding expression in two
spatial dimensions (d = 2) was first derived in Ref. [58]. Eq. (42) is valid for small but
finite Kubo numbers, in region 3 in Fig. 4. Region 3 connects regions 1 and 2 in this
Figure. The theoretical prediction (42) is compared to data from numerical simulations
of the statistical model in Fig. 6. We observe excellent agreement between theory and
simulations for the statistical model for the values of Ku and St shown (the parameters
lie in region 3 in Fig. 4).
Let us discuss several important features of Eq. (42). First, ∆L vanishes upon setting
St = 0. This simply reflects the fact that particles suspended in an incompressible flow
do not cluster. Second, in the white-noise limit Eq. (42) reduces to (39). In this region the
dimension deficit scales as ε2 ∼ Ku2St, linearly in Stokes number just as in Eq. (39). In
this limit clustering is determined by the history of fluid-velocity gradients. Instantaneous
flow configurations that could give rise to rapid convergence of particles are too short-
lived to have any effect at all. Third, for small Stokes numbers one finds to order Ku4:
∆L ∼ (d+ 1)(d+ 2)
d(d− 1) Ku
2St2 +
(d+ 1)(d+ 2)(5d+ 6)
3d(d− 1)2 Ku
4St2 . (43)
This equation shows that the dimension deficit is ∝ St2 for small Stokes numbers, while
we saw above that it is ∝ St for large Stokes numbers, in the white-noise limit (Fig. 6).
This confirms the picture described in Sections 4.1.2 and 4.1.3.
Fig. 7 shows contour plots of ∆L at finite Stokes and Kubo numbers, obtained from
statistical-model simulations. Regions corresponding to strong small-scale clustering are
dark red. The boundaries of regions 1 and 2 where the small-St and white-noise ap-
proximations work well (Fig. 4) are shown as solid blue lines. They were determined by
analysing where the numerical results exhibit the scaling ∆L ∼ St2, or by comparing
with results of Langevin (white-noise) simulations.
Within the region bounded by the dashed line Eq. (42) works well (region 3 in Fig. 4).
When St is small the theory leading to Eq. (42) fails for values of Ku larger than ≈ 0.2.
For large values of St the theory fails when caustics become frequent. This may be due
to the fact that the theory treats the Z2-term in Eq. (25) perturbatively (Section 6).
Fig. 7 also illustrates the limiting cases mentioned in Section 2. In the white-noise limit
(16) the fractal dimension deficit depends on Ku and St only through the parameter
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Figure 7. Contour plot of Lyapunov dimension deficit ∆L in the statistical model, for an incompressible random
velocity field in two (a) and three (b) spatial dimensions. Regions 1 and 2 correspond to those in the schematic
phase diagram in Fig. 4. Region 1 is bounded by a blue line below which the scaling ∆L ∼ St2 holds. Region 2 is
bounded by a blue line above which 1 + λ1/λ2 (d = 2) and 1 + (λ1 + λ2)/λ3 (d = 3) are well approximated by
white-noise results. The above expressions equal ∆L when positive, in two and three dimensions, respectively. In
region 2 we have that ∆L ∼ St for small values of . To the left of the black-dashed lines the trajectory expansion
(Section 6) predicts ∆L with good accuracy.
ε, Eq. (15). In the persistent-flow limit (19) ∆L depends on Ku and St through the
parameter κ, Eq. (18). In these two limits the contour lines approach curves of constant
 and κ (Fig. 4).
To conclude this Section we remark that the small-St result (43) was derived by averag-
ing over the multiplicative process that determines the dynamics of the particle-velocity
gradients Z. Eq. (43) agrees with Eq. (34) to lowest order in Ku. Since Eq. (34) was
obtained by averaging trA2 at the particle positions we infer that fractal clustering be-
comes a local effect in the limit of St → 0. In this limit the clustering mechanism relies
on instantaneous correlations between particle positions and fluid-velocity structures. As
the Stokes number tends to zero the fluid-velocity history experienced by the particles
becomes less and less important. Fractal clustering at small Stokes numbers is directly
determined by preferential sampling. This is discussed in more detail in the next Section.
But in general small-scale clustering is only indirectly affected by preferential sampling,
it biases the process of multiplicative amplification.
4.2. Preferential sampling
4.2.1. Maxey’s centrifuge mechanism
Maxey [50] suggested an intuitive picture of preferential sampling at small Stokes num-
bers. He approximated the dynamics (2) by advection in a ‘synthetic’ St-dependent
velocity field vs(x, t). This field is obtained by expanding (2) to first order in St:
x˙ = vs , vs = u− 1
γ
(
∂tu+ (u ·∇)u
)
. (44)
Eq. (44) shows that the divergence of vs need not vanish even though ∇ · u = 0. Con-
sequently, particles may aggregate in the sinks of the synthetic velocity field vs. The
divergence of this velocity field is given by ∇ · vs = −∇ ·
[
(u ·∇)u]/γ, so that
∇ · vs = −1
γ
trA2 =
1
γ
(trOTO− trSTS) , (45)
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Figure 8. Lyapunov dimension deficit ∆L (green filled ) and probability of sampling straining regions Prob(δ >
0) minus the probability for a straining region to occur in the incompressible fluid (red filled ◦) plotted against
St for a F = 0, Ku = 0.1 and b F = 0, Ku = 1 in two spatial dimensions. Symbols show results of numerical
simulations of the statistical model. The theory ∆L is given by (42) (to order Ku
4) and the theory for Prob(δ > 0)
is given by Eq. (48). The probability for a straining region to occur in the fluid is given by Eq. (48) with St = 0.
Coloured arrows indicate which axis corresponds to which data.
where Eq. (33) was used. Eq. (45) implies that regions of large strain rate are sinks of the
synthetic velocity field vs. This means that the particles preferentially sample straining
regions of the flow and avoid vortices (the corresponding sources). This mechanism is
an example of preferential sampling because it invokes correlations between the local
particle-number density and the flow configuration at the same position and time.
To quantify the effect of this preferential sampling, Eq. (45) must be averaged. It is
important that trA2 must be evaluated along particle trajectories. Averaging trA2 at a
fixed position x0 gives zero for a homogeneous and isotropic flow since the averages of
trSTS and trOTO are equal when evaluated at a fixed position. Pinsky and Khain have
evaluated the average of ∇ ·vs along particle paths numerically in a statistical model for
isotropic and homogeneous turbulence not unlike the model described in Section 2, see
Fig. 7 in Ref. [125].
In the statistical model the average along particle paths can be explicitly performed. At
small Stokes numbers the result is given by Eqs. (31) and (32). Let us compare Eq. (31)
with (45). Since Eq. (45) averages to zero at St = 0 it follows that clustering is a second-
order effect in St. This means that St2-corrections to (44) could contribute. It turns out
that this is not the case for homogeneous flows, consistent with Eq. (31). But it must be
emphasised that small-St clustering in inhomogeneous flows could be different.
4.2.2. Probability of sampling straining regions
The trajectory expansion (Section 6) allows to compute the probability of sampling
straining regions in the statistical-model flow. The calculation is simpler in two spatial
dimensions, therefore we discuss this case here. The corresponding calculations in three
dimensions have not yet been performed but we expect analogous results. In two spatial
dimensions the two eigenvalues σ± of the matrix A of fluid-velocity gradients are given
by σ± = (trA ±
√
2trA2 − (trA)2)/2. The discriminant δ ≡ [2trA2 − (trA)2](η/u0)2
reflects the local nature of the underlying flow: for δ > 0 the flow is straining (A has real
eigenvalues), but for δ < 0 the flow is vortical (complex eigenvalues) corresponding to
vortical regions in incompressible flows.
The probability Prob(δ > 0) for the particles to preferentially sample straining regions
can be computed as follows. One first uses Eqs. (3b), (3d), and (4) to find the distribution
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of δ to order Ku0:
P0(δ) =
1
4
√
1 + β2
3 + β2
e−δ/4
[
1−Θ(−δ)erf
(√
−(3 + β2)δ
8
)]
. (46)
Here Θ is the Heaviside function. In a second step an ansatz of the form (90) is used to
determine finite-Ku corrections, as described in Section 6. To order Ku2 one finds:
P (δ) = P0(δ)
[
1 + Ku2
St
4(1 + St)2(1 + 2St)
(
δ − 4β
2
1 + β2
)]
. (47)
By integrating P (δ) one obtains the probability to be in straining regions:
Prob(δ > 0) =
√
1 + β2
3 + β2
+
Ku2St√
(1 + β2)(3 + β2)(1 + St)2(1 + 2St)
. (48)
Fig. 8a shows this probability as a function of St for an incompressible flow (β = 0)
at Ku = 0.1. Excellent agreement is observed with results of numerical simulations of
the statistical model. Also shown is the Lyapunov dimension deficit ∆L indicating the
strength of clustering. The two curves have quite different functional forms. At small
Stokes numbers Prob(δ > 0) is linear in St, whereas ∆L ∝ St2. There is substantial
clustering (strongest at St = 10), but the bias of preferentially sampling straining regions
is very small for all Stokes numbers. Panel b shows the same quantities at Ku = 1. The
results were obtained by numerical simulations of the statistical model. The picture is
qualitatively similar to the case of Ku = 0.1, but the bias of preferentially sampling
straining regions is larger.
4.3. Clustering by caustics
Consider the signed volume element Vt ≡ det(X1, . . . ,Xd) spanned by the d separation
vectorsXµ (µ = 1, . . . , d) between a test particle and d nearby particles. The determinant
Vt fluctuates randomly as a function of time, a consequence of the impulses experienced
by the particles as they move through the fluid. From time to time Vt may collapse
to zero for an instant of time. These singularities occur when two separation vectors
become collinear. At this point the determinant of the deformation matrix J vanishes.
This matrix has elements
Jij(t) ≡ ∂xi(t)
∂xj(0)
, (49)
where x(t) is the position of a particle at time t and x(0) is its initial position. The
determinant of J determines how Vt depends upon time:
Vt = det
(
J(t)
)V0 . (50)
Eq. (50) is equivalent to Eq. (27) that describes the time evolution of Vt in terms of the
trace of the matrix Z of particle-velocity gradients. The matrices Z and J are related by
trZ =
d
dt
log det J . (51)
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Figure 9. a Particle-number density in the x-y-plane for particles in a two-dimensional incompressible velocity
field (gray scale). b Shows folds of the phase-space manifold vy as a function of x and y, corresponding to a small
part of the x-y-plane shown in panel a (indicated by a dashed rectangle). Parameters: Ku = 1, St = 10, F = 0.
Substituting this relation into (27) yields Eq. (50).
Fig. 9a shows the particle-number density in a two-dimensional incompressible random
velocity field. The particles were initially at rest and uniformly distributed in space.
Fig. 9a was obtained after integrating the dynamics for eight correlation times. The
Figure demonstrates strong clustering caused by caustic singularities.
From Eq. (51) it follows that the singularities det J→ 0 correspond to instances where
trZ → −∞ [136]. In other words the phase-space manifold describing the spatial de-
pendence of the particle velocities folds over at caustic singularities, giving rise to a
singularity in trZ. The fold singularity is a ‘catastrophe’ in mathematical terms [146].
An example of such a fold is shown in Fig. 9b. Such folds have two consequences.
First, between caustic singularities the particle-velocity field becomes multi-valued,
allowing for nearby particles to move at large relative velocities. Large relative velocities
between nearby particles were first observed in numerical simulations of particle dynamics
in turbulence in Ref. [51]. Caustics can substantially increase the rate at which the
particles approach [107, 135, 136, 147–150]. Ref. [137] gives experimental evidence for
the formation of caustics.
Second, at a given fold singularity the spatial particle-number density diverges, giving
rise to an algebraic tail in the distribution of particle-number densities. That the particle-
number density is enhanced is clearly visible in Fig. 9. The rate of caustic formation
J can be computed by mapping the problem onto a Kramers escape problem [151]
(Section 6). In one dimension the steady-state rate of caustic formation is obtained
exactly in the white-noise limit [107]
J
γ
=
1
2pi
Im
[
d
dyAi(y)√
yAi(y)
+ 1
] ∣∣∣∣∣
y=(−1/(8ε2))2/3
∼ 1
2pi
e−1/(6ε
2) , (52)
with ε2 = 3Ku2St, and where Im denotes the imaginary part. At finite Kubo numbers
J depends sensitively upon St, too, but the functional form is slightly different. The
rate of caustic formation for the one-dimensional model at finite Ku was computed in
Ref. [107]. In two and three spatial dimensions a similarly sensitive dependence upon
St is observed [57, 68]. In the white-noise limit and at small values of ε the functional
form of J is given by the asymptote (52), but the prefactors of exp[−1/(6ε2)] differ by
factors of order unity.
The caustic formation rate can be estimated from numerical simulations by integrating
Eq. (25) along with the particle dynamics, to sample the steady-state frequency at which
trZ passes −∞. When caustics occur frequently it is important to accurately evaluate
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Figure 10. Spatial clustering of particles falling in a turbulent aerosol. Red regions show high particle-number
densities. a slow settling, b fast settling. Computer simulation of the statistical model described in Section 2 in
two spatial dimensions. Parameters: Ku = 1, F = 1, St = 0.2 (a) and St = 10 (b). Panel c shows the fractal
dimension for F = 0 (red filled ◦) and F = 1 (blue filled ♦) as a function of Stokes number. Adapted from Ref. [99].
the Z-dynamics when elements of Z become large. If caustics are rare, however, this is
not as important. In this case the elements of Z can be set to zero (corresponding to
the stable fixed point of the noiseless dynamics) whenever trZ passes a large negative
threshold.
We remark that the close relation between the one-dimensional results for λ1, Eq. (37),
and for J , Eq. (52), is no coincidence. A corresponding relation is known in the theory
of one-dimensional disordered quantum systems [152, 153] (Section 6).
What are the consequences of caustic formation for the long-time evolution of the
particle-number density? Since caustics contract as a consequence of the dissipative na-
ture of the phase-space dynamics their effect on particle clustering in the steady state
is small when the average particle-number density is small: caustics are rarely resolved.
Could caustics make an additional contribution to small-scale clustering besides that de-
scribed by the Lyapunov exponents and the Lyapunov dimension (21)? In the white-noise
limit this is not the case [69]. But at finite Kubo numbers and large Stokes numbers this
remains to be proven.
4.4. Gravitational settling
When the turbulence is strong enough to suspend heavy particles, then the parameter
F [Eq. (8)] is small. Otherwise the particles settle through the turbulent aerosol. How
does settling affect spatial clustering? One might argue that the gravitational term in
Eq. (1) is just a constant, and that spatial clustering is not affected by this term because
it disappears upon taking the divergence of this equation, leaving Eq. (25) unchanged.
It is correct that the gravity term does not affect the form of (25). But settling changes
the paths the particles take through the flow. This changes the history of fluid-velocity
gradients experienced by the particles. Gravitational settling may thus affect spatial
clustering indirectly. Fig. 10 demonstrates the effect of gravitational settling on spatial
clustering at F = 1. Panel (a) shows spatial patterns formed by identical particles that
settle slowly while the particles in panel (b) settle faster. We see that fast settling breaks
the isotropy of the patterns.
Does settling decrease or increase the strength of fractal clustering? It has been argued
[154–156] that falling particles cluster less because Maxey’s centrifuge is less efficient.
This argument fails to take into account that clustering is in general determined by the
history of the fluid-velocity gradients, and we note that Woittiez et al. [157] have reported
that settling may increase clustering.
To address this question it is necessary to compute how the time-series of fluid-velocity
gradients changes due to settling. The trajectory expansion (Section 6) allows to achieve
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just that for the statistical model [99]. The resulting fractal dimension is shown in Fig. 10c
as a function of St. At small Stokes numbers dL is almost the same for F = 0 and F = 1.
At much larger values of the settling parameter F, small-scale clustering at small Stokes
numbers is reduced more. The results of Ref. [99] show that this is due to the fact that
settling weakens preferential sampling.
A more striking effect occurs at larger Stokes numbers. The F = 0-particles remain ho-
mogeneously distributed at large Stokes numbers, their motion resembles that of kinetic-
gas particles because caustics are abundant. But there is strong clustering when F = 1.
In Ref. [99] this surprising observation was explained as follows. Rapid settling at large
Stokes numbers reduces the effective correlation time of the flow as seen by the par-
ticles. In this limit the fluid-velocity gradients encountered by the particles appear as
a white-noise signal, and strong small-scale clustering may result from multiplicative
amplification. Diffusion approximations can be used to compute the dynamics in this
limit, with an effective parameter ε2eff = ε
2/(Ku St F)3/2 instead of (15). The solid line in
Fig. 10c is obtained by numerically integrating the corresponding diffusion equation. But
we remark that it is not enough to simply replace ε→ εeff in the results in Section 4.1.3
to find the clustering in the limit considered here. The reason is that the anisotropy
induced by gravity changes the properties of the diffusion process [99].
In summary gravitational settling may decrease fractal clustering somewhat at small
Stokes numbers, but it can substantially increase fractal clustering at large Stokes num-
bers, by multiplicative amplification.
4.5. Summary
Small-scale clustering is determined by the random (but correlated) product of expansion
and contraction factors det[I+Z
(
x(t), t)δt] that describe how an initially infinitesimally
small cloud of particles to expand or contract in the long run. This process depends on
the history of fluid-velocity gradients that the particles experienced in the past. This
mechanism (multiplicative amplification) is most easily analysed in the white-noise limit
where the fluid-velocity gradients seen by the particle can be approximated by a white-
noise signal.
But the white-noise results do not directly apply in general, since the particle paths
are biased by preferential effects at finite Kubo numbers. This can be taken into account
perturbatively using the trajectory expansion described in Section 6. This method allows
to compute how the fluid-velocity gradients sampled by the particles reflect preferential
effects, in other words how small-scale clustering is indirectly affected by preferential
sampling.
Preferential sampling also has a direct effect: it determines large-scale inhomogeneities
in the particle-number density, on the scale of the turbulent eddies. In general, these two
effects - direct and indirect - are distinct. The first one is determined by instantaneous
correlations between particle positions and fluid-velocity configurations, while the second
one is determined by the history of fluid velocities seen by the particle. But as St tends
to zero spatial clustering becomes an instantaneous effect, the flow history becomes less
important. In this limit clustering is weak, yet the mechanisms causing spatial patterns
on small and large scales become more and more similar.
When the turbulence is intense then the settling parameter F is small and small-scale
clustering is only weakly affected by settling (Fig. 10c). At larger values of F settling
may reduce preferential sampling at small Stokes numbers. At large Stokes numbers rapid
settling can significantly increase clustering.
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Figure 11. Small-scale clustering, −〈trZ〉∞ (a) and the Lyapunov dimension deficit ∆L (b). Shown are results
from statistical-model simulations (coloured symbols), and from numerical simulations of heavy particles in Navier-
Stokes turbulence. Parameters: Ku = 2 (red filled ◦), Ku = 5 (green filled ), and Ku = 10 (blue filled ♦). Data
from numerical simulations with Reλ = 185 (empty M) were taken from Ref. [35]. Dashed lines show the asymptote
∼ κ2.
5. Comparison with results of direct numerical simulations
In the previous Section we explained the mechanisms that cause steady-state spatial
clustering in the statistical model. In this Section we show by comparison with numer-
ical simulations of turbulent aerosols that the statistical model yields, in some cases, a
quantitative description of the numerical-simulation results for Navier-Stokes turbulence.
5.1. Small-scale clustering
Where in the phase diagram Fig. 4 should we place numerical results that are based on
direct numerical simulations (DNS) of turbulence? This requires some discussion.
First, turbulence has finite time correlations. This means that we must evaluate the
statistical model at finite Kubo numbers.
Second, DNS of incompressible fully developed turbulence refer to the ‘Kolomogorov
time’. From DNS results this time scale can be inferred in different ways. A common
choice is
τK ≡ 〈tr(AAT)〉−1/2∞ (53)
where the average is over Lagrangian fluid trajectories. Lagrangian correlation func-
tions of turbulent fluid-velocity gradients are determined by this time scale, for exam-
ple 〈tr[S(t)S(0)]〉∞ ∼ exp[−t/(2τK)] and 〈tr[O(t)O(0)]〉∞ ∼ exp[−t/(7τK)] [158], pro-
vided that t is at least of the order of τK. Therefore it is natural to express the Stokes
number in terms of this Lagrangian time scale [35]. The relevant limit of the statisti-
cal model is therefore (19). In this limit the statistical-model dynamics is determined
by the time-scale η/u0, and the correlations of the fluid-velocity gradients approach
〈tr[S(t)S(0)]〉∞ ∼ exp[−t/(2τK)] and 〈tr[O(t)O(0)]〉∞ ∼ exp[−t/(4.3τK)].
Third, in the statistical model the time-scale (53) evaluates to τK = η/(u0
√
d+ 2).
This shows that the Stokes number used in numerical studies of particle dynamics in
Navier-Stokes turbulence, (γτK)
−1, corresponds to the parameter κ defined in Eq. (18).
Fig. 11 shows the comparison between small-scale clustering obtained through sim-
ulations of the statistical model, and from results relying on DNS of turbulence [35].
Shown are the average of 〈trZ〉∞ and the fractal dimension deficit ∆L as functions of the
Stokes number κ. The statistical-model results were obtained for Ku = {2, 5, 10} and are
29
September 21, 2016 nel61
roughly independent of Ku, as expected in this limit. We observe that the statistical-
model predictions are very close to the DNS results. There is no fitting parameter. The
deviations are largest at small values of κ, at small Stokes numbers. In this limit pref-
erential sampling of straining regions becomes important. We shall see in the following
Section that preferential sampling is qualitatively similar in the statistical model and in
DNS of turbulence, but that there are quantitative differences.
5.2. Preferential sampling
At small Stokes numbers, numerical results based on DNS of turbulence show that there
is a strong anti-correlation between the particle locations and vortical regions (Fig. 2(left)
in Ref. [130], at κ = 0.16). At larger Stokes numbers this anti-correlation persists. But
one also observes that large parts of the straining regions have very small particle concen-
trations (Fig. 2(right) in Ref. [130], κ = 2.03). This indicates that preferential sampling
alone does not explain small-scale clustering, and supports the conclusions drawn from
the statistical-model analysis: small-scale clustering is determined by the history of the
fluid-velocity gradients encountered by the particles. It is this mechanism that gives
rise to the small-scale filamentary structures in Fig. 1b in a region where the strain is
essentially constant.
Fig. 8 quantifies the strength of preferential sampling of straining regions observed
in the statistical model. The Figure shows how the probability of sampling straining
regions in the flow depends on the Stokes number and on the Kubo number. Numerical
simulations of heavy-particle dynamics in turbulence yield results that are qualitatively
similar to the large-Ku results for the statistical model. This is demonstrated in Fig. 12.
We see that the statistical-model curves and those obtained from numerical simulations of
Navier-Stokes turbulence show similar shapes. But the magnitude of the effect is smaller
by a factor of ≈ 3 in the statistical model.
There are at least two possible reasons for these deviations. First, the correlation time of
turbulent vortices is slightly larger than the corresponding time in the statistical model at
large Kubo numbers, by a factor of ≈ 1.6 according to the numbers quoted in Section 5.1.
This difference is probably caused by long-lived regions of high vorticity in turbulence (so-
called ‘vortex tubes’ [159]). Vortex tubes are created by stretching of vortical structures
by the turbulent shear, the vorticity in such regions can be substantially larger than its
mean value, and these tubes can persist for many Kolmogorov times. It is plausible that
the centrifuge effect is therefore somewhat stronger in Navier-Stokes turbulence than in
the statistical model. Second, the probability for a straining region to occur in the flow,
Prob0(δ > 0), is smaller in the statistical model than in the DNS data. In the statistical
model we have Prob0(δ > 0) =
√
1/3, this follows from the first term on the r.h.s. of
Eq. (48) for β = 0. The DNS data gives Prob0(δ > 0) ≈ 0.40. Particles are therefore
less likely to hit straining regions after being expelled from vortices or straining regions
due to inertia. Can the statistical model be improved to more quantitatively describe the
preferential sampling of straining regions seen in Fig. 12? This would require to more
precisely account for the universal dissipative-scale fluctuations of turbulence [160].
We conclude this Section by discussing preferential sampling on length scales in the
inertial range [36, 39]. The statistical model has only one length scale, the correlation
length η. This model cannot answer the question which flow properties are sampled on
length scales in the inertial range. Different suggestions have been put forward in the
literature. Under which circumstances the different mechanisms apply depends on the
Stokes number, on the Reynolds number of the turbulence, and on the dimensionality.
Vassilicos and collaborators [97, 128, 129] observe that heavy particles preferentially
sample regions of low acceleration in three-dimensional Navier-Stokes turbulence. At not
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Figure 12. Preferential sampling, probability Prob(δ > 0) of sampling straining regions minus the probability
for a straining region in the fluid, Prob0(δ > 0). Comparison between simulation results of statistical model
(coloured symbols) and from direct numerical simulations of Navier-Stokes equations (empty symbols). Data with
Reλ = 185 taken from Ref. [36] (empty triangles), complemented with data with Reλ = 400 obtained from the
DNS of Ref. [161] (empty stars). Parameters: Ku = 2 (red filled ◦), Ku = 5 (green filled ), and Ku = 10 (blue
filled ♦).
too large values of St this follows from Eq. (44). This equation can be written as
vs = u− γ−1af (54)
where af is the fluid-acceleration field defined by af ≡ ∂tu+(u ·∇)u. Consider a particle
in a region of small fluid acceleration, |af |  1 or vs ≈ u. Provided that the Stokes
number is small enough one expects the particle to stick to this region as it is swept
through the flow. This indicates that particles may preferentially sample regions of low
fluid acceleration, if the Stokes number is not too large. For large Stokes numbers results
of numerical simulations suggest that preferential sampling of low fluid acceleration is
negligible [127]. The authors of Ref. [127] argue instead that the particles sample regions
of positive ‘coarse-grained’ trA2, at Stokes numbers of order unity and larger. They
show that at small Stokes numbers coarse graining is not important. In this case the
mechanism reduces to that described in Section 4.1.2, i.e., small-scale clustering because
trZ is negative (corresponding to positive values of trA2 > 0).
The above discussion illustrates that particles in turbulence may preferentially sample
different flow properties (for example af =0-regions or regions where ∇ · af = trA2 > 0.
The statistical-model calculations indicate that preferential sampling may or may not
affect small-scale clustering, depending on the value of St and of other dimensionless
parameters. At small Stokes numbers the bias due to preferential sampling is more im-
portant. This is consistent with Figs. 11 and 12. Fig. 12 shows that preferential sampling
is stronger in DNS of turbulence compared with the statistical model. This affects small-
scale clustering more at small Stokes numbers, less at larger Stokes numbers (Fig. 11).
5.3. Lyapunov spectrum in turbulent flows
Section 5.2 briefly describes how intense vortex tubes in fully developed turbulence may
affect the preferential sampling of particles. Such intense, long-lived structures are absent
in the statistical model. A further difference between the statistical model and fully
developed turbulence is the following: the statistical model is time-reversal invariant while
turbulence is not [162]. The broken time-reversal invariance in turbulence implies that
the second Lyapunov exponent λ2 must approach a finite (positive) value as St→ 0. This
can be seen in Fig. 1 in Ref. [35]. In the three-dimensional statistical model, by contrast,
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time-reversal invariance implies that the second Lyapunov exponent approaches zero as
the Stokes number tends to zero (Section 6). But the second exponent is generally much
smaller than λ1 and λ3. Therefore breaking of time-reversal invariance affects small-scale
clustering only weakly.
5.4. Gravitational settling
The computer simulations of turbulent aerosols discussed in Sections 5.1, 5.2, and 5.3
are based on Eq. (2) in combination with direct numerical simulations of turbulence.
Settling due to gravity is not considered (F = 0). Those numerical studies that take into
account settling tend to show that settling weakens preferential sampling and small-scale
spatial clustering [154–157, 163]. This effect is commonly discussed in terms of Maxey’s
centrifuge. It is argued that clustering is reduced because vortices do not have enough
time to efficiently spin out the particles. The statistical-model analysis shows that this
mechanism applies at small Stokes numbers, and how it depends on the value of the
parameter F. Details are given in Ref. [99].
Woittiez et al. [157] reported that settling may increase clustering when St is larger
than order unity. The statistical model provides a qualitative explanation of this sur-
prising effect. Small-scale clustering at large Stokes numbers is caused by multiplicative
amplification. When the particles fall rapidly then the turbulent velocity gradients seen
by the particle can be approximated as a white-noise signal. Diffusion theory shows that
clustering in this limit is determined by the parameter κF . This parameter can be of
order unity at large Stokes numbers, causing small-scale clustering.
We conclude by commenting on the persistent-flow limit, Eq. (19). When gravitational
settling cannot be neglected then the dynamics is described by a second dimensionless
parameter, vT = κFSt/
√
d+ 2, in addition to κ. The new parameter vT is the dimen-
sionless terminal settling velocity in the absence of turbulent fluctuations (u = 0). If this
parameter is large, then the decay of fluid-velocity correlation functions is dominated by
spatial displacements due to settling. It was explained in Section 5.1 that the Stokes num-
ber used in numerical simulations of particles in turbulence, (γτK)
−1, corresponds to κ.
Similarly, the gravity parameter used in numerical simulations of particles in turbulence,
gτK/uK, corresponds to vTη/(κ
2ηK).
The Lyapunov dimension has not yet been calculated numerically for particles settling
in Navier-Stokes turbulence. But the correlation dimension was computed in Ref. [164].
The results are qualitatively similar to those obtained in the statistical model, showing
increased small-scale clustering at large values of St when F > 0.
Settling not only affects spatial clustering but also caustic formation. Statistical-model
calculations [99] show that the rate of caustic formation is reduced for large values of St
when F > 0. This is consistent with the simulation results discussed in Refs. [165, 166].
It would be of interest to compare statistical-model predictions in the persistent-flow
regime with the recent DNS results in Refs. [164–166].
6. Methods
In this Section we describe the methods that allow to compute the results quoted in
Sections 3, 4, and 5. To keep the formulae simple, we concentrate on one spatial dimension
where the Stokes equation (2) takes the form
x˙ = v , v˙ = γ (u− v) . (55)
32
September 21, 2016 nel61
To compute the Lyapunov exponent λ1, we need to follow the dynamics of two initially
nearby particles. Equations for the distance X ≡ x2 − x1 and the velocity difference
V ≡ v2 − v1 between the two particles are obtained by linearising Eq. (55) in X:
X˙ = V , V˙ = γ(AX − V ) . (56)
Here A is the fluid-velocity gradient at the particle position. A change of variables to
z = V/X results in
d
dt
log |X| = z , (57a)
dz
dt
= γ(A− z)− z2 . (57b)
Eq. (57b) is the one-dimensional version of (25). It follows from Eqs. (20) and (57a) that
the Lyapunov exponent can be computed as
λ1 = lim
t→∞
1
t
∫ t
0
dt1 z(t1) = 〈z〉∞ . (58)
Here 〈· · · 〉∞ is the ensemble average of z(t) determined along particle paths, in the limit
of t→∞.
In the following we briefly describe the methods that allow to calculate this average,
Lyapunov exponents, and the fractal Lyapunov dimension in d dimensions. In the white-
noise limit diffusion approximations can be used that neglect preferential sampling, but
at finite Kubo and Stokes numbers it is important to take into account how the particles
move through the flow.
6.1. White-noise approximations
In this Section we describe methods that apply to the white-noise limit of the problem,
Ku → 0 and St → ∞ so that ε2 = 3Ku2St remains constant. In this limit we use the
dimensionless variables (11). All equations in this Section are expressed in the variables
(11). For notational convenience we drop the tilde.
6.1.1. Mapping to disordered quantum system
In the dimensionless variables (11) Eq. (56) takes the form (dropping the tildes):
dX
dt
= V ,
dV
dt
= AX − V . (59)
In the white-noise limit the fluctuations of the fluid-velocity gradient A are determined
by the correlation function (14):
〈A(t1)A(t2)〉∞ = 2ε2 δ(t1 − t2) . (60)
The parameter ε is defined in Eq. (15), ε2 = 3Ku2St. The δ-function is given an infinites-
imal width in order to make the problem well-defined. The resulting problem is closely
related to the quantum-mechanical problem of calculating the density of states and the
localisation length of a particle in a one-dimensional random potential [55]. To make
33
September 21, 2016 nel61
the connection explicit consider the change of variables [167] X(t) ≡ exp(−t/2)ϕ(t) and
t = x. Eq. (59) transforms into:
− d
2ϕ
dx2
+Aϕ = −1
4
ϕ . (61)
This is a Schro¨dinger equation for the wave function ϕ(x) of a particle in the potential A
with dimensionless ‘disorder strength’ ε2, reduced Planck constant ~ = 1, mass m = 1/2,
and energy E = −1/4. Eq. (61) corresponds to Eq. (1.1) in Ref. [153]. The rate (52) of
caustic formation corresponds to the integrated density of states N(E) of the quantum
model, Eq. (1.62) in Ref. [153], converted to dimensional variables by inserting the ‘energy
scale’ (D2m~−2)1/3 and length scale (Dm2~−4)−1/3 where D is the dimensional disorder
strength. The localisation length in the quantum problem is related to the density of
states by a dispersion relation (‘Thouless formula’), Eq. (16) in Ref. [152]:
`−1(E) = −piN0(E) +
∫ ∞
−∞
dE′ [ρ(E′)− ρ0(E′)] log |E − E′| . (62)
Here ρ(E) = dN(E)/dE and N0(E) is the density of states of the system in the absence of
disorder. The close relation between the Lyapunov exponent (37) and the rate of caustic
formation (52) in our problem follows from the dispersion relation (62). Thouless [152]
explains the dispersion relation in terms of a complex wave vector, its real part gives
the localisation length whereas its imaginary part determines the number of nodes of the
wave function and thus the integrated density of states. In our problem the Airy-function
expression in (37) and (52) plays the role of this wave vector. The sensitive dependence
of the rate of caustic formation (52) upon ε corresponds to ‘Lifshits tails’ of the quantum
density of states outside the energy band of the clean system.
6.1.2. Mapping to Kramers problem
In the white-noise limit the problem of calculating the Lyapunov exponents can be
mapped onto the problem of computing the escape of a random variable from a fixed
point [55, 56, 153]. This problem is similar to the stochastic escape problem of a ‘re-
action coordinate’ over a barrier formulated by Kramers to explain Arrhenius’ law, the
sensitive dependence of chemical reaction rates upon temperature [151]. To simplify the
notation we just discuss the one-dimensional case, following Ref. [55]. The starting point
is Eq. (57b) that describes the stochastic dynamics of the variable z = V/X. Formulating
the problem in terms of the variable z is convenient [55, 67, 69] because it approaches a
steady state, as opposed to the variables X and V in an unbounded system. Furthermore
Eq. (58) shows that the Lyapunov exponent is given by the steady-state average of z. In
the white-noise limit the dynamics of z decouples from the particle dynamics as X → 0.
This reduces the task of calculating the Lyapunov exponent from the two-dimensional
problem (56) to the one-dimensional problem of determining the steady-state distribu-
tion of z. Finally the z-dynamics also determines the rate of caustic formation. This rate
is given by the rate at which z escapes to −∞ as explained below.
In the white-noise limit (16) it follows from (57b) that the dynamics of z is determined
by the Langevin equation
δz = (−z − z2)δt+ δw (63)
in the dimensionless variables (11). Here δw is a Gaussian random increment with zero
mean and variance 〈δw2〉 = 2ε2δt. The drift part of this equation [obtained by setting
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Figure 13. Illustrates the drift part of the dynamics (63). There are two fixed points: z = 0 is stable and z = −1
is unstable. Starting at z0 < −1 the variable z reaches −∞ in the finite time t0 = log[z0/(z0 + 1)] and re-appears
at +∞. Eventually it converges to the stable fixed point.
δw = 0 in Eq. (63)] has two fixed points, a stable one at z = 0 and an unstable one at
z = −1, see Fig. 13. The deterministic solution z(t) = z0/[et(z0 +1)−z0] has a finite-time
singularity. Starting at z0 < −1 one reaches −∞ in the finite time t0 = log[z0/(z0 + 1)].
This singularity is a caustic singularity where the phase-space manifold describing the x-
dependence of the particle velocity folds over, and thus ∂xv → −∞. This correspondence
shows that the appropriate boundary condition for (63) is the following: when z tends to
−∞ it re-appears at +∞ with the same rate of change. Eventually the variable z reaches
its stable fixed point z = 0.
Now consider the effect of the noise δw. It may allow the variable z to escape from the
vicinity of z = 0 to −∞, via the unstable fixed point z = −1. In this case a caustic occurs,
and z returns via +∞ to the stable fixed point z = 0. The rate of caustic formation is
thus given by the rate at which z escapes from its stable fixed point. The solution of the
problem is analogous to Kramers’ solution [151] in terms of a Fokker-Planck equation for
the variable z. This equation determines the distribution P (z, t) of z at time t, subject
to boundary conditions that P (z, t) must be normalised and that the z-dynamics must
respect ‘particle exchange symmetry’ P (z, t) = P (−z, t) as z →∞. In the dimensionless
variables (11) P (z, t) satisfies [55]:
∂tP = ∂z
(
z + z2 + ε2 ∂z
)
P . (64)
The exact steady-state solution of (64) is readily obtained [55]. Substituting the steady-
state solution of Eq. (64) into
λ1
γ
= 〈z〉∞ =
∫ ∞
−∞
dz z P (z) (65)
results in the exact white-noise expression (37). We note that (65) differs from (58) by a
factor of γ because Eq. (65) is written in the dimensionless variables (11).
The rate of caustic formation (52) is determined by the finite steady-state probability
current of Eq. (64). The corresponding excursions of z cause algebraic tails of the steady-
state distribution: in the limit of large values of |z| only the second term on the r.h.s. of
Eq. (64) survives. In this case the steady-state condition becomes z2P (z) = const. This
implies P (z) ∼ |z|−2. Particle-exchange symmetry ensures that the left and right tails
are symmetric. As a consequence the Lyapunov exponent (65) is well defined. But higher
steady-state moments of z diverge.
Corresponding escape problems were formulated in two and three spatial dimensions in
the white-noise limit [56, 57, 67, 69]. But unlike the one-dimensional case these diffusion
problems have not yet been exactly solved. The difficulty is that the multi-dimensional
deterministic drift part of the resulting set of Langevin equations is neither potential nor
solenoidal. In the next Section we illustrate how the diffusion problem can be solved by
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algebraic perturbation theory.
6.1.3. Algebraic perturbation theory for the Lyapunov exponent
In this Section we describe the perturbative method employed in Refs. [56, 57, 67, 69]
to compute the Lyapunov spectrum in the white-noise limit. This perturbation theory is
closely related to the perturbative treatment of quantum non-linear oscillators.
To keep the notation simple we illustrate this calculation in one spatial dimension
(where the exact solution is known, as explained above). To begin with we change vari-
ables to y = z/ε:
∂tP = ∂y
(
y + ε y2 + ∂y
)
P. (66)
Using Dirac notation [168] we write the steady-state solution of this equation as P (y) ≡
〈y|P 〉. We denote the differential operator on the r.h.s. of Eq. (66) by Fˆ . Its action is
defined by 〈y|Fˆ |P 〉 ≡ ∂y(y + ε y2 + ∂y)P (y). The steady-state solution of Eq. (66) is
determined by the condition:
Fˆ |P 〉 = 0 , with Fˆ ≡ Fˆ0 + εFˆ1 , Fˆ0 ≡ ∂yy + ∂2y , and Fˆ1 ≡ ∂yy2 , (67)
and the Lyapunov exponent is computed as
λ1
γ
= ε
〈0|yˆ|P 〉
〈0|P 〉 . (68)
In the limit of ε → 0 the symmetric positive solution of Eq. (67) is simply a Gaus-
sian, e−y2/2, corresponding to the ground state |0〉 of a quantum-mechanical harmonic
oscillator (so that 〈y|0〉 = e−y2/2). An algebraic perturbation expansion around this so-
lution is constructed as follows. The perturbation is εFˆ1. Expanding |P 〉 in powers of ε,
|P 〉 = |0〉+ ε|P1〉+ ε2|P2〉+ · · · we find the recursion
Fˆ0|Pk+1〉 = −Fˆ1|Pk〉 . (69)
This recursion is evaluated using raising and lowering operators just as for the quantum
harmonic oscillator [168]. As a result we obtain the maximal Lyapunov exponent as an
expansion in ε:
λ1
γ
= −
∞∑
l=1
clε
2l . (70)
The first few coefficients cl in this expansion are listed in Fig. 14. The coefficients in (70)
can be computed to very high orders l and turn out to be the same as those obtained
by a series expansion of the exact white-noise result (37). These coefficients satisfy the
recursion [169]
cl+1 = (6l − 2)cl +
l∑
j=1
cjcl+1−j (71)
with initial condition c1 = 1. The same recursion also determines the moments of the
so-called ‘Wiener index’ for a certain class of random graphs [170]. The Wiener index
36
September 21, 2016 nel61
February 26, 2016 Fig14
l cl
1 1
2 5
3 60
4 1105
5 27120
6 828250
7 30220800
8 1282031525
9 61999046400
10 3366961243750
z u
S −1
a b
0 0.5 1 1.5 2
-0.2
-0.1
0
0.1
0.2
c
λ
1
/γ
ε
w ⇠
( 1, 0) (0, 0)
(S, 0)
"
 
1
/
 
1
Figure 14. Table: first 10 coefficients of the perturbation expansion for the maximal Lyapunov exponent. Panel
a shows integration contour C (red) for the principal-value integral (74) in the w-plane. The Borel sum B(w)
has a pole at S = 1/6 and may have further poles in the interval [S,∞). b Corresponding integration contour
in the ξ-plane. The interval [S,∞) is mapped to the unit circle. c One-dimensional Lyapunov exponent in the
white-noise limit. Shown is the exact result (37), solid red line, and the result from conformal Borel summation
to order lmax = 24, black dashed line.
of a connected graph is the sum over distances (number of edges) between all pairs of
vertices of the graph. It is known that the moments of the Wiener index are related
to moments of so-called Brownian excursions [171], but an explicit connection to the
problem discussed here has not yet been given.
The series (70) is ‘asymptotically divergent’ [172]. It does not converge, but any partial
sum of the series approaches λ1/γ as ε → 0. This divergence is caused by the fact that
the coefficients cl increase too rapidly as the order l increases. This is also the case for the
perturbative expansions obtained for the Lyapunov exponents in Refs. [56, 57, 67, 69].
These perturbation series, of the form (41), must be resummed. To give an example we
show how to resum the series (70) using ‘Borel summation’. The coefficients derived from
Eq. (71) have the asymptotic form
cl ∼ (l − 1)!
(2pi)Sl
(72)
with S = 1/6. This implies that the so-called ‘Borel sum’
B(w) ≡
∞∑
l=1
cl
l!
wl (73)
converges for |w| < S. The sum (70) is estimated by
λ1
γ
=
1
ε2
∫ ∞
0
dw e−w/ε
2
B(w) . (74)
The Borel sum exhibits poles on the real axis for w ≥ S. As a consequence the integral
must be interpreted as a principal-value integral. The integral is performed along a ray
C in the upper right quadrant of the w-plane. The real part of the resulting expression
estimates λ1/γ. The imaginary part gives the rate of caustic formation. This is a con-
sequence of the dispersion relation connecting the Lyapunov exponent and the rate of
caustic formation (Section 6.1.1). Provided that B(w) is analytic outside [S,∞) the pre-
cise location of C does not matter. But to evaluate the integral, the function B(w) must
be continued outside its radius of convergence. If the only singularities of B(w) are in
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the interval [S,∞), analytic continuation can be achieved by conformally mapping the
w-plane excluding [S,∞) to the unit disk, by the following mapping:
w = − 4Sξ
(1− ξ)2 . (75)
Under this mapping the poles in [S,∞) are mapped to the boundary of the unit disk.
Fig. 14a,b shows how the integration path C is mapped: the image of C is contained in
the radius of convergence of B(ξ) in the ξ-plane, so that the integral can be performed.
Fig. 14c shows the result of this procedure including coefficients up to lmax = 24. Com-
pared with the exact result (37) one observes excellent agreement. The approach de-
scribed here [resummation by the conformal mapping (75)] was first used by Leguillou
and Zinn-Justin [173] to compute critical exponents for the n-vector model by resumming
asymptotic ‘-expansions’. The approach was also used to resum an asymptotic series for
the correlation dimension (Section 3.1) of small heavy particles in a two-dimensional
random velocity field in the white-noise limit [116].
If the analytic structure of B(w) is more difficult to determine, the analytic contin-
uation can be performed using Pade´ approximants [174]. This approach was used in
Refs. [57, 69] to resum perturbation series of the form (41) for Lyapunov exponents
in the white-noise limit. Another possibility is to sum the series to its ‘optimal order’,
depending on ε. This method is described in Ref. [172] and was used to compute the
maximal Lyapunov exponent in partially compressible flows [56, 67].
A general difficulty with asymptotic perturbation series is that a given series is asymp-
totic to infinitely many different functions differing by non-analytic terms that have
vanishing Taylor coefficients to all orders. Fig. 14c shows that there is no such additional
contribution to λ1 in one spatial dimension in the white-noise limit. But for particles in
two-dimensional random velocity fields with Γ 6= 1 (see Section 2.2 for the definition of
Γ), there is a non-analytic term of the form N exp[−1/(6ε2)] that must be added to the
perturbation series in the white-noise limit, see Eq. (19) in Ref. [56]. The following Sec-
tion explains how such non-analytic terms may arise within asymptotic approximations
to the steady-state solution of Eq. (64).
6.1.4. WKB approximation
The ‘Wentzel-Kramers-Brillouin’ (WKB) approximation is an asymptotic method that
allows to determine possible non-analytic contributions to the steady-state solution of
the Fokker-Planck equation (64). In its original form it was used to find approximate
solutions to the one-dimensional Schro¨dinger equation [175–177]. The method has been
used in a wide variety of applications, for example in fluid mechanics [178], quantum
mechanics [179], and population dynamics (see [180] and references therein). It is a
common method to find approximate solutions to generalised diffusion equations when
the diffusion constant is small [181] and was used in Refs. [57, 69] to compute the rate of
caustic formation in the white-noise limit. The starting point for the WKB approximation
to the steady-state solution of the Fokker-Planck equation (64) is the ansatz
P (z) = N e−[S0(z)+ε
2S2(z)+··· ]/ε2 (76)
where N is a normalisation factor and S0, S2, . . . are unknown functions. Substituting
this ansatz into Eq. (64), expanding in powers of ε2, and requiring each order to vanish
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separately, one obtains differential equations for S0, S2, and so forth:
0 =
(
dS0
dz
)2
− (z + z2)dS0
dz
, (77a)
0 =
dS2
dz
(
2
dS0
dz
− z − z2
)
− d
2S0
dz2
+ 2z + 1 . (77b)
Eq. (77a) has two solutions: S−0 (z) = a
− and S+0 (z) = z
3/3 + z2/2 + a+, where a+
and a− are constants of integration. The two corresponding solutions of Eq. (77b) are
S−2 (z) = − ln b−+ ln |z2 + z| and S+2 (z) = − ln b+ with the positive constants b+ and b−.
The steady-state solution of (64) is usually obtained by matching linear combinations of
the solutions
P− =
b−
|z2 + z|e
−a−/ε2 , (78a)
P+ = b+e−(z
3/3+z2/2+a+)/ε2 (78b)
at the classical turning points z = −1 and z = 0. Here, however, we proceed differently.
For small values of z the z2-term on the r.h.s. of (64) is negligible. The corresponding
steady-state solution of (64) is Gaussian with variance ε2. This form is obtained from
(78b) with a+ = 0. For large values of |z| by contrast the z2-term on the r.h.s. of (64)
dominates and P (z) ∼ |z|−2. In this case the appropriate solution is P−. We match
the actions S0(z) of the two solutions smoothly at z = −1 and continuously at z =
1/2 with a− = 1/6. The solution P+ is valid when z > −1 and the solution P− is
valid when z < −1 or when z > 1/2. It follows that the probability of observing large
values of |z| is exponentially suppressed ∝ exp[−1/(6ε2)]. This explains the non-analytic
ε-dependence of the rate of caustic formation in the white-noise limit, Eq. (52). The
WKB approximation can be formulated in higher spatial dimensions, too. In this case
it is convenient to perform the matching using Hamilton-Jacobi theory as outlined in
Ref. [181], see also Ref. [180]. This approach rests upon the fact that Eq. (77a) has
the form of a Hamilton-Jacobi equation. A variational principle must be invoked in
higher dimensions to determine the functional form of S0(z). A numerical solution of
this variational problem indicates that the rate of caustic formation in two and three
spatial dimensions is also of the asymptotic form exp[−1/(6ε2)].
This may also explain the non-analytic -dependence of the Lyapunov exponents in
the white-noise limit, of the form N exp[−1/(6ε2)] [56, 69]. Such non-analytical terms
have vanishing Taylor coefficients to all orders and are not present in the perturbation
series (38). But the simple procedure outlined above is too crude to yield reliable re-
sults for the Lyapunov exponents. Since the amplitude of P− diverges at z = −1, a
refined approximation is necessary near this point (commonly referred to as ‘uniform
approximation’).
An alternative procedure to extract non-analytical terms from asymptotic perturba-
tion series is to analyse the asymptotic form of the perturbation coefficients. Coefficients
of the form (72) are expected to give rise to non-analytic terms of the form exp(−S/ε2)
as explained in Ref. [172]. In two- and three-dimensional flows with some degree of com-
pressibility, the perturbation coefficients in the white-noise limit have the asymptotic
form cl ∼ [6(1 − Γ)]−l(l − 1)!, apparently encoding a non-analytical dependence of the
form exp[−1/(6|Γ−1|ε2)]. Here Γ is the compressibility parameter introduced in Section
2 (Table 1). When Γ is not zero this dependence differs from exp[−1/(6ε2)] that is ob-
tained in numerical simulations in the white-noise limit, and in the WKB approximation
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outlined above. The reason for this difference is not understood.
The perturbation methods described in this Section were generalised to compute the
correlation dimension in two [116] and three [182] spatial dimensions in the white-noise
limit Ku → 0. Also in this case it appears that there is a non-analytic contribution,
possibly of the form N exp[−1/(6ε2)]. It is currently not understood how to compute
such contributions to the correlation dimension.
A closely related WKB approximation was used in Ref. [183] to solve a one-dimensional
model for the distribution of relative velocities of small heavy particles at small separa-
tions and at large Stokes numbers where the inertial-range properties of the turbulent
velocity fluctuations become important.
6.2. Finite-Ku approximations
At finite Kubo and Stokes numbers it is convenient to use the dimensionless variables (9).
In this Section all equations are expressed in these variables. For notational convenience
the primes are dropped.
6.2.1. Expansion around deterministic trajectories
To generalise the methods described in the previous Section to finite Kubo numbers
and Stokes numbers is difficult because the flow velocity u in Eq. (55) is a non-linear
function of the particle position x(t). This renders the coupled equations (55) nonlinear,
they cannot be explicitly solved. An approximate solution was obtained in Ref. [58] by
expanding an implicit solution of (55). In the dimensionless variables (9) this solution
takes the form (dropping the primes):
x(t)=x0+Ku St v0
(
1−e−t/St
)
︸ ︷︷ ︸
xd(t)
+
Ku
St
∫ t
0
dt1
∫ t1
0
dt2 e
−(t1−t2)/Stu(x(t2), t2) . (79)
Here x0 ≡ x(0) is the initial position and v0 ≡ v(0) is the initial velocity of a particle.
We denote by xd(t) the deterministic part of the trajectory (the solution of the equation
of motion for u = 0, in the absence of turbulent fluctuations). We define
δx(t) ≡ x(t)− xd(t) , (80)
the difference between the actual trajectory and the deterministic trajectory. We note
that δx(t) is proportional to Ku and can therefore be considered small if Ku is small
enough (how small Ku must be depends on t, St, and upon the realisation of the turbulent
fluctuations). Here Ku is used as an expansion parameter to keep track of the order of
the stochastic part of the solution. In general, Ku is only a book-keeping parameter, the
expansion is in terms of δx(t), not in Ku. But Eq. (80) shows that the expansion becomes
a Ku-expansion for the dynamics considered here when v0 = 0. Expanding u(x(t), t) in
terms of δx(t) = O(Ku) gives:
u(x(t), t) = u(xd(t), t) + ∂xu(x
d(t), t) δx(t) +
1
2
∂2xu(x
d(t), t) δx(t) δx(t) + . . . . (81)
Since the underlying flow is homogeneous, the value of x0 does not matter. Inserting δx
from Eqs. (80) and (79) into (81) and iterating yields u(x(t), t) in terms of u and its
derivatives evaluated at xd(t). The result is an expansion of u(x(t), t) around the deter-
40
September 21, 2016 nel61February 3, 2016 Fig15
0 20 40 60 80 100
−2
−1
0
1
t
x
0 2 4 6 8 10
−2
−1
0
1
t
x
0 20 40 60 80 100
−2
−1
0
1
t
x
0 2 4 6 8 10
−2
−1
0
1
t
x
1
Figure 15. Numerically determined solutions of Eq. (55) for the initial condition x0 = v0 = 0, for different
values of Kubo and Stokes numbers: Ku = 0.1 (left column) and Ku = 1 (right column), St = 0.1 (upper row),
and St = 10 (lower row). Numerically computed trajectories are shown as blue solid lines, the results of the
perturbation expansion described in Section 6.2.1 to order Ku5 are shown as red solid lines. The initial condition
x0 = 0 is shown as horizontal dashed lines. Dimensionless units (9) are used. In all cases the same realisation of
the random velocity field was used. Estimates for the time scale tf at which the trajectory approximation fails,
(82), are shown as vertical black-dashed lines.
ministic dynamics xd(t). This and related expansions can be used to obtain perturbation
series for the Lyapunov exponents in powers of Ku as we shall see.
Terms of order Kun in the expansion of u(x(t), t) contain n factors of u and spatial
derivatives of u evaluated at xd(t). In this way u(x(t), t) may in principle be expanded
to any order in Ku. Fig. 15 shows numerically computed particle trajectories in the
one-dimensional model at finite Stokes and Kubo numbers. Also shown is the pertur-
bation expansion (79) and (81) to order Ku5 for different Stokes and Kubo numbers.
The realisation of the fluid-velocity field is the same in all cases. The fluctuations of
the particle paths depend strongly on the Stokes number. For large Stokes numbers
the particles move almost ballistically, their acceleration is small. One expects that the
expansion yields accurate results provided that the magnitude of δx(t) ≡ x(t) − xd(t)
remains smaller than the correlation length. One way of estimating the largest time tf
until which the expansion is valid is to solve〈
δx(t)2|t; v0, u(xd(0), 0), ∂xu(xd(0), 0), . . .
〉 ∼ 1 (82)
for t = tf . The average in Eq. (82) is a finite-time average of the form discussed later in
Section 6.2.4. It is conditional on the initial values v0, u(x
d(0), 0), ∂xu(x
d(0), 0), and so
forth. Evaluating the average (82) as explained in the following Section yields estimates
for tf , shown in Fig. 15 as dashed lines.
In a similar manner one can expand spatial derivatives of u. The method can also be
used for expanding general functionals F of u(x(t), t) and its gradients, provided that
F can be implicitly written as F (t) = F (d)(t) +F [F (t), u(x(t), t), ∂xu(x(t), t), . . .] where
F (d) is the deterministic part of F obtained in the absence of turbulent fluctuations, and
F is a functional (commonly integral) of F (t), u(x(t), t), and so forth.
The expansion described above is an expansion around deterministic trajectories, we
refer to it as the ‘trajectory expansion’. In combination with the averaging method
described in the following Section the trajectory expansion allows to compute Lyapunov
exponents, fractal dimensions, and averages of other observables in the statistical model.
6.2.2. Steady-state averages
The dynamics of particles suspended in a random velocity field approaches a statistically
steady state. For particles advected in time-uncorrelated random velocity fields this was
first shown in Ref. [140]. We now show how to compute steady-state averages in turbulent
41
September 21, 2016 nel61
aerosols at finite Kubo numbers [58, 107]. Since the particles may sample the fluid-velocity
field and its derivatives preferentially it is necessary to compute the velocity fluctuations
as seen by the particle while it moves through the flow.
Consider an observable F evaluated at the particle position x(t) at time t, such as the
fluid-velocity gradient A(x(t), t) or the particle-velocity gradient z(t). The average of F
depends on the path the particle has taken through the flow. The path depends on the
initial conditions x0 and v0, on the initial values of the flow velocity u and its gradients
evaluated at x0 at t = 0, and on the fluctuations of the velocity field along the path the
particle takes from x0 to x(t). For the average of F at time t conditional upon the initial
conditions we write
〈F |t; v0, u(xd(0), 0), ∂xu(xd(0), 0), . . .〉 , (83)
making explicit the dependence on time t, on the initial particle velocity v0, and upon
the initial flow velocity and its gradients. The average in Eq. (83) is an average over
realisations of the flow conditional on the initial conditions. The average does not depend
on the initial particle position x0, since the flow is assumed to be homogeneous.
As t→∞ one expects that a steady state is approached. In this limit the average (83)
must become independent of the initial conditions, and the corresponding steady-state
average is denoted by
〈F 〉∞ ≡ lim
t→∞〈F |t; v0, u(x
d(0), 0), ∂xu(x
d(0), 0), . . .〉 . (84)
Assuming that all information about the initial conditions is lost in the limit t→∞ one
may take v0 = 0 in Eq. (84), as well as u(x
d(0), 0) = 0, ∂xu(x
d(0), 0) = 0, and so forth.
This substantially simplifies the calculations (see below).
Inserting expansions of the form described in Section 6.2.1 into (84) leads to averages
of products of the fluid-velocity field and its spatial derivatives evaluated at different
times:
∂n1x u
(
xd(t1), t1
)
∂n2x u
(
xd(t2), t2
) · · · ∂njx u(xd(tj), tj) , (85)
where n1, n2, · · · , nj assume integer values. Since the flow velocity and its spatial deriva-
tives are Gaussian distributed in the statistical model, such averages can be evaluated
using Wick’s formula which expresses an average over a product of Gaussian random
functions as a sum over products of their covariances [184]. The steady-state covariances
of u(xd(t), t) and its spatial derivatives are found from Eqs. (3) and (4). Setting v0 = 0
we have that xd(t) = x0, and the covariances read [107]:
〈∂mx u(x0, t1)∂nxu(x0, t2)〉∞ = Cmne−|t1−t2| . (86)
Here
Cmn =
{
(−1)(n−m)/2(m+ n+ 1)!! if m+ n even ,
0 otherwise ,
(87)
and m,n = 0, 1, 2, . . . . As mentioned above these steady-state averages are independent
of the initial conditions.
As an example consider the steady-state average 〈A(x(t), t)〉∞ of the fluid-velocity
gradient A(x(t), t). The trajectory expansion of A(x(t), t) is obtained as described in
Section 6.2.1. Performing the steady-state average (84) using (86) and evaluating the
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time integrals over the resulting correlation functions gives [107]:
〈A(x(t), t)〉∞ = −3 Ku
1 + St
+O(Ku3) . (88)
In the white-noise limit this average tends to zero. But in general it is negative because
the particles tend to stay longer in the vicinity of the minima of the ‘potential’ −φ(x, t)
corresponding to the flow velocity u(x, t), Eq. (3a). The result (88) agrees with the
corresponding expression in the telegraph model to lowest order in Ku and St (Section
2.4). The St→ 0 limit of this expression was first derived in Ref. [185].
Other quantities (flow and particle velocities, particle-velocity gradients,. . . ) are aver-
aged analogously.
6.2.3. Steady-state distributions
Preferential sampling influences the fluctuations of the fluid velocities and their deriva-
tives as seen by the particles. As an example consider the joint distribution of the fluid
velocity u and its gradient A ≡ ∂xu. At a given position the joint distribution in the
statistical model is Gaussian with zero mean. The variances are determined by Eq. (86):
P0(u,A) =
1
2pi
√
3
e−u
2/2−A2/6 . (89)
But preferential sampling changes this distribution. To find an approximation for the
distribution P (u,A) sampled along particle trajectories x(t) we start from the ansatz
P (u,A) = P0(u,A)
[
a00 + Ku(a10u+ a01A) + Ku
2(a20u
2 + a11uA+ a02A
2)
+Ku3(a30u
3 + a21u
2A+ a12uA
2 + a03A
3) + . . .
]
, (90)
where P0(u,A) is the distribution of u and A to order Ku
0, Eq. (89). It corresponds to
the joint distribution of u and A at a fixed position in space. In Eq. (90) the order in
Ku counts the number of factors u and A, just as described in Section 6.2.1. The second
step is to compute the moments using (90). Comparing the resulting expression with the
corresponding moments found using the trajectory expansion yields a linear system of
equations for the coefficients amn. Solving this system one finds to order Ku
2 [107]:
P (u,A) =
1
2pi
√
3
[
1− KuA
1 + St
+
Ku2(A2 − 3u2)(1 + 3St)
2(1 + St)2(1 + 2St)
]
e−A
2/6−u2/2 . (91)
Thus P0 is obtained not only in the limit Ku → 0, but also in the limit St → ∞ where
particle trajectories are only weakly affected by the flow. But in general P (u,A) is not
Gaussian. The result (91) was computed to second order in Ku. In the body of the distri-
bution it gives good agreement with results from numerical simulations of the statistical
model [107]. One expects that higher-order terms in Ku yield better approximations
to the tails. Yet the theory must fail far in the tails (large fluctuations) because the
trajectory expansion is a small-fluctuation expansion.
As a second example consider the distribution of particle-velocity gradients z ≡ ∂xv.
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It was computed in Ref. [107]
P (z) =
√
1 + St
6pi
e−z
2(1+St)/6
[
1−Ku 2 + St− 2St
2
(2 + St)(1 + 2St)
z (92)
−Ku
9
St(1 + St)(6 + 9St + 2St2)
(2 + St)(1 + 2St)
z3
]
to first order in Ku. When St = 0, this distribution is identical to P (A), as must be
the case in the advective limit. The white-noise limit of (93) is consistent with the
distribution obtained in Ref. [55], at least in the body of the distribution. The algebraic
tails P (z) ∼ z−2 that are due to caustic singularities are not reproduced by (93). This is
due to the fact that the z2-term in Eq. (57b) is treated perturbatively. The tails of the
distribution can be obtained using WKB approximations.
6.2.4. Finite-time averages
To evaluate finite-time averages is more difficult than calculating steady-
state averages because finite-time averages depend upon the initial conditions
v0, u(x
d(0), 0), ∂xu(x
d(0), 0), . . . . Homogeneity of the fluid-velocity field implies, as men-
tioned above, that averages cannot depend upon the initial particle position x0. As an
example consider the finite-time average of A(x(t), t). At finite times one cannot use
the steady-state covariances (86) but must explicitly account for the initial values of the
flow velocity and its gradients. The initial flow configuration, at t = 0, is defined by the
variables ∂mx u(x
d(0), 0). For t > 0 the dynamics of ux,m(t) ≡ ∂mx u(xd(t), t) is determined
by the Ornstein-Uhlenbeck processes (6):
δux,m = −ux,mδt+ δWm . (93)
The random increments δWm satisfy 〈δWm〉 = 0 and 〈δWmδWn〉 = 2Cmnδt. The coef-
ficients Cmn are given in Eq. (87). The solution of the Langevin equation (93) can be
written as
ux,m(t) = ux,m(0)e
−t + e−t
∫ t
0
dt1e
t1cm(t1)︸ ︷︷ ︸
≡∆ux,m(t)
, (94)
where cm(t1) is white noise such that δWm ≡
∫ t+δt
t dt1cm(t1). The correlation function
of the second term in Eq. (94), ∆ux,m, is found to be
〈∆ux,m(t1)∆ux,n(t2)|t1, t2〉 = Cmn
(
e−|t1−t2| − e−(t1+t2)) . (95)
This average is evaluated at fixed times t1 and t2. To compute the average of A(x(t), t)
at a finite time one inserts (94) into the trajectory expansion for A(x(t), t) and takes
an ensemble average over the fluctuating part ∆ux,m. The result depends on the initial
fluid-velocity gradients ux,m(0) and upon the initial particle velocity v0. At large times
the average becomes independent of the initial condition, as it must, and approaches
Eq. (88). Alternatively one may average the finite-time expression over the steady-state
distributions of the variables determining the initial conditions. One obtains once more
Eq. (88).
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6.2.5. Lyapunov exponent in one spatial dimension
In order to calculate the maximal Lyapunov exponent λ1 at finite Kubo numbers in one
spatial dimension one may start from Eq. (58), expressing the Lypapunov exponent in
terms of the steady-state average of the particle-velocity gradient z = ∂xv. The dynamics
of z is given by Eq. (57b), and we compute λ1 by expanding an implicit solution of this
equation. In the dimensionless variables (9) this implicit solution reads:
z(t) = z0e
−t/St +
∫ t
0
dt1 e
−(t−t1)/St[A(x(t1), t1)/St−Ku z(t1)2] . (96)
The first term in the integrand in Eq. (96) depends only upon A(x(t), t) and can be
expanded around the deterministic solution xd(t) of Eq. (55) in terms of Ku in the same
way as u(x(t), t). The second term in (96) is proportional to Ku, and we expand it in
Ku by substituting the r.h.s. of (96) and iterating. Using computer automation makes
it possible to obtain λ1 to high orders in Ku. Since the distribution of fluid-velocity
gradients is symmetric at given values of x and t, only even orders in Ku contribute to
the perturbation expansion. To fourth order one finds:
λ1τ =−C11Ku2+Ku4C00C22(1+3St+2St
2)+C211(1−St−18St2−30St3−10St4)
2(1 + St)3
.(97)
The coefficients Cmm, Eq. (87), are given by the variances of the velocity field u(0, 0)
and its gradients ∂nxu(0, 0) evaluated at x = 0 and t = 0. From Eq. (87) it follows that
Cmm ≡ 〈(∂mx u(x0, 0))2〉 = (2m+ 1)!! . (98)
The coefficients Cmm encode information about the functional form of u(x(t), t). The
higher the value of m is, the larger distances from the deterministic trajectory are taken
into account, representing properties of the correlation function C(X,T ) at larger spa-
tial scales. Higher orders in Ku give coefficients Cmm with higher values of m. These
observations show that the trajectory expansion not only takes into account finite time
correlations, it also incorporates the non-linear dynamics on spatial scales below and
above η. This is in contrast to the white-noise model where the perturbation expansion
for the Lyapunov exponent depends only upon C11. This can be seen by multiplying the
Lyapunov exponent with St and taking the limit Ku → 0, St → ∞ such that Ku2St
remains constant.
Inserting (98) into (97) yields:
λ1τ = −3Ku2 + 3Ku4 4 + 6St− 22St
2 − 45St3 − 15St4
(1 + St)3
. (99)
We note that the Ku2-term in this expression is identical to the corresponding Ku2-
asymptote of the telegraph model [66]. But the Ku4-terms differ between the two models.
The trajectory expansion for λ1 extended to order Ku
6 is compared with results of
numerical simulations of the one-dimensional statistical model in Fig. 16a. The Figure
shows that the expansion around deterministic trajectories works well up to St ∼ 1 for
Ku = 0.1, this is where caustics become frequent. But we observe that the result to
order Ku6 is not precise enough to capture the path-coalescence transition where λ1
changes sign. An example where the trajectory expansion describes the path-coalescence
transition is given in Ref. [95], describing the path-coalescence transition of particles
advected in two-dimensional compressible flows. In this case the series for λ1 can be
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Figure 16. a Maximal Lyapunov exponent λ1 for Ku = 0.1 as a function of St in one spatial dimension. Symbols
(red filled ◦) show results of numerical simulations of the statistical model. Also shown is the white-noise result
(37), dash-dotted line, as well as perturbation theory in Ku, Eq. (99), extended to order Ku6, solid line. Arrows
indicate the location of the path-coalescence transition, and the limiting value of λ1 as St → 0 [Eq. (99)]. b
Shows location of the path-coalescence transition in one spatial dimension. Results of numerical simulations of the
statistical model are shown as red filled ◦, the white-noise prediction ε2 = 3Ku2St = 1.77 is shown as a dashed
line.
computed to order Ku8. Resummation yields the precise location of the path-coalescence
transition in this case (Fig. 2b in Ref. [95]).
Fig. 16b shows the location of the path-coalescence transition in the Ku-St-plane.
At small St and Ku the maximal Lyapunov exponent is negative (path coalescence).
But when inertial effects are sufficiently large then λ1 turns positive [186]. The one-
dimensional system has interesting single-particle dynamics in the upper right-hand cor-
ner of the phase-diagram Fig. 16b. When St  1 and Ku2  St the system exhibits
non-Gaussian velocity fluctuations and anomalous diffusion. These results were obtained
by mapping the problem onto a quantum-mechanical problem with a staggered-ladder
spectrum and non-linear annihilation and creation operators [187, 188]. We are aware
of only two other physical systems that exhibit ladder spectra: the quantum harmonic
oscillator and the Zeeman-splitting Hamiltonian.
The expansion (99) was derived for general values of St. It is necessary to discuss
possible reasons that cause the perturbation theory to fail at large values of St. There
are at least two ways in which the series expansion in Ku may fail at large Stokes numbers.
First, it is likely that the series expansion (99) is asymptotically divergent, just as the
white-noise expansion. In order to obtain accurate results at larger values of St it is then
necessary to resum the series. This requires high-order coefficients. The resummation of
the white-noise series shown in Fig. 14 uses the first 24 coefficients. Second, it may be
necessary to supplement the expansion with non-analytical terms, as explained in Section
6.1.3. In one spatial dimension there is no additional contribution to the perturbation
expansion for λ1 in the white-noise limit. But this does not rule out that such a term
may exist at finite Kubo numbers.
Fig. 16a also shows the white-noise approximation (37). We note that the lowest-order
contribution to λ1 in Eq. (99), of order Ku
2, is independent of St. This explains why the
white-noise theory works comparatively well. Since the Ku2-term is independent of St,
the white-noise approximation, exact as St→∞, yields the correct small-St behavior to
lowest order in Ku, namely λ1τ = −3Ku2. It is interesting to note that the coloured-noise
approximation (Section 2.4) yields the incorrect result λ1τ = −3Ku2St/(1+St) to second
order in Ku. That the coloured-noise approximation predicts a wrong factor St/(1 +
St) is explained by the fact that this approximation neglects preferential effects, while
keeping time correlations finite. We infer that preferential effects must give a contribution
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containing a factor 1/(1 + St):
λ1τ = −3Ku2 = −3Ku2
( 1
1 + St︸ ︷︷ ︸
preferential
sampling
+
St
1 + St︸ ︷︷ ︸
time
correlations
)
. (100)
This equation exhibits, by way of example, which contributions are due to preferential
sampling, and which contributions are due to finite time correlations (and appear in
models that take such correlations into account but neglect preferential effects).
At small Stokes numbers and finite Kubo numbers higher orders in Ku matter. There-
fore (99) yields a better description in this regime than the white-noise result (Fig. 16a).
6.2.6. Lyapunov exponents in d dimensions.
The one-dimensional model discussed in the previous Section is special: a one-dimensional
velocity field can always be written as the gradient of a potential, Eq. (3a). The one-
dimensional velocity field is thus compressible. As a result the Lyapunov exponent λ1
can be negative. In incompressible flows, by contrast, the maximal Lyapunov exponent
must always be positive, but clustering can nevertheless be substantial. In this Section
we explain how to calculate the Lyapunov exponents in general d-dimensional flows. The
calculation is analogous to the one-dimensional case. The infinitesimal distance Rt, area
At, and volume Vt in Eq. (20) are computed by following the motion of d particles close
to a test particle at x(t). The small separations between the d particles and the test
particle are denoted by Xµ, µ = 1, · · · , d. We use Greek indices to label particles and
Roman indices to label spatial vector and matrix components. The separations Xµ and
relative velocities V µ follow the linearised equation of motion:
dXµ
dt
= KuV µ ,
dV µ
dt
=
1
St
(A(x(t), t)Xµ − V µ) (101)
in the dimensionless variables (9). The dynamics of Xµ determines the Lyapunov expo-
nents. To compute the exponents it is convenient to set up a time-dependent coordinate
system nˆµ such that nˆ1 points in the direction of X1, nˆ2 is orthonormal to nˆ1, nˆ1 and
nˆ2 span the plane formed by X1 and X2, and so on. One writes
Xµ =
d∑
ν=1
Wµνnˆν . (102)
The tensor W with elements Wµν is lower diagonal. Multiplying the equation of motion
(101) forXµ withW−1, linearising V µ ≈ ZXµ, and using Eq. (102) one finds an equation
for nˆµ:
dnˆµ
dt
= Ku
(
Znˆµ −
µ∑
ν=1
(2− δµν) (nˆµ · Znˆν)nˆν
)
. (103)
The Lyapunov exponents are given by the steady-state average of Z ′µν ≡ nˆµ · Znˆµ. This
can be seen as follows. First, nˆ1 is the direction of the separation vector between two
particles. The maximal Lyapunov exponent λ1 is thus given by the average of
d
dt
log |X1| = Ku nˆ1 · Znˆ1 . (104)
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Second, the vector n2 is orthogonal to n1. It determines the direction between two
particles projected onto the subspace orthogonal to n1. The maximal Lyapunov exponent
in this subspace is λ2, it is given by the average of nˆ2 · Znˆ2, and so forth. Note that the
unit vectors nˆµ are orthogonal to all nˆν for ν < µ by construction, W is chosen to be a
lower-diagonal tensor. In short the Lyapunov exponents are given by
λµ = Ku 〈nˆµ · Znˆµ〉∞ . (105)
The steady-state expectation values (105) are evaluated using the techniques described
in Sections 6.2.1 and 6.2.2. Writing δx(t) ≡ x(t)− xd(t) one has
δx(t) ≡ x(t)− xd(t) = Ku
St
∫ t
0
dt1
∫ t1
0
dt2 e
−(t1−t2)/Stu(x(t2), t2) (106)
with xd(t) = x0 + Ku St(1 − e−t/St)v0. Expanding u(x(t), t) around xd(t) for v0 = 0
yields:
ui(x(t), t) = ui(x0, t) +
∑
j
∂ui
∂xj
(x0, t) δxj(t) (107)
+
1
2
∑
jk
∂2ui
∂xj∂xk
(x0, t) δxj(t) δxk(t) + . . . ,
analogous to (81). Next one inserts δx from (106) into (107). Iterating and collecting
terms in powers of Ku gives the trajectory expansion of u(x(t), t) analogous to the
one-dimensional case. As in the one-dimensional case the parameter Ku is used as a
book-keeping parameter to group terms in powers of Ku. A corresponding expansion
is obtained for A(x(t), t). In order to compute the Lyapunov exponents from (105) one
must also expand implicit solutions of Eqs. (103) and (25). In the dimensionless variables
(9) Eq. (25) reads:
Z˙ =
1
St
(A− Z)−KuZ2 . (108)
We consider the implicit solution of (108) that is of the same form as (96), but matrix-
valued:
Z(t) = Z0 e−t/St +
∫ t
0
dt1 e
(t1−t)/St[ 1
St
A(x(t1), t1)−KuZ2(t1)
]
. (109)
Eq. (109) is expanded in −KuZ2. The corresponding implicit solution of Eq. (103)
nˆµ(t)= nˆµ,0 + Ku
∫ t
0
dt1
[
Z(t1)nˆµ(t1)−
µ∑
ν=1
(2− δµν)
(
nˆµ(t1) · Z(t1)nˆν(t1)
)
nˆν(t1)
]
(110)
is expanded in deviations δnˆµ from the initial orientation, δnˆµ ≡ nˆµ(t) − nˆµ,0. One
obtains a perturbation expansion in powers of Ku, a sum of integrals of multi-time
correlation functions of the flow-velocity field and its gradients,
Cij ;i1i2...inj1,j2...jn(X, T ) ≡
〈
∂nui(r, t)
∂xi1 · · · ∂xin
∂nuj(r +X, t+ T )
∂xj1 · · · ∂xjn
〉
∞
. (111)
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These correlation functions are determined by Eq. (4). Since the fluid-velocity field is
homogeneous, isotropic, and time reversible they are functions ofX and |T | only. In order
to compute the Lyapunov exponents it is sufficient to consider the limit R = |X| → 0:
Cij ;(0, T ) = N 2dC00e−|T |(d− 1 + β2)δij , (112a)
Cij ;kl(0, T ) =
N 2dC11
3
e−|T |
[
(d+ 1 + β2)δijδkl + (β
2 − 1)(δikδjl + δilδjk)
]
, (112b)
Cij ;klmn(0, T ) =
N 2dC22
15
e−|T |
[
(d+ 3 + β2)δij [δlmδkn + δkmδln + δklδmn]
+(β2 − 1)δik(δjlδmn + δjmδln + δjnδlm)
+(β2 − 1)δil(δjkδmn + δjmδkn + δjnδkm)
+(β2 − 1)δim(δjkδln + δjlδkn + δjnδkl)
+(β2 − 1)δin(δjkδlm + δjlδkm + δjmδkl)
]
, (112c)
and so forth. The normalisation Nd is given in Eq. (3d). Expanding 〈nµ · Znµ〉∞ and
averaging using the correlations (112) yields the Lyapunov exponents. To order Ku2 one
finds:
λµτ = Ku
2d(d+ 1− 2µ) + β2(d− 4µ)
d(d− 1 + β2) . (113)
This result is independent of St and thus equal to Eq. (29), an equation that was obtained
in the advective limit St→ 0.
Higher-order expressions for λµτ are lengthy. Here we quote only the result for incom-
pressible fluid-velocity fields to order Ku4:
λµτ = Ku
2d(1 + d− 2µ)
d(d− 1) (114)
+Ku4
1
d2(d− 1)2
1
(1 + St)3
{− d4(2 + 8St + 12St2 + 9St3 + 3St4)
+d3(1+St)(−5−14St−12St2−6St3+2µ(2+10St+14St2+7St3))
−d2(1+5St+14St2+21St3+7St4+12µ2St(1+St)3−2µ(3+13St+19St2+12St3+4St4))
+2d(1+3St−6St3−2St4+µ(−2−6St−St2+9St3+3St4))+4µSt2(1+3St+St2)} .
This result generalises the white-noise result (38) to finite Kubo numbers. Taking the
white-noise limit of Eq. (114) results in Eq. (38), that was derived using diffusion ap-
proximations.
It follows from Eq. (114) that the middle exponent λ2 → 0 in three spatial dimensions
as St→ 0. This is a consequence of the time-reversal symmetry of the statistical model.
Inserting series expansions such as Eq. (114) into the Kaplan-Yorke formula (21) yields
the Lyapunov dimension. Eq. (42), for example, is obtained by extending the series (114)
to order Ku6.
6.2.7. Small-St expansion
The trajectory expansion described in Sections 6.2.1 to 6.2.4 allows to quantify clustering
in terms of the steady-state average 〈trZ〉∞. This perturbative method corresponds to
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an expansion in the Kubo number Ku. It is instructive to contrast this expansion with
a systematic expansion in St. This shows how it comes about that fractal clustering at
very small Stokes numbers is determined by instantaneous fluid-velocity gradients, their
history does not matter in this limit.
The perturbation series in St is obtained by systematically expanding A(x(t), t) and
Z(t) as series in St:
Z =
∞∑
i=0
Z(i)Sti , and A =
∑
i
A(i)Sti , with A(i) =
1
i!
∂iA
∂Sti
∣∣∣∣
St=0
. (115)
Note that A(x(t), t) depends upon the Stokes number because x(t) depends upon St.
The coefficients Z(i) are determined by inserting the expansion (115) into the equation of
motion (25) for the matrix of particle-velocity gradients. Collecting powers of St yields:
Z(0) = A(0) , Z(1) = −
dA(0)
dt
+ A(1) −KuA2(0) , (116)
Z(2) =
d2A(0)
dt2
− dA(1)
dt
+ A(2) + Ku
(
2
dA2(0)
dt
− A(0)A(1) + A(1)A(0)
)
+ 2Ku2A3(0) .
The next step is to take the trace and average. The calculation simplifies since the fluid-
velocity field is assumed to be homogeneous. The final result is
〈∇ · v〉∞ = 〈trZ〉∞ = −Ku St2 ∂
∂St
〈trA2〉∞
∣∣∣
St=0
+O(St3) . (117)
All quantities are expressed in the dimensionless variables (9). Eq. (117) is identical to
Eq. (31) discussed in Section 4.1.2. It quantifies how preferential sampling of straining
regions contributes to spatial clustering. The contribution is small because it scales as
St2 (Eq. (117) was derived for small values of St). It turns out that the St3-terms in
this expansion contain averages of combinations of A and time derivatives of A. This
indicates that clustering is not an instantaneous effect in general, it depends on the
history of fluid-velocity gradients experienced by the particles.
7. Conclusions
We have reviewed how statistical-model calculations allow us to understand the mecha-
nisms that cause heavy small particles in incompressible turbulent flows to form spatial
patterns. The model approximates the turbulent fluctuations by Gaussian random func-
tions with appropriate spatial and temporal correlations, it is amenable to mathematical
analysis, and accounts for the fundamental mechanisms at play. The analysis requires ad-
vanced methods of Mathematical Physics (high-order perturbation theory, resummation
of divergent series, and multi-dimensional WKB approximations) and yields, in certain
cases, asymptotically exact results that explain the mechanisms at work. In this re-
view we have shown that the statistical-model analysis makes it possible to qualitatively
understand and to quantitatively describe small-scale clustering observed in numerical
simulations of heavy small particles in turbulence.
Apart from approximating the turbulent velocity fluctuations, the statistical model
assumes a simplified equation of motion for the particles that applies to dilute suspensions
of heavy small spherical particles, and disregards possible direct interactions such as
electrostatic forces. In the simplest case it is assumed that all particles are identical.
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In this case the statistical model is determined by three dimensionless parameters. The
Stokes number St quantifies the importance of inertia. When St = 0 then the particles are
advected by the flow, inertia plays no role. At large Stokes numbers, by contrast, inertial
effects are important. The Kubo number Ku is a dimensionless measure of the correlation
time of the flow. When Ku is small or St is large the dynamics can be computed by means
of diffusion approximations as explained in this review. The third parameter, F, measures
the importance of settling due to gravity.
The statistical model calculations in combination with results of numerical simula-
tions of particles in turbulence give rise to the following picture. Small-scale clustering
is determined by the multiplicative process of random contractions and expansions of
a small cloud of particles (multiplicative amplification). The strength of the resulting
fractal clustering is quantified by the spatial Lyapunov exponents of the particle dynam-
ics. In general, the Lyapunov exponents are determined by the history of fluid-velocity
gradients that the particles encountered in the past. The particle paths may be biased
due to preferential sampling. Any theory of fractal clustering must take this into account:
what matters is the time-series of fluid-velocity gradients that the particle experienced
in the past as it moved through the flow.
In certain limits the picture simplifies. For very small Stokes numbers the particle-
velocity gradients are determined entirely by the instantaneous fluid velocity gradients.
In this limit clustering occurs in straining regions of the flow. Particles gather in the
straining regions because their inertia allows them to centrifuge from vortical regions.
This mechanism (Maxey’s centrifuge) is an example of preferential sampling. In the
white-noise limit, by contrast, there is no preferential sampling. In this limit small-scale
clustering bears no relation to the instantaneous fluid-velocity gradients at the particle
positions, it is entirely determined by the history of fluid-velocity gradients.
At finite Stokes and Kubo numbers preferential sampling indirectly affects fractal clus-
tering by biasing the history of fluid-velocity gradients seen by the particles. Recent re-
sults on the dynamics of particle separations in turbulence [117] confirm this picture.
We conclude that the statistical model qualitatively explains the mechanisms that cause
small-scale clustering and preferential sampling (on scales of the order of the Kolmogorov
length), resolving the dichotomy mentioned in the Introduction.
In some cases the statistical model even makes quantitative predictions. One example
is seen in Fig. 11, illustrating how the degree of small-scale clustering depends on the
Stokes number. The agreement is remarkable considering that the statistical model is a
highly simplified model of the turbulent velocity fluctuations. One fundamental differ-
ence is that turbulence breaks time-reversal invariance while the statistical model does
not. This does not appear to have much influence on small-scale clustering, and we infer
that the dynamics of heavy small spherical particles in the dissipative range of turbu-
lence is in the first place determined by the kinematic equation (2), and is less sensitive
to the exact nature of the turbulent driving at small scales. The fact that the Gaussian
statistical model explains the small-scale spatial clustering observed in fully developed
turbulence indicates that the clustering mechanisms are universal and apply more gen-
erally in incompressible unsteady mixing flows. We note, however, that the tumbling of
non-spherical particles in turbulence at small Stokes numbers [189] is quite sensitive to
the breaking of time-reversal invariance [190].
The results described in this review pertain to a particular limit of the inertial-particle
problem, given either by Eq. (1) or by (2), depending on whether gravitational settling
matters or not. Most results described in this review were obtained for F = 0, but the
effect of gravitational settling was also discussed. Settling may either decrease or increase
the strength of fractal clustering, depending on the value of the Stokes number.
We did not consider buoyancy forces or ‘added-mass’ forces due to acceleration of sur-
rounding fluid in this review. These forces could be treated using the methods described
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in this review, allowing to investigate the dynamics of light particles in turbulent flows
[37, 38, 75, 77, 191]. The added-mass force is an inertial effect, due to unsteady fluid in-
ertia. It remains an open problem to find a particle equation of motion that consistently
takes into account fluid-inertia effects in turbulence [84].
As far as heavy-particle dynamics at finite Kubo numbers is concerned a number of
important problems remain to be solved. First, other measures of particle clustering need
to be analysed. One important question is to compute the correlation dimension at finite
Kubo and Stokes numbers. Up to now analytical model calculations of the correlation
dimension have only been performed at small Stokes numbers and in the white-noise
limit. A possible approach is suggested in Refs. [117–119]. It would be of interest to use
the trajectory expansion to analytically evaluate the ‘drift velocity of particle separations’
entering the constitutive equation for the pair correlation function in this approach [117–
119]. Second, an important open problem concerning the white-noise perturbation series
for the Lyapuonv exponents and the correlation dimension is this: we have not yet found
a general scheme to compute possible non-analytical contributions to the perturbation
series. These non-analytic contributions are believed to be closely related to the formation
of caustics. Third, a natural way to characterise the importance of preferential sampling
are finite-time Lyapunov exponents. Their fluctuations relate different fractal dimensions.
It is possible to use the trajectory expansion described in Section 6 to compute finite-time
Lyapunov exponents. This may make it possible to compute other fractal dimensions.
Fourth, in this review we have considered a statistical model that is homogeneous and
isotropic. In many applications one or both symmetries may be broken. It would be of
interest to formulate a statistical model that describes the dynamics of heavy particles
in stratified flows. Fifth, in some applications (grain dynamics in circumstellar accretion
disks for example [4]) molecular diffusion is important for very small particles, smoothing
out clustering on the smallest spatial scales. The effect of molecular diffusion has been
studied by a number of authors (see for example Ref. [143]), but we have not reviewed
these results in this paper.
The list of interesting problems that can be attacked with the methods described in
this review does not end here: it is important to analyse the dynamics of non-spherical
particles [189, 190, 192], of active particles [10–12], of spherical particles with different
Stokes numbers, and to compute fluctuations of relative velocities between particles in
turbulent aerosols. There is recent progress concerning these problems, but many open
questions remain. We expect that the methods reviewed here will make further progress
possible.
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