We present high signal-to-noise spectrophotometric observations of seven luminous Hii galaxies. The observations have been made with the use of a double-arm spectrograph which provides spectra with a wide wavelength coverage, from 3400 to 10400Å free of second order effects, of exactly the same region of a given galaxy. These observations are analysed applying a methodology designed to obtain accurate elemental abundances of oxygen, sulphur, nitrogen, neon, argon and iron in the ionized gas. Four electron temperatures and one electron density are derived from the observed forbidden line ratios using the five-level atom approximation. For our best objects errors of 1% in t e ([Oiii]), 3% in t e ([Oii]) and 5% in t e ([Siii]) are achieved with a resulting accuracy of 7% in total oxygen abundances, O/H.
INTRODUCTION
When studying evolution two types of ages should be distinguished: the chronological and the evolutionary ages. In the case of galaxies, estimates of the chronological age can be obtained analyzing, for example, the age distribution of their stellar population while the evolutionary age can be estimated from, for example, the metal content of their interstellar medium.
Hii galaxies, the subclass of Blue Compact Dwarf galaxies (BCDs) which show spectra with strong emission lines similar to those of giant extragalactic Hii regions (GEHRs; Sargent & Searle 1970; French 1980) , have the lowest metal content of any starforming galaxy suggesting that they are among the youngest or less evolved galaxies known ⋆ PhD fellow of Ministerio de Educación y Ciencia, Spain; guille.hagele@uam.es † On sabbatical leave at IoA, Cambridge ‡ Research Affiliate at IoA § Post-Doc fellow of Ministerio de Educación y Ciencia, Spain (Rosa-González et al. 2007; Searle & Sargent 1972) . After the findings that a considerable number of the objects observed at intermediate and high redshifts seem to have properties similar to the Hii galaxies we know in the Local Universe, it has been suggested that these objects might have been very common in the past and some of them may have evolved to other kind of objects (Koo et al. 1995) . In order to detect these evolutionary effects we need to compare the properties of Hii galaxies both in the Local Universe and at higher redshifts. We therefore need to know the true distribution functions of their properties among which the chemical abundances are of the greatest relevance.
Spectrophotometry of bright Hii galaxies in the Local Universe allows the determination of abundances from methods that rely on the measurement of emission line intensities and atomic physics. This is referred to as the "direct" method. In the case of more distant or intrinsically fainter galaxies, the low signal-to-noise obtained with current telescopes precludes the application of this method and empirical ones based on the strongest emission lines are required.
The fundamental basis of these empirical methods is reasonably well understood (see e.g. Pérez-Montero & Díaz 2005) . The accuracy of the results however depends on the goodness of their calibration which in turn depends on a well sampled set of precisely derived abundances by the "direct" method so that interpolation procedures are reliable. Enlarging the calibration range is also important since, at any rate, empirically obtained relations should never be used outside their calibration validity range.
The precise derivation of elemental abundances however is not a straightforward matter. Firstly, accurate measurements of the emission lines are needed. Secondly, a certain knowledge of the ionisation structure of the region is required in order to derive ionic abundances of the different elements and in some cases photoionisation models are needed to correct for unseen ionisation states. An accurate diagnostic requires the measurement of faint auroral lines covering a wide spectral range and their accurate (better than 5%) ratios to Balmer recombination lines. These faint lines are usually about 1% of the Hβ intensity. The spectral range must include from the UV [Oii] ([Nii] ), needed in order to study the temperature and ionisation structure of each Hii galaxy considered as a multizone ionised region.
Unfortunately most of the available Hii galaxy spectra have only a restricted wavelength range (usually from about 3600 to 7000Å), consequence of observations with single arm spectrographs, and do not have the adequate S/N to accurately measure the intensities of the weak diagnostic emission lines. Even the Sloan Digital Sky Survey (SDSS; Stoughton et al. 2002 ) spectra do not cover simultaneously the 3727 [Oii] and the 9069 [Siii] lines, they only represent an average inside a 3 arcsec fibre and reach the required S/N only for the brightest objects.
It is important to realise that the combination of accurate spectrophotometry and wide spectral coverage cannot be achieved using single arm spectrographs where, in order to reach the necessary spectral resolution, the wavelength range must be split into several independent observations. In those cases, the quality of the spectrophotometry is at best doubtful mainly because the different spectral ranges are not observed simultaneously. This problem applies to both objects and calibrators. Furthermore one can never be sure of observing exactly the same region of the nebula in each spectral range. To avoid all these problems the use of double arm spectrographs is required.
In this work we present simultaneous blue and red observations obtained with the double arm TWIN spectrograph at the 3.5m telescope of the Spanish-German Observatory of Calar Alto. These data are of a sufficient quality as to allow the detection and measurement of several temperature sensitive lines and add to the still scarce base of precisely derived abundances. In the next section we describe some details regarding the selection of the sample as well as the observations and data reduction. The results are presented in section 3. Sections 4 and 5 are devoted to the analysis of these results which are compared with previous data in section 6. Section 7 is devoted to the discussion of our results and finally, our conclusions are summarized in section 8. SDSS constitutes a very valuable base for statistical studies of the properties of galaxies. At this moment, the Fifth Data Release 1 (DR6), the last one up to now, represents the completion of the SDSS-I project (Adelman-McCarthy et al. 2007 ). The DR6 contains five-band photometric data for about 2.87×10
8 objects selected over 9583 deg 2 and more than 1.27 million spectra of galaxies, quasars and stars selected from 7425 deg 2 . Using the implementation of the SDSS database in the INAOE Virtual Observatory superserver 2 , we selected from the SDSS DR3 the brightest nearby narrow emission line galaxies with very strong lines and large equivalent widths of the Hα line. Specifically our selection criteria were: -Hα flux, F(Hα) > 4 × 10 −14 erg cm −2 s −1 -Hα equivalent width, EW(Hα) > 50Å -Hα width, 2.8 < FWHM(Hα) < 16Å -redshift, z, 10 −3 < z < 0.2 AGN-like objects were removed from this list by using diagnostic diagrams of the kind presented in Baldwin, Phillips & Terlevich (1981) . The obtained list contains about 10500 Hii like objects (López 2005) . They show spectral properties indicating a wide range of gaseous abundances and ages of the underlying stellar populations. The objects with the highest (Hα) fluxes and equivalent widths observable from the Calar Alto Observatory at the epoch of observation were selected and for seven of them the corresponding data were secured.
The journal of observations is given in table 1 and some general characteristics of the objects from the SDSS web page are listed in table 2. Column 3 of table 1 gives the short name by which we will refer to the observed Hii galaxies in what follows.
Observations
Blue and red spectra were obtained simultaneously using the double beam Cassegrain Twin Spectrograph (TWIN) mounted on the 3.5m telescope of the Calar Alto Observatory at the Complejo Astronómico Hispano Alemán (CAHA), Spain. They were acquired in June 2006, during a four night observing run and under excellent seeing and photometric conditions. Site#22b and Site#20b, 2000 × 800 px 15 µm, detectors were attached to the blue and red arms of the spectrograph, respectively. The T12 grating was used in the blue covering the wavelength range 3400-5700Å (centered at λc = 4550Å), giving a spectral dispersion of 1.09Å pixel −1 (R ≃ 4170). On the red arm, the T11 grating was mounted providing a spectral range from 5800 to 10400Å (λc = 8100Å) and a spectral dispersion of 2.42Å pixel −1 (R ≃ 3350). The pixel size for this set-up configuration is 0.56 arcsec for both spectral ranges. The slit width was ∼1.2 arcsec, which, combined with the spectral dispersions, yielded spectral resolutions of about 3.2 and 7.0Å FWHM in the blue and the red respectively. All observations were made at paralactic angle to avoid effects of differential refraction in the UV. The instrumental configuration, summarized in table 3, covers the whole spectrum from 3400 to 10400Å (with a gap between 5700 and 5800Å) providing at the same time a moderate spectral resolution. This guarantees the simultaneous measurement of the nebular lines from [Oii] λλ 3727,29 to [Siii] λλ 9069,9532Å at both ends of the spectrum, in the very same region of the galaxy. A good signal-to-noise ratio was also required to allow the detection and measurement of weak lines such as [Oiii] λ 4363, [Sii] λλ 4068, 6717 and 6731, and [Siii] λ 6312. The signal-to-noise ratios attained for each final spectrum are given in Table 4 .
Data reduction
Several bias and sky flat field frames were taken at the beginning and end of each night. In addition, two lamp flat fields and one calibration lamp exposure were performed at each telescope position. The calibration lamp used was HeAr. The images were processed and analyzed with IRAF 3 routines in the usual manner. The procedure includes the removal of cosmic rays, bias substraction, division by a normalized flat field and wavelength calibration. Finally, the spectra were corrected for atmospheric extinction and flux calibrated. Four standard star observations were performed each night, allowing a good spectrophotometric calibration with an estimated accuracy of about 3%, estimated from the differences between the different standard star flux calibration curves.
RESULTS
The spectra of the observed Hii galaxies with some of the relevant identified emission lines are shown in Fig. 1 . The spectrum of each observed galaxy is split into two panels, with the blue part on the left and the red part on the right.
The emission line fluxes were measured using the SPLOT task in IRAF following the procedure described in Hägele et al. (2006; hereafter Paper I) . Following Pérez-Montero & Díaz (2003) , the statistical errors associated with the observed emission fluxes have been calculated using the expression
where σ l is the error in the observed line flux, σc represents the standard deviation in a box near the measured emission line and stands for the error in the continuum placement, N is the number of pixels used in the measurement of the line flux, EW is the line equivalent width, and ∆ is the wavelength dispersion inÅ per pixel (González-Delgado et al. 1994) . There are several emission lines affected by cosmetic faults or charge transfer in the CCD, internal reflections in the spectrograph, telluric emission lines or atmospheric absorption lines. These lines were excluded from any subsequent analysis. An underlying stellar population is easily appreciable by the presence of absorption features that depress the Balmer and Paschen emission lines. A pseudo-continuum has been defined at the base of the hydrogen emission lines to measure the line intensities and minimise the errors introduced by the underlying population (see Paper I). We can clearly see the wings of the absorption lines implying that, even though we have used a pseudo-continuum, there is still an absorbed fraction of the emitted flux that we are not able to measure with an acceptable accuracy (see discussion in Díaz 1988 ). This fraction is not the same for all lines, nor are the ratios between the absorbed fractions and the emission. In Paper I we estimated that the differences between the measurements obtained using the defined the pseudo-continuum and those made using a multi-Gaussian fit to the absorption and emission components, when this fitting is possible, are, for all the Balmer lines, within the observational errors. This is also expected to be the case for the objects presented here given our selection criterion of large Hα equivalent width. At any rate, for the Balmer and Paschen emission lines we have doubled the derived error, σ l , as a conservative approach to include the uncertainties introduced by the presence of the underlying stellar population.
The absorption features of the underlying stellar population will also affect the helium emission lines to some extent. However, the wings of these absorption lines are narrower than those of hydrogen (see, for example, González-Delgado et al. 2005) . Therefore it is difficult to set adequate pseudo-continua at both sides of the lines to measure their fluxes.
The reddening coefficient [c(Hβ)] has been calculated assuming the galactic extinction law of Miller & Mathews (1972) with Rv=3.2 and obtained by performing a least square fit to the difference between the theoretical and observed Balmer and Paschen decrements vs. the reddening law whose slope is the logarithmic reddening at the Hβ wavelength:
The theoretical Balmer line intensities have been computed using Storey & Hummer (1995) with an iterative method to estimate te and Ne in each case. As Ne introduces only a second order effect, for simplicity we assume Ne equal to N( [Sii] ). Due to the large error introduced by the presence of the underlying stellar population, only the four strongest Balmer emission lines (Hα, Hβ, Hγ and Hδ) have been used. Table 5 gives the equivalent widths and the reddening corrected emission lines for each observed galaxy together with the reddening constant and its error taken as the uncertainties of the least square fit and the reddening corrected Hβ intensity. The adopted reddening curve, f (λ), normalized to Hβ, is given in column 2 of the Precision abundances of bright HII galaxies 9 
ELECTRON DENSITIES AND TEMPERATURES FROM FORBIDDEN LINES
The physical conditions of the ionised gas, including electron temperatures and electron density, have been derived using the five-level statistical equilibrium atom approximation in the task TEMDEN of the STSDAS package of the software IRAF (de Robertis, Dufour & Hunt 1987; Shaw & Dufour 1995) . The atomic coefficients used with their corresponding references are given in table 6. The electron density, Ne, has been derived from the [Sii] λλ 6717 / 6731Å line ratio. In all the observed galaxies the electron densities have been found to be lower than 200 cm −3 , well below the critical density for collisional deexcitation. We were not able to estimate the density from line ratios such as [Ariv] λλ 4713,4740Å, representative of the higher ionisation zones, hence we are not able to determine any existing distribution in density.
For all the objects we have derived the electron temperatures of [Oii] Liu et al. 2000) . Using the calculated [Oiii] electron temperatures, we have estimated these contributions to be less than 4% in all cases and therefore we have not corrected for this effect, but we have including it as an additional source of error. In the worst cases this amounts to about 10 % of the total error. The expressions above, however, are only valid in the range of temperatures between 5000 and 10000 K in the case of [Oii] and between 5000 and 20000 K in the case of [Nii] . While the [Oiii] temperatures found in our objects are inside the range of validity for [Nii], they are slightly over that range for [Oii] . At any rate, the relative contribution of recombination to collisional intensities decreases rapidly with increasing temperature.
The derived electron densities and temperatures for the seven observed objects are given in Table 8 along with their corresponding errors.
CHEMICAL ABUNDANCES
We have derived the ionic chemical abundances of the different species using the strongest available emission lines detected in the analysed spectra and the task IONIC of the STSDAS package in IRAF. This package is also based on the five-level statistical equilibrium atom approximation (De Robertis, Dufour & Hunt, 1987; Shaw & Dufour, 1995) .
The total abundances have been derived by taking into account, when required, the unseen ionization stages of each element, using the appropriate ICF for each species:
Ionic abundances

Helium
We have used the well detected and measured Hei λλ 4471, 5876, 6678 and 7065Å lines, to calculate the abundances of once ionized helium. For three of the objects also the Heii λ 4686Å line was measured allowing the calculation of twice ionized He. The He lines arise mainly from pure recombination, although they could have some contribution from collisional excitation and be affected by self-absorption (see Olive & Skillman 2001 , for a complete treatment of these effects). We have taken the electron temperature Benjamin et al. (1999) and the expressions for the collisional correction factors from Kingdon & Ferland (1995) . We have not made, however, any corrections for fluorescence (three of the used helium lines have a small dependence with optical depth effects but the observed objects have low densities) nor for the presence of an underlying stellar population. To calculate the abundance of twice ionized helium we have used equation (9) from Kunth & Sargent (1983) . The results obtained for each line and their corresponding errors are presented in table 9, along with the adopted value for He + /H + that is the average, weighted by the errors, of the different ionic abundances derived from each Hei emission line. This value is dubbed "adopted B99" in the Table. We Table 9 under P05. We found no significant differences for the objects in this paper in the Helium abundances obtained using the two different sets of He emissivities. On the other hand following this method is crucial when trying to determine He abundances to better than 2 percent (like e.g. for determining a value of the primordial He). We chose to wait for a complete error budget determination from the atomic physics parameters (Porter in preparation, private communication) before adopting the latter values for the He abundances.
Forbidden lines
We have derived appropriate fittings to the IONIC task results following the functional form given by Pagel et al. (1992) The ionic abundances of the different elements with respect to ionised hydrogen along with their corresponding errors are given in Table 10 .
Ionization correction factors and total abundances
For the three objects for which the Heii line has been measured (SDSS J1455, SDSS J1616 and SDSS J1657), the total abundance of He has been found by adding directly the two ionic abundances:
As was pointed out by Skillman et al. (1994) , the potential fraction of unobservable neutral helium is a long lasting problem and represents a source of uncertainty in the derivation of the helium total abundance. The correction factor for He 0 can be approximated by 1.0 for Hii regions ionised by very hot stars (T ef f ≥ 40000 K). An estimate of the ionising stellar temperature for our objects can be obtained from the η parameter (Vílchez & Pagel 1988) 5 . The values of logη for the three objects are -0.10, -0.07 and -0.57, much smaller than the upper limit of log(η) 0.9 for which Pagel et al. (1992) claim that the correction factor for neutral helium is equal to 1.0.
In table 9 we present the total helium abundance values for these three objects together with their corresponding errors.
At the temperatures derived for our observed galaxies, most of the oxygen is in the form of O + and O 2+ , therefore the approximation:
has been used. This is not however the case for sulphur for which a relatively important contribution from S 3+ may be expected depending of the nebular excitation. The total sulphur abundance has been calculated using an ICF for S + +S 2+ according to Barker's (1980) fit to the photoionization models by Stasińska (1978) : ). This expression has been derived from photoionisation models (Ferland et al. 1998) , taking as ionizing sources the spectral energy distribution of O and B stars (Pauldrach et al. 2001) .
Given the high excitation of the observed objects there are no significant differences between the total neon abundance derived using this ICF and those estimated using the classical approximation: Ne/O≈Ne 2+ /O 2+ . As in the case of neon, the total abundance of argon has been calculated using the ionization correction factors (ICF(Ar 2+ ) and the ICF(Ar 2+ +Ar 3+ )) given by Pérez-Montero et al. (2007) . We have used the first one only when we cannot derive a value for Ar 3+ . The expressions for these ICFs are:
). The ICF for iron twice ionized has been taken from Rodríguez & Rubin (2004) : In table 11 we list all the total chemical abundances and the ICFs derived for elements heavier than helium in the present work.
COMPARISON WITH PREVIOUS DATA
Five of the seven Hii galaxies presented here (SDSS J1455, SDSS J1509,SDSS J1540, SDSS J1616 and SDSS J1729) have been previously studied by Izotov et al. (2006) from SDSS/DR3 spectra. SDSS J1509 was also analysed by Peimbert & Torres-Peimbert (1992) together with SDSS J1528 using spectra in the λλ 3400-7000Å range obtained with the 2.1 m telescope at KPNO through a 3.2 arcsec slit. SDSS J1616 and SDSS J1729 have also been studied by Kniazev et al. (2004) from SDSS/DR1 spectra. For each observed object the reddening corrected emission line intensities reported in these studies are given for comparison in Table 5 . Only the line intensities with errors less than 40 per cent are listed.
A good general agreement between our measurements and the ones in the literature for the strong emission lines and most of the weak ones is found. There are however some noticeable differences.
For SDSS J1509, published values for the intensities of the lines bluer than Hβ are larger than measured in this work. For the [Oii] λ 3727Å line the discrepancy amounts to 37 % for the data by Izotov et al. (2006) and 22 % for those by Peimbert & Torres-Peimbert (1992) . In all cases the derived values of the reddening constant are similar. It is worth noting that in the SDSS image the object seems to have a 3 arcsec size, thus the SDSS fiber aperture and the KPNO observations might contain a substantial part of the galaxy, while our data comes from the brightest central knot. This could explain part of the found differences. The seven observed objects show temperatures within a relatively narrow range, between 10900 and 14000 K for Te ([Oiii] ). This was also the case for the objects analysed in Paper I. This could be due to the adopted selection criteria, high Hβ flux and large equivalent width of Hα, which tends to select objects with abundances and electron temperatures close to the median values shown by Hii galaxies. In table 12 we have listed the previously reported te([Oiii]) values for our observed objects. We find a general good agreement between those values and our measurements. Only for two objects, SDSS J1509 and SDSS J1729, we find differences of 900 K -in average-and 1100 K, respectively. Figure 2 shows the relation between the [Oii] and [Oiii] temperatures measured for these objects. Also shown in the figure are the corresponding values for Hii galaxies as derived from the emission line intensities compiled from the literature. This derivation has been done following the same prescriptions given in the present work. These values are given in Table 13 together with the references that have been used. We have restricted our compilation to objects for which the temperatures could be derived with an accuracy better than 10%. An exception has been made for IZw18. In this case, the large errors in the derived [Oii] temperatures (30% and 40% for Te ([Oii] ) in the NW and SE knots respectively), are probably related to the low oxygen abundance in this galaxy and hence the weakness of the involved emission lines. These points are labelled in the figure and, due to their large values, no error bars in te ([Oii] ) are shown.
The relation between the [Oii] and [Oiii] temperatures does not show a clear trend, showing a scatter which is larger than observational errors. Given that the [Oii] temperature is somewhat dependent on density one could be tempted to adscribe this scatter to a density effect. The density effect can be seen by looking at the model sequences which are overplotted and which correspond to photo-ionisation models from Pérez-Montero & Díaz (2003) for electron densities Ne = 10, 100 and 500 cm −3 . Higher density models show lower values of te([Oii]) for a given te ([Oiii] ). The effect is more noticeable at high electron temperatures. In fact, the data points populate the region of the diagram spanned by model sequences with most objects located between the model sequences corresponding to Ne 100 and 500 cm −3 . Our observed objects, however, lie between the model sequences for Ne 10 and 100 cm −3 . This is actually consistent with the derived values of N([Sii]). All in all, the data show that there is not a unique relation between the [Oii] and [Oiii] temperatures which allows a reliable derivation of one of this temperatures when the other one cannot be secured. This is actually a standard procedure in principle adopted for the analysis of low resolution and poor signal-to-noise data and now extended to data of much higher quality. The solid line in Figure 2 shows the relation based on the photoionisation models by Stasińska (1990) , adopted in many abundance studies of ionised nebulae. A substantial part of the sample objects show [Oii] temperatures which are lower or higher than predicted by this relation for as much as 3000 K. At a value of Te([Oiii] of 10000 K, this differences translate into higher and lower O + /H + ionic ratios, respectively, by a factor of 2.5. However, when using model sequences to predict [Oii] Kniazev et al. (2004) . a based on an empirical method from Pagel et al. (1979) .
different metallicity regimes and it is argued that, despite a large scatter, the relation between Te([Oii]) and Te([Oiii]) derived from observations follows generally the one obtained by models. However, no clear trend is shown by the data and the large errors attached to the electron temperature determinations, in many cases around ± 2000 K for Te([Oii]), actually preclude the test of such a statement. In fact, most of the data with the smallest error bars lie below and above the theoretical relation. While it may well be that these objects belong to a different family from typical Hii galaxies, this has not been actually shown to be the case. The model sequences of Izotov et al. (2006) for the cases of low and intermediate metallicities are shown in Figure 5 as double dasheddotted and the dashed-double dotted lines (green and blue in the electronic version) respectively. These models diverge from previous sequences at temperatures below 10000 K and above 18000 K. Of great concern is the model degenerate behaviour at high temperatures. Unfortunately, only one object in our sample has an [Oiii] temperature larger than 20000 K (SBS0940+544N, Te([Oiii] = 20300 ± 400 K) and its [Siii] temperature has a 10% error. Therefore it is not possible with the present data to address this important issue. Figure 3 shows the comparison between the te([Oii]) values derived from direct measurements with those derived from te([Oiii]) using Stasińska (1990) photoionization models. These values agree for five of our observed objects and are lower and higher by 900 K respectively for SDSS J1657 and SDSS J1729. These differences translate into higher and lower O + /H + ionic ratios by factors of ∼1.32 and ∼1.26 respectively, and higher and lower total oxygen abundances by ∼0.05 and ∼0.06 dex, respectively. In general, model predictions overestimate te ([Oii] ) and hence underestimate the O + /H + ratio. This is of relatively low concern in objects of high excitation for which O + /O is less than ∼ 10%, but caution should be taken when dealing with lower excitation objects where total oxygen abundances could be underestimated by up to 0.2 dex.
In the usually assumed structure of ionised nebulae, low ionisation lines arise from the same region and therefore the temperatures of [Oii] , [Sii] and [Nii] are expected to show similar values, once allowance is made for a possible density effect for the first two. In Fig. 4 we show the relation between te([Sii]) and te([Oii]) for the objects in this paper and those from ties Ne = 10 and 100 cm −3 are also shown. Our measurement for the [Sii] and [Oii] temperatures are located in the region predicted by the models, although any dependence on density is difficult to appreciate. Some objects however are seen to lie well above the one-to-one relation. These objects are: SBS1222+614, HS1203+3636A and CGC007-025. The latter one shows a value of the [Oiii] temperature close to the [Sii] one, with the [Oii] temperature being lower by about 6000 K. On the other hand, the other two objects show [Oiii] and [Oii] temperatures fitting nicely on the model sequence for Ne = 100 cm −3 . Regarding Te([Nii]), the λ 5575Å line is usually very weak and difficult to measure in Hii galaxies due to their low metallicities, and therefore only a few measurements exist and with very large errors, larger than 50 % in some cases. If we restrict ourselves to the data with errors of less than 10 %, the [Oii] and [Nii] temperatures differ by at most 1500 K. More high quality data would be needed in order to confirm this usually assumed relation. Terlevich et al. (1991); SK93: Skillman & Kennicutt (1993); S94: Skillman et al. (1994) ; ITL94: Izotov et al. (1994) ; ITL97: Izotov et al. (1997); IT98: Izotov & Thuan (1998) 
The situation seems to be better for the [Siii] temperature. Figure 5 shows the relation between te([Siii]) and te([Oiii]) for our objects, the Hii galaxies from Paper I and the compilation of published data on Hii galaxies for which measurements of the nebular and auroral lines of [Oiii] Table 13 ). We have omitted from the compilation the data from Kehrig et al. (2006) that were taken with a 1.52 m telescope and hence do not have the required signal-to-noise to provide electron temperature measurements with large errors. The solid line in the figure shows the model sequence from Pérez-Montero & Díaz (2005), which differs slightly from the semi-empirical relation by Garnett (1992) , while the other two lines corre- spond to the relations given by Izotov et al. (2006) for low and intermediate metallicity Hii regions. The three model sequences are coincident for temperatures in the range from 12000 and 17000 K, and very little, if any, metallicity dependence is predicted. Although the number of objects is small (only 25, including the galaxies in the present work) and the errors for the data found in the literature are large, most objects seem to follow the trend shown by model sequences. The most discrepant object is Mrk 22 that shows a [Siii] temperature larger than predicted by about 6000 K. Obviously, more high quality data are needed in order to confirm the relation between the [Oiii] and [Siii] and obtain an empirical fit with well determined rms errors.
Abundances
The abundances derived for the observed objects show the characteristic low values found in strong line Hii galaxies (Terlevich et al. 1991; Hoyos & Díaz 2006 ): 12+log(O/H) between 7.94 and 8.19. The mean error values for the oxygen and neon abundances are 0.04 dex and slightly larger, 0.07, for sulphur and argon.
Six of the objects have published abundance determinations which are listed in Table 12 . Our results are in general good agreement with those in the literature. In the case of SDSS J1540 the difference between the value derived by Izotov et al. (2006) and ours is 0.19 dex, but our derived value is in agreement -within the errors-with that obtained by Kniazev et al. (2004) . We have also found a small difference of 0.13 dex -in average-in the oxygen abundance of SDSS J1729. These differences are similar to those found by us in our previous work, Paper I, between our derived abundances using WHT spectra and the values estimated by Kniazev et al. (2004) For the rest of the galaxies, for which this assumption has been made, log(N/O) ratios are between -1.40 and -1.20 with an average error of 0.05. For all the objects, the derived values are on the highest side of the distribution for this kind of objects (see Figure 6 ). In general, the common procedure of obtaining te ([Oii] ) from te([Oiii]) using Stasińska's (1990) relation and assuming te([Oii]) = te([Nii]), yields N/O ratios larger than using the measured te([Oii]) values, since according to Figure 3 , in most cases, the model sequence overpredicts te ([Oii] ). An overprediction of this temperature by a 30 % at Te([Oii])=13000 K would increase the N/O ratio by a factor of 2. Therefore, the effect of our observed objects showing relatively high N/O ratios seems to be real.
The log(S/O) ratios found for the objects are also listed in table 11. These values vary between -1.69 and -1.36 with an average error of 0.07, consistent with solar (log(S/O)⊙ = -1.36 6 ) within the observational errors, except for SDSS J1455 and SDSS J1528 for which S/O is lower by a factor of Table 12 ) we find that for three of the observed objects they found S/O ratios lower than ours by us much as 0.4 dex or a factor of about 2.5. The logarithmic Ne/O ratio varies between -0.84 and -0.66, with a constant value (see Fig. 7 ) within the errors (table 11) The values calculated using the classical approximation for the ICF (Ne/O = Ne 2+ /O 2+ ), although systematically larger, are within errors very close to those derived using the ICF for neon from Pérez-Montero et al. (2007) . This is to be expected, given the high degree of ionization of the objects in the sample.
Finally, the Ar/O ratios found for the observed objects show a larger dispersion than in the case of Ne/O (see Fig.  7) , with a mean value consistent with solar 5 . Comparing our estimations for the logarithmic Ar/O ratios with those derived by Izotov et al. (2006) , we find a good agreement for three objects, and larger values for SDSS J1509 and SDSS J1540, 0.31 and 0.29 respectively. We must note that for these two objects we have not been able to measure the ionic abundances of Ar 3+ .
Ionisation structure
An insight into the ionisation structure of the observed objects can be gained by means of the O
In panel (a) of Fig. 8 we show the location on this diagram of the observed objects together with those in Paper I (red filled triangles and blue circles, respectively) and the Hii galaxies in Table 13 . In this diagram diagonal lines correspond to constant values of the η parameter which can be taken as an indicator of the ionising temperature (Vílchez & Pagel 1988) . In this diagram Hii galaxies occupy the region with log η between -0.35 and 0.2, which corresponds to high values of the ionising temperature according to these authors. One of the observed objects, SDSS J165712.75+321141.4, shows a very low value of η=-0.6. This object however, had the [Oii] λλ 7319,25Å affected by atmospheric absorption lines. Unfortunately no previous data of this object exist apart form the SDSS spectrum. We have retrieved this spectrum and measured the Metallicity calibrations based on abundances derived according to this conventional method are probably bound to provide metallicities which are systematically too high and should therefore be revised.
SUMMARY AND CONCLUSIONS
We have performed a detailed analysis of newly obtained spectra of seven Hii galaxies selected from the Sloan Digital Sky Survey Data Release 3. The spectra cover from 3400 to 10400Å in wavelength at a FWHM resolution of about 2000 in the blue and 1500 in the red spectral regions.
The high signal-to-noise ratio of the obtained spectra allows the measurement of four line electron temperatures: Te ( ) for one of the objects. These measurements and a careful and realistic treatment of the observational errors yield total oxygen abundances with accuracies between 7 and 12%. The fractional error is as low as 1% for the ionic O 2+ /H + ratio due to the small errors associated with the measurement of the strong nebular lines of [Oiii] and the derived Te([Oiii]), but increases to up to 30% for the O + /H + ratio. The accuracies are lower in the case of the abundances of sulphur (of the order of 25% for S + and 15% for S 2+ ) due to the presence of larger observational errors both in the measured line fluxes and the derived electron temperatures. The error for the total abundance of sulphur is also larger than in the case of oxygen (between 15% and 20%) due to the uncertainties in the ionisation correction factors. This is in contrast with the unrealistically small errors quoted for line temperatures other than Te ([Oiii] ) in the literature, in part due to the commonly assumed methodology of deriving them from the measured Te([Oiii]) through a theoretical relation. These relations are found from photoionization model sequences and no uncertainty is attached to them although large scatter is found when observed values are plotted; usually the line temperatures obtained in this way carry only the observational error found for the Te([Oiii]) measurement and does not include the observed scatter, thus heavily understimating the errors in the derived temperature.
In fact, no clear relation is found between Te([Oiii]) and Te ([Oii] ) for the existing sample of objects confirming our previous results. A comparison between measured and model derived Te([Oii]) shows than, in general, model predictions overestimate this temperature and hence underestimate the O + /H + ratio. This, though not very important for high excitation objects, could be of some concern for lower excitation ones for which total O/H abundances could be underestimated by up to 0.2 dex. It is worth noting that the objects observed with double-arm spectrographs, therefore implying simultaneous and spatially coincident observations over the whole spectral range, show less scatter in the Te([Oiii]) -Te([Oii] plane clustering around the Ne = 100 cm −3 photo-ionisation model sequence. On the other hand, this small scatter could partially be due to the small range of temperatures shown by these objects due to possible selection effects. This small temperature range does not allow either to investigate the metallicity effects found in the ralations between the various line temperatures in recent photo-ionisation models by Izotov et al. (2006) . Also, the observed objects, as well as those in Paper I, These issues could be addressed by re-observing the objects in Table 13 , which cover an ample range in temperatures and metal content, with double arm spectrographs. This sample should be further extended to obtain a self consistent sample of about 50 objects with high S/N and excellent spectrophotometry covering simultaneously from 3600 to 9900Å This simple and easily feasible project would provide important scientific return in the form of critical tests of photoionisation models.
The O + /O 2+ and S + /S 2+ ratios for all the observed galaxies, except one, cluster around a value of the "softness parameter" η of 1 implying high values of the stellar ionising temperature. For the discrepant object, showing a much lower value of η, the intensity of the [Oii] λλ 7319,25Å lines are affected by atmospheric absorption lines. When the observational counterpart of the ionic ratios is used, this object shows a ionisation structure similar to the rest of the observed ones. This simple exercise shows the potential of checking for consistency in both the η and η' plots in order to test if a given assumed ionisation structure is adequate. In fact, these consistency checks show that the stellar ionising temperatures found for the observed Hii galaxies using the ionisation structure predicted by state of the art ionisation models result too low when compared to those implied by the corresponding observed emission line ratios. Therefore, metallicity calibrations based on abundances derived according to this conventional method are probably bound to provide metallicities which are systematically too high and should be revised.
