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Abstract
An image segmentation scheme is shown to be exception-
ally successful through the application of high-level know-
ledge of the required image objects (cell nuclei). By tuning
the algorithm’s single parameter, it is shown that the per-
formance can be maximised for the dataset, but leads to
individual failures that may require alternative choices. A
second stage is introduced to process each of the resulting
segmentations obtained by varying the parameter over the
working range. This stage gives a Bayesian interpretation
of the results which indicates the probable accuracy of each
of the segmentations that can then be used to make a de-
cision upon whether to accept or reject the segmentation.
1. Introduction
Since the cervical cancer screening process was iden-
tified as a suitable candidate for automation in the early
1950s, many research groups have sought a solution.
However, despite the many excellent results in the feature
extraction and classification stages, the automatic segment-
ation of cell images has been uniformly identified as a ma-
jor hurdle in the development of a working system[2][4][5].
Robust unsupervised segmentation of real images is a diffi-
cult problem and often requires a great deal of high-level
knowledge in order to produce satisfactory results. This
is usually due to the fact that these images can be very
noisy, be of poor quality, and can contain many artefacts
or unwanted objects. Although the latter case refers to the
original purpose of segmentation, the application of know-
ledge of the required output can greatly reduce its effect.
This high-level knowledge can be used in the initial choice
of algorithm, through modification of the algorithm (gradi-
ent direction, statistical method, etc.) or by parameter tun-
ing for ‘optimum’ performance. However, the latter optim-
ises performance over the entire dataset without necessarily
optimising the parameter for each individual image.
Here, a priori knowledge of cell nuclei was applied to
all of the stages described above and produced a method
that was highly successful (99.64% correct segmentations
on a dataset of over 20,000 images). The problem of tun-
ing the algorithm’s single parameter, , became apparent
when it was discovered that many of the failures could have
been rectified by a different parameter value. It was there-
fore proposed to introduce a second process to interpret the
output of the segmenter for a range of its parameters. This
would provide more information on the image being pro-
cessed, enabling a further application of high-level know-
ledge.
2. Segmentation Method
A global minimum searching, active contour based seg-
mentation method was chosen. As cell nuclei borders are
smooth, are characterised by areas of relatively large gradi-
ent and often contain artefacts and ‘noise’ (stained cyto-
plasm) this technique was particularly appealing. Due to
space limitations, the reader is referred to [1] for a full
description of the procedure. The output of the algorithm
was a set of 256 real valued points which described a con-
tour that hopefully delineated the nucleus border. A single
parameter, , controlled the output of the segmenter and its
range of operation was 0    1 [3]. This parameter
effectively regularised the two main concerns that the con-
tour should satisfy; smoothness and location of high gradi-
ent areas. By choosing  close to 0, the smoothness con-
straint was largely ignored, allowing the contour to lie upon
the strongest image edges whether they were on the nucleus
border or not (figure 1(a)). If  was set closer to 1 then
the gradient information became less important leading to a
very smooth contour which did not necessarily lie upon the
(a) (b) (c)
Figure 1. Effect of algorithm parameter,  : (a)  close to 0:0 leads to a contour lying upon the areas
of greatest gradient in the image (b) correct choice of  leads to accurate segmentation (c)  close
to 1:0 leads to a smooth contour which does not lie on nucleus border
nucleus border either (figure 1(c)). Therefore a comprom-
ise between these two values was sought (figure 1(b)). As
the same compromise could not be guaranteed to work for
all images, a set of solutions was provided for each image
corresponding to the value of  used.
3. Segmentation Interpretation
For each image, the segmentation results were viewed
for each value of  and either determined as a ‘pass’ or
as a ‘fail’. The relationship between the number of suc-
cessful segmentations and the regularisation parameter, ,
is graphed in figure 2. This graph was obtained on a 772
image subset of the database for  in the range  = 0:1k
where k = 0; 1; 2; :::; 10.
Figure 2 shows a wide plateau of high success rates
between  = 0:3 and 0:8, demonstrating that the method is
well suited to the application. At the extremities, either the
gradient or smoothness constraint dominates and reduces
the efficacy of the algorithm. This graph is characteristic of
the segmentation procedure and therefore allows decisions
to be made on how to interpret the results.
4. Bayesian Smoke Ring Images
It is interesting to combine the a priori estimate of prob-
ability of segmentation accuracy from figure 2 with the ac-
tual segmentations produced for each value of . One way
to achieve this is to
1. Produce a border image for each value of  by setting
border pixels to 1.0 and all other pixels to 0.0;
2. multiply each border image by the a priori estimate of
segmentation performance from figure 2; and
3. sum all of the weighted border images.
The resulting images resemble smoke rings, so we have
dubbed the images “Bayesian Smoke Rings.” Some ex-
amples are shown in figure 3 (a),(b),(c), and (d). Such im-
ages show the probability of each segmentation result be-
ing correct and are therefore helpful in devising methods to
reliably determine the accuracy of a segmentation without
human intervention (in other words, totally automated ac-
curate segmentation). They may also lead to a quantitative
measure of the intrinsic difficulty of the segmentation task
for each image in the database.
5. Conclusions and Future Work
An image segmentation method was shown to be highly
successful by incorporating high-level knowledge of the de-
sired objects. It was discovered that although tuning the
algorithm’s parameter leads to exceptionally good success
rates, more information could be gleaned from the images
being segmented if the results were viewed for a range of
parameters. By compiling a graph of segmentation suc-
cess against the algorithm’s parameter, , it was possible
to demonstrate the suitability of the algorithm to the prob-
lem by the presence of a high performance plateau over a
wide range of . It is envisioned that such a graph would be
useful in the initial algorithm selection stage for the com-
parison of different methods. Finally, the graph was used to
produce a ‘Bayesian smoke ring’ image for each input im-
age. This image could be used in an evaluation stage that
classes the results by confidence in the location of the final
contour. A system that chose to output only results with a
high confidence level would greatly enhance the accuracy
of its segmentation stage.
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Figure 2. Percent Correct Segmentation versus regularisation parameter
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Figure 3. Bayesian smoke ring images of various cells which indicate the probability of each pixel
being on the nuclear border as a grayscale value.
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