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NUMBER THEORY MEETS WIRELESS COMMUNICATIONS:
AN INTRODUCTION FOR DUMMIES LIKE US
VICTOR BERESNEVICH AND SANJU VELANI
Abstract. In this chapter we introduce the theory of Diophantine ap-
proximation via a series of basic examples from information theory relevant
to wireless communications. In particular, we discuss Dirichlet’s theorem,
badly approximable points, Dirichlet improvable and singular points, the
metric (probabilistic) theory of Diophantine approximation including the
Khintchine-Groshev theorem and the theory of Diophantine approximation
on manifolds. We explore various number theoretic approaches used in the
analysis of communication characteristics such as Degrees of Freedom (DoF).
In particular, we improve the result of Motahari et al regarding the DoF of a
two-user X-channel. In essence, we show that the total DoF can be achieved
for all (rather than almost all) choices of channel coefficients with the excep-
tion of a subset of strictly smaller dimension than the ambient space. The
improvement utilises the concept of jointly non-singular points that we in-
troduce and a general result of Kadyrov et al on the δ-escape of mass in the
space of lattices. We also discuss follow-up open problems that incorporate
a breakthrough of Cheung and more generally Das et al on the dimension
of the set of singular points.
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1. Basic examples and fundamentals of Diophantine approximation
Let us start by addressing a natural question that a number theorist or more
generally a mathematician who has picked up this book may well ask: what
is the role of number theory in the world of wireless communications? We
will come clean straightaway and say that by number theory we essentially
mean areas such as Diophantine approximation and the geometry of numbers,
and by wireless communication we essentially mean the design and analysis of
lattice/linear codes for wireless communications which thus falls in the realm of
information theory. To begin with, with this confession in mind, let us start by
describing the role of one-dimensional Diophantine approximation. Recall, that
at the heart of Diophantine approximation is the classical theorem of Dirichlet
on rational approximations to real numbers.
Theorem 1 (Dirichlet, 1842). For any ξ ∈ R and any Q ∈ N there exist
p, q ∈ Z such that ∣∣∣∣ξ − pq
∣∣∣∣ < 1qQ and 1 ≤ q ≤ Q . (1)
The proof can be found in many elementary number theory books and makes
use of the wonderfully simple yet powerful Pigeonhole Principle: if n objects
are placed in m boxes and n > m, then some box will contain at least two
objects. See, for example, [14, §1.1] for details. An easy consequence of the
above theorem is the following statement.
Corollary 1. Let ξ ∈ R \ Q, that is ξ is a real irrational number. Then there
exist infinitely many reduced rational fractions p/q (p, q ∈ Z) such that∣∣∣∣ξ − pq
∣∣∣∣ < 1q2 . (2)
The following exposition illustrates one of the many aspects of the role of
Diophantine approximation in wireless communication. In particular, within
this section we consider a basic example of a communication channel which
brings into play the theory of Diophantine approximation. In §2 we consider a
slightly more sophisticated example which also brings into play the theory of
Diophantine approximation in higher dimensions. This naturally feeds into §3
in which the role of the theory of Diophantine approximation of dependent vari-
ables is discussed. The latter is also referred to as Diophantine approximation
on manifolds since the parameters of interest are confined by some functional
relations. To begin with, we consider a ‘baby’ example of a communication
channel intended to remove the language barrier for mathematicians and ex-
plicitly expose an aspect of communications that invites the use of Diophantine
approximation.
1.1. A ‘baby’ example. Suppose there are two users S1 and S2 wishing to
send (transmit) their messages u1 and u2 respectively along a shared (ra-
dio/wireless) communication channel to a receiver R. For obvious reasons,
users are often also referred to as transmitters. Suppose for simplicity that
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u1, u2 ∈ {0, 1}. Typically, prior to transmission, every message is encoded with
what is called a codeword. Suppose that x1 = x1(u1) and x2 = x2(u2) are
the codewords that correspond to u1 and u2. In general, x1 and x2 could be
any functions on the set of messages. In principle, one can take x1 = u1 and
x2 = u2. When the codewords x1 and x2 are being transmitted along a wire-
less communication channel, there is normally a certain degree of fading of the
transmitted signals. This for instance could be dependent on the distance of
the transmitters from the receiver and the reflection caused by obstacles such
as buildings in the path of the signal. Let h1 and h2 denote the fading factors
(often referred to as channel gains or channel coefficients or paths loss) associ-
ated with the transmission of signals from S1 and S2 to R respectively. These
are strictly positive numbers and for simplicity we will assume that their sum
is one: h1 + h2 = 1. Mathematically, the meaning of the channel coefficients
is as follows: if Si transmits signal xi, the receiver R observes hixi. However,
due to fundamental physical properties of wireless medium, when S1 and S2
simultaneously use the same wireless communication channel, R will receive
the superposition of h1x1 and h2x2, that is
y = h1x1 + h2x2 . (3)
For instance, assuming that x1 = u1 and x2 = u2, the outcomes of y are
y =


0 if u1 = u2 = 0
h1 if u1 = 0 and u2 = 1 ,
h2 if u1 = 1 and u2 = 0 ,
1 = h1 + h2 if u1 = u2 = 1 .
(4)
A pictorial description of the above setup is given below in Figure 1.
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Figure 1. Two user Multiple Access Channel (no noise).
The ultimate goal is for the receiver R to identify (decode) the messages u1
and u2 from the observation of y. For example, with reference to (4), assuming
the channel coefficients h1 and h2 are known at the receiver and are different,
that is h1 6= h2, the receiver is obviously able to do so. However, in real life
there is always a degree of error in the transmission process, predominantly
caused by the received signal y being corrupted by (additive) noise. The noise
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can result from a combinations of various factors including the interference of
other users and natural electromagnetic radiation. In short, if z denotes the
noise, then instead of (3), R receives the signal
y′ = y + z = h1x1 + h2x2 + z . (5)
Equation (5) represents one the simplest models of what is known as an Additive
White Gaussian Noise Multiple Access Channel (AWGN-MAC), see Chapter 2
for a formal definition. As before, the goal for the receiver R remains to decode
the messages u1 and u2, but now from the observation of y
′ = y + z. Let dmin
denote the minimum distance between the four outcomes of y. Then as long
as the absolute value |z| of the noise is strictly less than dmin/2, the receiver is
able to recover y and consequently the messages u1 and u2 from the value of
y′. This is simply due to the fact that the intervals of radius dmin/2 centered
at the four outcomes of y are disjoint and y′ will lie in exactly one of these
intervals, see Figure 2. In other words, R is able to identify y by rounding y′
to the closest possible outcome of y.
0 1
h1 h2
) )( )( (
✲✛z
Figure 2. Separation of intervals of radius |z| around each pos-
sible outcome of y which contain the values of y′.
For example, it is easy to see that the maximum separation between the four
outcomes given by (4) is attained when h1 = 1/3 and h2 = 2/3. In this case
dmin = 1/3, and we are able to recover the messages u1 and u2 assuming that
|z| < 1/6. The upshot of the above discussion is the following simple but
fundamental conclusion.
Conclusion: The greater the mutual separation dmin of the outcomes of y, the
better the tolerance for noise we have during the transmission of the signal.
In information theory achieving good separation between received signals
translates into obtaining good lower bounds on the fundamental parameters of
communication channels such as Rates-of-Communications, Channel Capacity
and Degrees-of-Freedom, see Chapter 2 for formal definitions of these notions.
Within this chapter we will concentrate on the role of Diophantine approxima-
tion in answering the following natural and important question:
How can a good separation of received signals be achieved and how often?
Indeed, to some extent, answering this and related questions using the tools
of Diophantine approximation, algebraic number theory and the geometry of
numbers is a reoccurring theme throughout the whole book. We will solely use
linear encoding to achieve ‘good’ separation. In particular, within the above
‘baby’ example, one is able to achieve the optimal separation (dmin = 1/3) at
the receiver regardless of the values of h1 and h2 by applying the following
simple linear encoding of the messages u1 and u2:
x1 =
1
3
h−11 u1 and x2 =
2
3
h−12 u2 .
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Indeed, before taking noise into consideration, under the above encoding the
received signals become
y = h1x1 + h2x2 =
1
3u1 +
2
3u2 =


0 if u1 = u2 = 0 ,
1/3 if u1 = 0 and u2 = 1 ,
2/3 if u1 = 1 and u2 = 0 ,
1 if u1 = u2 = 1 .
(6)
To summarise, the above discussion brings to the forefront the importance
of maximizing the minimal distance/separation dmin of the received (noise-free)
signals and at the same time indicates how a linear encoding allows us to achieve
this. Nevertheless, the assumption that the messages u1 and u2 being sent by
the transmitters S1 and S2 are binary in nature makes the discussion over
simplistic – especially in terms of the use of number theory to analyse the
outcomes. We now modify the ‘baby’ example to a more general situation in
which S1 and S2 wish to send messages u1 and u2 from the set of integers
{0, . . . , Q} to a single receiver R.
1.2. Example 1 (modified ‘baby’ example). Unless stated otherwise, here
and throughout, Q ≥ 2 is a fixed integer. As we shall see, this slightly more
complex setup, in which u1, u2 ∈ {0, . . . , Q}, naturally bring into play the rich
theory of Diophantine approximation. So with this in mind, let us assume that
the codewords x1 and x2 that are being transmitted by S1 and S2 are simply
obtained by the linear encoding of the messages u1 and u2 as follows
x1 = αu1 and x2 = βu2 (0 ≤ u1, u2 ≤ Q) , (7)
where α and β are some positive real numbers. We emphasise that the param-
eters α and β are at our disposal and this fact will be utilized later. As in the
‘baby’ example let h1 and h2 denote the channel coefficients associated with S1
and S2 respectively. Then, before taking noise into account, R will receive the
signal
y = h1x1 + h2x2 = h1αu1 + h2βu2 . (8)
Clearly, y takes the values
h1αu1 + h2βu2 : 0 ≤ u1, u2 ≤ Q . (9)
Thus, there are potentially (Q+ 1)2 distinct outcomes of y and they lie in the
interval [0, (h1α+h2β)Q]. It is easily verified that if they were equally separated
then their mutual separation would be precisely
h1α+ h2β
Q+ 2
. (10)
However, this is essentially never the case. Indeed, let dmin denote the minimal
distance between the points y given by (9). Without loss of generality, suppose
for the sake of simplicity that
0 < h1α < h2β
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and define the real number
ξ :=
h1α
h2β
, (11)
which in view of the above assumption is between 0 and 1; i.e. 0 < ξ < 1.
Then, by Dirichlet’s theorem, we have that∣∣∣∣ξ − pq
∣∣∣∣ ≤ 1qQ (12)
for an integer pair (p, q) ∈ Z2 satisfying 1 ≤ q ≤ Q. Since 0 < ξ < 1 and
1 ≤ q ≤ Q, we also have that 0 ≤ p ≤ q ≤ Q. On multiplying (12) by h2βq, we
find that
|h1αq − h2βp| ≤ C1
Q
(C1 := h2β ), (13)
for some integer pair (p, q) ∈ Z2 satisfying 1 ≤ q ≤ Q and 0 ≤ p ≤ q. Now
observe that the quantity |h1αq− h2βp| on the left hand side of (13) is exactly
the distance between the two specific values of y within (9) corresponding to
u1 = q, u2 = 0 and u1 = 0, u2 = p. Since q 6= 0, this demonstrates that the
minimal distance dmin between the values of y given by (9) is always bounded
above by C1/Q; i.e.
dmin ≤ C1
Q
. (14)
For all intents and purposes, this bound on the minimal distance is smaller than
the hypothetical ‘perfect’ separation given by (10). In general, we have that
dmin ≤ min
{
C1
Q
,
h1α+ h2β
Q+ 2
}
.
It is easily seen that we can remove the assumption that 0 < h1α < h2β if we
put C1 = max{h1α, h2β}.
Remark 1. On looking at (14), the reader may be concerned (rightly) that the
minimal distance dmin vanishes as Q grows. Luckily, this can be easily rectified
by introducing a scaling factor λ ≥ 1 into the linear encoding of the messages
u1 and u2. The point of doing this is that the codeword x1 (resp. x2) given by
(7) becomes λαu1 (resp. λβu2) and this has no effect on the point of interest
ξ given by (11) but it scales up by λ the constant C1 appearing in (13). Thus,
by choosing λ appropriately (namely, proportional to Q) we can avoid the right
hand side of (14) from vanishing as Q grows. In subsequent more ‘sophisticated’
examples, the scaling factor will be relevant to the discussion and will appear
at the point of linear encoding the messages.
Now let us bring noise into the above setup. As in the ‘baby’ example, if z
denotes the (additive) noise, then instead of (8), R receives the signal
y′ = y + z = h1αu1 + h2βu2 + z . (15)
Note that as long as the absolute value |z| of the noise is strictly less than
dmin/2, the receiver R is able to recover y and consequently u1 and u2 from the
value of y′. Commonly, the nature of noise is such that z is a random variable
having normal distribution. Without loss of generality we will assume that
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z ∼ N (0, 1), that is the mean value of noise is 0 and its variance is 1. Therefore,
when taking the randomness of noise into account, the problem of whether or
not the receiver is able to recover messages sent by the transmitters becomes
probabilistic in nature. Loosely speaking, we are interested in the probability
that |z| < dmin/2 – the larger the probability the more likely the receiver is
able to recover messages by rounding y′ to the closest possible outcome of
y. Of course, if it happens that |z| ≥ dmin/2, then we will have an error in
the recovery of y and thus the messages u1 and u2. When z ∼ N (0, 1), the
probability of this error can be computed using the Gauss error function and
is explicitly equal to
1−
√
2/π
∫ dmin/2
0
e−θ
2/2dθ .
This gets smaller as dmin gets larger. Clearly, in view of the theoretic upper
bound on dmin given by (14) the probability of error is bounded above by the
probability that |z| < C1/2Q. Thus, the closer dmin is to the theoretic upper
bound, the closer we are to minimizing the probability of the error and in
turn the higher the threshold for tolerating noise. With this in mind, we now
demonstrate that on appropriately choosing the parameters α and β associated
with the encoding procedure it is possible to get within a constant factor of the
theoretic upper bound.
1.3. Badly approximable numbers. The key is to make use of the existence
of badly approximable numbers - a fundamental class of real numbers in the
theory of Diophantine approximation.
Definition 1 (Badly approximable numbers). A real number ξ is said to be badly
approximable if there exists a constant κ = κ(ξ) > 0 such that for all q ∈ N,
p ∈ Z ∣∣∣∣ξ − pq
∣∣∣∣ ≥ κq2 . (16)
Note that by definition, badly approximable numbers are precisely those real
numbers for which the right hand side of inequality (2) associated with Dirich-
let’s corollary (Corollary 1) cannot be ‘improved’ by an arbitrary constant
factor. By Hurwitz’s theorem [14], if ξ is badly approximable then for the
associated badly approximable constant κ(ξ) we have that
0 < κ(ξ) < 1/
√
5 .
It is well known that the set of badly approximable numbers can be character-
ized as those real numbers whose continued fraction expansions have bounded
partial quotients. Moreover, an irrational number has a periodic continued frac-
tion expansion if and only if it is a quadratic irrational and thus every quadratic
irrational is badly approximable. In particular, it is easily verified that for any
given ε > 0, the golden ratio
γ := (
√
5 + 1)/2
satisfies inequality (16) with κ = 1/(
√
5 + ε) for all p ∈ Z and q ∈ N with
q2 ≥ 1/(√5ε). This is obtained using the standard argument that involves
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substituting p/q into the minimal polynomial f of γ over Z and using the
obvious fact that 1 ≤ q2|f(p/q)| ≤ q2|γ− p/q| · |γ¯− p/q|, where γ¯ = (√5− 1)/2
is the conjugate of γ. We leave further computational details to the reader.
Observe that on taking ε = 1/
√
5, we find that γ is badly approximable with
κ(γ) ≥ √5/6.
The reason for us bringing into play the notion of badly approximable num-
bers is very easy to explain. By definition, on choosing the parameters α and
β so that ξ := h1α/h2β is badly approximable guarantees the existence of a
constant κ(ξ) > 0 such that
|h1αq − h2βp| ≥ κ(ξ)C1
q
∀ q ∈ N, p ∈ Z .
Thus, it follows that the separation between the points given by (9) is at least
κ(ξ)C1/Q. In other words, the minimal distance dmin is within a constant factor
of the theoretic upper bound C1/Q given by (14). Indeed, if we choose α and
β so that h1α/h2β is the golden ratio γ we obtain that
κ(γ)
C1
Q
≤ dmin ≤ C1
Q
. (17)
The upshot is that equation (17) gives an explicit ‘safe’ threshold for the level
of noise that can be tolerated. Namely, the probability that |z| < dmin/2 is at
least the probability that |z| < κ(γ)C1/Q. In principle, one can manipulate the
values of Q ∈ N and ε > 0 within the above argument to improve the lower
bound in (17). However, any such manipulation will not enable us to surpass
the hard lower bound limit of C1/(
√
5Q) imposed by the aforementioned con-
sequence of Hurwitz’s theorem. Therefore, we now explore a different approach
in an attempt to make improvements to (17) beyond this hard limit. Ideally,
we would like to replace 1/
√
5 by a constant arbitrarily close to one. We would
also like to move away from insisting that ξ is badly approximable since this
is a rare event. Indeed, although of the set of badly approximable number is
of full Hausdorff dimension (a result of Jarn´ık from the 1920s), it is a set of
Lebesgue measure zero (a result of Borel from 1908). In other words, the (uni-
form) probability that a real number in the unit interval is badly approximable
is zero. We will return to this in §2.2 and §2.7 below.
1.4. Probabilistic aspects. The approach we now pursue is motivated by
the following probabilistic problem: Given 0 < κ′ < 1 and Q ∈ N, what is the
probability that a given real number ξ ∈ I := (0, 1) satisfies∣∣∣∣ξ − pq
∣∣∣∣ ≥ κ′qQ (18)
for all integers p and 1 ≤ q ≤ Q? Note that these are the real numbers for
which the right hand side of inequality (1) associated with Dirichlet’s theorem
cannot be improved by the factor of κ′ (Q is fixed here). It is worth mentioning
at this point, in order to avoid confusion later, that these real numbers are not
the same as Dirichlet non-improvable numbers which will be introduced below
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in §1.5. To estimate the probability in question, we consider the complementary
inequality ∣∣∣∣ξ − pq
∣∣∣∣ < κ′qQ . (19)
Let 1 ≤ q ≤ Q. Then for a fixed q, the probability that a given ξ ∈ I := (0, 1)
satisfies (19) for some p ∈ Z is exactly 2κ′/Q – it corresponds to the measure
of the set
Eq :=
⋃
p∈Z
(
p
q − κ
′
qQ ,
p
q +
κ′
qQ
)
∩ I .
On summing up these probabilities over q, we conclude that the probability
that a given ξ ∈ I satisfies (19) for some integers p and 1 ≤ q ≤ Q is trivially
bounded above by 2κ′. This in turn implies that for any κ′ < 1/2 and any
Q ∈ N the probability that (18) holds for all integers p, q with 1 ≤ q ≤ Q is at
least
1− 2κ′ .
The following result shows that with a little more extra work it is possible to
improve this trivial bound.
Lemma 1. For any 0 < κ′ < 1 and any Q ∈ N the probability that (18) holds
for all integers p, q with 1 ≤ q ≤ Q is at least
1− 12κ
′
π2
≈ 1− 1.216κ′ . (20)
Remark 2. Observe that when
κ′ < π2/12 ≈ 0.822 ,
the quantity 12κ′/π2 is strictly less than 1 and therefore the probability given
by (20) is greater than zero. Hence for any Q ∈ N, there exist real numbers ξ
satisfying (18) for all integers p and 1 ≤ q ≤ Q.
Remark 3. Within Lemma 1 the word ‘probability’ refers to the uniform proba-
bility over [0, 1]. However, in real world applications the parameter ξ appearing
in (18) may not necessarily be a uniformly distributed random variable. For
instance, the channel coefficients could be subject to Rayleigh distribution and
this will have an obvious effect on the distribution of ξ via (11). Nevertheless,
as long as the distribution of ξ is absolutely continuous, a version of Lemma 1
can be established, albeit the constant that accompanies κ′ will be different.
For further details we refer the reader to [1].
Proof. The proof of Lemma 1 relies on ‘removing’ the overlaps between the
different sets Eq as q varies. Indeed, it is easily seen that
E :=
Q⋃
q=1
Eq =
Q⋃
q=1
⋃
0≤p≤q
gcd(p,q)=1
(
p
q − κ
′
qQ ,
p
q +
κ′
qQ
)
∩ I .
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Therefore,
Prob(E) ≤
Q∑
q=1
∑
1≤p≤q
gcd(p,q)=1
2κ′
qQ
=
Q∑
q=1
2κ′ϕ(q)
qQ
=
2κ′
Q
Q∑
q=1
ϕ(q)
q
, (21)
where ϕ is the Euler function. To estimate the above sum, it is convenient to
use the Mo¨bius inversion formula, which gives that
ϕ(q)
q
=
∑
d|q
µ(d)
d
where µ is the Mo¨bius function. Recall that
∞∑
d=1
µ(d)
d2
=
1
ζ(2)
=
6
π2
.
Then
Q∑
q=1
ϕ(q)
q
=
Q∑
q=1
∑
d|q
µ(d)
d
=
Q∑
q=1
∑
dd′=q
µ(d)
d
=
∑
dd′≤Q
µ(d)
d
=
∑
1≤d≤Q
µ(d)
d
∑
d′≤Q/d
1
=
∑
1≤d≤Q
µ(d)
d
[Q/d] ≤ Q
∑
1≤d≤Q
µ(d)
d2
≤ 6Q
π2
.
Combining this with (21) gives the required estimate, that is a lower bound on
1−Prob(E), the probability of the complement to E. 
Let 0 < κ′ < π2/12 and Q ∈ N be given. The upshot of the above discussion
is that there exist parameters α and β so that with probability greater than
1 − 12κ′/π2 > 0, the real number ξ := h1α/h2β satisfies (18) for all integers p
and 1 ≤ q ≤ Q. It follows that for such ξ (or equivalently parameters α and
β) the separation between the associated points given by (9) is at least κ′C1/Q
and so the minimal distance dmin satisfies
κ′
C1
Q
≤ dmin ≤ C1
Q
. (22)
In particular, we can choose κ′ so that κ(γ) < κ′ in which case the lower bound
in (22) is better than that in (17) obtained by making use of badly approximable
numbers. That is to say, that the lower bound involving κ′ is closer to the
theoretic upper bound C1/Q. Moreover, the set of badly approximable numbers
is a set of measure zero whereas the set of real numbers satisfying (18) for all
integers p and 1 ≤ q ≤ Q has Lebesgue measure at least 1 − 12κ′/π2. This is
an important advantage of the probabilistic approach since in reality it is often
the case that the channel coefficients h1 and h2 are random in nature. For
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example, when dealing with mobile networks one has to take into consideration
the obvious fact that the transmitters are not fixed. The upshot is that in such
a scenario, we do not have the luxury of specifying a particular choice of the
parameters α and β that leads to the corresponding points given by (9) being
well separated as in the sense of (17). The probabilistic approach provides
a way out. In short, it enables us to ensure that the minimal distance dmin
between the points given by (9) satisfies (22) with good (explicitly computable)
probability. See [53, Section VI.B] for a concrete example where the above
probabilistic approach is used for the analysis of the capacity of symmetric
Gaussian multi-user interference channels.
Up to this point, Q has been a fixed integer greater than or equal to 2 and
reflects the size of the set of messages. We end our discussion revolving around
Example 1 by considering the scenario in which we have complete freedom in
choosing Q. In particular, one is often interested in the effect of allowing Q to
tend to infinity on the model under consideration. This is relevant to under-
standing the so-called Degrees of Freedom (DoF) of communication channels,
see §2.4.
1.5. Dirichlet improvable and non-improvable numbers. We now show
that there are special values of Q for which the minimal distance dmin satisfies
(22) with κ′ as close to one as desired. The key is to exploit the (abundant)
existence of numbers for which Dirichlet’s theorem cannot be improved. Note
that in the argument leading to (17) we made use of the existence of badly
approximable numbers; that is numbers for with Dirichlet’s corollary cannot be
improved.
Definition 2 (Dirichlet improvable and non-improvable numbers). Let 0 < κ′ <
1. A real number ξ is said to be κ′-Dirichlet improvable if for all sufficiently
large Q ∈ N there are integers p and 1 ≤ q ≤ Q such that∣∣∣∣ξ − pq
∣∣∣∣ < κ′qQ .
A real number ξ is said to be Dirichlet non-improvable if for any κ′ < 1 it is
not κ′-Dirichlet improvable. In other words, a real number ξ is Dirichlet non-
improvable if for any 0 < κ′ < 1 there exists arbitrarily large Q ∈ N such that
for all integers p and 1 ≤ q ≤ Q ∣∣∣∣ξ − pq
∣∣∣∣ ≥ κ′qQ .
A well know result of Davenport & Schmidt [28] states that:
a real number is Dirichlet non-improvable
m
it is not badly approximable.
Consequently, a randomly picked real number is Dirichlet non-improvable with
probability one. The upshot of this is the following remarkable consequence:
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for any random choice of channel coefficients h1, h2 and parameters α, β, with
probability one for any ε > 0 there exist arbitrarily large integers Q such that
the minimal distance dmin between the associated points given by (9) satisfies
(1− ε)C1
Q
≤ dmin ≤ C1
Q
.
Clearly, this is the best possible outcome for the basic wireless communication
model considered in Example 1. We now consider a slightly more sophisti-
cated model which demonstrates the role of higher dimensional Diophantine
approximation in wireless communication.
2. A ‘toddler’ example and Diophantine approximation in higher
dimensions
The discussion in this section is centred on analysing the model arising from
adding another receiver within the setup of the modified ‘baby’ example.
2.1. Example 2. Suppose there are two users S1 and S2 as in Example 1 but
this time there are also two receivers R1 and R2. Let Q ≥ 1 be an integer and
suppose S1 wishes to simultaneously transmit independent messages u1, v1 ∈
{0, . . . , Q}, where u1 is intended for R1 and v1 for R2. Similarly, suppose S2
wishes to simultaneously transmit independent messages u2, v2 ∈ {0, . . . , Q},
where u2 is intended for R1 and v2 for R2. After (linear) encoding, S1 transmits
x1 := x1(u1, v1) and S2 transmits x2 := x2(u2, v2); that is to say
x1 = α1u1 + β1v1 and x2 = α2u2 + β2v2 (23)
where α1, α2, β1 and β2 are some positive real numbers. Next, for i, j = 1, 2, let
hij denote the channel coefficients associated with the transmission of signals
from Sj to Ri. Also, let yi denote the signal received by Ri before noise is taken
into account. Thus,
y1 = h11x1 + h12x2 , (24)
y2 = h21x1 + h22x2 . (25)
A pictorial description of the above setup is given in Figure 3 below.
Substituting (23) into (24) and (25) gives that
y1 = h11α1u1 + h11β1v1 + h12α2u2 + h12β2v2 , (26)
y2 = h21α1u1 + h21β1v1 + h22α2u2 + h22β2v2 . (27)
Note that there are potentially (Q+ 1)4 distinct outcomes of yi and they lie in
the interval [0, (hi1α1 + hi1β1 + hi2α2 + hi2β2)Q].
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Figure 3. Two-user X-channel.
Now let us bring noise into the setup. If zi denotes the (additive) noise at
receiver Ri (i = 1, 2), then instead of (26) and (27), R1 and R2 receive the
signals
y′1 = y1 + z1 and y
′
2 = y2 + z2 (28)
respectively. Equations (23)–(28) represent one of the simplest models of what
is known as a two-user X-channel. The ultimate goal is for the receiver R1 to
decode the messages u1 and u2 from the observation of y
′
1 and for the receiver R2
to decode the messages v1 and v2 from the observation of y
′
2. Clearly, this goal
is attainable if 2|z1| and 2|z2| are smaller than the minimal distance between the
outcomes of y1 given by (26) and the minimal distance between the outcomes
of y2 given by (27) respectively.
Assume for the moment that u1, u2, v1, v2 ∈ {0, 1} and for the ease of dis-
cussion, let us just concentrate on the signal y′1 received at R1. Then there are
generally up to 16 different outcomes for y1. Now there is one aspect of the
above setup that we have not yet exploited: the receiver R1 is not interested
in the signals v1 and v2. So if these ‘unwanted’ signals could be deliberately
aligned (at the transmitters) via encoding into a single component v1+v2, then
there would be fewer possible outcomes for y1. This is merely down to the sim-
ple fact that there are 4 different pairs (v1, v2) as opposed to 3 different sums
v1+ v2 when v1 and v2 take on binary values. With this in mind, suppose that
x1 = λ(h22u1 + h12v1) and x2 = λ(h21u2 + h11v2) (29)
respectively. Here λ ≥ 1 is simply some scaling factor. Thus, with reference to
(23), we have that
α1 = λh22, β1 = λh12, α2 = λh21, β2 = λh11 , (30)
and so (24) and (25) become
y1 = λ
(
(h11h22)u1 + (h21h12)u2 + (h11h12)(v1 + v2)
)
(31)
y2 = λ
(
(h21h12)v1 + (h11h22)v2 + (h21h22)(u1 + u2)
)
. (32)
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Clearly, there are now only 12 outcomes for either y1 or y2 rather than 16. The
above discussion is a simplified version of that appearing in [52, §III: Example 3]
and constitutes the basis for real interference alignment - a concept introduced
and developed in [48, 51, 52] and subsequent publications.
Remark 4. The original idea of interference alignment exploits the availability
of ‘physical’ dimensions of wireless systems such as the frequency of the signal
or the presence of multiple antennae. In short, an antenna is a device (such
as an old fashioned radio or television ariel) that is used to transmit or receive
signals. In any case, by using several antennae it is possible for a user to si-
multaneously transmit several messages and these can naturally be thought of
as the coordinates of a point in a vector space, say Rn. Thus, when analysing
such wireless systems the transmitted signals can be treated as vectors in Rn.
The art of interference alignment is to attempt to introduce an encoding at
the transmitters (users) which result in unwanted (interfering) signals at the
receivers being forced to lie in a subspace of Rn of smaller (ideally single) dimen-
sion. Such alignment is achieved by exploiting elementary methods from linear
algebra, see for instance [37, Section 2.1] for concrete examples and a detailed
overview of the process. The novel idea of Motahari et al involves exploiting
instead the abundance of rationally independent points in the real line R. For
instance, with reference to Example 2 above and the transmitted signals given
by (29), assuming that h22/h12 is irrational, the signal x1 transmitted by S1
lies in the 2-dimensional vector subspace of R over Q given by
V1 = λh22Q+ λh12Q .
Similarly, assuming that h21/h11 is irrational, the signal x2 transmitted by S2
lies in the 2-dimensional vector subspace of R over Q given by
V2 = λh21Q+ λh11Q .
In view of the alignment, the unwanted messages v1 and v2 at receiver R1
are forced to lie in a subspace of R over Q of dimension one; namely W1 =
λh11h12Q. Similarly, the unwanted messages u1 and u2 at receiver R2 lie in the
one-dimensional Q-subspace W2 = λh21h22Q.
As with the ‘baby’ example, we can easily modify the above ‘binary’ con-
sideration to the more general situation when the messages u1, u2, v1, v2 are
integers lying in {0, . . . , Q}; i.e., the setup of Example 2. It is easily seen
that in this more general situation the savings coming from interference align-
ment are even more stark: there are (2Q + 1)(Q + 1)2 ∼ 2Q3 outcomes for
either y1 or y2 after alignment as opposed to (Q + 1)
4 ∼ Q4 outcomes before
alignment. Consequently, based on the outcomes for y1 and y2 after alignment
being equally spaced, we have the following trivial estimates for the associated
minimal distances:
dmin,1 ≤
λ
(
h11h22 + h21h12 + 2h11h12
)
Q
(2Q+ 1)(Q+ 1)2
(33)
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and
dmin,2 ≤
λ
(
h21h12 + h11h22 + 2h21h22
)
Q
(2Q+ 1)(Q+ 1)2
. (34)
We stress that dmin,1 is the minimal distance between the outcomes of y1 given
by (31) and dmin,2 is the minimal distance between the outcomes of y2 given by
(32). As in Example 1, ‘perfect’ separation is essentially never the case and to
demonstrate this we need to bring into play the appropriate higher dimensional
version of Dirichlet’s theorem.
Theorem 2 (Minkowski’s theorem for systems of linear forms). Let βi,j ∈ R,
where 1 ≤ i, j ≤ k, and let λ1, . . . , λk > 0. If
|det(βi,j)1≤i,j≤k| ≤
k∏
i=1
λi, (35)
then there exists a non-zero integer point a = (a1, . . . , ak) such that{ |a1βi,1 + · · · + akβi,k| < λi , (1 ≤ i ≤ k − 1)
|a1βk,1 + · · ·+ akβk,k| ≤ λk .
(36)
The simplest proof of the theorem makes use of Minkowski’s fundamental con-
vex body theorem from the geometry of numbers; see, for instance [14, §1.4.1]
or, indeed, Chapter 2 of this book.
We now show how the minimal distance dmin,1 (and similarly, dmin,2) can be
estimated from above using Minkoswki’s theorem. For simplicity, consider the
case when
max{h11h22, h21h12 , h11h12} = h11h12 ; (37)
that is, h11 ≥ h21 and h12 ≥ h22. Then, on applying Theorem 2 with k = 3,
λ1 = (h11h12)Q
−2, λ2 = λ3 = Q and
(βi,j)1≤i,j≤k =

 h11h22 h21h12 h11h121 0 0
0 1 0

 ,
we deduce the existence of integers a1, a2 and a3, not all zero, such that

|(h11h22)a1 + (h21h12)a2 + (h11h12)a3| < (h11h12)Q−2 ,
|a1| < Q,
|a2| ≤ Q .
(38)
Remark 5. It is worth pointing out that the argument just given above can
be appropriately adapted to establish the following generalisation of Dirichlet’s
theorem. For the details see for instance [14, Corollary 1.4.7]. Here and through-
out, given a point x = (x1, . . . , xn) ∈ Rn we let |x| := max{|x1|, . . . , |xn|} .
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Theorem 3. For any ξ = (ξ1, . . . , ξn) ∈ Rn and any Q ∈ N there exists (p,q) ∈
Z× Zn such that
|q1ξ1 + · · · + qnξn + p| < 1
Qn
and 1 ≤ |q| ≤ Q . (39)
We now return to determining an upper bound for dmin,1. A consequence of
(38) is that for any given Q ≥ 1 there exist integers a1, a2, a3, not all zero, such
that ∣∣∣∣h11h22h11h12 a1 + h21h12h11h12 a2 + a3
∣∣∣∣ < Q−2 ≤ 1 .
This together with the triangle inequality implies that
|a3| <
∣∣∣∣h11h22h11h12 a1
∣∣∣∣+
∣∣∣∣h21h12h11h12 a2
∣∣∣∣+ 1,
and so in view of our ‘maximal’ assumption (37), it follows that
|a3| < |a1|+ |a2|+ 1 ≤ Q+ (Q− 1) + 1 = 2Q .
Now observe that the quantity
λ× ∣∣(h11h22)a1 + (h21h12)a2 + (h11h12)a3∣∣
is precisely the distance between the two specific outcomes of y1 associated with
(31) given by the following choices:
Choice 1: u1 = max{0, a1}, u2 = max{0, a2}, v1 + v2 = max{0, a3},
Choice 2: u1 = max{0,−a1}, u2 = max{0,−a2}, v1 + v2 = max{0,−a3}.
We have just observed that Theorem 2 guarantees that |a1| ≤ Q, |a2| ≤ Q and
|a3| ≤ 2Q and so u1, u2, v1, v2 are integers lying in {0, . . . , Q}. Hence, in view
of (38) it follows (under the assumption (37)) that
dmin,1 ≤ λh11h12
Q2
=
C2
Q2
, where C2 := λh11h12 . (40)
For all intents and purposes, this bound on the minimal distance is smaller
than the ‘perfect’ separation estimate given by (33). A similar analysis can
be carried out when the maximum in (37) is attained on another term, and
for estimating dmin,2. Obviously the parameter C2 would reflect the situation
under consideration.
As mentioned earlier, the receivers R1 and R2 can decode the respective
messages provided that the respective minimal distances dmin,1 and dmin,2 are
at least two times larger than the noise at each receiver. Given that the nature
of noise is often a random variable with normal distribution, the overarching
goal is to ensure the probability that |z1| < 12dmin,1 and |z2| < 12dmin,2 is large.
Indeed, as in Example 1, the larger the probability the more likely the receivers
Ri (i = 1, 2) are able to recover messages by rounding y
′
i (given by (28)) to the
closest possible outcome of yi (given by (31) if i = 1 and (32) if i = 2). It is
therefore imperative to understand how close dmin,1 and dmin,2 can be to their
theoretical upper bounds. With this in mind we now describe various tools and
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notions from Diophantine approximation that can be used for this purpose. In
short, they allow us to get within a constant factor of the theoretical upper
bounds. As in Example 1, we start by attempting to manipulate the encoding
process so as to exploit the existence of badly approximable points in Rn. Before
we embark on this discussion we make a remark concerning the scaling factor
λ that first appears in (29).
Remark 6. Observe that estimating dmin,1 and dmin,2 from below is essentially
the same as estimating from below the size of the linear forms
(h11h22)u1 + (h21h12)u2 + (h11h12)(v1 + v2) , (41)
(h21h12)v1 + (h11h22)v2 + (h21h22)(u1 + u2) . (42)
The factor λ appearing in (31) and (32) only determines the scaling of dmin,1
and dmin,2 and can be used to ‘adjust’ these quantities, namely, to prevent
them from vanishing as Q grows, see Remark 1 for a similar consideration
within Example 1. Indeed, the effect of multiplication by λ can be simply
understood as increasing the separation in the constellation of messages; i.e. the
messages u1, v1, u2, v2 could be associated with {0, λ, 2λ, 3λ, . . . , Qλ} instead of
{0, 1, 2, 3, . . . , Q}.
2.2. Badly approximable points. We start by stating the following simple
consequence of Theorem 3. It is the higher dimensional analogue of Corollary 1.
Corollary 2. For any point ξ ∈ Rn there exists infinitely many (p,q) ∈ Z ×
Zn\{0} such that
|q1ξ1 + · · ·+ qnξn + p| < 1|q|n . (43)
Note that in the corollary we have not imposed the condition that ξ is not a
point on a rational hyperplane. This is since we do not impose, as in the one-
dimensional statement, the requirement that (p,q) is primitive; that is, without
a non-trivial common divisor. Naturally, badly approximable points in Rn are
defined by requiring that the right hand side of (43) cannot be ‘improved’ by
an arbitrary constant factor. This we now formally state.
Definition 3 (Badly approximable points). A point ξ ∈ Rn is said to be badly
approximable if there exists a constant κ = κ(ξ) > 0 such that for all (p,q) ∈
Z× Zn\{0}
|q1ξ1 + · · ·+ qnξn + p| ≥ κ|q|n . (44)
The set of badly approximable points in Rn will be denoted by Bad(n). It is
relatively simple to verify that for any real algebraic number ξ of degree n+ 1
the point (ξ, ξ2, . . . , ξn) ∈ Rn is badly approximable. Indeed, consider the norm
of the algebraic number
α1 = q1ξ + q2ξ
2 + · · ·+ qnξn + p ∈ Q(ξ)
which (up to sign) is the product of α1 and its other conjugates, say α2, . . . , αn+1.
For simplicity one can assume that ξ is an algebraic integer. Furthermore, we
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can assume that the right hand side of (44) is less than one and so without
loss of generality we have that |p| ≪ |q|. Then, it is easily seen that |αj | ≪ |q|
for all j, while the norm of α1 is bounded below by 1. Here and elsewhere ≫
(respectively, ≪) is the Vinogradov symbol meaning ≥ (respectively ≤) up to
a multiplicative constant factor. The upshot is that
|q1ξ + q2ξ2 + · · ·+ qnξn + p| = |α1| ≫
n+1∏
j=2
|αj |−1 ≫ |q|−n ,
whence the claim that (ξ, ξ2, . . . , ξn) ∈ Bad(n) follows. This argument can
be made explicit to obtain a specific lower bound for the badly approximable
constant κ(ξ, . . . , ξn). Examples of badly approximable algebraic points of this
ilk were first given by Perron [54].
The reason for us bringing into play the notion of badly approximable num-
bers is similar to that in Example 1. If the channel coefficients happen to be
such that
ξ = (ξ1, ξ2) :=
(
h11h22
h11h12
,
h21h12
h11h12
)
=
(
h22
h12
,
h21
h11
)
(45)
is a badly approximable point in R2, then we are guaranteed the existence of a
constant κ(ξ) > 0 such that∣∣∣∣h11h22h11h12 q1 + h21h12h11h12 q2 + p
∣∣∣∣ ≥ κ(ξ)|q|2
for all non-zero integer points (p,q) ∈ Z × Z2\{0}. Thus, it follows that for
every Q ∈ N:
|h11h22q1 + h21h12q2 + h11h12p| ≥ κ(ξ)h11h12
Q2
for all (q1, q2, p) ∈ Z3 with 1 ≤ |q| ≤ Q, and so the separations between any
two points given by (31) is at least κ(ξ)λh11h12Q2 . In other worlds,
dmin,1 ≥ κ(ξ)C2
Q2
(46)
which complements the upper bound (40). Note that instead of (45) one can
equivalently consider ξ = (ξ1, ξ2) to be either of the points(
h21h12
h11h22
,
h11h12
h11h22
)
,
(
h11h22
h21h12
,
h11h12
h21h12
)
, (47)
which will also be badly approximable if (45) is badly approximable. Thus, we
can in fact show that (46) with appropriately adjusted constant κ(ξ) holds with
C2 redefined as
C2 := max{h11h22, h21h12 , h11h12} . (48)
A similar lower bound to (46) can be established for dmin,2 if(
h21h12
h21h22
,
h11h22
h21h22
)
=
(
h12
h22
,
h11
h21
)
(49)
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or equivalently (
h11h22
h21h12
,
h21h22
h21h12
)
or
(
h21h12
h11h22
,
h21h22
h11h22
)
(50)
is a badly approximable point in R2.
Remark 7. We end this subsection with a short discussion that brings to the
forefront the significant difference between Examples 1 & 2, in attempting to
exploit the existence of badly approximable points. In short, the encoding
process (30) leading to the alignment of the unwanted signals in (31) and (32)
comes at a cost. Up to a scaling factor, it fixes the parameters α1, α2, β1, β2 in
terms of the given channel coefficients. This in turn, means that our analysis
of the linear forms (41) and (42) gives rise to the points (45) and (49) in R2
that are dependent purely on the channel coefficients. Now either these points
are in Bad(2) or not. In other words, there is no flexibility left in the encoding
procedure (after alignment) to force (45) or (49) to be badly approximable in
Rn. This is very different to the situation in Example 1. There we had total
freedom to choose the parameters α and β in order to force the point (11) to
be a badly approximable number. The upshot is that in Example 2, there is no
such flexibility and this exacerbates the fact that the probability of (45) or (49)
being badly approximable is already zero. The fact that Bad(n) has measure
zero can be easily deduced from Khintchine’s theorem, which will be discussed
below in §2.4 - however see §2.7 for the actual derivation. Although of measure
zero, for the sake of completeness, it is worth mentioning that Bad(n) is of full
Hausdorff dimension, the same as the whole of Rn. This was established by
Schmidt [57, 58] as an application of his remarkably powerful theory of (α, β)-
games. In fact, he proved the full dimension statement for badly approximable
sets associated with systems of linear forms (see §2.7).
Remark 8. We note that if ξ is any of the points (45) or (47) and ξ′ is any of
the points (49) or (50), then in order to simultaneously guarantee (46) and its
analogue for dmin,2 both ξ and ξ
′ need to be badly approximable. This adds
more constraints to an already unlikely (in probabilistic terms) event, since the
points ξ and ξ′ are dependent. Indeed, concerning the latter, it is easily seen
that
ξ′ = f(ξ) (51)
for one of the following choices of f : R2 → R2
f(x, y) =
(
1
x
,
1
y
)
,
(
x,
x
y
)
,
(
x
y
, x
)
,
(
y,
y
x
)
, or
(y
x
, y
)
. (52)
Clearly, the set of pairs (ξ, ξ′) of badly approximable points confined by (51)
is a subset of the already measure zero set Bad(2) × Bad(2). Nevertheless,
they do exist, as was proved by Davenport [26], and are in ample supply in the
following sense: the set of pairs (ξ, ξ′) of badly approximable points subject to
(51) has full Hausdorff dimension, which is two. In other words, the dimension
of Bad(2)∩f(Bad(2)) is equal to the dimension of Bad(2). This follows from
the results of [19].
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2.3. Probabilistic aspects. In this section, we consider within the higher
dimensional context of Example 2, the probabilistic approach set out in §1.4.
Given 0 < κ′ < 1 and Q ∈ N, let Bn(Q,κ′) be the set of ξ ∈ In := (0, 1)n such
that
|q1ξ1 + · · ·+ qnξn + p| ≥ κ
′
Qn
(53)
for all integer points (p,q) ∈ Z × Zn such that 1 ≤ |q| ≤ Q. Note that ξ ∈
Bn(Q,κ′) are precisely the points in In for which the right hand side of inequality
(39) appearing in Dirichlet’s n-dimensional theorem, cannot be improved by
the factor of κ′ (Q is fixed here). To estimate the probability of Bn(Q,κ′), we
consider the complementary inequality
|q1ξ1 + · · · + qnξn + p| < κ
′
Qn
. (54)
Let 1 ≤ |q| ≤ Q. Then for a fixed q, it can be verified that the probability
that a given ξ ∈ In satisfies (54) for some p ∈ Z is exactly 2κ′Q−n – this is a
relatively straightforward calculation the details of which can be found in [62,
Lemma 8]. On summing up these probabilities over q with q1 ≥ 0 (this can
be assumed without loss of generality), we conclude that the probability that
a given ξ ∈ In satisfies (54) for some integers p and 1 ≤ |q| ≤ Q, is bounded
above by
2κ′Q−n(2Q+ 1)n−1(Q+ 1) ∼ 2nκ′ (as Q→∞).
This in turn implies the following statement.
Lemma 2. For any 0 < κ′ < 1 and any Q ∈ N
Prob(Bn(Q,κ′)) ≥ 1− 2nκ′
(
1 +
1
2Q
)n−1(
1 +
1
Q
)
. (55)
Similarly to the one-dimensional case (cf. §1.4), the above trivial estimate can
be improved, however, we leave this task to the energetic reader. Similarly
to Remark 3 we also note that the probability in Lemma 2 is assumed to be
uniform but it is possible to obtain a version of Lemma 2 for other (absolutely
continuous) distributions, see [1] for further details. In any case, the upshot of
the above discussion is that for sufficiently small κ′ > 0 the probability that
the point ξ given by (45) modulo 1 belongs to Bn(Q,κ′) is positive. Hence, it
follows that for any ρ ∈ (0, 1) there exists an explicitly computable constant
κ′ > 0 with the following property: with probability greater than ρ, for a
random choice of the four channel coefficients hij (i, j = 1, 2), the separation
between the associated points y1 given by (31) is at least κ
′C2/Q
2, and so the
minimal distance dmin,1 satisfies
dmin,1 ≥ κ
′C2
Q2
. (56)
Moreover, the probability ρ can be made arbitrarily close to one. However, the
cost is that the constant κ′ becomes arbitrarily small. The above analysis holds
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equally well at receiver R2 and we obtain an analogous probabilistic bound for
the minimal distance dmin,2 associated with the points y2 given by (32).
Remark 9. Obviously (56) is a better lower bound for dmin,1 than (46) whenever
κ′ is greater than the badly approximable constant κ(ξ) appearing in (46).
However, this really is not the point – both approaches yield lower bounds for
the minimal distance that lie within a constant factor of the theoretic upper
bound (40). The main point is that the badly approximable approach has zero
probability of actually delivering (46) whereas the probabilistic approach yields
(46) with positive probability (whenever κ(ξ) is sufficiently small so that the
right hand side of (55) with κ′ = κ(ξ) is positive).
Remark 10. In the same vein as Remark 8, we first observe that in order to
simultaneously guarantee (56) and its analogue for dmin,2, both the points ξ and
ξ′ modulo one, where ξ is given by (45) or (47) and ξ′ is given by (49) or (50),
need to simultaneously lie in Bn(Q,κ′). Thus to obtain the desired (simulta-
neous) probabilistic statement, we need to show the probability of both ξ and
ξ′ modulo one belonging to Bn(Q,κ′) is positive; say 1 − κ′ in line with (55).
This would be an easy task if the points under consideration were independent.
However, the points ξ and ξ′ are confined by (51) and therefore the events
ξ(mod1) ∈ Bn(Q,κ′) and ξ′(mod1) ∈ Bn(Q,κ′) are dependent. Nevertheless, it
can be shown that the probability of these two events holding simultaneously
is at least 1−σ×κ′, where σ is an explicitly computable positive constant. We
leave the details to the extremely energetic reader.
Notice that the fundamental set Bn(Q,κ′) that underpins the probabilistic
approach is dependent on Q. Thus, as Q varies, so does the random choice of
channel coefficients that achieve (56). As we shall see in the next section, this
can be problematic.
2.4. The Khintchine-Groshev theorem and Degrees of Freedom. The
probabilistic approach of §2.3, relies on the point ξ associated with the chan-
nel coefficients via (45) being in the set Bn(Q,κ′). Now, however large the
probability of the latter (a lower bound is given by (55)), it can be verified that
Prob(Bn(Q,κ′)) ≤ 1− ωκ′ , (57)
where ω > 0 is a constant depending only on n. The proof of this can be
obtained by utilizing the notion of ubiquity; in particular, exploiting the ideas
used in establishing Proposition 4 in [10, Section 12.1]. Moreover, for any κ′ > 0
and any infinite subset Q ⊂ N the probability that ξ lies in Bn(Q,κ′) for all
sufficiently large Q ∈ Q (let alone all sufficiently large Q in N) is zero. This is a
fairly straightforward consequence of Theorem 3 and [15, Lemma 4]. This is an
unfortunate downside of the probabilistic approach, especially when it comes to
estimating the so called Degrees of Freedom (DoF) of communication channels.
Indeed, when estimating the DoF it is desirable to achieve, with probability
one, close to optimal bounds on the minimal distances (dmin,1 and dmin,2 within
the context of Example 2) for all sufficiently large Q. Of course, the badly
approximable approach described in §2.2 does this in the sense that it yields
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(56) for all large Q whenever ξ ∈ Bad(2). However, as already discussed in
Remark 9, the downside of the badly approximable approach is that the prob-
ability of hitting Bad(2) is zero. In this section we describe another approach
which overcomes the inadequacies of both the probabilistic and badly approx-
imable approaches. It gives an ‘ε-weaker’ estimate for the minimal distance
but as we shall soon see it is more than adequate for estimating the DoF. The
key is to make use of the fundamental Khintchine-Groshev theorem in metric
Diophantine approximation and this is what we first describe.
Given a function ψ : R+ → R+, where R+ denotes the set of non-negative
real numbers, let
Wn(ψ) :=
{
ξ ∈ In : |q1ξ1 + · · ·+ qnξn + p| < ψ(|q|)
for i.m. (p,q) ∈ Z× Zn\{0}
}
. (58)
Here and elsewhere, ‘i.m.’ is short for ‘infinitely many’ and given a subset X
in Rn, we will write |X|n for its n–dimensional Lebesgue measure. For obvious
reasons, points in Wn(ψ) are referred to as ψ-approximable. When n = 1, it is
easily seen that W(ψ) :=W1(ψ) is the set of ξ = ξ1 ∈ I such that∣∣∣∣ξ − pq
∣∣∣∣ < ψ(q)q
has infinitely many solutions (p, q) ∈ Z×N. Investigating the measure theoretic
properties of W(ψ) was the subject of the pioneering work of Khintchine [40]
almost a century ago. The following generalisation of Khintchine’s theorem is
a special case of a result of Groshev [36] concerning systems of linear form (see
Theorem 12 in §2.7). In the one-dimensional case, it provides a quantitative
analysis of the density of the rationals in the reals.
Theorem 4 (Khintchine-Groshev for one linear form). Let ψ : R+ → R+ be a
monotonic function. Then
|Wn(ψ)|n =
{
0 if
∑∞
q=1 q
n−1ψ(q) <∞ ,
1 if
∑∞
q=1 q
n−1ψ(q) =∞ .
Remark 11. The convergence case of Theorem 4 is a relatively simple appli-
cation of the Borel–Cantelli Lemma from probability theory and it holds for
arbitrary functions ψ. In the divergence case, the theorem was first obtained
by Groshev under the stronger assumption that qnψ(q) is monotonic. In fact,
the monotonicity assumption can be completely removed from the statement
of theorem if n ≥ 2. This is a consequence of Schmidt’s paper [56, Theorem 2]
from the swinging sixties if n ≥ 3 and the relatively recent paper [16] covers
the n = 2 case. In 1941, Duffin & Schaeffer [29] constructed a non-monotonic
approximating function ψ for which the sum
∑
q ψ(q) diverges but |W (ψ)| = 0.
Thus, the monotonicity assumption cannot be removed in dimension one. For
completeness, we mention that in the same paper Duffin & Schaeffer formulated
an alternative statement for arbitrary functions. This soon became known as
the notorious Duffin-Schaeffer Conjecture and it remained unsolved for almost
eighty years until the breakthrough work of Koukoulopoulos & Maynard [47].
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An immediate consequence of the convergence case of Theorem 4 is the fol-
lowing statement.
Corollary 3. Let ψ : R+ → R+ be a function such that
∞∑
q=1
qn−1ψ(q) <∞ . (59)
Then, for almost all ξ ∈ In there exists a constant κ(ξ) > 0 such that
|q1ξ1 + · · ·+ qnξn + p| > κ(ξ)ψ(|q|) ∀ (p,q) ∈ Z× Zn\{0} . (60)
Now consider the special case when ψ : q → q−n−ε for some ε > 0. Then
Corollary 3 implies that for almost all ξ ∈ In there exists a constant κ(ξ) > 0
such that
|q1ξ1 + · · · + qnξn + p| ≥ κ(ξ)|q|n+ε
for all (p,q) ∈ Z×Zn\{0}. In particular, for almost all ξ ∈ In and every Q ∈ N
we have that
|q1ξ1 + · · ·+ qnξn + p| ≥ κ(ξ)
Qn+ε
(61)
for all (p,q) ∈ Z × Zn\{0} with 1 ≤ |q| ≤ Q. Now in the same way if ξ given
by (45) is badly approximable leads to the minimal distance estimate (46), the
upshot of (61) is the following statement: with probability one, for every Q ∈ N
and a random choice of channel coefficients hij (i, j = 1, 2), the separation
between the associated points y1 given by (31) is at least κ(ξ)C2/Q
2+ε and so
dmin,1 ≥ κ(ξ)C2
Q2+ε
. (62)
Just to clarify, that ξ in the above corresponds to the point given by (45)
associated with the choice of the channel coefficients. Note that instead of
(45), one can equivalently consider ξ to be either of the points given by (47)
and this would lead to (62) with C2 defined by (48). A similar lower bound
statement holds for the minimal distance dmin,2 associated with the points y2
given by (32). Of course, in this case ξ need to be replaced by ξ′ given by (49)
or equivalently (50).
Remark 12. Recall that ξ is given by (45) or (47) and ξ′ is given by (49) or
(50) and they are dependent via (51) and (52). Note that any of the maps in
(52) is a diffeomorphism on a sufficiently small neighborhood of almost every
point in R2. Therefore, if ξ avoids a subset of R2 of measure zero, then so does
ξ′. Thus, (62) and an analogous bound for dmin,2 are simultaneously valid for
almost all choices of the channel coefficients.
Remark 13. Note that in the above analysis, if we had worked with the function
ψ : q → q−n(log q)−1−ε for some ε > 0, we would have obtained the stronger
estimate
dmin,1 ≥ κ(ξ)C2
Q2(logQ)1+ε
.
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It will be soon be clear that (62) is all we need for estimating the DoF within
the context of Example 2.
A natural question arising from the above discussion is: can the constant κ(ξ)
within Corollary 3 and thus (62) be made independent of ξ? Unfortunately, this
is impossible to guarantee with probability one; that is, for almost all ξ ∈ In.
To see this, consider the set
Bn(ψ, κ) :=
{
ξ ∈ In : |q1ξ1 + · · ·+ qnξn + p| > κψ(|q|)∀ (p,q) ∈ Z× Zn\{0}
}
. (63)
Then for any κ and ψ, observe that Bn(ψ, κ) will not contain the region
[−κψ(|q|), κψ(|q|)] × Rn−1
when q = (1, 0, . . . , 0) ∈ Zn. This region has positive probability; namely
2κψ(1)), and so the complement (which contains Bn(ψ, κ)) cannot have prob-
ability one. Nevertheless, the following result provides not only an explicit
dependence on the probability of Bn(ψ, κ) on κ, but shows that it can be made
arbitrarily close to one upon taking κ sufficiently small.
Theorem 5 (Effective convergence Khintchine-Groshev for one linear form).
Let ψ : R+ → R+ be a function such that
∞∑
q=1
qn−1ψ(q) <∞ .
Then, for any κ > 0
Prob(Bn(ψ, κ)) ≥ 1− 4nκ
∞∑
q=1
(2q + 1)n−1ψ(q) .
Proof. Note that
Bn(ψ, κ) = In \
⋃
q∈Zn\{0}
Eq(ψ) ,
where
Eq :=
{
ξ ∈ In : |q1ξ1 + · · · + qnξn + p| ≤ κψ(|q|) for some p ∈ Z
}
.
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Now, it is not difficult to verify that |Eq|n = 2κψ(|q|) - see [62, Lemma 8] for
details. Thus, it follows that
Prob(Bn(ψ, κ)) := |Bn(ψ, κ)|n ≥ 1−
∑
q∈Zn\{0}
|Eq|n
= 1−
∑
q∈Zn\{0}
2κψ(|q|)
= 1−
∞∑
q=1
∑
q∈Zn
|q|=q
2κψ(|q|)
= 1− 2κ
∞∑
q=1
ψ(q)
∑
q∈Zn
|q|=q
1
≥ 1− 2κ
∞∑
q=1
ψ(q)2n(2q + 1)n−1 ,
as desired. 
Having set up the necessary mathematical theory, we now turn our attention
to calculating the DoF for the two-user X-channel considered in Example 2.
The advantage of utilising the Khintchine-Groshev approach rather than the
badly approximable approach, is that the value we obtain is not only sharp
but it is valid for almost every realisation of the four channel coefficients hij
(i, j = 1, 2). Here, almost every is naturally with respect to 4-dimensional
Lebesgue measure. At this point, a mathematician with little or no background
in communication theory (like us) may rightly be crying out for an explanation
of what is meant by the Degrees of Freedom of communication channels. We
will attempt to provide a basic and in part a heuristic explanation within the
context of Example 2. For a more in depth and general discussion we refer the
reader to Chapter 2.
The simplest example of a communication channel is one involving just one
transmitter and one receiver. For obvious reasons, such a setup is referred to as
a point to point channel. The DoF of any other communication channel model
is in essence a measure of its efficiency compared with using multiple point to
point channels. In making any comparison, it is paramount to compare like
with like. Thus, given that the noise zi (i = 1, 2) at both receivers Ri within
Example 2 is assumed to have normal distribution N (0, 1), we assume that
the noise within the benchmark point to point channel has normal distribution
N (0, 1). In the same vein, we assume that the messages the users transmit
within both models are integers lying in {0, . . . , Q}; that is to say that Q is
the same in Example 2 and the point to point channel model. The parameter
Q ∈ N is obviously a bound on the message size and it provides a bound on
the number of binary digits (bits) that can be transmitted instantaneously as a
single bundle. Indeed, sending the integer Q requires transmitting a bundle of
⌊logQ⌋+1 ≈ logQ bits, where the logarithm is to the base 2. Loosely speaking,
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the larger the message to be sent the larger the “power” required to transmit the
message (transmitting instantaneously more bits requires more energy). Thus
a bound on the message size Q corresponds to imposing a power constraint
P on the channel model under consideration. For physical reasons, that are
not particularly relevant to the discussion here, the power is comparable to
the square of the message size. The upshot is that a power constraint P on
the channel model places a bound on the maximal number of bits that can be
reliably transmitted as a single bundle. With this in mind, the (total) DoF of
the channel characterises the number (possibly fractional) of simple point-to-
point channels, needed to reliably transmit the same maximal number of bits
as the power constraint P tends to infinity. We now calculate the total DoF
for the concrete setup of Example 2. The exposition given below is a simplified
version of that presented in [52].
In relation to Example 2, the power constraint P means that
|x1|2 ≤ P and |x2|2 ≤ P , (64)
where x1 and x2 are the codewords transmitted by S1 and S2 as given by (29).
Now notice that since the messages u1, u2, v1, v2 are integers lying in {0, . . . , Q},
it follows that P is comparable to (λQ)2 – the channel coefficients hij are fixed.
Recall, that λ ≥ 1 is a scaling factor which is at our disposal and this will be
utilized shortly. It is shown in [52], that the probability of error in transmission
within Example 2 is bounded above by
exp
(
−d
2
min
8
)
, (65)
where
dmin = min{dmin,1, dmin,2}.
It is a standard requirement that this probability should tend to zero as P →∞.
In essence, this is what it means for the transmission to be reliable. Then,
on assuming (62) – which holds for almost every realisation of the channel
coefficients – it follows that
dmin ≫ λ
Q2+ε
, (66)
and so the quantity (65) will tend to zero as Q→∞ if we set
λ = Q2+2ε .
The upshot of this is that we will achieve reliable transmission under the power
constraint (64) if we set P to be comparable to Q6+4ε; that is
Q6+4ε ≪ P ≪ Q6+4ε .
Now in Example 2, we simultaneously transmit 4 messages, namely u1, u2, v1, v2,
which independently take values between 0 and Q. Therefore, in total we trans-
mit approximately 4 × logQ bits, which with our choice of P is an achievable
total rate of reliable transmission; however, it may not be maximal. We now
turn our attention to the simple point to point channel in which the noise has
normal distribution N (0, 1). In his pioneering work during the forties, Shannon
[61] showed that such a channel subject to the power constraint P achieves the
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maximal rate of reliable transmission 12 log(1+P ) – for further details see Chap-
ter 2. On comparing the above rates of reliable transmission for the two models
under the same power constraint, we get that the total DoF of the two-user
X-channel described in Example 2 is at least
lim
P→∞
4 logQ
1
2 log(1 + P )
= lim
Q→∞
4 logQ
1
2 log(1 +Q
6+4ε)
=
4
3 + 2ε
. (67)
Given that ε > 0 is arbitrary, it follows that for almost every realisation of the
channel coefficients
DoF ≥ 4
3
.
Now it was shown in [38] that the total DoF of a two-user X-channel is upper
bounded by 4/3 for all choices of the channel coefficients, and so it follows that
for almost every realisation of the channel coefficients
DoF =
4
3
. (68)
For ease of reference we formally state these findings, the full details of which
can be found in [52], as a theorem.
Theorem 6. For almost every realisation of the four channel coefficients hij
(i, j = 1, 2), the total DoF of the two-user X-channel is 43 .
Remark 14. We reiterate that by utilising the Khintchine-Groshev approach
rather than the badly approximable approach (i.e. exploiting the lower bound
(62) instead of (46) or equivalently (56) for the minimal distance), we obtain
(68) for the DoF that is valid for almost every realisation of the four channel
coefficients hij (i, j = 1, 2) rather than on a set of 4-dimensional Lebesgue
measure zero. In §2.6, we shall go further and show that any exceptional set
of channel coefficients for which (68) fails is a subset arising from the notion of
jointly singular points. This subset is then shown (see Theorem 9) not only to
have measure zero but to have dimension strictly less than 4 – the dimension
of the space occupied by the channel coefficients. In short, our improvement of
Theorem 6 is given by Theorem 10.
2.5. Dirichlet improvable and non-improvable points: achieving opti-
mal separation. We now show that there are special values of Q for which the
minimal distance dmin,1 satisfies (56) with κ
′ as close to one as desired. Recall,
the larger the minimal distance the more tolerance we have for noise. The key
is to exploit the (abundant) existence of points for which Dirichlet’s theorem
cannot be improved.
Definition 4 (Dirichlet improvable and non-improvable points). Let 0 < κ′ < 1.
A point ξ ∈ Rn is said to be κ′-Dirichlet improvable if for all sufficiently large
Q ∈ N there are integer points (p,q) ∈ Z× Zn with 1 ≤ |q| ≤ Q such that
|q1ξ1 + · · ·+ qnξn + p| < κ′Q−n . (69)
A point ξ ∈ Rn is said to be Dirichlet non-improvable if for any κ′ < 1 it is not
κ′-Dirichlet improvable. Thus, explicitly, ξ ∈ Rn is Dirichlet non-improvable if
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for any 0 < κ′ < 1 there exists arbitrarily large Q ∈ N such that for all integer
points (p,q) ∈ Z× Zn with 1 ≤ |q| ≤ Q
|q1ξ1 + · · ·+ qnξn + p| ≥ κ′Q−n . (70)
Remark 15. Note that Dirichlet non-improvable points are not the same as
those considered in the probabilistic approach of §2.3. There the emphasis is
on both κ′ and Q being uniform.
In a follow-up paper [27] to their one-dimensional work cited in §1.5, Daven-
port & Schmidt showed that Dirichlet improvable points in Rn form a setDI(n)
of n-dimensional Lebesgue measure zero. Hence, a randomly picked point in
Rn is Dirichlet non-improvable with probability one. The upshot of this is the
following consequence: for almost every random choice of the four channel co-
efficients hij (i, j = 1, 2) and for any ε > 0 there exist arbitrarily large integers
Q such that the minimal distance dmin,1 between the associated points given by
(31) satisfies
dmin,1 ≥ (1− ε)λh11h12
Q2
= (1− ε) C2
Q2
. (71)
To conclude, the Dirichlet non-improvable approach allows us to almost surely
achieve the best possible separation, within the factor (1 − ε) of the theoretic
upper bound (40), for an infinite choice of integer parameters Q ∈ Q1.
Remark 16. Obviously, we can obtain an analogous lower bound statement for
dmin,2 for an infinite choice of integer parameters Q ∈ Q2. However, it is not
guaranteed that the integer sets Q1 and Q2 overlap and thus the problem of
optimising dmin,1 and dmin,2 simultaneously remains open.
2.6. Singular and non-singular points: the DoF of X-channel revis-
ited. With reference to Example 2, the Khintchine-Groshev and the Dirichlet
non-improvable approaches allows us to achieve good separation for the minimal
distances (i.e., lower bounds for dmin,1 and dmin,2 that are at most ‘ε-weaker’
than the theoretic upper bounds) for almost all choices of the four channel
coefficients hij (i, j = 1, 2). We now turn to the question of whether good sep-
aration can be achieved for a larger class of channel coefficients? For example,
is it possible that the set of exceptions not only has measure zero (as is the case
with the aforementioned approaches) but has dimension strictly less than four
(the dimension of the space occupied by the channel coefficients)? In short the
answer is yes. The key is to make use of the following weaker notion than that
of Dirichlet non-improvable points (cf. Definition 4).
Definition 5 (Singular and non-singular points). A point ξ ∈ Rn is said to be
singular if it is κ′-Dirichlet improvable for any κ′ > 0. A point ξ ∈ Rn is said
to be non-singular (or regular) if it is not singular. Thus, explicitly, ξ ∈ Rn
is non-singular if there exists a constant κ′ = κ′(ξ) > 0 such that there exist
arbitrarily large integers Q ∈ N so that for all integer points (p,q) ∈ Z × Zn
with 1 ≤ |q| ≤ Q
|q1ξ1 + · · ·+ qnξn + p| ≥ κ′Q−n . (72)
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By definition, any singular point is trivially Dirichlet improvable. Equivalently,
any Dirichlet non-improvable point is trivially non-singular.
We let Sing(n) denote the set of singular points in Rn. It is easily verified
that Sing(n) contains every rational hyperplane in Rn. Therefore,
n− 1 ≤ dimSing(n) ≤ n .
Here and throughout, dimX will denote the Hausdorff dimension of a subset
X of Rn. For the sake of completeness, we provide the definition.
Definition 6 (Hausdorff dimension). Let X ⊂ Rn. Then the Hausdorff dimen-
sion dimX of X is defined to be the infimum of s > 0 such that for any ρ > 0
and any ε > 0 there exists a cover of X by a countable family Bi of balls of
radius r(Bi) < ρ such that
∞∑
i=1
r(Bi)
s < ε .
Remark 17. For most sets upper bounds for the Hausdorrf dimension can be
obtained using natural covering by small balls. Indeed, let X ⊂ Rn and ρ > 0
and suppose X can be covered by Nρ(X) balls of radius at most ρ. Then, it
immediately follows for the above definition that
dimX ≤ lim sup
ρ→0
logNρ(X)
− log ρ .
Note that the Hausdorff dimension of planes and more generally smooth sub-
manifolds of Rn is the same as their usual ‘geometric’ dimension. The middle
third Cantor set K is the standard classical example of a set with fractal di-
mension. Recall, K consists of all real numbers in the unit interval whose base
3 expansion does not contain the ‘digit’ 1; that is
K := {ξ ∈ [0, 1] : ξ =∑∞i=1ai3−i with ai = 0 or 2} .
It is well known that
dimK = log 2
log 3
.
For a proof of this and a lovely introduction to the mathematical world of
fractals, see the bible [30].
Now returning to singular points, in the case n = 1, a nifty argument due to
Khintchine [40] dating back to the twenties shows that a real number is singular
if and only if it is rational; that is
Sing(1) = Q . (73)
Recently, Cheung & Chevallier [22], building on the spectacular n = 2 work of
Cheung [21], have proved the following dimension statement for Sing(n).
Theorem 7 (Cheung & Chevallier). Let n ≥ 2. Then
dimSing(n) =
n2
n+ 1
.
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Thus,
codimSing(n) =
n
n+ 1
.
Remark 18. Note that since n
2
n+1 > n − 1, the theorem immediately implies
that in higher dimensions Sing(n) does not simply correspond to rationally
dependent ξ ∈ Rn as in the one-dimensional case – the theory is much richer.
Also observe, that since n
2
n+1 < n, the set Sing(n) is strictly smaller than R
n
in terms of its Hausdorff dimension. How much smaller is measured by its
codimension; i.e. n− dimSing(n).
Now if the four channel coefficients hij (i, j = 1, 2) happen to be such that
the corresponding point ξ ∈ R2 given by (45) is non-singular, then there exist
arbitrarily large integers Q such that the minimal distance dmin,1 between the
associated points given by (31) satisfies
dmin,1 ≥ κ
′(ξ)λh11h12
Q2
=
κ′(ξ)C2
Q2
. (74)
This of course is similar to the statement in which the point ξ is Dirichlet non-
improvable with the downside that we cannot replace the constant κ′(ξ) by
(1 − ε) as in (71). However, the advantage is that it is valid for a much larger
set of channel coefficients; namely, the exceptional set of channel coefficients
(h11, h12, h21, h22) ∈ R4+ for which (74) is not valid has dimension 103 , which
is strictly smaller than 4 – the dimension of the ambient space occupied by
(h11, h12, h21, h22). This result seems to be new and we state it formally.
Proposition 1. For all choices of channel coefficients (h11, h12, h21, h22) ∈ R4+,
except on a subset of codimension 23 , there exist arbitrarily large integers Q such
that the minimal distance dmin,1 between the associated points given by (31)
satisfies (74).
The proof of the proposition will make use of the following two well known
results from fractal geometry [50].
Lemma 3 (Marstrand’s Slicing Lemma). For any X ⊂ Rk and l ∈ N, we have
that
dim(X × Rℓ) = dimX + ℓ .
Lemma 4. Let X ⊂ Rk and g : Rk → Rk be a locally bi-Lipschitz map. Then
dim
(
g(X)
)
= dimX .
Proof of Proposition 1. Consider the following map on the channel coefficients
g : R4+ → R4+ such that g(h11, h12, h21, h22) =
(
h11, h12,
h22
h12
,
h21
h11
)
.
As we have already discussed, for any ξ given by (45) such that ξ ∈ R2+\Sing(2)
we have that (74) holds. Hence, (74) holds for any choice of channel coefficients
such that
(h11, h12, h21, h22) 6∈ g−1
(
R2+ ×
(
R2+ ∩ Sing(2)
))
. (75)
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By Lemma 3 and Theorem 7, it follows that
codim
(
R2+ ×
(
R2+ ∩ Sing(2)
))
=
2
3
.
Finally, note that locally at every point of R4+ the map g is a C
1 diffeomorphism
and hence is bi-Lipschitz. Therefore, by Lemma 4 it follows that g−1 preserves
dimension and thus the codimension of the right hand side of (75) is 23 . This
completes the proof. 
Remark 19. Just to clarify, that ξ appearing in (74) corresponds to the point
given by (45) associated with the choice of the channel coefficients hij (i, j =
1, 2) and κ′(ξ) > 0 is a constant dependent on ξ. Note that instead of (45),
one can equivalently consider ξ to be either of the points given by (47) and this
would lead to (74) with C2 defined by (48).
Naturally, the analogue of Proposition 1 holds for the minimal distance dmin,2
between the associated points given by (34). However, as in the Dirichlet non-
improvable setup (cf. Remark 16), we cannot guarantee that the arbitrary large
integers Q on which the lower bounds for the minimal distances are attained,
overlap. If we could guarantee infinitely many overlaps, it would enable us
to strengthen Theorem 6 concerning the Degrees of Freedoms (DoF) of the
two-user X-channel described in Example 2. With this goal in mind, it is
appropriate to introduce the following notion of jointly singular points.
Definition 7 (Jointly singular and non-singular points). The pair of points
(ξ1, ξ2) ∈ Rn×Rn is said to be jointly singular if for any ε > 0 for all sufficiently
large Q ∈ N there exists an integer point (p,q) ∈ Z × Zn with 1 ≤ |q| ≤ Q
satisfying
min
1≤j≤2
|q1ξj,1 + · · ·+ qnξj,n + p| < εQ−n ,
where ξj = (ξj,1, . . . , ξj,n), j = 1, 2. The pair (ξ1, ξ2) ∈ Rn × Rn will be called
jointly non-singular if it is not jointly singular, that is if there exists a constant
κ′ = κ′(ξ1, ξ2) > 0 such that there exist arbitrarily large Q ∈ N so that for all
integer points (p,q) ∈ Z× Zn with 1 ≤ |q| ≤ Q
min
1≤j≤2
|q1ξj,1 + · · ·+ qnξj,n + p| ≥ κ′Q−n . (76)
The set of jointly singular pairs in Rn ×Rn will be denoted by Sing2(n). This
set is not and should not be confused with the standard simultaneous singular
set corresponding to two linear forms in n variables (see §2.7).
The above notion of jointly non-singular pairs enables us to prove the follow-
ing DoF statement.
Proposition 2. Let (h11, h12, h21, h22) ∈ R4+ be given and let ξ be any of the
points (45) or (47), let ξ′ be any of the points (49) or (50). Suppose that
(ξ, ξ′) 6∈ Sing2(2) . (77)
Then (68) holds, that is the total DoF of the two-user X-channel with hij
(i, j = 1, 2) as its channel coefficients is 43 .
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Proof. To start with, simply observe that condition (77) means that there exist
κ′ > 0 and an infinite subset Q ⊂ N such that for every Q ∈ Q and all integer
points (p,q) ∈ Z× Z2 with 1 ≤ |q| ≤ Q
|q1ξ1 + q2ξ2 + p| ≥ κ′Q−2 and
∣∣q1ξ′1 + q2ξ′2 + p∣∣ ≥ κ′Q−2 . (78)
Consequently, for every Q ∈ Q we can guarantee that (74) and its analogue
for dmin,2 are simultaneously valid. This in turn implies (66) for every Q ∈ Q.
From this point onwards, the rest of the argument given in §2.4 leading to (68)
remains unchanged apart from the fact that the limit in (67) is now along Q ∈ Q
rather than the natural numbers. 
Proposition 2 provides a natural pathway for strengthening Theorem 6. This
we now describe. It is reasonable to expect that the set of (ξ, ξ′) not satisfying
(77) is of dimension strictly smaller than four – the dimension of the ambient
space. Indeed, this is something that we are able to prove.
Theorem 8. Let n ≥ 2. Then
dimSing2(n) = 2n− n
(n+ 1)
. (79)
The theorem will easily follow from a more general statement concerning sys-
tems of linear forms proved in §2.7 below; namely, Theorem 14. Note that
Theorem 8 is not enough for improving Theorem 6. Within Proposition 2,
the point ξ is given by (45) or (47) and ξ′ is given by (49) or (50), and are
therefore dependent via (51) and (52). The above theorem does not take into
consideration this dependency. This is rectified by the following result.
Theorem 9. Let f : U → Rn be a locally bi-Lipschitz map defined on an open
subset U ⊂ Rn and let
Sing2f (n) := {ξ ∈ U : (ξ,f(ξ)) ∈ Sing2(n)} .
Then
dimSing2f (n) ≤ n−
n
2(n + 1)
< n. (80)
As with Theorem 8, we defer the proof of the above theorem till §2.7. Com-
bining the n = 2 case of Theorem 9 with Proposition 2 gives the following
strengthening of the result of Motahari et al on the DoF of a two-user X-channel
(Theorem 6).
Theorem 10. The total DoF of the two-user X-channel given by (68) can be
achieved for all realisations of the channel coefficients hij (i, j = 1, 2) except on
a subset of Hausdorff dimension ≤ 4− 13 ; that is, of codimension ≥ 13 .
Clearly, Sing(n) is a subset Sing2f (n). Therefore, it follows that
dimSing2f (n) ≥ dimSing(n)
which together with Theorem 7 implies that for n ≥ 2
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dimSing2f (n) ≥
n2
n+ 1
= n− n
n+ 1
.
The gap between this lower bound and the upper bound of Theorem 9 leaves
open the natural problem of determining dimSing2f (n) precisely. We suspect
that the lower bound is sharp.
Problem 1. Let n ≥ 2 and f : U → Rn be a locally bi-Lipschitz map defined
on an open subset U ⊂ Rn. Verify if
dimSing2f (n) =
n2
n+ 1
.
Note that to improve Theorem 10 we are only interested in the case n = 2 of
Problem 1 with f given by (52).
2.7. Systems of linear forms. To date, we have in one form or another ex-
ploited the theory of Diophantine approximation of a single linear form in n
real variables. In fact, Example 1 only really requires the notions and results
with n = 1 while Example 2 requires them with n = 2. It is easily seen, that
in either of these examples, if we increase the number of users (transmitters) S
then we increase the numbers of variables appearing in the linear form(s) asso-
ciated with the received message(s) y. Indeed, within the setup of Example 2
(resp. Example 1) we would need to use the general n (resp. n − 1) variable
theory if we had n transmitters.
The majority of the Diophantine approximation theory for a single linear
form is a special case of a general theory addressing systems of m linear forms
in n real variables. For the sake of completeness, it is appropriate to provide a
brief taster of the general Diophantine approximation theory with an emphasis
on those aspects used in analysing communication channel models. It should
not come as a surprise that the natural starting point is Dircihlet’s theorem for
systems of linear forms. Throughout, let n,m ≥ 1 be integers and Mn,m denote
the set of n×m matrices Ξ = (ξi,j) with entries from R. Clearly, such a matrix
represents the coordinates of a point in Rnm. Also, given (p,q) ∈ Zm × Zn let
|qΞ + p| := max
1≤j≤m
|q.ξj + pj| ,
where ξj := (ξ1,j, . . . , ξn,j)
t ∈ Rn is the j’th column vector of Ξ and q.ξj :=
q1ξ1,j + . . . + qnξn,j is the standard dot product.
Theorem 11 (Dirichlet’s Theorem for systems of linear forms). For any Ξ ∈
Mn,m and any Q ∈ N there exists (p,q) ∈ Zm × Zn such that
|qΞ+ p| < Q− nm and 1 ≤ |q| ≤ Q .
The theorem is a relatively straightforward consequence of Minkowski’s the-
orem for systems of linear forms; namely Theorem 2 in §2.1. For the details of
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the deduction see for example [59, Chapter 2]. In turn, a straightforward con-
sequence of the above theorem is the following natural extension of Corollary 1
to systems of linear form.
Corollary 4. For any Ξ ∈ Mn,m there exists infinitely many (p,q) ∈ Zm ×
Zn\{0} such that
|qΞ + p| < |q|− nm .
Armed with Theorem 11 and its corollary, it does not require much imagination
to extend the single linear form notions of badly approximable (cf. Definition 3)
and Dirchlet improvable (cf. Definition 4) to systems of linear forms. Indeed,
concerning the former we arrive at the set
Bad(n,m) :=

Ξ ∈Mn,m : lim infq∈Zn:
|q|→∞
|q| nm |qΞ− p| > 0

 .
This clearly coincides with Bad(n) when m = 1. As we shall soon see,
Bad(n,m) it is a set of zero nm-dimensional Lebesgue measure. Even still,
Schmidt [57, 58] showed that it is a large set in the sense that it is of maxi-
mal dimension; i.e. dimBad(n,m) = nm . Moving swiftly on, given a function
ψ : R+ → R+ let
Wn,m(ψ) :=
{
Ξ ∈Mn,m(I) :
|qΞ − p| < ψ(|q|) for
i.m. (p,q) ∈ Zm × Zn\{0}
}
.
Here and below, Mn,m(I) ⊂Mn,m denotes the set of n×m matrices with entries
from I = (0, 1). The following provides an elegant criterion for the size of the
set Wn,m(ψ) expressed in terms of nm-dimensional Lebesgue measure. When
m = 1, it coincides with Theorem 4 appearing in §2.4.
Theorem 12 (The Khintchine-Groshev Theorem). Given any monotonic func-
tion ψ : R+ → R+, we have that
|Wn,m(ψ)|nm =
{
0 if
∑∞
q=1 q
n−1ψ(q)m <∞ ,
1 if
∑∞
q=1 q
n−1ψ(q)m =∞ .
Consider for the moment the function ψ(r) = r−
n
m (log r)−m and observe that
Bad(n,m) ∩Mn,m(I) ⊂ Mn,m(I) \Wn,m(ψ) .
By Theorem 12, |Wn,m(ψ)|nm = 1. Thus |Mn,m(I) \ Wn,m(ψ)|nm = 0 and on
using the fact that set Bad(n,m) is invariant under translation by integer n×m
matrices, it follows that
|Bad(n,m)|nm = 0 .
Another immediate consequence of the Khintchine-Groshev Theorem is the fol-
lowing statement (cf. Corollary 3).
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Corollary 5. Let ψ : R+ → R+ be any function such that
∞∑
q=1
qn−1ψ(q)m <∞ .
Then, for almost all Ξ ∈Mn,m there exists a constant κ(Ξ) > 0 such that
|qΞ + p| > κ(Ξ)ψ(|q|) ∀ (p,q) ∈ Zm × Zn\{0} .
The following is the natural generalisation of the set given by (63) to systems
of linear forms and the subsequent statement is the natural generalisation of
Theorem 5. Let
Bn,m(ψ, κ) :=
{
Ξ ∈Mn,m(I) :
|qΞ + p| > κψ(|q|)
∀ (p,q) ∈ Zm × Zn\{0}
}
. (81)
Theorem 13 (Effective convergence Khintchine-Groshev Theorem). Suppose
that
∞∑
q=1
qn−1ψ(q)m <∞ .
Then, for any κ > 0
Prob(Bn,m(ψ, κ)) ≥ 1− 2mnκm
∞∑
q=1
(2q + 1)n−1ψ(q)m .
Once again, the probability in Theorem 13 is assumed to be uniform but it is
possible to obtain a version for absolutely continuous distributions, see [1] for
further details. Recall, that the Khintchine-Groshev theorem (with m = 1 and
n = 2) underpinned the approach taken in §2.4 for calculating the Degrees of
Freedom of the two-user X-channel (cf. Theorem 6).
We bring our selective overview of the general Diophantine approximation
theory to a close by describing singular and jointly singular sets for systems of
linear forms. In the process we shall prove Theorem 8 and Theorem 9. Recall,
that the latter allows us to improve Theorem 6. For ease of comparison, it is
convenient to define the sets of interest as follows:
Sing(n,m) :=

Ξ ∈Mn,m :
min
(p,q)∈Zm×Zn:
0<|q|≤Q
max
1≤j≤m
Q
n
m |q.ξj + pj| → 0
as Q→∞


and
Singm(n) :=

Ξ ∈Mn,m :
min
(p,q)∈Zm×Zn:
0<|q|≤Q
min
1≤j≤m
Qn|q.ξj + pj| → 0
as Q→∞

 . (82)
Clearly, when m = 1 the above two sets are equal and the elements coincide
with the single linear form notion of singular points (cf. Definition 5). In
recent groundbreaking work [25], Das, Fishman, Simmons & Urban´ski proved
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the following dimension statement (cf. Theorem 7) for the set of singular n×m
matrices: for all (n,m) 6= (1, 1), we have that
dimSing(n,m) = mn
(
1− 1
m+ n
)
.
This resolved a conjecture of Kadyrov, Kleinbock, Lindenstrauss & Margulis
[39]. In short, they showed that dimSing(n,m) ≤ mn(1 − 1/(m + n)) and
conjectured that their upper bound is in fact sharp.
Regarding the set of jointly singular n × m matrices, it is clear that when
m = 2 its elements coincide with the single linear form notion of jointly singular
points (cf. Definition 7). Furthermore, it follows from the definition that for
any integers m1,m2 ≥ 1
Singm1(n)× Rn×m2 ⊂ Singm1+m2(n) .
This together with Marstrand’s Slicing Lemma and the fact Sing1(n) = Sing(n),
implies that
dimSingm(n) ≥ (m− 1)n + dimSing(n) . (83)
In turn, this together with Theorem 7, implies that for n ≥ 2
dimSingm(n) ≥ nm− n
(n+ 1)
. (84)
The following statement showing that we have equality in (84) is a natural
generalisation of Theorem 8 to systems of linear forms.
Theorem 14. Let m ≥ 1, n ≥ 2. Then
dimSingm(n) = nm− n
(n+ 1)
. (85)
Clearly, when m = 2 the theorem coincides with Theorem 8. In view of (84),
the key to establishing Theorem 14 (and thus Theorem 8) is the following upper
bound statement.
Theorem 15. Let m,n ≥ 1. Then
dimSingm(n) ≤ nm− n
(n+ 1)
. (86)
Note that this upper bound estimate is valid for n = 1. Clearly, in this case it
is not sharp when m = 1 since Sing1(1) = Sing(1) = Q and so dimSing1(1) =
0. Also, note that the lower bound given by (83) does not match the upper
bound given by (86). Nevertheless, we suspect that (86) is sharp when m ≥ 2.
Problem 2. Let m ≥ 2. Verify if dimSingm(1) = m− 12 .
Clearly, if true then we can replace the conditions on m and n in Theorem 14
by mn > 1. Although, not explicitly stated or even discussed, it is worth
mentioning that Problem 1 concerning the set Sing2f (n) also has a natural
generalisation to systems of linear form.
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The proof of Theorem 15 (and indeed Theorem 9) makes use of the pow-
erful connection between problems in Diophantine approximation an homoge-
neous dynamics. This we now briefly explain. The various Diophantine notions
discussed in this chapter correspond to certain types of orbits of unimodular
lattices under the action by diagonal matrices. For instance, as was famously
discovered by Dani [24], a point ξ = (ξ1, . . . , ξn) ∈ Rn is badly approximable if
and only if the orbit {
gtuξZ
n+1 : t > 0
}
is bounded in the homogeneous space Xn+1 = SLn+1(R)/SLn+1(Z) of unimod-
ular lattices in Rn+1. Here and throughout,
gt :=


ent
e−t
. . .
e−t

 for t ∈ R+
and
uξ :=


1 ξ1 . . . ξn
0 1
...
. . .
0 1

 for ξ = (ξ1, . . . , ξn) ∈ Rn .
Today this beautiful and powerful equivalence between badly approximable
points and the behaviour of orbits in Xn+1 is simply refereed to as Dani’s
correspondence. For background and further details see for instance [23, 44].
Recall that the homogeneous space Xn+1 is non-compact and, by Mahler’s
criterion, every bounded subset of Xn+1 is contained in
Kε :=
{
Λ ∈ Xn+1 : inf
v∈Λ,v 6=0
‖v‖ ≥ ε
}
for some ε > 0, where ‖ · ‖ is any norm on Rn+1. With this in mind, in the
same paper [24], Dani went on to show that ξ ∈ Rn is singular if and only if the
orbit gtuξZ
n+1 diverges as t→∞; that is, for any ε > 0 there exists a constant
tε,ξ > 0 such that
∀ t ≥ tε,ξ gtuξZn+1 6∈ Kε .
This means that the orbit gtuξZ
n+1 leaves any bounded set ‘forever’ from some
‘time’ point tε,ξ. In the same vein, it can be verifed that the matrix Ξ ∈Mn,m
composed of the columns ξ1, . . . , ξm ∈ Rn is jointly singular if and only if for
any ε > 0 there exists a constant tε,Ξ > 0 such that
∀ t ≥ tε,Ξ ∃ j ∈ {1, . . . ,m} gtuξjZn+1 6∈ Kε . (87)
Unlike for singular points, for every j ∈ {1, . . . ,m} the individual orbit gtuξjZn+1
need not be divergent and could in fact for some ε > 0 return to the bounded
set Kε arbitrarily often.
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The proof of Theorem 15 and indeed Theorem 9 rely on the following powerful
statement adapted for our application in mind due to Kadyrov, Kleinbock,
Lindenstrauss & Margulis [39, Theorem 1.5]. Given ξ ∈ Rn, N > 1, s > 0 and
ε > 0, let
Sξ(N, s, ε) := {ℓ ∈ {1, . . . , N} : gsℓuξZn+1 6∈ Kε} .
Thus, Sξ(N, s, ε) corresponds to those times t = sl (1 ≤ ℓ ≤ N) for which the
orbit gtuξZ
n+1 does not lie in Kε. In what follows, given a set X we let #X
denote its cardinality.
Theorem 16 (Kadyrov, Kleinbock, Lindenstrauss & Margulis). Let Bn1 be the
unit ball in Rn centred at the origin. Then there exist s0 > 1 and C > 0 such
that for any s > s0, there exists ε > 0 such that for any N ∈ N and δ ∈ [0, 1),
the set
Z(ε,N, s, δ) :=
{
ξ ∈ Bn1 :
#Sξ(N, s, ε)
N
≥ δ
}
can be covered with Cs3Ne(n+1−δ)nsN balls of radius e−(n+1)sN .
Note that ξ ∈ Z(ε,N, s, δ) if and only if the proportion of times t = sl ≤ sN
(1 ≤ ℓ ≤ N) for which the orbit gtuξZn+1 avoids Kε is at least δ. To be
absolutely precise, the case when δ = 0 is not covered by [39, Theorem 1.5].
However, it is trivially true since then Z(ε,N, s, δ) = Bn1 and the unit ball can
easily be seen to be covered with Ce(n+1−δ)nsN balls of radius e−(n+1)sN . The
next statement relates the jointly singular sets of interest to those appearing in
Theorem 16.
Proposition 3. Let ε > 0 and s ≥ 1. Then
Singm(n) ∩ (Bn1 )m ⊂
⋃
δ∈∆s
∞⋃
N0=1
∞⋂
N=N0
Zm(ε,N, s, δ) , (88)
where
∆s :=
{
δ = (δ1, . . . , δm) ∈ 1sZm ∩ [0, 1)m : δ1 + · · · + δm ≥ 1− m+1s
}
and
Zm(ε,N, s, δ) := Z(ε,N, s, δ1)× · · · × Z(ε,N, s, δm) .
Proof. Recall, that given any Ξ ∈ Mn,m its column vectors are denoted by
ξ1, . . . , ξm ∈ Rn. Now, suppose that Ξ ∈ Singm(n) ∩ (Bn1 )m. Then, by (87),
for any ε > 0 and all N > s−1tε,Ξ we have that
{ℓ ∈ N : s−1tε,Ξ ≤ ℓ ≤ N} ⊂
m⋃
j=1
Sξj(N, s, ε) .
It follows that
m∑
j=1
#Sξj(N, s, ε) ≥ N − s−1tε,Ξ .
40 VICTOR BERESNEVICH AND SANJU VELANI
This implies that
m∑
j=1
#Sξj(N, s, ε)
N
≥ 1− tε,Ξ
sN
. (89)
For each j ∈ {1, . . . ,m}, let δj ∈ 1sZ be the largest number such that
#Sξj (N, s, ε)
N
≥ δj .
Then, with δ = (δ1, . . . , δm) we have that
Ξ ∈ Zm(ε,N, s, δ) . (90)
We now show that δ ∈ ∆s. Since #Sξj(N, s, ε) ≤ N , we have that 0 ≤ δj ≤ 1.
By the maximality of δj we have that
δj +
1
s
≥ #Sξj(N, s, ε)
N
≥ δj .
By (89), it follow that for N sufficiently large
m∑
j=1
δj ≥ 1− m
s
− tε,Ξ
sN
≥ 1− m+ 1
s
. (91)
Therefore, δ ∈ ∆s. Since ∆s is finite, the latter condition together with (90)
implies (88) and thereby completes the proof of the proposition. 
As we shall now see, armed with Theorem 16 and Proposition 3, it is relatively
straightforward to establish Theorem 15 and indeed Theorem 9.
Proof of Theorem 15. Without loss of generality, it suffices to show (86) for the
set Singm(n)∩ (Bn1 )m instead of Singm(n). In short, this makes use of the fact
that Singm(n) is contained in a countable union of translates of Singm(n) ∩
(Bn1 )
m. By Theorem 16, for s > s0 and each δ ∈ ∆s, there exists a cover of
Zm(ε,N, s, δ) by
m∏
j=1
Cs3Ne(n+1−δj )nsN ≪ s3mNe(n+1)nmsN−(1−m+1s )nsN
balls of the same radius
r = e−(n+1)sN . (92)
Thus, in view of Proposition 3 and the trivial fact that
#∆s ≤ (s+ 1)m ,
it follows that we have a cover of Singm(n) ∩ (Bn1 )m by
≪ (s + 1)ms3mNe(n+1)nmsN−(1−m+1s )nsN
balls of the same radius satisfying (92). Therefore, by the definition of Hausdorff
dimension (see Definition 6 and Remark 17 immediately following it), for every
s > s0 we have that
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dim (Singm(n) ∩ (Bn1 )m) ≤
≤ lim sup
N→∞
log
(
(s+ 1)ms3mNe(n+1)nmsN−(1−
m+1
s
)nsN
)
− log(e−(n+1)sN )
= lim sup
N→∞
3mN log s+
(
(n+ 1)nmsN − (1− m+1s )nsN
)
(n + 1)sN
=
3m log s+ (n+ 1)nms− (1− m+1s )ns
(n + 1)s
.
Letting s→∞ gives
dim (Singm(n) ∩ (Bn1 )m) ≤
(n+ 1)nm− n
n+ 1
= mn− n
n+ 1
,
and thereby completes the proof of Theorem 15. 
Proof of Theorem 9. Given f : U → Rn as in the statement of the theorem, let
Mf := {Ξ ∈Mn,2 : ξ2 = f(ξ1)} .
Since f is bi-Lipschitz,
dim
(
Sing2f (n)
)
= dim
(
Sing2(n) ∩Mf
)
.
Therefore, (80) is equivalent to
dim
(
Sing2(n) ∩Mf
) ≤ n− n
2(n+ 1)
. (93)
As in the previous proof, it suffices to show (93) for Sing2(n) ∩Mf ∩
(
Bn1
)2
instead of Sing2(n) ∩Mf . With this in mind, by Proposition 3, for any ε > 0
and any s ≥ 1 we have that
Sing2(n) ∩Mf ∩Bn1 ⊂
⋃
δ∈∆s
∞⋃
N0=1
∞⋂
N=N0
Z2(ε,N, s, δ) ∩Mf . (94)
Observe that
max{δ1, δ2} ≥ 12 − 32s ,
and so by Theorem 16, for s > s0 and each δ ∈ ∆s, we have a cover of
Z2(ε,N, s, δ) ∩Mf by
min
1≤j≤2
Cs3Ne(n+1−δj)nsN ≤ Cs3Ne
(
n+1−
1
2+
3
2s
)
nsN
balls of the same radius
r = e−(n+1)sN . (95)
Thus, in view of Proposition 3 and the trivial fact that
#∆s ≤ (s+ 1)2 ,
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it follows that we have a cover of Sing2(n) ∩Mf ∩ (Bn1 )2 by
≪ (s+ 1)2s3Ne
(
n+1−
1
2+
3
2s
)
nsN
balls of the same radius r as given by (95). Therefore, for every s > s0 we have
that
dim
(
Sing2(n) ∩Mf ∩ (Bn1 )2
)
≤
≤ lim sup
N→∞
log
(
(s+ 1)2s3Ne
(
n+1−
1
2+
3
2s
)
nsN
)
− log(e−(n+1)sN )
= lim sup
N→∞
3N log s+
(
n+ 1− 12 + 32s
)
nsN
(n+ 1)sN
=
3 log s+
(
n+ 1− 12 + 32s
)
ns
(n+ 1)s
.
On letting s→∞, gives
dim
(
Sing2(n) ∩Mf ∩ (Bn1 )2
)
≤
(
n+ 1− 12
)
n
n+ 1
= n− n
2(n+ 1)
,
and thereby completes the proof of Theorem 9. 
As mentioned at the start of this subsection, even if we increased the number
of users in the basic setup of Examples 1 & 2 we would still only need to call upon
the general Diophantine approximation theory described above for a singular
linear form (i.e., m = 1). A natural question that a reader may well be asking
at this point is, whether or not there is a model of a communication channel
that in its analysis requires us to genuinely exploit the general systems of linear
forms theory with m > 1? The answer to this is emphatically yes. The simplest
setup that demonstrates this involves n users and one receiver equipped with
m antennae. Recall, an antenna is a device (such as an old fashioned radio or
television ariel) that is used to transmit or receive signals. Within Examples 1
& 2, each transmitter and receiver are implicitly understood to have a single
antenna. This convention is pretty standard whenever the number of antennae
at a transmitter or receiver is not specified. For a single receiver to be equipped
with m antennae is in essence equivalent to m receivers (each with a single
antenna) in cahoots with one another. The overall effect of sharing information
is an increase in the probability that the receivers will be able to decode the
transmitted messages. We now briefly explain how the setup alluded to above
naturally brings into play the general Diophantine approximation theory for
systems of linear forms.
Example 2A (multi-antennae receivers). Suppose there are n users S1, . . . , Sn
and two receivers R1 and R2 which ‘cooperate’ with one another. Furthermore,
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assume that n ≥ 3. Let Q ≥ 1 be an integer and suppose Sj wishes to trans-
mit the message uj ∈ {0, . . . , Q} simultaneously to R1 and R2. Next, as in
Example 2, for i = 1, 2 and j = 1, . . . , n, let hij denote the channel coefficients
associated with the transmission of signals from Sj to Ri. Also, let yi denote
the signal received by Ri after (linear) encoding but before noise zi is taken
into account. Thus,
y1 = λ
n∑
j=1
h1jαjuj , (96)
y2 = λ
n∑
j=1
h2jαjuj . (97)
where λ, α1, . . . , αn are some positive real numbers. Now let dmin,i the minimal
distance between the (Q + 1)n potential outcomes of yi. Now, the larger the
minimal distance dmin,i (i = 1, 2) the greater the tolerance for noise and thus
the more likely the receivers Ri are able to recover the messages u1, . . . , un by
rounding y′i = yi+zi to the closest possible outcome of yi (given by (97)). Thus,
it is imperative to understand how dmin,i can be bounded below. Since R1 and
R2 are sharing information (in fact it is better than that, they are actually the
same person but they are not aware of it!), it is only necessary that at least
one of dmin,1 or dmin,2 is relatively large compared to the noise. In other words,
we need that the points (y1, y2) ∈ R2 are sufficiently separated. In order to
analysis this, we first apply the inverse to the linear transformation
L :=
(
h11α1 h12α2
h21α1 h22α2
)
to (y1, y2)
t. Without loss of generality, we can assume that the matrix norm of
L and its inverse L−1 are bounded above. Therefore, the separation between
the points (y1, y2) ∈ R2 is comparable to the separation between the points
(y˜1, y˜2) ∈ R2, where
(y˜1, y˜2)
t := L(y1, y2)
t .
Let (ξ1, ξ2) ∈ Rn−2×Rn−2 be the pair corresponding to the two columns vectors
of the matrix
Ξ :=
(
L−1
(
h13α3 . . . h1nαn
h23α3 . . . h2nαn
))t
.
The upshot, after a little manipulation, is that analysing the separation of the
points (y1, y2) ∈ R2 equates to understanding the quantity
max{|qξ1 + p1|,qξ2 + p2|}
for (p,q) ∈ Z2 × Zn−2 with 1 ≤ |q| ≤ Q. In particular, asking for good
separation equates to obtaining good lower bounds on the quantity in question.
In turn, this naturally brings into play the general Diophantine approximation
theory for systems of 2 linear forms in n− 2 real variables. Note that assuming
the number n of users is strictly greater than two (the number of cooperating
receivers) simply avoids the degenerate case. For further details of the setup
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just described and its more sophisticated variants, we refer the reader to [49,
Example 1] and [37, Section 3.2] and references within.
3. A ‘child’ example and Diophantine approximation on manifolds
The theory of Diophantine approximation on manifolds (as coined by Bernik
& Dodson in their Cambridge Tract [18]) or Diophantine approximation of de-
pendent quantities (as coined by Sprindzˇuk in his monograph [62]) refers to the
study of Diophantine properties of points in Rn whose coordinates are confined
by functional relations or equivalently are restricted to a submanifold M of
Rn. In this section we consider an example of a communication channel which
brings to the forefront the role of the theory of Diophantine approximation on
manifolds in wireless communication.
Remark 20. The reader may well argue that in our analysis of the wireless
communication model considered in Example 2, we have already touched upon
the theory of Diophantine approximation on manifolds. Indeed, as pointed out
on several occasions (see in particular Remarks 8 and 12), the points of interest
ξ = (ξ1, ξ2) and ξ
′ = (ξ′1, ξ
′
2) associated with the example are functionally
dependent. The explicit dependency is given by (51) and (52). However, it
is important to stress that the actual coordinates of each of these points are
not subject to any dependency and so are not restricted to a sub-manifold of
R2. The upshot of this is that we can analyse the points independently using
the standard single linear form theory of Diophantine approximation in Rn. In
other words, the analysis within Example 2 does not require us to exploit the
theory of Diophantine approximation on manifolds.
3.1. Example 3. In this example we will consider a model that involves sev-
eral “transmitter-receiver” pairs who simultaneously communicate using shared
communication channels. For the sake of simplicity we will concentrate on the
case of three transmitter-receiver pairs; that is, we suppose that there are three
users S1, S2 and S3 and there are also three receivers R1, R2 and R3. Let
Q ≥ 1 be an integer and suppose for each j = 1, 2, 3 the user Sj wishes to send
a message uj ∈ {0, . . . , Q} to receiver Rj. After (linear) encoding, Sj transmits
xj := λαjuj (98)
where αj is a positive real number and λ ≥ 1 is a scaling factor. Note that apart
form the obvious extra user S3 and receiver R3, the current setup is significantly
different to that of Example 2 in that Sj does not wish to send independent
messages to the receivers Ri (i 6= j). In other words, we are not considering a
three-user X-channel and thus, unlike Example 2, the codeword of user Sj does
not have any component intended for any other receiver but Rj . Nevertheless,
since the communication channel is being shared, as in Example 2, the signal
xj transmitted by Sj is being received by every receiver Ri with appropriate
channel coefficients and thereby causing interference. Formally, for i, j = 1, 2, 3
let hij denote the channel coefficients associated with the transmission of signals
from Sj to Ri. Also, let yi denote the signal received by Ri before noise is taken
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into account. Thus,
yi =
3∑
j=1
hijxj
(98)
= λ
3∑
j=1
hijαjuj . (99)
Now as usual, let us bring noise into the setup. If zi denotes the (additive)
noise at receiver Ri (i = 1, 2, 3), then instead of (99), Ri receives the signal
y′i = yi + zi . (100)
Equations (99) and (100) represent one the simplest models of what is known as
a Gaussian Interference Channel (GIC). The ultimate goal is for the receivers
Ri (i = 1, 2, 3) to decode the messages ui from the observation of y
′
i. This is
attainable if 2|zi| is smaller than the minimal distance between the outcomes
of yi given by (99), which will be denoted by dmin,i. As before, given that
the nature of noise is often a random variable with normal distribution, the
overarching goal is to ensure the probability that |zi| < 12dmin,i is large. Indeed,
as in Examples 1 & 2, the larger the probability the more likely the receivers Ri
(i = 1, 2, 3) are able to recover messages by rounding y′i (given by (100)) to the
closest possible outcome of yi (given by (99)). Thus, as in previous examples it
is imperative to understand how dmin,i can be bounded below. Note that there
are potentially (Q+ 1)3 distinct outcomes of yi and that
0 ≤ yi ≪ λQ (1 ≤ i ≤ 3), (101)
where the implicit implied constants depend on the maximum of the channel
coefficients hij and the encoding coefficients αj. It is then easily verified, based
on the outcomes of yi given by (99) being equally spaced, that the minimal
distance satisfies the following inequality
dmin,i ≪ λ
Q2
(1 ≤ i ≤ 3) . (102)
Ideally, we would like to obtain lower bounds for dmin,i that are both “close” to
this “theoretic” upper bound and are valid for a large class of possible choices
of channel coefficients. Before we embark on the discussion of tools from Dio-
phantine approximation that can be used for this purpose, we discuss how the
idea of interference alignment introduced in the context of Example 2 extends
to the setup of Example 3. This will naturally bring the theory of Diophantine
approximation on manifolds into play.
Assume for the moment that uj ∈ {0, 1} and for the ease of discussion, let
us just concentrate on the signal y1 received at R1. Then there are generally
up to 23 = 8 different outcomes for y1. However, receiver R1 is not interested
in the signals u2 and u3. So if these signals could be deliberately aligned (at
the transmitters) via encoding into a single component, then there would be
fewer possible outcomes for y1. Clearly, such an alignment would require that
the ratio h12α2/h13α3 is a rational number. For example, if this ratio is equal
to one, that is h12α2 = h13α3, then
y1 = λ
(
h11u1 + h12α2(u2 + u3)
)
.
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Clearly, in this case the number of distinct outcomes of y1 is reduced from 8
to 6, since there are 4 different pairs (u2, u3) as opposed to 3 different sums
u2+u3 when uj take on binary values. Let us call the scenario described above
a perfect alignment. For the received signals to be perfectly aligned at each
receiver would require imposing highly restrictive constraints on the channel
coefficients, which in practice would never be realised. Indeed, an encoding
realising perfect alignment simultaneously at each receiver would necessarily
have that the following three ratios
h12α2
h13α3
,
h21α1
h23α3
,
h31α1
h32α2
are all rational numbers. For example, if all these ratios are equal to one then
we have that
det

 0 h12 −h13h21 0 −h23
h31 −h32 0

 = 0 ,
or equivalently, that
h12h23h31 = h32h21h13 .
In reality, for the channel coefficients to satisfy this equality would be so extra-
ordinary that it is not worth considering. The upshot is that perfect alignment
is simply not feasible.
Motahari et al [52] proposed a scheme based on the method introduced by
Cadambe et al [20], which simultaneously at each receiver realises a partial
alignment that is effectively arbitrarily close to perfect alignment. The basic
idea is to split the messages uj into ‘blocks’ and apply different linear encodings
to each ‘block’. As it happens, there is a choice of encodings that allows for all
but a few of the received ‘blocks’ to be appropriately aligned as each receiver.
On increasing the number of blocks one can approach perfect alignment with
arbitrary accuracy. We now provide the details of the alluded scheme within
the context of Example 3. Recall, the user Sj (j = 1, 2, 3) wishes to send a
message uj ∈ {0, . . . , Q} to receiver Rj. In the first instance, given an integer
B ≥ 2 we let
uj,s ∈ {0, . . . , B − 1}
be a collection of ‘blocks’ that determine (up to order) the coefficients in the
base B expansion of uj . Here and throughout, for m,k ∈ N
s = (s1, . . . , sm) ∈ Sk := {0, . . . , k − 1}m
is a multi-index which is used to enumerate the blocks – in a moment we will
take m = 6. Clearly, the number of different blocks (i.e. digits available to us
when considering the base B expansion of a number) is equal to
M := km
and so the size of the message uj that Sj can send to Rj is bounded above by
BM − 1. Without loss of generality, we can assume that
Q = BM − 1 .
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Now, instead of transmitting (98), after encoding Sj transmits the message
xj = λ
∑
s∈Sk
Tsuj,s . (104)
Here and throughout, for s ∈ Sk
Ts := T s11 · · ·T smm (105)
are real parameters called transmit directions obtained from a fixed finite set
T := {T1, . . . , Tm}
of positive real numbers, called generators. As we shall soon see, the generators
will be determined by the channel coefficients. In short, they play the role
the positive real numbers αj appearing in the encoding leading to (98). It is
worth highlighting that the (linear) encoding leading to (104) varies from block
to block. It follows that with this more sophisticated ‘block’ setup, instead of
(99), the signal received by Ri before noise is taken into account is given by
yi =
3∑
j=1
hijxj
(104)
= λ
3∑
j=1
hij
∑
s∈Sk
Tsuj,s
︸ ︷︷ ︸
xj
= λ

 ∑
s∈Sk
hiiT
sui,s
︸ ︷︷ ︸
wanted at Ri
+
3∑
j=1
j 6=i
∑
s∈Sk
hijT
suj,s
︸ ︷︷ ︸
unwanted at Ri

 . (106)
Thus, the unwanted message blocks uj,s from Sj (j 6= i) arrive at Ri with two
possible channel coefficients hij . It follows that the unwanted blocks appearing
in (106) constitute a linear form with 2M = 2km terms. We now choose the
generators in such a way so as to align some of these unwanted blocks with
the net effect of reducing the number of terms in the linear form. With this in
mind, define the set of generators to be the collection of all channel coefficient
with i 6= j; namely
T = {h12, h13, h21, h23, h31, h32} . (107)
Thus, m = 6 with respect to the general description above. With this choice of
generators, it follows that the unwanted part within (106) can now be written
as ∑
s∈Sk+1
Tsvi,s (108)
where the terms
vi,s ∈ {0, . . . , 2B − 2}
are integers formed as sums of up to two blocks uj,s. Note that the coefficients
of vi,s are monomials in the generators given by (107). Due to the multiplication
by hij in (106) the exponents in the monomials appearing in (108) are up to
k rather than just k − 1. This explains why the summation in (108) is taken
over Sk+1 rather than just Sk. The upshot of choosing T as in (107) is that the
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‘unwanted’ linear form of 2M = 2k6 terms appearing in (106) is replaced by a
linear form given by (108) of (k + 1)6 = M(1 + 1/k)6 terms. In other words,
asymptotically (as k increases) we have halved the number of terms associated
with unwanted message blocks. On substituting (108) into (106) we get that
yi = λ

 ∑
s∈Sk
hiiT
sui,s
︸ ︷︷ ︸
wanted at Ri
+
∑
s∈Sk+1
Tsvi,s
︸ ︷︷ ︸
unwanted at Ri

 . (109)
Thus, yi is a linear form of
M ′ := k6 + (k + 1)6
terms1. Up to the factor λ, the coefficients of the integers ui,s and vi,s in (109)
are monomials in the six generators of T and are all different. It is convenient
to represent these coefficients as a ‘coefficient’ vector
Gi := (Gi,0, Gi,1, . . . , Gi,n) where n :=M
′ − 1 . (110)
To reiterate, the components Gi,0, Gi,1, . . . , Gi,n are the real numbers
Ts with s ∈ Sk+1 and hiiTs with s ∈ Sk (111)
written in any fixed order. It is easily verified that for any ǫ > 0, for k sufficiently
large
2M < n < 2M + ǫ . (112)
Now let
ξi = (ξi,1, . . . , ξi,n) :=
(Gi,1
Gi,0
, . . . ,
Gi,n
Gi,0
)
(1 ≤ i ≤ 3) . (113)
Returning to (109), it is easily seen that there are potentially BM
′
distinct
outcomes of yi and as before (cf. (101))
0 ≤ yi ≪ 2λB (1 ≤ i ≤ 3), (114)
where the implicit implied constants depend on the maximum of the channel
coefficients hij and the integer k. Now let dmin,i denote the minimal distance
between the outcomes of yi given by (109). It is then easily verified, based on
these outcomes being equally spaced, that the minimal distance satisfies the
following inequality (cf. (102))
dmin,i ≪ λB
BM ′
=
λ
Bn
≤ λ
Q2
(1 ≤ i ≤ 3) . (115)
The last inequality makes use of (103) and (112). Recall, that our goal is the
same as in all previous examples. We wish to obtain lower bounds for dmin,i
that are both “close” to this “theoretic” upper bound and at the same time
are valid for a large class of possible choices of channel coefficients. As we
have seen in Examples 1 & 2, the goal is intimately related to the Diophantine
properties of certain points defined via the channel coefficients. Within the
context of Example 3, the points of interest are precisely those corresponding
1Observe that essentially half of the terms in (109) are wanted at Ri compared to only a
third (before alignment) in (106) or indeed in (101).
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to ξi ∈ Rn as given by (113). In §3.2, we will demonstrate that this is indeed
the case by calculating the DoF of the three-user Gaussian Interference Channel
(GIC). First we make an important observation: the coordinates of each point
ξi (i = 1, 2, 3) are functions of seven variables and are therefore dependent.
The latter follows since k ≥ 1 and so by definition n ≥ 26 > 7. The fact
that the point ξi of interest is of dependent variables implies that ξi lies on a
submanifold M of Rn of dimension strictly smaller that n. Trivially, since the
dimension of M is strictly less than n, we have that the n-dimension Lebesgue
measure of M is zero. The upshot of the dependency is that all the measure
theoretic Diophantine approximation results (such as those concerning badly
approximable, ψ-approximable, Dirichlet improvable, singular, etc etc) that
we have exploited so far in our analysis of Examples 1 & 2 are pretty much
redundant. We need a theory which takes into account that the points of
interest lie on a submanifold M of Rn. Luckily, today the metric theory of
Diophantine approximation on manifolds is in reasonable shape. Indeed, for a
large class of so called non-degenerate manifolds there exists
(i) a rich badly approximable theory concerning Bad(n) ∩ M – see for
example [3, 5, 9, 12, 13, 63] and references within,
(ii) a rich ψ-approximable theory concerning Wn(ψ)∩M – see for example
[1, 6, 8, 17, 31, 32, 33, 34, 35, 41, 42] and references within, and
(iii) a rich Dirichlet improvable theory concerning DI(n) ∩M – see for ex-
ample [45, 46, 60] and references within.
For a general overview of the manifold theory we refer the reader to [14, Sec-
tion 6]. In short, the recent state of the art results for the sets just listed suffice
to implement the approaches taken in §2.2 to §2.5 within the context of Ex-
ample 3. As already mentioned, we will shortly provide the details of how the
‘Khintchine-Groshev’ approach of §2.4 translates to the current setup.
Observe that in above list of Diophantine sets restricted to M there is a
notable exception. We have not mentioned singular (resp. jointly singular) sets
Sing(n) (resp. Sing2(n)) and in turn we have avoided mentioning the approach
taken in §2.6 that enables us to improve the result of Motahari et al on the DoF
of a two-user X-channel. The reason for this is simple – our current knowledge
of Sing(n) ∩M is not sufficient. We will come back to this in §3.3.
3.2. The Khintchine-Groshev theorem for manifolds and DoF. The
goal of this section is twofold. The first is to introduce the analogue of the
Khintchine-Groshev Theorem for one linear form (i.e. Theorem 4 in §2.4) in
which the points of interest are restricted to a submanifold of Rn. The second is
to exploit this so called Khintchine-Groshev theorem for manifolds to calculate
the DoF of the three-user GIC considered in Example 3.
Let M be a submanifold of Rn and let Wn(ψ) be the set of ψ-approximable
points in Rn defined by (58). In short, if the manifold is “sufficiently” curved
the Khintchine-Groshev theorem for manifolds provides a ‘zero-one’ criterion
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for the Lebesgue measure of the set
Wn(ψ) ∩M .
Observe that if the dimension of the manifold is strictly less than n, then with
respect to n-dimensional Lebesgue measure we trivially have that |Wn(ψ) ∩
M|n = 0 irrespective of the approximating function ψ. Thus, when referring
to the Lebesgue measure of the set Wn(ψ) ∩M it is always with reference to
the induced Lebesgue measure on M. More generally, given a subset S of M
we shall write |S|M for the measure of S with respect to the induced Lebesgue
measure on M. Without loss of generality, we will assume that
|M|M = 1
since otherwise the induced measure can be re–normalized accordingly. It is not
particularly difficult to show that in order to obtain an analogue of Theorem 4
(both the convergence and divergence aspects) forWn(ψ)∩M we need to avoid
hyperplanes – see [14, Section 4.5]. To overcome such natural counterexamples,
we insist that M is a non–degenerate manifold.
Non–degenerate manifolds. Essentially, these are smooth submanifolds of Rn
which are sufficiently curved so as to deviate from any hyperplane. Formally, a
manifold M of dimension d embedded in Rn is said to be non–degenerate if it
arises from a non–degenerate map f : U → Rn where U is an open subset of Rd
and M := f(U). The map f : U → Rn,x 7→ f(x) = (f1(x), . . . , fn(x)) is said to
be l–non–degenerate at x ∈ U , where l ∈ N, if f is l times continuously differ-
entiable on some sufficiently small ball centred at x and the partial derivatives
of f at x of orders up to l span Rn. The map f is non–degenerate at x if it
is l–non–degenerate at x for some l ∈ N. The map f is non–degenerate if it is
non–degenerate at almost every (in terms of d–dimensional Lebesgue measure)
point x in U ; in turn the manifoldM = f(U) is also said to be non–degenerate.
It is well known, that any real connected analytic manifold not contained in
any hyperplane of Rn is non–degenerate at every point [42]. In the case the
manifoldM is a planar curve C, a point on C is non-degenerate if the curvature
at that point is non-zero. Moreover, it is not difficult to show that the set of
points on a planar curve at which the curvature vanishes but the curve is non-
degenerate is at most countable, see [7, Lemmas 2 & 3]. In view of this, the
curvature completely describes the non-degeneracy of planar curves. Clearly, a
straight line is degenerate everywhere.
The convergence part of the following statement was independently estab-
lished in [6] and [17], while the divergence part was established in [8].
Theorem 17 (Khintchine-Groshev for manifolds). Let ψ : R+ → R+ be a
monotonic function and let M be a non-degenerate submanifold of Rn. Then
|Wn(ψ) ∩M|M =
{
0 if
∑∞
q=1 q
n−1ψ(q) <∞ ,
1 if
∑∞
q=1 q
n−1ψ(q) =∞ .
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Remark 21. In view of Corollary 2 in §2.2, it follows that
Wn(ψ) ∩M =M if ψ : q 7→ q−n .
Now, given ε > 0 consider the function ψε : q 7→ q−n−ε. A submanifold M of
Rn is called extremal if
|Wn(ψε) ∩M|M = 0 .
Sprindzˇuk (1980) conjectured that any analytic non-degenerate submanifold is
extremal. In their pioneering work [42], Kleinbock & Margulis proved that
any non-degenerate submanifold M of Rn is extremal and thus established
Sprindzˇuk’s conjecture. It is easy to see that this implies the convergence case
of Theorem 17 for functions of the shape ψε.
Remark 22. It is worth mentioning that the externality theorem for non-degenerate
submanifolds of Rn has been extended in recent years to submanifolds of n×m
matrices, see [2, 11, 43].
An immediate consequence of the convergence case of Theorem 17 is the
following statement (cf. Corollary 3).
Corollary 6. Let ψ : R+ → R+ be a function such that
∞∑
q=1
qn−1ψ(q) <∞ . (116)
Suppose that M is as in Theorem 17. Then, for almost all ξ ∈ M there exists
a constant κ(ξ) > 0 such that
|q1ξ1 + · · ·+ qnξn + p| > κ(ξ)ψ(|q|) ∀ (p,q) ∈ Z× Zn\{0} . (117)
In line with the discussion in §2.4 preceding the statement of the effective
convergence Khintchine-Groshev theorem (i.e. Theorem 5), a natural question
to consider is: can the constant κ(ξ) within Corollary 6 be made independent of
ξ? The argument involving the set Bn(ψ, κ) given by (63) can be modified to
show that this is impossible to guarantee with probability one; that is, for almost
all ξ ∈ M. Nevertheless, the following result provides an effective solution to
the above question. It is a special case of [1, Theorem 3].
Theorem 18 (Effective convergence Khintchine-Groshev for manifolds). Let
l ∈ N and let M be a compact d–dimensional C l+1 submanifold of Rn that is l–
non–degenerate at every point. Let ψ : R+ → R+ be a monotonically decreasing
function such that
Σψ :=
∑
q=1
qn−1ψ(q) <∞ . (118)
Then there exist positive constants κ0, C1 depending on ψ and M only and
C0 depending on the dimension of M only such that for any 0 < δ < 1, the
inequality
|Bn(ψ, κ) ∩M|M ≥ 1− δ (119)
holds with
κ := min
{
κ0,
C0δ
Σψ
, C1δ
d(n+1)(2l−1)
}
. (120)
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Remark 23. The constants appearing in (120) are explicitly computable, see [1,
Theorem 6] for such a statement. In [31] Theorem 18 was also extended to a
natural class of affine subspaces, which by definition are degenerate.
We now move onto our second goal: to exploit the Khintchine-Groshev the-
orem for manifolds to calculate the DoF of the three-user GIC considered in
Example 3. The overall approach is similar to that used in §2.4 to calculate
the DoF of the two-user X-channel considered in Example 2. In view of this
we will keep the following exposition rather brief and refer the reader to §2.4
for both the motivation and the details. With this in mind, let M denote the
7-dimensional submanifold of Rn arising from the implicit dependency within
(113). In other words, a point ξi ∈ M if and only if it is of the form (113). That
M is of dimension 7 follows from the fact that the monomials Gi,0, Gi,1, . . . , Gi,n
depend on hii and the other 6 channel coefficients that form the set T of gen-
erators. It is also not difficult to see that these monomials are all different
and therefore linearly independent over R. Consequently, 1, ξi,1, . . . , ξi,n are
linearly independent over R as functions of the corresponding channel coeffi-
cients. Hence M cannot be contained in any hyperplane of Rn. Also note that
M is connected and analytic, and therefore, it is non-degenerate.
Now suppose that
ξ 6∈ Wn(ψ) (121)
where ψ : q → q−n−ε for some ε > 0. Then, Corollary 6 implies that for almost
all ξ ∈ M there exists a constant κ(ξ) > 0 such that
|q1ξ1 + · · · + qnξn + p| ≥ κ(ξ)|q|n+ε
for all (p,q) ∈ Z × Zn\{0}. Here and throughout the rest of this section,
almost all is with respect to 7-dimensional Lebesgue measure induced on M.
In particular, it follows that for almost all ξ ∈ M and every B ∈ N we have
that (cf. (61))
|q1ξ1 + · · ·+ qnξn + p| ≥ κ(ξ)
Bn+ε
(122)
for all (p,q) ∈ Z × Zn\{0} with 1 ≤ |q| ≤ B. Then, the analysis as in §2.4
that leads to (62), enables us to make the following analogous statement: with
probability one, for every B ≥ 2 and a random choice of channel coefficients hij
(i, j = 1, 2, 3), the minimum separation between the associated points yi given
by (109) satisfies
dmin,i ≫ λκ(ξi)
Bn+ε
(1 ≤ i ≤ 3) . (123)
We stress, that ξi corresponds to the point given by (113) associated with
the choice of channel coefficients. Recall, that the latter determine the set of
generators (107) which in turn determine the coefficient vector Gi and therefore
the point ξi. Note that apart from the extra ε term in the power, the lower
bound (123) coincides (up to constants) with the upper bound (115).
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Now, in relation to Example 3, the power constraint P on the channel model
means that
|xj|2 ≤ P (j = 1, 2, 3) , (124)
where xj is the codeword transmitted by Sj as given by (104). Now notice that
since the blocks uj,s (s ∈ Sk) are integers lying in {0, . . . , B− 1}, it follows that
|xj | ≪ λB ,
where the implied implicit constant is independent from B and λ. Hence, we
conclude that P is comparable to (λB)2. It is shown in [52, §5], that the
probability of error in transmission within Example 3 is bounded above by (65)
with
dmin = min{dmin,1, dmin,2, dmin,3}.
Recall, in order to achieve reliable transmission one requires that this probabil-
ity tends to zero as P →∞. Then, on assuming (123) – which holds for almost
every ξi ∈ M – it follows that
dmin ≫ λ
Bn+ε
, (125)
and so the quantity (65) will tend to zero as B →∞ if we set
λ = Bn+2ε .
The upshot of this is that we will achieve a reliable transmission rate under the
power constraint (124) if we set P to be comparable to B2n+2+4ε; that is
B2n+2+4ε ≪ P ≪ B2n+2+4ε .
Next, recall that the largest message uj that user Sj can send to Rj is given
by (103). Thus, it follows that the number of bits (binary digits) that user Sj
transmits is approximately
logBM =M logB .
Therefore, in total the three users Sj (j = 1, 2, 3) transmit approximately 3M×
logB bits, which with our choice of P is an achievable total rate of reliable
transmission; however, it may not be maximal. On comparing this to the rate
of reliable transmission for the simple point to point channel under the same
power constraint, we get that the total DoF of the three-user GIC is at least
lim
P→∞
3M logB
1
2 log(1 + P )
= lim
B→∞
3M logB
1
2 log(1 +B
2n+2+4ε)
=
3M
n+ 1 + 2ε
. (126)
Given that ε > 0 is arbitrary, it follows that for almost every (with respect to
the 7-dimensional Lebesgue measure) realisation of the channel coefficients
DoF ≥ 3M
n+ 1
.
Now recall that n+1 =M ′ = (k+1)6+ k6 and M = k6. On substituting these
values into the above lower bound, we obtain that
DoF ≥ 3k
6
(k + 1)6 + k6
.
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Given that k is arbitrary, it follows (on letting k → ∞) that for almost every
realisation of the channel coefficients
DoF ≥ 3
2
.
Now it was shown in [38] that the DoF of a three-user GIC is upper bounded by
3/2 for all choices of the channel coefficients, and so it follows that for almost
every realisation of the channel coefficients
DoF =
3
2
. (127)
3.3. Singular and non-singular points on manifolds. With reference to
Example 3, we have seen in the previous section that the Khintchine-Groshev
theorem for non-degenerate manifolds allows us to achieve good separation be-
tween the received signals yi given by (123). More precisely, for almost all
choices of the channel coefficients hij (i, j = 1, 2, 3) we obtain the lower bounds
(115) for the minimal distances dmin,i that are only ‘ε-weaker’ than the ‘theo-
retic” upper bounds as given by (123). As in the discussion at the start of §2.6,
this motivates the question of whether good separation and indeed if the total
DoF of 3/2 for the three-user GIC can be achieved for a larger class of channel
coefficients? Concerning the latter, what we have in mind is a statement along
the lines of Theorem 10 that improves the Motahari et al result (Theorem 6)
for the total DoF of the two-user X-channel. Beyond this, but still in a similar
vein, one can ask if the more general DoF results of Motahari et al [52] for
communications channels involving more users and receivers can be improved?
Clearly, the approach taken in §2.6 and §2.7 based on the Diophantine approx-
imation theory of non-singular and jointly non-singular points can be utilized
to make the desired improvements. However there is a snag – we would require
the existence of such a theory in which the points of interest are restricted to
non-degenerate manifolds. Unfortunately, the analogues of Theorems 7, 8, 9, 14
and 15 for manifolds are not currently available. In short, obtaining any such
statement represents a significant open problem in the theory of Diophantine
approximation on manifolds. Indeed, even partial statements such as the follow-
ing currently seem out of reach. As we shall see, it has non-trivial implications
for both number theory and wireless communication.
Problem 3. Let n ≥ 2 and M be any analytic non-degenerate submanifold of
Rn of dimension d. Verify if
dim
(
Sing(n) ∩M) < d := dim (M) . (128)
Recall, that Sing(n) is the set of singular points in Rn - see Definition 5 in §2.6.
Remark 24. Determining the actual value for the Hausdorff dimension of the
set Sing(n) ∩ M for special classes of submanifolds M (such as polynomial
curves – see below) would be most desirable. It is not difficult to see that
the intersection of M with any rational hyperplane is contained in Sing(n).
Therefore,
dim
(
Sing(n) ∩M) ≥ d− 1 .
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When d > 1, this gives a non-trivial lower bound. Obviously, when d = 1 the
lower bound is trivial.
From a purely number theoretic point of view, Problem 3 is of particular
interest when the manifold is a curve (d = 1). It has a well-known connec-
tion to the famous and notorious problem posed by Wirsing (1961) and later
restated in a stronger form by Schmidt [55, pg. 258]. This we now briefly de-
scribe. The Wirsing-Schmidt conjecture is concerned with the approximation
of real numbers by algebraic numbers of bounded degree. The proximity of
the approximation is measured in terms of the height of the algebraic numbers.
Recall, that given a polynomial P with integer coefficients, the height H(P ) of
P is defined to be the maximum of the absolute values of the coefficients of P .
In turn the height H(α) of an algebraic number α is the height of the minimal
defining polynomial P of α over Z.
Conjecture (Wirsing-Schmidt). Let n ≥ 2 and ξ be any real number that is
not algebraic of degree ≤ n. Then there exists a constant C = C(n, ξ) and
infinitely many algebraic numbers α of degree ≤ n, such that
|ξ − α| < C H(α)−n−1 . (129)
Note that when n = 1 the conjecture is trivially true since it coincides with
the classical corollary to Dirichlet’s theorem – the first theorem stated in this
chapter. For n = 2 the conjecture was proved by Davenport & Schmidt (1967).
For n ≥ 3 there are only partial results. For recent progress and an overview of
previous results we refer the reader to [4] and references within.
The connection between the Wirsing-Schmidt conjecture and Problem 3
comes about via the well know fact that the former is intimately related to
singular points on the Veronese curves Vn := {(ξ, ξ2, . . . , ξn) : ξ ∈ R}.
Lemma 5. Let n ≥ 2 and ξ ∈ R. If (ξ, ξ2, . . . , ξn) 6∈ Sing(n), then the
Wirsing-Schmidt conjecture holds for ξ.
The proof of the lemma is pretty standard. For example, it easily follows
by adapting the argument appearing in [9, Appendix B] in an obvious man-
ner. A straightforward consequence of the lemma is that any upper bound for
dim
(
Sing(n)∩V) gives an upper bound on the dimension of the set of potential
counterexamples to the Wirsing-Schmidt conjecture. When n ≥ 3, currently
we do not even know that the set of potential counterexamples has dimension
strictly less than one - the trivial bound. Clearly, progress on Problem 3 with
M = Vn would rectify this gaping hole in our knowledge.
We now turn our attention to the question raised at the start of this sub-
section; namely, whether good separation and the total DoF of 3/2 within the
setup of Example 3 can be achieved for a larger class of channel coefficients?
To start with we recall that the 7-dimensional submanifold M of Rn arising
from the implicit dependency within (113) is both analytic and non-degenerate.
Thus it falls under the umbrella of Problem 3. In turn, on naturally adapt-
ing the argument used to establish Proposition 1, a consequence of the upper
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bound (128) is the following statement: for all choice of channel coefficients
{hii, h12, h13, h21, h23, h31, h32} (i = 1, 2, 3) except on a subset of strictly posi-
tive codimension, the minimum separation dmin,i between the associated points
yi given by (109) satisfies (123). The upshot is that if true, Problem 3 enables
us to obtain good separation for a larger class of channel coefficients than the
(unconditional) Khintchine-Groshev approach outlined in §3.2.
As we have seen within the setup of Example 2, in order to improve the
‘almost all’ DoF result (Theorem 6) of Motahari et al we need to work with the
jointly singular set Sing2f (n) appearing in Theorem 9. This theorem provides a
non-trivial upper bound for the Hausdorff dimension of such sets and is the key
to establishing the stronger DoF statement Theorem 10. With this in mind,
we suspect that progress on the following problem is at the heart of improving
the ‘almost all’ DoF result for the three-user GIC (see (127)) obtained via the
Khintchine-Groshev approach. In any case, we believe that the problem is of
interest in its own right. Recall, that Singm(n) is given by (82) and is the
jointly singular set for systems of linear forms.
Problem 4. Let k, ℓ,m, d ∈ N, n = k + ℓ, U ⊂ Rd and V ⊂ Rm be open
subsets. Suppose that f : U → Rk and g : U → Rℓ are polynomial non-
degenerate maps. For each u ∈ U and v ∈ V let Ξ(u,v) be the matrix with
columns (vif(u),g(u))
t and let
Singmf ,g(n) :=
{
(u,v) ∈ U × V : Ξ(u,v) ∈ Singm(n)
}
.
Verify if
dim
(
Singmf ,g(n)
)
< d+m.
Of course, it would be natural to generalise the problem by replacing ‘poly-
nomial’ with ‘analytic’ and by widening the scope of the n×m matrices under
consideration. On another front, staying within the setup of Problem 4, it would
be highly desirable to determine the actual value for the Hausdorff dimension
of the set Singmf ,g(n). This represents a major challenge.
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