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Abstract
We study the multi-armed bandit problem with multiple plays
and a budget constraint for both the stochastic and the adver-
sarial setting. At each round, exactly K out of N possible
arms have to be played (with 1 ≤ K ≤ N ). In addition
to observing the individual rewards for each arm played, the
player also learns a vector of costs which has to be covered
with an a-priori defined budget B. The game ends when the
sum of current costs associated with the played arms exceeds
the remaining budget.
Firstly, we analyze this setting for the stochastic case, for
which we assume each arm to have an underlying cost and
reward distribution with support [cmin, 1] and [0, 1], respec-
tively. We derive an Upper Confidence Bound (UCB) algo-
rithm which achieves O(NK4 logB) regret.
Secondly, for the adversarial case in which the entire se-
quence of rewards and costs is fixed in advance, we derive
an upper bound on the regret of order O(
√
NB log(N/K))
utilizing an extension of the well-known Exp3 algorithm. We
also provide upper bounds that hold with high probability and
a lower bound of order Ω((1−K/N)2
√
NB/K).
1 Introduction
The multi-armed bandit (MAB) problem has been
extensively studied in machine learning and statis-
tics as a means to model online sequential deci-
sion making. In the classic setting popularized by
(Auer, Cesa-Bianchi, and Fischer 2002), (Auer et al. 2002),
the decision-maker selects exactly one arm at a given round
t, given the observations of realized rewards from arms
played in previous rounds 1, . . . , t − 1. The goal is to
maximize the cumulative reward over a fixed horizon T ,
or equivalently, to minimize regret, which is defined as the
difference between the cumulative gain achieved, had the
decision-maker always played the best arm, and the realized
cumulative gain. The analysis of this setting reflects the
fundamental tradeoff between the desire to learn better arms
(exploration) and the possibility to play arms believed to
have high payoff (exploitation).
A variety of practical applications of the MAB problem
include placement of online advertising to maximize the
click-through rate, in particular online sponsored search
auctions (Rusmevichientong and Williamson 2005) and
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ad-exchange platforms (Chakraborty et al. 2010), channel
selection in radio networks (Huang, Liu, and Ding 2008),
or learning to rank web documents
(Radlinski, Kleinberg, and Joachims 2008). As acknowl-
edged by (Ding et al. 2013), taking an action (playing an
arm) in practice is inherently costly, yet the vast major-
ity of existing bandit-related work used to analyze such
examples forgoes any notion of cost. Furthermore, the
above-mentioned applications rarely proceed in a strictly
sequential way. A more realistic scenario is a setting in
which, at each round, multiple actions are taken among the
set of all possible choices.
These two shortcomings motivate the theme of this pa-
per, as we investigate the MAB problem under a budget
constraint in a setting with time-varying rewards and costs
and multiple plays. More precisely, given an a-priori de-
fined budget B, at each round the decision maker selects
a combination of K distinct arms from N available arms
and observes the individual costs and rewards, which corre-
sponds to the semi-bandit setting. The player pays for the
materialized costs until the remaining budget is exhausted,
at which point the algorithm terminates and the cumulative
reward is compared to the theoretical optimum and defines
the weak regret, which is the expected difference between
the payout under the best fixed choice of arms for all rounds
and the actual gain. In this paper, we investigate both the
stochastic and the adversarial case. For the stochastic case,
we derive an upper bound on the expected regret of or-
der O(NK4 logB), utilizing Algorithm UCB-MB inspired
by the upper confidence bound algorithm UCB1 first intro-
duced by (Auer, Cesa-Bianchi, and Fischer 2002). For the
adversarial case, Algorithm Exp3.M.B upper and lower-
bounds the regret with O(
√
NB log(N/K)) and Ω((1 −
K/N)2
√
NB/K), respectively. These findings extend ex-
isting results from (Uchiya, Nakamura, and Kudo 2010) and
(Auer et al. 2002), as we also provide an upper bound that
holds with high probability. To the best of our knowledge,
this is the first case that addresses the adversarial budget-
constrained case, which we therefore consider to be the main
contribution of this paper.
Related Work
In the extant literature, attempts to make sense of a cost com-
ponent in MAB problems occur in (Tran-Thanh et al. 2010)
and (Tran-Thanh et al. 2012), who assume time-invariant
costs and cast the setting as a knapsack problem with only
the rewards being stochastic. In contrast, (Ding et al. 2013)
proposed algorithm UCB-BV, where per-round costs and
rewards are sampled in an IID fashion from unknown
distributions to derive an upper bound on the regret of
order O(logB). The papers that are closest to our set-
ting are (Badanidiyuru, Kleinberg, and Slivkins 2013) and
(Xia et al. 2016). The former investigates the stochastic case
with a resource consumption. Unlike our case, however, the
authors allow for the existence of a “null arm”, which is tan-
tamount to skipping rounds, and obtain an upper bound of
order O(
√
B) rather than O(logB) compared to our case.
The latter paper focuses on the stochastic case, but does not
address the adversarial setting at all.
The extension of the single play to the multiple plays case,
where at each round K ≥ 1 arms have to be played, was
introduced in (Anantharam, Varaiya, and Walrand 1986)
and (Agrawal, Hegde, and Teneketzis 1990). However,
their analysis is based on the original bandit formula-
tion introduced by (Lai and Robbins 1985), where the
regret bounds only hold asymptotically (in particular
not for a finite time), rely on hard-to-compute index
policies, and are distribution-dependent. Influenced by
the works of (Auer, Cesa-Bianchi, and Fischer 2002) and
(Agrawal 2002), who popularized the usage of easy-to-
compute upper confidence bounds (UCB), a recent line
of work has further investigated the combinatorial bandit
setting. For example, (Gai, Krishnamachari, and Jain 2012)
derived an O(NK4 logT ) regret bound in the stochas-
tic semi-bandit setting, utilizing a policy they termed
“Learning with Linear Rewards” (LLR). Similarly,
(Chen, Wang, and Yuan 2013) utilize a framework where
the decision-maker queries an oracle that returns a fraction
of the optimal reward. Other, less relevant settings to this
paper are found in (Cesa-Bianchi and Lugosi 2009)
and later (Combes et al. 2015), who consider the
adversarial bandit setting, where only the sum of
losses for the selected arms can be observed. Fur-
thermore, (Kale, Reyzin, and Schapire 2010) investi-
gate bandit slate problems to take into account the
ordering of the arms selected at each round. Lastly,
(Komiyama, Honda, and Nakagawa 2015) utilize Thomp-
son Sampling to model the stochastic MAB problem.
2 Main Results
In this section, we formally define the budgeted, multiple
play multi-armed bandit setup and present the main theo-
rems, whose results are provided in Table 1 together with a
comparison to existing results in the literature. We first de-
scribe the stochastic setting (Section 2.1) and then proceed
to the adversarial one (Section 2.2). Illuminating proofs for
the theorems in this section are presented in Section 3. Tech-
nical proofs are relegated to the supplementary document.
2.1 Stochastic Setting
The definition of the stochastic setting is based on the classic
setup introduced in (Auer, Cesa-Bianchi, and Fischer 2002),
but is enriched by a cost component and a multiple play con-
straint. Specifically, given a bandit with N distinct arms,
each arm indexed by i ∈ [N ] is associated with an un-
known reward and cost distribution with unknown means
0 < µir ≤ 1 and 0 < cmin ≤ µic ≤ 1, respectively. Real-
izations of costs ci,t ∈ [cmin, 1] and rewards ri,t ∈ [0, 1] are
independently and identically distributed. At each round t,
the decision maker plays exactlyK arms (1 ≤ K ≤ N ) and
subsequently observes the individual costs and rewards only
for the played arms, which corresponds to the semi-bandit
setting. Before the game starts, the player is given a budget
0 < B ∈ R+ to pay for the materialized costs {ci,t | i ∈ at},
where at denotes the indexes of the K arms played at time
t. The game terminates as soon as the sum of costs at round
t, namely
∑
j∈at cj,t exceeds the remaining budget.
Notice the minimum cmin on the support of the cost distri-
butions. This assumption is not only made for practical rea-
sons, as many applications of bandits come with a minimum
cost, but also to guarantee well-defined “bang-per-buck” ra-
tios µi = µir/µ
i
c, which our analysis in this paper relies on.
The goal is to design a deterministic algorithm A such
that the expected payoutE [GA(B)] is maximized, given the
budget and multiple play constraints. Formally:
maximize
a1,...,aτA(B)
E

τA(B)∑
t=1
∑
i∈at
ri,t


subject to E

τA(B)∑
t=1
∑
i∈at
ci,t ≤ B


|at| = K, 1 ≤ K ≤ N ∀ t ∈ [τA(B)]
(1)
In (1), τA(B) is the stopping time of algorithm A and indi-
cates after howmany steps the algorithm terminates, namely
when the budget is exhausted. The expectation is taken over
the randomness of the reward and cost distributions.
The performance of algorithm A is evaluated on its ex-
pected regretRA(B), which is defined as the difference be-
tween the expected payout (gain) E[GA∗ ] under the optimal
strategy A∗ (which in each round plays a∗, namely the set
ofK arms with the largest bang-per-buck ratios) and the ex-
pected payout E[GA] under algorithmA:
RA(B) = E[GA∗(B)]− E[GA(B)]. (2)
Our main result in Theorem 1 upper bounds
the regret achieved with Algorithm 1. Simi-
lar to (Auer, Cesa-Bianchi, and Fischer 2002) and
(Ding et al. 2013), we maintain time-varying upper
confidence bounds Ui,t for each arm i
Ui,t = µ¯
i
t + ei,t, (3)
where µ¯it denotes the sample mean of the observed bang-per-
buck ratios up to time t and ei,t the exploration term defined
in Algorithm 1. At each round, the K arms associated with
the K largest confidence bounds are played. For initializa-
tion purposes, we allow allN arms to be played exactly once
prior to the while-loop.
Algorithm Upper Bound Lower Bound Authors
Exp3 O
(√
NT logN
)
Ω
(√
NT
)
(Auer et al. 2002)
Exp3.M O
(√
NTK log NK
)
Ω
((
1− KN
)2√
NT
)
(Uchiya, Nakamura, and Kudo 2010)
Exp3.M.B O
(√
NB log NK
)
Ω
((
1− KN
)2√
NB/K
)
This paper
Exp3.P O
(√
NT log (NT/δ) + log(NT/δ)
)
(Auer et al. 2002)
Exp3.P.M O
(
K2
√
NT N−KN−1 log (NT/δ) +
N−K
N−1 log(NT/δ)
)
This paper
Exp3.P.M.B O
(
K2
√
NB
K
N−K
N−1 log
(
NB
Kδ
)
+ N−KN−1 log
(
NB
Kδ
))
This paper
UCB1 O(N logT ) (Auer, Cesa-Bianchi, and Fischer 2002)
LLR O(NK4 logT ) (Gai, Krishnamachari, and Jain 2012)
UCB-BV O(N logB) (Ding et al. 2013)
UCB-MB O(NK4 logB) This paper
Table 1: Regret Bounds in Adversarial and Stochastic Bandit Settings
Theorem 1. There exist constants c1, c2, and c3, which are
functions of N,K, cmin,∆min, µi, µc only, such that Algo-
rithm 1 (UCB-MB) achieves expected regret
RA(B) ≤ c1 + c2 log(B + c3) = O(NK4 logB). (4)
In Theorem 1, ∆min denotes the smallest possible differ-
ence of bang-per-buck ratios among non-optimal selections
a 6= a∗, i.e. the second best choice of arms:
∆min =
∑
j∈a∗
µj − max
a,a 6=a∗
∑
j∈a
µj . (5)
Similarly, the proof of Theorem 1 also relies on the largest
such difference∆max, which corresponds to the worst pos-
sible choice of arms:
∆max =
∑
j∈a∗
µj − min
a,a 6=a∗
∑
j∈a
µj . (6)
Comparing the bound given in Theorem 1 to the re-
sults in Table 1, we recover the O(N logB) bound from
(Ding et al. 2013) for the single-play case.
Algorithm 1 UCB-MB for Stochastic MAB
Initialize: t = 1. Play all arms together exactly once. Let
µ¯ir,1 = ri,1, µ¯
i
c,1 = ci,1, µ¯
i
1 =
µ¯ir,1
µ¯ic,1
∀ i ∈ [N ], ni,1 = 1,
ei,1 = 0 ∀ i ∈ [N ], GA = 0.
1: while true do
2: at ← Indexes ofK arms withK largest Ui,t.
3: if
∑
j∈at cj,t > B then
4: return Gain GA, stopping time τA(B) = t
5: end if
6: GA ← GA +
∑
i∈at ri,t, B ← B −
∑
i∈at ci,t
7: ni,t ← ni,t + 1 ∀ i ∈ at
8: t← t+ 1
9: ei,t ←
√
(K+1) log t/ni,t(1+1/cmin)
cmin−
√
(K+1) log t/ni,t
10: end while
2.2 Adversarial Setting
We now consider the adversarial case that makes no as-
sumptions on the reward and cost distributions whatsoever.
The setup for this case was first proposed and analyzed by
(Auer et al. 2002) for the single play case (i.e. K = 1),
a fixed horizon T , and an oblivious adversary. That is,
the entire seqence of rewards for all arms is fixed in ad-
vance and in particular cannot be adaptively changed during
runtime. The proposed randomized algorithm Exp3 enjoys
O(
√
NT logN) regret. Under semi-bandit feedback, where
the rewards for a given round are observed for each arm
played, (Uchiya, Nakamura, and Kudo 2010) derived a vari-
ation of the single-play Exp3 algorithm, which they called
Exp3.M and enjoys regretO
(√
NTK log(N/K)
)
, where
K is the number of plays per round.
We consider the extension of the classic setting as in
(Uchiya, Nakamura, and Kudo 2010), where the decision
maker has to play exactly 1 ≤ K ≤ N arms. For each
arm i played at round t, the player observes the reward
ri(t) ∈ [0, 1] and, unlike in previous settings, additionally
the cost 0 < cmin < ci(t) < 1. As in the stochastic setting
(Section 2.1), the player is given a budget B > 0 to pay for
the costs incurred, and the algorithm terminates after τA(B)
rounds when the sum of materialized costs in round τA(B)
exceeds the remaining budget. The gain GA(B) of algo-
rithm A is the sum of observed rewards up to and including
round τA(B)− 1. The expected regretRA(B) is defined as
in (2), where the gain of algorithm A is compared against
the best set of arms that an omniscient algorithmA∗, which
knows the reward and cost sequences in advance, would se-
lect, given the budget B. In contrast to the stochastic case,
the expectation is now taken with respect to algorithm A’s
internal randomness.
Upper Bounds on the Regret We begin with upper
bounds on the regret for the budget constrained MAB with
multiple plays and later transition towards lower bounds
and upper bounds that hold with high probability. Algo-
rithm 2, which we call Exp3.M.B, provides a random-
ized algorithm to achieve sublinear regret. Similar to the
original Exp3 algorithm developed by (Auer et al. 2002),
Algorithm Exp3.M.B maintains a set of time-varying
weights {wi(t)}Ni=1 for all arms, from which the proba-
bilities for each arm being played at time t are calculated
(line 10). As noted in (Uchiya, Nakamura, and Kudo 2010),
the probabilities {pi(t)}Ni=1 sum to K (because exactly
K arms need to be played), which requires the weights
to be capped at a value vt > 0 (line 3) such that the
probabilities {pi(t)}Ni=1 are kept in the range [0, 1]. In
each round, the player draws a set of distinct arms at
of cardinality |at| = K , where each arm has probabil-
ity pi(t) of being included in at (line 11). This is done
by employing algorithm DependentRounding intro-
duced by (Gandhi, Khuller, and Parthasarathy 2006), which
runs in O(K) time and O(N) space. At the end of each
round, the observed rewards and costs for the played
arms are turned into estimates rˆi(t) and cˆi(t) such that
E[rˆi(t) | at, . . . , a1] = ri(t) and E[cˆi(t) | at, . . . , a1] =
ci(t) for i ∈ at (line 16). Arms with wi(t) < vt are updated
according to (rˆi(t)− cˆi(t)), which assigns larger weights as
rˆi(t) increases and cˆi(t) decreases, as one might expect.
Theorem 2. Algorithm Exp3.M.B achieves regret
R ≤ 2.63
√
1 +
B
gcmin
√
gN log(N/K) +K, (7)
where g is an upper bound on Gmax, the maximal
gain of the optimal algorithm. This bound is of order
O(
√
BN log(N/K)).
The runtime of Algorithm Exp3.M.B and its space com-
plexity is linear in the number of arms, i.e. O(N). If no
bound g on Gmax exists, we have to modify Algorithm 2.
Specifically, the weights are now updated as follows:
wi(t+ 1) = wi(t) exp
[
Kγ
N
[rˆi(t)− cˆi(t)] · 1i∈at
]
. (8)
This replaces the original update step in line 16 of Algorithm
2. As in Algorithm Exp3.1 in (Auer et al. 2002), we use
an adaptation of Algorithm 2, which we call Exp3.1.M.B,
see Algorithm 3. In Algorithm 3, we define cumulative ex-
pected gains and losses
Gˆi(t) =
t∑
s=1
rˆi(s), (9a)
Lˆi(t) =
t∑
s=1
cˆi(s). (9b)
and make the following, necessary assumption:
Assumption 1.
∑
i∈a ri(t) ≥
∑
i∈a ci(t) for all a ∈ S
possibleK-combinations and t ≥ 1.
Assumption 1 is a natural assumption, which is motivated
by “individual rationality” reasons. In other words, a user
will only play the bandit algorithm if the reward at any
given round, for any possible choice of arms, is at least as
large as the cost that incurs for playing. Under the caveat
Algorithm 2 Exp3.M.B: Budget Constrained Multi-
Armed Bandit, Multiple Play, Adversarial
Initialize: wi = 1 for i ∈ [N ], gainGA = 0.
1: while B > 0 do
2: if argmaxi∈[N ] wi(t) ≥
(
1
K − γN
)∑N
j=1
wi(t)
1−γ then
3: Determine vt as follows: 1/K − γ/N =
vt(1− γ)∑N
i=1 vt · 1(wi(t) ≥ vt) + wi(t) · 1(wi(t) < vt)
4: Define set S˜(t) = {i ∈ [N ] | wi(t) ≥ vt}.
5: Define weights w˜i(t) = vt for i ∈ S˜(t).
6: else
7: Define set S˜(t) = {}.
8: end if
9: Define weights w˜i(t) = wi(t) for i ∈ [N ] \ S˜(t).
10: Calculate probabilities for each i ∈ [N ]:
pi(t) = K
(
(1 − γ) w˜i(t)∑N
j=1 w˜j(t)
+
γ
N
)
.
11: Play arms at ∼ p1, . . . , pN .
12: if
∑
i∈at ci(t) > B then
13: return Gain GExp3.M.B, stopping time τA(B) = t
14: end if
15: B ← B −∑i∈at ci(t), GA ← GA +∑i∈at ri(t).
16: Calculate estimated rewards and costs to update
weights for each i ∈ [N ]:
rˆi(t) = ri(t)/pi(t) · 1(i ∈ at)
cˆi(t) = ci(t)/pi(t) · 1(i ∈ at)
wi(t+ 1) = wi(t) exp
[
Kγ
N
[rˆi(t)− cˆi(t)]1i∈S˜(t)
]
17: end while
of this assumption, Algorithm Exp3.1.M.B utilizes Algo-
rithm Exp3.1.M as a subroutine in each epoch until termi-
nation.
Proposition 1. For the multiple plays case with budget, the
regret of Algorithm Exp3.1.M.B is upper bounded by
R ≤ 8 [(e − 1)− (e− 2)cmin] N
K
+ 2N log
N
K
+K+
8
√
[(e− 1)− (e− 2)cmin] (Gmax −B +K)N log(N/K)
(10)
This bound is of orderO((Gmax−B)N log(N/K)) and,
due to Assumption 1, not directly comparable to the bound
in Theorem 2. One case in which (10) outperforms (7) oc-
curs whenever only a loose upper bound of g onGmax exists
or whenever Gmax, the return of the best selection of arms,
is “small”.
Lower Bound on the Regret Theorem 3 provides a lower
bound of orderΩ((1−K/N)2
√
NB/K) on the weak regret
Algorithm 3 Algorithm Exp3.1.M.B with Budget B
Initialize: t = 1, wi = 1 for i ∈ [N ], r = 0.
1: while
∑T
t=1
∑
i∈at ci(t) ≤ B do
2: Define gr =
N log(N/K)
(e−1)−(e−2)cmin 4
r
3: Restart Exp3.M.B with γr = min (1, 2
−r)
4: while maxa∈S
∑
i∈a(Gˆi(t) − Lˆi(t)) ≤ gr −
N(1−cmin)
Kγr
do
5: Draw at ∼ p1, . . . , pN , observe ri(t) and ci(t) for
i ∈ at, calculate rˆi(t) and cˆi(t).
6: Gˆi(t+ 1)← Gˆi(t) + rˆi(t) for i ∈ [N ]
7: Lˆi(t+ 1)← Lˆi(t) + cˆi(t) for i ∈ [N ]
8: t← t+ 1
9: end while
10: end while
11: return Gain GExp3.1.M.B
of algorithm Exp3.M.B.
Theorem 3. For 1 ≤ K ≤ N , the weak regret R of Algo-
rithm Exp3.M.B is lower bounded as follows:
R ≥ ε
(
B − BK
N
− 2Bc−3/2min ε
√
BK log(4/3)
N
)
, (11)
where ε ∈ (0, 1/4]. Choosing ε as
ε = min
(
1
4
,
(1−K/N)c3/2min
4
√
log(4/3)
√
N
BK
)
yields the bound
R ≥ min
(
c
3/2
min(1−K/N)2
8
√
log(4/3)
√
NB
K
,
B(1−K/N)
8
)
.
(12)
This lower bound differs from the upper bound in The-
orem 1 by a factor of
√
K log(N/K)(N/(N − K))2. For
the single-play case K = 1, this factor is
√
logN , which
recovers the gap from (Auer et al. 2002).
High Probability Upper Bounds on the Regret For a
fixed number of rounds (no budget considerations) and sin-
gle play per round (K = 1), (Auer et al. 2002) proposed
Algorithm Exp3.P to derive the following upper bound on
the regret that holds with probability at least 1− δ:
Gmax−GExp3.P ≤ 4
√
NT log (NT/δ)
+ 4
√
5
3
NT logN + 8 log
(
NT
δ
)
. (13)
Theorem 4 extends the non-budgeted case to the multiple
play case.
Theorem 4. For the multiple play algorithm (1 ≤ K ≤ N )
and a fixed number of rounds T , the following bound on the
regret holds with probability at least 1− δ:
R = Gmax −GExp3.P.M
≤ 2
√
5
√
NKT log(N/K) + 8
N −K
N − 1 log
(
NT
δ
)
+ 2(1 +K2)
√
NT
N −K
N − 1 log
(
NT
δ
)
. (14)
For K = 1, (14) recovers (13) save for the constants,
which is due to a better ε-tuning in this paper compared to
(Auer et al. 2002). Agreeing with intuition, this upper bound
becomes zero for the edge caseK ≡ N .
Theorem 4 can be derived by using a modified version
of Algorithm 2, which we name Exp3.P.M. The neces-
sary modifications to Exp3.M.B are motivated by Algo-
rithm Exp3.P in (Auer et al. 2002) and are provided in the
following:
• Replace the outer while loop with for t = 1, . . . , T do
• Initialize parameter α:
α = 2
√
(N −K)/(N − 1) log (NT/δ).
• Initialize weights wi for i ∈ [N ]:
wi(1) = exp
(
αγK2
√
T/N/3
)
.
• Update weights for i ∈ [N ] as follows:
wi(t+ 1) = wi(t)
× exp
[
1i6∈S˜(t)
γK
3N
(
rˆi(t) +
α
pi(t)
√
NT
)]
. (15)
Since there is no notion of cost in Theorem 4, we do not
need to update any cost terms.
Lastly, Theorem 5 extends Theorem 4 to the budget con-
strained setting using algorithm Exp3.P.M.B.
Theorem 5. For the multiple play algorithm (1 ≤ K ≤ N )
and the budget B > 0, the following bound on the regret
holds with probability at least 1− δ:
R = Gmax −GExp3.P.M.B
≤ 2
√
3
√
NB(1− cmin)
cmin
log
N
K
+ 4
√
6
N −K
N − 1 log
(
NB
Kcminδ
)
(16)
+ 2
√
6(1 +K2)
√
N −K
N − 1
NB
Kcmin
log
(
NB
Kcminδ
)
.
To derive bound (16), we again modify the follow-
ing update rules in Algorithm 2 to obtain Algorithm
Exp3.P.M.B:
• Initialize parameter α:
α = 2
√
6
√
(N −K)/(N − 1) log (NB/(Kcminδ)).
• Initialize weights wi for i ∈ [N ]:
wi(1) = exp
(
αγK2
√
B/(NKcmin)/3
)
.
• Update weights for i ∈ [N ] as follows:
wi(t+ 1) = wi(t)
× exp
[
1i6∈S˜(t)
γK
3N
(
rˆi(t)− cˆi(t) + α
√
Kcmin
pi(t)
√
NB
)]
.
The estimated costs cˆi(t) are computed as cˆi(t) =
ci(t)/pi(t) whenever arm i is played at time t, as is done
in Algorithm 2.
3 Proofs
Proof of Theorem 1
The proof of Theorem 1 is divided into two technical lem-
mas introduced in the following. Due to space constraints,
the proofs are relegated to the supplementary document.
First, we bound the number of times a non-optimal selec-
tion of arms is made up to stopping time τA(B). For this
purpose, let us define a counter Ci,t for each arm i, initial-
ized to zero for t = 1. Each time a non-optimal vector of
arms is played, that is, at 6= a∗, we increment the smallest
counter in the set at:
Cj,t ← Cj,t + 1, j = argmin
i∈at
Ci,t. (17)
Ties are broken randomly.By definition, the number of times
arm i has been played until time t is greater than or equal to
its counter Ci,t. Further, the sum of all counters is exactly
the number of suboptimal choices made so far:
ni,t ≥ Ci,t ∀ i ∈ [N ], t ∈ [τA(B)].
N∑
i=1
Ci,t =
t∑
τ=1
1(aτ 6= a∗) ∀ t ∈ [τA(B)].
Lemma 1 bounds the value of Ci,t from above.
Lemma 1. Upon termination of algorithm A, there have
been at most O
(
NK3 log τA(B)
)
suboptimal actions.
Specifically, for each i ∈ [N ]:
E
[
Ci,τA(B)
] ≤ 1 +Kpi2
3
+ (K + 1)
(
∆min + 2K(1 + 1/cmin)
cmin∆min
)2
log τA(B).
Secondly, we relate the stopping time of algorithm A to
the optimal action a∗:
Lemma 2. The stopping time τA is bounded as follows:
B∑
i∈a∗ µic
− c2 − c3 log
(
c1 +
2B∑
i∈a∗ µic
)
≤ τA ≤ 2B∑
i∈a∗
µic + c1,
where c1, c2, and c3 are the same positive constants as in
Theorem 1 that depend only on N,K, cmin,∆min, µ
i
c, µ
i
r.
Utilizing Lemmas 1 and 2 in conjunction with the defini-
tion of the weak regret (2) yields Theorem 1. See the sup-
plementary document for further technicalities.
Proof of Theorem 2
The proof of Theorem 2 in influenced by the proof methods
for Algorithms Exp3 by (Auer et al. 2002) and Exp3.M by
(Uchiya, Nakamura, and Kudo 2010). The main challenge
is the absence of a well-defined time horizon T due to
the time-varying costs. To remedy this problem, we define
T = max (τA(B), τA∗(B)), which allows us to first express
the regret as a function of T . In a second step, we relate T to
the budget B.
Proof of Proposition 1
The proof of Proposition 1 is divided into the following two
lemmas:
Lemma 3. For any subset a ∈ S ofK unique elements from
[N ], 1 ≤ K ≤ N :
Tr∑
t=Sr
∑
i∈at
(ri(t)− ci(t)) ≥
∑
i∈a
Tr∑
t=Sr
(rˆj(t)− cˆj(t)) (18)
− 2
√
(e− 1)− (e− 2)cmin
√
grN log(N/K),
where Sr and Tr denote the first and last time step at epoch
r, respectively.
Lemma 4. The total number of epochsR is bounded by
2R−1 ≤ N(1− cmin)
Kc
+
√
Gˆmax − Lˆmax
c
+
1
2
, (19)
where c = N log(N/K)(e−1)−(e−2)cmin .
To derive Proposition 1, we combine Lemmas 3 and 4 and
utilize the fact that algorithmExp3.1.M.B terminates after
τA(B) rounds. See supplementary document for details.
Proof of Theorem 3
The proof follows existing procedures for deriving lower
bounds in adversarial bandit settings, see (Auer et al. 2002),
(Cesa-Bianchi and Lugosi 2006). The main challenges are
found in generalizing the single play setting to the multi-
ple play setting (K > 1) as well as incorporating a notion of
cost associated with bandits.
Select exactlyK out of N arms at random to be the arms
in the “good” subset a∗. For these arms, let ri(t) at each
round t be Bernoulli distributed with bias 12 +ε, and the cost
ci(t) attain cmin and 1 with probability
1
2 + ε and
1
2 − ε,
respectively, for some 0 < ε < 1/2 to be specified later. All
other N − K arms are assigned rewards 0 and 1 and costs
cmin and 1 independently at random. Let Ea∗ [ · ] denote the
expectation of a random variable conditional on a∗ as the
set of good arms. Let Eu[ · ] denote the expectation with re-
spect to a uniform assignment of costs {cmin, 1} and rewards
{0, 1} to all arms. Lemma 5 is an extension of Lemma A.1
in (Auer et al. 2002) to the multiple-play case with cost con-
siderations:
Lemma 5. Let f : {{0, 1}, {cmin, 1}}τmax → [0,M ] be
any function defined on reward and cost sequences {r, c} of
length less than or equal τmax =
B
Kcmin
. Then, for the best
action set a∗:
Ea∗ [f(r, c)]
≤ Eu[f(r, c)] + Bc
−3/2
min
2
√
−Eu[Na∗ ] log(1− 4ε2),
where Na∗ denotes the total number of plays of arms in
a∗ during rounds t = 1 through t = τA(B), that is:
Na∗ =
τA(B)∑
t=1
∑
i∈a∗
1 (i ∈ at) .
Lemma 5, whose proof is relegated to the supplementary
document, allows us to bound the gain under the existence of
K optimal arms by treating the problem as a uniform assign-
ment of costs and rewards to arms. The technical parts of the
proof can also be found in the supplementary document.
Proof of Theorem 4
The proof strategy is to acknowledge that Algorithm
Exp3.P.M uses upper confidence bounds rˆi(t)+
α
pi(t)
√
NT
to update weights (15). Lemma 6 asserts that these confi-
dence bounds are valid, namely that they upper bound the
actual gain with probability at least 1−δ, where 0 < δ ≪ 1.
Lemma 6. For 2
√
N−K
N−1 log
(
NT
δ
) ≤ α ≤ 2√NT ,
P
(
Uˆ∗ > Gmax
)
≥ P
(⋂
a⊂S
∑
i∈a
Gˆi + ασˆi >
∑
i∈a
Gi
)
≥ 1− δ,
where a ⊂ S denotes an arbitrary subset of K unique ele-
ments from [N ]. Uˆ∗ denotes the upper confidence bound for
the optimal gain.
Next, Lemma 7 provides a lower bound on the gain of
Algorithm Exp3.P.M as a function of the maximal upper
confidence bound.
Lemma 7. For α ≤ 2√NT , the gain of Algorithm
Exp3.P.M is bounded below as follows:
GExp3.P.M ≥
(
1− 5
3
γ
)
Uˆ∗ − 3N
γ
log(N/K)
− 2α2 − α(1 +K2)
√
NT, (20)
where Uˆ∗ =
∑
j∈a∗ Gˆj +ασˆj denotes the upper confidence
bound of the optimal gain achieved with optimal set a∗.
Therefore, combining Lemmas 6 and 7 upper bounds the
actual gain of Algorithm Exp3.P.M with high probability.
See the supplementary document for technical details.
Proof of Theorem 5
The proof of Theorem 5 proceeds in the same fashion as in
Theorem 4. Importantly, the upper confidence bounds now
include a cost term. Lemma 8 is the equivalent to Lemma 6
for the budget constrained case:
Lemma 8. For 2
√
6
√
N−K
N−1 log
NB
Kcminδ
≤ α ≤ 12
√
NB
Kcmin
,
P
(
Uˆ∗ > Gmax −B
)
≥ P
(⋂
a⊂S
∑
i∈a
Gˆi − Lˆi + ασˆi >
∑
i∈a
Gi − Li
)
≥ 1− δ,
where a ⊂ S denotes an arbitrary time-invariant subset of
K unique elements from [N ]. Uˆ∗ denotes the upper confi-
dence bound for the cumulative optimal gain minus the cu-
mulative cost incurred after τa(B) rounds (the stopping time
when the budget is exhausted):
a∗ = max
a∈S
τa(B)∑
t=1
(ri(t)− ci(t)),
Uˆ∗ =
∑
i∈a∗

ασˆi + τa∗ (B)∑
t=1
(rˆi(t)− cˆi(t))

 . (21)
In Lemma 8, Gmax denotes the optimal cumulative re-
ward under the optimal set a∗ chosen in (21). Gˆi and Lˆi
denote the cumulative expected reward and cost of arm i af-
ter exhaustion of the budget (that is, after τa(B) rounds),
respectively.
Lastly, Lemma 9 lower bounds the actual gain of Algo-
rithm Exp3.P.M.B as a function of the upper confidence
bound (21).
Lemma 9. For α ≤ 2
√
NB
Kcmin
, the gain of Algorithm
Exp3.P.M.B is bounded below as follows:
GExp3.P.M.B ≥
(
1− γ − 2γ
3
1− cmin
cmin
)
Uˆ∗
− 3N
γ
log
N
K
− 2α2 − α(1 +K2) BN
Kcmin
.
Combining Lemmas 8 and 9 completes the proof, see the
supplementary document.
4 Discussion and Conclusion
We discussed the budget-constrained multi-armed bandit
problem with N arms, K multiple plays, and an a-priori
defined budget B. We explored the stochastic as well as
the adversarial case and provided algorithms to derive re-
gret bounds in the budget B. For the stochastic setting, our
algorithm UCB-MB enjoys regretO(NK4 logB). In the ad-
versarial case, we showed that algorithm Exp3.M.B enjoys
an upper bound on the regret of orderO(
√
NB log(N/K))
and a lower bound Ω((1 − K/N)2
√
NB/K). Lastly, we
derived upper bounds that hold with high probability.
Our work can be extended in several dimensions in fu-
ture research. For example, the incorporation of a bud-
get constraint in this paper leads us to believe that a log-
ical extension is to integrate ideas from economics, in
particular mechanism design, into the multiple plays set-
ting (one might think about auctioning off multiple items
simultaneously) (Babaioff, Sharma, and Slivkins 2009). A
possible idea is to investigate to which extent the regret
varies as the number of plays K increases. Further, we
believe that in such settings, repeated interactions with
customers (playing arms) give rise to strategic considera-
tions, in which customers can misreport their preferences
in the first few rounds to maximize their long-run surplus.
While the works of (Amin, Rostamizadeh, and Syed 2013)
and (Mohri and Munoz 2014) investigate repeated interac-
tions with a single player only, we believe an extension
to a pool of buyers is worth exploring. In this setting, we
would expect that the extent of strategic behavior decreases
as the number of playsK in each round increases, since the
decision-maker could simply ignore users in future rounds
who previously declined offers.
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A Proofs for Stochastic Setting
For convenience, we restate all theorems and lemmas before
proving them.
Proof of Lemma 1
Recall the definition of counters Ci,t. Each time a non-
optimal vector of arms is played, that is, at 6= a∗, we in-
crement the smallest counter in the set at:
Cj,t ← Cj,t + 1, j = argmin
i∈at
Ci,t (22)
Lemma 1. Upon termination of algorithm A, there have
been at most O
(
NK3 log τA(B)
)
suboptimal actions.
Specifically, for each i ∈ [N ]:
E
[
Ci,τA(B)
] ≤ 1 +Kpi2
3
+ (K + 1)
(
∆min + 2K(1 + 1/cmin)
cmin∆min
)2
log τA(B).
Proof. Let Ii(t) denote the indicator thatCi,t is incremented
at time t. Then for any time τ , we have:
Ci,τ =
τ∑
t=2
1 [Ii(t) = 1] = m+
τ∑
t=2
1 [Ii(t) = 1, Ci,t ≥ m]
= m+
τ∑
t=2
1

∑
j∈at
µ¯jt−1 + ej,t−1 ≥
∑
j∈a∗
µ¯jt−1 + ej,t−1 , Ci,t ≥ m


≤ m+
τ∑
t=1
1

 ∑
j∈at+1
Uj,t ≥
∑
j∈a∗
Uj,t , Ci,t ≥ m


≤ m+
τ∑
t=1
1

 max
m≤ns(1),...,ns(K)≤t
K∑
j=1
Uns(j),t ≥
min
1≤ns∗(1),...,ns∗(K)≤t
K∑
j=1
Uns∗(j),t


≤ m+
∞∑
t=1
t∑
ns(1)=m
· · ·
t∑
ns(K)=m
t∑
ns∗(1)=1
· · ·
t∑
ns∗(K)=1
1

 K∑
j=1
Uns(j),t ≥
K∑
j=1
Uns∗(j),t

 .
s(j) and s∗(j) denote the j-th nonzero element in at+1 and
a∗, respectively. Uns(j),t = µ¯
s(j)
t + es(j),t is the upper con-
fidence bound of arm s(j) at time t after it has been played
ns(j),t times.
Using the choice ofm in Lemma A1, we obtain the lower
bound on the expectation of Ci,τ(B) as stated in Lemma 1:
E[Ci,τ(B)]
≤ m+
∞∑
t=1
t∑
ns(1)=m
· · ·
t∑
ns(K)=m
t∑
ns∗(1)=1
· · ·
t∑
ns∗(K)=1
2Kt−2(K+1)
≤
⌈
(K + 1) log τ(B)
(
∆min + 2K(1 + 1/cmin)
cmin∆min
)2⌉
+
∞∑
t=1
(t−m+ 1)KtK2Kt−2(K+1)
≤ (K + 1)
(
∆min + 2K(1 + 1/cmin)
cmin∆min
)2
log τ(B)
+ 1 + 2K
∞∑
t=1
t−2
≤ (K + 1)
(
∆min + 2K(1 + 1/cmin)
cmin∆min
)2
︸ ︷︷ ︸
=:γ
log τ(B)
+ 1 +K
pi2
3︸ ︷︷ ︸
=:δ
. (23)
Lemma A1. For the choice
m ≥ (K + 1) log τ(B)
[
∆min + 2K(1 + 1/cmin)
cmin∆min
]2
we obtain the following bound:
P

 K∑
j=1
µ¯
s(j)
t + es(j),t ≥
K∑
j=1
µ¯
s∗(j)
t + es∗(j),t


≤ 2Kt−2(K+1).
Proof. The proof follows ideas employed in
(Auer, Cesa-Bianchi, and Fischer 2002). Assuming that
the event
K∑
j=1
µ¯
s(j)
t + es(j),t ≥
K∑
j=1
µ¯
s∗(j)
t + es∗(j),t (24)
is true, at least one of the following events must also be true:
K∑
j=1
µ¯
s∗(j)
t ≤
K∑
j=1
µs∗(j) − es∗(j),t (25a)
K∑
j=1
µ¯
s(j)
t ≥
K∑
j=1
µs(j) + es(j),t (25b)
K∑
j=1
µs∗(j) <
K∑
j=1
µs(j) + 2es(j),t (25c)
To show this claim, assume the probabilities of events (25a)
or (25b) occurring is zero. Then it follows that
K∑
j=1
µ¯
s(j)
t + es(j),t ≥
K∑
j=1
µ¯
s∗(j)
t + es∗(j),t
(25a)
> µs∗(j) − es∗(j),t + es∗(j),t =
K∑
j=1
µs∗(j)
and
K∑
j=1
µs(j) + 2es(j),t
(25b)
>
K∑
j=1
µ¯
s(j)
t + es(j),t
≥
K∑
j=1
µ¯
s∗(j)
t + es∗(j),t.
Hence, it follows that
K∑
j=1
µs∗(j) <
K∑
j=1
µ¯
s∗(j)
t + es∗(j),t <
K∑
j=1
µs(j) + 2es(j),t,
which is exactly event (25c). Thus, it suffices to upper-bound
the probability of events (25a) and (25b), while choosingm
such that the third event (25c) occurs with probability zero.
Using Lemma A2, we have
P (25a true) + P (25b true) ≤ 2Kt−2(K+1). (26)
Now we pickm such that event (25c) becomes impossible:
K∑
j=1
µs∗(j) −
K∑
j=1
µs(j) −
K∑
j=1
2es(j),t
=
K∑
j=1
[
µs∗(j) − µs(j)
]− 2 K∑
j=1
(1 + 1/cmin)εs(j),t
cmin − εs(j),t
=: ∆at+1 − 2
K∑
j=1
(1 + 1/cmin)εs(j),t
cmin − εs(j),t
= ∆at+1 − 2
K∑
j=1
(1 + 1/cmin)
√
(K+1) log t
ns(j)
cmin −
√
(K+1) log t
ns(j)
≥ ∆at+1 − 2K
(1 + 1/cmin)
√
(K+1) log τ(B)
m
cmin −
√
(K+1) log τ(B)
m
≥ 0,
where the last inequality is obtained by selecting m as fol-
lows:
m ≥ (K + 1) log τ(B)
(
∆at+1 + 2K(1 + 1/cmin)
cmin∆at+1
)2
.
This choice of m is suitable for the particular choice of
at+1. To falsify (25c) for all possible choices of at+1, we
letm be defined as follows:
m ≥ (K + 1) log τ(B)
(
∆min + 2K(1 + 1/cmin)
cmin∆min
)2
.
Lemma A2. The probabilities of the events (25a) and (25b)
are upper-bounded as follows:
P

 K∑
j=1
µ¯
s∗(j)
t ≤
K∑
j=1
µs∗(j) − es∗(j),t

 ≤ Kt−2(K+1)
(27a)
P

 K∑
j=1
µ¯
s(j)
t ≥
K∑
j=1
µs(j) + es(j),t

 ≤ Kt−2(K+1)
(27b)
Proof. Using the union bound on (27a), we obtain
P

 K∑
j=1
µ¯
s∗(j)
t ≤
K∑
j=1
µs∗(j) − es∗(j),t


≤
K∑
j=1
P
(
µ¯
s∗(j)
t ≤ µs∗(j) − es∗(j),t
)
Analyzing
µ¯
s∗(j)
t ≤ µs∗(j) − es∗(j),t
⇔ µ¯
s∗(j)
r,t
µ¯
s∗(j)
c,t
≤ µ
s∗(j)
r
µ
s∗(j)
c
− es∗(j),t (28)
we claim that at least one of the following two events must
be true:
µ¯
s∗(j)
r,t ≤ µs
∗(j)
r − εs∗(j),t (29a)
µ¯
s∗(j)
c,t ≥ µs
∗(j)
c + εs∗(j),t (29b)
where εs∗(j),t is the low-level exploration term for the mean
reward and cost defined in (30). The claim is true, because
if both (29a) and (29b) were false, then we would have
µ
s∗(j)
r
µ
s∗(j)
c
− µ¯
s∗(j)
r,t
µ¯
s∗(j)
c,t
=
(
µ
s∗(j)
r − µ¯s
∗(j)
r,t
)
µ
s∗(j)
c −
(
µ
s∗(j)
c − µ¯s
∗(j)
c,t
)
µ
s∗(j)
r
µ¯
s∗(j)
c,t µ
s∗(j)
c
<
εs∗(j),t
µ¯
s∗(j)
c,t
+
εs∗(j),tµ
s∗(j)
r
µ¯
s∗(j)
c,t µ
s∗(j)
c
≤ εs∗(j),t
cmin
+
εs∗(j),t · 1
c2min
=
εs∗(j),t(cmin + 1)
c2min
≤ εs∗(j),t(1 + 1/cmin)
cmin − εs∗(j),t
!
= es∗(j),t,
which contradicts the claim (28). Now, choosing εs∗(j),t as
εs∗(j),t =
√
(K + 1) log t
ns∗(j)
(30)
allows us to bound the probability of (29a) and (29b) using
Hoeffding’s Inequality:
P
(
µ¯
s∗(j)
r,t ≤ µs
∗(j)
r − εs∗(j),t
)
≤ exp
(
−2ns∗(j)ε2s∗(j),t
)
= t−2(K+1),
P
(
µ¯
s∗(j)
c,t ≥ µs
∗(j)
c + εs∗(j),t
)
≤ exp
(
−2ns∗(j)ε2s∗(j),t
)
= t−2(K+1).
From here (27a) follows. In a similar fashion, we can bound
the probability of event (27b) by showing that at least one of
µ¯
s(j)
r,t ≥ µs(j)r + εs(j),t (31a)
µ¯
s(j)
c,t ≤ µs(j)c − εs(j),t (31b)
is true (similar to (29a) and (29b)), where εs(j),t is now de-
fined as
εs(j),t =
√
(K + 1) log t
ns(j)
. (32)
More specifically, if both (31a) and (31b) were false, then
(25b) would be false, too. Thus, (27b) follows.
Proof of Lemma 2
Lemma 2. The stopping time τA is bounded as follows:
B∑
i∈a∗ µic
− c2 − c3 log
(
c1 +
2B∑
i∈a∗ µic
)
≤ τA ≤ 2B∑
i∈a∗
µic + c1,
First, notice that the optimal algorithm A∗ knows all
bang-per-buck ratios and can simply pull those K arms as-
sociated with theK largest ratios, denoted with a∗.
Lemma A3. The optimal expected payout ofA∗, E[UA∗ ], is
bounded from above as follows:
E[UA∗ ] ≤
∑
i∈a∗ µ
i
r∑
i∈a∗ µic
(B + 1) (33)
Proof. This can be shown easily by induction. For the base
case, consider−1 ≤ B ≤ 0 and so (33) holds trivially. Now
consider the budget B′ > 0. Then we have
UA∗(B′) =
∑
i∈a∗
µir + UA∗
(
B′ −
∑
i∈a∗
µir
)
(33)
≤
∑
i∈a∗
µir +
∑
i∈a∗ µ
i
r∑
i∈a∗ µic
(
B′ −
∑
i∈a∗
µic + 1
)
=
∑
i∈a∗
µir −
∑
i∈a∗ µ
i
r∑
i∈a∗ µic
∑
i∈a∗
µic
+
∑
i∈a∗ µ
i
r∑
i∈a∗ µic
(B′ + 1) =
∑
i∈a∗ µ
i
r∑
i∈a∗ µic
(B′ + 1).
Now, let us denote the stopping time of the optimal algo-
rithm as τA∗(B). Since we know that A∗ always selects the
set of actions a∗ in each round, the stopping time is
τA∗(B) =
⌊
B∑
i∈a∗ µic
⌋
.
Hence, we obtain the following inequality on τA∗(B):
B∑
i∈a∗ µic
− 1 ≤ τA∗(B) ≤ B∑
i∈a∗ µic
. (34)
Lemma A4 bounds stopping time τA(B) of algorithmA:
Lemma A4. The stopping time of algorithm A is bounded
as follows:
B −NK (γ log τA(B) + δ)∑
i∈a∗ µic
− 1
≤ τA(B) ≤ τA∗(B) + N
Kcmin
(γ log τA(B) + δ) .
Proof. Let 0 ≤ B∗ ≤ B denote the budget spent on pulling
optimal arms from the set a∗ across all rounds 1, . . . , τA(B).
Similarly, let B− denote the budget spent on pulling non-
optimal arms across those rounds. To obtain the upper bound
on τA(B), observe the following manipulations:
τA(B) ≤ τA∗(B) + τA

∑
i6∈a∗
ni,τ(B)cmax


≤ τA∗(B) + τA
(
N∑
i=1
Ci,τA(B)
)
≤ τA∗(B) +
∑N
i=1 Ci,τ(B)
Kcmin
(35)
(23)
≤ τA∗(B) + N
Kcmin
(γ log τA(B) + δ) .
In (35), we used the definition of the counters Ci,t and the
fact that the minimum payment per round is Kcmin, from
which τA(B) ≤ B/(Kcmin) follows for any B. To obtain
the lower bound on τA(B), observe the following:
τA(B) = τA(B∗ +B−)
≥ τA∗(B∗)
≥ τA∗

B −∑
i6∈a∗
ni,τ(B)cmax


≥ τA∗
(
B −
N∑
i=1
Ci,τA(B)
)
(36)
(23)
≥ τA∗ (B −NK (γ log τ(B) + δ))
(34)
≥ B −NK (γ log τA(B) + δ)∑
i∈a∗ µic
− 1.
(36) again uses the defintion of the counters Ci,t.
Finally, to prove Lemma 2, we need to remove the implicit
relation of the bounds on τA(B) presented in Lemma A4.
For this purpose, we employ the inequality log(φ) ≤ φ− 1,
which is valid for all φ > 0. Letting φ = Kcmin2Nγ τA(B), we
obtain:
log τA(B) ≤ Kcmin
2Nγ
τA(B) + log
(
2Nγ
Kcmin
)
− 1. (37)
Substituting (37) into the upper bound on τA(B) in Lemma
A4 yields
τA(B) ≤ τA∗(B)
+
N
Kcmin
[
γ
(
Kcmin
2Nγ
τA(B) + log
(
2Nγ
Kcmin
)
− 1
)
+ δ
]
(34)
≤ B∑
i∈a∗ µic
+
τA(B)
2
+
N
Kcmin
[
γ
(
log
(
2Nγ
Kcmin
)
− 1
)
+ δ
]
≤ 2B∑
i∈a∗ µic
+
2N
Kcmin
[
γ
(
log
(
2Nγ
Kcmin
)
− 1
)
+ δ
]
︸ ︷︷ ︸
=:c1
. (38)
Next, taking the logarithm of (38) and substituting into the
lower bound on τA(B) in Lemma A4 results in the second
part of the inequality in Lemma 2, because
τA(B) ≥ B∑
i∈a∗ µic
−
(
NKδ∑
i∈a∗ µic
+ 1
)
︸ ︷︷ ︸
=:c2
− NKγ∑
i∈a∗ µic︸ ︷︷ ︸
=:c3
log
(
2B∑
i∈a∗ µic
+ c1
)
,
where we again used (34). This completes the proof.
Proof of Theorem 1
Theorem 1. There exist constants c1, c2, and c3, which
are functions ofN,K, cmin, µi, µc only, such that Algorithm
UCB-MB achieves expected regret
R(B) ≤ c1 + c2 log(B + c3) = O(NK4 logB)
Proof. The constants c1, c2, and c3 were defined in the pre-
vious subsection and are repeated here for convenience:
c1 =
2N
Kcmin
[
γ
(
log
(
2Nγ
Kcmin
)
− 1
)
+ δ
]
c2 =
(
NKδ∑
i∈a∗ µic
+ 1
)
c3 =
NKγ∑
i∈a∗ µic
Utilizing the definition of weak regret RA of a strategy
A as the difference between the expected payout of the best
strategy A∗, which has knowledge of all bang-per-buck ra-
tios, and the expected payout of A, we obtain:
RA = E[GA∗ ]− E[GA]
(34)
≤
∑
j∈a∗ µ
j
r∑
j∈a∗ µ
j
c
(B + 1)− E

τA(B)∑
t=1
∑
j∈at
µjr


=

∑j∈a∗ µjr∑
j∈a∗ µ
j
c
(B + 1)− τA(B)
∑
j∈a∗
µjr


+

τA(B) ∑
j∈a∗
µjr − E

τA(B)∑
t=1
∑
j∈at
µjr




(17)
≤

∑j∈a∗ µjr∑
j∈a∗ µ
j
c
(B + 1)− τA(B)
∑
j∈a∗
µjr


+
N∑
i=1
Ci,τA(B)∆max
≤

∑j∈a∗ µjr∑
j∈a∗ µ
j
c
(B + 1)−
∑
j∈a∗
µjr
(
B∑
j∈a∗ µ
j
c
−c2 − c3 log
(
2∑
j∈a∗ µ
j
c
B + c1
))]
(39)
+N∆max(γ log τA(B) + δ)
≤
∑
j∈a∗ µ
j
r∑
j∈a∗ µ
j
c
+
∑
j∈a∗
µjr (c2+
c3 log
(
2∑
j∈a∗ µ
j
c
B + c1
))
(40)
+N∆max
(
γ log
(
2∑
j∈a∗ µ
j
c
B + c1
)
+ δ
)
= O(c3 +Nγ logB) = O(NK
4 logB) (41)
In (39) and (40), we used the explicit bounds on τA(B) on
B derived in Lemma 2. Lastly, in (41), we used the defini-
tions of the constants c3 = O(NKγ) and γ = O(K
3). This
completes the proof of Theorem 1.
B Proofs for Adversarial Setting
Proof of Theorem 2
Theorem 2. Algorithm Exp3.M.B achieves regret
R ≤ 2.63
√
1 +
B
gcmin
√
gN log(N/K) +K,
where g is the maximal gain of the optimal algorithm. This
bound is of order O(
√
BN log(N/K)).
Proof. Define Wt =
∑N
i=1 wi(t) and W˜t =
∑N
i=1 w˜i(t).
Then observe the following manipulations:
Wt+1
Wt
=
∑
i∈[N ]\S˜(t)
wi(t)
Wt
exp
(
Kγ
N
(rˆi(t)− cˆi(t))
)
+
∑
i∈S˜(t)
wi(t)
Wt
≤
∑
i∈[N ]\S˜(t)
wi(t)
Wt
[
1 +
Kγ
N
(rˆi(t)− cˆi(t))
+(e− 2)
(
Kγ
N
(rˆi(t)− cˆi(t))
)2]
+
∑
i∈S˜(t)
wi(t)
Wt
= 1 +
W˜t
Wt
∑
i∈[N ]\S˜(t)
wi(t)
W˜t
[
Kγ
N
(rˆi(t)− cˆi(t))
+(e− 2)
(
Kγ
N
(rˆi(t)− cˆi(t))
)2]
≤ 1 +
∑
i∈[N ]\S˜(t)
pi(t)/K − γ/N
1− γ
[
Kγ
N
(rˆi(t)− cˆi(t))
+(e− 2)
(
Kγ
N
(rˆi(t)− cˆi(t))
)2]
≤ 1 + γ
(1− γ)N
∑
i∈[N ]\S˜(t)
pi(t)(rˆi(t)− cˆi(t))
+
(e− 2)Kγ2
(1− γ)N2
∑
i∈[N ]\S˜(t)
pi(t)(rˆi(t)− cˆi(t))2
≤ 1 + γ
(1− γ)N
∑
i∈[N ]\S˜(t)
(ri(t)− ci(t))
+
(e− 2)Kγ2
(1− γ)N2 (1− cmin)
∑
i∈[N ]
(rˆi(t)− cˆi(t)).
In the above manipulations, we used the update rules of
the weights and probabilities pi(t) defined in Algorithm
Exp3.M.B. Further, we utilized the property ex ≤ 1 + x+
(e−2)x2 for x = Kγ(rˆi(t)− cˆi(t))/N < 1. In the last line,
we exploit the definition of the estimated rewards rˆi(t) and
costs cˆi(t). Next, since e
x ≥ 1+x for x ≥ 0, summing over
t = 1, . . . , T , where T = max(τA(B), τA∗(B)) yields
log
(
WT+1
W1
)
≤ γ
(1− γ)N
T∑
t=1
∑
i∈at\S˜(t)
(ri(t)− ci(t))
+
(e− 2)Kγ2
(1 − γ)N2 (1− cmin)
T∑
t=1
∑
i∈[N ]
(rˆi(t)− cˆi(t)). (42)
Let a∗ denote the optimal action set for algorithm A∗.
Bounding log(WT+1/W1) from above yields
log
(
WT+1
W1
)
≥ log
(∑
i∈a∗ wi(T + 1)
W1
)
≥ log
(
K
(∏
i∈a∗ wi(T + 1)
)1/k
N
)
= log
(
K
N
)
+
1
K
log

∏
i∈a∗
∏
t∈[T ]:i6∈S˜(t)
exp
(
Kγ
N
(rˆi(t)− cˆi(t))
)
= log
(
K
N
)
+
1
K
∑
i∈a∗
∑
t∈[T ]:i6∈S˜(t)
Kγ
N
(rˆi(t)− cˆi(t)) .
(43)
Combining (42) and (43) yields
N
γ
log
(
K
N
)
+
∑
i∈a∗
∑
t:i6∈S˜
(rˆi(t)− cˆi(t))
≤ 1
1− γ
T∑
t=1
∑
i∈at\S˜(t)
(ri(t)− ci(t)) (44)
+
(e − 2)γK(1− cmin)
N(1− γ)
T∑
t=1
∑
i∈[N ]
(rˆi(t)− cˆi(t)) .
Taking the expectations of rˆi(t) and cˆi(t) and adding the
term 11−γ
∑T
t=1
∑
i∈S˜(t)(ri(t) − ci(t)), which is bounded
from below by
∑
i∈a∗
∑
t:i∈S˜(t)(ri(t)−ci(t)), to both sides
of (44) gives us
N
γ
log
(
K
N
)
+
∑
i∈a∗
T∑
t=1
(ri(t)− ci(t))
≤ 1
1− γ
T∑
t=1
∑
i∈at
(ri(t)− ci(t)) (45)
+
(e − 2)γK(1− cmin)
N(1− γ)
T∑
t=1
∑
i∈[N ]
(ri(t)− ci(t)) .
Since T = max(τA(B), τA∗(B)) and due to the fact that
algorithmA terminates after τA(B) rounds, (45) becomes
N
γ
log
(
K
N
)
+
∑
i∈a∗
τA∗ (B)∑
t=1
(ri(t)− ci(t))
≤ 1
1− γ
τA(B)∑
t=1
∑
i∈at
(ri(t)− ci(t)) (46)
+
(e− 2)γK(1− cmin)
N(1− γ)
T∑
t=1
∑
i∈[N ]
(ri(t)− ci(t))
We now bound the time-dependent terms in (46) separately:
∑
i∈a∗
τA∗ (B)∑
t=1
(ri(t)− ci(t)) ≥ Gmax −B
τA(B)∑
t=1
∑
i∈at
(ri(t)− ci(t)) ≤ (GExp3.M.B − (B −Kcmax))
and
T∑
t=1
∑
i∈[N ]
ci(t) ≥
τA(B)∑
t=1
∑
i∈[N ]
ci(t) ≥ B −Kcmax
T∑
t=1
∑
i∈[N ]
ri(t) =
∑
i∈[N ]
τA∗ (B)∑
t=1
ri(t) + 1 (τA(B) > τA∗(B))
×
∑
i∈[N ]
τA(B)∑
t=τA∗(B)+1
ri(t)
≤ N
K
Gmax +
NB(1− cmin)
Kcmin
. (47)
In (47), we used the upper bound
1 (τA(B) > τA∗(B)) ·
∑
i∈[N ]
τA(B)∑
t=τA∗(B)+1
ri(t)
≤ |τA(B)− τA∗(B)|Nrmax
≤ B −
B
Kcmax
Kcmin
Kcmin
Ncmax =
NB(1− cmin)
Kcmin
.
With these bounds, (46) becomes
Gmax −GExp3.M.B
≤ N
γ
log
(
N
K
)
+ γGmax (1 + (e − 2)γ(1− cmin))
+ γB
(
(e− 2)(1− cmin)2
cmin
− 1
)
+K
≤ N
γ
log
(
N
K
)
+ γGmax(e − 1) + γB(e− 1)
cmin
+K.
If an upper bound g on Gmax exists, i.e. g ≥
Gmax, then γ can be tuned by choosing γ =
min
(
1,
√
N log(N/K)
g(e−1)(1+ B
gcmin
)
)
, which gives us
R = Gmax −GExp3.M.B
≤ K + 2√e− 1
√
1 +
B
gcmin
√
gN log(N/K)
< K + 2.63
√
1 +
B
gcmin
√
gN log(N/K),
as stated in Theorem 2.
Proof of Proposition 1
Proposition 1. For the multi-play case with budget, the re-
gret is upper bounded by
R ≤ 8 [(e− 1)− (e − 2)cmin] N
K
+ 2N log
N
K
+K+
8
√
[(e − 1)− (e− 2)cmin] (Gmax −B +K)N log(N/K)
Proof of Lemma 3
Lemma 3. For any subset a ∈ S ofK unique elements from
[N ], 1 ≤ K ≤ N :
Tr∑
t=Sr
∑
i∈at
(ri(t)− ci(t)) ≥
∑
i∈a
Tr∑
t=Sr
(rˆj(t)− cˆj(t)) (48)
− 2
√
(e − 1)− (e− 2)cmin
√
grN log(N/K),
where Sr and Tr denote the first and last time step at epoch
r, respectively.
Proof. Using the update rule for weights (42) in place of the
original update rule in Algorithm Exp3.M.B, we obtain the
following inequality from (44) in the proof of Theorem 2:
Sr∑
t=Tr
∑
i∈at
(ri(t)− ci(t)) ≥
(1 − γr)
[∑
i∈a
Sr∑
t=Tr
(rˆi(t)− cˆi(t)) + N
γr
log
K
N
]
− (1 − γr) (e− 2)γrK
N(1− γr)
Sr∑
t=Tr
∑
i∈[N ]
(rˆi(t)− cˆi(t)),
(49)
where a denotes any subset of [N ] of size K . According to
the termination criterion of Algorithm Exp3.1.M.B, for
each epoch r we have
∑
i∈a(Gˆi(Tr) − Lˆi(Tr)) ≤ gr −
N(1−cmin)
Kγr
for all a ∈ S and therefore∑
i∈a
Gˆi(Tr + 1) ≤ gr − N(1− cmin)
Kγr
+
N(1− cmin)
Kγr
= gr.
Combining this equation with (49) yields (18), as stated in
Lemma 3.
Proof of Lemma 4
Lemma 4. The total number of epochsR is bounded above
by
2R−1 ≤ N(1− cmin)
Kc
+
√
Gˆmax − Lˆmax
c
+
1
2
, (50)
where c = N log(N/K)(e−1)−(e−2)cmin .
Proof. Observe that
Gˆmax(T + 1)− Lˆmax(T + 1)
≥ Gˆmax(TR−1 + 1)− Lˆmax(TR−1 + 1)
≥ gR−1 + N(1− cmin)
KγR−1
(51)
= 4R−1c− 2R−1N(1− cmin)
K
=: cz2 − N(1− cmin)
K
z,
where z = 2R−1. Clearly, (51) is increasing for z > N(1−
cmin)/(2Kc). Now, if (19) were false, then z >
N(1−cmin)
Kc +√
(Gˆmax − Lˆmax)/c > N(1− cmin)/(2Kc)would be true,
and as a consequence,
cz2 − N(1− cmin)
K
z
> c

N(1− cmin)
Kc
+
√
Gˆmax − Lˆmax
c

2
− N(1− cmin)
K
(
N(1− cmin)
Kc
+
√
Gˆmax/c
)
=
N(1− cmin)
K
√
Gˆmax − Lˆmax
c
+ Gˆmax − Lˆmax
which contradicts (51).
To prove Proposition 1, we put together the results from
Lemmas 3 and 4. Then we obtain
τA(B)∑
t=1
∑
i∈at
(ri(t)− ci(t)) ≥ max
a∈S

τA∗ (B)∑
t=1
∑
i∈a
(rˆi(t)− cˆi(t))
−2
√
(e− 1)− (e− 2)cmin
R∑
r=0
√
grN log(N/K)
)
,
as we showed in Lemma 3 that this bounds holds for any
subset of arms. Continuing the above equations, we observe
τA(B)∑
t=1
∑
i∈at
(ri(t)− ci(t))
≥ Gˆmax − Lˆmax − 2N log(N/K)
R∑
r=0
2r
≥ Gˆmax − Lˆmax + 2N log(N/K)
− 8N log(N/K)
(
N(1− cmin)
Kc
+
Gˆmax − Lˆmax
c
+
1
2
)
≥ Gˆmax − Lˆmax − 2N log N
K
− 8((e− 1)− (e − 2)cmin)N
K
(52)
− 8
√
((e − 1)− (e − 2)cmin)N log N
K
(Gˆmax − Lˆmax).
On the other hand, we have
τA(B)∑
t=1
∑
i∈at
(ri(t)− ci(t)) ≤ GExp3.1.M.B − (B −K) (53)
Simply combining (52) and (53) yields
GExp3.1.M.B
≥ B −K + Gˆmax − Lˆmax − 2N log N
K
− 8((e− 1)− (e − 2)cmin)N
K
− 8
√
((e − 1)− (e − 2)cmin)N log N
K
(Gˆmax − Lˆmax)
=: f(Gˆmax − Lˆmax). (54)
and it can be shown that f(Gˆmax − Lˆmax) is convex. Thus,
taking the expectation of (54) and utilizing Jensen’s inequal-
ity gives
E[GExp3.1.M.B] ≥ E[f(Gˆmax − Lˆmax)]
≥ f(E[Gˆmax − Lˆmax]).
Further, we notice
E[Gˆmax − Lˆmax] = E
[
max
a∈S
∑
i∈a
Gˆi − Lˆi
]
≥ max
a∈S
E
[∑
i∈a
Gˆi − Lˆi
]
= max
a∈S
∑
i∈a
τA(B)∑
t=1
(ri(t)− ci(t))
≥ Gmax − (B −K).
These results, together with the elementary fact E[Lˆmax] ≤
B, yield the claim in Proposition 1.
Proof of Theorem 3
Theorem 3. For 1 ≤ K ≤ N , the weak regret R is lower
bounded as follows:
R ≥ ε
(
B − BK
N
− 2Bc−3/2min ε
√
BK log(4/3)
N
)
, (55)
where ε ∈ (0, 1/4). Choosing ε as
ε = min
(
1
4
,
(1 −K/N)c3/2min
4
√
log(4/3)
√
N
BK
)
yields the bound
R ≥ min
(
c
3/2
min(1−K/N)2
8
√
log(4/3)
√
NB
K
,
B(1−K/N)
8
)
(56)
Proof of Lemma 5 As mentioned in the main text, we use
the auxiliary Lemma 5:
Lemma 5. Let f : {{0, 1}, {cmin, 1}}τmax → [0,M ] be
any function defined on reward and cost sequences {r, c} of
length less than or equal τmax =
B
Kcmin
. Then, for the best
action set a∗:
Ea∗ [f(r, c)] (57)
≤ Eu[f(r, c)] + Bc
−3/2
min
2
√
−Eu[Na∗ ] log(1 − 4ε2).
Proof. Let rt and ct denote the vector of rewards and costs
observed at time t, respectively. Similarly, let rt and ct de-
note all such reward and cost vectors observed up to time
t. Pu(·) or Pa∗(·) are probability measures of a random
variable with respect to the uniform assignment of costs
{cmin, 1} and rewards {0, 1} to arms or conditional on a∗
being the best subset of arms, respectively. With this nota-
tion, we have
Ea∗ [f(r, c)]− Eu[f(r, c)]
=
∑
r,c
f(r, c)(Pa∗(r, c) − Pu(r, c))
≤ B
cmin
∑
(r,c):Pa∗ (r,c)≥Pu(r,c)
(Pa∗(r, c)− Pu(r, c))
≤ B
2cmin
‖Pa∗ − Pu‖1, (58)
where ‖Pa∗−Pu‖1 =
∑
(r,c) |Pa∗(r, c)−Pu(r, c)|. Letting
Bern(p) denote a Bernoulli distribution with parameter p, we
obtain, using Pinsker’s Inequality
‖Pa∗ − Pu‖21 ≤ 2 log 2 ·KL(Pu ‖ Pa∗), (59)
the following result:
KL(Pu ‖ Pa∗)
=
⌊
B
Kcmin
⌋∑
t=1
1
(
t−1∑
τ=1
1 · cτ ≤ B − cmin
)
1
(
t∑
τ=1
1 · cτ ≤ B
)
×KL (Pu (ct, rt | ct−1, rt−1) ‖ Pa∗ (ct, rt | ct−1, rt−1))
≤
⌊
B
Kcmin
⌋∑
t=1
Pu(at 6= a∗)KL (Bern(1/2) ‖ Bern(1/2))
+ Pu(at = a
∗)KL (Bern(1/2) ‖ Bern(ε+ 1/2))
=
⌊
B
Kcmin
⌋∑
t=1
Pu(at = a
∗)
(
−1
2
log2(1− 4ε2)
)
=
1 + cmin
2cmin
Eu[Na∗ ]
(
−1
2
log2(1− 4ε2)
)
(60)
≤ 1
cmin
Eu[Na∗ ]
(
−1
2
log2(1− 4ε2)
)
, (61)
where in (61) we used cmin ≤ 1. (60) uses the expected
stopping time under uniform assignment Eu [τ(B)] =⌊
2BK−1/(cmin + 1)
⌋
to obtain
⌊
B
Kcmin
⌋∑
t=1
Pu(at = a
∗)
=
⌊
2B
K(1+cmin)
⌋∑
t=1
Pu(at = a
∗) +
⌊
B
Kcmin
⌋∑
t=
⌈
2B
K(1+cmin)
⌉
Pu(at = a
∗)
=
B/(Kcmin)
2BK−1/(1 + cmin)
Eu(Na∗) ≤ 1
cmin
Eu(Na∗).
Substituting (59) and (61) into (58) and utilizing log2(x) =
log x/ log 2 for x > 0 yields the statement in the lemma.
To finalize the proof of Theorem 3, notice that there ex-
ist
(
N
K
)
possible combinations of arms of size K . Borrow-
ing notation from (Uchiya, Nakamura, and Kudo 2010), let
C([N ],K) denote the set of all such subsets. Now, let E∗[·]
denote the expected value with respect to the uniform as-
signment of “good” arms. With this notation, observe
E∗[Gmax] =
(
1
2
+ ε
)
KE∗[τA(B)]
Ea∗ [GA] =
1
2
KEa∗ [τA(B)] + εEa∗ [Na∗ ]
E∗[GA] =
1(
N
K
) ∑
a∗∈C([N ],K)
Ea∗ [GA]
=
1
2
KE∗[τA(B)] +
ε(
N
K
) ∑
a∗∈C([N ],K)
Ea∗ [Na∗ ].
Therefore, we have
E∗[Gmax −GA]
≥ εKE∗[τA(B)]− ε(N
K
) ∑
a∗∈C([N ],K)
(Eu[Na∗ ]
+
B
2c
3/2
min
√
−Eu[Na∗ ] log(1− 4ε2)
)
≥ εKEu[τA(B)]− ε(N
K
)(N
K
)
Eu[τA(B)]
K
N
K
− ε(
N
K
) ∑
a∗∈C([N ],K)
B
2c
3/2
min
√
−Eu[Na∗ ] log(1 − 4ε2)
= εK
(
1− K
N
)
Eu[τA(B)] (62)
− εBc
−3/2
min
2
(
N
K
)
√
−
(
N
K
)(
N − 1
K − 1
)
Eu[Na∗ ] log(1− 4ε2)
≥ εB
(
1− K
N
)
− 2εB
c
3/2
min
√
BK
N
log(4/3). (63)
In (62), we used Jensen’s inequality and the fact that∑
a∗∈C([N ],K)
Eu[Na∗ ] =
(
N
K
)
Eu[τA(B)]
K
N
K
In (63), we utilized B/K ≤ Eu[τA(B)] ≤ B/(2K) and
− log(1 − 4ε2) ≤ 16 log(4/3)ε2. Finally, to prove (12), we
tune ε as follows:
ε = min
(
1
4
,
c
3/2
min
4 log(4/3)
(1−K/N)
√
N
BK
)
. (64)
Plugging (64) back into (63) completes the proof.
Proof of Theorem 4
Theorem 4. For the multiple play algorithm (1 ≤ K ≤ N )
and a fixed number of rounds T , the following bound on the
regret holds with probability at least 1− δ:
R = Gmax −GExp3.P.M
≤ 2
√
5
√
NKT log(N/K) + 8
N −K
N − 1 log
(
NT
δ
)
+ 2(1 +K2)
√
NT
N −K
N − 1 log
(
NT
δ
)
(65)
Proof of Lemma 6
Lemma 6. For 2
√
N−K
N−1 log
(
NT
δ
) ≤ α ≤ 2√NT ,
P
(
Uˆ∗ > Gmax
)
≥ P
(⋂
a⊂S
∑
i∈a
Gˆi + ασˆi >
∑
i∈a
Gi
)
≥ 1− δ, (66)
where S ⊂ S denotes an arbitrary subset of 1 ≤ K < N
unique elements from [N ]. Uˆ∗ denotes the upper confidence
bound for the optimal gain.
Proof. Since
P
(⋂
a∈S
∑
i∈a
Gˆi + ασˆi >
∑
i∈a
Gi
)
≥
P

 ⋂
i∈[N ]
Gˆi + ασˆi > Gi

 = 1− P

 ⋃
i∈[N ]
Gˆi + ασˆi ≤ Gi

 ,
it suffices to show that (using the union bound)
P

 ⋃
i∈[N ]
Gˆi + ασˆi ≤ Gi

 < N∑
i=1
P
(
Gˆi + ασˆi ≤ Gi
)
< δ.
(67)
To show this, choose an arbitrary i ∈ [N ] and define
σˆ(t+ 1) = K
√
NT +
t∑
τ=1
1
pi(τ)
√
NT
(68)
st =
αK
2σˆ(t+ 1)
≤ 1 (69)
Using the shorthand notation σˆi := σˆi(T + 1), observe
P
(
Gˆi + ασˆi ≤ Gi
)
= P
(
T∑
t=1
(ri(t)− rˆi(t)− ασˆi/2) ≥ ασˆi/2
)
≤ P
(
sT
T∑
t=1
(
ri(t)− rˆi(t)− α
2pi(t)
√
NT
)
≥ α
2K
4
)
= P
(
exp
[
sT
T∑
t=1
(
ri(t)− rˆi(t)− α
2pi(t)
√
NT
)]
≥ exp
(
α2K
4
))
= exp
(
−α
2K
4
)
E
[
sT
T∑
t=1
(
ri(t)− rˆi(t)− α
2pi(t)
√
NT
)]
.
As in Lemma 6.1 from (Auer et al. 2002), define
Zt = exp
(
st
t∑
τ=1
(
ri(τ) − rˆi(τ) − α
2pi(τ)
√
NT
))
from which it follows for t = 2, . . . , T that
Zt = exp
(
st
(
ri(t)− rˆi(t)− α
2pi(t)
√
NT
))
Z
st
st−1
t−1 .
Since
α
2pi(t)
√
NT
≥ αK
2pi(t)σˆi(t+ 1)
=
st
pi(t)
,
we obtain for t = 2, . . . , T :
Erˆi(t)[Zt]
≤ Erˆi(t)
[
exp
[
st
(
ri(t)− rˆi(t)− st
pi(t)
)]]
Z
st
st−1
t−1
≤ Erˆi(t)
[
1 + st (ri(t)− rˆi(t)) + s2t (ri(t)− rˆi(t))2
]
× exp
(
− s
2
t
pi(t)
)
Z
st
st−1
t−1
≤
(
1 +
s2t
pi(t)
)
exp
(
− s
2
t
pi(t)
)
Z
st
st−1
t−1
≤ Z
st
st−1
t−1 ≤ 1 + Zt−1.
Since Erˆi(1)[Z1] ≤ 1, it follows that Erˆi(T )[ZT ] < T .
Hence, (67) writes
N∑
i=1
P
(
Gˆi + ασˆi ≤ Gi
)
≤
N∑
i=1
exp
(
−KN −K
N − 1 log
(
NT
δ
))
T
= NT
(
δ
NT
)K(N−K)
N−1
≤ NT δ
NT
= δ. (70)
In (70), we used the fact that the minima ofK(N−K)/(N−
1) for 1 ≤ K < N are attained at K = 1 and K = N − 1
and have value 1. Since δ/(NT ) < 1, the claim follows.
Proof of Lemma 7
Lemma 7. For α ≤ 2√NT , the gain of Algorithm
Exp3.P.M is bounded below as follows:
GExp3.P.M ≥
(
1− 5
3
γ
)
Uˆ∗ − 3N
γ
log(N/K)
− 2α2 − α(1 +K2)
√
NT, (71)
where Uˆ∗ =
∑
j∈a∗ Gˆj+ασˆj denotes the upper confidence
bound of the optimal gain achieved with optimal set a∗.
Proof. From the definition of the weights in Algorithm
Exp3.P.M, observe:
Wt+1
Wt
=
∑
i∈[N ]\S˜(t)
wi(t)
Wt
exp
(
ηrˆi(t) +
αη
pi(t)
√
NT
)
+
∑
i∈S˜(t)
wi(t)
Wt
≤
∑
i∈[N ]\S˜(t)
wi(t)
Wt
[
1 + ηrˆi(t) +
αη
pi(t)
√
NT
+2η2rˆi(t)
2 +
2α2η2
pi(t)2NT
]
+
∑
i∈S˜(t)
wi(t)
Wt
(72)
= 1+
W ′t
Wt
∑
i∈[N ]\S˜(t)
pi(t)
K − γk
1− γ
[
ηrˆi(t) +
αη
pi(t)
√
NT
+2η2rˆi(t)
2 +
2α2η2
pi(t)2NT
]
(73)
≤ 1 + η
K(1− γ)
∑
i∈[N ]\S˜(t)
pi(t)rˆi(t) +
αη
K(1− γ)
√
N
T
+
2η2
K(1− γ)
∑
i∈[N ]
pi(t)rˆi(t)
2
+
2α2η2
NTK(1− γ)
∑
i∈[N ]
1
pi(t)
= 1 +
η
K(1− γ)
∑
i∈at
ri(t) +
αη
K(1− γ)
√
N
T
+
2η2
K(1− γ)
∑
i∈[N ]
rˆi(t) +
2α2η
K(1− γ)
1
T
, (74)
where we used the properties
rˆi(t) ≤ 1
pi(t)
≤ N
γK∑
i∈[N ]
pi(t)rˆi(t) =
∑
i∈[N ]
ri(t)
∑
i∈[N ]
pi(t)rˆi(t)
2 ≤
∑
i∈[N ]
rˆi(t)
in (74) and the inequality ex ≤ 1 + x + x2 valid for x ≤ 1
in (72). Summing over t = 1, . . . , T and utilizing the tele-
scoping property of the logarithm yields
log
(
WT+1
W1
)
≤ η
K(1− γ)GExp3.P.M +
2η2
K(1− γ)
T∑
t=1
∑
i∈[N ]
xˆi(t)
+
αη
√
NT
K(1− γ) +
2α2η
K(1− γ)
≤ η
K(1− γ)GExp3.P.M +
2η2
K(1− γ)
N
K
Uˆ∗+
αη
√
NT
K(1− γ) +
2α2η
K(1− γ) . (75)
On the other hand, we have
log(W1) = log
[
N exp
(
αγK2
3
√
T
N
)]
= log(N) + αKη
√
NT, (76)
log(WT+1) ≥ log
(∑
i∈a∗
wj(T + 1)
)
≥ log

K
(∏
i∈a∗
wj(T + 1)
)1/K
= log(K) +
1
K
∑
i∈a∗
log(wi(T + 1))
= log(K) +
1
K
∑
i∈a∗
[
αγK2
3
√
T
N
+
T∑
t=1
(
ηxˆi(t) +
αη
pi(t)
√
NT
)]
= log(K) +
1
K
∑
i∈a∗
(
ηGˆi + αησˆi
)
, (77)
where (76) and (77) follow from the definitions of weights
in Algorithm Exp3.P.M and (68), respectively.
Finally, to show the claim in Theorem 4, simply combine
the results from Lemma 6 and Lemma 7. Combining (75),
(76), and (77) yields
GExp3.P.M ≥
(
1− 5γ
3
)
Uˆ∗ − 2α2 − α(1 +K2)
√
NT
− 3N
γ
log(N/K).
From Lemma (6), it follows that Uˆ∗ > Gmax with probabil-
ity at least 1−δ. Together with the simple factGmax ≤ KT ,
we have that
R = Gmax −GExp3.P.M
≤ 5
3
γKT + 2α2 + α(1 +K2)
√
NT +
3N
γ
log
(
N
K
)
.
Choosing
γ = min
(
3
5
,
3√
5
√
N log(N/K)
KT
)
, (78)
α = 2
√
N −K
N − 1 log
(
NT
δ
)
(79)
yields (14), which is the bound in Theorem 4. If either
T ≥ N log(N/K)5K (to make γ ≤ 3/5 in (78)) or δ ≥
NT exp
(
−NT (N−1)N−K
)
(to make α < 2
√
NT in (79)) is not
fulfilled, then the bound holds trivially.
Proof of Theorem 5
Theorem 5. For the multiple play algorithm (1 ≤ K ≤ N )
and the budget B > 0, the following bound on the regret
holds with probability at least 1− δ:
R = Gmax −GExp3.P.M.B
≤ 2
√
3
√
NB(1− cmin)
cmin
log
N
K
+ 4
√
6
N −K
N − 1 log
(
NB
Kcminδ
)
(80)
+ 2
√
6(1 +K2)
√
N −K
N − 1
NB
Kcmin
log
(
NB
Kcminδ
)
Proof of Lemma 8
Lemma 8. For 2
√
6
√
N−K
N−1 log
NB
Kcminδ
≤ α ≤ 12
√
NB
Kcmin
,
P
(
Uˆ∗ > Gmax −B
)
≥ P
(⋂
a⊂S
∑
i∈a
Gˆi − Lˆi + ασˆi >
∑
i∈a
Gi − Li
)
≥ 1− δ,
(81)
where a ⊂ S denotes an arbitrary time-invariant subset of
1 ≤ K < N unique elements from [N ]. Uˆ∗ denotes the up-
per confidence bound for the cumulative optimal gain minus
the cumulative cost incurred after τa(B) rounds (the stop-
ping time when the budget is exhausted):
S∗ = max
a∈S
τS(B)∑
t=1
(ri(t)− ci(t))
Uˆ∗ =
∑
i∈a∗

ασˆi + τa∗ (B)∑
t=1
(rˆi(t)− cˆi(t))

 (82)
Proof. As in the proof for Lemma 6, it suffices to show that
P

 ⋃
i∈[N ]
Gˆi − Lˆi + ασˆi ≤ Gi − Li


<
N∑
i=1
P
(
Gˆi − Lˆi + ασˆi ≤ Gi − Li
)
< δ. (83)
Let σˆ(t+ 1) and st be defined as
σˆ(t+ 1) = K
√
NB
Kcmin
+
t∑
τ=1
√
Kcmin
pi(τ)
√
NB
(84)
st =
αK
12σˆ(t+ 1)
≤ 1 (85)
Now observe
P
(
Gˆi − Lˆi + ασˆi ≤ Gi − Li
)
= P

τa(B)∑
t=1
(ri(t)− ci(t)− rˆi(t) + cˆi(t)− ασˆi/2)
≥ ασˆi/2)
≤ P

sτa(B) τa(B)∑
t=1
(ri(t)− ci(t)− rˆi(t) + cˆi(t)
− α
√
Kcmin
2pi(t)
√
NB
)
≥ α
2K
24
)
= exp
(
−α
2K
24
)
E

sτa(B) τa(B)∑
t=1
(ri(t)− ci(t)
−rˆi(t) + cˆi(t)− α
√
Kcmin
2pi(t)
√
NB
)]
.
Now define Zt as follows:
Zt = exp
(
st
t∑
τ=1
(ri(τ) − ci(τ)− rˆi(τ) + cˆi(τ)
− α
√
Kcmin
2pi(τ)
√
NB
))
from which it follows that
Zt = exp (st (ri(t)− ci(t)− rˆi(t) + cˆi(t)−
α
√
Kcmin
2pi(t)
√
NB
))
Z
st
st−1
t−1 , t = 2, . . . , τS(B).
Since
α
√
Kcmin
2pi(t)
√
NB
≥ 4αK
8pi(t)σˆi(t+ 1)
=
4st
pi(t)
,
we obtain for t = 2, . . . , τS(B):
Et[Zt] ≤ Et
[
exp
[
st
(
ri(t)− rˆi(t)− 4st
pi(t)
)]]
Z
st
st−1
t−1
≤ Et [1 + st (ri(t)− ci(t)− rˆi(t) + cˆi(t))
+s2t (ri(t)− ci(t)− rˆi(t) + cˆi(t))2
]
× exp
(
− 4s
2
t
pi(t)
)
Z
st
st−1
t−1 (86)
≤
(
1 +
4s2t
pi(t)
)
exp
(
− 4s
2
t
pi(t)
)
Z
st
st−1
t−1
≤ Z
st
st−1
t−1 ≤ 1 + Zt−1 (87)
In (86), we used the following operation:
Et
[
((ri(t)− rˆi(t)) − (ci(t)− cˆi(t))2
]
= Et
[
(ri(t)− rˆi(t))2
]
+ Et
[
(ci(t)− cˆi(t))2
]
− 2Et [(ri(t)− rˆi(t))(ci(t)− cˆi(t))]
≤ Et[rˆi(t)2] + Et[cˆi(t)2]
− 2Et[ri(t)ci(t)− ri(t)cˆi(t)− ci(t)rˆi(t) + rˆi(t)cˆi(t)]
≤ 2
pi(t)
− 2
[
ri(t)ci(t)− 2ri(t)ci(t) + ri(t)ci(t)
pi(t)
]
≤ 2
pi(t)
+ 2
1
pi(t)
=
4
pi(t)
.
Since Et[Z1] ≤ 1, it follows that Eτa(B)[Zτa(B)] <
τS(B). Hence, (83) writes
N∑
i=1
P
(
Gˆi − Lˆi + ασˆi ≤ Gi − Li
)
≤
N∑
i=1
exp
(
−KN −K
N − 1 log
(
NB
Kcminδ
))
τa(B)
= Nτa(B)
(
Kcminδ
NB
)K(N−K)
N−1
≤ Nτa(B)Kcminδ
NB
≤ δ
(88)
because
τa(B)
B/(Kcmin)
≤ 1. This completes the proof.
Proof of Lemma 9
Lemma 9. For α ≤ 2
√
NB
Kcmin
, the gain of Algorithm
Exp3.P.M.B is bounded below as follows:
GExp3.P.M.B ≥
(
1− γ − 2γ
3
1− cmin
cmin
)
Uˆ∗ (89)
− 3N
γ
log
N
K
− 2α2 − α(1 +K2) BN
Kcmin
.
Proof. Using the weight update rule for Algorithm
Exp3.P.M.B, we obtain (using the same manipulations as
in the proof for Lemma 7)
Wt+1
Wt
= 1 +
η
K(1− γ)
T∑
t=1
∑
i∈at
(ri(t)− ci(t))
+
αηT
K(1− γ)
√
NKcmin
B
+
2α2ηKcminT
BK(1− γ)
+
2η2(1− cmin)
K(1− γ)
∑
i∈[N ]
T∑
t=1
(rˆi(t)− cˆi(t)), (90)
where T = max (τa∗(B), τa(B)). On the other hand, ob-
serve that
logW1 = logN + αKη
√
BN
Kcmin
(91)
and
logWT+1 ≥ logK + 1
K
∑
i∈a∗
logwj(T + 1)
≥ logK + 1
K
∑
i∈a∗
(
αηK
√
BN
Kcmin
+
T∑
t=1
(
η(rˆi(t)− cˆi(t)) + αη
√
Kcmin
pi(t)
√
NB
))
= logK +
1
K
∑
i∈a∗
(αησˆi(T + 1)
+η(Gˆi(T + 1)− Lˆi(T + 1))
)
≥ logK + 1
K
∑
i∈a∗
(αησˆi(τa∗(B) + 1)
+η(Gˆi(τa∗(B) + 1)− Lˆi(τa∗(B) + 1))
)
= logK +
η
K
Uˆ∗. (92)
Using the identity ex > 1 + x, the telescoping property of
the logarithm in equations (90), and (91) and (92) yield
log
K
N
+
η
K
Uˆ∗ − αKη
√
BN
Kcmin
≤ η
K(1− γ)
T∑
t=1
∑
i∈at
(ri(t)− ci(t))
+
αηT
K(1− γ)
√
NKcmin
B
+
2α2ηKcminT
BK(1− γ)
+
2η2(1− cmin)
K(1− γ)
∑
i∈[N ]
T∑
t=1
(rˆi(t)− cˆi(t)) (93)
From Lemma 8, we have that Uˆ∗ > Gmax −B with proba-
bility at least 1−δ. Now, manipulating the right hand side of
(93) and noticing that algorithm Exp3.P.M.B terminates
after τA(B) rounds yields
RHS ≤ η
K(1− γ) (GExp3.P.M.B − (B −Kcmax))
+
αη
K(1− γ)
√
NB
Kcmin
+
2α2η
K(1− γ)
+
2η2(1− cmin)
K(1− γ)
B/(Kcmin)∑
t=1
(rˆi(t)− cˆi(t)), (94)
where we used the fact that T = max (τa∗(B), τa(B)) ≤
B/(Kcmin). Finally, putting LHS and RHS together and uti-
lizing
∑B/(Kcmin)
t=1 (rˆi(t)− cˆi(t)) ≤ (N/K)Uˆ∗ gives
K(1− γ)
η
log
K
N
+ (1 − γ)Uˆ∗ − αK2(1− γ)
√
BN
Kcmin
≤ GExp3.P.M.B −B +K + α
√
BN
Kcmin
+ 2η(1− cmin)N
K
Uˆ∗ + 2α2,
from which (20) follows.
Finally, putting both Lemmas together, we get from
Lemma 8 that Uˆ∗ > Gmax with probability at least 1 − δ.
Also, note that Gmax = B/cmin. Combining with Lemma 9
and choosing
γ = min
((
1 +
2
3
1− cmin
cmin
)−1
, (95)
(
3N log(N/K)
(Gmax −B) (1 + 2(1− cmin)/(3cmin)) ,
)1/2)
,
α = 2
√
6
√
N −K
N − 1 log
(
NB
Kcminδ
)
(96)
yields the desired bound (16). If either B ≥
3N log(N/K) (1 + 2/3 + cmin/(1− cmin)) (to make γ ≤
3/5 in (95)) or δ ≥ NB/(Kcmin) exp
(
− 6(N−1)NB(N−K)Kcmin
)
(to
make α < 12
√
NT/(Kcmin) in (96)) is not fulfilled, then
the bound holds trivially.
