We report a measurement of the ratios of branching fractions R(D) = B(B → Dτ
We report a measurement of the ratios of branching fractions R(D) = B(B → Dτ are sensitive probes for physics beyond the Standard Model (SM). Charged Higgs bosons, which appear in supersymmetry [2] and other models with two Higgs doublets [3] , may contribute measurably to the decays due to the large masses of the τ and the b quark. Similarly, leptoquarks [4] , which carry both baryon and lepton numbers, may also contribute to this process. The ratio of branching fractions
is typically measured instead of the absolute branching fraction ofB → D ( * ) τ −ν τ to reduce common systematic uncertainties, such as those on the detection efficiency, the magnitude of the quark-mixing matrix element |V cb |, and the semileptonic decay form factors. Hereafter,B → D ( * ) τ −ν τ andB → D ( * ) −ν will be referred to as the signal and normalization modes, respectively. The SM calculations for these ratios, performed by several groups [5] [6] [7] [8] , are averaged [9] to obtain R(D) = 0.299 ± 0.003 and R(D * ) = 0.258 ± 0.005. Semitauonic B decays were first observed by Belle [10] , with subsequent studies reported by Belle [11] [12] [13] [14] , BaBar [15] , and LHCb [16, 17] . The average values of the experimental results are R(D) = 0.407 ± 0.039 ± 0.024 and R(D * ) = 0.306 ± 0.013 ± 0.007 [9] , where the first uncertainty is statistical and the second is systematic. These values exceed SM predictions by 2.1σ and 3.0σ, respectively. Here, σ denotes the standard deviation. A combined analysis of R(D) and R(D * ) taking correlations into account, finds that the deviation from the SM prediction is approximately 3.8σ [9] .
So far, simultaneous measurements of R(D) and R(D * ) at the "B factory" experiments Belle and BaBar have been performed using hadronic tagging methods and both B 0 and B + decays [12, 15] , while only R(D * + ) was measured with a semileptonic tag [13] . In this paper, we report the first measurement of R(D) using the semileptonic tagging method, and update our earlier measurement of R(D * ) by combining results of B 0 and B + decays using a more efficient tag reconstruction algorithm.
II. DETECTOR AND MC SIMULATION
We use the full Υ(4S) data sample containing 772×10
6
BB events recorded with the Belle detector [18] at the KEKB e + e − collider [19] . Belle is a general-purpose magnetic spectrometer, which consists of a silicon vertex detector (SVD), a 50-layer central drift chamber (CDC), an array of aerogel threshold Cherenkov counters (ACC), time-of-flight scintillation counters (TOF), and an electromagnetic calorimeter (ECL) comprising CsI(Tl) crystals. These components are located inside a superconducting solenoid coil that provides a 1.5 T magnetic field. An iron flux-return yoke located outside the coil is instrumented to detect K 0 L mesons and muons (KLM). The detector is described in detail elsewhere [18] .
To determine the reconstruction efficiency and probability density functions (PDFs) for signal, normalization, and background modes, we use Monte Carlo (MC) simulated events, generated with the EvtGen event generator [20] , and having the detector response simulated with the GEANT3 package [21] .
The B → D ( * ) ν decays are generated with the HQET2 EvtGen package, based on the CLN parametrization [22] . As parameters of the model have been updated since our MC generation, we apply an event-by-event correction factor obtained by taking the ratio of the momentum transfer q 2 and lepton momentum p * in the centreof-mass frame of the B meson distributions of the new and old model. On the other hand, MC samples for the B → D * * ν decays are generated with the ISGW2 EvtGen package, based on the quark model described in Ref. [23] . This model has been superseded by the LLSW model [24] ; thus we weight events with a correction factor based on the ratio of the analytic predictions of LLSW and MC distributions generated with ISGW2. Here, D * * denotes the orbitally excited states D 1 , D * 2 , D 1 , and D * 0 . We consider D * * decays to a D ( * ) and a pion, a ρ or an η meson, or a pair of pions, where branching fractions are based on quantum number, phase-space, and isospin arguments. The sample sizes of the generic Υ(4S) → BB and B → D * * ν processes correspond to about 10 times and 5 times the integrated luminosity of the Υ(4S) data sample, respectively.
III. EVENT RECONSTRUCTION AND SELECTION
The B tag is reconstructed using a hierarchical algorithm based on "Fast" boosted decision trees (BDT) [25] in the D ν and D * ν channels, where = e, µ. We select well-reconstructed B tag candidates by requiring their classifier output to be larger than 10 −1.5 . We veto B → D * τ (→ νν)ν events on the tag side by applying a selection on cos θ B,D ( * ) . This variable represents the cosine of the angle between the momentum of the B meson and the D ( * ) system in the Υ(4S) rest frame, under the assumption that only one massless particle is not reconstructed:
where E beam is the beam energy, and E D * , p D * , and m D * are the energy, momentum, and mass, respectively, of the D * system. The quantity m B is the nominal B meson mass [26] , and p B is the B meson momentum. All quantities are evaluated in the Υ(4S) rest frame.
Correctly reconstructed B candidates in the normalization mode are expected to have a value of cos θ B,D ( * ) between −1 and +1. Similarly, correctly reconstructed and misreconstructed B candidates in the signal mode tend to have cos θ B,D ( * ) values more negative than this range due to additional missing particles. We account for detector resolution effects and apply the requirement −2.0 < cos θ B,D ( * ) < 1.0 for the B tag .
In each event with a selected B tag candidate, we search for the signature D ( * ) among the remaining tracks and calorimeter clusters. We define four disjoint data samples, denoted D + − , D 0 − , D * + − , and D * 0 − . Charged particle tracks are reconstructed with the SVD and CDC by requiring a point of closest approach to the interaction point smaller than 5.0 (2.0) cm along (transverse to) the z axis. Here, the z axis is opposite the e + beam direction. These requirement do not apply to pions daughters from K 0 S decays. Electrons are identified by a combination of the specific ionization (dE/dx) in the CDC, the ratio of the cluster energy in the ECL to the track momentum measured with the CDC, the response of the ACC, the cluster shape in the ECL, and the match between positions of the cluster and the track at the ECL. To recover bremsstrahlung photons from electrons, we add the four-momentum of each photon detected within 0.05 rad of the original track direction to the electron momentum. Muons are identified by the track penetration depth and hit distribution in the KLM. Charged kaons are identified by combining information from the dE/dx measured in the CDC, the flight time measured with the TOF, and the response of the ACC. We do not apply any particle identification criteria for charged pions.
Candidate K 0 S mesons are formed by combining two oppositely charged tracks with pion mass hypotheses. We require their invariant mass to lie within ±15 MeV/c 2 of the nominal K 0 mass [26] , which corresponds to approximately 7 times the reconstructed mass resolution. Further selection is performed with an algorithm based on a NeuroBayes neural network [27] .
Photons are measured as an electromagnetic cluster in the ECL with no associated charged track. Neutral pions are reconstructed in the π 0 → γγ channel, and their energy resolution is improved by performing a massconstrained fit of the two photon candidates to the nominal π 0 mass [26] . For neutral pions from D decays, we require the daughter photon energies to be greater than 50 MeV, the cosine of the angle between two photons to be greater than zero, and the γγ invariant mass to be within [−15, +10] MeV/c 2 of the nominal π 0 mass, which corresponds to approximately ±1.8 times the resolution. Low energy π 0 candidates from D * are reconstructed using looser energy requirements: one photon must have an energy of at least 50 MeV, while the other must have a minimum energy of 20 MeV. We also require a narrower window around the diphoton invariant mass to compensate for the lower photon-energy requirement: within 10 MeV/c 2 of the nominal π 0 mass, which corresponds to approximately ±1.6 times the resolution.
Neutral D mesons are reconstructed in the following decay modes: .0 times the resolution, respectively. We require a tighter mass window in the D * modes containing lowmomentum ("slow") π 0 to suppress a large background arising from misreconstructed neutral pions.
In each event we require that there be two B candidates of opposite in flavor. While it is possible for signal events to have the same flavor due to BB mixing, we do not allow such events as they lead to ambiguous D * pair assignment and hence to a larger combinatorial background.
On the signal side, we require cos θ B,D ( * ) to be less than 1.0 and the D ( * ) momentum in the Υ(4S) rest frame to be less than 2.0 GeV/c. Finally, we require that events contain no extra charged tracks, K 
IV. SIGNAL EXTRACTION
To distinguish signal and normalization events from background processes, we use the sum of the energies of neutral clusters detected in the ECL that are not associated with reconstructed particles, denoted as E ECL . To mitigate the effects of photons related to beam background, for the E ECL calculation we include only clusters with energies greater than 50, 100, and 150 MeV, respectively, from the barrel, forward, and backward calorimeter regions [18] . Signal and normalization events peak near zero in E ECL , while background events populate a wider range as shown in Figure 1 . We require that E ECL be less than 1.2 GeV.
To separate reconstructed signal and normalization events, we employ a BDT based on the XGBoost package [28] . The input variables to the BDT are cos θ B,D ( * ) ; the approximate missing mass squared m
where (E i , p i ) is the four-momentum of particle i. The BDT classifier is trained for each of the four D ( * ) samples using MC events of signal and normalization modes. We do not apply any selection on the BDT classifier output, denoted as class; instead we use it as one of the fitting variables for the extraction of R(D ( * ) ). We extract the yields of signal and normalization modes from a two-dimensional (2D) extended maximumlikelihood fit to the variables class and E ECL . The fit is performed simultaneously to the four D ( * ) samples. The distribution of each sample is described as the sum of several components:
, and other backgrounds. The PDFs of these components are determined from MC simulations. A large fraction of B → D * ν decays for both B 0 and B + is reconstructed in the D samples (feeddown). We leave these two contributions free in the fit and use their fitted yields to estimate the feed-down rate of B → D * τ ν decays. As the probability of B → D( /τ )ν decays contributing to the D * samples is small, the rate of this contribution is fixed to its expected value.
The free parameters in the final fit are the yields of signal, normalization, B → D * * ν and feed-down from D * to D components. The yield of fake D ( * ) events is fixed to the value estimated from the ∆M sidebands. The yields of other backgrounds are fixed to their MC expected values. The ratios R(D ( * ) ) are given by the formula:
where ε sig(norm) and N sig(norm) are the detection efficiency and yields of signal (normalization) modes and B(τ − → −ν ν τ ) is the average of the world averages for = e and = µ. To improve the accuracy of the MC simulation, we apply a series of correction factors determined from control sample measurements. The lepton identification efficiencies are separately corrected for electrons and muons to account for differences between data and simulations in the detector responses. Correction factors for these efficiencies are evaluated as a functions of the lepton momentum and direction using e + e − → e + e − + − and J/ψ → + − decays. We reweight events to account for differing yields of misreconstructed D ( * ) between data and MC simulations. The calibration factor for the fake charm correction is provided by the ratio of 2D histograms of class vs. E ECL for the ∆M sideband of data and MC events. In order to correct for the difference in B tag reconstruction efficiencies between data and MC simulations, we build PDFs of correctly reconstructed and misreconstructed B tag candidates using MC samples, and perform a fit to data. The ratios between the measured and expected yields provide the B tag calibration factors. To validate the fit procedure, we perform fits to multiple subsets of the available MC samples. We do not find any bias with the evaluation of the statistical uncertainties.
V. SYSTEMATIC UNCERTAINTIES
To estimate various systematic uncertainties contributing to R(D ( * ) ), we vary each fixed parameter 500 times, sampling from a Gaussian distribution built using the parameter's value and uncertainty. Then we repeat the fit and estimate the associated systematic uncertainty from the standard deviation of the resulting distribution. The systematic uncertainties are summarized in Table I .
In Table I the label "D * * composition" refers to the uncertainty introduced by the branching fractions of the B → D * * ν channels and the decays of the D * * mesons, which are not well known and hence contribute significantly to the total PDF uncertainty due to B → D * * ν decays. The uncertainties on the branching fraction of B → D * * ν are assumed to be ±6% for D 1 , ±10% for D * 2 , ±83% for D 1 , and ±100% for D * 0 , while the uncertainties on each of the D * * decay branching fractions are conservatively assumed to be ±100%.
The efficiency factors for the fake D ( * ) and B tag reconstruction are calibrated using collision data. The uncertainties on these factors is affected by the size of the samples used in the calibration. We vary the factors within their errors and extract associated systematic uncertainties.
The reconstruction efficiency of feed-down events, together with the efficiency ratio of signal to normalization events, are varied within their uncertainties, which are limited by the size of MC samples.
The effect of the lepton efficiency and fake rate, as well as that due to the slow pion efficiency, do not cancel out in the R(D ( * ) ) ratios. This is due to the different momentum spectra of leptons and charm mesons in the normalization and signal modes. The uncertainties introduced by these factors are included in the total systematic uncertainty.
A large systematic uncertainty arises from the limited size of MC samples. To estimate it, we recalculate PDFs for signal, normalization, fake D ( * ) events, B → D * * ν , feed-down, and other backgrounds by generating toy MC samples from the nominal PDFs according to a Poisson statistics, and then repeat the fit with the new PDFs. We include minor systematic contributions from other sources: one related to the parameters that are used for reweighting the semileptonic B decays from the ISGW to LLSW model; and the others from the integrated luminosity and the branching fractions of B → D ( * ) ν, D, D * and τ − → −ν ν τ decays [26] . The total systematic uncertainty is estimated by summing the aforementioned contributions in quadrature.
VI. RESULTS
Our results are:
where the first uncertainties are statistical, and the second are systematic. The same ordering of uncertainties holds for all following results. The statistical correlation between the quoted R(D) and R(D * ) values is −0.53, while the systematic correlation is −0.52. The dataset used in this measurement includes the one used for the previous R(D * + ) result from Belle [13] , which is consistent with this measurement. Being statistically correlated, the earlier measurement should not be averaged with this one, which combines R(D * + ) and R(D * 0 ). A breakdown of electron and muon channels yields R(D) = 0.281 ± 0.042 ± 0.017, R(D * ) = 0.304 ± 0.022 ± 0.016 for the first case, and R(D) = 0.373±0.068±0.030, R(D * ) = 0.245 ± 0.035 ± 0.020 for the second case. All fitted yields are listed in Table II . The E ECL and class projections of the fit are shown in Figures 2, 3, 4 
In summary, we have measured the ratios R(
, where denotes an electron or a muon, based on a semileptonic tagging method using a data sample containing 772 × 10 6 BB events collected with the Belle detector. The results are R(D) = 0.307 ± 0.037 ± 0.016 (6) R(D * ) = 0.283 ± 0.018 ± 0.014,
which are in agreement with the SM predictions within 0.2σ and 1.1σ, respectively. The combined result agrees with the SM predictions within 1.2σ. This work constitutes the most precise measurements of R(D) and R(D * ) performed to date. Furthermore, this is the first result for R(D) based on a semileptonic tagging method. [12, 14] . The latter results are combined with this measurement to provide the preliminary Belle combination, also shown in the plot. The yellow band and the blue and green ellipses are 1σ contours, while red ellipses provide averaged results up to 3σ contours. The SM expectations have values R(D)SM = 0.299±0.003 and R(D * )SM = 0.258±0.005 [9] .
