Abstract. We study a family of transcendental entire functions of genus zero, for which all of the zeros lie within a closed sector strictly smaller than a half-plane. In general these functions lie outside the Eremenko-Lyubich class. We show that for functions in this family the fast escaping set has Hausdorff dimension equal to two.
Introduction
Suppose that f : C → C is a transcendental entire function. The Fatou set F (f ) is defined as the set of points z ∈ C such that (f n ) n∈N is a normal family in a neighbourhood of z. Since F (f ) is open, it consists of at most countably many connected components which are called Fatou components. The Julia set J(f ) is the complement in C of F (f ). An introduction to the properties of these sets was given in [3] .
For a general transcendental entire function the escaping set I(f ) = {z : f n (z) → ∞ as n → ∞} was studied in [6] . The set I(f ) now plays a key role in the study of complex dynamics, particularly with regard to the major open question, first asked in [6] , of whether I(f ) necessarily has no bounded components. This question is known as Eremenko's conjecture. The fast escaping set, A(f ) ⊂ I(f ), was introduced in [4] , and was defined in [12] by A(f ) = {z : there exists ∈ N such that |f n+ (z)| ≥ M n (R, f ), for n ∈ N}.
Their principle result is as follows. For E ⊂ C, we let dim H E denote the Hausdorff dimension of E, and refer to [8] for a definition of Hausdorff dimension.
Theorem 1.1. Suppose that f is a transcendental entire function and that there exist A, B, C, r 1 > 1 such that (1.1) A log M (r, f ) ≤ log M (Cr, f ) ≤ B log M (r, f ), for r ≥ r 1 .
Then dim H J(f ) ∩ I(f ) = 2.
The techniques used to prove Theorem 1.1 are very different to those used in earlier papers on dimension. Roughly speaking, the key idea is to construct a set in which the logarithmic derivative is large, and approximately constant in certain small discs. Bergweiler and Karpińska showed that the existence of this set follows from (1.1), which imposes a very strong regularity condition on the growth of the function.
The aim of this paper is to show that there is a large family of functions, which need not satisfy this regularity condition, for which a set with somewhat similar properties may be constructed. We then show that for functions in this family the fast escaping set has Hausdorff dimension equal to 2.
In particular, we study a family of transcendental entire functions of genus zero, for which all of the zeros lie within a closed sector strictly smaller than a halfplane; we refer to [2, p.196] for the definition of genus. In general these functions lie outside the class B.
Our main result is as follows. Here, and throughout the paper, we denote by arg(z) the principle argument of z, for z = 0; in other words arg(z) ∈ (−π, π]. 1 + z a n , where c = 0, q ∈ {0, 1, · · · }, and 0 < |a 1 | ≤ |a 2 | ≤ · · · .
Suppose that there exist positive constants θ 1 and θ 2 , such that 0 ≤ θ 2 − θ 1 < π, and also N 0 ∈ N such that
Suppose also that f has no multiply connected Fatou components. Then,
Functions for which (1.1) is satisfied have no multiply connected Fatou components [5, Theorem 4.5] . It is well-known that there are functions of the form (1.2), such that (1.3) is satisfied and which have a multiply connected Fatou component. However, if U is a multiply connected Fatou component of f , then U ⊂ A(f ); see [11, Theorem 2] and [12, Theorem 4.4] . We deduce the following corollary of Theorem 1.2. Corollary 1.1. Suppose that f is a transcendental entire function of the form (1.2), such that (1.3) is satisfied. Then dim H A(f ) = 2.
Remark 1. An example of a transcendental entire function, f , of the form (1.2), such that (1.3) is satisfied, A(f ) ∩ F (f ) = ∅ and f has no multiply connected Fatou components was given in [14] . This function is outside the class B.
Remark 2. If f ∈ B, then f does not have a multiply connected Fatou component [7, Proposition 3] . It follows that if f ∈ B is of the form (1.2), and such that (1.3) is satisfied, then dim H J(f ) ∩ A(f ) = 2. An example of such a function [1, p.75 
Remark 3. Rippon and Stallard [13] also studied a family of functions of genus zero. In particular, they studied the dynamics of transcendental entire functions of the form
, where c ∈ R\{0}, q ∈ {0, 1, · · · }, and 0 < α 1 ≤ α 2 ≤ · · · .
It follows from Theorem 1.2, together with results in [13] , that if f is a function of this form, which also satisfies an additional condition on the minimum modulus of f , then J(f ) and J(f ) ∩ I(f ) are spiders' webs of Hausdorff dimension 2; we refer to [13] for background and definitions.
The structure of this paper is as follows. First, in Section 2, we give a number of definitions which are used throughout the paper. In Section 3, we give a sequence of three new lemmas which are required for the proof of Theorem 1.2. In Section 4 we give the proof of Theorem 1.2. Finally, we prove the three new lemmas in Sections 5, 6 and 7 respectively.
Definitions and assumptions
In this section we give a number of definitions and assumptions used in the proof of Theorem 1.2, which should be taken to be in place throughout the paper.
First, composing with a rotation if necessary, we may assume that θ 2 ≥ 0 and that θ 1 = −θ 2 . With these assumptions, we observe that θ 2 < π/2, and that it follows from (1.3) that
We choose values of ψ and ψ such that θ 2 < ψ < ψ < π/2, and set σ = cos ψ . We define a function
Since it is well-known that
we may choose r 0 > 0 sufficiently large that
We next define a number of sets. First, define, for r > 0,
and T (r) = {z : | arg(z)| ≤ (ψ − θ 2 ), r ≤ |z| ≤ 2r}. As in [5] , we define domains (2.5)
For each a such that f (a) > 0, and for κ ∈ {1, 2, 3}, we also define a domain
and a compact subset of Ω κ (a)
We use the notation for a disc B(a, r) = {z : |z − a| < r}, for r > 0.
3. Lemmas required for the proof of Theorem 1.2
In this section we give three preliminary lemmas required for the proof of Theorem 1.2. These are proved in later sections. For ease of comparison we have, where possible, maintained a consistent terminology with that in [5] .
We first show that, provided that r > 0 is sufficiently large, we have very good control on the size of the modulus of f , and its logarithmic derivative, in T (r).
Lemma 3.1. Suppose that f is a transcendental entire function of the form (1.2), such that (1.3) is satisfied, that r 0 is as defined prior to (2.4), and that µ is the function defined in (2.2). Then there exists r 1 ≥ r 0 such that;
The proof of this lemma is given in Section 5. We note in these equations a significant difference between the properties our family of functions and the properties of the family considered in [5] . In [5] , a set is constructed in which |f (z)| is greater than a fixed power of |z|, and |zf (z)/f (z)| is comparable to log M (|z|, f ).
We next show that, for large values of r > 0, we have that T (r) contains a large number of compact sets each of which is mapped univalently by f onto some T (r ), where r is large compared to r; these are the sets V q,r in the statement of the following lemma. Preimages of these sets V q,r are subsequently used to construct a set which lies in A(f ) and has Hausdorff dimension 2.
If U ⊂ C is measurable, then we denote the Lebesgue measure of U by area(U ). Note that, in the statement of the following lemma, the real valued function t(r) is defined in (6.1) below, and may be taken to be small compared to r, and the real valued function m(r) is defined in (6.3) below, and may be taken to be large. Lemma 3.2. Suppose that f is a transcendental entire function of the form (1.2), such that (1.3) is satisfied, and that r 1 is as defined in the statement of Lemma 3.1. Then there exist constants c 2 > 0 and r 2 ≥ r 1 with the following property. For all r ≥ r 2 , there exist points b q,r , domains U q,r , and connected compact sets V q,r , such that the following all hold, for 1 ≤ q ≤ m(r).
(i) The discs B(b q,r , t(r)) are pairwise disjoint.
(iv) The function f is bounded away from zero in U q,r . Moreover, there is a branch of the logarithm and some κ ∈ {1, 2, 3} such that: (a) U q,r is mapped bijectively by log f onto Ω κ (b q,r );
The various sets and points constructed in this lemma are illustrated in Figure 1 . The proof of this lemma is given in Section 6. r 2r
t(r) Figure 1 . Sets and points constructed in Lemma 3.2. The domain U q,r is shown lightly shaded, and the compact set V q,r is shown shaded darkly. In this case, to make the sets easy to identify, we have assumed that m(r) = 1.
We use a well-known construction of McMullen in order to estimate the Hausdorff dimension of J(f ) ∩ A(f ). For each n ∈ N, suppose that E n is a finite collection of pairwise disjoint compact subsets of C such that the following both hold:
Our final lemma is as follows. Here, for measurable sets U and V , we define
Lemma 3.3. Suppose that f is a transcendental entire function of the form (1.2), such that (1.3) is satisfied, that r 2 is as defined in the statement of Lemma 3.2 and that µ is the function defined in (2.2). Then there exists a sequence of finite collections of pairwise disjoint compact sets, (E n ) n∈N , which satisfies conditions (i) and (ii) above, and, with E and (E n ) n∈N as defined in (3.5), such that
In addition there exist a constant c 3 > 0 and a sequence of positive real numbers (d n ) n∈N , with d n → 0 as n → ∞, such that if n ∈ N and F ∈ E n , then
and
We prove this lemma in Section 7.
Proof of Theorem 1.2
To prove Theorem 1.2, we require the following three lemmas. The first is a key result of McMullen [10, Proposition 2.2].
Lemma 4.1. Suppose that there exists a sequence of finite collections of pairwise disjoint compact sets, (E n ) n∈N , which satisfies conditions (i) and (ii) above, and let E and (E n ) n∈N be as defined in (3.5) . Suppose also that (∆ n ) n∈N and (d n ) n∈N are sequences of positive real numbers, with d n → 0 as n → ∞, such that for each n ∈ N and for each F ∈ E n , we have
The second, which is a version of [12, Theorem 2.7] , gives an alternative characterisation of A(f ). Lemma 4.2. Suppose that f is a transcendental entire function and that R > 0 is such that µ(r) > r, for r ≥ R, where µ is the function defined in (2.2). Then
The third lemma is [15, Theorem 3.1].
Lemma 4.3. Suppose that f is a transcendental entire function and that z ∈ I(f ). Set z n = f n (z), for n ∈ N. Suppose that there exist λ > 1 and N ≥ 0 such that
Then either z is in a multiply connected Fatou component of f , or z ∈ J(f ).
Now we prove Theorem 1.2. Let E be the set defined in the statement of Lemma 3.3. It follows at once from Lemma 3.3 and Lemma 4.1 that dim H E = 2.
We next show that E ⊂ A(f ). We note that it follows from (3.1) and (3.6) that
The fact that E ⊂ A(f ) follows from (2.4) and (4.2), by Lemma 4.2.
It remains to show that either f has a multiply connected Fatou component, or E ⊂ J(f ). It follows from (2.3) and (3.4) that there exists R > 0 such that
log M (r, f ) log r ≥ 2, for z ∈ T (r), r ≥ R .
Suppose that z ∈ E. Since z ∈ A(f ), there exists N ∈ N such that |f n (z)| ≥ R , for n ≥ N . Hence, by (3.6) and (4.3), equation (4.1) holds with λ = 2. We deduce from Lemma 4.3 that either z ∈ J(f ), or z is in a multiply connected Fatou component of f . This completes the proof of the theorem.
Proof of Lemma 3.1
Recalling that 0 < ψ < π/2 and σ = cos ψ , we observe that, in general,
We choose
sufficiently large that M (r 1 , f ) > 1 and
We put one additional lower bound on the size of r 1 ; this is after equation (5.10). It follows from (5.1), with ζ = z + a n , that
Re(z + a n ) , for z ∈ S(r 1 ), n ∈ N.
We first prove (3.1). Let z ∈ S(r 1 ), and suppose that w is such that |w| = σ|z| and M (σ|z|, f ) = |f (w)|. Then 1 + w a n .
We claim that (5.4) 1 + w a n ≤ 1 + z a n , for n ∈ N.
First suppose that 1 ≤ n < N 0 . Since |z| ≥ r 1 , we have that
Hence, as required, 1 + w a n ≤ w a n + 1 ≤ z a n − 1 ≤ 1 + z a n .
On the other hand, suppose that n ≥ N 0 . It follows, by (5.1) with ζ = z an , that 1 + w a n ≤ 1 + w a n = 1 + σ z a n ≤ 1 + Re z a n ≤ 1 + z a n .
This completes the proof of (5.4), and (3.1) follows from (5.3) and (5.4). Next we prove (3.2). Suppose that r ≥ r 1 , and that z, w ∈ T (r). Now
Re 1 z + a n .
It follows from (5.1), with ζ = z, that
Also, it follows from (5.2) that Re 1 z + a n ≥ σ 2 |z| + Re(a n ) ≥ σ 2 2r + Re(a n ) , for n ∈ N.
We deduce that
We also have, by (5.1) with ζ = 1/(w + a n ), that
Re 1 w + a n . Now, by (5.1) with ζ = w,
It follows that
. Equation (3.2) follows from (5.5) and (5.6). Next we prove (3.3). Suppose that r ≥ r 1 . It follows from (5.2), with z = r, that
Suppose that w is such that |w| = r and M (r, f ) = |f (w)|. Then
Let N 1 ∈ N be such that |a n | ≥ 1, for n ≥ N 1 . We claim that (5.9) r r + |a n | ≥ 1 4 log (1 + r/|a n |) log r , for n ≥ N 1 .
To prove this claim, suppose that n ≥ N 1 . We consider first the case that 2|a n | < r. In this case r log r r
This completes the proof of the claim in this case. We consider next the case that 2|a n | ≥ r. It is readily seen by differentiation that the function
is decreasing. We deduce that log r ≥ log r 1 ≥ 3 2 log 3 ≥ (1 + x) log 1 + 1
It follows that log r ≥ 1 + |a n | r log 1 + r |a n | .
This completes the proof of our claim (5.9). By (5.9), we deduce from (5.7) and (5.8) that
The first term on the right-hand side of (5.10) tends to infinity, as r tends to infinity; however, the other terms are bounded. Hence, for a sufficiently large choice of r 1 , this is sufficient to establish (3.3).
Finally (3.4) follows from (3.2) with w = r, and from (3.3).
Proof of Lemma 3.2
We use the following version of the Ahlfors five islands theorem; see, for example, [9, Theorem 6.2]. then there exists κ ∈ {1, 2, 3} such that B(a, r) has a subdomain which is mapped bijectively onto D κ .
To prove Lemma 3.2 we first fix a value of ν > 0 such that the conclusion of Lemma 6.1 is satisfied for the domains defined in (2.5).
Since, by (3.3), f (r) = 0, for r ≥ r 1 , we may define a function
We observe by (3.3) that
It follows from (2.3) and (6.2) that we may assume that t(r) is small compared to r, provided that r is sufficiently large. We deduce that there exist r 2 ≥ r 1 and c 1 > 0 such that if r ≥ r 2 , then T (r) contains at least
disjoint discs of radius 3t(r). We may assume that m(r) is large, for r ≥ r 2 . Suppose that r ≥ r 2 . We choose a sequence of points (β q,r ), for 1 ≤ q ≤ m(r), such that the discs B(β q,r , 3t(r)) are pairwise disjoint, and such that B(β q,r , 3t(r)) ⊂ T (r), for 1 ≤ q ≤ m(r).
Choose one of the points (β q,r ), which we denote by β. We also write t for t(r). We construct a point b, a domain U , and a compact set V such that, with b q,r = b, U q,r = U and V q,r = V , the conclusions of the lemma are satisfied.
First we note that f (z) = 0, for z ∈ B(β, 3t), by (3.1), and so we may define a branch of log f in this disc.
Let h β : B(β, t) → C be defined by h β (z) = log f (z) − log f (β). We have h β (β) = 0. Hence, by (3.2) with z = β and w = r, by (6.1), and since |β| ≤ 2r,
Hence, by Lemma 6.1, there is a subdomain of B(β, t) which is mapped bijectively by h β onto P κ , for some κ ∈ {1, 2, 3}, where P κ is as defined in (2.5). In particular, there exists b ∈ B(β, t) such that f (b) > 0.
We next let h b :
. We have h b (b) = 0 and so, as above,
Applying Lemma 6.1 a second time, there is a subdomain U of B(b, t) which is mapped bijectively by h b onto P κ , for some κ ∈ {1, 2, 3}. It follows that log f maps U bijectively onto Ω κ (b). Let V be the subset of U mapped bijectively by log f onto Q κ (b). It follows that V is mapped bijectively by f onto T (f (b)). This establishes part (iv) of the lemma.
We note that parts (i) and (ii) of the lemma are immediate, and the set inclusions in part (iii) of the lemma hold by construction.
Finally, we need to estimate the area of V . Since Q κ (b) = log f (V ), we deduce by (3.2) with z replaced by r, by (6.1), and since |w| ≥ r, that
Hence area(V ) ≥ c 2 t 2 , where
Proof of Lemma 3.3
In this section we construct the sequence of finite collections of sets (E n ) n∈N to which Lemma 4.1 is applied. Our construction is very similar to that of Bergweiler and Karpińska in [5] . The main difference, apart from minor changes in notation, is that their construction is within a whole annulus whereas ours is within a closed sector of an annulus T (r), for r ≥ r 2 ; this makes some parts of our construction slightly easier.
We require the following [5, Lemma 4.1].
Lemma 7.1. Suppose that Ω is a domain, and that Q ⊂ Ω is compact. Then there exists C = C(Ω, Q) > 0 such that if g is analytic and univalent in Ω, then
In particular, recalling the definitions given in (2.6) and (2.7), we deduce the following.
Lemma 7.2. There exists C > 0 such that if κ ∈ {1, 2, 3}, a is such that f (a) > 0 and g is analytic and univalent in Ω κ (a), then
Proof. This follows from Lemma 7.1, since the sets Ω κ (a) and Q κ (a) are all translations of fixed sets.
We also, for convenience, use the following version of the Koebe distortion theorem; see, for example, [5, Lemma 4.2] Lemma 7.3. Suppose that r > 0 and that g is analytic and univalent in the disc B(a, r). Then
We require one other result.
Lemma 7.4. Suppose that f is a transcendental entire function. Then there exists
Proof. This result follows immediately from the fact noted in [4, Equation (6) ] that, for sufficiently large values of R,
We now prove Lemma 3.3. We first recall the various sets and points constructed in the proof of Lemma 3.2, in particular, for r ≥ r 2 , the points b q,r , domains U q,r and connected compact sets V q,r , for 1 ≤ q ≤ m(r).
It is well-known (see, for example, [12] ) that if k > 1, then
It follows that we may choose R 1 ≥ R 0 , where R 0 is as defined in the statement of Lemma 7.4, sufficiently large that
Choose ρ 0 > 0 sufficiently large that σ 2 ρ 0 ≥ max{r 2 , R 1 }. We claim that
The right-hand inequality of (7.2) is obvious. The left-hand inequality of (7.2) is obtained by induction. It is clearly true for k = 1, and when k = n + 1 we have
by (2.4) and (7.1).
We claim that we may define collections of compact sets (E n ) n∈{0,1,...} such that if F ∈ E n+1 , then the following hold.
• The function f n+1 : F → T (ρ n+1,F ), for some ρ n+1,F > ρ 0 , is a bijection.
• The sequence (E n ) n∈N has the properties (i) and (ii) discussed before the statement of Lemma 4.1.
We establish this claim inductively. First we note that if n = 0, then the claim follows straightforwardly from Lemma 3.2. Suppose then that n ∈ N and that G ∈ E n . For simplicity we write ρ for ρ n,G . See Figure 2 for a simple picture of the sets used in this proof. Since, by assumption, f n : G → T (ρ) is a bijection, we may let h be the branch of the inverse of f n which maps T (ρ) to G. We then set E n+1 (G) = {h(V q,ρ ) : 1 ≤ q ≤ m(ρ)}.
Finally we set
The claimed properties now follow by construction, and by Lemma 3.2. Note that (3.6) also follows from the construction.
Fix F ∈ E n , for some n ∈ N, and set ρ = ρ n,F for simplicity. We need to establish (3.7), which concerns densities of sets, and (3.8) and (3.9), which concern the diameters of sets.
First we prove (3.7). We deduce from Lemma 3.2 that T (ρ) = exp W , where W = Q κ (a) for some κ ∈ {1, 2, 3} and some a such that f (a) = ρ. Moreover, the function log f n : F → W is a bijection, and the inverse branch of log f n , h : W → F , extends to Ω κ (a).
Suppose that 1 ≤ q ≤ m(ρ). Let W q ⊂ W be such that exp W q = V q,ρ . Since |z| ≤ 2ρ, for z ∈ V q,ρ , we deduce that area(W q ) = T(ρ) Figure 2 . f n (G) = T (ρ), where G ∈ E n , containing m(ρ) balls of radius t(ρ), each of which contains one of the V q,ρ , shown shaded. Note that, by construction, each ball is a distance of at least t(ρ) from the boundary of T (ρ). The preimages under f n of the V q,ρ make up the sets E n+1 (G). where C is the constant in Lemma 7.2. This completes the proof of (3.7), with
Finally we prove (3.8) and (3.9). We may assume that n ≥ 2. Suppose that F m ∈ E m is such that F ⊂ F m , for 0 ≤ m < n. For simplicity we write ρ m for ρ m,Fm .
It follows from Lemma 3.2 that f n−1 maps F n−1 bijectively to T (ρ n−1 ), and that f n−1 (F ) = V q,ρn−1 ⊂ B(b q , t(ρ n−1 )) ⊂ B(b q , 2t(ρ n−1 )) ⊂ T (ρ n−1 ), for some q ∈ {1, · · · , m(ρ n−1 )}.
