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Abstract
This thesis investigates the problem of joint localization and target tracking of dynamic phenomena
using multi-agent networks. A multi-agent network is a set of possible heterogeneous dynamical
systems (agents) that are linked through a communication network. This includes Wireless Sensor
Network (WSNs), which are spatially distributed sensors that monitor physical or environmen-
tal conditions , with the capacity of processing information that they exchange with each other.
Another example of multi-agent networks are mobile networks like for example a set of mobile
robots.
Multi-agent systems, which in some scenarios may be composed by a large number of agents
deployed in a vast geographical area, have a variety number of applications that range from mil-
itary applications to environment monitoring. Target tracking of a given event is one of the most
crucial task in WSNs. In many circumstances, the agents commonly do not have good knowledge
about their own locations and may need to know exactly their locations to obtain a good target
observation. This motivates the problem of self localization of each agent using as measurements
the ones provided by their sensor but also the information transmitted from their neighbors.
The first part of this address the localization problem, where the goal is to derive a distributed
filter at each agent to estimate its location. The second part of the thesis is focused on the problem
of target tracking. Both cases are studied, when the agents know their own locations and when
they use rough estimates. The agent localization error is proved to be input-to-state stable with
respect to bounded disturbances and the distributed target estimation error is proved to be input-to-
state stable with sum of bounded disturbances and localization error as input. Finally, numerical
examples are provided that illustrate the performance of the proposed algorithms.
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Chapter 1
Introduction
Wireless sensor networks are composed of nodes with sensing, wireless communication, and com-
putation capabilities. They can potentially deploy large numbers of sensors. The sensors them-
selves can measure the environment over time and generate data, from which we seek to extract
relevant information. The sensor nodes communicate with their neighbors wirelessly, and coop-
erate with each other in processing the data. WSNs are regarded as a revolutionary information
gathering method to build the information and communication system which will greatly improve
the reliability and efficiency of infrastructure systems. This has been enabled by the availability,
particularly in recent years, of sensors that are smaller, cheaper, and intelligent. Compared with
the wired solution, WSNs feature easier deployment and better flexibility of devices.
Figure 1.1: Wireless Sensor Network
Currently, WSNs have been viewed as one of the most important technologies for the 21st century
[1]. WSN with the rapid technological development of sensors has become key technology for
the Internet of Things [2], which is a single concept associated with the common vision of smart
grid, smart homes, smart water networks, intelligent transportation infrastructure systems. WSN
has been contributing in many areas including: area monitoring [3] [4], health care monitoring
[5], environmental monitoring [6] [7] and industrial monitoring [8]. According to ON World [9],
wireless devices to be installed in industrial fields will increase by 553 % between 2011 and 2016
when there will be 24 million wireless-enabled sensors and actuators, or sensing points, deployed
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worldwide. Among these, 39 % will be used for new applications that are only possible with wire-
less sensor networking. By 2014, the number of WSN devices will account for 15 % of the entire
industrial measurement and control equipment sensing points, and 33 % by 2016.
Figure 1.2: Global installed industrial wireless sensing points [9]
Figure 1.3: Global industrial fi eld instrument shipments, wired and wireless [9]
1.1 Distributed joint estimation and localization of heterogeneous agents
Tracking of evolving physical phenomena is one of the critical tasks in sensor networks. In particu-
lar, networks offer a huge potential in target tracking in surveillance and reconnaissance [10], [11],
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environmental science [12], [13], [14] and social network [15]. Target tracking in sensor networks
is actually dealing with distributed estimation problems along with information exchange among
sensor nodes, which are central issues in sensor networks, due to the fact that individual sensor
nodes normally receive partially informative measurements which are insufficient to estimate the
target state. In many circumstances, it is required that sensor nodes must have knowledge of their
own locations with respect to a common reference in order to utilize the target measurements
meaningfully, which is not common especially in large scale networks. This is usually referred as
a joint estimation and localization problem.
Figure 1.4: Scenario of target tracking in wireless sensor networks
Numerous works have tackled separately localization of sensor nodes [16] [17],[18] and [19]
or target state estimation [20], [21] and [22]. The work in [16] proposed a distributed algorithms
for localization problem. For each sensor node, the authors continuously model sensor node’s
state process, the state observation, the relative measurements with its neiboughrs as well as the
communication among the adjacencies. In this thesis, we improved the results in [16] by introduc-
ing the discrete measurement models and communication model. It is relevant to point out that
in [23] an solution for a combination of continuous state model and discrete measurement model
for a single sensor node is described. The work, however, does not mention on the distributed
characteristic of networks. The advantages of this solution for discrete measurement is taken and
improved it to use in a distributed filter for sensor node positioning. The distributed approaches
for target tracking by sensor networks proposed in [24] and [25] require all-to-all communica-
tion among the agents of the network, which is not relevant in many circumstances. In [26] [21],
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the author proposes strategies avoids the uses of all-to-all communication by adding a consensus
step. Nevertheless, most of the target tracking existing work assume implicitly that the localiza-
tion problem is perfectly solved or the agents know their own locations. This thesis learns several
estimators using similar filters in[24], [26], [21], and aims to make the comparison among them.
The theis proposes a joint localization and estimation framework with formal guarantees on the
estimation error. We show that the error converges to zero in the absence of disturbance signals.
In the presence of the disturbance signals, the estimation errors remain bounded and relative to the
size of the disturbance signals. Regarding the convergence of the estimation, [27] proved the con-
vergence of a centralized Kalman filter for discrete state model and discrete measurement model
where as [28] proved that the result of a consensus-based decentralized Kalman convergences to
the result of a fully decentralized Kalman filter. Different consensus algorithms appropriate for
the decentralized Kalman filtering have been proposed and their stability properties have been
analyzed. For example, authors in [29] have taken this approach and have developed consensus
algorithms that are best suited for decentralized Kalman filtering [30]. In this thesis, the results
presented in [31] and [32] are utilized to prove the convergence of our proposed solutions for the
joint problem.
1.2 Objectives and contributions
Our idea was inspired by Nikolay Atanasov and other authors of [33], who approached this joint
matter for the case when sensor node obtain linear Gaussian observations of the targets. Our work
relaxes this Gaussian assumption of the target measurements. Consider a network of n dynamic
agents (in the sense that they are not fixed and obey some dynamic equations) whose goal is to
estimate the states of m targets. The problem (at least for fixed sensors/agents) is usually referred
as a target tracking problem. The network is presented as a directed graph topology G = (V,E)
where V and E are the set of vertices and the set of edges, respectively. An edge directing node j
of G towards node i is denoted by (i, j). The neighborhood of node i, the set of nodes where node
i can obtain information from are denoted byNi =
{
j : (i, j) ∈ E}. The problem considered here
is each agent in G has the task to estimate its location by using its local location measurement
together with the relative measurements with its neighbors and information about neighboring
state estimation received from its neighbors. Depending on its location, each agent obtain mea-
surements of targets. Then each agent needs to perform a distributed filter to track the targets’
evolution. The main objectives of the thesis are:
• Carry out a thorough review of prior work in localization and target state estimation, and identify
requirements in this domain that have not been addressed in the literature.
• Propose algorithms to solve the joint localization and estimation problem of heterogeneous
agents.
• Prove the convergences of the proposed algorithms.
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• Illustrate the performances of the proposed algorithms through numerical results.
• Compare the proposed algorithms through numerical examples.
We derive a distributed estimator for tracking dynamic targets where we show that the estimate
error is bounded with the presence of bounded disturbances. Meanwhile, a distributed algorithm
for agent localization is proposed where we prove that the position error remains bounded in
the presence of bounded disturbances. By combining these two distributed filtering algorithm, we
propose a joint localization and estimation method whose estimation error is bounded according to
bounded disturbances and agent positioning errors. It turns out that the proposed joint localization
and target estimation is a methodcascade input-to-state system.
Figure 1.5: ISS of a cascade system
1.3 Organization of the Dissertation
The thesis is organized as follows. Chapter 2 presents the basis concepts. In chapter 2, knowledge
on stability theory of linear and nonlinear systems, which will be used throughout the thesis and
several basic but needed notations in graph theory for learning networks of multi-agent networks
are introduced. Chapter 3 formulates rigorously the problem statement. Chapter 4 is devoted for
our first contribution, in which a local distributed filter is derived at each agent for localization
procedure, with the proof of convergence. In chapter 5 we address different distributed estimators
for target tracking followed by convergence proof. Agent localization in chapter 4 and target
tracking in chapter 5 are combined in chapter 6 to investigate the joint localization and estimation
problem, where we show that the estimation error is bounded according to bounded disturbances
and agent positioning errors. Chapter 7 provides numerical results that illustrates the performances
of the proposed algorithms and a comparison among different distributed approaches. Finally, the
thesis is concluded in chapter 8.
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Chapter 2
Background concepts
To be able to study the performance of estimation in multiagent networks, there are some basic
definitions and notations which are important to be familiar with. In this section several definitions
and theories about stability of systems as well as the graph theory for studying multiagent networks
will be presented.
2.1 Stability theory for linear and nonlinear systems
Stability theory plays a central role in systems theory and engineering. There are different kinds
of stability problems that arise in the study of dynamical systems. This chapter presents some
basic but very important theorems, tools and definitions for stability analysis, which will be used
throughout the development and convergence proof of proposed control algorithms.
The theories and examples are taken from [31] and will be used throughout the rest of this thesis.
2.1.1 Norms and spaces
The term space or Euclidean space is often used in control system analysis. The definition of an
Euclidean space is a space in which Euclid’s axioms and definitions apply; a metric space that is
linear and finite-dimensional. A metric space is a set of points such that for every pair of points
there is a nonnegative real number denoted as their distance that is symmetric and satisfies the
triangle inequality. The set of all numbers denoted by R is an Euclidean matrix. The set of all
n-dimensional vectors x = [x1x2 . . .xn] where the elements of x are real numbers defines the n-
dimensional Euclidean space denoted by Rn.
Vector and matrix norms are concepts that needs to be introduced before any stability theorems
can be presented. The norm ||x|| of a vector x is a real valued function with the following proper-
ties:
- ||x|| ≥ 0 ∀x ∈ Rn and ||x||= 0 only if x = 0.
- ||x+ y|| ≤ ||x||+ ||y|| ∀x,y ∈ Rn (triangle inequality).
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- ||αx||= |α|||x|| ∀α ∈ R,x ∈ Rn.
The P-norms is equal to
||x||p = (|x1|p+ ...+ |xn|p)1/p 1≤ p< ∞ (2.1)
The most common p-norms are:
• Infinity norm: ||x||∞ = maxi|xi|
• One norm : ||x||= |x1|+ |x2|+ ...+ |xn|
• Euclidean norm: ||x||2 = (|x1|2+ |x2|2+ ...+ |xn|2)1/2
Given a matrix A of real numbers that defines a linear mapping Y = Ax from Rn→ Rm the follow-
ing induced norms apply
• P-norm: ||A||p = supx 6=0
||Ax||p
||x||p = max||x||p=1 ||Ax||p
• One norm : ||A||1 = max j
m
∑
i=1
|ai j|
• Euclidean norm: ||A||2 = [λmax(AT A)]1/2
• Infinity norm : ||A||∞ = maxi
n
∑
j=1
|ai j|
2.1.2 Lyapunov stability
This chapter is concerned mainly with stability of equilibrium points. An equilibrium point is
stable if all solutions starting at nearby points stay nearby; otherwise, it is unstable. It is asymp-
totically stable if all solutions starting at nearby points not only stay nearby, but also tend to the
equilibrium point as time approaches infinity.
2.1.2.1 Autonomous Systems
Consider the autonomous unforced system
x˙ = f (x) (2.2)
where f : D→ Rn is a locally Lipchitz map from a domain D⊂ Rn into Rn and there is at least
one equilibrium point x = x¯, that is, f (x¯) = 0. Our goal is to characterize and study the stability of
x = x¯.
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Without loss of generality, we consider that x¯= 0. If it is not, then consider the change of variables
y = x− x¯. Then
y˙ = f (x) = f (y+ x¯) := g(y)
where g(0) = 0
Definition 1. The equilibrium point x = 0 of (2.2) is
• stable if, for each ε > 0, there is δ = δ (ε)> 0 such that
||x(0)||< δ → ||x(t)||< ε, ∀t ≥ 0
• unstable if it is not stable
• asymptotically stable if it is stable and can be chosen such that
||x(0)||< δ → lim
t→∞x(t) = 0
Having defined stability and asymptotic stability of equilibrium points, the nest question is
how to determine stability. The Lyapunov plays a key role.
Theorem 1. Let x= 0 be an equilibrium point for (2.2) and D⊂ Rn be a domain containing x= 0.
Let V : D→ R be a continuously differentiable function such that
V (0) = 0 and V (x) > 0 ∀x ∈ D\{0} (2.3)
V˙ (x)≤ 0 ∀x ∈ D (2.4)
Then, x = 0 is stable. Moreover, if
V˙ (x) < 0 ∀x ∈ D\{0} (2.5)
then x = 0 is asymptotically stable. A continuously differentiable function V (x) satisfying (2.3)
and (2.4) is called Lyapunov function. The surface V (x) = c, for some c > 0 is called a Lyapunov
surface or a level surface.
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Figure 2.1: Lyapunov Surfaces
Using Lyapunov surfaces, we notice that Figure 2.1 makes the theorem intuitively clear. It
shows Lyapunov surfaces for increasing values of c. The condition V˙ ≤ 0 implies that when a
trajectory crosses a Lyapunov surface V (x) = c it moves inside the set Ωc =
{
x ∈ Rn |V (x) ≤ c}
and can never get out. When V˙ < 0, the trajectory moves from one Lyapunov surface to an inner
Lyapunov surface with a smaller c. As c decreases, the Lyapunov surface V (x) = c shrinks to the
origin, showing that the trajectory approaches the origin as time progresses. If we only know that
V˙ ≤ 0, we cannot be sure that the trajectory will approach the origin. We can, however, conclude
that the origin is stable since the trajectory can be contained inside any ball Be, by requiring the
initial state x(0) to lie inside a Lyapunov surface contained in that ball.
Before we proceed with the theory of Laypunov stability, the definition of positive and negative
definite functions need to be recalled. One of the most important tools used in the stability proof
in the following sections are the definitions of Positive definite functions and matrices.
Definition 2 (Positive Definite Function). :A scalar function V (x) is said to be positive definite if
V (x)> 0 ∀x and V (x) = 0 if and only if x = 0.
Definition 3 (Positive Semi Definite Function). : A scalar function V (x) is said to be positive semi
definite if V (x)≥ 0 ∀x and V (x) = 0 if and only if x = 0.
Definition 4 (Negative Definite Function). : A scalar function V (x) is said to be negative definite
or negative semi-definite if −V (x) is positive definite or semi-definite, respectively.
If V (x) does not have a definite sign as per one of these four cases, it is said to be indefinite.
With this terminology, we can rephrase Lyapunov’s theorem to say that the origin x = 0 is stable
if there is a continuously differentiable positive definite function V (x) so that V˙ (x) is negative
semidefinite, and it is asymptotically stable if V˙ (x) is negative definite.
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A class of scalar functions for which sign definiteness can be easily checked is the class of func-
tions of the quadratic form
V (x) = xT Px =
n
∑
i=1
n
∑
j=1
pi jxix j
where P is a real symmetric matrix. In this case, V (x) is positive definite (positive semidefinite)
if and only if all the eigenvalues of P are positive (nonnegative), which is true if and only if
all the leading principal minors of P are positive (all principal minors of P are nonnegative). If
V (x) = xT Px is positive definite (positive semidefinite), we say that the matrix P is positive definite
(positive semidefinite).
Definition 5 (Positive Definite Matrix). :A nxn matrix, Q = QT , is positive definite if, for all
x ∈ Rn, the function f (x) = xT Qx is positive definite. A positive definite matrix has the following
properties
1. All eigenvalues are positive real
2. Eigenvectors are orthogonal
3. Can be Cholesky factorized to Q = PT P for some matrix P.
When the origin x = 0 is asymptotically stable, we are often interested in determining how far
from the origin the trajectory can be and still converge to the origin as t approaches to infinity. This
gives rise to the definition of the region of attraction (also called region of asymptotic stability),
domain of attraction, or basin). Let φ(t,x) be the solution for (2.2) that starts at initial state x at
time t = 0. Then, the region of attraction is defined as the set of all points x such that φ(t,x) is
defined for all t ≥ 0 and lim
t→∞ = 0. Finding the exact region of attraction analytically might be
difficult or even impossible. However, Lyapunov functions can be used to estimate the region of
attraction, that is, to find sets contained in the region of attraction. If there is a Laypunov function
that satisfies the conditions of asymptotic stability over a domain D and ifΩc =
{
x∈Rn |V (x)≤ c}
is bounded and contained in D, then every trajectory starting in Ωc remains in Ωc and approaches
the origin as t→∞. Thus Ωc is an estimate of region of attraction. The estimate, however, may be
conservative; that is, it may be much smaller than the actual region of attraction. Another natural
question is under what conditions will the region of attraction be the whole space Rn. It will be
the case if we can show that for any initial state x, the trajectory φ(t,x) approaches the origin as
t→ ∞, no matter how large ||x|| is. If an asymptotically stable equilibrium point at the origin has
this property, it is said to be globally asymptotically stable.
Theorem 2. Let x = 0 be an equilibrium point of (2.2). Let V : Rn→ R be a continuously differ-
entiable function such that
V (0) = 0 and V (x)> 0, ∀x 6= 0 (2.6)
V˙ (x)< 0, ∀x 6= 0 (2.7)
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||x|| → ∞⇒V (x)→ ∞ (2.8)
then x = 0 is globally asymptotically stable (GAS).
Theorem 3. Let x = 0 be an equilibrium point of (2.2). Let V : D→ R be a continuously differen-
tiable function such that V (0) = 0 and V (x0) > 0 for some x0 with arbitrarily small ||x0||. Choose
r > 0 such that the ball Br =
{
x ∈ Rn | ||x|| ≤ r}is contained in D and let U = {x ∈ Br |V (x) > 0}
and suppose that V˙ (x) > 0 in U. Then x = 0 is unstable.
2.1.2.2 La Salle’s Theorem
For some cases, it is easier to obtain Lyapunov functions that fails to satisfy the asymptotic stability
condition because V˙ (x) is only negative semidifinite. In those cases, it is still possible to use the
argument that if we can establish that no trajectory can stay identically at points where V˙ (x) =
0, except the origin, then the origin is asymptotically stable. This idea follows from LaSalle’s
invariance principle. A few definitions need to be introduced to state LaSalle’s invariance theorem.
Let x(t) be solution of (2.2). A point p is said to be positive limit point of x(t) if there is a sequence{
tn
}
with tn→ ∞ as n→ ∞ such that x(tn)→ p as n→ ∞. The set of all positive limit points of
x(t) is called positive limit set of x(t). A set M is said to be an invariant set with respect to (2.2) if
x(0) ∈M⇒ x(t) ∈M, ∀t ∈ R
That is, if a solution belongs to M at some time instant, then it belongs to M for all future and past
time. We also say that x(t) approaches a set M as t approaches infinity, if for each ε > 0, there is
T > 0 such that
dist(x(t),M) < ε, ∀t > T
where dist(p,M) denotes the distance from a point p to a set M.
Lemma 1. If a solution x(t) of (2.2) is bounded and belongs to D for t ≥ 0, then its positive limit
set L∗ is a nonempty, compact, invariant set. Moreover, x(t) approaches L∗ as t→ ∞
Theorem 4. Let Ω⊂ D be a compact set that is positively invariant with to (2.2). Let V : D→ R
be a continuously differentiable function such that V˙ (x) ≤ 0 in Ω. Let E be the set of all points
in Ω where V˙ (x) = 0. Let M be the largest invariant set in E. Then every solution starting in Ω
approaches M as t→ ∞
Specializing Theorem 4 of the case when E is the origin and taking V (x) to be positive definite,
we obtain the following two corollaries that extend Theorem 1 and 2.
Corollary 1. Let x= 0 be an equilibrium point for (2.2). Let V : D→R continuously differentiable
positive definite function on a domain D containing the origin x = 0, such that V˙ (x) ≤ in D. Let
S=
{
x∈D |V˙ (x) = 0} and suppose that no solution can stay identically in S, other than the trivial
solution x(t)≡ 0. Then, the origin is asymptotically stable
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Corollary 2. Let x = 0 be an equilibrium point for (2.2). Let V : Rn→ R continuously differen-
tiable positive definite and radially unbounded function such that V˙ (x) ≤ 0 for all x ∈ Rn. Let
S =
{
x ∈ Rn |V˙ (x) = 0} and suppose that no solution can stay identically in S, other than the
trivial solution x(t)≡ 0. Then, the origin is asymptotically stable
When V˙ (x) is negative definite, S =
{
0
}
. Then Corollaries 1 and 2 coincide with 1 and 2.
2.1.2.3 Linear Systems
The linear time-invariant
x˙ = Ax (2.9)
has an equilibrium point at the origin. The equilibrium point is isolated if and only if det(A) 6= 0.
If det(A) = 0, the matrix A has a nontrivial null space. Every point in the null space of A is an
equilibrium point of system 2.9. If x˜1 and x˜2 are two equilibrium points for 2.9, then by linearity,
every point on the line connecting x˜1 and x˜2 is an equilibrium point for the system. Stability
properties of the origin can be characterized by the locations of the eigenvalues of the matrix A.
The solution of 2.9 for a given initial state x(0) is given by
x(t) = exp(At)x(0) (2.10)
and for any matrix A, there is a nonsingular matrix P that transform A into its Jordan form,
P−1AP = J = blockdiag[J1,J2, ...Jr]
where Ji is a Jordan block associated with the eigenvalue λi of A. A Jordan block of order one
takes form Ji = λi, while Jordan block of order m 1 takes the form
λi 1 0 . . . . . . 0
0 λi 1 0 . . . 0
...
. . .
...

m×m
Theorem 5. The equilibrium point x = 0 of x˙ = Ax is stable if and only if all eigenvalues of A
satisfy Re(λi) ≤ 0 and for every eigenvalue with Re(λi) = 0 and algebraic multiplicity qi ≥ 2,
rank(A−λiI) = n− qi, where n is the dimension of x. The equilibrium point x = 0 is (globally)
asymptotically stable if and only if all eigenvalues of A satisfy Re(λi) < 0
Theorem 6. A matrix A is Hurwitz, that is, Re(λi) < 0 for all eigenvalues of A, if and only if for
any given positive definite symmetric matrix Q there exists a positive definite symmetric matrix P
that satisfies the Lyapunov equation
PA+AT P =−Q (2.11)
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Moreover, if A is Hurwitz, then P is the unique solution of (2.11).
Consider again the nonlinear system
x˙ = f (x) (2.12)
where f : D→ Rn is a continuously differentiable map from a domain D ⊂ Rn into Rn. Suppose
x = 0 is in D and is an equilibrium point for the system; that is, f (0) = 0. By the mean value
theorem,
fi(x) = fi(0)+
∂ fi
∂x
(zi)x
where zi is a point on the line segment connecting x to the origin. The foregoing equality is valid
for any point x ∈ D such that the line segment connecting x to the origin lies entirely in D. Since
f (0) = 0, we can write
fi(x) =
∂ fi
∂x
(zi)x =
∂ fi
∂x
(0)x+[
∂ fi
∂x
(zi)− ∂ fi∂x (0)]x
Hence,
f (x) = Ax+g(x)
where
A =
∂ fi
∂x
(0) and gi(x) = [
∂ fi
∂x
(zi)− ∂ fi∂x (0)]x
The function gi(x) satisfies
|gi(x)| ≤‖ ∂ fi∂x (zi)−
∂ fi
∂x
(0) ‖ ||x||
By continuity of [∂ f/∂x], we see that
||g(x)||
||x|| → 0 as||x|| → 0
This suggests that in a small neighborhood of the origin we can approximate the nonlinear system
2.12 by its linearization about the origin
x˙ = Ax, where A =
∂ f
∂x
(0)
The next theorem shows conditions under which we can conclude about the stability of the origin
as an equilibrium point for the nonlinear system by investigating its stability as an equilibrium
point for the linear system. The theorem is known as Lyapunov’s indirect method.
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Theorem 7. Let x = 0 be an equilibrium point for the nonlinear system
x˙ = f (x)
where f : D→ Rn is continuously differentiable and D is a neighborhood of the origin. Let
A =
∂ f
∂x
(x)|x=0
Then,
1. The origin is asymptotically stable if Re(λi)< 0 for all eigenvalues of A.
2. The origin is unstable if Re(λi) > 0 for one or more of the eigenvalues of A.
2.1.2.4 Nonautonomous Systems
For nonautonomous systems, the definitions of stability and asymptotic stability are refined so that
they hold uniformly for any the initial time t0 due to the fact that the solution of the nonautonomous
system x˙= f (t,x), starting at x(t0) = x0, depends on both x0 and t0. It turns out that there are more
transparent definitions which use some special comparison functions, known as classK and class
K L functions need to be introduced to cope with the fact that
Definition 6. A continuous function γ : R≥0 → R≥0 is a K - function if it is continuous, strictly
increasing and γ(0) = 0. It is aK∞ function if it is aK - function and also γ(s)→ ∞ as s→ ∞
Definition 7. A function β : R≥0×R≥0 → R≥0 is a K L function if for each fixed t ≥ 0, the
function β (., t) if a K - function, and for each fixed s ≥ 0, the function β (s, .) is decreasing and
β (s, t)→ 0 as t→ ∞.
Consider the nonautonomous system
x˙ = f (x, t) (2.13)
where f : [0,∞)×D→ Rn is piecewise continuous in t and locally Lipschitz in x on [0,∞)×D and
D⊂ Rn is a domain that contains the origin x = 0. The origin is an equilibrium point for (2.13) at
t = 0 if
f (t,0) = 0, ∀t ≥ 0
Definition 8. The equilibrium point x = 0 of (2.13) is
• stable if, for each ε > 0, there is δ = δ (ε, t0) > 0 such that
||x(t0)|| < δ ⇒ ||x(t)|| < ε, ∀t ≥ t0 ≥ 0 (2.14)
• uniformly stable if, for each ε > 0, there is δ = δ (ε) > 0, independent of t0, such that
(2.14) is satisfied.
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• unstable if it is not stable.
• asymptotically stable if it is stable and there is a positive constant c = c(t0) such that
x(t)→ 0 as t→ ∞, for all ||x(t0)|| < c.
• uniformly asymptotically stable if it is uniformly stable and there is a positive constant
c, independent of t0, such that for all ||x(t0)|| < c, x(t)→ 0 as t→ ∞, uniformly in t0, that is, for
each η > 0, there is T = T (η)> 0 such that
||x(t)||< η , ∀t ≥ t0+T (η), ∀||x(t0)||< c (2.15)
• globally uniformly asymptotically stable if it is uniformly stable, δ (ε) can be chosen to
satisfy lim
ε→∞δ (ε) = ∞ and, fur each pair of positive numbers η and c, there is T = T (η ,c) > 0
such that
||x(t)||< η , ∀t ≥ t0+T (η ,c),∀||x(t0)||< c (2.16)
The next lemma gives equivalent, definitions of uniform stability and uniform asymptotic sta-
bility by using classK and classK L functions.
Lemma 2. The equilibrium point x = 0 of (2.13) is
• uniformly stable if and only if there exist a classK function α and a positive constant c,
independent of t0 such that
||x(t)|| ≤ α(||x(t0)||), ∀t ≥ t0 ≥ 0, ∀||x(t0)||< c (2.17)
• uniformly asymptotically stable if and only if there exist a class K L function β and a
positive constant c, independent oft t0 such that
||x(t)|| ≤ β (||x(t0)||, t− t0), ∀t ≥ t0 ≥ 0, ∀||x(t0)||< c (2.18)
• globally uniformly asymptotically stable if and only if (2.18) is satisfied for any initial
state x(t0).
Definition 9. The equilibrium point x = 0 of (2.13) is exponentially stable if and only if there
exists positive constant c,k and λ such that
||x(t)|| ≤ k||x(t0)||e−λ (t−t0), ∀||x(t0)||< c (2.19)
and globally exponentially stable if and only if (2.19) is satisfied for any initial state x(t0)
In the scope of this chapter, only uniform stability and uniform asymptotic stability are fo-
cused. Lyapunov theory for autonomous systems can be extended to nonautonomous systems as
follows.
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Theorem 8. Let x= 0 be an equilibrium point of (2.13) and D⊂ Rn be a domain containing x= 0.
Let V : [0,∞)×D→ R be a continuously differentiable function such that
W1(x)≤V (t,x)≤W2(x) (2.20)
∂V
∂ t
+
∂V
∂x
f (t,x)≤ 0 (2.21)
∀t ≥ 0 and ∀x ∈ D, where W1(x) and W2(x) are continuous positive definite functions on D. Then,
x = 0 is uniformly stable.
Theorem 9. Suppose the assumptions of Theorem 8 are satisfied with inequality (2.21) strength-
ened to
∂V
∂ t
+
∂V
∂x
f (t,x)≤−W3(x) (2.22)
∀t ≥ 0 and ∀x∈D, where where W3(x) are continuous positive definite functions on D. Then, x = 0
is uniformly asymptotically stable. Moreover, if r and c are chosen such that Br =
{||x|| ≤ r}⊂D
and c<min||x||=r W1(x), then every trajectory starting in x ∈ Br|W2(x)≤ c satisfies
||x(t)|| ≤ β (||x(t0)||, t− t0), ∀t ≤ t0 ≤ 0
for some class K L function. Finally, if D = Rn and W1(x) is radialy unbounded, then x = 0 is
globally uniformly asymptotically stable.
Theorem 10. Let x = 0 be an equilibrium point of (2.13) and D ⊂ Rn be a domain containing
x = 0. Let V : [0,∞)×D→ R be a continuously differentiable function such that
k1||x||a ≤V (t,x)≤ k2||x||a (2.23)
∂V
∂ t
+
∂V
∂x
f (t,x)≤−k3||x||a (2.24)
∀t ≥ 0 and ∀x ∈ D, where k1,k2,k3 and a are positive definite constant. Then, x = 0 is globally
exponentially stable.
2.1.2.5 Converse Theorems
Requiring the existence of an auxiliary function V (t,x) that satisfies certain conditions is typical
in many theorems of Lyapunov’s method. The conditions of these theorems cannot be checked
directly on the data of the problem. Instead, one has to search for the auxiliary function. It turns
out two questions. First, is there a function that satisfies the conditions of the theorem? Second,
how can we search for such a function? The answer to the first question takes the form of a
converse Lyapunov theorem.
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Theorem 11. Let x = 0 be an equilibrium point of the nonlinear system
x˙ = f (t,x)
where f : [0,∞)×D→ Rn is a continuously differentiable, D = {x ∈ Rn | ||x|| < r}, and the
Jacobian matrix [∂ f ]/∂x is bounded on D, uniformly in t. Let k,λ ,r0 be positive constants with
r0 < r/k. Let D0 =
{
x ∈ Rn | ||x|| < r0
}
. Assume that trajectories of the system satisfy
||x(t)|| ≤ k||x(t0)||e−λ (t−t0), ∀x(t0) ∈ D, ∀t ≥ t0 ≥ 0
Then, there is a function V : [0,∞)×D→ R that satisfies
a1||x||2 ≤V (t,x)≤ a2||x||2
∂V
∂ t
+
∂V
∂x
f (t,x)≤−a3||x||2
‖ ∂V
∂x
‖≤ c4||x||
for some positive constants c1,c2,c3 and c4. Moreover, if r = ∞ and the origin is globally expo-
nentially stable, then V (t,x) is defined and satisfies the aforementioned inequalities on Rn. Fur-
thermore, if the system is autonomous, V can be chosen independent of t.
Theorem 12. Let x = 0 be an equilibrium point of the nonlinear system
x˙ = f (t,x)
where f : [0,∞)×D→ Rn is continuously differentiable, D = {x ∈ Rn | ||x||2 < r}, and the
Jacobian matrix [
∂ f
∂x
] is bounded and Lipschitz on D, uniformly in t. Let
A(t) =
∂ f
∂x
(t,x)|x=0
Then, x = 0 is an exponentially stable equilibrium point for the nonlinear system if and only if it
is an exponentially stable equilibrium point for the linear system
x˙ = A(t)x
Corollary 3. Let x = 0 be an equilibrium point of the nonlinear system x˙ = f (x), where f (x) is
continuously differentiable in some neighborhood of x = 0. Let A= [∂ f/∂x](0). Then, x = 0 is an
exponentially stable equilibrium point for the nonlinear system if and only if A is Hurwitz.
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Theorem 13. Let x = 0 be an equilibrium point of the nonlinear system
x˙ = f (t,x)
where f : [0,∞)×D→ Rn is continuously differentiable, D = {x ∈ Rn | ||x||2 < r}, and the
Jacobian matrix [
∂ f
∂x
] is bounded and Lipschitz on D, uniformly in t. Let β be a class K L
function and r0 be a positive constant such that β (r0,0) < r. Let D0 =
{
x ∈ Rn | ||x|| < r0
}
.
Assume that trajectories of the system satisfy
||x(t)|| ≤ β (||x(t0)||, t− t0), ∀x(t0) ∈ D, ∀t ≥ t0 ≥ 0
The, there is a function V : [0,∞)×D→ R that satisfies
α1(||x||)≤V (t,x)≤ α2(||x||)
∂V
∂ t
+
∂V
∂x
f (t,x)≤−α3(||x||)
‖ ∂V
∂x
‖≤ α4(||x||)
where α1,α2,α3 and α4 are class K functions defined of [0,r0). If the system is autonomous, V
can be chosen independent of t.
Theorem 14. Let x = 0 be an asymptotically stable equilibrium point of the nonlinear system
x˙ = f (x)
where f : D→ Rn is locally Lipchitz and D⊂ Rn is a domain that contains the origin. Let RA ⊂D
be the region of attraction of x = 0. Then, there is a smooth, positive definite function V (x) and a
continuous, positive definite function W (x), both defined for all x ∈ RA, such that
V (x)→ ∞ as x→ ∂RA
∂V
∂x
f (x)≤−W (x) ∀x ∈ RA
and for any c> 0,
{
V (x)≤ c} is a compact set of RA. When RA = Rn,V (x) is radially unbounded.
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2.1.3 Input-to-State Stability
Consider the system
x˙ = f (t,x,u) (2.25)
where f : [0,∞)×Rn×Rn→ Rn is piecewise continuous in t and locally Lipschitz in x and u. The
input u(t) is a piecewise continuous, bounded function of t for all t ≥ 0. Suppose the unforced
system
x˙ = f (t,x,0) (2.26)
has a globally uniformly asymptotically stable equilibrium point at the origin x = 0. This chapter
is about the behavior of system (2.25) in the presence of a bounded input u(t). For the linear
time-invariant system
x˙ = Ax+Bu, x(t0) = x0
with a Hurwitz matrix A, we can write the solution as
x(t) = e(t−t0)Ax(t0)+
∫ t
t0
e(t−τ)ABu(τ)dτ
and use the bound ||e(t−t0)A|| ≤ k||e−λ (t−t0)|| to estimate the solution by
x(t)≤ ke−λ (t−t0)||x(t0)||+
∫ t
t0
ke−λ (t−τ)||B||||u(τ)||dτ
ke−λ (t−t0)||x(t0)||+ k||B||λ supt0≤τ≤t
||u(τ)||
This estimate shows that the zero-input response decays to zero exponentially fast, while the zero-
state response is bounded for every bounded input. We can now consider a generalization of the
above observation for the case of nonlinear system.
Definition 10. The system (2.25) is said to be input-to state stable if there exist a class K L
function β and a class K function γ such that for any initial state x(t0) and any bounded input
u(t), the solution x(t) exists for all t ≥ t0 and satisfies
||x(t)|| ≤ β (||x(t0)||, t− t0)+ γ( sup
t0≤τ≤t
||u(τ)||) (2.27)
The inequality above guarantees that for any bounded input u(t), the state x(t)will be bounded.
Furthermore, as t increases, the state x(t) will be ultimately bounded by a class K function of
supt0≤τ≤t ||u(τ)||. Moreover, if u(t) converges to zero as t → ∞, so does x(t). Furthermore, with
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u(t)≡ 0, this inequality reduces to
||x(t)|| ≤ β (||x(t0)||, t− t0)
and therefore input-to-state stability implies that the origin of the unforced system (2.26) is glob-
ally uniformly asymptotically stable. The Lyapunov-like theorems that follows give a sufficient
condition for input-to-state stability.
Theorem 15. Let V : [0,∞)×Rn→ R be a continuously differentiable function such that
α1(||x||)≤V (t,x)≤ α2(||x||) (2.28)
∂V
∂ t
+
∂V
∂x
f (t,x,u)≤−α3(||x||),∀||x|| ≥ ρ(||u||)> 0 (2.29)
∀(t,x,u) ∈ [0,∞)×Rn×Rm, where α1, α2 are classK∞ function on Rn. Then, the system (2.25) is
input-to-state with γ = α−11 ◦α2 ◦ρ .
Lemma 3. Suppose f (t,x,u) is continuously differentiable and globally Lipschitz in (x,u), uni-
formly in t. If the unforced system (2.26) has a globally exponentially stable equilibrium point at
the origin x = 0, then the system (2.25) is input-to-state stable.
An interesting application of the concept of input-to-state stability arises in the stability anal-
ysis of the cascade system.In this section, we will sketch how the cascade result can also be seen
as a consequence of the dissipation characterization of ISS. We consider a cascade as follows:
Figure 2.2: Cascade ISS system
x˙2 = f2(t,x2, ,u2,x1) (2.30)
x˙1 = f1(t,x1,u1) (2.31)
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where f1 : [0,∞)×Rn1 ×Rn1 and f2 : [0,∞)×Rn2 ×Rn2 are continuous in t and locally Lipschitz
in x =
[
x1
x2
]
where each of the two subsystems is assumed to be ISS. Each system admits an ISS-
Lyapunov function Vi. Moreover, it is always possible (see [106]) to redefine the Vi so that the
comparison functions for both are matched in the following way:
V˙1(x2,x1)≤ φ(|x1|)−α(|x1|)
V˙2(x1,u1)≤ φ˜(|u1|)−2φ(|x|)
Now it is obvious why the full system is ISS. We simply use V := V1 +V2 as an ISS-Lyapunov
function for the cascade:
V˙ ((x1,x2),u1)≤ φ˜(|u1|)−φ(|x|)−α(|x1|)
In special case, when the x1 -subsystem has no inputs, we have also proved that the cascade of a
GAS and an ISS system is GAS.
2.2 Graph theory for multi-agent networks
Graph-based abstractions of networked systems contain virtually no information about what ex-
actly is shared by the agents, through what protocol the exchange takes place, or what is subse-
quently done with the received information. Instead, the graph-based abstraction contains high-
level descriptions of the network topology in terms of objects referred to as vertices and edges. A
graph is built upon a finite set, that is, a set that has a finite number of elements. We refer to this
set as the vertex set and denote it by V; each element of V is then a vertex of the graph. When the
vertex set V has n elements, it is represented as
V =
{
v1,v2, ...,vn
}
Now consider the set of 2-element subsets of V , denoted by [V ]2. This set consists of elements of
the form
{
vi,v j
}
such that i, j = 1,2, ...n and i 6= j. The graph G is formally defined as the pair of
G = (V,E), where V is a finite set of vertices and E is a particular subset of [V ]2; we refer to E as
the set of edges of G . G = (V,E) in undirected if for all vi,v j ∈V :
{
vi,v j
} ∈ E⇐⇒ {v j,vi} ∈ E,
otherwise it is directed.
The neighborhood N(i)V of the vertex vi is defined as the set v j ∈ V |
{
vi,v j
}
. The notion of
adjacency in the graph can be used to “move” around along the edges of the graph. Thus, a path
of length m in G is given by a sequence of distinct vertices
vi0 ,vi1 , ...vim
such that for k = 0,1, ..,m−1, the vertices vik and vik+1 are adjacent. vi0 and vim are called the end
vertices of the path. We said that the graph G connected if, for every pair of vertices in V (G ),
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there is a path such that those vertices are the end vertices. If this is not the case, the graph is
called disconnected.
As we have seen so far, graphs are constructs for representing relations between a finite number of
objects, while admitting a straightforward graphical representation in terms of vertices and edges.
Graphs also admit a representations in terms of matrices. Some of these matrices will be examined
subsequently.
Adjacency and Degree:the degree of a given vertex, d(vi), is the cardinality of the neighborhood
set N(i), that is, it is the number of vertices that are adjacent to vertex vi in G . The degree sequence
of a graph is the set of degrees of its vertices, often written in an increasing order. Based on the
notions of degree and adjacency, one can associate certain matrices with graphs. The degree matrix
of G is the diagonal matrix, containing the vertex-degrees of G on the diagonal, that is
∆(G ) =

d(v1) 0 . . . 0
0 d(v2) . . . 0
... · · · ...
0 0 . . . d(vn)

with n being the number of vertices. The adjacency matrix A(G ) is the symmetric n× n matrix
that encodes of the adjacency relationships of the graph G , such that
[A(G )]i j =
1 if viv j ∈ E,0 otherwise
Incidence Matrix: Under the assumption that labels have been associated with the edges in a graph
whose edges have been arbitrarily oriented, the n×n incidence matrix D(G ′) is defined as
D(G ′) = [di j], where di j =

1 if viis the tail of e j,
1 if viis the head of e j
0 otherwise
The interpretation here is that D(G ′) captures not only the adjacency relationships in the graph,
but also the orientation that the graph now enjoys.
The Graph Laplacian: Another matrix representation of a graph G is the graph Laplacian, L(G ).
This matrix can be defined in different ways, resulting in the same object. The most straightfor-
ward definition of the graph Laplacian associated with a graph G is
L(G ) = ∆(G )−A(G )
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where ∆(G ) and A(G ) is the degree matrix and adjacency matrix of G , respectively. Alternatively,
given an (arbitrary) orientation to the edge set E(G ), the graph Laplacian of G can be defined as
L(G ) = D(G ′)D(G ′)T
where D(G ′) is the corresponding incidence matrix for the oriented graph G . This definition
directly reveals that the graph Laplacian is in fact a symmetric and positive semidefinite matrix.
Chapter 3
Problem statement
Consider a network of N agents trying to track M targets. The network is presented as a directed
graph topology G= (V,E) where V and E are the set of vertices and the set of edges, respectively.
An edge directing node j of G towards node i is denoted by (i, j). The neighborhood of node i,
the set of nodes where node i can obtain information from are denoted by Ni =
{
j : (i, j) ∈ E}.
Each agent in G has a task to estimate the states of the targets using the measurements of target
state. The target state measurements at each agent are obtained depending on the agent’s location.
Therefore, each agent needs to know its position in order to perform a distributed filter to esti-
mate the target state. It is not relevant, especially in large sensor networks. Each agent, however,
can estimate its location by using its own location measurement together with the relative loca-
tion measurements and neighboring location estimates from its neighbors. It turns out the joint
localization and estimation in the sensor network, which can be decomposed into two separate
problems: localization for the agents and estimation of the target state.
3.1 Localization for the agents in the multi-agent network
Each agent has its state dynamics which may be different from other agents. We consider each
agent i is characterized by its local dynamics
x˙[A]i (t) = F
[A]
i x
[A]
i (t)+B
[A]
i w
[A]
i (t) (3.1)
where [A] label for agent, x[A]i ∈ Rn
[A]
is the state of agent i initialized at x[A]io , and F
[A]
i ∈ Rn
[A]×n[A]
is system matrix of agent i. The weight w[A]i ∈ Rn
[A]
is an unknown disturbance and the weighted
matrix B[A]i ∈ Rn
[A]×n[A] is known a priori. The measurements and communications of agent i occur
at discrete time instants and the arriving time of the measurements of its own state or the relative
measurements or the communications between node i and its neighbors may be different.
Consider first the measurements of the agent i’s state. These measurements come at the time
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t [y]k , where k = 1,2, .....
y[A]i (t
[y]
k ) =C
[A]
i x
[A]
i (t
[y]
k )+D
[A]
i v
[A]
i (t
[y]
k ) (3.2)
where C[A]i ∈ Rny×n
[A]
is the observation matrix, v[A]i ∈ Rny is the measurement error with a known
weighted matrix Di ∈ Rny×ny . The relative measurements z[A]i j , j ∈ Ni are obtained periodically
according to the model below at t [z]k
z[A]i j (t
[z]
k ) = H
[z]
i j (x
[A]
j (t
[z]
k )− x[A]i (t [z]k ))+Ei jεi j(t [z]k ), j ∈Ni (3.3)
where the coefficients matrices H [z]i j ∈ Rnz×n and Ei j ∈ Rnz×nz are known from the model. The
disturbance signal εi j ∈ Rnz are due to the errors of the relative measurement instruments. Agent
i also receives (by means of communications) the estimated state (s[A]i j ) of the agents in it local
neighborhood at the time t [s]k
s[A]i j (t
[s]
k ) = H
[s]
i j xˆ
[A]
j (t
[s]
k )+Gi jηi j(t
[s]
k ) (3.4)
where xˆ[A]j is the estimated made by agent j, coefficients matrices H
[s]
i j ∈ Rns[A]×n and ηi j ∈ Rns is
the communication error signal with a known coefficient Gi j ∈ Rns×ns .
Note that the estimator in agent i must not be coupled to x[A]j and the solution xˆ
[A]
j of the
estimator at agent j. To tackle this requirement, we use the approach in [16] that the following
model is proposed at node i regarding the unknown signal xˆ[A]j
H [s]i j xˆ
[A]
j = H
[s]
i j x
[A]
j +Qi jδi j (3.5)
where Qi j ∈ Rnz×nz is the weight that agent i considers for the estimation error H [z]i j (xˆ j− x j). Note
that at agent j xˆ[A]j is actually calculated using the estimator and the model (3.5) is only used at
agent i to obtain xˆ[A]i
Problem 1. Consider the network of agents with individual dynamics (3.1). At the time t [y]k t
[z]
k
or t [s]k , the agent i obtain data about its own states or the neighbouring states x
[A]
j , j ∈Ni via the
measurements of its own state y[A]i ((3.2)) or the relative measurements z
[A]
i j ((3.3)) or the commu-
nications s[A]i j ((3.4)) from the agents in it local neighborhood. The problem is designing a local
estimator at each agent i to estimate the state of the node x[A]i (t), xˆ
[A]
i (t), based on the measured
data such that the estimate error xˆ[A]i (t)− x[A]i (t) of each node converges to zero as the time t
goes to infinity in the absence of disturbance signal. In the presence of bounded disturbances, the
estimate errors should degrade gracefully with the size of the bounds.
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3.2 Estimation of target in multi-agent networks
Common target ` evolves according to target motion model
x˙[T ]` = F
[T ]
` x
[T ]
` +B
[T ]
` w
[T ]
` (3.6)
where [T ] label for the target, x[T ]i ∈ Rn
[T ]
is the state of target `, w[T ]` is process noise, whose values
at any pair of times are independent. Agent i obtains a discrete measurement r[T ]i` of target state
x[T ]` at time t
[r]
k according to target observation model
r[T ]i` (t
[r]
k ) =C
[T ]
i` x
[T ]
` (t
[r]
k )+D
[T ]
i` v
[T ]
i` (t
[r]
k ) (3.7)
where r[T ] ∈ Rnr , v[T ]i` is measurement noise that is independent at any pair of times and across dif-
ferent agents. The measurement and the measurement noise may whether depend on the location
of agent i. The measurement noise is independent with the process noise as well. The signals,
r[T ]i` , observed by a single agent, although potentially informative, do not reveal the target state
completely, i.e. each agent faces a local identification problem. We assume, however, that the
target is observable if one has access to the signals received by all agents.
Problem 2. Consider a sensor network with N agents trying to estimate the state of M targets.
The agents estimate the state x[T ]` (t) of the target using the obtained target measurement r
[T ]
i` .
The distributed filter for target state estimation is proved to be bounded in presence of bounded
disturbances.
3.3 Joint localization and estimation problem
In many case, the measurements of target r[T ]i` at agent i depend on the location x
[A]
i of agent i.
r[T ]i` (t
[r]
k ) =C
[T ]
` (x
[A]
i )x
[T ]
` (t
[r]
k )+D
[T ]
i` v
[T ]
i` (t
[r]
k ) (3.8)
In order to estimate target state, agent i must know its location. The common circumstance in
sensor networks is that the agent do not have knowledge about their locations. Thus, they are lack
of parameters to perform a distributed filter for target estimation. The agents, however, can obtain
their estimated locations by solving 1 and use these results in estimating target state. This is the
joint localization and estimation problem.
Problem 3. The agents has the task to estimate and track the state x[T ]` (t) of the target using the
obtained target measurement. To obtain a good measurement r[T ]i` , the agents need to know their
locations. However, it is not common, especially in large network. Fortunately, the agents can
take the benefits from the prior knowledge of their estimated locations in problem 1 instead of
requiring knowledge of their true locations to solve this estimate problem. The distributed filter
for target state estimation is proved to be bounded depending on the accuracy of the solutions in
problem 1.
28 Problem statement
Chapter 4
Localization in multi-agent networks
This chapter addresses the localization problem in multi-agent networks. In this chapter, a dis-
tributed algorithm for agent localization is derived. The error of localization procedure is proved
to converge to zero in the absence of disturbances, and to remain bounded in the presence of
bounded disturbances.
4.1 Problem statement
Consider the state model of agent i
x˙[A]i = F
[A]
i x
[A]
i +B
[A]
i w
[A]
i
the local output equation associated to agent i
y[A]i (t
[y]
k ) =C
[A]
i x
[A]
i (t
[y]
k )+D
[A]
i v
[A]
i (t
[y]
k )
the relative measurement with respect to agent j
z[A]i j (t
[z]
k ) = H
[z]
i j (x
[A]
j (t
[z]
k )− x[A]i (t [z]k ))+Ei jεi j(t [z]k ), j ∈Ni
the communication from agent j
s[A]i j (t
[s]
k ) = H
[s]
i j xˆ
[A]
j (t
[s]
k )+Gi jηi j(t
[s]
k ) j ∈Ni (4.1)
For simplicity, in what follows, the label [A] is dropped. Given the measurements of the local state
yi(t
[y]
k ), relative measurements zi j(t
[z]
k ) and communication data si j(t
[s]
k ) ,the goal to compute the
estimate xˆi(t) of the agent i at time t defined by
xˆi(t) := arg min
xi∈Rn
Ji(t) (4.2)
(4.3)
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where
Ji(t) = min
ωi,vi,ηi j,εi j,δi j
(xi(0)− xˆi0)T Pi(0)(xi(0)− xˆi0)+
∫ t
0
‖w(τ)‖dτ+∑
t [y]k
∥∥∥vi(t [y]k )∥∥∥2
+ ∑
j∈Ni
∑
t [z]k
∥∥∥εi j(t [z]k )∥∥∥2+ ∑
j∈Ni
∑
t [z]k
∥∥∥δi j(t [z]k )∥∥∥2+ ∑
j∈Ni
∑
t [s]k
∥∥∥ηi j(t [s]k )∥∥∥2 (4.4)
where t0 := 0< t
[y]/[z]/[s]
k < t, Pi(0)> 0, xˆi0 ∈ Rn encode a-priori information about the state.
4.2 Local filter for localization
Given a signal x with a discontinuity at time t, the limit from below of x(τ) as τ ↑ t is denoted by
x(t−), i.e., x(t−) := limτ↑tx(τ). Without loss of generality we take all signals to be continuous from
above at every point, i.e, x(t) := limτ↓tx(τ). Algorithm 1 solves the localization problem. t
[y]/[z]/[s]
k
notation means at time instant k, there may come local measurement, relative measurement or
communication alternatively. The state estimate xˆi(t) at time t > t0 := 0 defined by (5.3) and (5.4)
can be computed as a solution to an impulse system.
Algorithm 1 Local filter for sensors localization
• For t [y]/[z]/[s]k ≤ t < t [y]/[z]/[s]k+1 : OpenLoop period (in the period between two consecutive discrete
arrivals which may be local state measurements, relative measurements or communications from
neighbors.)
P˙i(t) =−Pi(t)Fi−FTi Pi(t)−Pi(t)BiBTi Pi(t) Pi(tk) = Pik (4.5)
˙ˆxi(t) = Fixˆi(t) xˆi(tk) = xˆik (4.6)
• For t = t [y]k+1, at the occurrence time of local state measurements of agent i,
Pi(t
[y]
k+1) = Pi(t
[y]
k+1
−)+CTi RviCi (4.7)
xˆi(t
[y]
k+1) = xˆi(t
[y]
k+1
−)+Pi(t
[y]
k+1)
−1CTi Rvi(y(t
[y]
k )−Cixˆi(t [y]k+1−)) (4.8)
• For t = t [z]k+1, at the occurrence time of relative measurements
Pi(t
[z]
k+1) = Pi(t
[z]
k+1
−)+ ∑
j∈Ni
H [z]i j
TU−1i j H
[z]
i j (4.9)
xˆi(t
[z]
r+1) = xˆi(t
[z]
k+1
−)−Pi(t [z]k+1)−1 ∑
j∈Ni
H [z]i j
TU−1i j (H
[z]
i j xˆi(t
[z]
k+1
−)− zsi j(t [z]k+1)) (4.10)
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where zsi j(t
[z]
k ) = zi j(t
[z]
k )−H [zs]i j si j(t [z]k ) and Ui j = Ei jETi j +H [zs]i j Gi jGTi jH [zs]i j
T
+Q−1i j with H
[zs]
i j =
H [z]i j H
[s]
i j
T
(H [s]i j H
[s]
i j
T )
−1
. H [s]i j H
[s]
i j
T ) is invertible by assuming that the basis of H [s]i j includes the
basis of H [z]i j .
• For t = t [s]k+1. At the moments when agent i receives communications from its neighbors, no
information about xi(t
[s]
k+1) is received. Pi(t
[s]
k+1) and xˆi(t
[s]
k+1) are obtained during OpenLoop period,
which includes t [s]k+1.
Notice that si j is an unknown parameter at t
[z]
k . However, si j(t
[z]
k ) can derived from si j(t
[s]
k )
which is the most recent communication from agent j.
4.3 Derivation of the filter equations
Consider the cost function until the time just before the arriving time of discrete occurrence, t0 ≤
t < t [y]/[z]/[c]1
Ji(ξ , t) = minw:[0,t]
{
(xi(0)− xˆi0)T Pi(0)(xi(0)− xˆi0)+
∫ t
0 ‖wi(τ)‖2dτ
}
subject to xi(t) = ξ , x˙i = Fixi+Biwi
(4.11)
We start by proving that cost function satisfies close form
Ji(ξ , t) = (ξ − xˆi(t)T Pi(t)(ξ − xˆi(t))+ c(t) (4.12)
where c(0) = 0 and
- between two consecutive discrete occurrences:
c(t) = c(t [y]/[z]/[s]k ) t
[y]/[z]/[s]
k ≤ t < t [y]/[z]/[s]k+1 (4.13)
- at the time instant of local measurements
c(t) = c(t−)+ xˆi(t−)T Pi(t−)xˆi(t−)− xˆi(t)T Pi(t)xˆi(t)+ y(t)T Rviy(t) t = t [y]k+1 (4.14)
- at the time instant of relative measurement
c(t [z]1 ) = c(t
[z]
1−)− xˆi(t
[z]
1 )
T Pi(t
[z]
1 )xˆi(t
[z]
1 )+ xˆ
T
i (t
[z]
1−)Pi(t
[z]
1−)xˆi(t
[z]
1−)+ ∑
j∈Ni
zsTi j(t
[z]
1 )U
−1
i j zsi j(t
[z]
1 ) t = t
[z]
k+1
(4.15)
- at the time instant when communications from neighbors come
c(t) = c(t−) t = t [s]k+1 (4.16)
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Breaking the cost function (4.11) into before and after t−dt, it can be simplified in the following
steps to
Ji(ξ , t) = min
wi:[0,t]
{
(xi(0)− xˆi0)T Pi(0)(xi(0)− xˆi0)+‖w(t)‖2 dt+
∫ t−dt
0 ‖w(τ)‖2 dτ
}
= min
wi:[t−dt,t]
{
‖w(t)‖2 dt+min
{
(xi(0)− xˆi0)T Pi(0)(xi(0)− xˆi0)+
∫ t−dt
0 ‖w(τ)‖2 dτ
} }
= min
wi:[t−dt,t]
{
‖w(t)‖2 dt+ J(ξ − (Fiξ +Biwi)dt, t−dt)
}
(4.17)
Now if we subtract Ji(ξ , t − dt) from both sides and dividing by dt, and then take the limit as
dt→ 0
Jit (ξ , t) = min
w(t)
{
‖wi(t)‖2− Jiξ (ξ , t)(Fiz+Biwi)
}
(4.18)
where Jiξ and Jit denote the partial derivatives of Ji with respect to ξ and t, respectively. From the
closed form solution, we have
Jit =−2(ξ − xˆi)T Pi ˙ˆxi+(ξ − xˆi)T P˙i(ξ − xˆi)+ c˙ (4.19)
Jiξ = 2(ξ − xˆi)T Pi (4.20)
Solving the minimization problem on the right side of (4.18), the optimal value for wi(t) = w∗i (t)
w∗i (t) =
1
2
BTi J
T
iξ (ξ , t) (4.21)
and putting this in (4.18) we get the following PDE. The dependencies to (ξ , t) has been omitted
to simplify the equation format.
Jit =−
1
4
∥∥∥BT JTiξ∥∥∥2− Jiξ (Fiξ ) (4.22)
For t = 0, the value of Ji(ξ , t) is determined from the linear partial differential equation (4.18)
with initial condition
Ji(ξ ,0) = (ξ − xˆi0)T Pi0(ξ − xˆi0) ∀ξ ∈ Rn (4.23)
and can be written as (4.12) for appropriately defined signal xˆi(t) and c(t).Matching (4.12) and
(4.23) we conclude that c(0) = 0, Pi(0) = Pi0 and xˆ(0) = xˆi0. To verify that the solution to (4.22)
and (4.23) can be written as (4.12), we substitute this equation in (4.22), use (4.19) and (4.20) to
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obtain
0 =−2(ξ − xˆi)T Pi ˙ˆxi+(ξ − xˆi)T Pi (ξ − xˆi)+ c˙
+
1
4
4(ξ − xˆi)T PiBiBTi Pi(ξ − xˆi)+2(ξ − xˆi)T Pi(Fiξ ) (4.24)
Factorizing the terms depending on ξ
0 =ξ T
(
P˙i+PiFi+FTi Pi+PiBiB
T
i Pi
)
ξ
−2ξ T (Pi ˙ˆxi+ P˙ixˆi+FTi Pixˆi+PiBiBTi Pixˆi)
+2xˆTi Pi ˙ˆxi+ xˆ
T
i P˙ixˆi+ xˆ
T
i PiBiB
T
i Pixˆi+ c˙(t) (4.25)
This equality should be held for all the choices of ξ , so forcing the first term to zero
P˙i+PiFi+FTi Pi+PiBiB
T
i Pi = 0
P˙i =−FTi Pi−PiFi−PiBiBTi Pi (4.26)
Using the (4.26) and forcing the second term to zero
Pi ˙ˆxi+ P˙ixˆi+FTi Pixˆi+PiBiB
T
i Pixˆi = 0
Pi ˙ˆxi+(−FTi Pi−PiFi−PiBiBTi Pi)xˆi+FTi Pixˆi+PiBiBTi Pixˆi = 0
˙ˆxi = Fixˆi (4.27)
Put (4.6) and (4.5) into the last term
2xˆTi PiFixˆi− xˆTi PiFixˆi− xˆTi PiFixˆi− xˆTi iPiBiBTi Pixˆi+ xˆTi iPiBiBTi Pixˆi+ c˙(t) = 0 (4.28)
Then, c˙(t) = 0, c(0) = 0→ c = 0.
The calculations above proves that (4.5), (4.6) and (4.13) are hold for 0≤ t < t [y]/[z]1 , where t [y]/[z]1
is the time when the first discrete arrival, without the loss of generality, the first discrete coming
measurement is assumed to be the local state measurement of agent i. The derived differential
equations in (4.26) and (4.27) calculate the evolution of Covariance matrix and states estimate
with presence of process noise.
Notice that P(t) remains positive definite for all 0≤ t < t [y]/[z]1 .
Claim 1. The matrix Pi(t) governed by (4.5) is positive definite for all t > 0.
Proof. Observe that (4.5) can be also written as
P˙i =−Pi(Fi+BiBTi Pi)− (Fi+BiBTi Pi)T Pi+PiBiBTi Pi
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and therefore,
Pi(t) =ΨT (0, t)Pi0Ψ(0, t)+
∫ t
0
ΨT (τ, t)PiBiBTi PiΨ(τ, t)dτ t ≤ 0 (4.29)
where Ψ(t,τ) denotes the transmission matrix of ξ˙ = (Fi +BiBTi Pi)ξ . This can be verified by
taking derivatives of the candidate expression of (4.29) for Pi
P˙i =−(Fi+BiBTi Pi)TΨT (0, t)Pi0Ψ(0, t)−ΨT (0, t)Pi0Ψ(τ, t)(Fi+BiBTi Pi)
+PiBiBTi Pi− (Fi+BiBTi Pi)T
∫ t
0
ΨT (τ, t)PiBiBTi PiΨ(τ, t)dτ−
∫ t
0
ΨT (τ, t)PiBiBTi PiΨ(τ, t)dτ(Fi+BiB
T
i Pi)
=−Pi(Fi+BiBTi Pi)− (Fi+BiBTi Pi)T Pi+PiBiBTi Pi
Here, we used the fact that, for every fixed τ ,
d
dt
Ψ(τ, t) =−Ψ(t,τ)−1( d
dt
Ψ(t, tau)
)
Ψ(t,τ)−1
=−Ψ(t,τ)−1(Fi+BiBTi Pi)Ψ(t,τ)Ψ(t,τ)−1
=−Ψ(τ, t)−1(Fi+BiBTi Pi)
Now since ΨT (0, t)Pi0Ψ(0, t) ≤ 0 and PiBiBTi Pi ≤ 0, from (4.29), we conclude that P(t) remains
positive definite for all t ≤ 0
Let consider now the case when agent i gets the local measurement t = t [y]k ,k > 0. From(5.4),
we notice that J(ξ , t [y]K ) can be written as
Ji(ξ , t
[y]
K ) = minwi,vi,ηi j,εi j,δi j
(xi(0)− xˆi0)T Pi(0)(xi(0)− xˆi0)+
∫ t
0
‖w(τ)‖2dτ+
K[y]−1
∑
k=1
∥∥∥vi(t [y]k )∥∥∥2+∥∥∥vi(t [y]K )∥∥∥2
+ ∑
j∈Ni
K[z]
∑
r=1
∥∥εi j(tr)∥∥2+ ∑
j∈Ni
K[z]
∑
r=1
∥∥δi j(tr)∥∥2+ ∑
j∈Ni
K[s]
∑
c=1
∥∥ηi j(tc)∥∥2
subject to xi(t) = ξ , x˙i = Fixi+Biwi,yi(t
[y]
k ) =Cixi(t
[y]
k )+ vi(t
[y]
k ) (4.30)
Ji(ξ , t
[y]
K ) = J(ξ , t
[y]
K−)+
∥∥∥yi(t [y]K )−Cixi(t [y]K )∥∥∥2
(DiDTi )−1
(4.31)
where t [z]K and t
[s]
K is last arriving time of relative measurements and communication, respectively
before t [y]K .
For K[y] = 1, J(ξ , t [y]1−) is already given by (4.12). Assuming that it has the same form at the time
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t [y]1 and Rvi denotes (DiD
T
i )
−1 we obtain
0 =
(
ξ − xˆi(t [y]1 )
)T
Pi(t
[y]
1 )
(
ξ − xˆi(t [y]1 )
)
+ c(t [y]1 )
−
(
ξ − xˆi(t [y]1
−
)
)T
Pi(t
[y]
1
−
)
(
ξ − xˆi(t [y]1
−
)
)
− c(t [y]1
−
)−
(
yi(t
[y]
1 )−Ciξ
)T
Rvi
(
yi(t
[y]
1 )−Ciξ
)
(4.32)
Expanding and factorizing the terms which include ξ
0 =ξ T
(
Pi(t
[y]
1 )−Pi(t [y]1
−
)−CTi RviCi
)
ξ
+2ξ T
(
−Pi(t [y]1 )xˆi(t [y]1 )+Pi(t [y]1
−
)xˆi(t
[y]
1
−
)+CTi Rviyi(t
[y]
1 )
)
+ xˆi(t
[y]
1 )
T Pi(t
[y]
1 )xˆi(t
[y]
1 )− xˆi(t [y]1
−
)T Pi(t
[y]
1
−
)xˆi(t
[y]
1
−
)− yi(t [y]1 )
T
Rviyi(t
[y]
1 )− c(t [y]1
−
)+ c(t [y]1 )
(4.33)
Forcing the first quadratic term to zero
Pi(t
[y]
1 ) = Pi(t
[y]
1
−
)+CTi RviCi (4.34)
Now forcing the second term to zero and using the derived equation for covariance update
0 =−Pi(t [y]1 )xˆi(t [y]1 )+Pi(t [y]1
−
)xˆi(t
[y]
1
−
)+CTi Rviyi(t
[y]
1 )
xˆi(t
[y]
1 ) = xˆi(t
[y]
1
−
)+P−1i (t
[y]
1 )C
T
i Rvi
(
yi(t
[y]
1 )−Cixˆi(t [y]1
−
)
)
(4.35)
which derives the states estimate update equation. The last term equals to zero, therefore
c(t [y]1 ) = c(t
[y]
1
−
)+ xˆi(t
[y]
1
−
)T Pi(t
[y]
1
−
)xˆi(t
[y]
1
−
)− xˆi(t [y]1 )T Pi(t [y]1 )xˆi(t [y]1 )+ y(t [y]1 )T Rviy(t [y]1 ) (4.36)
It is shown that (4.7), (4.8) and (4.14) are hold for k[y] = 1. Notice that Pi1 := Pi(t
[y]
1 ) = Pi(t
[y]
1
−)+
CTi RviCi is positive definite because Pi(t
−
1 )> 0 and C
T
i RviCi > 0. Therefore substituting the initial
condition J(ξ ,0) by
J(ξ , t1) = (ξ − xˆi1)T Pi1(ξ − xˆi1) ∀z ∈ Rn (4.37)
with xˆi1 = xˆi(t
[y]
1 ) and solving the linear different equation (4.22) it follows that (4.5), (4.6), (4.9)
and (4.10) are hold for the interval t [y]1 ≤ t < t [y]2 , note that except for the instant when relative
measurements come (which will be presented in the next lines). Applying this successively until
k = K[y] we conclude that (4.12) is true (except for the instant when relative measurements come)
and that (4.7) together with (4.8) are hold for xi(t
[y]
k ) where the local state measurements occur.
Now consider the moments when agent i receives relative measurements. Following the
same calculations for the cost function at the arriving time of relative measurements and estimated
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states communications. At the arriving time of relative measurement at t = t [z]K ,the cost function is:
Ji(ξ , t
[z]
K ) = minwi,vi,ηi j,εi j,δi j
(xi(0)− xˆio)T Pi(0)(xi(0)− xˆio)+
∫ t
0
‖w(τ)‖2dτ
K[y]
∑
k=1
‖vi(tk)‖2
+ ∑
j∈Ni
K[z]−1
∑
k=1
∥∥εi j(tk)∥∥2+∥∥∥zi j(t [z]K )−H [z]i j (x j(t [z]K )− xi(t [z]K ))∥∥∥2
(Ei jETi j )−1
+ ∑
j∈Ni
K[z]−1
∑
k=1
∥∥δi j(tk)∥∥2+ ∑
j∈Ni
K[s]
∑
c=1
∥∥ηi j(tc)∥∥2
subject to xi(t) = ξ , x˙i = Fixi+Biwi,zi j(t
[z]
K ) = H
[z]
i j (x j(t
[z]
K )− xi(t [z]K ))+Ei jεi j(t [z]K ), j ∈ Ni
(4.38)
It turns out
Ji(ξ , t
[z]
K ) = J(ξ , t
[z]
K−)+
∥∥∥zi j(t [z]K )−H [z]i j (x j(t [z]K )− xi(t [z]K ))∥∥∥2
(Ei jEi j)−1
(4.39)
where t [y]K and t
[s]
K is the arriving time of the local measurement and communications, respectively
, which came before the time t [z]K . In (4.39),there appears x j, which is an unknown parameter at
agent i. To tackle with this issue, we need the communications from j in order to obtain equation
for xi(t
[z]
K ).
By using (3.4), the cost function at the arriving time of relative measurements is reformed as:
J(ξ , t [z]K ) = J(ξ , t
[z]
K−)+ ∑
j∈Ni
∥∥∥zi j(t [z]K )−Hri j(x j(t [z]K )− xi(t [z]K ))∥∥∥2
(Ei jETi j )−1
J(ξ , t [z]K ) = J(ξ , t
[z]
K−)+ ∑
j∈Ni
∥∥∥zi j(t [z]K )−H [z]i j x j(t [z]K )+H [z]i j xi(t [z]K )∥∥∥2
(Ei jETi j )−1
= J(ξ , t [z]K−)+ ∑
j∈Ni
(
∥∥∥zi j(t [z]K )−H [zs]i j (H [s]i j xˆ j(t [z]K )+δi j)+H [z]i j xi(t [z]K )∥∥∥2
(Ei jETi j )−1
+
∥∥δi j∥∥2),
= J(ξ , t [z]K−)+ ∑
j∈Ni
(
∥∥∥zi j(t [z]K )−H [zs]i j (si j(t [z]K )−Gi jη(t [z]K )+Qi jδi j(t [z]K ))+H [z]i j xi(t [z]K )∥∥∥2
(Ei jETi j )−1
+
∥∥∥δi j(t [z]K )∥∥∥2+∥∥∥ηi j(t [z]K )∥∥∥2)
where H [zs]i j = H
[z]
i j H
[s]
i j
T
(H [s]i j H
[s]
i j
T )
−1
. Assume that that the basis of H [s]i j includes the basis of H
[z]
i j ,
H [s]i j H
[s]
i j
T is invertible.
As mentioned before, si j(t
[z]
K ) is unknown at agent i, but can be derived from most recent commu-
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nication si j(t
[s]
K ) by using local dynamic formula of neighbor j.
J(z, t [z]K ) = J(z, t
[z]
K−)+ ∑
j∈Ni
(
∥∥∥zi j(t [z]K )− (H [zs]i j si j(t [z]K ))+H [z]i j xi(t [z]K )+H [zs]i j (Gi jηi j(t [z]K )+Qi jδi j(t [z]K ))∥∥∥2
(Ei jETi j )−1
+
∥∥∥ηi j(t [z]K )∥∥∥2+∥∥∥δi j(t [z]K )∥∥∥2) (4.40)
where Qi j is the weight that agent i considers for the estimation error H
[z]
i j(xˆ j−x j).ηi j,δi j are also
taken into account because the use of si j and the (3.4)
Minimizing (4.40) over ηi j and δi j
J(z, t [z]R ) = J(z, t
[z]
K−)+
∥∥∥zi j(t [z]K )−H [zs]i j si j(t [z]K )+H [z]i j xi(t [z]K )∥∥∥2U−1i j (4.41)
where Ui j = Ei jETi j +H
[zs]
i j Gi jG
T
i jH
[zs]
i j
T
+Qi jQTi j.
For K[z] = 1
0 = (ξ − x(t [z]1 ))T Pi(t [z]1 )(ξ − x(t [z]1 ))− (ξ − x(t [z]1−))T Pi(t
[z]
1−)(ξ − x(t
[z]
1−))
− ∑
j∈Ni
(zsi j(t
[z]
1 )+H
[z]
i j ξ )
TU−i j 1(zsi j(t
[z]
1 )+H
[z]
i j z)+ c(t
[z]
1 )− c(t [z]1−) (4.42)
where zsi j(t
[z]
K ) = zi j(t
[z]
K )−H [zs]i j si j(t [z]K )
Expanding and factorizing the terms which include ξ
0 =ξ T
(
Pi(t
[z]
1 )−Pi(t [z]1−)− ∑
j∈Ni
H [z]i j
T
U−1i j H
[z]
i j
)
ξ
+2ξ T
(
−Pi(t [z]1 )xˆi(t [z]1 )+Pi(t [z]1
−
)xˆi(t
[z]
1
−
)− ∑
j∈Ni
H [z]i j
T
U−1i j zsi j(t
[z]
1 )
)
+ xˆi(t
[z]
1 )
T Pi(t
[z]
1 )xˆi(t
[z]
1 )− xˆTi (t [z]1−)Pi(t
[z]
1
−
)xˆi(t
[z]
1
−
)− ∑
j∈Ni
zsTi j(t
[z]
1 )U
−1
i j zsi j(t
[z]
1 )+ c(t
[z]
1 )− c(t [z]1
−
)
(4.43)
Forcing the first term equal to 0
Pi(t
[z]
1 ) = Pi(t
[z]
1−)+ ∑
j∈Ni
H [z]i j
T
U−1i j H
[z]
i j (4.44)
where Pi(t
[z]
1
−
) follows (4.5).
Now forcing the second term to zero and using the derived equation for covariance update
0 =−Pi(t [z]1 )xˆi(t [z]1 )+Pi(t [z]1
−
)xˆi(t
[z]
1−)− ∑
j∈Ni
H [z]i j
T
U−1i j zsi j(t
[z]
1 )
xˆi(t
[z]
1 ) = xˆi(t
[z]
1−)−P−1i (t
[z]
1 )(∑
j∈Ni
H [z]i j
T
U−1i j (H
[z]
i j xi(t
[z]
1−)− zsi j(t
[z]
1 )) (4.45)
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The last term is 0, then
c(t [z]1 ) = c(t
[z]
1
−
)− xˆi(t [z]1 )T Pi(t [z]1 )xˆi(t [z]1 )+ xˆTi (t [z]1
−
)Pi(t
[z]
1
−
)xˆi(t
[z]
1
−
)+ ∑
j∈Ni
zsTi j(t
[z]
1 )U
−1
i j zsi j(t
[z]
1 )
(4.46)
Notice that Pi1 := Pi(t
[z]
1 ) = Pi(t
[z]
1
−
)+ ∑
j∈Ni
H [z]i j
T
U−1i j H
[z]
i j is positive definite because Pi(t
[z]
1
−
) > 0
and ∑
j∈Ni
H [Z]i j
TU−1i j H
[z]
i j > 0.
Therefore, substituting the initial condition by
J(ξ , t [z]1 ) = (ξ − xˆi(t [z]1 ))T Pi(t [z]1 )(ξ − xˆi(t [z]1 )) ∀ξ ∈ Rn (4.47)
Solving the linear different equation (4.22) it follows that (4.5), (4.6), (4.9) and (4.10) are hold
for the interval t [z]1 ≤ t < t [z]2 , except for the instants when agent i gets the local measurements.
Applying this successively until k = K[z] we conclude that (4.9) and (4.10) are hold for xi(t
[z]
k )
where the relative measurement occurs.
4.4 Convergence results
Several assumption need to be stated before going through the convergence proof of the local filter
for localization of agents.
Assumption 1. There exist positive constants δ [A]i , ∆
[A]
i such that δ
[A]
i I ≤ BTi Bi ≤ ∆[A]i I
Assumption 2. Let Num(t,σy), 0≤ σy < t and Num(t,σz), 0≤ σz < t denotes the number of time
instants at which measurements of states at agent i arrive in open interval (σy, t) or the relative
measurements arrive in open interval (σz, t). There exist positive constants τyD,Ny0,τzD,Nz0 satisfy
the following condition:
Num(t,σy)≤ Ny0+ t−σyτyD
Num(t,σz)≤ Nz0+ t−σzτzD
The constants τyD,τzD are called the average dwell-time and Ny0,Nz0 are the chatter bounds.
Theorem 16. Assuming that the solution to (3.1)-(3.4) exists globally, the solution given by al-
gorithm 1 also exists. When P−1i remains bounded, assumption 1-2 are hold, there exist positive
constant c > 0 possibly dependent on Pi0, Γ[A] < 1, γ
[A]
wi ,γ
[A]
vi ,γ
[A]
ηi j ,γ
[A]
δi j and γ
[A]
εi j which are positive
constant such that
||e[A]i (tk)|| ≤ cΓ[A]
k||e[A]i (0)||+ γ [A]wi sup
τ∈(0,tk)
||w[A]i ||+ γ [A]vi sup
τ∈(0,tk)
||v[A]i ||+ ∑
j∈Ni
γ [A]ηi j sup
τ∈(0,tk)
||η [A]i j ||
+ ∑
j∈Ni
γ [A]δi j supτ∈(0,tk)
||δ [A]i j ||+ ∑
j∈Ni
γ [A]εi j sup
τ∈(0,tk)
||ε [A]i j || (4.48)
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Proof:
From (3.1) and (4.6) it is concluded that when t [y]/[z]k ≤ t < t [y]/[z]k+1 the state estimate error at agent i
evolves according to
e˙[A]i = Fiei−Biwi
For simplicity, drop label [A]. Define Vi = eTi Piei and computing its derivatives
V˙i =−eTi PiBiBTi Piei−2eTi PiBiwi
=−1
2
eTi PiBiB
T
i Piei−
1
2
∥∥BTi Piei+2wi∥∥2+2‖wi‖2
Using Assumption 2 that δ [A]i I≤BTi Bi and give γ [A]k :=
1
2
δ [A]i in fτ∈[tk,tk+1)λmin(Pi(τ))where λmin(M)
denotes the smallest eigenvalue of M. Because P−1i is uniform bounded,
V˙i ≤−γ [A]k V +2‖wi‖2
Then when t [y]/[z]k ≤ t < t [y]/[z]k+1
Vi(t)≤Vi(t [y]/[z]k )exp(−γ [A]k (t− t [y]/[z]k ))+
2
γ [A]k
sup
τ∈[t [y]/[z]k ,t)
‖wi(τ)‖2 (4.49)
Now consider t = t [y]/[z]k+1 when the discrete measurement occurs, it can be local measurement or
relative measurement. When local measurement happens, from (4.7) and (4.8), the estimation
error ei at the time t = t
[y]
k+1 can be written as
ei(t
[y]
k+1) = [I−P−1i (t [y]k+1)W [y]i ]ei(t [y]k+1−)+P−1i (t [y]k+1)ψ [y] (4.50)
where W [y]i =C
T
i RviCi and ψ [y] =CTi RviDivi(t
[y]
k+1). Hence,
Vi(t
[y]
k+1) = e
T
i (t
[y]
k+1
−)[Pi(t
[y]
k+1)−2Wi+W [y]i P−1i (t [y]k+1)W [y]i ]ei(t [y]k+1)+ψ [y]T P−1i (t [y]k+1)ψ [y]
+2eTi (t
[y]
k+1
−)[I−W [y]i P−1i (t [y]k+1)] (4.51)
For simplicity, from now, the time dependence is dropped. By using (4.7), defining matrix M1/2 is
any matrix such that (M1/2)T M1/2 = M, and the matrix inversion lemma, the term in the brackets
of the first term on the right-hand of (4.51) is written as
Pi(t
[y]
k+1)−2W [y]i +W [y]i P−1i (tk+1)W [y]i = P−W [y]
1/2
i ΣW
[y]1/2
i
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where Σ := [I+W [y]
1/2
i P
−1W [y]
1/2
i ] and Pi = Pi(t
[y]
k+1
−). The other terms can be written as
P−1i (t
[y]
k+1) = (Pi+W
[y]
i )
−1 = P−1i −P−1i W [y]
1/2
i ΣW
[y]1/2
i P
−1
i
I−W [y]i P−1i (t [y]k+1) = I−W [y]
1/2
i ΣW
[y]1/2
i P
−1
i
Thus,
Vi(t
[y]
k+1) =e
T
i (t
[y]
k+1
−)Piei(t
[y]
k+1
−)− eTi (t [y]k+1−)W [y]
1/2
i ΣW
[y]1/2
i ei(t
[y]
k+1
−)
+ψ [y]T (P−1i −P−1i W [y]
1/2
i ΣW
[y]1/2
i P
−1
i )ψ
[y]
+2eTi (t
[y]
k+1
−)(I−W [y]1/2i ΣW [y]
1/2
i P
−1
i )ψ
[y]
Vi(t
[y]
k+1) =V (t
[y]
k+1
−)+ψ [y]
T
P−1i ψ
[y]− eTi (t [y]k+1−)W [y]
1/2
i ΣW
[y]1/2
i ei(t
[y]
k+1
−)
−ψ [y]T P−1i W [y]
1/2
i ΣW
[y]1/2
i P
−1
i ψ
[y]−2eTi (t [y]k+1−)W [y]
1/2
i ΣW
[y]1/2
i P
−1
i ψ
[y]+2eTi (t
[y]
k+1
−)ψ [y]
Vi(t
[y]
k+1)≤V (t [y]k+1−)+ψ [y]
T
P−1i ψ
[y]−λmin(Σ)
∥∥∥eTi (t [y]k+1−)W [y]1/2i +W [y]1/2i P−1i ψ [y]∥∥∥2+2eTi (t [y]k+1−)ψ [y]
≤V (t [y]k+1−)+ψ[y]T P−1i ψ [y]+2eTi (t [y]k+1−)ψ [y]
2eTi (t
[y]
k+1
−)ψ [y] = 2
√
ζ [y]eTi (t
[y]
k+1
−)P1/2i P
1/2
i
−1
ψ [y]
1√
ζ [y]
≤ ζ [y]eTi (t [y]k+1−)Piei(t [y]k+1−)+
1
ζ [y]
ψ [y]
T
Piψ [y]
where ζ [y] is an arbitrary positive constant. Thus,
Vi(t
[y]
k+1)≤Vi(t [y]k+1−)+ψ [y]
T
P−1i ψ
[y]+ζ [y]Vi(t
[y]
k+1
−)+
1
ζ [y]
ψ [y]
T
P−1i ψ
[y]
Therefore, recalling (4.49), Vi(t
[y]
k+1) satisfies
Vi(t
[y]
k+1)≤ (1+ζ [y])Vi(t [y]/[z]k )exp(−γ [A]k (t [y]k+1− t [y]/[z]k ))+
1
ζ [y]
a[y]k+1+b
[y]
k+1
where a[y]k+1 := λmax(P
−1
i )
∥∥ψ [y]∥∥2, b[y]k+1 := (1+ζ [y]) 2γ [A]k ‖wi(τ)‖2+a[y]k+1.
Vi(t
[y]
k+1)≤ (1+ζ [y])Vi(t [y]/[z]k )exp(−γ [A]k (t [y]k+1− t [y]/[z]k ))+
2
ζ [y]
a[y]k+1+b
[y]
k+1
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When the discrete measurement at k+1 is relative measurement.
ei(t
[z]
k+1) = [I−P−1i (t [z]k+1)W [z]i ]ei(t [z]k+1−)+P−1i (t [z]k+1)ψ [z]
where W [z] = ∑
j∈Ni
H [z]i j
TU−1i j H
[z]
i j and ψ
[z] = ∑
j∈Ni
H [z]i j
TU−1i j ρi j with ρi j = ηi j + δi j−Ei jεi j. Recall
that δi j is introduced in (3.5). Note that state estimation error at t = t
[z]
k+1has the same form as
at t = t [y]k+1. Therefore, if we follow the same proof as at t = t
[z]
k+1, we conclude that ei(t
[z]
k+1) is
bounded.
Vi(t
[z]
k+1)≤ (1+ζ [z])Vi(t [y]/[z]k )exp(−γ [A]k (t [z]k+1− t [y]/[z]k ))+
2
ζ [z]
a[z]k+1+b
[z]
k+1 (4.52)
where a[z]k+1 := λmax(P
−1
i )
∥∥ψ [z]∥∥2, b[z]k+1 := (1+ζ [z]) 2γ+ k‖wi(τ)‖2+a[z]k+1. Solving those inequal-
ity (4.4) and (4.52) recursively, we get
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Chapter 5
Distributed estimator for target
tracking
This chapter addresses several distributed approaches for estimating the state of a common target
with the assumption that the agents know their own locations. First, fully decentralized Kalman
filter, in which all-to-all communication is required will be presented. The convergence proof is
presented for a fully decentralized Kalman filter. Then, decentralized Kalman filters with con-
sensus which relax all-to-all communication requirement will be studied. The results of other
approximate distributed Kalman filters are proved to converge to the results of the fully decentral-
ized Kalman filter following the proofs presented in [28].
5.1 Fully Decentralized Kalman filter for target tracking
Consider target `, `= 1,2, ...,M with the dynamics model
x˙[T ]` = F
[T ]
` x
[T ]
` +B
[T ]
` w
[T ]
`
and observation model of the target
r[T ]i` (t
[r]
k ) =C
[T ]
i` x
[T ]
` (t
[r]
k )+D
[T ]
i` v
[T ]
i`
5.1.1 Reviewing the centralized Kalman filter
Before presenting the distributed local estimator, the centralized Kalman filter is necessarily in-
troduced. It will make the idea of how the assimilation performed among sensors to obtain local
estimator. In centralized Kalman filter case, the target with the dynamic previously presented is
considered observed by a sink node of the network according to the following equation:
r(tk) =C(tk)x(t
[r]
k )+Dv(tk) (5.1)
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where r(tk)= [rT1 (tk),r
T
2 (tk), ...r
T
n (tk)]
T is stack observation vector, v(tk)= [vT1 (tk),v
T
2 (tk), ...v
T
n (tk)]
T
is stack measurement noise vector and C(tk) = [CT1 (tk),C
T
2 (tk), ...C
T
n (tk)]
T . The goal to compute
the estimate xˆ[T ]i (t) of the target at time t defined by
xˆ[T ]i (t) := arg min
x[T ]i ∈Rn[T ]
J[T ]i (t) (5.2)
(5.3)
where
J[T ]i (t) = min
ω [T ]i ,v
[T ]
i
(x[T ]i (0)− xˆ[T ]i0 )T P[T ]i (0)(x[T ]i (0)− xˆ[T ]i0 )+
∫ t
0
∥∥∥w[T ](τ)∥∥∥dτ+∑
t [r]k
∥∥∥v[T ]i (t [r]k )∥∥∥2 (5.4)
where t0 := 0 < t
[r]
k < t, P
[T ]
i (0) > 0, xˆ
[T ]
i0 ∈ Rn encode a-priori information about the state. For
simplicity, let us remove the label [T ] for ’target’ and label [r] for the time. Considering for any
common target, the index ` which indexes the target is omitted. The following result solves the
above energy minimum problem.
Algorithm 2 Centralized Kalman filter
• For tk ≤ t < tk+1:
P˙(t) =−FT P(t)−P(t)FT −PBBT P(t), P(tk) = Pk (5.5)
˙ˆx(t) = Fxˆ(t), x(tk) = xk (5.6)
rˆ(t−k+1) =C(tk+1)xˆ(t
−
k+1) (5.7)
• For t = tk+1:
P(tk+1) = P(t−k+1)+C
T (tk+1)R−1v (t
[r]
k+1)Ctk+1) (5.8)
xˆ(tk+1) = xˆ(t−k+1)+L(tk+1)[r(tk+1)− rˆ(t−k+1)] (5.9)
where the covaricane matrix Rv(k) = blockdiag
{
Rv1(k),Rv2(k), ...Rvn(k)
}
,Rvi = (DiD
T
i )
−1, Rvi is
measurement noise at agent i of the target.
L(tk+1) = P−1(tk+1)C(tk+1)R−1v (tk+1) (5.10)
The equations for centralized Kalman filter presented above is derived in the same way as the
derivation of the distributed filter for agent localization in chapter 4.
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5.1.2 Decentralized Kalman filter
This part presents a the equations for a fully decentralized Kalman filter. Figure 5.1 shows briefly
Figure 5.1: The decentralized Kalman filter algorithm flowchart
about the tasks of a decentralized Kalman filter. It must be noted here that a fully decentralized
Kalman filter requires all-to-all communication among the agents.Followings shows the equations
of this decentralized Kalman filter.
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Algorithm 3 Fully decentralized Kalman filter
• For tk ≤ t < tk+1: Local Prediction
P˙i(t) =−FT Pi(t)−Pi(t)FT −PiBBT Pi(t) Pi(tk) = Pik (5.11)
˙ˆxi(t) = Fxˆi(t) xi(tk) = xik (5.12)
rˆi(t−k+1) =Ci
T (tk+1)xˆi(t−k+1) (5.13)
• For t = tk+1:
-Local Update
P˜i(tk+1) = Pi(t−k+1)+Ci
T (tk+1)R−1vi (tk+1)Ci(tk+1) (5.14)
x˜(tk+1) = xˆi(t−k+1)+Li(tk+1)[ri(tk+1)− rˆit(k+1)−] (5.15)
where
Li(tk+1) = P−1i (tk+1)Ci
T (tk+1)R−1vi (tk+1) (5.16)
After each sensor has its local estimations x˜i(tk+1) and P˜i(tk+1), it sends required information to
each other sensor. Each sensor utilizes information receives from other sensors in network to
estimate the state of target.
- Assimilation
xˆi(tk+1) = P−1i (tk+1)[Pi(t
−
k+1)xˆi(t
−
k+1)+∑
j∈V
C jT (tk+1)R−1v j (tk+1)r j(tk+1)] (5.17)
Pi(tk+1) = Pi(t−k+1)+∑
j∈V
C jT (tk+1)R−1v j (tk+1)C j(tk+1) (5.18)
5.1.3 Derivation of Assimilation equations for fully decentralized Kalman filer
After each agent has computed its partial estimate x˜i(tk+1), it must communicate information to
the other nodes. To determine what information needs to be communicated, we first derive the
assimilation equations.
Assimilation of Variance
The partitioning of the observation model and the observation noise allows us to write
CT (tk+1)R−1v (tk+1)C(tk+1) =∑
i∈V
CTi (tk+1)R
−1
vi (tk+1)Ci(tk+1) (5.19)
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Now, rearranging equations (5.8) and (5.14) gives:
CT (tk+1)R−1v (tk+1)C(tk+1) = P(tk+1)−P(t−k+1) (5.20)
CiT (tk+1)R−1vi (tk+1)Ci(tk+1) = P˜i(tk+1)−Pi(t−k+1) (5.21)
By substituting these into equation (5.19),
P(tk+1) = P(t−k+1)+∑
j∈V
[P˜j(tk+1)−Pj(t−k+1)]
and placing this assimilation equation at each agent, we obtain:
Pi(tk+1) = Pi(t−k+1+∑
j∈V
[P˜j(tk+1)−Pj(t−k+1)] (5.22)
Assimilation of State
Again, from the partition of the observation vector and observation model, we have
CT (tk+1)R−1v (tk+1)r(tk+1) = ∑
j∈V
C jT (tk+1)R−1v j (tk+1)r j(tk+1) (5.23)
Premultiplying equation (5.20) by P−1(tk+1) and using the definition of Kalman filter gain from
equation (5.10) gives
I−L(tk+1)C(tk+1) = P−1(tk+1)P(t−k+1) (5.24)
Premultiplying (5.9) by P(tk+1), employing equation (5.24) and rearranging gives
CT (tk+1)R−1v (tk+1)r(tk+1) = P(tk+1)xˆ(tk+1)−P(t−k+1)xˆ(t−k+1) (5.25)
Similarly, premultiplying equation (5.21) by P˜−1i (tk+1) and using the definition of Kalman filter
given in equation (5.16) gives
I−Li(tk+1)Ci(tk+1) = P˜−1i (tk+1)Pi(t−k+1) (5.26)
Then, premultiplying equation (5.15) by P˜i(tk+1), employing equation (5.26) and rearranging gives
CT (tk+1)R−1v (tk+1)r(tk+1) = P(tk+1)x˜(tk+1)−P(t−k+1)x˜(t−k+1) (5.27)
Substituting equations (5.25) and (5.27) into (5.19),
xˆ(tk+1) = P−1(tk+1)[P(t−k+1)xˆ(t
−
k+1)+∑
jV
{
P˜j(tk+1)x˜ j(tk+1)−Pj(t−k+1)xˆ j(t−k+1)
}
]
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and placing this assimilation equation at each node (decentralizing) results in:
xˆi(tk+1) = P−1i (tk+1)[Pi(t
−
k+1)xˆi(t
−
k+1)+∑
j∈V
{
P˜j(tk+1)x˜ j(tk+1)−Pj(t−k+1)xˆ j(t−k+1)
}
] (5.28)
5.1.4 Communication and Assimilation
To summarize, each node makes an observation according to equation (3.8) then computes a par-
tial estimate using equations (5.11)- (5.16). The nodes then communicate with each other and
assimilate received information according to
xˆi(tk+1) = P−1i (tk+1)[Pi(t
−
k+1)xˆi(t
−
k+1)+∑
j∈V
{
P˜j(tk+1)x˜ j(tk+1)−Pj(t−k+1)xˆ j(t−k+1)
}︸ ︷︷ ︸
state error in f o
] (5.29)
Pi(tk+1) = Pi(t−k+1)+∑
j∈V
[P˜j(tk+1)−Pj(t−k+1)]︸ ︷︷ ︸
variance error in f o
(5.30)
The term state error info and variance error info are two terms that need to be transmitted by each
node to the other node. Substituting equations (5.21) and (5.25) to (5.29) and (5.22), respectively,
we obtain
xˆi(tk+1) = Pi(tk+1)[Pi(t−k+1)xˆi(t
−
k+1)+∑
j∈V
C jT (tk+1)R−1v j (tk+1)r j(tk+1)︸ ︷︷ ︸
state error in f o
] (5.31)
Pi(tk+1) = Pi(t−k+1))+∑
j∈V
C jT (tk+1)R−1v j (tk+1)C j(tk+1)︸ ︷︷ ︸
variance error in f o
(5.32)
The two forms of the assimilation equations are equivalent, and each form has its use. Equation
(5.22) and (5.29) are used in [24] in which the value of this form becomes apparent when examin-
ing information flow around non-fully connected topologies. Equation (5.31) and (5.32) are used
in this thesis using this form allows the effect of assumptions made during the analysis to be seen
more clearly.
The fully decentralized addressed above is one option for a distributed estimator, however, it re-
quires all-to-all communication. Later more options to build a distributed estimator will be studied
and a numerical simulation will apply those methods and give the comparison among them. How-
ever, for now, let us continue with the convergence of the fully decentralized Kalman filter.
5.2 Convergence of a fully decentralized Kalman filter
The target tracking error by a fully decentralized Kalman filter is proved to remain bounded and
its value agrees with the size of disturbances.
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Theorem 17. Assuming that the solution for (3.6) and (3.8) exists,the solution for (5.11) and
(5.12) also exists. When P−1i remains bounded, there exist positive constant c > 0 possibly
dependent on P[T ]`0 , Γ
[T ] < 1 and γ [T ]w ,γ
[T ]
v j ,andγe[T ]i j
which are positive constant such that
||e[T ]i (tk)|| ≤ cΓ[T ]
k||e[T ]i (0)||+ γ [T ]w sup
τ∈(0,t [r]k )
||w[T ]||+∑
j∈V
γ [T ]v j sup
τ∈(0,t [r]k )
||v[T ]j ||+ ∑
j∈V/
{
i
}γe[T ]i j sup
τ∈(0,t [r]k )
||e[T ]i j ||
(5.33)
where e[T ]i j = xˆ
[T ]
i (t
[r]
k+1
−)− x[T ]j (t [r]k+1) are the the cross-estimate difference.
Some assumptions need to be stated before the convergence of a fully decentralized Kalman
filter is proved.
Assumption 3. There exist positive constant δ [T ]` , ∆
[T ]
` such that δ
[T ]
` ≤ B`BT` ≤ ∆[T ]`
Assumption 4. Let Num(t,σr) , 0 ≤ σr < t denotes the number of time instants at which target
measurement arrive at agent i in the open interval (σr, t). There exist positive constants τrD and
Nr0, for which the following condition holds:
Num(t,σr)≤ Nr0+ t−σrτrD
Assumption 5. P−1i remains bounded.
Then when assumptions 3, 4 and 5 are hold, theorem 17 is proved to be true.
Let e[T ]i is the target estimation error at agent i. For notation convenience, we omit label [T ] from
here. Define a function Vi = eTi Piei. Notice that when tk ≤ < tk+1 the equations for predicted
inverse covariance matrix Pi (5.11) and target’s state xˆi (5.12) follows the same derivation for
Kalman filter as what of the filter for sensor localization, hence, following the same mathematical
reasoning for what was presented for sensor localization to obtain (4.49), it is given
- for tk ≤< tk+1
Vi(t)≤Vi(tk)e−γ
[T ]
k (t−tk)+
2
γ [T ]k
sup
τ∈[tk,t)
‖w`(τ)‖2 (5.34)
where γ [T ]k :=
1
2
δ [T ]` in fτ∈[tk,tk+1)λmin(Pi(τ)), using assumption 3 and λmin(Pi) denotes the smallest
eigenvalue of Pi. Using the assumption that P−1i remains bounded, we have γ
[T ]
k > 0
Consider now t = tk+1:
ei(tk+1) = xˆi(tk+1)− x(tk+1) (5.35)
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Using (5.17) and (5.18) we obtain
ei(tk+1) = P−1i (tk+1)[Pi(tk+1)−∑
j∈V
C jT (tk+1)R−1v j (tk+1)C j(tk+1)]xˆi(t
−
k+1)
+P−1i (tk+1)∑
j∈V
C jT (tk+1)R−1v j (tk+1)r j(tk+1)− x(tk+1) (5.36)
Then
ei(tk+1) = [I−P−1i (tk+1)Wi(tk+1)]ei(t−k+1)+P−1i (tk+1)Qi(tk+1)vi(tk+1)
−P−1i (tk+1) ∑
j∈V/
{
i
}Wj(tk+1)(xˆi(t−k+1)− x j(tk+1))−P−1i (tk+1) ∑
j∈V/
{
i
}Q j(tk+1)v j(tk+1)
(5.37)
where Qi =CTi (tk+1)R
−1
vi and Wi =C
T
i (tk+1)R
−1
vi Ci(tk+1). In conclusion, we get
ei(tk+1) = [I−P−1i (tk+1)Wi(tk+1)]ei(t−k+1)
+P−1i (tk+1)[∑
j∈V
Q j(tk+1)v j(tk+1)− ∑
j∈V/
{
i
}Wj(tk+1)(xˆi(t−k+1)− x j(tk+1))] (5.38)
Let ϑ [T ](tk+1) := ∑
j∈V
Q j(tk+1)v j(tk+1)− ∑
j∈V/
{
i
}Wj(tk+1)(xˆi(t−k+1)− x j(tk+1)) then we finally ob-
tain the error equation for target tracking at agent i
e[T ]i (t
[r]
k+1) = [I−P−1
[T ]
i (t
[r]
k+1)W
[T ]
i (t
[r]
k+1)]e
[T ]
i (t
[r]
k+1
−)+P−1
[T ]
i (t
[r]
k+1)ϑ
[T ](t [r]k+1) (5.39)
Here, it is cheerful to see that the error equation of target estimation at agent i forms the same
way of the error equation derived for position estimation of agent i in Chapter 4 in the case of
measurement arrivals. From (5.39), assume that x j remains bounded, with the same argumentation
as in Chapter 4 to prove theorem 16, it is possible to conclude that the error of target estimation of
target ` at agent i is bounded according to bounded disturbance by
||e[T ]i (tk)|| ≤ dΓ[T ]
k||e[T ]i (0)||+ γ [T ]w` sup
τ∈(0,t [r]k )
||w[T ]` ||+∑
j∈
γ [T ]v j` sup
τ∈(0,t [r]k )
||v[T ]j` ||+ ∑
j∈V/
{
i
}γe[T ]i j sup
τ∈(0,t [r]k )
||e[T ]i j ||
(5.40)
where e[T ]i j = xˆ
[T ]
i (t
[r]
k+1
−)− x[T ]j (t [r]k+1) are the the cross-estimate difference. d > 0 possibly depen-
dent on P[T ]i 0, Gamma
[T ] < 1 is a positive constant and γ [T ]w` ,γ
[T ]
v j` ,andγe[T ]i j
are positive constant.
And theorem 17 is hold.
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5.3 Decentralized Kalman filter with consensus for multi-agent net-
works
Decentralized involves state estimation using a set of local Kalman filters that communicate with
all other nodes. The information flow is all-to-all with communication complexity ofO(n2) which
is not scalable for WSNs. This part would like to introduce some other scalable or distributed
Kalman Filtering algorithms in which each node only communicates messages with its neighbors
on a network. Control-theoretic consensus algorithms have proven to be effective tools for per-
forming network-wide distributed computation tasks. In [19], [20] and [26], the authors propose
DKF algorithms consisting of a network of micro-Kalman Filters (MKFs), each embedded with
a low-pass and a band-pass consensus filter or two high-pass consensus filters. They are referred
as approximate distributed Kalman filter. The convergence proof for these types of distributed
Kalman filters are presented in MKamgarpour. The crucial part of solving the DKF problem is
solving its required dynamic consensus problems. The role of consensus filters is fusion of sensor
and covariance data obtained at each node. The performances of these distributed Kalman filter
are expected to convergence to the performance of the fully decentralized Kalman filter [28]
5.3.1 Consensus-based decentralized Kalman filter Type I: Consensus-based fusion
of sensory data
Following is several approximated distributed Kalman filters for sensor networks with consensus
filter introduced in [refer to papers of Saber; low, band and high]. We state the distributed algo-
rithms for three consensus filters: a low-pass filter, a high-pass filter, and a resulting band-pass
filter. Let L = D −A be the Laplacian matrix of G where A and D are adjacency and degree
matrix of G , respectively.
• Low-pass Consensus Filter: Let qi denote the state of node i and ui denote the input of node
i. Then the following dynamic consensus algorithm
q˙i = ∑
j∈Ni
(q j−qi)+ ∑
j∈Ni∪i
(u j−qi) (5.41)
that can be equivalently expressed as
q˙ =−Lˆq− Lˆu+(In+ Aˆ)(u− x) (5.42)
with q = col(q1,q2, ...,qn),Fˆ = F⊗ Im and Lˆ = L⊗ Im gives a low-pass consensus filter. This filter
is used for fusion of the measurements by applying the algorithm to CTi R
−1
i ri as the input of node
i.
• High-pass Consensus Filter: Let pi denote the state of node i and ui denote the input of node
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i. Then the following dynamic consensus algorithm
p˙i = ∑
j∈Ni
(p j− pi)+ u˙i (5.43)
that can be expressed equivalently as
d˙ =−Lˆd− Lˆui (5.44)
p = d+u (5.45)
where Lˆ = L⊗ Im. This gives a high-pass consensus filter from input u to output x. This filter
apparently propagates high-frequency noise and by itself is inadequate for sensor fusion.
• Band-pass Consensus Filter: This distributed filter can be defined as
d˙i =−Lˆdi− Lˆui (5.46)
pi = di+ui (5.47)
q˙i = ∑
j∈Ni
(q j−qi)+ ∑
j∈Ni∪i
(p j−qi) (5.48)
with a state (di,qi) ∈ R2m, input ui and output qi. This filter is used for inverse-covariance consen-
sus that calculates Si = ∑
j∈V
CTj R
−1
v j C j column-wise for node i by applying the filter on columns of
CTi R
−1
i Ci as the inputs of node i.
Following is more details about distributed Kalman filter type I: consensus-based fusion of sensory
data.
Figure 5.2: Architecture for a node of a DKF using low-pass and band-pass consensus
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Figure 5.3: Architecture for a node of a DKF using high-pass consensus
Decentralized Kalman Filtering Algorithm with high-pass consensus filtering of the sensed
data.
Let λ2 = λ2(L ) denote its algebraic connectivity. The high-pass consensus filter is a linear system
in the form 
q˙i = β ∑
j∈Ni
+β ∑
j∈Ni
(u j−ui);β > 0
yi = qi+ui
where ui is the input of agent i, qi is the state of the consensus filter, and yi is its output. The gain
β > 0 is relatively large. The collective dynamics of this CF is given byq˙i =−β Lˆq−β Lˆup = q+u
where Lˆ = L⊗ Im.
Algorithm 4 presents equations of a decentralized Kalman filtering Algorithm with high-pass con-
sensus filtering of the sensed data.
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Algorithm 4 Decentralized Kalman filtering Algorithm with high-pass consensus filtering of the
sensed data
• For tk ≤ t tk+1 Predict the state of the Micro-KF:
P˙i(t) =−FT Pi(t)−Pi(t)FT −PiBBT Pi(t) Pi(tk) = Pik
˙ˆxi(t) = Fxˆi(t) xi(tk) = xik
• For t = tk+1
Update the state of the data CF
u j =CTj R
−1
v j r j∀ j ∈ Ni∪ i
qi = qi+ εβ ∑
j∈Ni
[(q j−qi)+(u j−ui)]
yi = qi+ui
Update the state of the corvariance CF
U j =CTj R
−1
v j C j ∀ j ∈ Ni∪
{
i
}
Xi = Xi+ εβ ∑
j∈Ni
[(X j−Xi)+(U j−Ui)]
Si = Xi+Ui
Update the target state using Micro-KF
Pi(tk+1) = (Pi(t−k+1)+Si)
xˆi(tk+1) = xˆi(t−k+1)+Pi(tk+1)(yi−Sixˆi(t−k+1))
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5.3.2 Consensus-based decentralized Kalman filter Type II: Consensus of estimates
This is an alternative approach for distributed Kalman filtering that relies on communicating state
estimates between neighboring nodes. Before presenting the this DKF algorithms, we first need to
discuss a more primitive DKF algorithm that involves local Kalman filtering and forms the basis
of our main results.
In local Kalman filtering, node i can assume that no nodes other than its neighbors Ni exist as
the information flow from non-neighboring nodes to node i is prohibited in this case. Therefore,
node i can use a central Kalman filter that only utilizes the observations and output matrices of
the nodes in Ni∪
{
i
}
. This leads to the following primitive DKF algorithm with no consensus on
data/states/estimates.
Let Nci be the set of non-neighboring nodes of node i. Moreover, assume node i receives no in-
formation from its non-neighbors. Then, the local Kalman filtering iterations for node i are in the
form.
- For tk ≤ t < tk+1 Predict the target state and covariance matrix:
P˙i(t) =−FT Pi(t)−Pi(t)FT −Pi(t)BBT Pi(t) Pi(tk) = Pik
˙ˆxi(t) = Fxˆi(t) xi(tk) = xik
- For t = tk+1 Update the target state and covariance matrix:
Si = ∑
j∈Ni∪
{
i
}CTj (tk+1)R−1vi C j
yi = ∑
j∈Ni∪
{
i
}CTj (tk+1)R−1vi r j
Pi(tk+1) = (Pi(t−k+1)+Si)
xˆi(tk+1) = xˆi(t−k+1)+Pi(tk+1)(yi−Sixˆi(t−k+1))
According to this LKF algorithm, there is no guarantee that the state estimates remain cohesive
(or close to each other). This form of group disagreement regarding the state estimates is highly
undesirable for a peer-to-peer network of estimators. Algorithm 5 is a type-II DKF algorithm
that attempts to reduce the disagreement regarding the state estimates in local Kalman filtering
using an ad hoc approach by implementing a consensus step right after the estimation step. Later,
in Algorithm 6, we provide a rigorous way of performing this “consensus on estimates.” The
performance of this Kalman filter can be improved by repeating consensus step several times.
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Algorithm 5 Distributed Kalman Filtering Algorithm with a consensus step on estimates
• For tk ≤ t tk+1 Local Predict the target state and covariance matrix
P˙i(t) =−FT Pi(t)−Pi(t)FT −Pi(t)BBT Pi(t) Pi(tk) = Pik
˙ˆxi(t) = Fxˆi(t) xi(tk) = xik
• For t = tk+1 Local Update the target state and covariance matrix Locally aggregate data and
covariance matrix:
U j =CTj (tk+1)R
−1
vi C j Si = ∑
j∈Ni∪
{
i
}U j
u j =CTj (tk+1)R
−1
vi r j yi = ∑
j∈Ni∪
{
i
}u j
Compute the intermediate Kalman estimate of the target state and covariance matrix:
Pi(tk+1) = (Pi(t−k+1)+Si)
xˆi(tk+1) = xˆi(t−k+1)+Pi(tk+1)(yi−Sixˆi(t−k+1))
Estimate the target state after a Consensus step:
xˆi(tk+1) = xˆi(tk+1)+ ε ∑
j∈Ni
(xˆ j(tk+1)− xˆi(tk+1))
This is equivalent to “moving towards the average intermediate estimate of the neighbors.”
Algorithm 6 Kalman-Consensus filter: DKF Algorithm with an estimator that has a rigorously
derived consensus term
• For tk ≤ t tk+1 Predict the target state and covariance matrix
P˙i(t) =−FT Pi(t)−Pi(t)FT −Pi(t)BBT Pi(t) Pi(tk) = Pik˙ˆxi(t) = Fxˆi(t) xi(tk) = xik
• For t = tk+1 Update the target state and covariance matrix Locally aggregate data and covariance
matrix:
U j =CTj (tk+1)R
−1
vi C j Si = ∑
j∈Ni∪
{
i
}U j
u j =CTj (tk+1)R
−1
vi r j yi = ∑
j∈Ni∪
{
i
}u j
Compute the Kalman-Consensus estimate:
Pi(tk+1) = (Pi(t−k+1)+Si)
xˆi(tk+1) = xˆi(t−k+1)+Pi(tk+1)(yi−Sixˆi(t−k+1))+ εPi(tk+1) ∑
j∈Ni
(xˆ j(t−k+1)− xˆi(t−k+1))
Chapter 6
Joint estimation and localization for
heterogeneous agents
In chapter 4, we have proved that localization algorithm proposed guarantees sensor position error
bounded and this error is ISS with respect to bounded disturbances. The target tracking error is
bounded in the presence of bounded disturbances in chapter 5. This chapter addresses the joint
estimation and localization problem, where the accuracy of target tracking will also depends on
how good the localization task is performed. In particularly, we show that the joint estimation and
localization error can be viewed as a cascade ISS system. It turns out that the error of common
target tracking task is bounded and depends on the accuracy of agent localization.
Figure 6.1: Joint estimation and localization cascade ISS
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6.1 Distributed Kalman filters for target tracking in joint problem
When considering the joint problem, the measurement matrix at each agent depending on its po-
sition can be modeled as C[T ]i` =C
[T ]
i` (x
[A]
i ). Recall the models for target `:
x˙[T ]` = F
[T ]
` x[T ]+B
[T ]
` w
[T ]
`
r[T ]i` (t
[r]
k ) =C
[T ]
i` (x
[A]
i )x
[T ]
` (t
[r]
k )+D
[T ]
i` v
[T ]
i` (t
[r]
k )
Assuming that C[T ]i` (x
[A]
i ) is linear in x
[A]
i then C
[T ]
i` (x
[A]
i )(t
[r]
k ) =C
[T ]
i` (xˆ
[A]
i (t
[r]
k ))+C
[T ]
i` (e¯
[A]
i (t
[r]
k )) with
e¯[A]i (t
[r]
k ) = −e[A]i (t [r]k ). Then, C[T ]i` can be decomposed into C[T ]i` = Cˆ[T ]i` +∆C[T ]i` , where ∆C[T ]i` =
C[T ]i` (e¯
[A]
i ) and consequently, the measurement equation of target can be reformed as
r[T ]i` (t
[r]
k ) =C
[T ]
i` (xˆ
[A]
i (t
[r]
k ))x
[T ]
` (t
[r]
k )+∆C
[T ]
i` (t
[r]
k )x
[T ]
` (t
[r]
k )+D
[T ]
i` v
[T ]
i` (t
[r]
k )
To simplify the notation, in the sequel the target index ` are omitted. C[T ]i , Cˆ
[T ]
i replace C
[T ]
i (x
[A]
i ),
C[T ]i (xˆ
[A]
i ), respectively. In this case, by considering Cˆi as the measurement matrix of the system,
then ∆C[T ]i (t
[r]
k )x(t
[r]
k )+D
[T ]
i v
[T ]
i (t
[r]
k ) can be considered as measurement disturbance with respect to
measurement matrix Cˆ[T ]i , assuming that the target state x
[T ] is bounded. The centralized Kalman
filter, fully decentralized Kalman filter and decentralized Kalman filters with consensus introduced
in chapter 5 can be used. The matrix C[T ]i , which is unknown; however; is replaced by Cˆ
[T ]
i . The
estimator at each agent, without any information about C[T ]i , uses Cˆ
[T ]
i to estimate the state of the
target. The next algorithm are the equations of the fully decentralized Kalman filter and the two
decentralized with consensus presented in algorithm 4 and algorithm 5 in Chapter 5, in which C[T ]i
is replaced by Cˆ[T ]i . From here, for simplicity, label [T ] and [r] are dropped.
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Algorithm 7 Fully decentralized Kalman filter with approximate observation matrix
• For tk ≤ t < tk+1: Local Prediction
P˙i(t) =−FT Pi(t)−Pi(t)FT −PiBBT Pi(t) Pi(tk) = Pik (6.1)
˙ˆxi(t) = Fxˆi(t) xi(tk) = xik (6.2)
rˆi(t−k+1) = Cˆ
T
i (tk+1)xˆi(t
−
k+1) (6.3)
• For t = tk+1
- Local Update
P˜i(tk+1) = Pi(t−k+1)+Cˆ
T
i (tk+1)R
−1
vi (tk+1)Cˆi(tk+1) (6.4)
x˜i(tk+1) = xˆi(t−k+1)+Li(tk+1)[ri(tk+1)− rˆit(k+1)−] (6.5)
where
Li(tk+1) = P−1i (tk+1)Cˆ
T
i (tk+1)R
−1
vi (tk+1) (6.6)
After each sensor has its local estimations x˜i(tk+1) and P˜i(tk+1), it sends required information to
each other sensor. Each sensor utilizes information received from other sensors in network to
estimate the state of target.
- Assimilation:
xˆi(tk+1) = P−1i (tk+1)[Pi(t
−
k+1)xˆi(t
−
k+1)
+∑
j∈V
CˆTi (tk+1)R
−1
v j (tk+1)r j(tk+1)] (6.7)
Pi(tk+1) = Pi(t−k+1)+∑
j∈V
CˆTj (tk+1)R
−1
v j (tk+1)Cˆ j(tk+1) (6.8)
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Algorithm 8 Distributed Kalman Filtering Algorithm with a consensus step on estimates using
approximate measurement matrix
• For tk ≤ t tk+1 Local Prediction of the target state and covariance matrix
P˙i(t) =−FT Pi(t)−Pi(t)FT −Pi(t)BBT Pi(t) Pi(tk) = Pik
˙ˆxi(t) = Fxˆi(t) xi(tk) = xik
• For t = tk+1 Local Update of the target state and covariance matrix and locally aggregate data
and covariance matrix:
U j = CˆTj (tk+1)R
−1
vi Cˆ j Si = ∑
j∈Ni∪
{
i
}U j
u j = CˆTj (tk+1)R
−1
vi r j yi = ∑
j∈Ni∪
{
i
}u j
Compute the intermediate Kalman estimate of the target state and covariance matrix:
Pi(tk+1) = (Pi(t−k+1)+Si)
xˆi(tk+1) = xˆi(t−k+1)+Pi(tk+1)(yi−Sixˆi(t−k+1))
Estimate the target state after a Consensus step:
xˆi(tk+1) = xˆi(tk+1)+ ε ∑
j∈Ni
(xˆ j(tk+1)− xˆi(tk+1))
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6.2 Convergence properties of fully decentralized Kalman filter for
target tracking in the joint estimation and localization problem
This section proves the convergence of fully decentralized Kalman filter for target tracking in
the joint estimation and localization problem. The performances of other introduced distributed
Kalman filters for target tracking converges to the performance of the fully decentralized Kalman
filter [28]
Theorem 18. Assuming that the solution for (3.6) and (3.8) exists,the solution for (6.1) and (6.2)
also exists. When P−1i remains bounded, there exist positive constants c > 0 possibly dependent
on Pi(0), r < 1, γ
[T ]
w ,γ
[T ]
v j ,γe[T ]i j
and γ [T ]
e[A]i
such that
||e[T ]i (tk)|| ≤ cΓ[T ]
k||e[T ]i (0)||+ γ [T ]w sup
τ∈(0,t [r]k )
||w[T ]||+ γ [T ]
e[A]i
sup
τ∈(0,t [r]k )
||e[A]i ||
+∑
j∈V
γ [T ]v j sup
τ∈(0,t [r]k )
||v[T ]j ||+ ∑
j∈V
{
i
}γe[T ]i j sup
τ∈(0,t [r]k )
||e[T ]i j || (6.9)
where e[T ]i j = xˆ
[T ]
i (t
[r]
k+1
−)− x[T ]j (t [r]k+1) are the cross-estimate differences.
Proof: Drop the label [T ] of the target error equation e[T ]i for simplicity and define the function
Vi = eTi Pei. When tk ≤ t < tk+1, following chapter 4 (4.49) and chapter 5 (5.34) we obtain
Vi(t)≤Vi(tk)e−γ [T ](t−tk)+ 2γ [T ] supτ∈[tk,t)
||w[T ](τ)||
where γ [T ] :=
1
2
δ in fτ∈[tk,t)λmin(Pi(τ)) using Assumption 3 and λmin(Pi) denotes the smallest eigen-
value of Pi.
Now we derive for the case t = tk+1: ei(tk+1) = xˆi(tk+1)− x(tk+1).
Using (6.7) and (6.8) we obtain
ei(tk+1) = P−1i (tk+1)[Pi(tk+1)−
n
∑
j=1
CˆTj (tk+1)R
−1
v j (tk+1)Cˆ j(tk+1)]xˆi(t
−
k+1)
+P−1i (tk+1)∑
j∈V
CˆTj (tk+1)R
−1
v j (tk+1)r j(tk+1)− x(tk+1) (6.10)
Then
ei(tk+1) = [I−P−1i (tk+1)Wˆi(tk+1)]ei(t−k+1)+P−1i (tk+1)Qˆi(tk+1)[vi(tk+1)+∆Ci(tk+1)]
−P−1i (tk+1) ∑
j∈V/
{
i
}Wˆj(tk+1)(xˆi(t−k+1)− x j(tk+1))+P−1i (tk+1) ∑
j∈V/
{
i
} Qˆ j(tk+1)v j(tk+1)
(6.11)
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where Qˆi = CˆTi (tk+1)R
−1
vi and Wˆi = Cˆ
T
i (tk+1)R
−1
vi Cˆi(tk+1).
ei(tk+1) = [I−P−1i (tk+1)Wi(tk+1)]ei(t−k+1)
+P−1i (tk+1)[∑
j∈V
Qˆ j(tk+1)v j(tk+1)+ Qˆi∆Ci(tk+1)− ∑
j∈V/
{
i
}Wˆj(tk+1)(xˆi(t−k+1)− x j(tk+1))]
(6.12)
Finally,
e[T ]i (t
[r]
k+1) = [I−P−1
[T ]
i (t
[r]
k+1)Wˆ
[T ]
i (t
[r]
k+1)]e
[T ]
i (t
[r]
k+1
−)+P−1
[T ]
i (t
[r]
k+1)η
[T ](t [r]k+1) (6.13)
where η [T ](tk+1) := ∑
j∈V
Qˆ j(tk+1)v j(tk+1)+ Qˆi∆Ci(tk+1)− ∑
j∈V/
{
i
}Wj(tk+1)(xˆi(t−k+1)− x j(tk+1)).
By applying the proof of (??) in chpater 4, we conclude about the boundedness of the target
estimation error in the case that we only know the estimated locations of the agents.
||e[T ]i (tk)|| ≤ crk||e[T ]i (0)||+ γ [T ]w sup
τ∈(0,t [r]k )
||w[T ]||+ γ [T ]
e[A]i
sup
τ∈(0,t [r]k )
||e[A]i ||
+∑
j∈V
γ [T ]v j sup
τ∈(0,t [r]k )
||v[T ]j ||+ ∑
j∈V
{
i
}γe[T ]i j sup
τ∈(0,t [r]k )
||e[T ]i j || (6.14)
When C[T ]i (x
[A]
i ) is a linear respect to x
[A]
i , it is possible to conclude that (6.14) stays locally in the
neighborhood of e[A] = 0.
The target estimation error of the joint problem is bounded and relative to the size of disturbances
and depends on the accuracy of agents localization as well.
Chapter 7
Numerical results
In this chapter, the proposed algorithms to solve the joint estimation and localization problem are
illustrated through numerical results. Two examples will be presented. The first one illustrates
the convergences of the distributed filters, in which the states of agents and the common targets
are set to be unstable. In the other example, the agents evolve according to a circular motion and
the common target moves according to straight light with constant velocity. Small networks of
sensors are studied in both circumstances to make it easier to highlight the key concepts behind
the proposed algorithms. The agents’ position estimation error is shown to be bounded in the
presence of disturbances. The error of target state estimation depends on disturbances related to
the target as well the accuracy of sensor localization solution. Therefore, the target state estimation
error is proved to be bounded subject to disturbances and the position error of the agents. This
chapter also presents the comparison among different methods for target state estimation.
Recall models for the sensors and the common target.
Dynamic model of sensor i
x˙[A]i = F
[A]
i x
[A]
i +B
[A]
i w
[A]
i (7.1)
Observation model of sensor i
y[A]i (t
[y]
k ) =C
[A]
i x
[A]
i (t
[y]
k )+D
[A]
i v
[A]
i (t
[y]
k ) (7.2)
Relative measurement between sensor i and its neighbors j ∈ Ni
z[A]i j (t
[z]
k ) = H
[z]
i j (x
[A]
j (t
[z]
k )− x[A]i (t [z]k ))+Ei jεi j(t [z]k ), j ∈Ni (7.3)
Communication received at i from its neighbors j ∈ Ni
s[A]i j (t
[s]
k ) = H
[s]
i j xˆ
[A]
j (t
[s]
k )+Gi jηi j(t
[s]
k ) (7.4)
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Model for neighboring sensor j considered at sensor i
H [s]i j xˆ
[A]
j = H
[s]
i j x
[A]
j +Qi jδi j (7.5)
Dynamic model of the target
x˙[T ] = F [T ]x[T ]+B[T ]w[T ] (7.6)
Observation model of the target at sensor i
r[T ]i (t
[r]
k ) =C
[T ](x[A]i )x
[T ](t [r]k )+D
[T ]
i v
[T ]
i (t
[r]
k ) (7.7)
• Example 1
Consider a network of 3 agents with E =
{
(1,2),(2,3),(3,1)
}
. Each agent has a two dimensional
position vector xi ∈ R2 with Ai ∈ R2×2 given by
F [A]1 =
[
0.4 1.5
0 0.8
]
F [A]2 =
[
0.5 0
−0.8 0.3
]
F [A]3 =
[
0.7 0
1 0.4
]
The initial state of each node is drawn from a normally distributed Gaussian two-vector with mean
ξi = [1,1]T and standard deviation of 10 on each component. Model error signals w
[A]
i are simu-
lated using a 2-vector standard normal distribution ([N(0,1),N(0,1),N(0,1)]T ) with coefficients
matrices B[A]i = Diag([0.01,0.02]) ∈ R2×2. Each node makes one measurement of its state x[A]i us-
ing C[A]1 = [0,1],C
[A]
2 = [1,0] and C
[A]
3 = [1,0]. The measurement error signals vi ∈ R are simulated
using standard normal distributions with coefficients D[A]1 = 0.1,D
[A]
2 = 0.2 and D
[A]
3 = 0.1, respec-
tively. According to the graph described before, each agent makes one relative measurement zi j
according to the measurement matrices
H [z]12 =
[
1 0
0 0.5
]
H [z]23 =
[
0 0.5
1 0
]
H [z]31 =
[
0.5 0
0 1
]
By using H [z]i j = H
[s]
i j , the communication signals si j are similarly selected. The associated mea-
surement error signals εi j ∈ R2 and communication error signals ηi j ∈ R2 are simulated as standard
normal distributions with coefficients
Ei j =
[
0.3 0
0 0.3
]
Gi j =
[
0.4 0
0 0.4
]
Recall that the matrices Qi j tune the size of weight (‘belief’) that is used by node i on the rel-
ative measurements and communications that it receives from node j. For the current exam-
ple we consider Qi j = diag[0.1,0.1]. The initial conditions for the algorithm are xˆi(0) = ξˆi and
Pi(0) = 102I2×2. Node agents can only access one dimension of the local node’s state. The state
matrices F [A]i have two un-stable modes. It is important to stress that all the pairs (F
[A]
i ,C
[A]
i ) are
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not observable. However, the nodes also rely on a relative measurement with its neighbors and
also on the communications regarding the estimate of their neighbors’ state to fully estimate their
state vector. The relative measurement matrix and the communication matrix are selected in a way
that makes it possible for each node to obtain indirect measurements from their neighbor regarding
the un-observable subspace of their state space. In other words, all the pairs (F [A]i , [C
[A]
i
T
HTi j ]
T ) are
by design observable. The common target evolves according to dynamics matrix
F [T ] =
[
0.5 1.5
−2 0
]
Model error signals w[T ] are simulated using a 2-vector standard normal distribution with coeffi-
cients matrices B[T ] = Diag([0.2,0.1]) ∈ R2×2. Each node makes one measurement of the target
state x[T ] using C[T ](x[A]i ) which is assumed to be linear respect to x
[A]
i . Following figure present
the evolution of 3 agents.
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Figure 7.1: True States and Estimated States of agents [Scenario 1]
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Figure 7.1 demonstrates the convergence of the estimation error of each node.
Figure 7.2: Position estimation errors of the agents [Scenario 1]
To illustrate the impact of disturbances on the localization accuracy, the power of noises are
increased by changing respective coefficient matrices. First, the coefficient matrix B[A]i of process
noise w[A]i is set to B
[A]
i = Diag([0.05,0.05]), and change other coefficient matrices
Ei j =
[
0.6 0
0 0.6
]
,Gi j =
[
0.8 0
0 0.8
]
,Qi j =
[
0.1 0
0 0.1
]
,D[A]1 = 0.5,D
[A]
2 = 0.8 and D
[A]
3 = 0.5
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Figure below shows the position errors of 3 agents in presence of larger noises.
Figure 7.3: Position error of the agents with respect to different sizes of disturbances [Scenario 1]
Figure 7.3 shows the error of localization at each agent according to different power level of
disturbances. The red line presents the errors with bigger disturbances than the blue line. It illus-
trates theorem 16 that error remains bounded and relative to the size of the disturbance signals.
How often an agent receives communication from its neighbors also affects the accuracy of lo-
calization task. In this numerical example, the more frequently an agent receives communication
from its neighbors, the better position estimation it makes for itself.
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Figure 7.4: Position error of the agents with respect to different communication intervals [Scenario
1]
Given the bounded position error of the agents, each agent estimates the position of the com-
mon target. Next, we illustrate this feature by keeping all the matrices B[A]i ,D
A
i ,E
[A]
i j ,G
[A]
i j and
Q[A]i j as in the beginning. Two types of Kalman filters will be investigated, a fully decentralized
Kalman filter, which requires all-to-all communication in the sensor network and a decentralized
consensus-based Kalman filter, which relax all-to-all communication requirement. Even though
a fully decentralized Kalman filter is not appropriate for the network topology used in this exam-
ple, its performance is still studied in order to illustrate the theorem 17 and to make comparisons
with distributed consensus-based Kalman filter. When the agents know exact their locations, the
estimated positions of the target obtained at the agents are expected to convergence to the true posi-
tions of the target in the absence of disturbance. Figure 7.5 shows the result of a fully decentralied
Kalman filter in the case that the agents know their locations and in the absence of disturbances.
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Figure 7.5: Target tracking with knowledge of agents location and without noise [Scenario 1]
In the case that the agents do not have knowledge about their location but instead, use their
estimated location; the target position estimation error is bounded whose size depends on the size
of the disturbance signals and on the error of agent position estimation as well. The 2 figures
below are the target tracking performance in the joint problem of the fully decentralized at agent
1.
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Figure 7.6: Target tracking using estimated agents’ positions [Scenario 1]
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Figure 7.7: Target tracking errors using estimated agents’ positions with respect to different sizes
of disturbances [Scenario 1]
There are two simulations displayed in figure 7.7. The lines in the same color present the
localization error and the target estimation error of the same simulation. As expected, it illustrates
that the joint localization and estimation error is ISS as mentioned in Chapter 6. A bigger local-
ization error results in a bigger target estimation error.
The results presented until now is the performance of a fully decentralized Kalman filter, which
require all-to-all communication in multi-agent networks. This all-to-all communication require-
ment can be relaxed by a distributed consensus-based Kalman filter, which is more relevant in large
sensor networks. The target position estimation error of a distributed consensus-based Kalman fil-
ter is expected to be bigger than, but close to the error of a fully decentralized Kalman filter.
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Figure 7.8: Performance of fully decentralized Kalman filter and distributed consensus-based
Kalman filter
From figure 7.8, it can be seen that the target estimation error of a distributed consensus-based
Kalman filter is slightly bigger than the error of a fully decentralized Kalman filter. However the
performance of this distributed consensus-based filter can be improved by repeating several times
the consensus step. Indeed, by repeating the consensus step, the performance of the distributed
consensus-based Kalman filter converges to the performance of the decentralized Kalman filter.
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Figure 7.9: Performance of fully decentralized Kalman filter and distributed consensus-based
Kalman filter
• Example 2
In example 1, we have used unstable system models for both agents and target to illustrate that the
proposed joint estimation and localization solution converges to a small neighborhood around zero.
The next example 2 focuses on a more realistic scenario. In example 2, eight agents with topol-
ogy E =
{
(2,1),(3,2),(4,3),(5,4),(6,5),(7,6),(8,7),(1,8)
}
evolve according to circles and two
common targets follow straight trajectories with constant velocities.
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Figure 7.10: Target tracking using estimated agents’ positions [Scenario 2]
Figure 7.10 presents a multi-agent network composed by eight spatially distributed agents
indexed by number from 1 to 8. Each agent evolves according to a circular motion. Each agent
has the task to track two targets, whose true positions are presented in small red circles and small
blue circles. Green stars and pink stars are the estimated positions of the true positions in red color
and blue color, respectively, provided by agent 1.
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Figure 7.11 and figure 7.12 show the error of localization and the error of target position
estimation in the joint problem.
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Figure 7.11: Positions errors of agents [Scenario 2]
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Figure 7.12: Target tracking error using estimated agents’ positions [Scenario 2]
Chapter 8
Conclusion
This thesis studied the problem of joint target tracking and agent localization in multi-agent net-
works. In a multi-agent network, each sensor node obtains its local measurements at discrete time
instants. Also,at possible different discrete time each agent has connection with its neighbors, from
where it can observe the relative measurements and receive communication about the neighbors’
estimated positions. A distributed filter for agent localization using the obtained information was
derived at each agent. The localization error is proved to converge to zero in the absence of distur-
bances and to remains bounded in the presence of disturbances. The network share a common task
to track the evolving targets. Depending on its location, each agent obtains an observation of the
targets. This results in the joint estimation and localization problem, where distributed estimators
were derived at each agent to estimate the targets using its estimated position provided by local-
ization algorithm. The combined localization and target estimation procedure error was shown to
remain bounded with respect to disturbances and error of the localization process. The thesis also
investigated the comparison among the proposed distributed methods for target tracking.
In the scope of the thesis, only linear systems were studied. The proposed solutions for linear
systems can be utilized for nonlinear systems by applying linearization algorithms. However, lin-
earization causes arbitrarily approximation error. Future work will address nonlinear systems and
focus on more detailed simulations and real data experiments.
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