Abstract Radial velocities (RV) measured from near-infrared (NIR) spectra are a potentially excellent tool to search for extrasolar planets around cool or active stars. High resolution infrared (IR) spectrographs now available are reaching the high precision of visible instruments, with a constant improvement over time. GIANO is an infrared echelle spectrograph at the Telescopio Nazionale Galileo (TNG) and it is a powerful tool to provide high resolution spectra for accurate RV measurements of exoplanets and for chemical and dynamical studies of stellar or extragalactic objects. No other high spectral resolution IR instrument has GIANO's capability to cover the entire NIR wavelength range (0.95-2.45 µm) in a single exposure. In this paper we describe the ensemble of procedures that we have developed to measure high precision RVs on GIANO spectra acquired during the Science Verification (SV) run, using the telluric lines as wavelength reference. We used the Cross Correlation Function (CCF) method to determine the velocity for both the star and the telluric lines. For this purpose, we constructed two suitable digital masks that include about 2000 stellar lines, and a similar number of telluric lines. The method is applied to various targets with different spectral type, from K2V to M8 stars. We reached different precisions mainly depending on the H-magnitudes: for H ∼ 5 we obtain an rms scatter of ∼ 10 m s −1 , while for H ∼ 9 the standard deviation increases to ∼ 50 ÷ 80 m s −1 . The corresponding theoretical error expectations are
∼4 m s −1 and 30 m s −1 , respectively. Finally we provide the RVs measured with our procedure for the targets observed during GIANO Science Verification.
Keywords 1 Introduction
The search for exoplanets has led to more than 1900 discoveries through various detection techniques. About one third of known exoplanets have been detected with high-precision stellar radial velocity measurements in the visible wavelength region. Twenty years after the seminal discovery of 51 Peg-b by Mayor et al (1995) , the RV technique is still one of the most important ones to discover planetary systems, and RV measurements are required to confirm planetary candidates found by photometric surveys.
The most favourable targets for RV measurements are solar-type stars (F, G, and K spectral types). They are generally observed at visible wavelengths for several reasons (Bean et al, 2010b) : these stars are bright at wavelength shorter than 1µm (visible region) where the spectra are rich in deep and sharp spectral lines, so a good Doppler shift measurement is possible; spectrograph technology operating in the visible region is more advanced relative to instruments operating at other wavelengths.
The most accurate RV measurements have been made with HARPS (Pepe et al, 2004 , Lovis et al, 2006 . With a precision below 1 m s −1 , this instrument could reach planets down to a few Earth masses with short period orbits. Most discoveries are giant gaseous planets, hot-Neptunes and Jupiters, of short periods (few days). A few planets with masses between 1 and 10 Earth masses (super-Earths) have been discovered. Such small objects may be detected in favourable cases (inactive star) if they are close to the star, so that they are expected to be very hot due to the strong stellar irradiance. However, detection of such small planets around solar-type stars requires several tens to a few hundreds of high-quality RV points.
In the last years less massive stars, M-dwarfs, have become more interesting targets for various reasons, one of these being that M-dwarfs are more likely to host rocky planetary companions (Bean et al, 2010b) . In order to find habitable planets in orbit around solar-type star, the RV technique has to achieve a precision of 0.1 m s −1 . This constraint is released searching around less massive stars, because the reflex motion of the host stars due to the gravitational pull of the exoplanet is higher and more easily detectable than in the case of more massive stars. Moreover very cool stars such as M-dwarfs are the most numerous stars in the Galaxy (Henry et al, 2006) and these stars have closer-in habitable zones than higher-mass stars (Kasting et al, 1993) . This makes finding such planets easier: the small separation and shorter periods make the amplitude of the variation of RV large and therefore the temporal stability of the instrument is less constraining. The main problem with M-dwarfs is that they are much fainter at optical wavelengths, because they have effective temperatures of 4000 K or less, and they emit most of their spectral energy at wavelengths longer than 1 µm, so they can be better observed in the near-infrared region. We know that RV signals can be induced by surface inhomogeneities, for example stellar spots (Queloz et al, 2001) , so a planet discovery can be confused with a variation due to such effects. An advantage of radial velocities measured from NIR spectra is that the jitter related to activity is reduced relative to visible measurements, because in the NIR the contrast between stellar spots or plagues and the rest of the stellar disk is reduced. Provided that RV can be measured with enough accuracy from NIR spectra, a comparison between variations of RV measured in the optical and NIR can establish the origin of the RV variations in an unambiguous way. For all these reasons there is a raising interest for measuring high precision RVs from NIR spectra. Recent technological improvements allowed to build more precise spectrographs for this spectral region, even if they don't reach yet the sub-m s −1 precision of optical instruments.
There has been some previous work in this area. An interesting case concerned the very young star TW Hya. Setiawan et al (2008) announced the discovery of a giant planet orbiting this star. They analyzed high resolution optical spectroscopic observations and obtained significant periodic radial velocity variation. This result, together with the lack of correlation between the RV variation and the cross correlation function bisector (BIS) seemed to be a proof of the existence of a planet orbiting the star. Huélamo et al (2008) studied the same object analyzing new optical and infrared data. The optical data were acquired with the CORALIE spectrograph at 1.2m Euler Swiss telescope in La Silla, Chile. Each measurement has an accuracy of about 10ms −1 . These data were complemented by older RVs measurements of TW Hya obtained with HARPS spectrograph and the FEROS, finding a period of about 3.56 days and confirming the possible presence of a planet. To further test this hypotesis Huélamo et al. observed TW Hya over six nights in the infrared range with CRIRES, the CRyogenic high-resolution InfraRed Echelle Spectrograph mounted on the VLT. To derive the RV from the spectra they used the cross correlation method: the spectra were correlated with a telluric mask, developed with the HITRAN database, and a stellar mask from PHOENIX models. They found a dependence of the optical RV amplitude with the used CCF mask; the infrared RV curve is almost flat with a scatter of 35ms −1 . These results are inconsistent with optical orbital solution, so they concluded that the RV signal found for TW Hya is rather caused by a cool spot modulated by stellar rotation. Seifahrt and Käufl (2008) investigated the intrinsic short-term radial velocity stability of CRIRES. This analysis was made both with gas cell calibrated data and on-sky measurements using the absorption lines of the Earth's atmosphere as local rest frames of radial velocities. They obtained observations of MS Vel, a M2II bright giant, over 5 hours. For the telluric lines, they used a standard atmospheric model for the Paranal site and adopted a typical humidity for the time of observation. They constructed a synthetic spectrum using the FASCODE algorithm and HITRAN database for molecular transitions. The radial velocity of the telluric lines is constant down to a level of 10ms −1 with the remaining residuals (rms) of about 20ms −1 . They showed that the telluric lines imprinted on the spectra of the science target are not a limiting factor in measurements of radial velocity, rather they can be used in substitution of gas cell as the RV zero point reference. Figueira et al (2010b) improved their previous work afore described (Huélamo et al, 2008) . They analyzed the data of the radial velocity standard star, HD 108309, and of TW Hya over a time span of roughly one week acquired with CRIRES. In this work they used atmospheric features as wavelength reference. The RV values for the standard and TW Hya are compatible, within error bars, with the previously published values. TW Hya RV variation in the IR is not compatible with its optical counterpart, so the best explanation for these observed RV variations is a stellar spot, confirming the previous analysis, but with a better precision of 5 − 10ms −1 .
Blake et al (2010), using the NIRSPEC spectrograph on the Keck II telescope, obtained about 600 RV measurements over a period of six years for a sample of 59 late-M and L dwarfs to detect unseen companions. They developed a technique for measuring NIR RVs that makes use of CH4 absorption features in the Earth's atmosphere as a simultaneous wavelength reference. For a bright, slowly rotating M-dwarf standard they estimated an RV precision of 50 m s −1 , and for slowly rotating L-dwarfs a precision of 200 m s −1 . Bailey et al (2012) presented the results of a high-resolution NIR RV analysis of twenty young stars in the βPic and TW Hya Associations. These spectra were acquired with NIRSPEC instrument. The determination of RVs was made using telluric absorption features as a wavelength reference. For each observation they created a model based on the combination of a telluric spectrum and a synthetically generated stellar spectrum. Both spectra were convolved by a parametrized instrumental profile and projected on a parametrized wavelength solution. The RV of the star was determined by minimizing the χ 2 of the fit. The RV precision achieved with this method was of 50 m s −1 for old field mid-M dwarfs. The observed RV dispersions for young stars were between 48 m s −1 and 197 m s −1 . These dispersions were affected by noise from stellar activity or stellar jitter. The contribution of this effect was determined by subtracting, in quadrature, the average instrumental noise of 46 m s −1 , and the calculated theoretical noise, equal to 40 m s −1 , from the observed dispersions. The dependence of stellar jitter with projected rotational velocity limited the precision of 77 m s −1 for the slowest rotating stars, 108 m s −1 for modest rotating stars, and 168 m s −1 for rapidly rotating stars. As expected, the NIR RV measurements decreased the RV noise caused by star spots by a factor of 3 compared to optical measurements. One of the limiting factors of all these studies was the use of telluric lines to create a reference system. While this does not require any hardware investment, telluric lines are likely not stable enough to provide a reference system for precision well below 10 m s −1 . Bean et al (2010b) experimented an ammonia cell to create a suitable reference on the ESO CRIRES spectrograph. They obtained a precisions of ∼ 5 m s −1 over a six-month timescale and precisions of better than 3 m s −1 over a timescale of a week. However, this cell was later dismounted and high precision RV from NIR spectra remain scarce. Figueira et al (2010a) investigated the stability of atmospheric lines over long time-scales and at different atmospheric and observing conditions in order to quantify the precision of this kind of wavelength reference. Using HARPS data spanning 6 years and a telluric mask composed only of O 2 lines built from HITRAN database, they measured radial velocity variations for three bright stars (Tau Ceti, µ Arae and ǫ Eri) and obtained a long-term stability of telluric lines of 10 m s −1 , and a short-time-scales stability of 5 m s −1 , which goes down to 2 m s −1 by using an atmospheric model to take into account the atmospheric phenomena.
In this paper, we describe in detail the ensemble of IDL (Interactive Data Language, a programming language used for data analysis) procedures created in order to measure RVs on near-infrared spectra acquired with GIANO spectrograph at TNG during the SV run. Since there is not yet any cell to be used with GIANO, our measurements used telluric lines as reference; however, our method can easily adapted with absorbing cells that are now planned in an upgrade of this instrument. We present the application of this technique for each target we have analysed, explaining the observed residuals and results that we obtained.
Observations and data reduction
The data presented here were obtained with GIANO spectrograph in September 2014 during the SV run. This instrument is part of the Second Generation Instrumentation Plan of the Telescopio Nazionale Galileo (TNG) located at Roque de Los Muchachos Observatory (ORM), La Palma, Spain. GIANO is a cryogenic infrared cross-dispersed echelle spectrograph, which can yield, in a single exposure, 0.95-2.45 µm spectra at a resolution R∼50,000 (Oliva et al, 2006) . The dispersing element is a commercial 23.2 ll/mm R2 echelle working at a fixed position in a quasi-Littrow configuration with an off-axis angle along the slit of a ∼5 degrees (Oliva et al, 2012) . Cross dispersion is provided by a combination of two prisms used in double-pass. The detector is a 2048×2048 pixel Hawaii-2 PACE array by Teledyne, allowing to image almost the whole spectral range over 40 orders, with only small missing regions at the longest wavelengths. GIANO was designed and built for direct light feed from the telescope. Unfortunately, the focal station originally foreseen was not made available when GIANO was commissioned. Therefore the spectrograph had to be placed on the rotating building and complex light-feed system had to be developed using a pair of IR-transmitting ZBLAN fibres with two separate opto-mechanical interfaces. The first interface is positioned at the telescope focus and is used to feed the light into the fibres; it also includes the guiding camera and the calibration unit. The second interface re-images the light from the fibres onto an image slicer and then feeds the cryogenic slit (see Tozzi et al, 2014 , for more details). Each fiber has a core diameter of 84 micron (1 arcsec on sky) and the distance between centers is 250 micron (3 arcsec on sky). During the observation, one fiber looks at the sky, and the other one at the target. Similarly, during the calibration one fiber looks at the sky and the other looks at the calibration lamp. The opto-mechanical interface is at room temperature and its position relative to the cryogenic spectrometer cannot be stabilized with the accuracy required by high precision RV measurements, producing a variable illumination of the slit. In order to limit the impact of this issue, we need to record a reference absorption spectrum simultaneously with the object. Since absorption cells cannot be mounted in the current interface we can only use the telluric lines for this purpose. It should be noticed however that while the use of absorbing reference lines may improve accuracy of RVs by nearly two orders of magnitude, some residual error may still be present, mainly because the profiles of stellar and telluric lines are intrinsically different. Such residuals are expected to depend e.g. on line strength.
All spectra of the stars were acquired with the nodding-on-fiber technique: target and sky were taken in pairs and alternatively acquired on fiber A and B (AB cycles), respectively, for an optimal subtraction of the detector noise and background. Calibration lamp (flat and U-Ne) spectra were acquired in day-time in stare mode, since lamps are diffuse sources and illuminate both fibers simultaneously. Typically, data were acquired with exposure times of 5 minutes.
Both standard RV and standard telluric stars were observed. The latter were chosen from a catalogue of several possible standard stars in the HARPS-N catalogue, in order to be visible during the observing nights, and bright enough to obtain a good S/N in relatively short integration times. In particular for standard telluric stars, very hot rapidly rotating stars like B and O-type dwarfs are often chosen. In fact the small number of strong stellar lines makes them a good approximation of a continuum source suitable to observe the telluric spectrum. On the contrary RV standard stars require a much higher number of lines, and are therefore chosen among later spectral types.
The data were reduced and calibrated in wavelength as follows. To extract and wavelength-calibrate the GIANO spectra, the ECHELLE package in IRAF was used with some new ad hoc scripts that are grouped in a package named GIANO TOOLS, a public library aimed to reduce and extract GIANO calibrated spectra by using routines available in any basic installation of IRAF (http://www.tng.iac.es/instruments/giano/). 2D−spectra of halogen lamps were used to identify the 49 orders of the echellogram and to map the geometry of the four spectra (two per fiber due to the slicer) in each order, for optimal extraction purposes. These solutions were applied to all the (A-B) 2D−spectrum computed from each pair of target exposures. The four spectra in each order were independently extracted and wavelength-calibrated, to minimize feature smearing in wavelength due to the small distortion of the slit image along the spatial direction induced by the off-plane illumination of the grating. The instrument is stable enough that flat-fields taken during the day-time are perfectly suited for this purpose. Each extracted spectrum is wavelength-calibrated by using the U-Ne lamp reference spectra taken at the beginning and/or at the end of the night. We used a set of 30 bright lines (mostly Ne lines) distributed over a few orders to obtain a first fit, then the optimal wavelength solution is computed by using 300 U-Ne lines distributed over all orders. This method allowed us to reach a high accuracy of the wavelength calibration .
The observed targets with corresponding characteristic (taken from the astronomical databases 1 ) are listed in Table 1 .
Sample analysis
An ensemble of IDL procedures was created to measure RVs with the Cross Correlation Function (CCF) method (Baranne et al, 1979) . The various steps of our procedure are detailed in this Section.
Pre-reduction: spectrum normalization
First of all, we re-sampled all original spectra to have a constant step in RV. This step is required to have uniform wavelength scales for all spectra. With the adopted method (CCF), a dense sampling allows to reduce RV errors because the wavelengths of the spectral lines are determined with an error that is at best equal to half this step due to sampling of the mask used in the procedure. However, execution of the procedure becomes slow when large files are used. The re-sampling should be made with the same step for stellar and telluric lines. In order to choose an appropriate step some tests were performed, applying to the analysis different step values (starting from 800 and going down until 100 m/s). The best compromise between accuracy and computation time is a step of 200 m s −1 that is small enough that uncertainties in the wavelength of the lines in the mask do not introduce avoidable noise, but large enough to keep time required for execution of the procedure reasonable (a few minutes per spectrum). Each individual order of the input spectrum was then re-sampled to the new grid, using a third degree cubic spline interpolation, and normalized to an approximate continuum. The normalization spectrum is obtained by dividing the spectra for a fiducial continuum. This was obtained either considering a cubic spline interpolation through local maxima within specified spectral window (for high S/N spectra) or simply heavily smoothing the original spectrum (for low S/N spectra). In order to reduce the impact of cosmic rays and bad pixels, all spectral points with intensity normalized to a fiducial continuum larger than 1.2 were set at 1.2.
Subtraction of telluric contribution
In order to obtain the stellar spectrum cleaned from the telluric lines, we create a median spectrum of the Earth atmosphere (hereinafter, telluric spectrum), which is subtracted from the normalized stellar spectra. This operation is repeated for each observation night. As the stellar and telluric spectra could have different airmass, the median telluric spectra above-mentioned was created taking into account the airmass by means of a cosecant law, as the stellar and telluric spectra could have different airmass. In the same way we obtained the telluric spectrum cleaned from the stellar contribution (see Section 3.4). This subtraction yielded better results than a division of the spectra because a division leads to large errors in correspondence of strong telluric lines. Therefore, for each science observation we obtained two cleaned spectra: the stellar spectra without telluric lines, and the telluric spectra without the stellar contribution. These spectra are used for the derivation of the stellar RV and of the rest RV corresponding to the telluric spectrum.
Masks preparation

Stellar Mask
The CCF method is performed by cross-correlating the spectrum with a mask. This is a vector with dimension equal to the observed spectrum, whose components are all zero, except those for which the condition |λ spectrum − λ line,i | < step, is satisfied, where step = λ 1 − λ 0 , λ spectrum is the wavelength for the spectrum and λ line,i is the wavelength of the mask lines. In general the list of lines should include as many lines as possible in order to maximize the RV signal. To optimize the result, lines should be weighted accordingly to their strength on the spectrum. We need to prepare two masks, for the stellar and telluric spectra, respectively. In order to measure absolute RVs, the wavelength of the mask should be given by laboratory data; this requires identification of each individual line in the mask 2 . However, we are interested here in variations of RVs rather than in their absolute values. In this case, what is important is that the same mask is used for all the spectra of a star, but the mask wavelengths do not need to be those observed at rest. A mask optimized for each individual star can be used.
We prepared an IDL procedure that automatically builds the list of lines and masks from the re-sampled, normalized and cleaned spectra (either stellar or telluric). The procedure works as follows. First, individual stellar spectra are shifted at rest velocity and their median is then obtained. For this purpose, the intrinsic RV of the star is taken from the astronomical databases SIMBAD, while the barycentric correction BC is obtained through an IDL procedure previously prepared at Astronomical Observatory of Padua (OAPD). This obviously implies that the average RV measured with this mask will be that of the database. Previous tests showed that the procedure correctly gives the correction of RVs to the barycenter of the Solar System within a few hundredths of m s −1 , that is well enough for the present purposes. The weights, i.e. the values for mask at the wavelengths of each line, are set at F center , that is the line intensity. This allows to weight the lines according to their intensity when computing the CCF. Only for the purpose of creation of the mask, the spectrum is changed by sign and summed 1, so that the absorption lines now appear as emission lines with a maximum intensity of 1. The line list is obtained by dividing each order into 128 chunks; each of them was searched for lines using the following method. For each chunk, the wavelength yielding the maximum flux was found. A short interval around it was considered, where the spectrum was fit by a four parameters Gaussian function: a 0 is the Gaussian height, namely the line intensity; a 1 is the center of Gaussian, that represents central wavelength of line; a 2 is the Gaussian width, which gives the Full Width at Half Maximum (FWHM) of the line and a 3 is the local continuum. Finally, the central intensity of line is given by I center = a 0 /a 3 . In order to avoid blended lines, which are present in several orders, the software looks for pairs of lines whose separation is less than a critical value: for such pairs, only the line with the highest intensity is left in the mask list.
To further clean the line list from artifacts, only the lines with a value of the FWHM in agreement with that expected for the rotational velocity of the star and the spectral resolution of the spectrograph should be considered. We then inspected the density histogram of the FWHM (Fig. 1) obtained for a slowly rotating star. This clearly shows that the value of this quantity peaks at ∼ 9 km s −1 , in agreement with the expected value given the GIANO spectral resolution. Therefore only values of 0.5 R < FW H M < 2.5 R(1 + 4a 2 0 ), with R = λcenter 50000 = a1 50000 were kept. While this is appropriate for slowly rotating stars, the most appropriate value of R shall in general be adopted considering the rotational velocity of the star.
Telluric Mask
Just like for the stellar mask, the line list of the telluric target is obtained by considering the median telluric spectrum. The telluric mask is built considering a line list that includes about 2000 lines, obtained with the normalized 2 While not strictly needed in our method, but in order to validate our procedure for the preparation of the mask, we actually counter-identified 757 of the 1102 lines of the mask we obtained for the K2V star HD 3765 with those listed in the solar spectrum tables of Goldberg and Müller (1953) , Mohler et al (1953) , and in the NIST atomic spectra database (www.nist.gov/pml/data/asd.cfm). The average offset between measured and tabulated wavelengths is 0.0090 nm, with an r.m.s. scatter for individual lines of 0.0162 nm. Lines in our mask not counter-identified with solar spectrum lines are all weak, having a reduced equivalent width log EW/λ < −5.1, where EW is the equivalent width. Since HD 3765 is much cooler than the Sun, most spectral lines due to metals and molecules are stronger in its spectrum than in the Solar one. It is then not surprising that many lines that are weak in the spectrum of HD 3765 were not detectable in the Solar spectrum. spectra of the telluric standard. As telluric lines have a different profile respect to stellar lines, the relative shifts between the fibers and the slit affect the two profiles in a different way and this can impact on the measure of RVs. In order to solve this inconvenient, only telluric lines with an intensity similar to the stellar ones are chosen.
Subtraction of stellar contribution
Not only the stellar spectra can be contaminated by the telluric contribution, but also there can be a contamination of stellar lines in the telluric spectra. To avoid this issue, the normalized telluric spectra are subtracted from a stellar template, which is created by the median of stellar spectra (that was used for stellar mask, see Sec. 3.3.1) re-shifted by a factor λ m = λ 0 (1 + vgeo c ), where λ m is the measured wavelength, λ 0 is the wavelength at rest, v geo = v He − BC is the geocentric velocity given by the difference between the heliocentric velocity and the barycentric correction, and c is the speed of light.
High precision RVs
At this point, using an IDL procedure, RVs of both telluric and stellar lines are finally measured with the CCF method, including the following steps:
1. Reading input files: the procedure works on the normalized stellar spectra subtracted by telluric contribution and on the normalized telluric spectra subtracted by stellar contamination, as input files.
Telluric CCF for individual orders and error estimation:
In order to obtain the RV of the telluric lines, the telluric mask is cross-correlated with the normalized subtracted telluric spectra (Sec. 3.4) for each order and a Gaussian fit is subsequently executed for every CCF. The Gaussian fit provides four parameters which allow to obtain the FWHM and the RV. The centering error for each order is measured. 3. Stellar CCF for individual orders and error estimation: Likewise, in order to obtain the RVs of the star, the stellar mask is cross-correlated with normalized subtracted spectra of the star (Sec. 3.2), but in this case, the intrinsic RV of the star has to be corrected by a factor bb =
vbarycentric−BC step
, where v barycentric is the RV of the star with respect to the barycenter of the Solar System. The center of the line on the CCFs are then measured for each order obtaining the RVs with their errors, depending on FWHM, intensity and S/N.
Weighted CCF:
The total weighted CCF for each spectrum is calculated for both the telluric (Fig. 2 ) and the star (Fig. 3) . Moreover the bisector is calculated for each spectrum (Fig.4) .
Order selection:
A number of spectral orders shows a paucity of lines in the corresponding masks, as well as poor S/N due to a low atmospheric transmission at the relevant wavelengths. As expected, those orders
show very large errors in the RV measurement, so we assign a null weight in the final solution. Since the accuracy is roughly proportional to the squared root of the number of orders, using only parts of an order would complicate the code and the calculation with a negligible gain, so we decide to fully reject or use an order. Basically we reject:
-in the telluric spectra, all the orders with a measured RV that exceeds more than 1 km s −1 in absolute value the value of the Earth's atmosphere lines, i.e. 0 km s −1 ;
-in the standard RV stars spectra, all the orders with a measured RV that exceeds more than 1 km s −1 the tabulated RV of the star.
A second selection is based on the value of the central intensity of the CCFs for the individual orders. The orders dominated by strong water vapour bands present very strong peaks in the telluric CCF and are located at the edges of each Y, J, H and K band. Few telluric lines are present at shorter wavelengths, making our methodology hard to apply in the Y band. For this reason we exclude it from our study. During the analysis we have found that, both for stellar and telluric lines, the best results are obtained when the central intensity of the CCF ranges between 0.2 and 0.4. The RV scatter is actually larger for orders with either weaker or stronger CCF intensity. In particular, for those orders with higher CCF intensity, the RV from stellar CCF is very unstable, probably due to the strong contamination by telluric lines. After the application of our selection criteria we can proceed with the analysis, using approximately half of the available orders. In these orders we still expect some spectrum-to-spectrum variations in radial velocities correlated with overall intensity of the telluric lines, due to the imperfect decontamination of the spectra.
RV:
The RV for each spectrum was calculated by a Gaussian fit to the total CCF profile, providing the intensity, FWHM and RV values of the total CCF. The final RV for each spectrum is calculated by subtracting the telluric RV, RV tell , from the stellar one RV star : RV = RV star − RV tell , and the internal error is given by the final error, which takes into account the weight of each order.
Internal Error Estimation:
The total error for the i-th order is given by the quadratic sum of both telluric and stellar contributions, and the final error for each spectrum, assumed that S/N is only given by statistics of photons, is obtained weighting each order considered for the analysis. It is important to note that the internal error is calculated considering only photon statistics. There are also other noise sources, due to the S/N ratio differences caused by the different exposure times used, and by variations in the conditions of the Earth's atmosphere. There are also instrumental effects, e.g. temperature drift and differences due to the star itself, like variations in the stellar atmosphere due to magnetic activity, stellar oscillations, granulation, and so on. In addition, telluric lines may be not at rest with respect to the observer. Telluric lines are produced by a set of molecules (present at different heights) detectable at different wavelengths:
While in the visible range the strongest telluric lines are due to O 2 and H 2 O molecules in layers at low altitude, in the NIR also the molecules formed in layers at high heights are significant. For these lines we expect winds whose velocity component along the line of sight may well be as large as 10 m s −1 that would reflect in offsets in the RVs. Moreover, since we re-sampled all spectra with a step of 200 m s −1 in RV, each line has an associated wavelength error of half this step, i.e. 100 m s −1 . Since about 1000 lines are used for RV determinations, the resulting error for this source of noise is 100/ √ N lines ∼ 3 m s −1 , where N lines is the number of lines. This is not negligible, though it does not dominate the noise.
Corrections to RVs:
Finally, we applied a multivariate statistical analysis which allowed us to improve much more the results. By making this statistical analysis, we find correlations among various parameters, in particular between RVs and the Bisector Velocity Span (BVS) or intensity of the telluric spectrum, likely resulting from asymmetric slit illumination. As a result, the final RV is given after removing this correlation. Fig. 4 : Bisector of HD3765.
Bisector analysis
A measure of the asymmetry of the bisector is given by the BVS. This is defined by comparing the position of the bisector at two flux levels of the profile of CCF (the top range lies around the 25% of the flux and bottom range around the 75%). The BVS is the difference between the median position of the bisectors in these two ranges.
The bisector analysis is important for two reasons:
-the RV of a star is defined to be the velocity of the center of mass of the star along our line of sight (Queloz et al, 2001 ). The observational determination of a star's RV is made by measuring the Doppler shift of spectral lines. The RV variations can be due to either a possible companion or changes in the stellar atmosphere. One of the best ways to interpret observed variations is to look for changes in the BVS of the stellar CCF. Any correlation between RV changes and line-bisector orientation leads to serious doubts on the reflex motion interpretation of the RV variations. If the RV is due to changes in center-of-mass velocity of the star, there is no change in bisector's shape or orientation.
-In addition, in our analysis BVS significantly different from zero in the telluric CCF's may signal an asymmetric slit illumination, that may arise due to disalignments between the fiber ends and the slit. In this case, we might try to apply a correction based on the observed correlation between this quantity and the RVs. For all targets we performed a bisector analysis, studying the correlations between the stellar and telluric BVS through the Spearman coefficients. Significant correlations were found for GJ 1214 (r=0.47) and VB10 (r∼0.05), while for HD 3765 there is not any correlation, but eliminating the second and the last observation night the significance increases with a Spearman coefficient of 0.74, indicating a strong correlation. These results suggest that an asymmetric slit illumination is frequent during the observations.
Results
HD3765
HD 3765 is a quite bright, solar metallicity (Mishenina et al, 2004) , K2V star with magnitudes J=5.69, H=5.27, and K=5.16 (Cutri et al, 2003) . It has a low activity level (Strassmeier et al, 2000 , Martínez-Arnáiz et al, 2010 and a constant RV (Batten, 1983 , Crifo et al, 2010 , Isaacson and Fischer, 2010 , : RV jitter of 2.4 m s −1 ) and was then used as a standard for testing instrument performances.
Twenty-three spectra of HD 3765 were acquired in seven nights, with typical S/N values of 130 and internal errors in RVs from 4.5 to 10 m s −1 . The original r.m.s. of the RVs we obtained was 28 m s −1 . Most of this scatter is probably due to mechanical vibrations and drifts between the warm-preslit system (that includes the fiber, the slicer and the re-imaging optics) and the cryogenic spectrometer (see Tozzi et al, 2014 , for more details). This was partly removed using the telluric line reference, that reduces the r.m.s. scatter of the stellar RVs from an original value of 610 to 28 m s −1 . However, even once corrected for the telluric reference, the RVs show significant correlations on the BVS of both the stellar and telluric CCFs (see Fig. 5 and Fig.6 ). Removing these correlations, by subtracting the best fit function from the RVs, the r.m.s. decreases to 14 m s −1 and 8 m s −1 averaging observations taken in the same night. Table 3 
GJ1214
GJ1214 is an M4.5 red dwarf that hosts a transiting super-Earth planet, with a mass of 6.55 Earth masses and a period of 1.57 day (Charbonneau et al, 2009 ). The RV semi-amplitude of the orbit is about 13 m s −1 , which is challenging for GIANO. The star is very faint at optical wavelength (V=14.67), but easily observable with GIANO in the NIR: J=9.750, H=9.094, K=8.782 (Cutri et al, 2003) . The star is old (6 Gyr) and slowly rotating (Berta et al, 2011) . We obtained 20 spectra over 5 nights, with a typical S/N of 25. We performed an analysis very similar to that considered for HD 3765, searching for signatures of the orbital motion. Due to the lower S/N of the spectra, the internal errors of the RVs are larger than for HD 3765, ranging from 29 to 45m s −1 . The r.m.s. scatter of the original RVs is 141 m s −1 , that reduces to 122 m s −1 if we average results obtained at short cadence (less than 1 hr). This is clearly much larger than expected for the known RV curve and even for the internal errors we obtained for the GIANO RVs. In this case, there is a strong correlation of the residuals with respect to the known RV curve with the intensity of the telluric lines (Fig.8) . Once this is removed using a best fit line, the scatter of the RV is lowered to 111 m s −1 , that reduces to 65 m s −1 average results from short cadence observations. This is the best we could obtain from the GIANO spectra, but still not enough to detect the orbital motion for this system (see Fig.  9 ). Table 4 summarizes the final result for each spectrum of GJ 1214. The resulting RV values after corrections are plotted against the Julian Days in Fig.10 . 
Gl15A
Gl15A is a bright, nearby M1.5 star (distance 9 pc) with magnitude J=5. 25, H=4.48, and K=4.02 (Cutri et al, 2003) . As for GJ1214, a super-Earth planet, with a mass of ∼ 0.017 Jupiter masses (M J ) and a period of about 11 days, has been discovered around this star (Howard et al, 2014) from RV observation at visual wavelengths with the HIRES spectrograph at Keck. No transit has been observed and the amplitude of the RV curve (2.94 m s −1 ) is clearly beyond the accuracy possible with GIANO. Hence, for the purposes of this study, we may consider this star as having a constant RV. We obtained 20 spectra over 6 nights, with typical S/N of 210. The internal errors in the RVs range from 2.7 to 5.6 m s −1 . The r.m.s. of the GIANO RVs is 34 m s −1 , with about the same value if we average observations obtained during the same night. As in the case of GJ1214, we found a strong correlation (Pearson correlation coefficient r=0.93) with the intensity of the telluric lines (Fig. 11) . If we remove this strong trend, as above by subtracting the best fit function from the RVs, the r.m.s scatter of the RVs is reduced to 18 m s −1 , that is further reduced to 11 m s −1 eliminating two outlier observations taken in the fifth night. Table 5 summarizes the final result for each spectrum of Gl15A. The resulting RV values after corrections are plotted against the Julian Days in Fig.12 . 
VB10
The last star considered in this paper is VB10 (=GJ752B); this is a very close (distance 5.9 pc) M8.0V dwarf. The star has a moderate rotation (V sin i = 6.5 km s −1 : Mohanty and Basri (2003) ). This star is very faint at optical wavelengths (V=17.30) making RV measurements at these wavelengths extremely difficult. It is much brighter in the NIR (J=9.908, H=9.226, K=8.765: Cutri et al (2003) ); for this reason a few RVs (with errors larger than 200 m s −1 ) have been obtained using NIRSPEC at Keck (Rodler et al, 2012) . Pravdo and Shaklan (2009) announced a massive planet (∼ 6.4 M J ) around this star discovered by means of astrometrical data, with a period of ∼ 0.7 yr; such a planet would induce RV variations as large as 1 km s −1 . However, this planet was later refuted by Bean et al (2010a) using high-resolution spectra with CRIRES equipped with an Ammonia cell achieving an RV precision of ∼ 10 m s −1 , and found no significant RV variability over about 7 months. For our purposes, we can again consider this star as having constant RV. We obtained 17 RVs over 5 nights; internal errors of individual measurements are between 30 and 40 m s −1 . The original r.m.s. of our measurements is 131 m s −1 (eliminating as outlier the last observation of the first night), that reduces to 113 m s −1 averaging observations taken in the same night. As for most of the other stars, also in this case we found a strong trend with intensity of the telluric lines (Pearson correlation coefficient r=0.71, Fig. 13) ; once removed, the scatter decrease to 92 m s −1 for individual observations, and to 59 m s −1 if we average results of the same night. While clearly much worse than the CRIRES results, this scatter is much lower than e.g. obtained with NIRSPEC at Keck (Rodler et al, 2012) . The two correlations in Fig. 11 and Fig. 13 seem to be quite similar with a similar trend, but on a larger sample of stars one can see that this trend is random, also changing in slope, i.e. Fig. 8 . Table 6 
Discussion and conclusions
The goal of this work was to assess the precision of the RV measurements obtained using spectra acquired with the GIANO infra-red spectrograph, currently installed at the TNG in La Palma (Spain). The data used for this analysis were acquired during the September 2014 SV run. Since there was no other suitable set of reference lines available, we used the telluric lines as a zero point of the RVs. An ensemble of IDL procedures, developed specifically for this work, was used to perform all required steps in the analysis. We used the CCF method to determine the velocity for both the star and the telluric lines. To this purpose, we constructed two suitable digital masks that include about 2000 stellar lines, and a similar number of telluric lines. RV determinations include the following steps: preparation of files including evaluation of the correction to the barycenter of the solar system; normalization of spectra; cross correlation of individual orders with the appropriate masks (both stellar and telluric spectra) with derivation of individual CCF; weighted sum of the CCFs; derivation of RVs for both stellar and telluric spectra along with the internal errors; derivation of high precision RVs; derivation of the bisector of the CCF and of the bisector velocity span (for both stellar and telluric spectra). The whole procedure requires about 1.5 minutes per spectrum.
By analysing the different spectral types of stars we found a correlation between the H magnitude and the RV precision we reached: the smaller is the H magnitude the smaller is the error in measurements. Fig. 15 shows a representation for the four targets of our sample: the stars with an H magnitude of about 5, have a precision of 10 m s −1 , while the stars with H magnitude of about 9 reach a precision of 60 -70 m s −1 . High precision RV are then possible with GIANO using the telluric lines as reference, at least for stars with bright H-magnitude. The dispersion achieved with GIANO falls between NIRSPEC and CRIRES dispersions. The main reason is due to the different resolutions: NIRSPEC has a resolving power of 25.000, so stellar and telluric lines are not resolved and are dominated by the instrumental profile, while CRIRES has a resolving power of 100.000 and it is dominated by the intrinsic lines profile respect to the instrumental one.
Starting from these results, we can estimate the number of stars accessible to GIANO/TNG for a given radial velocity precision, that spans from 30.000 to 150.000 depending on the H magnitude, as shown in the Table 2 .
In order to estimate the number of dwarfs accessible to GIANO we consider the all-sky catalogue in Lépine and Gaidos (2011): they selected 8889 M dwarfs from the SUPERBLINK survey of stars with apparent infrared magnitude J<10 and spectral type from K7 to M7, and of these 655 (520 early-M, 16 late-M) have H<7.5 and are detectable with GIANO. Considering a planet with a mass of 10M ⊕ orbiting around an M2 dwarf, we calculate the habitable zone by entering the stellar physical characteristics (Kaltenegger and Traub, 2009 ) in a tool online (http://depts.washington.edu/naivpl/sites/default/files/hz.shtml) and then we obtained the theoretical RV signal (K), which is about 3.65 m s −1 for i = 90
• with a S/N ∼ 5. Similarly, we calculate the RV signal for a 10M ⊕ planet orbiting an M5 dwarf, obtaining K=11.5 m s −1 . This means that one needs about 250 observations to detect an Earth-like planet for stars with H magnitude less than 6.5. This paper has provided the precision reached with the current condition of GIANO. There is now a plan to improve the GIANO performances within the realization of a common feeding for GIANO and HARPS-N (GI-ARPS). For what concern GIANO this includes the elimination of the optical fibers and the insertion of a stable feeding through a train of optics, that will include a tip-tilt mirror located on an image of the telescope pupil and controlled in closed loop by a slit viewing camera. This train of optics will also allow insertion of an ammonia absorbing cell, similar to that used for CRIRES. With this new configuration of GIANO, the internal errors will be reduced and the number of observations required to detect a 10M ⊕ planet around an M5 dwarf above discussed could decrease down to ∼100. This is feasible in the equivalent of ∼10 observing nights. 
