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Abstract. To understand mechanisms leading to inflation and late acceleration of the Universe it is impor-
tant to see how one or a set of quantum fields may evolve such that the classical energy-momentum tensor
behave similar to a cosmological constant. Phenomenological models assume that condensation of a scalar
field dominating other constituents is responsible for the onset of inflation and dark energy. However, condi-
tions for formation of such a condensate and whether it is a necessary ingredient for generation of inflation
and late acceleration are not clear. In this work we consider a toy model including 3 scalar fields with very
different masses to study the formation of a light axion-like condensate, presumed to be responsible for infla-
tion and/or late accelerating expansion of the Universe. Despite its simplicity, this model reflects hierarchy
of masses and couplings of the Standard Model and its candidate extensions. The investigation is performed
in the framework of non-equilibrium quantum field theory in a consistently evolved FLRW geometry. We
discuss in details how the initial conditions for such a model must be defined in a fully quantum setup and
show that in a multi-component model interactions reduce the number of independent initial degrees of
freedom. Numerical simulation of this model shows that it can be fully consistent with present cosmological
observations. For the chosen range of parameters we find that quantum interactions rather than effective
potential of a condensate is the dominant contributor in the energy density of the Universe and triggers both
inflation and late accelerating expansion. Nonetheless, despite its small contribution in the energy density,
the light scalar field - in both condensate and quasi free particle forms - has a crucial role in controlling the
trend of heavier fields. Furthermore, up to precision of our simulations we do not find any IR singularity
during inflation. These findings highlight uncertainties in attempts to extract information about physics
of the early Universe by naively comparing predictions of local effective classical models with cosmological
observations, neglecting inherently non-local nature of quantum processes.
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1 Introduction
Cosmological observations have demonstrated that at least during two epochs the Universe has gone through
accelerating expansion. The first era, usually called inflation [1] occurred at or close to the birth of the
Universe. The second epoch has begun at around redshift 0.5 - roughly half of the age of the Universe -
and is ongoing now. Its unknown cause is given the generic name of dark energy [2, 3] (reviews) and at
present it is the dominant contributor in the average energy density of the Universe. If dark energy is not
an elusive Cosmological Constant (CC), its origin may be a modification of Einstein theory of gravity or a
new field in the matter side of the Einstein equation [4]. It is possible that inflation and dark energy be the
manifestation of the same phenomenon at different epochs [6] (review). Homogeneity of present expansion
rate [7] and properties of inflation concluded from observations of the Cosmic Microwave Background (CMB)
anisotropies [8] indicate a slowly varying - in both space and time - energy density for dark energy and
inflaton. This requirement can be phenomenologically formulated with one or multiple light quantum scalar
fields, which their effective flat potential dominates the energy density of the Universe during the epochs of
accelerating expansion.
In two ways a quantum field may generate an effective flat energy-momentum tensor: either through non-
zero 1-point Green’s function - also called condensate, mean, or background field - of a scalar (or vector) field
ϕ ” xΦy ‰ 0 and its close to flat potential; or through quantum interactions producing an approximately
constant average energy density and small quantum fluctuations around it. Even in the latter case, which
corresponds to a subdominant contribution of condensate in the energy density of the Universe and in the
expansion rate, the condensate may have a crucial role in cosmological phenomena through Higgs mechanism
and breaking of symmetries [9] (reviews). Thus, motivations for investigating formation and evolution of
condensates in cosmology go beyond their role in inflation and late accelerating expansion.
Evolution of quantum scalar fields in curved spacetimes are extensively studied, specially in de Sitter ge-
ometry as a good approximation for the geometry of the Universe during inflation and reheating [10]. For
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instance, authors of [11] study reheating and evolution of mean field (condensate) and their backreaction
on the metric for an OpNq symmetric multi-scalar field model. However, their formulation and simulations
include only local quantum corrections to effective mass. In [12] the evolution of a pre-existing condensate
during preheating for the same model as previous and thermalization of quantum fluctuations are studied.
Their simulations consistently evolve geometry and take into account non-local quantum corrections to ef-
fective potential. But, they are performed for unrealistically large couplings. Models with more diverse
field content are also studied [13, 14], mostly in de Sitter space and without backreaction on the geometry.
The common aim of practically all these and many other works in the literature have been the study of
particle production during and after inflation. Estimation of non-Gaussianity generated by quantum pro-
cesses is another topic related to inflation which is extensively investigated [15]. However, by the nature
of this subject, the concentration has been on the quantum correlation of fluctuations rather than effective
secular component driving inflation itself. In fact, the onset and evolution of quantum field(s) leading to a
shallow slope effective potential for the condensate or all components and onset of an inflationary era from
a pre-inflationary epoch is not extensively studied.
A controversial issue about inflation, which is not yet completely settled, is the stability of IR modes.
Instability of these modes, and thereby the de Sitter geometry, is first concluded in [16]. Its effect on the
evolution of inflation and de Sitter geometry is studied in [17]. The particular case of massless scalar fields is
investigated in [18, 19] (using parametric representation of path integrals, and adiabatic vacuum subtraction
renormalization, respectively). Breaking of symmetries by condensation of light scalars, acquisition of mass
by some fields, and generation of massless Goldstone modes for others are investigated in [20] (using Winger-
Weisskopf method [21]). In addition, analogy between particle creation and vacuum instability in a constant
electric field and de Sitter space vacuum is used to study the IR instability of the latter models in [16].
It is also shown that subhorizon and superhorizon modes become entangled when a transition from fast
roll to slow roll occurs. This convoys the effect of non-observable IR singularities to observable subhorizon
fluctuations. Furthermore, sudden variations of inflaton field(s) lead to particle production, suppression of
dynamical mass, and anomalous decay of inflaton [23]. Quantum IR modes and ultra light particles are also
suggested as the origin of dark energy [24].
Furthermore, a fully non-equilibrium quantum field theoretical calculation of IR modes in de Sitter space [26]
shows that due to dynamical acquisition of mass by a massless scalar, these modes are naturally regulated
and no singularity arises. Other works using the same method [27] confirm these results for inflaton alone,
but find that IR quantum corrections become large and non-perturbative in curvaton models, which include
spectator scalar field(s). Other perturbative and non-perturbative methods are also used to investigate the
issue of IR modes. For instance, in [22] parametric representation of path integrals are used to show that
de Sitter space is instability-free in presence of massive fields, in contrast to the case of massless fields
studied with the same method by the same authors. Non-perturbative renormalization group technique is
used by [28] to find quantum corrections to classical potential of OpNq model in de Sitter space. They
conclude that due to large IR fluctuations symmetries are radiatively restored, i.e. no condensate is formed.
However, their calculation includes only local quantum corrections and solutions of free field equation are
used to estimate the evolution of condensate. These approximations do not seem reasonable when the issue
of large distant correlations is studied. Stochastic approach to inflation [29, 30] is used by [31] to take into
account, in a non-perturbative manner, quantum corrections to the same model as previous works cited here.
The equivalence of stochastic and Schwinger-Keldysh 2 Particle Irreducible (2PI) method for IR modes is
shown in [32]. They conclude that no condensate is formed and symmetry of the OpNq model is preserved.
In what concerns the estimation of long distance correlations and formation of a condensate, which may lead
to symmetry breaking, one of the main shortcoming of works reviewed above is neglecting the backreaction of
quantum effects on the evolution of geometry. This issue is an addition to other approximations which had to
be considered to make models analytically tractable. Moreover, these studies have been mostly concentrated
on a single field or OpNq symmetry inflaton, and exceptionally on models with additional fields possessing
mass and coupling hierarchies. Additionally, the issue of condensate formation and symmetry breaking needs
more accurate calculation than what have been done in previous works, because analytical approximations
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may have important and misleading impact on conclusions - we will discuss an example of such problems later
in this work. Although formal description of perturbative expansion and Feynman diagrams contributing in
the evolution of condensates are worked out in details in [33], an analytical approach including consistent
evolution of geometry is not available.
Studies of dark energy models in full quantum field theoretical setups are very rare. Example of exceptions
are [5, 24, 34, 35]. However, even these works miss some of the most important features which a simple but
realistic model should cover, namely: taking into account both local and nonlocal quantum corrections, at
least at lowest order; backreaction of matter on the geometry; mass hierarchy; proper calculation of formation
and evolution of condensate, etc. Indeed many dark energy models are simply phenomenological and do
not have a well defined and renormalizable quantum formulation. In particular, in many modified gravity
models - as an alternative to a cosmological constant - the dilaton scalar field has a non-standard and non-
renormalizable Lagrangian. These models must be considered as effective theories and their quantization
is either meaningless or must be restricted to lowest order to avoid renormalization issues. By contrast,
the class of models generally called interacting quintessence include cases with quantum mechanically well
defined and renormalizable interactions, such as a monomial/polynomial φn-type self-interaction [36] with
n ą 0 or a gauge field [37]. We should remind that despite various definitions and classification procedures
in the literature [38–40], there is not a general consensus about how a dark energy model should be classified
as modified gravity or quintessence. Here we use the definition of [39]: if the scalar field responsible for
accelerating expansion has the same coupling to all fields, including itself, the model is considered to be a
modified gravity; otherwise it is called (interacting)-quintessence.
As we mentioned above little work has been performed on the formation of a condensate. Specifically, studies
of inflation, reheating, and dark energy models usually assume a pre-existing condensate as initial condition.
Therefore, our aim is to understand how a condensate is formed from an initial state where it
is absent. Another goal is to understand whether and under which conditions it may become
energetically dominant, as it is usually assumed in classical approaches to inflation and dark
energy. For this purpose, in a previous work [35] we studied formation and evolution of the condensate
of a light scalar produced by the decay of a massive particle in FLRW geometry. The model includes 3
fields which present the three important mass scales, namely a heavy field presenting sub-Planckian/GUT
physics, an axion-like light field as inflaton or quintessence field, and an intermediate mass field presenting
Standard Model particles. The calculation takes into account the lowest order quantum corrections to
effective potential of condensate, but not quantum corrections to propagators. Nonetheless, this model
stands out from those reviewed above by including fields with very different masses and in this respect
it is a better representation of what we see in particle physics. This study showed that during radiation
domination the amplitude of the condensate builds up very quickly - indeed similar to parametric resonance
and particle production during preheating. But in matter domination era all but the longest modes decay.
Moreover, only for self-interaction potentials of order À 4 long (IR) modes survive the faster expansion of
the Universe. This result is consistent with conclusions of [13] about the evolution of inflation condensate.
Furthermore, it is shown that only by taking into account quantum corrections the condensate may survive.
Therefore, if dark energy is not due to an alternative gravity model, it may be a large scale non-local quantum
phenomenon, which could not exist in the realm of a classical expanding universe. However, approximate
analytical approach used in [35] works for a fixed geometry and backreaction of matter evolution on the
geometry cannot be followed.
The goal of present work is to improve the investigation performed in [35] by using full 2PI formalism in a
consistently evolved FLRW geometry according to a semi-classical Einstein equation. The toy model of [35]
can be considered as an inflation model, interacting quintessence or both, because only initial conditions
discriminate between these epochs. To go further than [35], it is important to properly evolve different
components, specially the condensate, and investigate their role in the process of accelerating expansion
and formation of anisotropies. Unfortunately, these goals cannot be accomplished analytically. Numerical
simulations are necessary, and they have their own difficulties and imprecisions. Nonetheless, similar to
other hard problems in theoretical physics, such as strong coupling regime of QCD and evolution of Large
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Scale Structures (LSS) of the Universe, the hope is that the quality of such simulations would be gradually
improved.
In Sec. 2 we present the model. To fix notations a brief review of 2PI formulation is given in Sec. 2.1
and applied to the model in Sec. 2.2. Renormalization is discussed in Sec. 2.3. The semi-classical energy-
momentum tensor and Einstein equation are obtained in Sec. 2.4. As the model includes 3 fields with very
different masses, and apriori it can have a non-zero initial condensate, the initial state and initial conditions
for solving dynamical equations must be chosen in a consistent way. These topics are discussed in Sec. 3.
The issue of consistently defining and taking into account the contribution of non-vacuum initial state in the
2PI is not trivial [41, 42]. In the literature the case of a thermal initial condition is extensively studied [42].
But, in inflation and dark energy physics an initial coherent condensate state alone or along with a non-
condensate is physically plausible and an interesting case to consider. In subsection 3.1 we discuss interesting
initial states for the model. In particular, we determine the density matrix of a generalized coherent state
and discuss its contribution in the generating functional of 2PI formalism. In Sec. 3.2 initial conditions for
evolution equations of propagators and condensate are discussed. Initial conditions for the semi-classical
Einstein equation is described in Sec. 3.3. We will show that they also fix the normalization of the wave-
functions of constituents. Numerical simulations of the model and their results are presented in Sec. 4.
Physical implications of the results of simulations are discussed in Sec. 5. Sec. 6 summarizes the outlines
of this work.
In Appendix A we calculate extrema of classical potential of the model. Appendix B reminds the definition
of various propagators and Appendix D presents description of free propagators with respect to solutions
of evolution equations for a given initial state. In Appendix C we present the general description of initial
state and density matrix. In Appendix E we obtain momentum distribution of remnants of a decaying heavy
particle. Appendix F presents Christoffel coefficients for the linearized metric gauge used here. Appendix
G reviews solutions of free evolution equation for cases of radiation and matter dominated homogeneous
FLRW metric, and WKB approximation for other geometries and for renormalization of the model. Ini-
tial conditions described in Sec. 3 give a unique solution for integration constants of renormalized initial
propagators and condensate. They are determined in Appendix H.
2 Model
We consider a phenomenological model with 3 scalar fields which their masses are in 3 physically interesting
and relevant ranges: a heavy particle X with a mass a few orders of magnitude less than Planck scale -
presumably in GUT scale; a scalar field A with an intermediate mass of order the of electroweak mass scale,
that is in GeV-TeV range; and finally a vary light axion-like scalar Φ. The model can be easily extended
to the case in which X and A are fermions. Extension to vector fields and a full Yang-Mills model is also
straightforward, but because of their additional complexities, we do not consider them here. We believe
that the simplest case of scalars without internal symmetries is generic enough for investigating properties of
condensate and effective potential, which may affect expansion of the Universe. In particular, the extension
of the model to the case where each scalar field has an internal OpNq symmetry only modifies multiplicity of
Feynman diagrams. Such extensions are widely used in the literature in the framework of large N expansion
technique to take into account non-perturbative effects, see e.g. [44] for a recent review and [45] for its
application in study of non-Gaussianity in cosmological models.
A similar model has been studied as an alternative to simple quintessence models for dark energy, classically
in [36, 46] and with lowest quantum corrections in [35], and its extension to inflationary epoch may provide
a unified theory for both phenomena. In addition, interaction between massive and light fields is known
to influence the evolution of fluctuations [13], and thereby IR modes [14, 47] of both the condensate and
quantum fluctuations. The third field with intermediate mass may be considered as a prototype of an
average mass dark matter or Standard Model fields, if the heavy field is considered as a meta-stable dark
matter.
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Considering the simplest interactions between the 3 constituents of the model, the classical Lagrangian can
be written as the following:
L “ LΦ ` LX ` LA ` Lint (2.1)
LΦ “
ż
d4x
?´g
„
1
2
gµνBµΦBµΦ´ 1
2
m2ΦΦ
2 ´ λ
n!
Φn

(2.2)
LX “
ż
d4x
?´g
„
1
2
gµνBµXBµX ´ 1
2
m2XX
2

(2.3)
LA “
ż
d4x
?´g
„
1
2
gµνBµABµA´ 1
2
m2AA
2 ´ λ
1
n1!A
n1

(2.4)
Lint “
ż
d4x
?´g
$’&’%
gΦXA, (a)
gΦXA2, (b)
gΦ2XA, (c)
(2.5)
Model (a) is the simplest interaction and in presence of an internal symmetry either X is in the same
representation as one of the other fields and the third one is a singlet, or it is singlet and A and Φ are in
conjugate representations. Other cases in (2.5) can have more diverse symmetry properties. In this work
we only consider the model (a). Moreover, we assume that only Φ has a self interaction, thus λ1 “ 01.
It is well known that quantum corrections increases the dynamical mass of Φ. For this reason, usually a
shift symmetry i.e. a periodic potential is assumed for light scalar fields [48]. But such potentials are not
renormalizable perturbatively. Moreover, the assumption of small self-coupling and coupling to other fields
ensures the suppression of high order corrections very quickly. Indeed numerical simulations discussed in
Sec. 4.2.4 show that at the onset of inflation the effective mass of the scalar falls off at approaches its
initial value. Although we are only interested in fully quantum treatment of the model, it is useful to know
the classical behaviour of the system presented by Lagrangian (2.1), in particular extrema of its classical
potential. They are calculated in Appendix A.
In [35] we found that the amplitude of the condensate decreases very rapidly with the mass of Φ. This
observation can understood as the following: Assume that condensates are coherent states as defined in Sec.
3.1.1. Because these states are quantum superposition of many particle states, heavier the field smaller is
the probability of the production of a large number of particles. Therefore, it is expected that condensate
component of X and A be subdominant. For this reason we ignore them to simplify the model and its
numerical simulation2.
2.1 2PI formalism
The method of effective action [49] - also called 2 Particle Irreducible (2PI) formalism - is closely related
to Schwinger-Keldysh [50] and Kadanoff-Baym [51] equations, which generalize Boltzmann equation - more
exactly BBGKY hierarchy - to describe non-equilibrium systems in the framework of quantum field theory.
The advantage of 2PI is in the fact that all 1PI corrections are included in the propagators, and owing to
integration over higher order corrections, better precision for amplitudes of processes can be achieved at a
lower order of perturbative expansion, see for instance [44] for a recent review and example of applications.
The 2PI formalism is also extended to curved spacetimes [52, 53].
The effective action depends on both 1-point ϕ ” xΦˆpxqy and 2-point expectation values:
Gpx, yq ” xΨ|T ΦˆpxqΦˆpyq|Ψy ´ ϕpxqϕpyq “ xΨ|T φˆpxqφˆpyq|Ψy “ trpρˆφˆpxqφˆpyqq (2.6)
φˆ ” Φˆ´ Iϕ, ρˆ ” |ΨyxΨ| (2.7)
1This assumption is for simplifying the problem in hand and simulations described in Sec. ??. Indeed, as a representative
of SM fields, A must have self-interaction.
2Condensates of X and A may be important for UV scale phenomena. For instance, A may be identified with Higgs. In this
case, although the cosmological contribution of its condensate would be negligible with respect to Φ, it would have important
role in symmetry breaking and induction of a dynamical mass for other fields.
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where in Heisenberg picture the density matrix ρˆ is independent of time. Note that in the definition (2.6)
we have omitted internal indices of fields. Indeed 2-point Green’s functions can be defined for two fields
with different indices if the model has e.g. an OpNq symmetry. We call these 2-point expectation values
mixed propagators.
Using the definition of perturbatively free states in Appendix C, it is evident that a state with ϕ ‰ 0
cannot contain finite number of particles. We call such a state a condensate. A general state ρ can be
a superposition of condensates and perturbatively free particles. The condensate component has its own
fluctuations, which manifest themselves in time and position dependence of the classical field ϕ.
The density operator ρˆ can be a vacuum state or otherwise. In Minkowski spacetime vacuum state is defined
as the state annihilated by number operator Nˆα ” a:αaα for any mode α. However, in curved spacetimes this
definition is frame dependent, and under a general coordinate transformation such a state becomes a state
with infinite number of particles [54]. An alternative definition of vacuum is a superposition of condensate
states such that the amplitude of all components approaches zero [55]. It is shown that this vacuum state
is annihilated by number operator in any frame3. Through this work vacuum refers to such a state.
In 2PI formalism the effective action can be decomposed as [44, 49, 52]:
Γrtϕαu, tGαβus “ Srtϕαus ` i
2
ˆ
trrlnG´1αβs ` trrG´1αβGαβs
˙
` Γ2rtϕαu, tGαβus ` const (2.8)
From left to right the terms in the r.h.s. of (2.8) are classical action for condensates of quantum fields
tΦαu, 1PI contribution, and 2PI contribution to the effective action Γrtϕαu, tGαβus. Propagators Gαβ are
the 2-point Green’s functions defined in (2.6) for quantum fields Φˆα and Φˆβ. The trace is taken over both
flavor indices α and spacetime. The free propagator Gαβ is the second functional derivative of the classical
action4:
G´1αβ px, yq “ iδαβ
ˆ
1?´gBµp
?´ggµνBνq ` V 2pϕαq
˙
δ4px, yq (2.9)ż
d4x
?´g δ4px, yqfpxq ” fpyq, @f (2.10)
where V is the interaction potential in the Lagrangian of the model. The propagator Gαβ is assumed to
contain all orders of perturbative quantum corrections and in this sens it is exact.
To fix notations and 2PI equations that we will apply to the model studied here, we briefly review how (2.8)
is obtained. In the framework of Schwinger-Keldysh Closed Time Path integral (CTP) [50, 51] (also called
in-in formalism) the generating functional Zrϕ,Gs of Feynman diagrams can be expanded as 5:
ZpJa,Kab; %q ” eiW rJa,Kabs “
ż
DΦaDΦb exp
„
iSpΦaq ` i
ż
d4x
?´gJapxqΦapxq `
i
2
ż
d4xd4y
a´gpxqa´gpyqΦapxqKabpx, yqΦbpyqxΦa|%ˆ|Φby (2.11)
where indices a, b P t`,´u indicate two opposite time branches. They are contracted by the diagonal tensor
cab ” diagp1,´1q. Apriori the spacetime metric must be also defined separately on two time paths, but we
3Any superposition of states with finite number of particles or modes and non-vanishing amplitudes by definition is not
vacuum in a discrete manner, i.e. one of N ă 8 superposition states must have a close to 1 amplitude. Only if the number of
states in the superposition, and thereby the number of particles or modes, goes to infinity, their amplitudes can asymptotically
approaches zero to make a vacuum. In this limit states with finite number of particles and vanishingly small amplitude can
be added to the superposition without changing its expectation value. Therefore, at this limit case any state of many particle
bosons can be considered as a superposition of coherent states with vanishing amplitudes.
4Through this work we use p`,´,´,´q signature for the metric. Space components of position vectors are presented with
bold characters.
5In addition to flavor indices, in CTP integrals fields and propagators have path indices ` or ´. For the sake of simplicity
of notation here we show either species or CTP indices, depending on which one is more relevant for the discussion. The other
indices are assumed to be implicit.
– 6 –
follow [52, 53] and assume gaµν “ gµν @a P t`,´u. This is a good approximation when matter distribution is
close to uniform and gravitational effect of energy density fluctuations is much smaller than their quantum
effects and propagation of fields along in and out paths cannot be felt by the local classical field gµν .
States |Φay consist of an orthonormal basis of eigen vectors of quantum field Φˆ. Their eigen values are
identified with field configurations Φa. The density matrix ρˆ can be pure or mixed. Here we only consider
the case of pure states6. The last factor in (2.11) is expected to be a functional of Φa:
xΦa|%ˆ|Φby “ exppiF rΦa,Φbsq (2.12)
and its contribution can be added to other terms in square brackets in (2.11) as a functional which is non-
zero only at initial time t0 [41, 42]. Notably, terms up to order 2 in the Taylor expansion of F rΦs can be
added to J and K currents and will be absorbed in the initial condition of 1-point and 2-point Green’s
functions. We first consider this simplest - Gaussian - case and then discuss more general cases, in which
F rΦs depends on higher orders of Φ.
Ignoring both flavor and path integral branch indices, the functionals J and K are defined such that:
BW rJ,Ks
BJpxq “ ϕpxq,
BW rJ,Ks
BKpx, yq “
1
2
ˆ
Gpx, yq ` ϕpxqϕpyq
˙
(2.13)
The effective action Γrtϕαu, tGαβus must be independent of auxiliary functionals J and K, and is defined
by a double Legendre transformation:
Γrϕ,Gs “W rJ,Ks ´
ż
d4x
?´gJpxqϕpxq ´ 1
2
ż
d4xd4y
a´gpxqa´gpyqKpx, yqrGpx, yq `ϕpxqϕpyqs (2.14)
Derivatives of (2.14) with respect to ϕ and Gpx, yq are:
BΓrϕ,Gs
Bϕpxq “ ´Jpxq ´
ż
d4y
a´gpyqKpx, yqϕpyq (2.15)
BΓrϕ,Gs
BGpx, yq “ ´
1
2
Kpx, yq (2.16)
After eliminating auxiliary functional J and K by adding the last term in (2.16) to the action and performing
again a Legendre transformation, one obtains (2.8) up to an irrelevant constant which can be included to
normalization of fields and ignored. The 2PI effective Lagrangian Γ2rϕ,Gs includes terms which are not
included in the modified 1IP effective action and consists of 2PI Feynman diagrams without external lines.
The effective action can be treated as a classical action depending on fields ϕ and G. Their evolution
equations satisfy usual variational principle:
BΓrϕ,Gs
Bϕ “
BSrϕs
Bϕ ´
i
2
ˆ
trrG´1 BGBϕ s ´ trrG
´1 BG
Bϕ s
˙
` BΓ2rϕ,GsBϕ “ 0. (2.17)
BΓrϕ,Gs
BG “
i
2
trrG´1 ´G´1s ` BΓ2rϕ,GsBG “ 0. (2.18)
The last term in (2.18) is proportional to self-energy defined as:
Πpϕ,Gq ” 2iBΓ2rϕ,GsBG (2.19)
In presence of internal symmetry among fields the effective Lagrangian depends on both pure and mixed
propagators, and evolution equation (2.18) also applies to the both types.
6The configuration field Φ and thereby density operator should be considered to present infinite number of particles. States
with finite number of particles can be assumed as special cases where only a measure zero subset of configurations have non-zero
amplitude.
– 7 –
2.1.1 Non-Gaussian states
Equation (2.12) defines the elements of density matrix with respect to eigen vectors of field operator. In
Appendix C we show that any initial density matrix can be expanded as:
F rΦs “
8ÿ
n“0
ż
d3x1 . . . d
3xnα px1, . . . ,xnqΦpx1q . . .Φpxnq (2.20)
where non-local n-point coefficients α px1, . . . ,xnq include non-local correlation and entanglement in the
initial state. Equation (2.20) can be also considered as the definition of initial state without relating it to a
state in the Fock space of a physical system. This interpretation is specially useful for systems in a mixed
state. Initial correlation and mixing can be induced, for instance by factoring out high energy physics [56]
or by interaction with an external system such as a thermal bath [57].
After replacing the density matrix components in (2.11) with (2.12) the classical action can be redefine
as [42]:
SrΦs Ñ S˜rΦs “ SrΦs ` F rΦs (2.21)
As we discussed earlier, in 2PI formalism 1-point and 2-point terms in F rΦs can be included in auxiliary
currents J and K and do not induce additional Feynman diagrams to the perturbative expansion. Nonethe-
less, they contribute to the initial conditions for the solution of evolution equations (2.17) and (2.18). In
nPI formalism, which can be constructed by repetition of Legendre transformation and inclusion of n-point
Green’s functions in the effective action, α coefficients up to n-point can be included in the auxiliary fields
analogous to J and K.
The 2PI effective action for S˜rΦs is:
Γ˜rϕ,Gs “ S˜rϕs ` i
2
ptrrlnG´1s ` trrG˜´1Gsq ` Γ˜2rϕ,Gs ´ i
2
trI (2.22)
G˜´1px, yq “ G´1px.yq ` i B
2F rϕs
BϕpxqBϕpyq (2.23)
where Γ˜rϕ,Gs is determined with a vacuum initial condition. Evolution equations (2.17-2.18) must be also
written for Γ˜ and G˜´1. Non-local terms in S˜rΦs and Γ˜2 induce non-local interaction vertices in the effective
action, which similar to local interactions, can be perturbatively expanded. They also interference with
local interactions in the classical Lagrangian, but only at initial time. It is proved [57] that in theories with
a Wick decomposition, also called Gaussian, n´point Green’s functions for n ą 2 can be expanded with
respect to 1 and 2-point Green’s functions. Examples of such models are free thermal systems and their
extension where each energy mode has a different temperature. For these initial states F rϕs has the form
of an Euclidean action and one has to add an imaginary time branch to the closed time path integral, see
e.g. [41, 42].
For the model studied here and its simulations it is important to take into account the effect of a non-vacuum
initial state, including a condensate. The reason is that it is very difficult to use a single and continuous
simulation beginning with a vacuum state for the light field before inflation and ending at present epoch,
where it dominates energy density. If numerical simulations are broken to multiple epochs, the initial
condition of intermediate eras would not be vacuum and we must consistently include initial correlations in
the evolution of condensates and propagators. In Sec. 3 we calculate density matrix of physically realistic
condensate states and determine their F rΦs functional.
2.2 2PI evolution of condensates and propagators in the toy model
We begin this section by presenting 2PI diagrams that contribute to the effective action of the toy model
(2.1). The models in (2.5) have two types of vertices: self-interaction vertex for Φ and interaction between
3 distinct fields X, A, and Φ. Of course, diagrams can have a combination of both vertices, but assuming
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D1 D2 D3
(n-i) / 2 loops
i
n-i-1 loops
i i  gg
X
A

Γ2 “
nř
i“0,n´i“2k
N1D1 `
n´3ř
i“0
N2D2 ` g2D3 ` . . .
N1 “ λn!Cni Cn´i2 , N2 “ p λn!q2 pn´iq!2 pCni q2
Figure 1. Diagrams contributing to Γ2pϕ,Gq up to λ2 and g2 order of model (2.1). If self-interaction of Φ is not
monomial, similar diagrams with different values of n weighted by the amplitude of monomial terms in the potential
must be added to Γ2pϕ,Gq.
that both couplings λ and g are very small, only lowest order diagrams have significant amplitudes. As
mentioned earlier, the model (2.5) can be easily extended to the case where Φ has a flavor presenting an
OpNq symmetry. In this case, in order to have a singlet potential, the self-interaction order n must be even7.
Fig. 1 shows the lowest order 2PI diagrams contributing to Γ2rϕ,Gαβs, α, β P X, A, Φ for a vacuum
initial condition. Derivatives of these diagrams with respect to ϕ and Gαβ determine their contribution to
equations (2.17) and (2.18), respectively.
2.2.1 Condensates
For the condensate field ϕ of model (a) in (2.5) the evolution equation (2.17) is expanded as:
1?´gBµp
?´ggµνBνϕq `m2Φϕ` λn!
n´1ÿ
i“0
pi` 1qCni`1ϕixφn´i´1y ´ gxXAy “ 0 (2.24)
We should emphasize that this equation is exact at all perturbative order and can be directly obtained by
decomposing Φ “ ϕ`φ, xφy “ 0 in the classical action and applying variational principle to classical field ϕ.
To calculate in-in expectation values we use Closed-Time Path integral (CTP) as explained in details in [35],
but in place of using free propagators, we use exact propagators determined from equation (2.18). In this
work we only take into account the contribution of the lowest order perturbative terms, which inevitably
makes final solutions approximative.
The condensate components of X and A fields satisfy the same evolution as (2.24) if we replace Φ with X or
A, respectively. Moreover, because we assumed no self-interaction for these fields, the corresponding terms
in (2.24) would be absent.
7It is possible to construct singlet odd-order interaction potentials by using forms of the internal symmetry space. The best
example is a Chern-Simon interaction. But these models do not have N “ 1 limit, which for the time being is the only case
implemented in our simulation code. For this reason, we do not consider them in this work.
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2.2.2 Propagators
Using symmetric and antisymmetric propagators defined in Appendix B and equations (2.18), evolution
equations of these propagators [44, 52, 53] for the three fields of the model are obtained as:„
1?´gBµp
?´ggµνBνq `M2i pxq

GFi px, yq “ ´
ż x0
´8
d4z
a´gpzq Πρi px, zq GFi pz, yq `ż y0
´8
d4z
a´gpzq ΠFi px, zq Gρi pz, yq (2.25)„
1?´gBµp
?´ggµνBνq `M2i pxq

Gρi px, yq “ ´
ż x0
y0
d4z
a´gpzq Πρi px, zq Gρi pz, yq (2.26)
M2Φpxq “ m2Φ ` λpn´ 1q!
rn{2s´1ÿ
j“0
C
rn{2s´1
j ϕ
n´2pj`1qpxqpGFΦpx, xqqj , M2X,A “ m2X,A (2.27)
where i “ X, A, φ. In (2.27) rn{2s means the integer part of n{2 and Cij is the combinatory coefficient.
Effective masses Mi, i “ X, A, φ include local 2PI corrections. However, as X and A are assumed not to
have self-interaction, no local mass correction is induced to their propagators. If the fields of the models have
internal symmetries, G’s and Π’s may have internal symmetry indices. In this case, eq. (2.26) applies also to
mixed propagators. Here we mostly consider the simpler case of single fields without internal symmetries and
only briefly mention the case with internal symmetry. We also ignore species index i when there is no risk of
confusion. If we assume that all interactions are switched on at the initial time t0, the lower limit of integrals
in (2.26) will shift to t0. Self-energies Π
F and Πρ are defined in Appendix B. Symmetric and antisymmetric
propagators are suitable for studying the evolution of a quantum system, specially numerically, because the
r.h.s. of their evolution equations are explicitly unitary and causal [44, 52].
To proceed with detailed construction of evolution equations, we need to specify 2PI diagrams that contribute
to in-in expectation values in (2.24) and self-energy in (2.25) and (2.26). Figs. 2 and 3 show these diagrams.
We remark that for interaction (a) in (2.5) a non-zero condensate does not induce a local mass. By contrast
it is easy to see that interactions (b) and (c) can be considered as effective mass for A and Φ, respectively.
In these cases the mass matrix of fields is not diagonal and the model has an induced Op2q symmetry when
condensates are present and in addition to usual loop diagrams, one must consider mixed propagators GAB,
where A and B are different fields. Like their diagonal counterparts evolution of mixed propagators is ruled
by eqs. (2.25) and (2.26), but additional Feynman diagrams [44] including condensate insertion contribute to
these equations. However, because the amplitude of induced mass (insertion) is proportional to the coupling,
diagrams with mixed propagators have higher perturbative order than their single-field counterparts.
2.3 Renormalization
Renormalization of 2PI formulation of Φn models in Minkowski space is studied in details in [58], with
thermal initial state in [59], and that of gauged models in [60]. Numerical simulation of 2PI renormalization
using both BPHZ [61] counterterm method and exact renormalization group equation [62, 63] is described
in details in [64].
Although significant development on the renormalization of quantum field theories in curved spacetimes
is achieved, specially using the method called adiabatic regularization [54, 65], their application to 2PI
formalism has been mostly in de Sitter space. For instance, heat kernel [24, 52] and non-perturbative
Renormalization Group (RG) flow are used to determine the effect of quantum corrections on the evolution
of inflation and scalar perturbations [66] . The exact renormalization group equation is also employed to
determine quantum corrected effective potential of inflation [28]. Moreover, the BPHZ counterterm method
is used to renormalize this quantity as well as the energy-momentum tensor [67]. Aside from the importance
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D4 D5 D6
(n – i - 1) / 2
loops
 i 
n-i-1  loops
i -1 i  gφg
X

BΓ2
Bϕ “
n´1ř
i“0,n´i“2
iN1D4 ` 2
n´3ř
i“1
iN2D5 ` 2g2D6 ` . . .
Figure 2. Diagrams contributing to BΓ2pϕ,Gq{Bϕ up to λ2 and g2 order. They correspond to correlation functions
in (2.24). Coefficients N1 and N2 are defined in Fig. 1. Diagram D6 contributes to xXpxqApxqy in eq. (2.24) and
presents contraction of ϕpyqXpyqApyq in g2-order correction xXpxqϕpyqXpyqApyqApxqy to this correlation function.
D7 D8 D9
(n – i) / 2 - 1
loops
i
 n - i - 2 loops
i i

g
g
X

BΓ2
BGφ “
n´2ř
i“0,n´i“2k
pn´iqN1
2 D7 `
n´3ř
i“0
pn´ iqN2D8 ` g2D9 . . .
D10 D11

g
g
A


g
g
X

BΓ2
BGX “ g2D10 BΓ2BGA “ g2D11
Figure 3. Diagrams contributing to BΓ2pϕ,Gq{BGφ, BΓ2pϕ,Gq{BGX , and BΓ2pϕ,Gq{BGA, or in other words to self-
energies. Coefficients N1 and N2 are defined in Fig. 1. The tadpole diagrams only contribute to effective mass term
(2.27) and do not appear in r.h.s. of equations (2.25) and (2.26).
of effective potential for comparison with cosmological observations, it also determines whether at the end
of inflation symmetries broken by the inflaton condensate were restored [20].
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Application of the Weinberg power counting theorem shows that the model studied here is renormalizable
for all the interaction options between X, A, Φ fields considered in (2.5), and for self-interaction order
n “ 3 & 4. Although all renormalization techniques lead to finite physical observables and their running
with scale, some methods may be more suitable for some applications than others. Notably, adiabatic
subtraction is more suitable and straightforward for numerical solution of evolution equations and has been
used for calculation of nonequilibrium quantum effects during reheating after inflation [11, 12].
In this method rather than renormalizing effective Lagrangian, which is performed in BPHZ and RG tech-
niques, Green’s functions are renormalized. For renormalizing a n-point Green’s function, the expansion
of vacuum Green’s function Gvac of the same order (number of points) with respect to expansion rate and
its derivatives up to finite terms is subtracted, mode by mode, from bare Green’s function8 [11, 54, 65].
Propagators are determined at desired perturbative order using the solution of equation (2.25) with r.h.s.
put to zero and vacuum initial conditions - corresponding to |ψ|2 “ 0 in (D.5). As no analytical solution
for evolution equations with an arbitrary aptq is known, one has to use a WKB expansion [11, 12]. Exact
solutions of field equations, when they exist, and WKB approximation and its expansion with respect to 9a
and its derivatives are reviewed in Appendix G.
Although the exact expressions of the solutions of evolution equations depend on the initial conditions,
which we discuss in detail is Sec. 3, a simple power counting of the integrals in (D.5) shows that they are
UV divergent. For Φ propagators these singularities are generated by the local term in self-energy, which is
quadrically divergent, and by 2-vertex diagrams, which have logarithmic UV singularities, see Fig. 3. Self-
energy diagrams of X and A are only logarithmically divergent because we assumed λ1 “ 0 in Lagrangian
(2.1). Similarly, tadpole and 2-vertex expectation values in the evolution equation of Φ condensate ϕ are
quadrically divergent.
A theorem by Fulling, Sweeny, and Wald (FSW) [69] states that if a singular 2-point Green’s function Gpx, yq
at xÑ y can be decomposed to smooth functions upx, yq, vpx, yq and wpx, yq in an open neighbourhood on
a Cauchy surface such that:
Gpx, yq “ upx, yq
σ
` vpx, yq lnσ ` wpx, yq, σ ” 1
2
|x´ y|2 (2.28)
vpx, yq “
ÿ
n
vnpx, yqσn, wpx, yq “
ÿ
n
wnpx, yq (2.29)
where u, vn and wn satisfy Hadamard recursion relation, then Gpx, yq has the Hadamard form (2.28)
everywhere and evolution of Cauchy surface preserves this property. In curved spacetime this theorem
assures that the structure of singularities of adiabatic vacuum propagators is preserved during the evolution
of fields and geometry9.
Power counting of singularities of the effective mass term explained above shows that their singularities
are of the same order as those in (2.28). Therefore, G and Gvac have the same sort of singularities, and
according to FSW theorem subtraction of their divergent terms should lead to a finite and renormalized
theory. However, this theorem is proved for 2-point operator valued distributions which satisfy a wave
function equation of the form: ˆ
DµD
µ `Mpxq
˙
Gpx, yq “ Ipx, yq (2.30)
where Ipx, yq is a smooth external source. Therefore, apriori it cannot be applied to exact propagators in 2PI,
which satisfy the integro-differential equations (2.25) and (2.26). On the other hand, we can heuristically
8If Green’s functions are computed for a non-vacuum state, free rather than vacuum solution must be used for the expansion.
Moreover, renormalized value of mass M rather than m must be used in the solutions.
9In an expanding universe the condition for existence of an asymptotically Minkowski behaviour of mode k is k2{a2 `m2 "
p 9a{aq2 “ H2, where H is the Hubble function [54]. Modes which satisfy this condition have negligible probability to be produces
by Unruh radiation due to the expansion. If all the modes of a quantum field satisfy this condition, its vacuum is called adiabatic
vacuum. It is clear that if at some epoch M ă H, IR modes will not respect adiabaticity condition. For this reason, vacuum
subtraction must be performed for an arbitrary mass m before applying mÑM [54].
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and perturbatively consider the integrals on the r.h.s. of (2.25) as an small external source, which depends
on second and higher orders of coupling constants. In this case FSW theorem would be applicable, and we
can define renormalized propagators as:
GRpx, yq “ GBpx, yq ´GvacN px, yq (2.31)
where R and B indicate renormalized and bare quantities, respectively. The index N is the adiabatic order
in the expansion of vacuum with respect to derivatives of expansion factor. It must correspond to divergence
order of the Green’s function. More generally, renormalized expectation value of any operator O can be
formally expressed as:
xOyR “ xOyB ´ xOyvac,N (2.32)
where N must correspond to singularity order of xOyB. The reason for calling this expression formal is
that it does not explicitly show how subdivergences - divergent subdiagrams - are renormalized. Indeed,
the method of adiabatic regularization was originally developed for regularization of expectation value of
number operator on vacuum state of a free scalar field [70]. Nonetheless, the technique can be applied to
interacting models by subtracting adiabatic expansion of a vacuum solution separately for each mode in each
loop. This hierarchical subtraction procedure is similar to the addition of counterterms to Lagrangian to
remove subdivergences in BPHZ method. For instance, tadpole diagrams D4, D7 in Figs. 2 and 3 for n “ 4
self-coupling model, which contribute to the effective mass of condensate and propagator, respectively, can
be renormalized as:
rD4&D7sR 9 1p2piq3
ż
dk3e´ik.xa´3{2rGBpk, tq ´ |U p2qk ptq|2s (2.33)
whereGBpk, tq is the bare propagator evolving according to eq. (2.25). The function U p2qk , |U p2qk |2 ” Gp2qvacpk, tq
is the adiabatic expansion up to order 2 of the solution of free field equation defined in (3.17). The adiabatic
order corresponds to divergence order of D4 diagram and the expansion is performed according to expression
(G.14). 1-loop diagrams in D2, D5 and D6 are only logarithmically divergent. Therefore, in Fourier space we
have to determine subtractions of form GBpk, tqGBpk, tq´Gp0qvacpk, tqGp0qvacpk, tq, where we have omitted species
and path indices. Implementation of this renormalization procedure in numerical calculations is much easier
than e.g. abstract counterterms in BPHZ method or variation of dimension in dimensional regularization
and renormalization. In any case, diagrams in Figs. 1-3 do not contain any divergent sub-diagram and
problem of subdivergence does not arise at perturbation orders considered in this work.
Renormalized condensate ϕR is obtained by using renormalized expectation values in its evolution equation
(2.24) and no additional renormalization would be necessary. From now on we assume that adiabatic
renormalization procedure is applied to observables and drop the subscript R when it is not strictly necessary.
2.3.1 Initial conditions for renormalization
In order to fix renormalized mass, self-coupling, and coupling between X, A, and Φ we define the following
initial conditions:
δ2ΓRpϕR, GRq
δϕ2R
ˇˇˇˇ
ϕR“0,µ0
“ ´m2RΦ, δ
nΓRpϕR, GRq
δϕnR
ˇˇˇˇ
ϕR“0,µ0
“ ´λR, δ
2ΓRpϕR, GRq
δpBµϕRqδpBνϕRq
ˇˇˇˇ
ϕR“0,µ0
“ gµν
(2.34)
δ3ΓRpϕR, GRq
δGRφpx, yqδGRX px, yqδGRApx, yq
ˇˇˇˇ
ϕR“0
“ g2R. (2.35)
δΓRpϕR, GRq
δGRX px, xq
ˇˇˇˇ
ϕR“0,µ0
“M2RX pxq “ m2RX
δΓRpϕR, GRq
δGRApx, xq
ˇˇˇˇ
ϕR“0,µ0
“M2RApxq “ m2RA . (2.36)
δ3ΓRpϕR, GRq
δϕRpx, yqδGRX px, yqδGRApx, yq
ˇˇˇˇ
ϕR“0
“ gR. (2.37)
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where a renormalization scale µ0 !MX !MP is assumed. Due to interaction with the condensate, masses
and couplings depend on the amplitude of the condensate ϕ and their values at renormalization scale must
be defined for a given value of the condensate. The choice of ϕ “ 0 in (2.34)-(2.37) is motivated by the
fact that we assume ϕpt0q “ 0, where t0 is the initial time in simulations discussed in Sec. 4. Similar
to Lagrangian renormalization techniques, a renormalization group equation can be written for adiabatic
subtraction method with respect to adiabatic time scale T „ 1{µ0, which is used for adiabatic expansion,
see Appendix G and [54, 65] for more details. Equation (2.37) is a consistency condition for coupling of the
classical field ϕ with X and A. It is not independent of XAΦ vertex defined in (2.35) and is included in the
renormalization conditions for the sake of completeness.
We remind that the Lagrangian (2.5) is not symmetric with respect to fields X, A and Φ, and there is no
mixed propagator in the model10. However, if we consider an internal symmetry for each of the three X, A
and Φ fields, the effective Lagrangian will depend on mixed propagators carrying 2 different internal indices.
In this case, additional renormalization conditions for mixed propagators and interaction vertices, which
must respect symmetries, would be necessary. As in the simulations discussed in Sec. 4 we only consider the
simple case of fields without internal symmetry, we do not discuss the case with internal symmetry further.
Scalar field models with OpNq symmetry and their renormalization are extensively studied in the literature,
see e.g. [67].
In a cosmological context the expansion of the Universe pushes all scales to lower energies. Thus, cut-
offs can be considered as time-dependent and correlated with the evolution of the model. This induces
more complications in interpretation of results, for instance whether inflation is IR stable and long range
quantum correlations are suppressed [16]-[23]. In de Sitter space the symmetry of space allows to write
time-dependence of cutoffs as a factor [28] and dependence of quantities on the cutoff can be studied in
the same way as in Minkowski space. But in a general FLRW geometry, even in homogeneous case, such
a factorization does not occur [35]. Other choices of regulator, for instance explicit dependence of renor-
malization scale to expansion factor [11], that is replacement of µ0 with µ “ apηqµ0, are also suggested.
However, they induce non-trivial effects at IR limit and only in De Sitter space the IR limit can be followed
analytically [16, 20, 22, 25].
2.4 Effective energy-momentum tensor and metric evolution
In semi-classical approach to gravity the effective action (2.22) can be used [52, 54] to define an effective
energy-momentum tensor Tµνeff , which is then used to evolve metric according to Einstein equations or
alternatively a modified gravity model [3]. Here we only consider Einstein gravity11:
Gµνpxq ” 8piG Tµνeff , Tµνeff ” xTˆµνpxqyR “
2?´g
ˆ BΓR
Bgµνpxq
˙
(2.38)
where Gµν ” Rµν ´ 1{2gµνR is the Einstein tensor and the index R means that for this calculation we
use the renormalized effective action. From now on we drop this index where this does not induce any
confusion. We remind that effective energy-momentum tensor Tµνeff is a classical quantity and as such it
must be finite, if the underlying quantum theory is physically meaningful. Thus, no additional regularization
or renormalization condition should be imposed on it. By contrast, the exact expression for TˆµνR pxq with
respect to fields of the model is unknown and its bare version may include singularities. Assumption of
energy-momentum tensor as a classical effective quantity is in strict contrast to usual approach, in which
classical Lagrangian is used to define a quantum energy-momentum operator Tˆµνpxq. This field has usually
a quartic divergence and must be renormalized. By contrast, in the semi-classical approach (2.38), once
quantities in the effective Lagrangian are renormalized, derived quantities such as Tµνeff are finite. However,
10We remind that the correlation xXpxqApxqy is not a propagator and would be null if the coupling constant gÑ 0
11It is shown [54, 71] that for renormalizing energy momentum tensor one has to add terms proportional to R2 and RµνρσR
µνρσ
to gravitation Lagrangian. However, in Einstein frame these terms can be transferred to matter side and perturbatively included
in renormalized effective energy-momentum tensor.
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initial conditions for renormalization defined in (2.34) and (2.35) do not fix the wave-function normalization.
In Sec. 3 we show that the initial value of Tµνeff , which is necessary for solving Einstein equations, fixes the
wave-function renormalization and the ensemble of condensate, propagators, and metric evolution equations
can be solved in a consistent manner.
Using (2.22) the energy-momentum tensor is described as12:
Tµνeff pxq “
2?´g
" BSpϕq
Bgµνpxq `
i
2
ÿ
i“Φ,X,A
„
tr
ˆB lnG´1i
Bgµνpxq
˙
` tr
ˆBG´1i Gi
Bgµνpxq
˙
` BΓ2Bgµνpxq
*
(2.39)
The first term in (2.39) is the energy-momentum tensor Tµνcl pϕq of the classical condensate field ϕ:
Tµνcl pϕq ”
2?´g
BSpϕq
Bgµνpxq “ B
µϕBνϕ` gµνVeff pϕq ´ 1
2
gµνgρσBρϕBσϕ (2.40)
where Veff is the effective interaction potential of condensate in which the bare mass m is replaced by
quantum corrected mass Mpxq. Other terms in (2.39) can be calculated separately as the followings (for
the sake of notation simplicity we drop species index):
i?´g
ˆ
tr
B lnG´1
Bgµνpxq
˙
“ i?´g
B
Bgµνpxq
ż
d4x
a´gpxq ż d4ya´gpyq lnG´1px, yqδ4px, yq
“ ´ i
2
gµνpxqtr lnG´1 (2.41)
where we used the equality B?´g{Bgµν “ ´gµν?´g{2. We notice that the l.h.s. of (2.41) contributes to
Einstein equation as a cosmological constant and its value depends on the normalization of wave function,
which we discuss in Sec. 3.4. We drop this term from Tµνeff because we show later that it can be included in
the wave function renormalization of fields.
The next term in (2.40) can be expanded as:
i?´g tr
ˆ BG´1G
Bgµνpxq
˙
“ ´1?´g
B
Bgµνpxq
ż
d4x1
a´gpx1q ż d4y1a´gpy1q„DρDx1ρ `M2px1qδ4px1, y1qGpx1, y1q
“ ´1a´gpxq BBgµνpxq
ż
d4x1
a´gpx1q„DρDx1ρ `M2px1qGpx1, y1 “ x1q
(2.42)
where we have used the definition of G´1 in (2.9). As expected, if non-local 2PI quantum corrections are
neglected, G´1 Ñ G´1, the integrand in the second line of (2.42) becomes δ4px1, y1 “ x1q, and the integral
becomes a constant, which can be added to vacuum/wave function renormalization.
Using: „ B
Bgµν , Dρ

“
„ B
Bgµν , D
ρ

“ 0 (2.43)
the functional derivative in the second line of (2.42) is determined as:
i?´g tr
ˆ BG´1G
Bgµνpxq
˙
“ 1
2
„
gµν
ˆ
DρDρ `M2
˙
Gpx, xq ´DµDνGpx, xq ´DνDµGpx, xq

(2.44)
The last term of (2.39) is the contribution of 2PI in the energy-momentum tensor and is model dependent.
It is determined from derivatives of diagrams in Fig. 1, and up to λ2 and g2 order has the following explicit
12The consistency of in-in formalism imposes the limit condition ϕ` “ ϕ´ at the spacetime point in which the expectation
value of an operator depending on a single spacetime point is calculated [52]. The reason is similar to the case of metric, because
like the latter ϕ is a classical field.
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expression:
2i?´g
BΓ2
Bgµνpxq “ igµν
„
p´iλ
n!
q
rn{2sÿ
i“0
Cn2iC
2i
2 G
ipx, xqϕn´2i `
p´iλ
n!
q2
n´2ÿ
i“0
pCni q2pn´ iq!
¿
d4y
a´gpyqϕipxqϕipyqGn´ipx, yq`
pigq2gµν
¿
d4y
a´gpyqGΦpx, yq GXpx, yq GApx, yq `
pigq2gµν
¿
d4y
a´gpyqϕpxqϕpyq GXpx, yq GApx, yq ` . . . (2.45)
where
ű
means closed time path and Gą and Gă are used on advance and reverse time branches, respectively.
We assume equal condensates on the two branches. Thus, ϕ´ “ ϕ`13.
Finally, the renormalized energy-momentum tensor is be explicitly written as14:
Tµνeff “ Tµνcl pϕRq `
1
2
ÿ
i“Φ,X,A
„
gµν
ˆ
gρσDρDσ `M2i pxq
˙
GFRipx, xq ´
ˆ
DµDνGFRipx, xq `DνDµGFRipx, xq
˙
`
2i?´g
BΓ2rGBs
Bgµνpxq (2.46)
To get a physical insight into the terms in (2.46) we write Tµνeff as a fluid. The energy-momentum tensor of
a classical fluid is defined as:
Tµν “ pρ` pquµuν ´ gµνp`Πµν , gµνΠµν ” 0, uµuνΠµν ” 0, uµuµ ” 1 (2.47)
It is straightforward to obtain following relations for Lorentz invariant density ρ, pressure P and for shear
tensor Πµν :
ρ “ uµuνTµν T ” gµνTµν “ ρ´ 3p (2.48)
The unit vector uµ is arbitrary. It defines the equal-time 3D surfaces and the only condition it must satisfy
is uµu
µ “ 1. In kinetic theory it is conventionally chosen in the direction of the movement of the fluid.
Definitions (2.47) and (2.48) leads to the following expressions for fluid description of a classical scalar field
with potential V :
ρpclqϕ “ 12BµϕB
µϕ` V pϕq, ppclqϕ “ 12BµϕB
µϕ´ V pϕq, Πpclqϕ “ 0. (2.49)
After decomposing the effective energy-momentum tensor (2.46) as a fluid we find ρ, p and Pµν as the
13In Schwinger closed time path formalism one extends time coordinate to a complex space and t˘ i present two branches
with different time directions of a path which closes at tÑ ˘8. In n-point, n ą 1 Green’s functions opposite time directions of
field operators change the ordering of field operators on them. Thus, in general Green’s functions with different branch indices
are not equal. By contrast, in n “ 1 case there is only one operator. Thus, there is no time ordering and no difference between
branches. Another way of reasoning is by using evolution equation of condensate. Expectation values in this equation are not
sensitive to branch index of their ϕ factors. Thus, evolution equations for ϕ` and ϕ´ are the same, and if the same initial
conditions are applied to them, their solution will be equal.
14We have used the following equalities: δgλa
δgµν
“ δµλδνa and δBκgλαδgµν “ Bκpδµλδναq “ 0.
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followings:
ρ “ ρpclqϕ `
ÿ
i“Φ,X,A
1
2
„
pgρσDρDσ `M2i pxqqGFi px, xq ´ puρuσDρDσ ` uσuρDσDρqGFi px, xq

`
2i?´guρuσ
BΓ2
Bgρσ (2.50)
p “ ppclqϕ `
ÿ
i“Φ,X,A
1
2
„
1
3
pgρσ ´ uρuσqpDρDσ `DσDρqGFi px, xq ´ rgρσDρDσ `M2i pxqsGFi px, xq

`
2i
3
?´g puρuσ ´ gρσq
BΓ2
Bgρσ (2.51)
Πµν “
ÿ
i“Φ,X,A
1
2
"
pDρDσ `DσDρqGFi px, xq
„
uµuνp4
3
uρuσ ´ 1
3
gρσq ´ g
µν
3
puρuσ ´ gρσq ´ gρµgσν
*
`
2i?´g
" BΓ2
Bgµν ´
„
uµuνp4
3
uρuσ ´ 1
3
gρσq ´ g
µν
3
puρuσ ´ gρσq
 BΓ2
Bgρσ
*
(2.52)
where V “ Veff is used in (2.49) which defines ρpclqϕ and ppclqϕ for the condensate. The terms pgρσDρDσ `
M2i pxqqGFi px, xq in (2.50-2.52) can be replaced by the r.h.s. of (2.25). Therefore, if 2PI quantum corrections
are neglected, these terms would be null. As expected, the shear Πµν is a functional of Gipx, xq and is
non-zero only when quantum corrections are taken into account. In (2.52) the terms in the curly brackets
are due to 1PI and 2PI quantum corrections, respectively.
Despite unusual appearance of the above expressions for ρ and p they are consistent with fluid formulation
when 2PI corrections are neglected. To see this, consider the case of a relativistic fluid, that is when
Mpxq Ñ 0 and the condensate ϕ “ 0. In this case the contribution of different fields in (2.50-2.52) can
be separated and application of (2.25) to these equations shows that w ” p{ρ “ 1{3 and Πµν “ 0 for each
field component with Mpxq Ñ 0, as expected for a relativistic classical fluid of particles. If Mpxq ‰ 0 in a
homogeneous universe with small perturbations at zero order nµ “ p1, 0, 0, 0q and contribution of the first
term in (2.51) is zero and we find pÑ 0 when quantum corrections generated by interaction between fields
are neglected.
If we neglect 2PI terms, uµ can be different for each component. For instance, it can be chosen such that
space components vanish in a homogeneous universe. This choice is suitable when components are studied
or observed separately. Alternatively, the same uµ can be used for all components. It is proved that in
multi-field classical models of inflation such a choice leads to adiabatic evolution of superhorizon modes
in Newtonian gauge [72]. We notice that due to the interaction between fields - more precisely the term
proportional to BΓ2{Bgρσ - it is not possible to define density and pressure separately for each species, unless
we neglect 2PI corrections.
Comparison of expressions (2.50) and (2.51) with ρϕ and pϕ shows that not all the term induced by interac-
tions can be considered as an effective potential, which contributes in ρ and P with opposite sign. Although
some of 1PI terms in ρ and p behave similar to a classical potential, others - including 2PI corrections which
contain integrals and are non-local - do not follow the rule of a classical potential. Therefore, an effective
classical scalar field description cannot present full quantum corrections, even if we neglect the shear - the
viscosity - term. In addition, the contribution of species without a condensate is, as expected, a functional
of their propagators and its expression is not similar to a simple fluid with p 9 ρα. Thus, Tµνeff cannot be
even phenomenologically described by a fluid. Of course, we can always consider the effective action (2.22)
and its associated effective energy-momentum tensor (2.46) as a phenomenological classical model. But,
such a model has very little similarity with bare Lagrangian of the underlying quantum model described in
(2.2-2.5). This observation highlights difficulties and challenges of deducing the physics of early Universe
from cosmological observations, which in a large extend reflect only classical gravitational effect of quantum
processes. Specifically, the effect of quantum corrections can smear contribution of the classical ρϕ and pϕ,
which reflect the structure of classical Lagrangian. Therefore, conclusions about underlying inflation models
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by comparing CMB observations with predictions of models treated classically or with incomplete quantum
corrections should be considered premature. See also simulations in [73, 74] which show the backreaction
of quantum corrections and their role in the formation of spinodal instabilities in natural inflation models,
even when only local quantum corrections are considered. Nonetheless, constraints that CMB observations
impose on the amplitude of tensor modes generated by Πµν and measurement of the power spectrum prop-
erties should be considered in the selection of parameters of any candidate quantum model of the early
Universe. See also Sec. 4 for more discussion about these issues.
2.4.1 Fixing metric gauge
To proceed to solving evolution equations of the model, either analytically or numerically, we must choose
an explicit description for the metric in a given gauge. We consider a homogeneous flat FLRW metric for the
background geometry and add to it both scalar and tensor fluctuations that subsequently will be truncated
to linear order:
ds2 “ a2pηqp1` 2ψqdη2 ´ a2pηqrp1´ 2ψqδij ` hijsdxidxj , dt “ adη (2.53)
where t and η are comoving and conformal times, respectively. Explicit expression of connection for this
metric is given in Appendix F. This parametrization contains one redundant degree of freedom and does
not completely fix the gauge. Nonetheless, it has the advantage of containing both scalar and tensor
perturbations and can be easily transformed to familiar Newtonian and conformal gauges. The redundant
degree of freedom can be removed from final results by imposing a constraint on hij and ψ. For instance,
if hij “ 0, this metric takes the familiar form of Newtonian gauge for scalar perturbations when anisotropic
shear is null. If hij9δij , the metric gets the general form of Newtonian gauge with two scalar potentials ψ
and φ ” ψ´h{6, where h ” δijhij . If in addition ψ “ h “ 0, the metric becomes homogeneous in conformal
gauge form.
For solving evolution equations either analytically - which in the case of the model described here is not
possible - or numerically, it is preferable to scale the condensate and propagators such that their evolution
equations (2.24), (2.25) and (2.26) depend only on the second derivative with respect to conformal time η.
It is straightforward to show that for the metric (2.53) the following scaling changes the evolution equations
of condensate and propagators to the desired from:
1?´gBµ
ˆ?´ggµνBνΞpxq˙`M2pxqΞpxq “ [interaction and quantum corrections] (2.54)
Ξχpxq ” ap1´ 2ψ ` h
4
q Ξpxq (2.55)
Ξ2χ ´ 1
1´ 2ψ ` h4
Bi
„ˆ
p1` h
2
qδij ` hij
˙
Bj
ˆ
Ξχ
1´ 2ψ ` h4
˙
`„
a2M2pxqp1` 2ψq ´
ˆ
a2
a
p1´ 2ψ ´ h
4
q ´ 4a
1
a
pψ1 ´ h
1
8
q ´ 2pψ2 ´ h
2
8
q
˙
Ξχ “
a3p1´ h
4
q[interaction and quantum corrections] (2.56)
where Ξ is any of propagators or the condensate with quantum corrected mass Mpxq. From now on prime
means derivative with respect to conformal time η. When Ξ is a propagator, it depends on two spacetime
coordinates, but differential operators are applied only to one of them. Thus, in (2.54) the dependens on
coordinates of the second point is implicit. Interaction and quantum correction terms in the r.h.s. of (2.56)
are the same as ones in (2.54) (with respect to unscaled variable Ξ). The last arbitrary degree of freedom in
metric (2.53) can be chosen to simplify (2.56) without loosing the generality at linear order. For instance,
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if we choose ψ “ h{8 the evolution equation becomes:
Ξ2χ ´ Bi
„ˆ
p1` h
2
qδij ` hij
˙
BjΞχ

`
„
a2M2pxqp1` h
4
q ´ a
2
a

Ξχ “
a3p1´ h
4
q[interaction and quantum correction terms] (2.57)
The presentation of scaled solution of field equation for linearized Einstein equations is for the sake of
completeness of discussions and for future use, because in the simulations presented in Sec. 4 we only use a
homogeneous background metric.
3 Initial conditions
To solve semi-classical Einstein equation (2.38) we need evolution of effective energy-momentum tensor
Tµνeff , which depends on the propagators Gipx, yq, i P Φ, X, A and the condensate field ϕpxq. Evolution of
these quantities is governed by a system of second order differentio-integral equations needing two initial or
boundary conditions for each equation. This is in addition to the initial state density which appears in the
generating functional Z, because the state of the system at initial time t´0 does not give any information
about that of t`0 in Schro¨dinger or interaction picture or evolution of operators in Heisenberg picture. In
addition, initial conditions for evolution equations of propagators and condensate(s) in a multi-component
model are not independent from each others and their consistency must be respected.
The model formulated in the previous sections is independent of the cosmological epoch to which it may
be applicable. However, for fixing initial or boundary conditions we have to take into account physical
conditions of the Universe at the epoch in which this model and its constituents are supposed to be switched
on. Two epochs are of special interest: (pre)-inflation; and epoch of the formation of the component which
may play the role of dark energy at present. These two eras may be the same if dark energy is a leftover of
inflationary epoch, otherwise different conditions may be necessary for each. In the following subsections we
first describe physically interesting initial quantum states for the model. Then, we specify initial conditions
for solutions of evolution equations. Explicit description of constraints used for the determination of initial
conditions and their solutions are described in Appendix H.
A word is in order about the initial conditions for bare and adiabatic vacuum Green’s functions, because
they are primary rather than derived quantities which their evolution is implemented in the numerical
simulations. Initial conditions for these functions are arbitrary and different conditions are equivalent to
performing a Bogoliubov transformation on creation and annihilation operators. Only initial conditions for
renormalized quantities are physically meaningful, lead to observable effects, and must respect observational
constraints.
3.1 Density matrix of initial state
Our main purpose in studying the model (2.1) is to learn how the light fields Φ and A are created from
the decay of the heavy field X and how they evolve to induce an accelerating expansion. Therefore, it is
natural to assume a vacuum state for Φ and A at initial time t0. The initial state of X can be more diverse.
Physically motivated cases are Gaussian, double Gaussian, and free thermal states. The only difference
between the first and the second case is the choice of cosmological rest frame. The last case is motivated by
hypothesis of a thermal early Universe and the assumption that interaction of X with other fields is switched
on at t0. As we discussed earlier, both a Gaussian and a free thermal states are Gaussian [41, 57]. We remind
that as it is assumed that interactions are switched on at t0, X is initially a free field. Consequently, the
contribution of its density matrix can be included in 1-point and 2-point correlations and no additional
Feynman diagram is needed.
Simulations discussed in Sec. 4 are performed in several steps to prevent exponential increase of numerical
errors. The initial state of Φ and A in intermediate simulations is not any more vacuum and due to
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interactions the initial state of the system may be non-Gaussian. However, considering the large mass and
small coupling of X and A, a Gaussian or free thermal initial states for both seem a good approximation.
In this case, their density functional F do not change the effective action. However, a non-zero condensate
component needs special care. For this reason in the next subsection we calculate elements of matrix density
for a condensate state.
3.1.1 Density matrix of coherent states
Following the decomposition (2.7), the state of a scalar can be factorized to |Ψy “ |ΨCy b |ΨNCy where
|ΨCy is a condensate state and |ΨNCy is non-condensate consisting of quasi-free particles15. There is no
general description for a condensate state, but special cases are known. A physically interesting example of
known condensate states, which has been also realized in laboratory [75], is a Glauber coherent state[76].
See also [77] for a review of other coherent states and their applications. The Glauber coherent state is
defined as an eigen state of annihilation operator:
ak|ΨCy “ Ck|ΨCy (3.1)
|ΨCy ” e´|Ck|2{2eCa:k |0y “ e´|C|2{2
8ÿ
i“0
Cik
i!
pa:kqi|0y (3.2)
It can be generalized to a superposition of condensates of different modes16:
|ΨGCy ”
ż
d3kAke
Cka
:
k |0y “
ż
d3kAk
8ÿ
i“0
Cik
i!
pa:kqi|0y (3.3)
If the support of mode k is discrete, the integral in (3.3) is replaced by a sum. A condensate may be also a
combination of condensates of different fields or modes:
|ΨmGCy ”
ź
i
ż
d3kiAkie
Ckia
:
ki |0y “
ź
i
ż
d3kiAki
8ÿ
j“0
Cjki
j!
pa:kiqj |0y (3.4)
where i runs over the set of fields.
It is proved that if a density operator commutes with number operator, its elements over field eigen states
have a Gaussian form [57]. However, coherent states are neither eigen states of field operator Φˆ nor number
operator Nˆ . In fact they are explicitly a superposition of states with any number of particles. Elements of
density matrix operator %GC of the coherent state |ΨGCy can be expanded as:
xΦ1|%GC |Φy “ xΦ1|
ż
d3k1Ak˚1e
C˚
k1u
˚´1
k1
ş
d3ye´ik1yφˆ`pyq|0yx0|
ż
d3kAke
Cku
´1
k
ş
d3xeikxφˆ´pxq|Φy (3.5)
Because φˆ´pxq|0y “ 0 and x0|φˆ`pxq “ 0, we can replace φˆ´ and φˆ` in (3.5) with φˆ and apply a normal
ordering operator :: to each factor. Then, using Wick theorem : AˆBˆ : ” AˆBˆ ´ x0|AˆBˆ|0yI, we find:
xΦ1|%GC |Φy “ φ0φ10˚
ż
d3k1Ak˚1e
C˚
k1u
˚´1
k1
ş
d3ye´ik1yφ1pyq
ż
d3kAke
Cku
´1
k
ş
d3xeikxφpxq ´
x0|
ż
d3k1Ak˚1e
C˚
k1u
˚´1
k1
ş
d3ye´ik1yφˆpyq|0yx0|
ż
d3kAke
Cku
´1
k
ş
d3xeikxφˆpxq|0y
“ φ0φ10˚
ż
d3k1 e
ş
d3yF˚
k1e
ik1yφˆ1˚pyq
ż
d3k e
ş
d3xFke
ikxφˆpxq ´
ż
d3k|Ak|2 (3.6)
Fk ” Cku´1k lnAk (3.7)
15This decomposition is virtual in the sense that condensate and non-condensate parts may be inseparable and entangled.
16In equation (3.3-3.8) a
?´g factor is included in Ak. See Appendix C for details.
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where φ0 (φ
1
0) is the zero mode of the decomposition of |Φy p|Φ1yq to n-particle states |ny @ n P Z and φk
is the 3D Fourier transform of configuration field φ. The last term in (3.6) is the contribution of vacuum,
that is when Ck Ñ 0 @k. It is a constant and can be included in the normalization of wave function, which
we fix later in this section.
Insertion of (3.6) in (2.11) gives the generating functional for a system initially in state |ΨGCy:
ZpJa,Kab; %q ” eiW rJa,Kabs “
ż
DΦaDΦb exp
„
iSpΦaq `
ż
d4x
?´gJapxqΦapxq `
1
2
ż
d4xd4y
a´gpxqa´gpyqΦapxqKabpx, yqΦbpyqˆż
d3k1d3k
„
Φa˚0 Φb0 exp
ˆż
d3yFk˚1e
´ik1yΦapyq `
ż
d3xFke
ikxΦbpxq
˙
´Ak˚1Ak

(3.8)
where branch indices a, b P t`,´u. Φ0 and terms in the last line of (3.8) are evaluated at the initial time
t0. Comparing the contribution of the initial condition with the definition of F rΦs in (2.12) and (2.20), it
is clear that only α0 and α1 are non-zero. They can be included in the normalization factor and J current,
and do not induce new diagrams to the effective Lagrangian. Nonetheless, (3.8) explicitly shows that as
the system is initially in a superposition state, the classical effective Lagrangian is a quantum expectation
obtained by summing over all possible states weighed by their amplitude. Extension of these results to
|ΨmGCy is straightforward.
3.2 Initial conditions for solutions of evolution equations
In the study of inflation and dark energy, specially through numerical simulations, it is more convenient to
fix initial conditions, that is the value and variation rate of condensates and propagators on the initial equal-
time 3-surface rather than boundary conditions at initial and final times. Initial conditions for inflation are
extensively discussed in the literature, see e.g. [56, 78, 79] and [68] (for review). As in this toy model there
is not essential difference between (pre)-inflation and dark energy era, the same type of initial conditions
can be used for both.
We use a Dirichlet-Neumann boundary condition [35, 56, 80]:
nµBµU “ KU , gµνnµnν “ 1 (3.9)
where nµ is a unit vector normal to the initial spacelike 3-surface and U is a general solution of the evolution
equation. Assuming a homogeneous, isotropic and spacelike initial surface, nµ “ pa´1, 0, 0, 0q in conformal
coordinates. We use boundary conditions similar to (3.9) for both condensate and propagators.
Although K is arbitrary, it must be consistent with the geometry near initial boundary to provide a smooth
transition from initial 3-surface [56, 68]. For instance, if we want that for t Ñ t0 modes approach to those
of a free scalar field in flat Minkowski, K should have a form similar to modes in a static flat space:
K “ i
d
k2
a2pt0q `M
2 “ iωk (3.10)
where M is the effective mass. In this choice (3.9) is a condition on the flow of energy from initial surface
in Minkowski and de Sitter geometry and is called Bunch-Davis initial condition.
The renormalized anti-symmetric propagator must satisfy the condition imposed by field quantization [53]:
B0GρRp~x, , t, ~y, tq “
iδp3qpx´ yq
g00
?´g (3.11)
At initial time this constraint can be written for mode functions in synchronous gauge as:„
Uρ1k pη0qUρ˚k pη0q ´ Uρk pη0qUρ˚
1
k pη0q

R
“ ´i
a2pη0q (3.12)
– 21 –
where Uρ1k is the derivative of solution Uρk of the free field equation (G.1) with respect to conformal time η
at η “ η017. The bracket and index R means that this constraint is applied after subtraction of adiabatic
expansion of vacuum, which makes the propagator finite. The contribution of fields in the energy-momentum
tensor imposes a constraint on GFR, see Sec. 3.3. It can be used as the second condition for fixing integration
constants for these propagators.
3.2.1 Initial conditions for propagators
In what concerns the fields of the toy model, the initial conditions should reflect the absence of A and Φ
particles and ϕ condensate at time t0´ and their production by decay of X at t0`. Due to this interaction
an initial condition of type (3.9) must depend on the solutions of field equations for all the constituent
and the constant K includes production/decay rate of one species from/to another. Therefore, a boundary
condition for the derivative of propagators similar to (3.9) which reflects these properties can be defined as
the following:
nµBµGFi “
ÿ
jPtX,A,Φu
KijGFj (3.13)
In general Kij depends on ~x and ~y, but if we assume that interactions are switched on at time η0`, initially
propagators are free and both Gi’s and Kij depend only on ~x´~y. In addition, interpretation of propagators
as expectation value of particle number means that for the model discussed here there is a relation between
Gi’s and Kij modes in the Fourier space. Notably, in interaction model (a) in (2.5) momentums of decay
remnants are determined uniquely from momentum of decaying particle. In this case, when (3.13) is written
in momentum space, convolutions (in momentum space) in the r.h.s. become simple multiplications:
G1Fi pkq “
ÿ
jPtX,A,Φu
ż
d3p Kijp~k ´ ~pqGFj p~pq “
ÿ
jPtX,A,Φu
Kijp~kqGFj p~ppkqq (3.14)
Kijpkq “ Kvaci pkqδij ` Γijpppkqq (3.15)
where we have assumed nµ “ pa´1, 0, 0, 0q in homogeneous conformal coordinates. The coefficient Kvaci
presents the choice of boundary condition for the vacuum. Here we only consider Bunch-Davis vacuum
defined in (3.10). The constant Γij is the decay width of j to i if Γij ă 0, and production rate of i from j
if Γij ą 0 [81]. The function ppkq is determined from kinematic of decay/production of i to/from j. Under
the assumption of initial vacuum state for Φ and A, only ΓXΦ and ΓXA contribute to initial conditions.
For model (a) in (2.5) ΓXΦ “ ΓXA “ ΓX , where ΓX is the total decay width of X particles. We can use
perturbative in-out formalism to determine decay rates at initial time - even in presence of a condensate -
because in the infinitesimal time interval of rt0, t0 where these rates are needed the system can be considered
as quasi-static. This setup and its purpose is very different from effective dissipation rates calculated e.g.
in [43], which are time dependent and their purpose is to present 2PI quantum corrections in an effective
evolution equations for condensates and cosmological matter fluctuations.
Alternatively we can use the following equation as an initial condition:
G1Fi pkq “
ÿ
jPtX,A,Φu
ż
d3p Kijp~k ´ ~pqGFj p~pq “ Kvaci pkqGFi pkq `Υipkq i P tX,A,Φu (3.16)
where Υpkq is an external source which must be decided from properties of the model. For instance, in the
model (a) if the self-coupling of the light scalar field Φ is much larger than its coupling to X, we can assume
that Φ particles produced from decay of X in the interval pt´0, t`0q interact with each other and at t`0q all
memory about their production is lost and particles are distributed according to distribution Υipkq, which
its normalization is determined such that the total energy density of Φ is equal to the energy transferred
to this field from decay of X (we neglect the backreaction). This choice of boundary condition is specially
17Here Uk is assumed to be a solution of Ξ rather than its scaled version Ξχ
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interesting for numerical simulations because it allows to study all the fields in the model in the same range
of momentum space. By contrast, in (3.14) the range of k and p for modes with largest amplitudes can be
very different if there are large mass gaps between particles. The disadvantage of (3.16) is that it adds a new
arbitrary distribution, namely Υipkq to the model. Nonetheless, the assumption of the loss of memory due
to many scattering means that Υipkq can be well approximated by a Gaussian distribution with zero mean
value in the frame where initial distribution of X particles has a zero mean value. Its standard deviation,
however, remains arbitrary, and apriori can be larger than the standard deviation of momentum distribution
of X particles.
A general solution of field equations can be written as:
Uk “ a´1pckUk ` dkVkq (3.17)
where Uk and Vk are two independent solutions for mode k. We have divided the r.h.s. of (3.17) by apηq
because solutions Uk and Vk for free fields are usually obtained for scaled function Ξχ ” aΞ where Ξ is any of
scalar fields of the model. Solutions of field equation for some spacial geometries and WKB approximation
for general case are given in Appendix G. If there is initial correlation/entanglement between fields, it is
implicit in the matrix elements of the state (or equivalently density matrix) defined in Appendix C.
From explicit expression of free propagators with respect to independent solutions given in Appendix D it is
clear that only the difference between arguments of complex constants ck and dk is observable. In coordinate
space this means that free propagators depend on ~x´ ~y rather than each coordinate separately, and only 3
initial conditions (for real rather than complex quantities) are enough to fix integration constants. Therefore
equations (3.12)18 and (3.13) can fully fix all the propagators and no additional constraint for defining ck
and dk is necessary. However, propagators depend on the normalization of initial quantum state N in (D.7),
or equivalently the initial momentum distribution discussed in the next section. It will be fixed by initial
conditions imposed on Tµνeff in Sec. 3.3.
Finally, a question must be addressed here: how to calculate decay and scattering rates Kij consistently
? To determine Kij with respect to renormalized masses and couplings we need renormalized propagators
and condensate, which in turn need the solutions of evolution equations. Thus, the problem seems circular.
This issue is not very important for the toy model studied here and its simulations, because there is no
observational constraint for parameters and they can be chosen more or less arbitrarily. They only have to
be in the physically motivated range and lead to a reasonable cosmological outcome. However, for academic
interest it is important to know how one would have to proceed, if observed information about decay width,
scattering cross-section, and masses were available. The interdependence of Kij , couplings and masses can
be broken if we determine decay width and scattering cross sections at perturbative tree order and assume
that initial conditions of renormalization (2.34-2.36) are defined such that Kij corresponds to observed values
at renormalization scale. For model (a) in (2.5) ΓX is calculated in [36] and we do not repeat it here.
3.2.2 Initial distribution
In addition to the contribution of density matrix in the generating functional (2.11) the density matrix
elements |Ψk1k2...kn |2 (for pure states) are needed for determination of propagators, see (D.1-D.3). As we
assume that for both inflation and dark energy, no Φ or A particle exists at initial time, their contribution in
the initial state |Ψy is simply vacuum. Thus, only the initial state of X particles is non-trivial19. In absence
of self-interaction for X field in the model (2.1) a free initial state without entanglement is justified and the
many-particle wave-function |Ψk1k2...kn |2 can be factorized to 1-particle functions. Moreover, after taking a
Wigner transformation, |Ψk1k2...kn |2 can be replaced by a momentum distribution fXpk, x¯, t0q evaluated at
the average coordinate x¯ of X particles [57],
18Equation (3.12) is counted as one constraint because both sides of the equation are pure imaginary, see Appendix H.
19For intermediate states we use numerical value of propagators from previous simulation and an analytical expression is not
needed.
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1-particle distribution functions of free thermal and single or double Gaussian states discussed in Sec. 3.1
are:
fXpk, x¯, t0q “
$&%
N
eβµk
µ´1 thermal
Ne´
|~k´~k0|2
2σ2 Gaussian
(3.18)
where σ is the standard deviation of the Gaussian; βµ is proportional to Killing vector and can be inter-
preted as covariant extension of inverse temperature [82] 20 In the Gaussian distribution ~k0 is a constant
3-momentum presenting the momentum of the center of mass of X particles with respect to an arbitrary
reference frame. The factor N is a normalization constant. If at t0 the Universe is homogeneous, the dis-
tribution f will not depend on x¯. If simulations present the era after inflation and mX Á 300 TeV, the
distribution of X particles could not be in thermal equilibrium with other species [86]. This is not an issue
for our toy model because at the initial time there is no other species. Nonetheless, we preferred to use a
Gaussian distribution in our simulations.
Another physically motivated state is a totally entangled state with all particles in one or a few momentum
states. This is reminiscent to a Bose-Einstein condensate, but is not a Glauber condensate. If in addition X
has internal quantum numbers (symmetries), other type of entanglement would be possible. For instance,
in [74] an entanglement between different fields of a multi-field inflation model is considered. It generates a
coherent oscillation between scalar fields of the model, which may leave an observable signature on matter
fluctuations.
An issue which must be clarified here is the relation between comoving reference frame today - defined
as the rest frame of far quasars - and the reference frame in which fpk, x¯, t0q and other quantities of the
model are defined. Although Lorentz invariance assures that final results do not depend on the selection of
reference frame, in a multi-component system there can be frames in which the formulation of the model
is easier, specially when approximations are involved. Moreover, when theoretical predictions are compared
with observations the issue of using the same reference frame for both becomes crucial. If we assume that
X particles decay significantly or totally before epochs accessible to observations, today’s comoving frame
cannot be directly associated to their rest frame. In this case, it would be more convenient to consider the
rest frame of ϕ, the condensate of Φ, as the reference frame. When ϕ is identified with classical inflaton field,
reheating at the end of inflation is homogeneous in this frame and presumably ϕ frame coincides with the
comoving frame today. In addition, if the model studied here is supposed to be a prototype for formation
of a quintessence field during or after reheating, the observed homogeneity of dark energy with respect to
matter and radiation, which fluctuate, encourages the use of its rest frame as reference.
3.3 Initial condition for geometry
The simplest choice for initial geometry is a homogeneous FLRW metric, that is φ “ ψ “ hij “ 0 in
metric (2.53). Thus, the metric depends only on the expansion factor apηq, which its value at initial time is
irrelevant and without loss of generality can be considered to be apη0q “ 1. The value of Hubble constant
H ” 9a{a (or equivalently H ” aH “ a1{a) must be chosen based on the physics of inflation or reheating
after inflation, respectively for studying condensation of inflaton or dark energy from decay of the heavy
particle X.
20More precisely, this a covariant extension of Bose-Einstein distribution. At high temperatures rβµβµs1{2 Ñ 0, and the
distribution approaches a Maxwell-Ju¨ttner distribution, see e.g. [83] for a review. Note that this distribution is written in the
local Minkowski coordinate. As we use it only at the initial time, the value of apt0q is not an observable and without loss
generality we consider apt0q “ 1.
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In a homogeneous FLRW metric only diagonal components of Einstein tensor are nonzero 21:
Gβ
2
α ´ δijBiBjGβα ` 2HGβ1α `M2αpxqa2Gβα “ [2PI corrections] α P X,A,Φ β P F, ρ (3.19)
T ηη “ T ηηcl `
ÿ
αPX,A,Φ
1
2a4
„
´GF 2α ´ δijBiBjGFα ` 4HGF 1α `M2αpxqa2GFα

` 2i?´g
BΓ2
Bgηη
(3.20)
T ηηhomo “
3H2
8piGa4 , H ”
a1
a
(3.21)
where T ηη is the 00 component of energy-momentum tensor in homogeneous conformal metric and propa-
gators are evaluated at p~x, η, ~y “ ~x, ηq. According to our assumptions described earlier, at initial time T ηηcl ,
contributions of A and Φ in the second term of (3.20), and the last term are all zero.
Spatial components of energy-momentum tensor T ij for homogeneous background metric are:ÿ
αPX,A,Φ
T ijα pηq “
ÿ
αPX,A,Φ
1
2a4
„
´δijpGF 2α ´HGF 1α `M2αpxqa2GFα q ` pδijδkl ´ 2δikδjlqpBkBlGFα ´ δklHGF 1α q

`
2i?´g
BΓ2
Bgij (3.22)
They do not impose further constraints on the model, but are needed for determination of the equation
of state defined as w ” p{ρ, where ρ “ a2T ηη and P “ a2δijT ij{3. Using Einstein equations a2, which is
necessary for solving field equations, is obtained as:
a2
a
“ 4piG
3
"
a2Tclpϕq `
ÿ
αPX,A,Φ
„
GF
2
α ´ BiBiGFα ` 2HGF 1α ` 2a2M2αpxqGFα ` ia
2
?´g p
BΓ2
Bgηη ´ δij
BΓ2
Bgij q
*
(3.23)
Due to coupling between species apriori we cannot define the equation of state separately for each species.
But, assuming that the coupling is small, a pseudo equation of state can be defined as the following:
wα “
´GF 2α ´ 13δijBiBjGFα ´M2a2GFα ` 2ia
4δij
3
?´g
BΓ2Bgij
´GF 2α ` 4HGF 1α ´ δijBiBjGFα `M2a2GFα ` 2ia4?´g BΓ2Bgηη
α P Φ, A,X (3.24)
where 2PI terms in these expressions are understood to include only terms relevant to field α. Despite its
unfamiliar look, eq. (3.24) has expected properties of an equation of state. Specifically, if couplings are small
and mass term dominates over spatial variation and variation due to the expansion of the Universe, w Ñ 0
and species behave as a cold matter. On the other hand, if M Ñ 0, w Ñ 1{3 as expected for relativistic
particles.
3.4 Wave function and vacuum renormalization
In Appendix D we show that for free fields GFi px, yq depends on x´y and on the average coordinate x¯ through
possible dependence of particle distribution of the state on which the propagator is defined. Therefore, if
the initial distribution of X particles fpk, x¯, η0q defined in (D.7) is homogeneous and independent of x¯,
initial GFi px, xq and its time derivatives do not depend on x. Nonetheless, position derivatives are not
zero because they are taken with respect to x and then x “ y is applied. Using these properties and field
equations (3.19), the term proportional to G2k can be eliminated from (3.20) and under the assumption that
initially the effective mass M does not depend on space coordinates, which is consistent with renormalization
21 We assume that equal-time surfaces are defined such that T 0i “ T ij |i‰j “ 0
– 25 –
conditions (2.34-2.37), constraints (3.19-3.21) can be written as:
1
p2piq3
ż
d3k
„
3HGF 1i pkq ` pk2 `M2i pη0qa2qGFi pkq

“ 0 i P Φ, A (3.25)
1
p2piq3
ż
d3k
„
3HGF 1X pkq ` pk2 `M2i pη0qa2qGFXpkq

“ 3H
2
8piG ´ a
2ρclpϕpt0qq (3.26)
where ρclpϕpt0qq is the energy density of initial condensate field. Here we have used the momentum space
because we want to show that (3.25) and (3.26) constraints on the contribution of fields in the initial
energy-momentum tensor and Friedmann equation (3.21) determine the remaining arbitrary constants in
the renormalized model, namely the constant term in Tµνeff calculated in (2.41) and the wave function
normalization. Indeed, if we had not dropped (2.41) from Tµνeff , we had to to add ´ i2 tr lnG´1i , i “ A,Φ, X
to l.h.s. of equations (3.25) or (3.26) according to the relevant species. This term and integrals in the l.h.s.
of these equations depend on the wave function normalization of species. We assume that normalization
factors are chosen such that the equality of l.h.s. with observables on the r.h.s. is satisfied. This procedure
finalizes the renormalization of the model. We notice that in our fully quantum field theoretical approach
to a cosmological model, wherever a contribution to vacuum arises, it can be included in the wave function
normalization and does not affect observable quantities. From this observation we conclude that if dark
energy is the Cosmological Constant, its origin cannot be anything else than the quantization of gravity,
which is not considered here.22.
For a gas of free particles the constraint (3.26) can be expanded to mode functions by using (D.5). Then,
the normalization factor N in (D.7) can be determined as:
N “
ˇˇˇˇˆ
3pi2H2
2G ´ p2piq
3a2ρclpϕpt0qq
˙"ż
d3k|ψk|2
„
3H
ˆ
U 1kXpη0qUk˚Xpη0q ` U 1k˚Xpη0qUkXpη0q
˙
`
k2
ˆ
UkXpη0qUk˚Xpη0q ` Uk˚Xpη0qUkXpη0q
˙*´1 ˇˇˇˇ
(3.27)
where terms corresponding to (2.41) are included in N.
3.5 Initial conditions for condensate
Similar to propagators, the evolution equation of condensate (2.24) is of second order and needs two initial
or boundary conditions. However, due to the setup of the model discussed here, they are not independent
of initial conditions for propagators, which were discussed in previous sections.
Consider the state of Φ particles produced through decay of X in the infinitesimal time ∆η “ η0` ´ η0
in an initially homogeneous Universe. If the self-interaction between Φ particles in the decay remnant is
neglected, their quantum state can be expanded as:
|ΨΦpη0 `∆ηqy “ |ΨΦpη0qy b
NXÿ
i“0
ż
d3p1 ¨ ¨ ¨ d3piCp1 ¨ ¨ ¨Cpip∆ηq
i{2
p2piq3ii! fΦpp1q ¨ ¨ ¨ fΦppiqa
:
p1 ¨ ¨ ¨ a:pi |0y (3.28)
NX “ Vp2piq3
ż
d3kfXpkq Ñ 8 (3.29)
where |ΨΦpη0qy is the initial state of Φ particles before switching on X decay and V is the volume of
the Universe. Here in what concerns Φ field, |ΨΦpη0qy “ |0y (or a condensate states for intermediate
simulations). Coefficients Cpi are amplitudes of modes pi of Φ particles produced from decay of X particles.
22It is also intriguing that QFT models need gravity for being fully renormalized and meaningful. Notably, in cosmology
Friedmann equation replaces Born rule in quantum mechanics that determines normalization of wave function using its inter-
pretation as a probability distribution. See [84] for more discussion about inherent relation between quantum mechanics and
gravity.
– 26 –
The distribution fΦppq can be related to initial momentum distribution of X particles fX defined in (D.7)
and is calculated in Appendix E. Because our aim from expanding the state of Φ particles is to calculate
initial conditions for evolution of condensate, it is more convenient to write the state in Schro¨dinger picture.
In this case, creation operator a:p in (3.28) is time-independent; amplitude Cp is time-dependent; and |Cp|2 is
the probability of production of a Φ particle with momentum p from decay of a X particle with momentum
k:
|Cp|2∆η « p1´ e´
ΓXa∆η
γX q « ΓXa∆η
γX
(3.30)
where the invariant width ΓX for model (a) is ΓX “ 8pi2g2P {m2X [36] and P “ ppm2X ´ m2Φ ´ m2Aq2 ´
4m2Φm
2
Aq1{2{2mX . The boost Lorentz factor γX “ k0ppq{MX where k0 is the energy of decaying X particles
and can be related to momentum p of the remnant Φ, see Appendix E for details.
In presence of self-interaction scattering of Φ particles rapidly uniformizes their distribution and the second
term in (3.28) approaches fully or partially to a condensate state, and condensed fraction would depend
on self-coupling |λ{n|. Moreover, if momentum distribution of X particles has a relatively small standard
deviation, momentums in (3.28) will be very close to each others and state of newly produced particles in
(3.28) approaches to a condensate. More generally, the state |ΨΦy can be decomposed to condensate and
noncondensate states:
|ΨΦy “ Nϕ|ΨCy `Nφ|ΨNCy, |Nϕ|2 ` |Nφ|2 “ 1 (3.31)
|ΨCy ”
8ÿ
i“0
ż
d3p1 ¨ ¨ ¨ d3piCp1 ¨ ¨ ¨Cpip∆ηq
i{2
p2piq3ii! fΦpp1q ¨ ¨ ¨ fΦppiqδ
p3qppi ´ pi´1q ¨ ¨ ¨ δp3qpp2 ´ p1qa:p1 ¨ ¨ ¨ a:pi |0y
“ 1p2piq3
8ÿ
i“0
ż
d3p
Cipp∆ηqi{2
i!
f iΦppqa:p1“p ¨ ¨ ¨ a:pi“p|0y “
1
p2piq3
ż
d3p eCpfΦppqa
:
p |0y (3.32)
where |ΨNCy is the remaining non-condensate and Nϕ is a normalization factor. The coherent component
|ΨCy is a generalized Glauber coherent state with amplitude CpfΦppq. By definition xΨNC |Φˆ|ΨNCy “ 0 ant
it does not contribute in ϕpt0`q “ xΨΦ|Φˆ|ΨΦy. Thus, using the definition of a condensate, the initial time
derivative of condensate field ϕ1 is determined:
ϕ1px, η0q “ |Nϕ|
2
p2piq3
ż
d3p fΦppq
ˆ
CpUppη0q e´ip.x ` Cp˚Up˚ pη0q eip.x
˙
(3.33)
As Φ is a real field U´ppη0q “ Up˚ pη0q. Thus, if fΦp~pq “ fΦp´~pq, (3.34) takes the familiar form of an inverse
Fourier transform:
ϕ1px, η0q “ 2|Nϕ|
2
p2piq3
ż
d3p fΦppqCpUppη0q e´ip.x (3.34)
The normalization factor Nϕ determines the initial rate of condensation, but its determination from first
principles is not straightforward. To get an insight to its amplitude, we use scattering rate of high energy
Φ particles. Their dissipation rate which leads to cascade formation of Φ particles and their condensation
can be estimated as:
Γϕ
H
„ p2piq10λ2
ˆ
MX
2H
˙4
(3.35)
where we assume MΦ,MA ! MX and neglect annihilation of Φ by interaction with X. For the value
of parameters used in simulations described in the next section the initial formation rate of condensate
Γϕ{H ă 1. However, considering the small standard deviation of X particles energy distribution, even
without scattering the momentum of Φ’s are close enough to each other23. Therefore, in the simulations we
assume that the state of Φ at η0` is a condensate, |Nϕ| « 1, and |Nφ| « 0.
23In the next section we also discuss an example simulation for which
Γϕ
H
" 1.
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4 Simulations
Evolution equations (2.24-2.26) cannot be solved analytically. Moreover, due to nonlinear and nonlocal in-
teraction terms in 2PI formalism, evolution equations of propagators and condensates are integro-differential
and their numerical simulation is more difficult and CPU intense than classical multi-field inflation mod-
els [85] and reheating [10]. Besides, the model developed here includes multiple fields with very different
masses running over some 39 orders of magnitude. Consequently, the numerical model is stiff and it is not
possible to rend quantities close to unity by scaling them. For these reasons we were obliged to perform
separate simulations with different time (or equivalently expansion factor) steps, because despite using an
adaptive time step, a single rule cannot be used for the totality of the simulated interval and at some point
numerical errors make the simulation unreliable.
To reduce CPU time we used smaller time steps at early times. High densities of species at this epoch cause
high rate of interactions and more precise evolution of dynamics is crucial for the correctness of simulations
at later epochs. Inversely, the expansion of the Universe at later epochs decreases the effective coupling
between particles. Division of simulation to multiple steps explained in the previous paragraph and gradual
increase of time steps inevitably induce discontinuities and numerical uncertainties. Nonetheless, repetition
of simulations at different breaking points and with different adaptive time intervals has convinced us that
essential properties of the model obtained from these simulations and their interpretations are reliable.
In numerical simulations on a lattice in momentum space, the size of simulation box |kmax| plays the role
of a UV cutoff and is identified with the scale µ0 in (2.34-2.36). In an expanding universe, in which the
physical size of the coordinate lattice increases with time, the initial value of masses and couplings can be
considered as their renormalized - physical - value at UV limit. On the other hand, the size of simulation box
in real space imposes an IR cutoff. It must be enough large such that it contains the physically interesting
IR limit, namely the horizon at each epoch. The dependence of simulation results on the lattice volume
can be estimated by varying the initial volume while the size of cells are kept constant. Unfortunately, we
were not able to investigate the dependence of effective masses and couplings on UV and IR cutoffs for fixed
lattice size because the procedure quickly increases the amount of necessary memory and execution time.
Nonetheless, as physical size of the box is determined by the inverse of initial Hubble constant H´1pt0q,
simulations at high H - presumably for inflation - and low H - presumably for a lately produced dark energy
- demonstrate the variation of effective mass and couplings of Φ and its condensate with scale.
4.1 Parameters
We consider a 93 dimensional cubic lattice on which the three quantum fieldsX, A, and φ, and the condensate
field ϕ live. For calculation of closed time path integrals in the evolution equations we sum over the past 10
time steps. We also tested the simulation of early epochs with summation over 30 past steps, and found little
difference between the two cases. Therefore, we continued with smaller number of summations, which made
execution time more affordable. To decrease memory request for these operations we work in momentum
space and neglect the dependence on average coordinate in the integrals. This is an approximation which
should be added to other uncertainties and imprecisions of these simulations.
We performed two series of simulations, one presenting inflation era and the other condensation of a light
scalar field from end of reheating to present time. The main difference between these simulations is the
value of initial Hubble constant, which in addition to fixing the initial expansion rate, its inverse is used as
distant scale to determine the physical size of the simulation box, cell size, and momentum modes.
Only simulations for a Φ4 self-interaction potential are reported here. In most simulations initial masses and
couplings are: mX “ 10´3MP , mA “ 10´15MP , mΦ “ 10´36MP , and λ “ 10´14, g{MP “ 10´17. They
correspond to renormalized values at IR scale for ϕR “ 0 defined in (2.34-2.36). In dark energy simulations
we also tried smaller mX and other values for couplings. According to these choices X presents a heavy
field - presumably from Planck or GUT scale physics; A is a prototype for fields at electroweak symmetry
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breaking scale; and Φ is a light field, which may be considered as inflaton, quintessence or both. However,
an important result of these simulations, explained in more detail later in this section, is the crucial role of
all the fields and their interactions in triggering inflation and late accelerating expansion.
In both series of simulations we assume a vacuum initial state for A and Φ and null initial value for
the classical condensate field ϕ. We remind that one of the main objectives of this work is to understand
formation and evolution of a condensate in an expanding universe, whether and how it preserves its quantum
coherence at cosmological scales, and whether and how an effective potential which supports an accelerating
expansion during inflation and at late times may emerge.
For the field X, which is initially the only contributor in the effective classical energy-momentum density,
we assume a Gaussian distribution similar to (3.18) with mean value at k “ 0 and standard deviation
σX “ mX{10. This choice has both practical and physical reasons. As we explained in Sec. 2.1.1, for a
Gaussian initial condition we can use 2PI formulation of a vacuum state. Moreover, it is well known that a
particle more massive than a few hundreds GeV leads to an overdense Universe if it were ever in thermal
equilibrium with the Standard Model species. Therefore, a random Gaussian initial distribution for X seems
a more realistic assumption than a thermal initial condition. We use the same distribution for both inflation
simulations and those beginning after reheating.
Momentum modes of the lattice are determined such that:
|kimax| „ piHpt0q i “ 1, 2, 3 (4.1)
where Hpt0q is the Hubble constant at initial time. Therefore, simulation box in momentum space initially
includes both subhorizon and superhorizon modes. Moreover, they are all inside 1σ deviation from mean
value of X particles distribution.
As we discussed in the introduction section, one of the main objectives of this study is the investigation
of the contribution of quantum and condensate components in the effective energy-momentum tensor and
their fluctuations, which are the principle cosmological observables. The tensor Tµνeff in (2.46) can be divided
into 3 components: the condensate, which despite its quantum origin can be treated as a classical field; the
1PI contribution, that is the second bracket in (2.46) and includes the contribution of perturbatively free
particles; and finally 2PI non-equilibrium interactions. In the following subsections we discuss evolution of
these components and their effects on the cosmological expansion. All dimensionful quantities in the plots
are in Mp units.
4.2 Inflation
For these series of simulations the chosen initial value of Hubble function is Hpt0q “ 10´6MP . There is not a
generally accepted consensus about the energy scale of inflation [87]. An upper limit of „ 1016 GeV ÀMGUT
can be estimated from upper limit of tensor to scalar perturbation ratio r from Planck observations, based
on comparison with predictions of monomial or hybrid inflation models [8]. In this case, the choice of a mass
larger than inflation scale for X particles means that they are produced by physics at Planck or GUT scale
and can be considered as cold matter. Therefore, the cosmology of this model is initially matter dominated.
4.2.1 Evolution of expansion factor
Fig. 4-a shows the evolution of Hubble function H with respect to the expansion factor aptq. The evolution
of expansion factor with time is shown in Fig. 4-c. At late times a{a0 „ pt{t0qα, α Á 1. Thus, the inflation
generated in this model has a power-law profile. We remind that in the classical models, power law inflations
are usually generated with an exponential potential [88], which does not have a renormalizable quantum
counterpart and must be considered as an effective potential.
The initial increase and oscillation of H is due to the rapid evolution of energy-momentum density from being
dominated by cold X particles to a binding energy dominated plasma through non-equilibrium interaction
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Figure 4. a) and b): Evolution of Hubble function with expansion factor aptq. They are obtained from series of
5 separate successive simulations with different rules for time incrementation to reduce accumulation of numerical
errors. Rapid variations may be in some extend numerical artefacts. The difference between plots a) and b) is the
initial aptq{a0 in one of the simulations at intermediate log10 aptq{a0 „ 8.5, see the text for details. c) Evolution of
expansion factor with time for simulations shown in a).
between the three constituents of the model. Large oscillations in the Hubble function before the onset of
inflation are mainly due to the chaotic behaviour of nonlinear evolution equations. Indeed, approximate
analytical solution of evolution equations of the model in [35] shows the presence of a parametric resonance,
see following sections for discussion of processes causing such behaviour. Indeed what is happening here is
analogous to preheating and exponential particle production at the end of inflation [10]. Moreover, because
in these simulations the metric is evolved consistently, the effect of particle production and interaction
between various components induces instabilities in the expansion rate and the Hubble function, which
backreact on the evolution of densities and may stimulate further instabilities.
4.2.2 Artefact issue
Numerical simulations in general include glitches and artefacts and we cannot rule out that some of the
features in our results are artefacts induced by approximations used to simplify computations and by low
resolution of these simulations.
To qualify numerical uncertainties we truncated simulations shown in Fig. 4-a at logpa{a0q „ 8.5 and
continued with slightly different time steps. Fig. 4-b shows the Hubble function obtained from this second
series of simulations. Although details of plots and numerical values of physical quantities in this series of
simulations are somehow different from the first one, their overall behaviour is very similar. For instance, in
the case of Hpaq in Fig. 4-b, despite oscillations at late stages of the simulation, the average slope, i.e. the
average d logH{d log a ” ´1 [89] is similar to that of smooth evolution of the first simulation series shown
in Fig. 4-a. Therefore, in the following sections we only discuss the results of the first series of simulations
and restrict our conclusions to overall aspects rather than details, which may not be reliable.
Better simulations are necessary for verifying to which extend results and conclusions of these simulations
are correct. Comparison with more or less similar simulations is another way of cross-checking the results.
For instance, large oscillations of energy-momentum tensor and expansion rate before the onset of inflation
are reported by other authors [22] and compared to the instability of QED vacuum. Therefore, despite
inevitable numerical effects, initial oscillations in these simulations seem real, and as explained above, a
consequence of dynamical instabilities.
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Figure 5. a), b), c): Contribution of 1PI terms ρi1PI , i “ X,A,Φ in the total energy density. The upper plots show
the sign of these terms and lower plots their amplitude. The inset in b) is a zoom on the early evolution of ρX1PI .
4.2.3 Inflation parameters
For determining characteristics of the inflationary epoch in this model - defined as when the Hubble function
varies slowly with increasing expansion factor - we fit logHpaq using parameters i, i “ 1, 2 defined in [89].
We obtain 1 „ 0.01´0.04 and 2 „ ´0.14 ´ 0.35, depending on the choice of time steps used for the fitting.
In classical treatment of inflation models i parameters can be analytically related to the spectral index of
scalar fluctuations ns ´ 1 “ ´2 ´ 41 and tensor to scalar ratio r “ 161. Comparison of values obtained
for  parameters from our simulations and corresponding values for ns and r shows that according to these
relations the model is not consistent with the CMB observations [8]. Even when the value of ns is consistent
with observations, r is too large. However, in Sec. 4.2.8 we show that the value of both these parameters
obtained directly from simulations are indeed consistent with observations. Therefore, the relation between
’s and properties of the spectrum of fluctuations obtained from classically treated scalar field models cannot
be applied to fully quantum non-local approach. We should also remind that the choice of parameters for
the simulations were motivated by the results of classical interacting quintessence models studied in [36] and
no adjustment was performed to reproduce CMB observations.
4.2.4 Evolution of densities
Effective potential of inflation is a very important quantity because apriori it can be extracted from angular
spectrum of CMB and LSS fluctuations [90]. As for the time being cosmological observations are the only
accessible conveyor of the physics of early Universe and high energy scales, it is crucial to understand the
relation between effective classical quantities extracted from cosmological data and the underlying funda-
mental model. Observations of the Planck satellite shows no significant non-Gaussianity and is consistent
with a small tensor to scalar ratio of r À 0.05. These results indicates a flat effective potential and a small
field inflation [8].
Fig. 5 shows the evolution of the 1PI terms in the density ρ, that is the second bracket in (2.50), for the
three constituents of the model, which from now on we call them ρi1PI , i “ X,A,Φ. It is easy to verify that
the initial rapid decay of ρX1PI is not due to what we may call semi-classical decay, i.e. the lowest order tree
diagram of X particles decay into A and Φ. With the value of G chosen for these simulations the decay
width of X through this channel is comparable to the present value of Hubble constant, and consequently
the lifetime of free X particles is comparable to the present age of the Universe. Our tests show that the
slope of this decay depends on the self-coupling λ of Φ and is induced by the sudden increase in the number
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Figure 6. a): Classical potential of condensate ϕ; b) Effective potential of condensate, including quantum corrections;
c) Effective energy density of condensate; d) Contribution of 2PI terms in the total energy density.
of these particles and their interaction with X, see plots in Fig. 6 which show the evolution of classical
potential of the condensate ϕ, its effective energy density, and contribution of 2PI terms in the total energy
density.
We argue that the large mass difference between X and Φ and self-interaction of the latter is enough to
quickly initiate a cascade production of Φ particles. In turn, their interaction with energetically dominant
but numerically rare X particles transfers their energy to a non-equilibrium quantum binding energy corre-
sponding to 2PI terms in energy-momentum tensor (2.46) or equivalently (2.50). Therefore, despite small
couplings the state of matter during this era is non-perturbative and comparable with a strongly coupled
plasma, which its instabilities lead to large oscillations - parametric resonance - of densities and Hubble
function24. The large effective masses of Φ and its condensate shown in Fig. 7-a are manifestation of their
effectively strong interaction during this non-perturbative regime.
It is useful to compare these results with an OpNq model studied in strong coupling regime and Minkowski
spacetime [91]. It finds that in the non-perturbative regime, after initial parametric resonance, low momen-
tum modes dominates and the system exhibits an effective weak coupling. Despite apparent contradiction,
this finding is consistent with the above results, because due to the limited resolution of these simulations,
initially they are concentrated on high momentum modes and parametric resonance of these modes [35]
manifests itself in large oscillation of average density and Hubble function. However, with the expansion of
the Universe, momentums are redshifted to the domain where coupling between fields are effectively weak
and densities and Hubble function behave smoothly, as predicted by [91].
The strong effective coupling of fields does not last for long because at the same time the effective mass of
Φ increases, see Fig. 7-a, and its backreaction decreases the rate of decay of ρX1PI , see the inset in Fig. 5-b
and the amplitude of condensate field ϕ in Fig. 6-a. A slow decay rate of ρX1PI continues for some time
before the latter and the density of ϕ increase again, see Fig. 6-b. Repetition of the same processes leads to
oscillation of the total density ρtot reflected in the oscillation of the Hubble function. However, due to the
expansion of the Universe, gradually the amplitude of quantum binding energy, shown in Figs. 6-c and its
contribution to the total energy density, shown in Fig. 7-b, decreases and a slow evolution of total density
leads to a power-law inflation. It is driven by the transfer of quantum binding energy to X field, shown in
Fig. 7-c.
As expected, the effective masses of Φ and its condensate ϕ initially include a significant contribution from
self-interaction and coupling with heavy field X. However, this effect is restricted to high energy modes,
see the description of the spectrum of fluctuations in the next Sec. 4.2.8. We remind that accelerating
24This process is analogous to small-x regime of deep inelastic scattering at high energy, where large number of soft QCD
gluons make the model effectively non-perturbative. Here light Φ field behaves similar to soft gluons.
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Figure 7. a): Effective M2Φpx “ 0q; b) Fraction of zero mode, i.e homogeneous component of effective quantum
binding energy density to total average density; c) Ratio of average ρX1PI to total density.
expansion reduces the physical size of simulated modes k{aptq and the effect of local quantum corrections
diminishes. Consequently, the effective mass of quantum fluctuations of Φ and its condensate ϕ approaches
its renormalized value at IR scale and ϕÑ 0. This may be an evidence that a shift symmetry for neutralizing
the effect of quantum corrections on the mass of light field Φ would not be necessary, because rapid expansion
automatically suppresses the effect of quantum corrections. This observation also shows the shortcomings of
numerical simulations of cosmological models, which are unable - without increasing resolutions - to follow
the evolution of growing distance scales with the same precision.
Apriori the effective mass of quantum and condensate components of Φ are not equal, see diagrams in Figs.
2 and 3. However, in this series of simulations their difference is much smaller than numerical precision
and Fig. 7-a presents the mass of both components. We should also remind that A and X fields have no
self-interaction, and thereby no local quantum correction to their mass.
4.2.5 Evolution of pseudo-free particles
The behaviour of 1PI contributions of A and Φ are very different from that of X, see Fig. 5. Their
densities ρA1PI and ρ
Φ
1PI vary much slower than ρ
X
1PI , which its variation with both time and expansion
factor is very sharp and steep, and reminiscent to multiple first order phase transitions. In comparison, the
densities of lighter fields behave similar to a slow and continuous second order phase transitions. Moreover,
their variation is asynchronous with respect to ρX1PI . The reason behind these differences is not only the
large difference in their mass, but also their interactions. Notably, due to its self-interaction Φ field which
has the smallest mass, attains much higher densities than A. The systematically asynchronous onset of
features and sign changes for different fields and components are the evidence that despite low quality
of these simulation complex behaviour of fields and their properties must be grossly genuine and cannot
be completely numerical effects. These features coarsely demonstrate the fully non-equilibrium nature of
underlying processes. However, as we discussed at the beginning of this section and demonstrated with Figs.
4-a and 4-b, we do not rely on the details in our conclusions.
Another interesting characteristic of 1PI contributions of the fields is the negative sign of ρi1PI , i “ X,A,Φ
in some era. This means that these components of total density cannot be considered as belonging to truly
free particles. Nonetheless, after initial instabilities, their equation of state defined as: wi1PI ” pi1PI{ρi1PI ,
approaches to zero for X and to 1{3 for A and Φ, see Fig. 8. Thus, they behave similar to non-relativistic
and relativistic free particles, respectively. This observation justifies the interpretation of ρi1PI , i “ Φ, X,A
as pseudo-free particles and shows that the process of inflation and particle production are inseparable.
Because in this toy model X is much heavier than other fields and its lifetime as free particles is very long,
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Figure 8. a), b), c): Equation of state for 1PI components of the energy-momentum tensor of Φ, X and A, respectively.
at the last stages of inflation it dominates as a cold matter. However, it is conceivable that if its life time
is shorter, at the end of inflation light fields become dominant and induce a radiation domination era, as
expected in a hot Big Bang model. We did not study such a case.
4.2.6 Effective potential and condensate
Total density ρ and specific enthalpy, defined as ρ` p, are shown in Fig. 9. They are both positive (up to
numerical errors for the latter) and there is no violation of null energy principle in the simulations.
Comparison of condensate density shown in Fig. 6-b with the total density and other components of energy-
momentum demonstrates that its contribution is completely negligible. Moreover, the comparison of Figs.
6-b and 6-c shows that after the onset of inflation, assumed to be at logpa{a0q Á 15, the energy density
of condensate ρϕ is dominated by its kinetic energy (not shown here) rather than its effective potential.
These observations are consistent with approximate analytical results reported in [35], which show that the
condensate can grow during radiation domination era, when expanding is relatively slow. But it decays
during matter domination and by extension during inflation eras, which have faster expansion rate.
Figs. 7-b and 7-c show that in these simulations inflation is supported by the decay of quantum binding
energy to particles. They also indicate that during inflation a significant fraction of quantum binding
energy goes to the formation of X particles. However, this may be in part due to the stiffness of the
model and imprecision of simulations, which capture more easily the heavy X particles rather than lighter
fields. Nonetheless, as mentioned earlier, this observation is consistent with some analytical calculations
for simpler models [22]. Moreover, early works and some recent studies of the evolution of scalar quantum
fields in an expanding universe show particle production processes and their impact on the expansion [93].
Therefore, our results may be a confirmation of previous studies. In any case, this aspect of the model
needs confirmations by better simulation. on the other hand, in contrast to some studies [94], the initial
large oscillations of densities do not leave observable oscillations in the dominant matter component X -
presumably dark matter - at late times. Further arguments in favour of claim will be given in Sec. 4.2.8.
The above results and observations indicate that the relation between properties of inflation parameters i,
extracted from observations, and characteristics of the underlying model, e.g. self-interaction of inflaton field,
is not straightforward. For instance, although the light field Φ and its condensation have very important
role in the control of quantum processes which lead to inflation, its contribution in the classical effective
energy-momentum density may be insignificant. Moreover, in contrast to single field monomial models, the
energy density of condensate ϕ during inflation may be dominated by its kinetic energy rather than its
potential. However, this property would be undetectable from i. In slow-roll monomial models of inflation
by definition the potential energy must dominate the energy density. However, as the inflation in the model
studied here is conducted by other components, this is not a necessary condition for making the model
consistent with observations. Nonetheless, the dominance of kinetic energy of the condensate has an impact
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Figure 9. a): Total energy density; b) Total specific enthalpy ρ` P . Upper plots: sign; Lower plots: amplitude.
on the spectrum of fluctuations of the condensate, which we will discuss in Sec. 4.2.8.
4.2.7 Stronger self-coupling
For the sake of comparison Fig. 10 shows the evolution of Hubble function, effective mass of Φ, ratio of
quantum 2PI binding energy to total energy density, and properties of the condensate ϕ for a model with
λ “ 10´8 and other parameters the same as the simulations discussed above. In this case the estimation
of initial rate of condensate formation (3.35) gives Γϕ{H " 1 at initial time. Therefore, it is expected
that condensate has a more significant contribution in the total energy density of the Universe. Indeed,
we observe significant differences between properties of condensate in this model and simulations with
λ “ 10´14. Notably, the heavy particle production and inflation begin much earlier. This is due to the
higher effective mass of Φ particles at a given epoch, that is a fix a, see Fig. 10-b. However, although
the larger coupling constant increases classical potential energy, it remains much smaller than quantum
binding energy and kinetic energy of the condensate shown in Fig. 10-e. On the other hand, the effective
energy density of condensate, shown in Fig. 10-f, is dominated by quantum corrections during inflation, and
consequently its equation of state wϕ „ ´1. Nonetheless, during inflation ρϕ is not constant and decreases
as „ a´2. Apparently, this violates the usual relation between w and evolution of density with expansion
factor. However, the density of condensate alone is not conserved and its interaction with other components
of the model must be taken into account. If the condensate continues the same trend after inflation, it cannot
be a candidate for dark energy. However, at the end of inflation if its decline slows down and its density
asymptotically approaches to a constant density, as analytical approximations has shown [35], the small
leftover may explain the observed accelerating expansion of the Universe at present era. Unfortunately, for
the time being simulations cannot be extended to these late epochs with enough precision to capture these
details.
These observations raise the issue of the end of inflation. In the present simulations we do not observe an end
to inflation. However, based on earlier behaviour of model we expect that a change in the contribution of
different components of energy-momentum induces again a phase transition. An evidence for such behaviour
is the gradual increase of quantum binding energy at the end of simulations in Figs. 6-d and 10-c. However,
we cannot be sure that this is not an artefact, specially because it includes only a few time steps in our
simulations.
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Figure 10. Properties of the model with λ “ 10´8. a) Hubble function; b) Effective mass M2Φ c) Ratio of quantum
binding energy to total energy density; d) Classical potential of condensate ϕ; e) Effective potential of condensate; f)
Effective energy density of condensate ϕ;
4.2.8 Spectrum of fluctuations
Although horizon flow and its derivatives i, i “ 0, 1, 2, 3, ¨ are usually used for parametrizing inflation
models, only for the simplest among them, in particular a single scalar field in slow-roll regime, they can be
considered as reliable proxies for spectrum of primordial fluctuations. Therefore, for a stiff multi-field model
in a non-equilibrium state, as the one discussed here, it is better to investigate the spectrum of fluctuations
directly.
Fig. 11 shows the evolution of normalized exact propagators GFi pk, tq{GFi pk “ 0, tq, i “ Φ, X,A during
inflation era, calculated numerically up to second perturbative order and under approximations discussed at
the beginning of this section25. We remind that for free fields GFi pk, tq ” 2Nk ` 1 where Nk is proportional
the expectation value of particle number in mode k. For interacting fields Nk can be considered as an
effective number. Fig. 12 shows the spectrum of fluctuations of various components of T 00, which for a
homogeneous background metric corresponds to energy density.
As we discussed in Sec. 4.2.5, at late stages of inflation the density of the Universe is dominated by X
particles, or more precisely the 1PI component of energy-momentum tensor. The first conclusion from these
plots is that the amplitude of fluctuations in this model is Op1q ˆ 10´5, thus consistent with observations.
25For reducing the volume of output during simulations we registered the data for 1 out of n time steps, which the value of
n depended on the length of simulations. What is called time step in the spectrum plots corresponds to registered steps rather
than real time steps, which was much larger.
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Figure 11. a) Color coded normalized spectrum of condensate ϕpk, tq{ϕpk˚, tq where k˚ has the largest amplitude
in the simulation box. b), c) and d) Color coded normalized exact propagators GFi pk, tq{GFi pk “ 0, tq, i “ Φ, X, A,
respectively. The x-axis presents a cube of 93 channels in the mode space. They are arranged such that |k| “ 0
corresponds to channel 364. An example of the 3D modes is shown in Fig. 12-f. The value of k in this plot is with
respect to conformal coordinate and does not depend on time. The corresponding physical (comoving) mode is k{a.
The y-axis presents simulation time steps as explained in footnote 25. To better highlight variation in amplitude of
modes in a) and b) all the registered time intervals are used, but c) and d) show only data during inflation. The
apparently abrupt change in the spectrum of GFΦpk, tq{GFΦpk “ 0, tq is partly because of adaptive time steps which
varies in different stages of simulation, and partly due to the absence of some intervals from plots, as explained in
footnote 25.
Moreover, the evolution of fluctuations is very close to adiabatic, defined as δNkpaptqq{N0paptqq “ const., see
e.g. [92] for review. The amount of variation with time of this quantity, assumed as presenting isocurvature
fluctuations, is À 10%. Considering low resolution of our simulations, this value is roughly consistent with
the Planck constraint on the fraction of isocurvature perturbation of a few percents [8].
Fluctuations of 2PI quantum corrections are very small even at early stages of inflation. This reflects the
non-local nature of this component, which couple different scales together and wash out their differences,
even when they are superhorizon. 1PI fluctuations of X, which is the dominant component at the end of
our simulations, is of order Op1qˆ 10´5 and comfortably consistent with observations. However, we observe
significant fluctuations in the energy density of condensate ϕ and in 1PI contributions of Φ and A fields.
1PI components of Φ and A include tree Feynman diagrams with X as interaction field. Considering the
large mass of X particles, these diagrams can be approximated by local interactions. For this reason the fast
expansion of the Universe during inflation suppresses interaction at superhorizon scales and only induces
oscillations at shorter scales. This process is analogous to Doppler peaks in the present power spectrum,
generated by interaction of photons with baryons and free streaming. However, in contrast to baryons,
the contribution of Φ and A in the total energy density and their fluctuations are highly subdominant and
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Figure 12. Spectrum of energy density components: a) 2PI quantum binding energy density normalized to its zero
mode. Color gray corresponds to upper limit, which in this plot is zero and corresponds to an scale invariant amplitude;
b), c), d) T i1PIpk, tq{T i1PIpk “ 0, tq, i “ Φ, X, A, respectively; e) energy density of condensate normalized to its zero
mode. Description of axis is the same as in Fig. 11; f) Color coded amplitude of aϕ modes in the mode cube during
one simulation time step. Values of modes are in Mp unit.
would not be observable. On the other hand, as we discussed in Sec. 4.2.6 the dominance of X at the end
of these simulations may be due to the stiffness of the model. Moreover, a larger coupling g decreases the
lifetime of X particles and thereby their final density. Then, the self-interaction of Φ and its interaction
with A exchanging virtual heavy X particles should uniformize their fluctuations during a regime analogous
to reheating. On the other hand, if large fluctuations survive reheating, they may have some effect at small
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Figure 13. Spectrum of 1PI components at the end of simulations with λ “ 10´8. Deviation from a line in a) is due
to numerical effects, which have slightly violated isotropy in 3D mode space.
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Figure 14. Ratio of anisotropic shear to scalar fluctuations for the fields of the model as an order of magnitude
estimation of tensor to scalar ratio r.
distant scales as seeds and contribute in the formation of galaxies and/or supermassive black holes26.
The properties of the power spectrum is better discernible in 1D plots. Fig. 13 shows 1D power spectrum
of T i1PIpk, tq{T i1PIpk “ 0, tq, i “ Φ, X, A at the end of simulations for the case of λ “ 10´8. It is evident
that they are not a power law. Nonetheless, the spectrum of TX1PI which is the dominant component of
energy momentum tensor at late times is self-similar and close to a power-law with ns ´ 1 À 0. Thus, it is
consistent with CMB observations. We emphasize that we have not adjusted parameters of the simulations
to reproduce observed cosmological quantities and the purpose of comparison with observations is to see
whether their general characteristics are close to observations. For instance, simulations with λ “ 10´14
leads to ns ´ 1 « 0 or very slightly positive.
Although our simulations use a homogeneous metric and cannot determine tensor modes, here we try to
find an order of magnitude estimation for tensor to scalar ratio r. In the effective fluid description of
energy-momentum tensor the anisotropic shear (2.52) generates tensor fluctuations hij in the metric (2.53).
If we calculate the shear generated in a homogeneous background metric, it is straightforward to see that
Πµνpk, tq9kikjGpk, tq. Therefore, the amplitude of gravitational waves (without taking into account their
backreaction) is „ k2Gpk, tq. Fig. 14 shows k2G{T1PI as a function of k at the end of simulations for the
three fields of the model. The ratios are very small for all the fields. This result is expected because none
of components of the energy-momentum tensor in this model becomes at any moment (trans)Planckian. A
more precise estimation of r needs simulations which include evolution of metric fluctuations.
26We did not investigate whether these large fluctuations may lead to formation of primordial black holes. Such inquiry needs
much better spectral resolution.
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4.3 Dark energy
As we described in the Introduction, the model studied here was first suggested and investigated as a
candidate explanation for dark energy. The purpose of the present work was to extend earlier studies to
a full non-equilibrium quantum field theoretical formulation. According to this model dark energy is the
condensate of the light scalar field Φ. The condensate might have been produced during inflation and evolved
in such a way that its present effective equation of state wϕ „ ´1 and its density approximately constant.
In this case, it can be considered as the remnant of inflation. Alternatively, dark energy condensate may be
associated to the decay of a heavy particle - presumably dark matter or a constituent of it - produced after
inflation.
Simulations presenting inflation and evolution of various components of the model in the previous subsection
showed that the fast expansion of the Universe during this epoch significantly suppresses the condensate.
Consequently, its remnant may become too diluted with the expansion of the Universe to be consistent
with the observed density and equation of state of dark energy. To see whether the second option, that
is the decay of a heavy particle after inflation, can produce a dark energy condensate, we simulated the
same model with an initial value of Hubble function expected for the epoch after reheating of the Universe,
namely H0 “ 10´15 ´ 10´13 MP „ 104 ´ 106 GeV. In addition to the same parameters as the case of
inflation, we also performed simulations with λ “ 10´17, g{MP “ 10´20 and mX “ 10´8MP . The reason
for reducing the mass of main matter source is lower energy scale of physical processes after preheating.
Due to limited numerical resolution of simulations, we were also obliged to reduce its coupling to other
fields, otherwise we had to reduce time steps, which made simulations too long. Unfortunately, even in this
modified model we were only able to have a crud simulation of late time evolution. Here we present the
results of these simulations and describe features that we judge reliable. However, better simulations are
necessary to confirm them.
We call simulations with g{MP “ 10´17 and mX “ 10´3MP Model 1 and simulations with g{MP “ 10´20
and mX “ 10´8MP Model 2. Up to precision of our simulations Model 1 behaves very similar to inflation
described in the previous section. For this reason we do not explain it in detail. Nonetheless, it demonstrates
that the model described here behaves in a self-similar manner and a shift of initial time, or equivalently
initial Hubble constant, simply shift in time the accumulation of quantum binding energy, which ultimately
leads to inflation. Thus, the model is not fine-tuned.
Fig. 15-a shows the evolution of weff ” ρ{p in Model 2, where ρ and p are defined in (2.48). As expected, it
evolves from matter domination, that is weff “ 0 to wtot « ´1. We notice that the beginning of transition
from matter domination is much earlier than what is observed in cosmological data. However, this regime
of the simulations includes only a few time steps and some deviation from real cosmologies in a toy model
is expected. We remind that the heating of the Universe occurs in the SM sector, which is not present in
our simplistic model of early Universe.
Figs. 15-b and 15-c show the effective M2Φ and M
2
ϕ. Similar to the case of inflation, after the initial increase
of the effective mass due to accumulation and condensation of Φ field, its value sharply decreases and
approaches its IR limit during the phase transition from matter domination to an accelerating expansion.
We notice a difference between the effective mass of Φ and ϕ such that M2Φ ąM2ϕ at any time. As discussed
earlier, this is due to the difference in Feynman diagrams which contribute to these effective masses. The
comment about too early onset of phase transition discussed for Fig. 15-a applies here too.
Figs. 16-a, 16-b, and 16-c show classical potential of the condensate, quantum binding energy, and its
fractional contribution to the total energy density in Model 2, respectively. Similar to the case of inflation, the
contribution of classical potential is completely negligible and even the addition of quantum corrections in the
effective potential (not shown here) does not make the contribution of condensate in the total energy density
significant. However, the sharp increase in quantum corrections is certainly due to the low resolution of our
simulations. Most of other conclusions which we discussed for inflation apply also to the late accelerating
expansion and do not need to be repeated.
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Figure 15. Evolution of effective quantities with time in Model 2 simulating late accelerating expansion of the
Universe: a) Evolution of total equation of state; b) Evolution of effective mass of Φ field; c) Evolution of effective
mass of condensate.
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Figure 16. Evolution of classical and quantum components of effective energy density with time in Model 2: a)
Classical potential of condensate; b) Effective quantum potential; c) Ratio of effective quantum potential to total
energy density.
5 Discussion
We do not see an excess in longest modes, neither in inflation nor dark energy simulations. Therefore, there
is no evidence of IR instability in this model. Up to precision of our simulations this result confirms the
approximate analytical results obtained for de Sitter space in [25, 26, 28]. Our simulations show that, as
expected, the light field acquires an effective time dependent mass. Moreover, after dissipation of initial
instabilities, the hierarchy of masses is recovered and when inflation approaches to its end and when dark
energy become dominant, the mass Φ and its condensate approaches their initial values. We should how-
ever remind that in our simulations this field is not massless27. Therefore, the above conclusion is not in
contradiction with [18], which finds IR instability only for massless fields.
In its simplest form considered here the model does not have internal symmetry, but it can be easily extended
to such cases. Our simulations show that at initial stages of inflation a condensate form, and therefore
27Masslessness of a field in interaction can be preserved only if symmetries prevent acquisition of mass, as it is the case for
photons in SM
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internal symmetries break. However, the amplitude of the condensate would be very small, specially during
inflation and late accelerating expansion. This means that there may be Goldstone boson due to symmetry
breaking, but it would not be completely massless. This may explain the small but nonzero mass of Φ.
The fast decay of condensate component during accelerating expansion is consistent with the results of [35].
However, the small contribution of condensate in the total energy density even before fast acceleration found
here is in contradiction with conclusions of [35], which predicts that a significant amount of condensate may
survive the expansion. One of the reasons for this difference may be the lack of consistent evolution of
expansion factor in approximative analytical method employed in [35]. Moreover, the latter analysis is
mostly concentrated on finding time variation of condensate rather than comparing its contribution in the
total density. In any case, both analytical approach in [35] and numerical simulations here are far from
perfection and better analytical techniques and/or simulations are necessary to confirm or refute these
findings.
Results of our simulations raise an important question: How can we discriminate between a quantum
binding energy and an effective classical potential in cosmological observations ? Even for cases in which
experiments can be performed in laboratory discrimination between quantum and classical correlations
is not easy. For instance, although measurement of the spectrum of excited electrons in atoms can be
relatively easily achieved, performing similar experiments for strongly coupled partons in hadrons or weakly
coupled molecules is very difficult. In the former case the strong coupling makes isolation of one parton
extremely difficult, and in the latter example thermal noise and strong interaction of a probe with atoms
intertwine and influence the measurement of a weak molecular binding energy. In cosmological measurements
correlation between causally decoupled modes may help to discriminate non-local quantum effects. But, due
to the expansion of the Universe it is not trivial to discriminate between correlations induced by past
causal interactions and inherently non-local quantum effects. The observation of non-Gaussianity may be
a signature, but as we saw in the simulation of inflation, the amplitude of fluctuations of the quantum
component, and thereby its non-Gaussianity, is very small.
A point which is not addressed in this work is the effect of unobservable IR modes. They are suggested to be
responsible for the late accelerating expansion [96], but so far the issue is not investigated in a fully quantum
setting. In the framework of 2PI formulation the incompleteness (openness) of cosmological observations is
presented by a mixed density matrix, which is not considered here. Nonetheless, analysis for a toy model
in de Sitter space at lowest quantum order [97] shows that IR modes dissipate. This is consistent with our
simulations of pure states. Another issue that low resolution of our simulations did not allow to investigate
is a relation between inflation and dark energy. We showed that most probably inflaton condensate does not
survive inflation and its remnant would be too diluted to generate another epoch of accelerating expansion
at later times. However, as we demonstrated, the quantum binding energy of the same fields may induce late
time accelerating expansion. We were not able to connect the two epochs. This needs a detail simulation of
particle production at the end of inflation, which couldn’t be followed with our code.
There is also a need for exploring more extensively parameter space and extensions to this model, namely:
larger coupling among the three fields, self-coupling of other fields, other combination of masses, other
coupling models, internal symmetries, gauge symmetry, etc.
6 Outlines
In conclusion, we studied a simple multi-component model for early and late accelerating expansion of the
Universe in a fully quantum field theoretical framework. Through numerical simulation we investigated the
process of formation of a quantum condensate from an initially null state and followed its evolution, as well
as the evolution of quantum component of the fields and their effect on the geometry of the Universe.
We assessed the reliability of simulations by changing resolution and break points of intermediate simulations.
We also performed simulations with different masses and couplings. We observed that although small scale
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features in the evolution curves are not reliable, general behaviour of quantities do not significantly depend
on the simulation setup. Interpretations and conclusions discussed in previous sections and summarized
below are restricted to general aspects rather than features which may be artefacts. Evidently and as usual
better simulations are necessary to confirm our conclusions.
Our simulations show that in realistic models containing multiple fields and hierarchy of masses and cou-
plings, the non-local binding energy between interacting constituents, which depends on all fields, rather
than the condensate may have important role in triggering inflation and generation of anisotropies and/or
late accelerating expansion of the Universe. On the other hand, although energetically subdominant, nu-
merical domination of light field quanta has crucial role in controlling the behaviour of heavier fields, and
thereby the content and geometry of the Universe. This highlights the shortcomings of making conclusions
about fundamental physics of early Universe by comparing cosmological data with predictions of classical or
semi-classical models of inflation and dark energy. Additionally, it demonstrates that many quantum phe-
nomena, which cannot be described by classical effective models, might have dominated processes leading
to the Universe as we find it now.
A Classical potential
Classical potential in (2.1) and its first and second derivatives are:
VpΦ, A,Xq “ 1
2
m2ΦΦ
2 ` λ
4!
Φ4 ` 1
2
m2XX
2 ` 1
2
m2AA
2 ´ gΦXA (A.1)
BV
BΦ “ m
2
ΦΦ` λ3!Φ
3 ´ gXA, BVBX “ m
2
XX ´ gΦA, BVBA “ m
2
AA´ gΦX. (A.2)
B2V
BΦ2 “ m
2
Φ ` λ2!Φ
2 B2V
BX2 “ m
2
X
B2V
BA2 “ m
2
A (A.3)
B2V
BΦBX “ ´gA
B2V
BΦBA “ ´gX
B2V
BXBA “ ´gΦ (A.4)
There are 3 extrema points indexed as 0, 1,&2:
Φ0 “ A0 “ X0 “ 0 (A.5)
X1,2 “ ˘
ˆ
λm2Xm
4
A
3!g4
` m
2
Φm
2
A
g2
˙ 1
2
, Φ1,2 “ mXmA
g
, A1,2 “ gΦ1,2X1,2
m2A
(A.6)
Second derivative (A.3) and (A.4) show that the trivial minimum (A.5) is the true minima of the system.
For both positive and negative g other extrema are unstable.
For the value of parameters used in the simulations |X1,2| “ 10´6{
?
3!, A1,2 “ 10´4, Φ1,2 “ 0.1. Therefore,
even at classical level the amplitude of condensates of X and A at quasi-equilibrium is much smaller than
that of Φ and neglecting them in the simulations is justified.
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B Propagators and decomposition of self-energy
For a bosonic field ψ propagators are defined as (for xψy “ 0):
GF px, yq ” 1
2
xtψˆpxq, ψˆ:pyquy “ i
2
pGą `Găq (B.1)
Gρpx, yq ” ixrψˆpxq, ψˆ:pyqsy “ ´pGą ´Găq (B.2)
iGąpx, yq ” xψˆpxqψˆ:pyqy “ trpψˆpxqψˆ:pyq%ˆq (B.3)
iGăpx, yq ” xψˆ:pyqψˆpxqy “ trpψˆ:pyqψˆpxq%ˆq (B.4)
GFeypx, yq ” ´ixT ψˆpxqψˆ:pyqy
“ Gąpx, yqΘpx0 ´ y0q `Găpx, yqΘpy0 ´ x0q
“ GF px, yq ´ i
2
signpx0 ´ y0qGρpx, yq (B.5)
G¯Feypx, yq ” ´ixT¯ ψˆpxqψˆ:pyqy
“ Gąpx, yqΘpy0 ´ x0q `Găpx, yqΘpx0 ´ y0q
“ GF px, yq ` i
2
signpx0 ´ y0qGρpx, yq (B.6)
where T and T¯ time ordering and inverse ordering operators, respectively. When xψy ‰ 0, GF px, yq “
GF px, yq
ˇˇˇˇ
xψy“0
´ xψpxqyxψpyqy.
Properties of propagators can be summarized as the followings:
riGą,ăpx, yqs: “ iGą,ăpy, xq, iGą “ GF ´ i
2
Gρ, iGă “ GF ` i
2
Gρ
GF :px, yq “ GF px, yq, Gρ :px, yq “ ´Gρpy, xq (B.7)
Here %ˆ is the density operator of the quantum state of the system. The advantage of using GF px, yq and
Gρpx, yq is that they include both time paths and their evolution equations are explicitly causal and suitable
for numerical simulations [44].
In a similar manner the self-energy Πpx, yq can be decomposed to symmetric (F) and anti-symmetric (ρ)
components [44]. For this purpose we first separate local component of the self-energy, then we decompose
non-local part in analogy with (B.5):
Πpx, yq ” ´iΠ0pxqδp4qpx´ yq ` Π¯px, yq (B.8)
M2pxq ” m2 `Π0pxq (B.9)
Π¯px, yq ” ΠF px, yq ´ i
2
signpx0 ´ y0qΠρpx, yq (B.10)
By using the decomposition of Feynman propagator (B.5) in self-energy diagrams we obtain the following
expression for contribution of a diagram including k propagators:
ΠF 9
rk{2sÿ
j“0
Ckk´2jp´1qj2´2jGk´2jF G2jρ (B.11)
Πρ 9
rk{2sÿ
j“0
Ckk´2j´1p´1qj2´2jGk´2j´1F G2j`1ρ (B.12)
where rks is the integer part of k. Here we have used proportionality sign rather than equality because
couplings, number of degeneracies, and traces are not shown in (B.11) and (B.12). These factors depend on
the topology of corresponding Feynman diagram, order of interactions and 1-point expectation value. They
are the same for both components.
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C Density matrix of a many-particle state
A pure quantum many-particle state can be decomposed as:
raβ1 , a:β2s “ δβ1β2 raβ1 , aβ2s “ 0 ra:β1 , a:β2s “ 0 (C.1)
|Ψy ”
ÿ
β1β2¨¨¨
Ψβ1β2¨¨¨|β1β2 ¨ ¨ ¨ y “
ÿ
β1β2¨¨¨
Ψβ1β2¨¨¨a
:
β1
a:β2 . . . |0y, %ˆ ” |ΨyxΨ| (C.2)
aβ|0y “ 0 @β P tβ1, β2, . . .u,
ÿ
β1β2¨¨¨
|Ψβ1β2¨¨¨|2 “ 1.
where β’s are a set of quantum numbers, including momentum mode k and field identification indices. They
define properties of a particle or mode at a given instance of time. The number of particles/modes in |Ψy can
be infinite. The absence (zero value) for some of Ψβ1β2¨¨¨ coefficients presents an initial quantum entanglement
between particles. In the simplest cases, such as the model studied here, fields are scalars without internal
symmetries and only position or momentum modes are of physical interest. Thus, β “ tx, i P Φ, A,Xu or
β “ tk, i P Φ, A,Xu in coordinates or momentum representation, respectively. Note that all the operators
in (C.1) and (C.2) are defined at the same time coordinate, e.g. the initial time t0. Therefore, the latter is
not explicitly mentioned. Creation and annihilation operators in coordinate and momentum representations
are related to each other:
Φˆ´pxq ” 1p2piq3
ż
d3k Ukptqake´ik.x, Φˆ`pxq ” 1p2piq3
ż
d3k Uk˚ ptqa:keik.x, Φˆpxq “ Φˆ´pxq ` Φˆ`pxq
(C.3)
where Ukpt0q is the spatial Fourier transform of a solution of the field equation at initial time t0.
The density operator of pure states (C.2) can be expanded as:
%ˆ “
ż
d4x1
a´gpx1qδptx1 ´ t0q . . . d4y1a´gpy1qδpty1 ´ t0q . . .Ψy˚1,y2,¨¨¨Ψx1,x2,¨¨¨
Φˆ`px1qΦˆ`px2q . . . |0yx0| . . . Φˆ´py2qΦˆ´py1q (C.4)
From comparison of (C.4) with the expansion of F rΦs in (2.20) it is straightforward to show that:
αpx1, x2, . . . , y1, y2, . . .q “ Ψy˚1,y2,¨¨¨Ψx1,x2,¨¨¨ “ÿ
tβutbeta1u
Ψ˚β11β12¨¨¨Ψβ11β12¨¨¨xβ
1
1, β
1
2 . . . |Φpx1q,Φpx2q . . .yxΦpy1q,Φpy2q . . . |β1, β2 . . .y (C.5)
D Propagators of free scalar fields
Applying (C.1) with α “ k to the definition of propagators given in Appendix B, their decomposition in
momentum space can be obtained as the followings:
iGFeypx, yq ” xΨ|TΦpxqΦpyq|Ψy “ÿ
k
ÿ
i
ÿ
k1k2...kn
δkki |Ψk1k2...kn |2
„
Uk˚ pxqUkpyqΘpx0 ´ y0q ` UkpxqUk˚ pyqΘpy0 ´ x0q

`
ÿ
k
„
UkpxqUk˚ pyqΘpx0 ´ y0q ` Uk˚ pxqUkpyqΘpy0 ´ x0q

(D.1)
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From (D.1) we can extract the expression for advanced and retarded propagators:
iGąpx, yq ” xΨ|ΦpxqΦpyq|Ψy “
ÿ
k
ÿ
i
ÿ
k1k2...kn
δkki |Ψk1k2...kn |2Uk˚ pxqUkpyq `
ÿ
k
„
1`
ÿ
i
ÿ
k1k2...kn
δkki |Ψk1k2...kn |2

UkpxqUk˚ pyq (D.2)
iGăpx, yq ” xΨ|ΦpxqΦpyq|Ψy “
ÿ
k
ÿ
i
ÿ
k1k2...kn
δkki |Ψk1k2...kn |2UkpxqUk˚ pyq `
ÿ
k
„
1`
ÿ
i
ÿ
k1k2...kn
δkki |Ψk1k2...kn |2

Uk˚ pxqUkpyq (D.3)
Using (D.2) and (D.3) we find (D.5) and (D.6) expressions for GF and Gρ, respectively.
For a gas of free particles the wave-function of the multi-particle initial state can be factorized to 1-particle
functions:
|Ψk1k2...kn |2 “
ź
iPt1,2,¨¨¨ u
ÿ
ki
|ψki |2 (D.4)
GF p~x, η0, ~y, η0q “
ÿ
k
„ˆ
1
2
` fpk, x¯, η0q
˙ˆ
Ukp~x, η0qUk˚ p~y, η0q ` Uk˚ p~x, η0qUkp~y, η0q
˙
(D.5)
Gρp~x, η0, ~y, η0q “ i
ÿ
k
ˆ
Ukp~x, η0qUk˚ p~y, η0q ´ Uk˚ p~x, η0qUkp~y, η0q
˙
(D.6)
fpk, x¯, η0q ”
ÿ
i
|ψkipx¯i, η0q|2 “ Npx¯, η0q|ψk|2 (D.7)
Ukp~x, η0q ” Ukpη0qe´i~k.~x,
ÿ
k
” 1p2piq3
ż
d3k (D.8)
where ψk is the 1-particle wave-function and N is a normalization factor. From (D.8) it is clear that the
r.h.s. of (D.5) is a Fourier transform with respect to ~x ´ ~y. Therefore, after a Wigner transformation, the
amplitude of wave function |ψk|2 and thereby 1-particle distribution f will depend on the average coordinate
x¯ ” p~x` ~yq{2. For a Gaussian distribution in a matter dominated Universe:
N “ 3piH
2e
M2
4σ2
2Ga2σ2M2K1pM24σ2 q
(D.9)
where M is the effective mass of particles. The function K1 is modified Bessel function of second kind. The
antisymmetric propagator iGρp~x, η0, ~y, η0q does not depend on the initial state and its expression is (D.6)
irrespective for any state. We remind that this expression is the normalization factor N obtained in (3.27)
after solving the constraint equation (3.26).
Classically, fpk, η0q is interpreted as statistical distribution of particles, for instance Boltzmann or Bose-
Einstein distribution. Nonetheless, the expression (D.5) can be easily extended to entangled particles. For
instance, if the initial state consists of pair of particles entangled by their momentum, fpk1, k2, η0q presents
the distribution of entangled pair with momenta pk1, k2q. Therefore, this formulation covers both single field
and coherent oscillations studied in [74]. We remind that if the scalar field has an internal symmetry, that
is multiple flavors, iGF px, yq and fpk, η0q will have implicit flavor indices.
In the model studied here at initial time GFi , i “ X,A,Φ are free and proportional to N ` 1{2 where N
is the number of particles in the initial state, see (D.5). Even without considering initial free fields, by
taking Wigner transformation, it can be shown that GFi ’s can be considered as distribution functions with
respect to the center of mass coordinate and Fourier modes of relative coordinates. They evolve according
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to Boltzmann equations and quantum correction integrals in the r.h.s. of (2.25) play the role of collisional
terms [41, 53, 81]. The wave-function amplitude in (D.5) at classical limit is replaced by a 1-particle
distribution and its normalization is equal to (D.9).
E Distribution of remnants
We define the rest frame of X particles as the frame in which the maximum of fXpkq is at |~k| “ 028. At
lowest order decay of particles occurs locally. Thus, we use local inertial frame for calculating momentums
of remnants. For interaction model (a) remnants Φ and A have opposite 3-moment in the rest frame of
decaying X particle, that is ~pΦ “ ´ ~pA and | ~pΦ| “ | ~pA| “ rpM2X ´M2Φ ´M2Aq2 ´ 4M2ΦM2As1{2{2MX . In a
frame in which |~k| ‰ 0, the 4-momentum of Φ and A are (a0 “ 1 is assumed):
p1Φpkq “
¨˝
γpEΦ ` ~β.~pΦq
~pΦ `
ˆ
γ´1
β2
p~β.~pΦq ` γEΦ
˙
~β
‚˛ p1Apkq “
¨˝
γpEA ` ~β.~pAq
~pA `
ˆ
γ´1
β2
p~β.~pAq ` γEA
˙
~β
‚˛ (E.1)
E2Φ “ | ~pΦ|2 `M2Φ E2A “ | ~pA|2 `M2A (E.2)
where ~β “ ~k{ωk, γ “ ωk{MX . Thus, there is a one-to-one relation between the momentum of a X particle
and those of its remnants. The inverse transformation, that is kpp1Φq can be written as:
γ “ E
1
ΦpE1Φ ` EΦq ´ C
EΦpE1Φ ` EΦq ` C
(E.3)
A ” ~β.~pΦ “ E
1
Φ ´ γEΦ
γ
(E.4)
~β “ Cpγ´1qA
β2
` γEΦ
(E.5)
C ” ~p1Φ.~pΦ ´ ~p2Φ (E.6)
where E1Φ ” p10Φ .
If the boundary condition (3.14) is chosen for GFΦ , there is a direct relation between initial number density
of X and initial increase of number density of Φ. For this reason, initial distribution of Φ’s at t`0 can be
derived from momentum distribution of their parent X particles:
ωp1ΦfΦpp1Φpkqqδpp
12
Φ ´M2Φqd4p1Φ “ NωkfXpkqδpk2 ´M2Xqd4k (E.7)
where ωp1Φ “
b
~p12Φ `M2Φ, ωk “
b
~k2 `M2X , β “ |~β|, and N “ 1 presents the multiplicity of Φ in the
decay of X. The function fΦpp1Φq determines the distribution of energy levels - partial condensates - in a
generalized coherent state as described in Sec. 3.5.
28Here we consider local inertial, called also normal coordinates, which is locally equivalent to a flat space.
– 47 –
Using (E.7) fΦpp1Φpkqq is determined as:
fΦpp1Φqd3p1Φ “ NJpkpp1ΦqqfXpkpp1Φqqd3p1Φ (E.8)
J “
ˇˇˇˇDβ ` B
γ2ωk
|p1Φ|4
„
|p1Φ|2
ˆ
β2B2 ` p1´ βqpγ ´ 1qp~pΦ.~βq
2
β2
˙
`ˆ
~pΦ.~k
β|pΦ| ´ 1
˙ˆ
|pΦ|2 ` pγ ´ 1qp~pΦ.
~kq2
β2
´ p~pΦ.~βq
2γEΦ
β|pΦ|
˙
ˆˆ
γβ2B2 ` Bpγ ` βpγ ´ 1qqp~pΦ.~βq ` γ ´ 1
β
p~pΦ.~βq2
˙ˇˇˇˇ
(E.9)
D ” p~pΦ.~βq
ωkβ2
ˆ
βγ ´ γ ´ 1
βγ2
˙
` βEΦ
MX
(E.10)
B ” pγ ´ 1qp~pΦ.~βq
β2
` γEΦ (E.11)
where J is the Jacobian of volume transformation. In the case of (2.5-b & c) interactions, we have to multiply
fXpk1q by matrix element |Mpk1, pΦq|2 of decay of X particles with momentum k1 to Φ with momentum
pΦ [36].
If the boundary condition (3.16) is used for GFφ , there would be no direct relation between the initial
distribution of X particles. In this case, initial variation of condensate modes must be put by hand. For
instance, if ΥΦpkq in (3.16) is a Gaussian, based on properties of Gaussian distribution the best candidate
for fΦpp1Φq is a Gaussian.
F Einstein equations for linear perturbations
We first calculate components of connection Γµνρ for metric:
ds2 “ a2pηqp1` 2ψpx, ηqdη2 ´ a2pηqrp1´ 2φqδij ` hijsdxidxj (F.1)
The metric defined in (2.53) is the special case of (F.1) with φ “ ψ. For metric (F.1) Christoffel coefficients
of the connection at linear order of perturbations have following expressions:
Γ000 “ a
1
a
` ψ1, Γi00 “ δikψ,k, Γ00i “ ψ,i, (F.2)
Γ0ij “
„
a1
a
ˆ
p1´ 2ψ ´ 2φqδij ` hij
˙
´ φ1 ` h
1
ij
2

, Γij0 “ Γi0j “ a
1
a
δij `
h1ij
2
´ φ1δij , (F.3)
Γijk “ 12ph
i
j,k ` hik,j ´ hjk,iq ´ pφ,kδij ` φ,jδik ´ φ,iδjkq (F.4)
We remind that at linear order hij “ hij “ hij . Nonetheless, for the sake of consistency of notation in the
description of Γµνρ above and elsewhere we respect covariant/contravariant presentation of indices.
Riemann curvature tensor Rµν can be expanded with respect to connection as:
Rµν “ BρΓρµν ´ ΓρµρΓσνσ ´Dν
ˆ
Bµpln?´gq
˙
(F.5)
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Finally the semi-classical Einstein equations in this gauge are written as:
G00 “ 3H2 ´ 6Hφ1 ` 2φii ` 32H
1h1 ` 1
2
phikk,i ´ hiiq “ 8piGxT00y (F.6)
G0i “ 2φ1,i ` 2Hψ,i ` 12ph
1k
i,k ´ h1,iq “ 8piGxT0iy (F.7)
Gij “ ´p2H1 `H2q
„
p1´ 2ψ ´ 2φq δij ` hij

` 2Hpψ1 ` 2φ1q δij `Hp3
2
h1ij ´ h1δijq `
p2φ2 ´ 1
2
h2q δij ` pψk,k ´ φk,kq δij ` φ,ij ´ ψ,ij `
1
2
hij
2 ` 1
2
phki,jk ` hjk,ik ´ hij,kk ´ h,ijq ` 12ph
k
,k ´ hlkk,lq δij “ 8piGxTijy (F.8)
where h ” hii. Due to diffeomorphism invariance only 6 of above equations are independent. This means
that 2 of 8 metric components ψ, φ and hij can be chosen arbitrarily. An interesting choice which simplifies
Einstein equations is h “ 0 and φ “ ψ. In Newtonian gauge without tensor perturbations the latter relation
is satisfied when the anisotropic shear is null. Here this choice does not impose any constraint on Tµν
because independent components of hij can include the effect of an anisotropic shear.
G Solution of free field equation in homogeneous FLRW geometry
To find solutions of free field equations in a homogeneous FLRW geometry similar to (3.19), it is better to
perform a scaling similar to (2.55) with ψ “ h “ 0. Additionally, we first ignore the spacetime dependence
of M2 and find exact or approximate solutions with a constant mass, and then use WKB approximation to
take into account coordinate dependence of effective mass.
After the change of variable the homogeneous evolution equation (3.19) becomes:
Ξχ
2
k ` pk2 `M2a2 ´
a2
a
qΞχk “ 0 (G.1)
where Ξk is the Fourier transform of propagators or fields and Ξ
χ
k “ aΞk. Solutions of this equation depends
on the explicit expression of apηq, which in turn depends on the equation of state of dominant component of
matter. Here we separately discuss the solutions for radiation dominated and matter dominated eras, and
for a general FLRW cosmology.
Radiation domination:
a
a0
“
ˆ
t
t0
˙ 1
2 “ η
η0
, a2 “ 0, a
1
a
“ 1
η
(G.2)
For this case an exact solution is known [54, 98]:
Ξχk pηq “ ckUkpz1q ` dkVkpz1q (G.3)
Ukpz1q “ D´1{2`iαpz1eipi4 q, Vkpz1q “ D´1{2´iαpz1e´ipi4 q (G.4)
z1 ” θ η
η0
, θ ”a2a0η0M “c2M
H0
α ” k
2η0
2a0M
“ k
2{a20
2MH0
(G.5)
where a0 and H0 are the expansion factor and Hubble constant at initial conformal time η0, respectively;
and Dνpxq is parabolic cylinder function of order ν. Their derivatives, which are necessary for determining
integration constants, can be determined from the following recursive relation:
dD´1{2˘iαpzq
dz
“ z
2
D´1{2˘iαpzq `D1{2˘iαpzq (G.6)
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When local quantum corrections are considered M2 Ñ M2 ` ∆M2k pηq. In this case, no exact analytical
solution is known. Thus, under the assumption that ∆Mk{M ! 1 and ∆M 1k{M ! 1, we use a WKB-like
technique, and to obtain an approximate solution we perform the following replacement in (G.4):
z1 Ñ
ż
dz1p1` ∆M
2
k
M2
q1{4 (G.7)
Matter domination: In matter domination regime the expansion factor evolves as:
a
a0
“
ˆ
t
t0
˙ 2
3 “
ˆ
η
η0
˙2
,
a2
a
“ 2
η2
,
a1
a
“ 2
η
(G.8)
In this case analytical solution for (G.1) is known only for k “ 0 or M “ 0:
Uk&Vk
$&%
b
η
η0
J˘ 1
2
pβ η3
η30
q, β ” a0η0M3 “ 2M3H0 For k2 “ 0b
η
η0
J˘ 3
2
pkηq “
b
η
η0
J˘ 3
2
p 2kH0apηq η
3
η30
q For M “ 0 (G.9)
J 1
2
pxq “
c
2
pix
sinx, J´ 1
2
pxq “
c
2
pix
cosx (G.10)
J 3
2
pxq “
c
2
pix
psinx
x
´ cosxq, J´ 3
2
pxq “
c
2
pix
p´ sinx´ cosx
x
q (G.11)
Explicit expansion of Bessel functions in these solutions shows that at lowest order in η the solutions for
the two cases with analytical solutions are equal. Moreover, J˘ 3
2
pxq x"1ÝÝÑ J¯ 1
2
pxq up to a constant factor.
Therefore, if the mass term in (G.1) is dominant, an approximate solution can be obtained by replacing the
argument of solution for k “ 0 with:
2M
3H0
η3
η30
Ñ 2
3H0
ˆ
M2 ` k
2
a2
˙ 1
2 η3
η30
(G.12)
But this approximation does not converge to the exact solution when M2 Ñ 0. A better approximation is
an interpolation in pM2, k2,Ξq space:
Uk&Vk «
c
η
η0
„
M2J2˘ 1
2
pyq ` k
2
a20
J2¯ 3
2
pyq
 1
2
, y ” 2
3H0
ˆ
M2 ` k
2
a2
˙ 1
2 η3
η30
(G.13)
which approaches to exact solutions (G.9) for both M2 Ñ 0 and k2 Ñ 0. Moreover, to obtain a better
approximate solution, coordinate or equivalently k and time dependence of M2 can be directly added to y
defined in (G.13).
Other cosmologies Equation (G.1) does not have an exact analytical solution and the previous two cases
are exceptional in having exact solutions, at least for some special values of parameters29. Thus, when apηq
is an arbitrary function, we have to use a general approach such as WKB to obtain approximate solutions
expanded with respect to derivatives of the expansion factor. In addition to providing a solution for field
equations, such an expansion is crucial for the adiabatic regularization, in which along with the evolution of
bare propagators - usually performed numerically - the evolution of free vacuum is necessary for removing
singularities [52, 54, 65].
The second-order WKB approximate solutions have the following general form:
Uk, Vk “ 1?
2W
e˘i
ş
dηW pηq, (G.14)
W 2pηq “ Ω2pηq ` 3W
12
4W 2
´ W
2
2W
, Ω2pηq “ k2 ` a2pηqM2Rpηq ` 6pζ ´ 16q
a2
a
(G.15)
29Exact solutions exist also for de Sitter space, and are described extensively in literature about inflation. For this reason we
do not repeat them here.
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where ζ “ 0 for FLRW and ζ “ 1{6 for conformal geometries. The function W and amplitude of solutions
|Uk|2 “ |Vk|2 have the following expressions with respect to expansion rate and its derivatives up to second
order, obtained from perturbative solution of (G.16) for ζ “ 0:
W 2 « ω2k ´ 12
ˆ
C2
C
´ C
12
2C2
˙
` 5C
12M4
16ω4k
´ C
2M2
4ω2k
(G.16)
|Uk|2 “ |Vk|2 “ 1
2ωk
„
1` 1
4ω2k
ˆ
C2
C
´ C
12
2C2
˙
` C
2M4
8ω4k
´ 5C
12M4
32ω6k

(G.17)
where C ” a2. The integral in the phase term in (G.14) can be approximated as:ż
dηW pηq « ωkη ´ C
1
8ωkC
` 5CC
1M4
32ω5k
´ C
1M2
8ω3k
` . . . (G.18)
The perturbative expansion in (G.16) is with respect to derivatives of the expansion factor and corresponds
to adiabatic orders defined in Sec. 2.3. Introducing a time scale T , derivatives of C can be written as
Cpnq “ T´ndnC{dηn, η ” η{T . For adiabatic time scale T Ñ 8, derivatives Cpnq Ñ 0 and approximate
WKB solution approaches exact solution of wave equation in Minkowski space.
Higher order adiabatic solution of (G.16) can be determined from the following recursive relation [99]:
W 2pnq “ Ωk ´
1
2
„
W 2pn´2q
Wpn´2q
´ 3
2
ˆ
W 1pn´2q
Wpn´2q
˙
, Wp0q “ Cωk (G.19)
H Solution of constraint equations
Equations (3.13) and (3.12) provide a system of linear equations with respect to |ck|2, |dk|2, ckdk˚ “ |ckdk|ei∆θ,
and ck˚dk “ |ckdk|e´i∆θ, which must be solved to determine these integration constants. The coefficients in
these equations depend on renormalized values of mass and couplings fixed at the initial time η0
30.
For X field the constraints (3.13) and (3.12) are expanded as:
A0|cXk |2 `A1dXk cX˚k `A2cXk dX˚k `A3|dXk |2 “ ´i (H.1)
B0|cXk |2 `B1dXk cX˚k `B2cXk dX˚k `B3|dXk |2 “ 0 (H.2)
and for Φ and A as:
A0|cik|2 `A1dikcik˚ `A2cikdik˚ `A3|dik|2 “ ´i (H.3)
E0|cik|2 ` E1dikcik˚ ` E2cikdik˚ ` E3|dik|2 “ Di i “ Φ, A (H.4)
where:
Di ” a0ΓXGXppkqpη0q, i P Φ, A (H.5)
and ppkq is determined from relation between momentum of A and Φ particles in the decay of X discussed
in Appendix E. Alternatively, if the boundary condition (3.16) is assumed, in equation (H.4) one has to
replace Dipkq with Υipkq.
Coefficients Ai, Bi, and Ei have following expressions:
A0 ” U 1ipkqUi˚ pkq ´ UipkqU˚1i pkq
A1 ” V 1i pkqUi˚ pkq ´ VipkqU˚1i pkq
A2 ” U 1ipkqVi˚ pkq ´ UipkqV ˚1i pkq
A3 ” V 1i pkqVi˚ pkq ´ VipkqV ˚1i pkq, i P X, Φ, A (H.6)
30Because the value of physical momentum k{a changes with time, 1{η0 can be considered as the energy scale for defining
renormalized quantities [11].
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B0 ” U 1XpkqUX˚pkq ` UXpkqU˚1X pkq ´ UXpkqUX˚pkqp2H` a0KX ´ a0ΓXq
B1 ” V 1XpkqUX˚pkq ` VXpkqU˚1X pkq ´ VXpkqUX˚pkqp2H` a0KX ´ a0ΓXq
B2 ” U 1XpkqVX˚pkq ` UXpkqV ˚1X pkq ´ UXpkqVX˚pkqp2H` a0KX ´ a0ΓXq
B3 ” V 1XpkqVX˚pkq ` VXpkqV ˚1X pkq ´ VXpkqVX˚pkqp2H` a0KX ´ a0ΓXq (H.7)
E0 ” U 1ipkqUi˚ pkq ` UipkqU˚1i pkq ´ UipkqUi˚ pkqp2H` a0Kiq
E1 ” V 1i pkqUi˚ pkq ` VipkqU˚1i pkq ´ VipkqUi˚ pkqp2H` a0Kiq
E2 ” U 1ipkqVi˚ pkq ` UipkqV ˚1i pkq ´ UipkqVi˚ pkqp2H` a0Kiq
E3 ” V 1i pkqVi˚ pkq ` VipkqV ˚1i pkq ´ VipkqVi˚ pkqp2H` a0Kiq, i P Φ, A (H.8)
For the sake of notation simplicity the species index of Ai, Bi,&Ei are dropped. The Ai coefficients satisfy
the following properties:
Ai˚ “ ´Ai i P t0, 3u, A1˚ “ ´A2 (H.9)
Therefore, real and imaginary part of constraints (H.1) and (H.3) are not independent and there is no
degeneracy or over-constraining in the model. Equalities in (H.9) are valid for any Uk and Vk solutions. In
spacial cases, e.g. Vk “ Uk˚ or when both solutions are real, there may be new relations between coefficients,
but they do not induce additional degeneracies.
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