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ABSTRACT Direct electron imaging with sufficient time resolution is a powerful tool for visualizing the three-dimensional (3D)
mechanical motion and resolving the four-dimensional (4D) trajectories of many different components of a nanomachine, e.g., a
NEMS device. Here, we report a nanoscale nonchaotic motion of a nano- andmicrostructured NiTi shapememory alloy in 4D electron
microscopy. A huge amplitude oscillatory mechanical motion following laser heating is observed repetitively, likened to a 3Dmotion
of a conductor’s baton. By time-resolved 4D stereographic reconstruction of the motion, prominent vibrational frequencies (3.0, 3.8,
6.8, and 14.5 MHz) are fully characterized, showing evidence of nonlinear behavior. Moreover, it is found that a stress (fluence)-strain
(displacement) profile shows nonlinear elasticity. The observed resonances of the nanostructure are reminiscent of classical molecular
quasi-periodic behavior, but here both the amplitude and frequency of the motion are visualized using ultrafast electron microscopy.
KEYWORDS 4D microscopy, nanomechanical systems, shape memory materials, ultrafast electron imaging
The past few years have witnessed a rapidly evolvingdevelopment in the field of nanostructure fabricationand characterization, including design of nano- and
microelecromechanical systems (NEMS andMEMS).1 These
systems involve integrating nanometer-scale sensing and
actuating elements, with complicated shapes and functions,
and have potential applications in a wide variety of fields,
ranging from microfluidics, biomechanics, and biophysics
to optoelectronics, optomechanics, and photonics.2-5 These
novel devices not only promise important practical applica-
tions but present the opportunity for basic investigation of
changes in the physical and mechanical properties of ma-
terials when they are incorporated into structures approach-
ing atomic (quantum) dimensions.6 An essential factor in the
development of this field has been the availability of ad-
vanced electron imaging technologies such as scanning and
transmission electron microscopies (SEM and TEM) which
allow detailed views of static structures with spatial resolu-
tions down to the atomic scale.7
For mechanically active nanomachines, the time scale of
motion is typically picosecond (ps) to microsecond (µs), well
beyond the range accessible by video-rate imaging available
in standard electron microscopes. The measurements of
frequencies of resonant mechanical motion have relied on
time-resolved optical methods or frequency-domain elec-
tronic methods,8,9 while mechanical-mode shapes of oscil-
lating structural elements have been imaged by scanning
force microscopy mapping peak displacements, but with
time response well below that of the individual vibrational
cycle.10 Characterization of complex mechanical motion in
multiple dimensions poses severe challenges,11 and the
application of direct electron imaging with sufficient time
resolution to simultaneously follow the four-dimensional
(4D) trajectories of the entire structure has evident and
enormous potential.
For a number of years, this lab has been developing
capabilities in 4D electron microscopy to visualize dynamic
evolution of nanoscopic samples at time resolutions down
to the femtosecond domain.12,13 Ultrafast electron micros-
copy (UEM) has employed both electron diffraction and
electron imaging to study material transformations (crystal-
lization14 and phase transition15) and structural/morphologi-
cal dynamics initiated by laser excitation covering the full
time range of the processes involved, from picoseconds16
to hundreds of microseconds.17 A previous UEM imaging
study of the vibration of micrometer-scale cantilevers has
given an indication of the potential formore advanced NEMS
and nanostructure investigations.18
Here, we explore the 4D structural dynamics of a com-
plex nanoscale structure undergoing large-amplitude oscil-
latory mechanical motion, following laser heating, using
stereographic imaging, which involves taking different angles
of view to reconstruct the 3D object. Our test specimen is a
nano- andmicrostructured nickel-titanium (NiTi) alloy. Near
equiatomic NiTi alloys (so-called Nitinol) are fascinating due
to their large energy density, high work output per volume,
excellent shape memory effect, pseudoelasticity, good bio-
compatibility, and long lifetime, qualities whichmake them
potential candidates for use in microactuators.19 The speci-
men studied is in the form of a 6 µm long cantilevered beam
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of irregular diameter, bent twice to form a 3D structure, and
terminated by an extended rod, 1.7 µm long and 50 nm in
diameter at its point of attachment to the parent beam. Upon
excitation, the rod is launched into a vigorous 3D motion,
likened to that of a conductor’s baton. Our UEM results
provide a full mapping of the quasi-periodic trajectory of this
“nanoconductor” motion, revealing the relative spatial ori-
entations of the natural coordinates of four prominent
vibrational frequencies and showing evidence of nonlinear
behavior.
UEM and the Structure. Binary NiTi rods with a nominal
Ni concentration of 55 atom%were obtained fromDynalloy
Inc. The as-received polycrystalline material was fabricated
into a nanometer thick and micrometer long structure by
focused ion beam methods. The main NiTi beam, as de-
scribed above, ranged in diameter from 600 to 100 nm, with
several thin plates (thickness∼30 nm) extending to one side
of the beam along its length. The free end of the nanostruc-
ture is seen in UEM (bright field) images in Figure 1 at three
different tilt angles. Dark-field TEM images were recorded
to characterize the polycrystallinity of the material in the
plates, revealing a typical grain size of ∼60 nm.
All measurements were performed with our second-
generation microscope, UEM-2, the operation of which on
the femtosecond to millisecond time scale has been de-
scribed in detail elsewhere.16,20 For the time scale of me-
chanical motions, the stress is introduced impulsively using
a laser pulse (532 nm, 10 ns) while the conducting motion
in real space (in situ) is recorded nondestructively by stro-
boscopic photoelectron pulses (2.5 pm, 8 ns) at a series of
well-defined time delays relative to the excitation at time
zero. Since images at a single angle of view are 2D repre-
sentations of an originally 3D structure, one such series
cannot reveal all the modes of 3D complexity. Accordingly,
a time series of UEM images at multiple angles of view were
obtained by single-axis tilting of the specimen.21
Imaging in Real Space and Time. When the specimen
absorbs an optical pulse, the lattice heating via electron-
phonon and phonon-phonon interactions is rapid (<100
ps)22 compared to the time scale of the mechanical motion
of interest here. Thus, the temperature of the irradiated
region will reach a new equilibrium value during the nano-
second illumination of this study. The resulting initial heat-
induced stress produces an impulsive structural deformation
channeling kinetic energy into the vibrational modes, and
these modes persist over hundreds of microseconds. The
damping of all motion is on a time scale shorter than the
separation between excitation pulses, i.e., 1 ms (see below).
The mechanical motion was confirmed to arise from the
impulsive heating of the NiTi structure itself, rather than
from thermal stress transferred from the bulk structure
supporting the cantilever, by moving the position of the
excitation beam 40 µmoff from the tip of the nanostructure
to place the beam center on the bulk support. Significantly
(8×) stronger mechanical motions were observed with the
excitation beam centered on the end of the cantilever, the
active nanoconductor.
The representative UEM images displayed in Figure 1
were taken at different tilt angles (R) of the specimen and
various delay times with respect to the heating (clocking)
pulse. Here, the repetition rate was 1 kHz and pulse energy
at the specimen was ∼2 µJ corresponding to a peak fluence
of 38 mJ/cm2 for estimated focus diameter of 70 µm (full
width at half-maximum). At positive times, following t ) 0,
changes are clearly visible in the images; the nanoconductor
begins to move. These and other micrographs of equal time
steps have been combined to create a movie of this me-
chanical motion viewed at nine different tilt angles (see
Supporting Information). Practically no change is observed
in the images obtained before the arrival of the heating
pulse, indicating that before each successive excitation pulse
arrives, 1 ms after the last, structural dynamics has com-
pletely damped out and the baton has returned to its original
spatial configuration. In addition, given the fact that each
image is formed stroboscopically by accumulating∼5× 103
FIGURE 1. Images in space and time. Shown are representative UEM
images of a NiTi nanostructure for a series of tilt angles, R ) -30°,
0°, and 40°. At each tilt angle, images were recorded as a function
of time in this case for t ) -50, 0, 100, and 530 ns. The scale bar in
the top left image measures 500 nm. The motions entail huge
displacements from the at-rest positions at negative time, as
discussed in the text. Arrows in the top middle frame depict two
orthogonal axes along which projections of the displacement of the
nanoconductor were tracked by means of integrated image profiles
(Figures 6 and 7).
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shots, the ability to image the structure in well-defined
configurations far from equilibrium indicates that the
complex 3D motion is highly repeatable. However, small
changes in the resting structure and small variations in
resonance frequencies (see below) were signs that some
structural fatigue or deformation occurred over the course
of many experiments at 2.1 µJ pulse energy, in which the
nanoconductor executed at least 108 dynamic cycles. In
referring hereafter to the modes of oscillatory motions in
various sets of data, we report the average frequency
value to designate each mode; standard deviations are less
than 4%. At the fluence of 3.5 µJ, a rapid plastic deforma-
tion was observed.
For a more detailed understanding of the structural
dynamics exhibited by the specimen, we constructed the
4D trajectories of two of its well-defined points: the
attachment point of the baton-like segment and its free
extremity, referred to hereafter as the base and the tip.
As a first step, 2D coordinates of base and tip were
determined in each image of the time series at the three
tilt angles of R ) -30°, 0°, and 40°. After adjustments
to provide consistent views of the moving object for the
two tilt angles of 0° and 40°,23 these coordinates were
used to extract the locations of the points in 3D space,
relative to an origin defined at the initial (negative time)
position of the base. Taken from the resulting complete
4D data set, the 3D spatial trajectories of tip and base are
shown in white in Figure 2, as viewed with the specimen
at R ) 0° tilt. Superimposed on the trajectories are
corresponding images of the nanoconductor recorded at
three different delay times.
The 4D data can also be projected on any chosen set of
coordinate axes, providing the 1D time evolution of each
of the spatial coordinates for each point, and the frequen-
cies involved in the motion found by Fourier analysis.
Such analyses reveal the existence of two primary fre-
quencies of oscillation, 3.0 and 3.8 MHz. The natural
coordinates for these frequencies for the motion of the
tip were found by first seeking the direction of the Z axis
giving minimum Fourier components of the 3.0 and 3.8
MHz oscillations of the tip and then choosing X and Y so
the tip motion showed contributions of only one of the
two frequencies on each axis. This is the axis system
shown in Figure 2, with the 3.0 MHz mode lying along X
and 3.8 MHz along Y. Projections of the motion of tip and
base on the coordinate planes of this axis system are also
shown in the figure. Fourier spectra of the motion of the
base are dominated by the same two frequency compo-
nents, and the axis system of Figure 2 also gives a fairly
clean separation of 3.0 MHz on X and 3.8 MHz on Y for
the base dynamics, as shown below.
Structural Dynamics. From the projection on the XY
plane in Figure 2, the range of motion of the tip of the
baton can be seen to cover a full 1 µm in the direction of
the 3.0 MHz mode and ∼600 nm in the direction of 3.8
MHz, with the length of the baton being 1.7 µm. The time
FIGURE 2. Three-dimensional reconstruction of the nanoconductor motions. The motions are viewed at a tilt angle of R) 0°. The 3D trajectories
of three points are shown in white: the baton tip, the baton base, and a point (pivot point) located by a 37% extension of the tip-to-base
vector (see text). Shown are the natural coordinate axes for the principle vibrational modes of the object, 3.0 MHz on X and 3.8 MHz on Y,
and projections of the trajectories on the coordinate planes. The Z axis is tilted 43° into the page. UEM images of the nanostructure at the
same tilt angle and three different delay times are shown superimposed on the 3D data. The drop lines and white points on the projection
planes indicate the negative time locations of the tip and base.
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evolution of tip and base positions projected on the X, Y,
and Z axes is shown in Figure 3, along with multicompo-
nent fits for X and Y. These are of the form
where fi is the frequency, Ai the amplitude, and φi the
phase of the ith sinusoidal component, and Dj and τj are
the amplitude and decay of the dc-level describing the
change in equilibrium relative to the negative-time value
(see below). In this equation, the damping of mechanical
oscillation is given by τd,i for the ith motion.
In Figure 3 the analysis of the experimental data, using
eq 1, indicates that there are in most cases three compo-
nents, one at the appropriate principle frequency and two
minor frequency components at 6.8 and 14.5 MHz; the only
exception is the absence of a significant 6.8 MHz contribu-
tion to the Y component of the base. The two primarymodes
at 3.0 and 3.8 MHz were found to have a phase difference
(∆φ) of π to each other. On the other hand, with respect to
the phases of the primary modes ∆φ of the secondary 6.8
MHz mode is( π/4; the 14.5 MHz mode is shifted by(15°
from the primary modes. The equilibrium is clearly seen in
each case to be displaced at early time by ∼1/3 to nearly
1/2 of the maximum extent of the respective motion and in
the same direction of initial movement. The fits show that
the initially displaced offsets recover their at-rest values with
a biexponential behavior (time constants τ1 ∼ 500 ns and
τ2 a few tens of microseconds).
Fourier spectra along all three principal spatial axes of the
motion of the two baton end points are shown in Figure 4,
and in these the frequency characteristics described in the
preceding paragraphs can be readily discerned. Also shown
in Figure 4 are the Fourier spectra of two points in space
lying on the line connecting, and at fixed distance ratios
from, the base and tip. As such, these points illustrate
graphically the relationship between motions of a given
frequency at the tip and the base. At one of these points,
labeled “pivot point” with 3D trajectory shown in Figure 2
to the left of the base by 0.37 times the base-tip distance
(∼600 nm), the contribution of the two major frequencies
is almost eliminated. This shows that the motions of base
and tip are largely collinear, in-phase, and of amplitudes in
the ratio of about 1 to 3.7 for these vibrational modes, as if
the baton is pivoting rigidly about this point. The same
information is also contained in the 1D plots of Figure 3 and
their fits. Residual motion of the pivot point is dominated
by the secondary frequencies of 6.8 and 14.5 MHz.
In contrast to the principle modes, these secondary
modes appear relatively strong at the pivot point, while they
are minimum at points between the base and tip. For
example, at a point 21% of the base-tip distance from the
base, the Fourier amplitudes of both these modes are near
their minimum values, smaller than at base or tip, as shown
in Figure 4 in the column labeled M (middle). Thus it is clear
that these modes have primarily out-of-phase contributions
at base and tip. A close look at the spatial characteristics of
these secondary modes shows that they have distinctly
different orientations than the 3.0 and 3.8 MHz modes. In
fact, a full 3D characterization of thesemodes requires three
additional axis systems: one to define the orthogonal orien-
tations of the 6.8 and 14.5 MHz linear vibrational modes of
the base and a separate axis system for each of the two
modes of the tip.
These modes at the tip are neither orthogonal to each
other as they are at the base nor reducible to oscillation on
a single spatial axis, but exhibit elliptical motion with major
andminor axes. A representation of the relation of the three
secondary-mode axis systems to that associated with the 3.0
and 3.8 MHz modes is shown in Figure 5, along with the
corresponding Fourier spectra. Note that all Fourier spectra
FIGURE 3. Time dependence of the tip and base coordinates. The
experimental results are from the axes of Figure 2. Fits with two or
three sinusoidal components and a decaying offset are plotted on
the data for the X and Y coordinates, with the residual to the fits
plotted in gray (see text for details).
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are plotted at a common scale and that both 3.0 and 3.8MHz
have substantial amplitudes in almost all of them, highlight-
ing the complex 3D character of the mode structure.
The damping behavior of the mechanical motion was
studied at a single tilt angle (R ) 0°) by tracing the move-
ment of the 2D image of the tip vicinity in image contrast
profiles oriented along each of the orthogonal axes x′ and y′
shown in Figure 1. These axes lie close to the projections of
the 3D X and Y of Figure 2 and provide similar separation
of the primary frequencies of themotion, although x′ reflects
almost equal contributions fromX and Z dynamics. In Figure
6 shown are multiple time range scans of the oscillation
along x′, with principle component at 3.0MHz. The vibration
clearly persists in the time scan of the range 200-208 µs,
with the amplitude dropping to∼10% of that obtained from
0 to 8 µs.
From Lorentzian fits of the time-dependent Fourier peaks
at 3.0 MHz (Figure 6b), the damping of the peak amplitude
was observed to follow an exponential decay with τd ) 101
( 6 µs. Thus, the quality factor (Q ) πfτd) was deduced to
be 950 ( 60. Likewise, the resonances at 3.8 (along y′) and
6.8 MHz (along x′ and y′) were found to have Q values of
860 ( 110 and 880 ( 120, respectively. These values are
at least 1 order of magnitude higher than those (5 e Q e
50) for vibrations of metal nanoparticles attached to a
surface24 or surrounded by condensed media.25 A high Q
value is essential for many applications which require high
sensitivity of a NEMS resonator to external stimuli. The high
Q values are attributable to the very limited contact with the
surface and the minimal friction with the surrounding me-
dium.26 From the data in the figure, we note that after 100
µs the secondary high-frequencymodes are almost damped
out to show a simple oscillation along x′with little modulation.
Nonlinear Nanomechanical Motions. Quantum phe-
nomena have been observed for NEMS in the context of
electrostatic couplings between nanostructures, such as
cantilevers, and electronic devices electrostatically.6 How-
ever, due to the smallness of their quantum energy, NEMS,
especially at a room temperature, are usually still in the
classical regime in the sense that quantum effects do not
play a significant role. To observe such quantum effects, the
systems are studied at very low temperatures, tens of
millikelvin.
In the classical regime, linear models are applicable only
in a very restrictive domain in which the vibration amplitude
is relatively small. More commonly, interesting physical
FIGURE 4. Fourier transforms of the resonances. These transforms are of the data given in Figure 3 for the tip and base of the nanobaton, and
of the time dependence of the components of motion (not shown) of two points defined on the line connecting the tip to base. The point M
lies between tip and base, and the pivot point is located beyond the base (see text). Vertical lines are drawn at the principle frequencies 3.0
and 3.8 MHz. Note the different vertical scale for each coordinate.
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phenomena occur in structures in the presence of nonlin-
earities, including geometric nonlinearities from the poten-
tial energy of the system, inertia nonlinearities from the
kinetic energy, and materials nonlinearity showing a non-
linear stress-strain relationship.27,28 Such nonlinearities
create combined bending and torsional motions, coupled
orthogonal motions, deformation, and other changes.
In this study, the primary oscillations at 3.0 and 3.8 MHz
in Figure 4 are ascribed to two orthogonal flexural modes
of the parent beam structure around a relatively narrow
segment (see the dotted circle in Figure 2). Note that, with
the position of the narrow segment, the common pivot point
for the two primary modes approximately shares the plane
normal to the Z axis; flexible deformation of the moving
baton and terminal segment of the beam is responsible for
the displacement of the pivot point closer to the base along
the Z axis. The biggest change of images at the different
times shown in Figure 2 can be seen to occur to the right of
the narrow segment of the parent beam and toward the tip.
A picture of the primary dynamics can now be painted.
As mentioned earlier, following the impulsive optical excita-
tion, the photon energy is converted to lattice energy.8,22
The resulting higher temperature of the system corresponds
to a new equilibrium structure, depending on structural
FIGURE 5. Detailed representation of the spatial characteristics of
secondary modes. The modes are at 6.8 and 14.5 MHz. Right-handed
Cartesian coordinate systems are drawn in projection to indicate
the orientation of the relevant axes as viewed at R ) 0°. The axes
of Figure 2 and the nanoconductor image are shown for reference.
A single axis system gives the orientation of orthogonal vibrational
modes of the base. The motion of the tip in each of the two
frequencies is elliptical, and the orientations are not simply related.
The Fourier transforms of the projected motions of the appropriate
points on each of the axes are shown. The traces are color-coded to
the representation of the corresponding axis in the drawing.
FIGURE 6. Damping of motions with time. (a) Displacement. The
positions for the tip were followed along the x′ axis in Figure 1 at
four different time windows spanning 0-8, 50-58, 100-108, and
200-208 µs. Time periods are given above the respective trajecto-
ries. (b) FFTs. (Inset) Time-dependent amplitude change of the 3.0
MHz mode. An exponential fit gives the damping time to be 101 (
6 µs.
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inhomogeneity, and because the time scale of inertial re-
sponse of the body is much longer than the heating time,
potential energy is stored initially in the local stress field. The
heat-induced stress initiates a structural deformation with
directional preference, transforming its potential energy into
kinetic energy. Acceleration continues until the new equi-
librium configuration is attained, at which point the acquired
kinetic energy defines the vibration energy of the subsequent
oscillatory motions.
This picture is evidenced by the observation that, upon
excitation, there always exists an initial displacement of the
equilibrium configuration of the specimen from that of the
relaxed one in Figure 3. The hot equilibrium configuration
is observed to biexponentially relax to restore the original
cold configuration in ∼500 ns and a few tens of microsec-
onds; the phenomenological exponents in the structural
change represent the characteristic heat dissipation profile
of the system. The oscillatory behavior persists around the
temperature-dependent equilibrium configuration until it
eventually damps out, e.g., with τd) 100 µs for the 3.0 MHz
mode (Figure 6); the oscillation is driven by the initial
impulsive displacement upon pulsed heating. The reality of
the short heat dissipation time constant τ1 obtained from
the fits can also be deduced from the physical description
above, since without such a short-lived deformation, the
oscillatory motion should not immediately overshoot the
initial stationary configuration of the structure, as it is
consistently seen to do.
To reveal the nature of the 6.8 and 14.5 MHz modes in
this study, the following key features should be noted. First,
their frequencies are commensurate to the (harmonic)
combinations of two primary frequencies; 6.8 MHz ) 3.0
MHz+ 3.8 and 14.5MHz≈ 3.0MHz+ 3× 3.8MHz. Second,
each secondary mode is observed to show a 2D elliptical
orbit, not a simple 1D displacement, at the tip position. The
2D planes for each elliptical orbit are neither parallel nor
orthogonal to each other. Lastly, the minor modes have
phase shifts with respect to the other two modes such that
∆φ is not equal to 0 or π, signifying that they are not primary.
In coupled beam systems of L-shape, it has been shown
that combination resonances related to nonplanar bending
and torsional modes in a secondary (vertical) beam can be
generated by the direct excitation of the planar mode of a
primary (horizontal) beam, leading to multimode interac-
tions.29,30Where complicated potential and kinetic energies
are involved, such as in this study, it is natural for consider-
able nonlinear interactions to occur between modes in 3D
space. Accordingly, the emergence of resonance modes at
6.8 and 14.5 MHz manifests a nonlinear behavior of the
system. It is worth mentioning that the Q value for the 6.8
MHz mode (∼900) is similar to that of the two primary
modes. This suggests a common dynamic origin for these
modes and is consistent with the nonlinear nature of the
secondarymode. Precisemode assignment of the secondary
resonance frequencies is beyond the current scope because
of the complicated dimensions and the boundary conditions
of the system.
As a further characterization of the nanoconductor dy-
namics, the fluence dependence of the motion was also
explored. The projectedmotion of the tip was again followed
FIGURE 7. Fluence dependence and nonlinear elasticity of quasiperiodic resonance motions. (a) Displacement: the positions for the tip were
followed along the x′ axis in Figure 1 at four different pulse energies of 0.07, 0.35, 0.7, and 2.1 µJ. Color codes for fluence are given in Figure
7b. (b) FFTs of the displacements. (c) Mode coupling: the ratio (Asecondary/Aprimary) is plotted against pulse energy. Amplitudes of motions (A)
are obtained from the Lorentzian fits of the FFTs of trajectories along x′ and y′ axes. (d) Elasticity. The relation between the square of maximum
displacements (∆L) and pulse energy is displayed.
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along x′ and y′ axes in UEM images at R ) 0°, as described
above for the damping study. The x′ transients and corre-
sponding Fourier spectra for four different pulse energies are
shown in panels a and b of Figure 7, respectively. In each of
these, frequency components at 3.0 and 6.8 MHz are
evident, while in the y′ data 3.8 and 6.8 MHz are observed.
The dependence on pulse energy of the ratio of the ampli-
tudes of these two components, from fits of peaks in Fourier
spectra to Lorentzian peak shapes, is plotted in Figure 7c.
The data show a clear but moderate change in ratio for a
30-fold increase in fluence, and this behavior places con-
straints on the nature of mode interactions at play in the
structure; because the motions are of large amplitude, the
robustness of the ratio shown in Figure 7c is consistent with
saturation.
Elasticity. The same x′ and y′ projections are used in
Figure 7d to plot a stress (fluence)-strain (displacement)-
type profile showing a relationship between the amplitude
of motion and excitation energy. The potential energy (V)
stored in the specimen is related to the amplitude of motion
(∆L) following Hooke’s law as V) 1/2k∆L2, where k is a force
constant. If this stored energy scaled with the incident pulse
energy, as reasonably expected, this simple relationship
would predict a linear dependence between the square of
specimen displacement and the fluence, since the observa-
tion of the same oscillation frequencies at all fluences assures
a constant value for the force constant. Figure 7d shows a
biphasic linear relation of ∆L2 with pulse energy at a
threshold around 0.35 µJ. From 0.35 to 2.1 µJ the slope is
obtained to be ∼3 times larger than that up to 0.35 µJ. This
means that at the higher fluences a larger fraction of the
incident radiationmust be converted tomechanical energy.
The origin of this nonlinear behavior in the mechanical
motions showing the two discrete elastic regimes with a
threshold may appear to be related to a phase transition
between a high-symmetry phase (here austenite) and a low-
symmetry one (martensite). However, the typical strain-
induced phase transformation for shape-memory alloys is
not relevant because fluence-dependent trajectories main-
tain constant oscillation frequencies throughout the oscilla-
tory motion. Alternatively, changes in material properties
such as, e.g., heat expansion coefficient or absorption coef-
ficient, during a transient (i.e., initial occurrence with fast
recovery) heat-induced phase transition frommartensite to
austenite may explain the observation. The detailed mech-
anism of this phase transformation will be the subject of a
future work.
Conclusion. In the present contribution we have dem-
onstrated that, with the aid of stereographic 4D electron
microscopy, the 3D mechanical motions of a complex
nanostructure could be successfully observed and recon-
structed in space and on different time scales. The 4D data,
reconstructed from the stereo information provided by the
time series recorded at R ) 0° and 40° tilts, revealed the
nonchaotic nonlinear motions with four prominent vibra-
tional frequencies. Two major frequencies of orthogonal,
coplanar oscillation were observed with substantial ampli-
tudes, i.e., 1 µm in the direction of a 3.0 MHz resonance and
∼600 nm in the direction of a 3.8 MHz resonance. The
emergence of resonance modes at 6.8 and 14.5 MHz,
corresponding to the combinations of 3.0 and 3.8 MHz, are
reflective of the nonlinearity of the system. The robustness
of the amplitudes with fluence is attributed to the huge-
amplitude motions near the saturation. Such nonlinear
behavior has previously been discussed for molecular sys-
tems31 with focus on its possible existence from spectral
analysis of frequencies. Here, the visualization enables
frequencies, amplitudes, and phases to be directly deter-
mined. Lastly, the nonlinear fluence dependence of speci-
men displacementmay be related to a phase transformation
between austenite and martensite.
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