ABSTRACT The digital image segmentation algorithm based on deep learning plays an important role in the monitoring of seabed mineral resources. The traditional segmentation algorithm has insufficient performance in the face of adhesion, and the segmentation boundary is fuzzy. For this reason, an improved segmentation algorithm by learning a deep convolution network is proposed. A typical encoder-decoder structure is used to construct the network model, and the decoder part is up-sampled at different scales to obtain the final segmentation map. The performance of the algorithm is tested on the gray scale electron microscopy (EM) image dataset and the seabed mineral image dataset. The experimental shows that the Rand theoretic score can achieve 0.916 on EM image dataset, and a better segmentation result on the seabed mineral image dataset than the original U-net Convolutional Network.
I. INTRODUCTION
With the development of unmanned driving, automatic navigation and augmented reality systems, the need for accurate and efficient image segmentation mechanisms is becoming more and more intense, but as the complexity of images continues to increase, the requirements for segmentation mechanisms are increasing.
Many schemes have emerged in the last few years to segment images effectively. In 2000, Shi and Malik [1] tried to improve the traditional minimum cutting criterion, proposed the N-cut algorithm. Boykov et al. [2] proposed the Graph Cuts algorithm. In addition to traditional graph cutting theory, some scholars also perform image segmentation based on clustering theory. Chuang et al. [3] presented a fuzzy c-means algorithm. On this basis, many scholars combine the FCM algorithm with the traditional watershed segmentation algorithm or local information to improve the accuracy [4] , [5] . Dhanachandra et al. [6] proposed an image segmentation algorithm which combines the K-means clustering algorithm and subtractive clustering algorithm. After the rise
The associate editor coordinating the review of this manuscript and approving it for publication was Huimin Lu. of deep learning, many researchers applied this method to the field of image segmentation and achieved good results. Long et al. [7] built the fully convolutional networks. Noh et al. [8] proposed a novel semantic segmentation algorithm by learning a deep deconvolution network on top of the convolutional layers adopted from VGG 16-layer net. Chen et al. [9] proposed DeepLab system, many researchers have begun to combine methods of deep convolutional neural networks and probability map models, which promotes the further development of image segmentation [10] - [12] . Marmanis et al. [13] presented an end-to-end trainable deep convolutional neural network. The commonly deployed combination of max-pooling and down-sampled in DCNNs achieves invariance but has a toll on localization accuracy. Based on this, Chen et al. [14] combined the responses at the final DCNN layer with a fully connected Conditional Random Field. Xue et al. [15] inspired by classic generative adversarial networks, proposed the SegAN. In 2015, Ronneberger et al. [16] proposed the U-net, which achieved great result when segmenting the biomedical image. Milletari et al. [17] proposed an approach to 3D image segmentation, the V-Net achieves good performances on challenging test data. Xia and Kulis [18] rethought the problem of unsupervised image segmentation and proposed the W-Net. Paszke et al. [19] proposed a novel deep neural network architecture named ENet. ENet is much faster, requires less FLOPs, which has been tested on CamVid, Cityscapes and SUN datasets. Inspired by the representation ability of U-Net, in this paper, we improve the network to segment the seabed mineral images.
The main contributions of this paper include:
1) The effect of the activation function on the segmentation result is studied on the EM dataset.
2) Manually labeling seabed mineral images and successfully using the improved U-Net for segmentation of such images.
3) Based on a careful understanding of the network structure of the classic encoder-decoder structure, the network architecture of the decoder part is improved, and the effectiveness of the improved structure of this paper is verified by experiments.
The remainder of this paper is organized as follows. Section 2 discusses the basic theory of convolutional neural network. The proposed network, including procedure for segmenting the seabed mineral image is presented in Section 3. Section 4 discusses the experimental results, including the influence of the activation function strategies and comparisons of performances. Our conclusions are presented in Section 5.
II. BASIC THEORIES A. THE STRUCTURE OF CONVOLUTIONAL NEURAL NETWORK
In 1998, LeCun et al. [20] proposed the LeNet-5 model, based on this, many research scholars begin to study deep learning techniques and propose different neural network architectures. Although these structures are different, every structure basically includes the convolutional layer, the pooling layer, and the activation function. These are all explained intuitively in [21] .
The main function of the convolutional layer is to extract the features of the input data. It is composed of multiple convolution kernels. Each element constituting the convolution kernel corresponds to a weight coefficient and an offset, which is equivalent to a neuron of the feedforward neural network. Thus each neuron in the convolutional layer is connected to several neurons in the upper layer of the region, which is what we call the receptive field. The size of the receptive field depends on the size of the convolution kernel in the network. The convolution kernel will operate the input data according to a certain rule.
where, b is the offset, Y l and Y l+1 represent the input and output of the layerl + 1 respectively, L l+1 represents the size of Y l+1 , Y (i, j) is the pixel value of the corresponding feature map, k is the channel of the feature map, f indicates the size of the convolution kernel. The pooling layer generally re-filters and selects information after the convolutional layer. Common pooling methods include average pooling, maximum pooling, and mixed pooling.
The mixed pooling is a linear combination of mean pooling and maximum pooling, it is beneficial to prevent over-fitting of neural networks and its performance is better than mean pooling and maximum pooling.
where, λ is a random value in the range 0-1, y kij is the output of the k feature map after the pooling operation,
|R ij | represents the size of the pooling area. The existed convolutional neural networks require a fixed-size input image, which is artificial and may reduce the recognition accuracy for the images or sub-images of an arbitrary scale. Based on this, spatial pyramid pooling is proposed to eliminate the above requirement, which can generate a fixed-length representation regardless of image scale and it is also robust to object deformations. The spatial pyramid pooling can maintain spatial information by pooling in local spatial bins, which have sizes proportional to the image size, so the number of bins is fixed regardless of the image size. This is in contrast to the traditional sliding window pooling of the previous deep networks, where the number of sliding windows depends on the input size.
The activation function is used to increase the nonlinear factor and make up for the shortcomings of the linear model. The activation function is to simulate more subtle changes. The output value is not limited to 0 and 1, but can be 0-1.
The Sigmoid function is a common S-type function. When the number of the network layers is large, the gradient of reaching the previous layer will be small, resulting in the network weight not being updated effectively, resulting in gradient dispersion.
The Tanh function is one of the hyperbolic functions, that is, hyperbolic tangent. This function is effective when the feature comparison is obvious. The feature effect can be continuously expanded during the cycle, and the average value is 0, so the effect in the actual use process is better than the sigmoid function.
There is a certain relationship between the Tanh function and the sigmoid function.
The Relu function is an activation function proposed by Alex in 2012. It solves the gradient dispersion problem of the back propagation algorithm when the neural network is optimized, and the generalization ability is strong. However, if the learning rate setting is not appropriate, many neurons will be inactive at the beginning of training, which will affect the effect.
The Softmax function is essentially an extension of the Sigmoid function, mainly for multi-classification tasks. The vector of a particular dimension is mapped to a corresponding constant. The sum of these constants is 1, which is equivalent to the probability value, and the task of multi-classification is completed with this probability.
B. THE CLASSIC NETWORK STRUCTURE
Although the LeNet-5 model [20] is proposed earlier and has a smaller network size, it is already a complete deep learning algorithm. Until 2012, the first modern deep convolution network model -AlexNet [22] appeared. The network uses many modern convolutional neural network techniques, uses GPU for parallel training, uses the ReLu function as an activation function, and uses dropout technology to prevent overfitting. In order to improve the accuracy of the model, data enhancement was also used, so the network won the championship in the 2012 ImageNet competition. Lin et al. [23] propose the ''Network In Network'' to enhance model discriminability for local patches within the receptive field, which is easier to interpret and less prone to overfitting than traditional fully connected layers. In 2014, GoogLeNet [24] won the championship of the Image Classification of the game. The network was formed by many inception modules. It is a large-scale convolutional neural network with 22 layers of network. GoogLeNet introduced two auxiliary classifiers in the middle layer of the network to strengthen the supervision of information and solve the problem of gradient disappearance. The ResNet [25] that won the 2015 ILSVRC image classification and object recognition uses the residual block to build a larger convolutional neural network. Based on these classic neural network models, many experts and scholars have also proposed a number of improved network structures, which have promoted the rapid development of computer vision and other fields.
Recently, many scholars have also proposed many new network structures, and achieved good segmentation effects on different datasets. DeepLabv3+ [9] demonstrates its effectiveness on PASCAL VOC2012 and Cityscapes datasets, achieving the test set performance of 89.0% and 82.1% without any post-processing. DeepLabv3+ adds an effective decoder module to refine the segmentation results especially the object boundaries. DeepLabv3+ employs the spatial pyramid pooling module with the encoder-decoder structure, which contains rich semantic information from the encoder module. The encoder module extracts features at an arbitrary resolution by applying atrous convolution. Some scholars have made useful attempts based on ADE20K, Camvid and other datasets, and achieved a good segmentation effect [26] - [28] . They consider the heavy computation complexity and memory footprint, propose the joint up-sampled module by replacing dilated convolutions, which is superior to other methods and can be plugged into many existing approaches to reduce computation complexity and improve performance.
Based on the U-shaped network structure, many scholars have made improvements. Oktay et al. [29] proposed the attention U-Net, the novel attention gate model can automatically learn to focus on the target while the target is of different shapes. The proposed method is evaluated on two CT datasets, the experimental results show the method can improve the prediction performance while preserving computational efficiency. Alom et al. [30] proposed a new structure which is named recurrent residual convolutional neural network (R2U-Net). The method utilize the residual unit to train deep architecture and the recurrent residual convolutional layers to ensure better feature representation. They test the model on three datasets and get superior performance. The paper [31] proposed the UNet++, which is a deeply-supervised enconder-decoder network where the subnetworks are connected through the dense skip pathway. They re-design the pathway in order to reduce the semantic gap and compare the UNet++ with other methods. Their experiments show an average IoU gain of 3.9 and 3.4 points over U-Net and wide U-Net, respectively. Ibtehaz and Rahman [32] develop a novel architecture MultiResUNet. They replace the continuously convolutional layers with the MultiRes block and replace the ordinary shortcut connections with their Res paths. Fig. 1 shows the neural network of our proposed approach. The network structure is divided into three parts, the encoder part performs feature extraction, and the decoder part gradually restores the detail part and the image precision. After the convolution operation of the decoder part, the features are fused by different scale up-sampled operations to obtain the final segmentation result image.
III. PROPOSED METHOD
In our network, the input image will go through multiple 3×3 convolution operations and 2×2 maximum pooling operations. Multiple 3×3 convolution operations and 2×2 up-sampled operations will be used in the decoder section. In the decoder part, there will be two paths after the convolution operation. One is to perform the up-sampled operation of 2×2, the generated feature map continues the convolution and other operations, and the second is to perform up-sampled of the corresponding scale to generate a feature map of 512×512 pixels. The segmented image is obtained by fusing up-sampled operations of different scales, as indicated in the red box in Fig. 1 . Table 1 shows the network configuration. The convolution operation can be expressed as,
where I x,y represents the x-th row and j-th column elements of the image, W m,n represents the m-th row and n-th column weights, F i,j represents the i-th row and j-th column elements of the feature map. Assuming that the original image is an upper triangular image and the convolution template is alternately distributed between 1 and 0, using Relu as the activation function, the calculation process of the feature map is as follows.
In our paper, we use the maximum pooling. The pooling operation will make the entire feature map become a quarter of the original, which will affect the segmentation accuracy. Therefore, it is necessary to increase the network depth to make up. In our paper, the last network layer uses sigmoid as the activation function, so the cross-entropy cost function is used in the network training process.
where a is defined as σ (z), z is defined as (12) ,
Since we use sigmoid as the activation function, the weight update follows (13) ,
Therefore, the speed of network learning depends on σ (z) − y. When the error is large, the weight update is fast. When the error is small, the weight update is slow.
IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. BENCHMARK DATASETS
In order to evaluate the performance of our proposed method, we use two datasets which are described in the following.
The gray scale Electron microscopy image (EM dataset) is a set of 30 consecutive images (512 × 512 pixels) of the drosophila first instar larva ventral nerve cord [33] , [34] . Fig. 2 shows the examples of the training data and the corresponding label. Our goal is to transform the gray scale EM images into an accurate boundary map, in which white indicates a pixel inside a cell, and black indicates a pixel at a boundary between neurite cross sections. We can verify the performance of our algorithm on test images, the test dataset contains 30 images.
In addition, we have compiled the seabed mineral images, including 49 training images (512 × 512 pixels) and 30 test images. There are also many researchers who have achieved good results for underwater images. In 2014, Serikawa and Lu [35] describe a novel method to enhance the underwater images. They proposed joint trilateral filter (JTF), JTF is formulated by
Since then, Lu et al. [36] , [37] have proposed a series of methods to process underwater images. Underwater images are usually influenced by low lighting, high turbidity scattering and wavelength absorption. To solve these issues, they have performed a great deal of work to improve the quality of underwater images. Fig. 3 shows our different density images and its label, respectively. These 49 train dataset contain mineral images of various distributions. We use GIMP and other software to label the image to form truth images, which provide dataset for training the network.
Due to the limited dataset samples, in order to get better segmentation effect, this paper has enhanced the dataset. This article examines the need for enhancements to the dataset. Fig. 4 shows the comparison results and uses different activation functions for full validation, the comparison experiment is based on the EM dataset.
B. ANALYSIS OF EXPERIMENTAL RESULTS BASED ON EM DATASET
In order to verify the effectiveness of our improved network, we conducted a series of comparative experiments on the EM dataset. Fig. 5 and Fig. 6 show the effect of different activation functions on segmentation accuracy and loss, respectively.
When sigmoid is used as the activation function, the accuracy and loss of U-Net are basically stable and there is no change, but our improved network loss continues to decrease, and the accuracy is higher than that obtained by U-Net. When using Relu as the activation function, the effects of the two networks are basically the same.
Experiments have found that when the Sigmoid and the Relu are combined, the effect is better. Fig. 7 shows the accuracy and loss of training when using the combined activation function.
It can be obtained from the comparative experimental results that the improved network can reduce the loss to a certain value faster. Our improved network can reduce the loss to 0.05, and the accuracy can reach 0.95 faster. Fig. 8 shows the segmentation maps of our method and the U-Net. In order to compare the results more objectively, we firstly use the old metrics to evaluate our method. Table 2 is an experimental comparison table with different teams. The evaluation is done by computing the warping error, the rand error and the pixel error. Warping error is a segmentation metric that penalizes topological disagreements, rand error is a metric that measures the similarity between two clusters or segmentations, the pixel error defined as squared Euclidean distance between the original and the result labels. We apply the metrics to our own results, we do it within Fiji using the open script [38] .
However, retrospective evaluation of the original challenge scoring system revealed that it was not sufficiently robust to variations in the widths of neurite borders, so we compare the results using specially normalized versions of the Rand error and Variation of Information. The result is sorted by the V Rand which is more robust than V Info . [38] , sorted by pixel error.
FIGURE 9.
The Rand theoretic scores of all test images. Fig. 9 shows Rand theoretic scores of all 30 test images. It can be seen from the figure that the smallest Rand score is 0.878 and the maximum is 0.942. We get the average of all Rand score and compare it with other teams, the comparison with other groups is shown in Table 3 .
C. ANALYSIS OF EXPERIMENTAL RESULTS BASED ON SEABED MINERAL DATASET
It is confirmed on the EM dataset that the combined activation function can be used to obtain better segmentation results. Therefore, we use the same method on the Seabed Mineral Image dataset. Fig. 10 shows the segmentation effect more intuitively. From the figure we can see that the improved network [38] , sorted by rand score thin. can identify more mineral particles and smoother edge processing.
In order to quantify the experimental results, we performed the experiment shown in Fig. 11 . Fig. 11 shows the segmentation map obtained by the original U-shaped network and our improved network structure under different epochs. It can be seen from the figure that our improved network structure can achieve better segmentation effect after iterating 4 times. The segmentation map is also relatively clear, while the original U-shaped structure achieves the same segmentation effect after 8 iterations. We have already labeled the contrast with a red borderline.
In order to make a better comparison of segmentation results, Fig. 12 and Fig. 13 shows the accuracy and loss when the iteration is 25, indicating that the improved network can achieve segmentation more efficiently.
From the accuracy comparison chart shown in Fig. 12 , we can see that our improved network structure can reach a stable value faster than the original network structure, and at the beginning of the iteration our network accuracy is nearly 2 percentage points higher than the original network. Fig. 13 also shows the superiority of the improved network. As shown in Fig. 13 , the loss of our improved network is around 0.18 at the beginning of the iteration, which is nearly 8 percentage points lower than the loss of the U shape network. And after 20 iterations, the loss is reduced to 0.02, and the segmentation result also achieves an ideal effect.
V. CONCLUSION
In this paper, we propose an improved U-Net convolutional network, which performs up-sampled operations on convolutional feature maps of different scales and fuses to obtain the final segmentation image. In the decoder part, there are two branches after the convolution operation. One is to perform 2×2 up-sampled to restore the original size, and the other is to perform up-sampled of the corresponding scale to facilitate the fusion operation and obtain the final segmentation map. We have carried out experimental verification on the gray scale EM dataset. The proposed improved network can reduce the segmentation loss and make the segmentation more accurate. At the same time, we have achieved good segmentation results on our Seabed Mineral Image dataset.
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