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Abstract. Process modeling is a decisive task for modern enterprises. The ef-
fectiveness of IS development largely depends on the quality of conceptual 
models and their understandability. However, process model quality is still a 
fuzzy concept and not fully understood yet. Recently, coupling became a con-
cept for assessing model quality, but still there is a lack of research in transfer-
ring “coupling” to business process modeling. The field of software engineering 
has shown the importance of measuring coupling as a means for judging the 
quality of a design. Therefore, this paper collects a range of coupling metrics 
from the field of software engineering and transfers them to event driven pro-
cess chains (EPC). Further the metrics are applied to different process models 
and implications for the process model quality are discussed. 
Keywords: Coupling, event driven process chain, process model quality 
1 Introduction 
Business process modeling is a decisive task for modern enterprises (see e.g. [1-2]). 
Business process modeling captures employees’ process knowledge so that it can be 
used for entrepreneurial initiatives. Process models support decisions on IT-
investments, the development of information systems and the improvement of pro-
cesses (see [1]). Moody [3] states that the efficiency and effectiveness of IS develop-
ment largely depends on the quality of conceptual models that guide IS implementa-
tion though their evaluation is more an art than a systematic procedure. 
The creation of process models is as a highly subjective process [4]. Usually dif-
ferent persons, such as IT-employees or business analysts, are involved in the design 
of process models while a generally accepted approach for creating a process model is 
missing [5]. In addition users demand different levels of abstraction. Whereas a soft-
ware engineer is interested in details concerning the control flow structure of a pro-
cess to derive requirements on information systems (see e.g. [6-7]), managers usually 
prefer more abstract descriptions enabling strategic decision making [8-9]. For utiliz-
ing the benefits of process models, e.g. for software development, they need to be 
easy to understand and maintain [10]. 
However, the quality of business process models remains a fuzzy topic. According 






matic guidelines were introduced in recent years, dealing with quality aspects of pro-
cess modeling [2]. Commonly accepted definitions of the term “process model quali-
ty” as well as standardized criteria for evaluating process models still are missing. 
Frameworks, such as the guidelines of modeling (see e.g. [4], [11]) (GoM) or the 
SEQUAL model (see [12-13]) deliver criteria, for example “construction adequacy” 
(see [4]), which can be used for assessing the quality of conceptual models. However 
an evaluation of conceptual models based on these criteria is strongly affected by the 
subjectivity of the user [3]. This is because a conceptual model can only be evaluated 
against user’s expectations and is not to be considered as a “finished product” that can 
be judged on the basis of a specification [3]. In addition quality frameworks have not 
been widely accepted in practice and a standard has not yet emerged [3]. 
As Mendling et al. [2] state, manifold empirical studies on the maturation of busi-
ness process modeling languages can be found (see e.g. [14-16]) [2]. Several authors 
(see e.g. [17-21]) introduce criteria that can be used for evaluating modeling lan-
guages. However, the object of interest in these studies is the modeling language 
used, not the process model itself (see [2]). 
Pragmatic guidelines that can be found in literature (see e.g. [22-23]) are often too 
generic (e.g. “keep it simple”) [22] to support a practitioner in a modeling project (see 
also [2]). 
In recent years, literature has focused on the development of metrics enabling an 
objective evaluation of process models (see e.g. [24-30]). Vanderfeesten et al. [31] 
assign these metrics to certain categories of process model quality. While manifold 
metrics for judging a process model regarding complexity or size do exist, coupling 
metrics for process models are still underrepresented. While coupling of modules is a 
well-established quality characteristic for information systems (see [32]), research has 
only begun to transfer this concept to business process modeling thus enabling a new 
perspective on process model quality. The aim of this paper is to expedite this re-
search by introducing coupling metrics that originate in software engineering specify-
ing them for business process modeling. Afterwards, the metrics that got transferred 
are applied using an example. The suggestions in this paper focus on event driven 
process chains (EPCs), since the interpretation of the coupling metrics will be differ-
ent for different modeling languages varying in language expressiveness (see [33]).  
The structure of the paper is as follows. In section 2 the basics are explained. These 
comprise the event driven process chains and coupling. Section 3 presents the cou-
pling metrics found and describes how they were transferred to the EPC. Section 4 
discusses the processes used as examples and the results from applying the metrics. 
Finally, section 5 summarizes the paper, discusses implications of the metrics for the 







2.1 Event Driven Process Chain 
The EPC was developed at the University of Saarland in cooperation with SAP AG. 
The EPC is known for being used as the modeling concept supporting SAP R/3 and 
for its use as part of the modeling framework ARIS. [34] 
The event driven process chain can be defined as a graph, consisting of nodes and 
directional arcs (see [35-38]). The nodes may be specified as the union set of the set 
of events, functions, connectors, process interfaces and resources. The set of connect-
ors is the union of the sets of and-connectors, or-connectors and xor-connectors. The 
set of resources is the union of several sets, with information elements being one of 
them. Each node in the above set is connected to at least one arc, with each arc being 
connected with precisely two nodes. No arc connects two functions or two events, 
they alternate in a path with an arbitrary number of connectors allowed in-between. 
Resources are connected exclusively to functions, process interfaces exclusively to 
events. Functions need to be connected with at least two nodes situated among the 
connectors or events. An EPC model is considered a graph according to the above 
definition. The control flow is considered the path connecting process interfaces, 
events, functions and connectors. A model has a beginning, consisting of events with-
out predecessor or process interfaces without a preceding event, and an end, being 
events without succeeding node or a process interface without succeeding events. The 
control flow, however, may be continued over multiple models in case of process 
interfaces referencing each other. [35-38] 
2.2 Coupling 
The term “coupling” is most generally defined as “being connected for consideration 
together” [39]. Closer to the context at hand, the field of software engineering pre-
sents different more specific interpretations of coupling. 
The first interpretation is based on the ontology of Bunge-Wand-Weber [40-41]. 
Accordingly, two things are coupled if they interact at some moment in time. This 
interpretation is employed by e.g. the RFC metric. This metric counts the number of 
methods “that can be invoked in response to a message to an object of the class” [42]. 
In other words, two objects of an object oriented design are considered as being “cou-
pled” whenever one object calls a method of another object. The metric measures the 
degree of coupling by counting the number of methods that can be invoked.  
A second interpretation focuses graph-theory. Thereby, the graph is analyzed re-
garding the way its elements are connected. For example, McCabe [43] builds the 
control flow graph of programs to calculate the cyclomatic complexity. Counting the 
nodes, arcs and exit nodes, the metric calculates the number of independent circuits in 
the control flow. The notion of coupling therefore refers to the paths through the pro-
grams code. With reference to the EPC, the weighted coupling metric [29] and the 






A third interpretation references information theory. This interpretation aims to 
quantify aspects of coupling using the information content [44]. An implementation 
of this interpretation is presented by Halstead [45] calculating the “program length”. 
Their program length is sensitive towards the reuse of statements and therefore con-
siders the coupling between code modules by their reuse of code statements. 
3 Coupling in the Context of EPC 
To cover a wide range of different coupling interpretations, literature presenting exist-
ing metrics was searched for. The well-known literature databases Google Scholar, 
Computer.org (IEEE Computer Society), AISeL and Emerald Insight, that offer a 
wide range of different electronic sources were queried using the term pair ‘”coupling 
metrics” “business process model”’ and “coupling metrics” itself. 47 results were 
considered as relevant and downloaded, consisting of 33 conference papers and nine 
journal papers that passed a peer review process. In addition, four technical reports 
and one book were found. 
The metrics covered in these sources and their transferability to the EPC is shown 
in Table 1. 
Table 1. Coupling Metrics 
Source Metric Transfer Not transferred because…  
[46] 




Coupling of a module, 
Intramdoule coupling of a module 
Yes  
[48] PIM No 
… requires dynamic language features (i.e. 
polymorphism, reflection…). 
[49] PPEP, EMC No … requires failure rates of components. 
[42] Depth of inheritance, No. of children No .. requires inheritance. 
[42] RFC, CBO Yes  
[50] Static / Dynamic Coupling No … requires inheritance. 
[51] 
Direct coupling,indirect coupling, total 
coupling 
Yes  
[52] Procedure complexity No … already transferred [27, 53]. 
[54] Object level coupling No … requires inheritance / locality of data. 
[55] Interface coupling No … equivalent to [56]. 
[57] Conceptual coupling of Services No … requires locality of data. 
[43] Cyclomatic complexity No … already transferred [53]. 
[58] Conceptual coupling Yes  
[59] CBS … DCSS No … is an implementation of [42] and [43]. 
[60] ASSD … ASPD No … requires statefullness. 
[61] CIC … AMC No … requires inheritance. 
[56] Process Coupling Yes  
[29] CP No … already specified for eEPC. 
[30] CC No … already specified for eEPC. 
 
The procedure for transferring the metrics to the EPC can be described as follows. In 
a first step, the concepts behind the variables of each formula are identified. The de-
scription of each concept is then used to identify equivalent concepts within EPC 
models. Finally, the found concepts are quantified and used to reformulate the origi-








Fig. 1. Transfer procedure 
However, in some cases metrics could not be transferred. This was the case whenever 
the metric comprised constructs for which no equivalent could be found in the EPC. 
For example, some metrics refer to the inheritance hierarchy of class objects in object 
oriented programming. An equivalent mechanism for inheritance among process 
models was not discovered. Further, since modeling takes place on the type level, 
metrics referring to runtime information or states could not be transferred either. 
The metrics that could be transferred using this procedure are discussed in the fol-
lowing. 
In [46], Allen et al. present two related metrics called “Coupling of a modular sys-
tem” and “IntramoduleCoupling”. The motivation of these metrics is the limited ca-
pacity of the human short time memory. When the amount of information in a model 
breaks this limit, a user will not be able to fully realize the model, which will lead to 
problems in understanding the model. The metrics therefore calculate the information 
content of a model regarding different aspects of its graph structure. The metric “cou-
pling of a modular system” calculates the excess entropy of the graph structure in 
modules. The “IntramoduleCoupling” quantifies the excess entropy of the graph 
structure connecting modules. Transferred to the EPC, the IntramoduleCoupling 
measures the repetitiveness of the patterns connecting models via process interfaces 
or a model hierarchy. The coupling of a modular system measures the repetitiveness 
of patterns in the control flow of separate models. 
Allen et al. present a second pair of metrics in [47]. Adapting the prior metrics, the 
“coupling of a module” calculates the information content in the graph structure in 
each module. The “Intramodule coupling of a module” calculates the information 
content of the graph structure connecting the graphs. Transferred to the EPC, the cou-
pling of a module quantifies the amount of information referring to the patterns of 
arcs in a model a user needs to assess in order to understand the model. The 
intramodule coupling, on the other hand, regards the information in the connections 
between models. 
Chidamber/ Kemerer present two coupling metrics in [42]. The first metric, CBO, 
counts the number of classes one class is associated with by calling its methods or 
variables. The second metric RFC counts the methods in one class and all the methods 
in other classes that can be called from within. Transferred to the EPC, the RFC 
counts the functions and interfaces or hierarchies. CBO counts the number of models 
one model is connected to. 
In [51], Gui presents three related metrics, namely the direct coupling metric, the 
indirect coupling metric and the total coupling metric. The direct coupling metric is 
calculated for two classes, it is the relation of methods and variables in the second 
class called by the first class divided by the total number of methods and variables in 
the second class. As for the second metric, indirect coupling extends the prior metric 






path via called methods or resources can be found, their indirect coupling is calculat-
ed by multiplying the direct coupling values for each pair of classes on the path. The 
third metric is calculated by dividing the sum of indirect coupling values of all pairs 
of classes by the number of potential class pairs. Transferred to the EPC, two process 
models are considered coupled if one model contains a process interface or hierar-
chical function referencing the other. Accordingly, the direct coupling metric, when 
transferred, divides the number of references from a second model by the number of 
functions and process interfaces contained in one model. The second and third metric 
are used like originally described. 
Poshyvanyk/ Marcus [58] describe a metric using the information retrieval tech-
nique latent semantic indexing to discover a semantic structure among the textual 
content of source code. The metric is called conceptual coupling metric [58]. They 
assume that similar concepts are expressed with similar terms. Therefore calculating 
the co-occurrence of terms indicates how the strength of the relation between con-
cepts. The LSI transformation of a term-document matrix containing variable text 
from classes as terms and from the class structure as documents presents such co-
occurrence of terms. Using the strongest indicators for concepts from this transfor-
mation, a new term-document matrix can be built which is then used to calculate the 
similarity between classes and groups of classes. Transferred to the EPC, the term-
document matrix is built using node labels as terms and models as documents. The 
metric then calculates the conceptual similarity between models and groups of models 
chosen by the user. These groups can, e.g., belong to one or more processes. The 
adapted metric therefore calculates the co-occurrence of terms between groups of 
process models. Assuming the co-occurrence is an adequate measure for a conceptual 
structure, this indicates the conceptual similarity of process models. 
Another approach towards coupling is presented by Reijers/ Vanderfeesten [56]. 
The metric is defined for a so-called information element structure, which is a graph 
structure with nodes representing information elements and arcs representing opera-
tions. An activity can be described as a partition in the said structure. Operations are 
considered coupled if they are connected to a common information element. Activi-
ties are considered coupled, if they contain coupled operations. Transferred to the 
EPC, functions take the place of activities, information elements are used as such. 
Functions are considered coupled whenever they are connected to common infor-
mation elements. 
4 Illustrating Example 
The metrics described above are demonstrated using three groups of process models. 
Each of these groups represents the same situation, but whereas group 1 contains 
models without syntactical errors, group 2 and group 3 have an increasing number of 
errors. Figure 2 and Figure 3 show an excerpt from the same process model in group 1 
and group 2. The second model contains redundant events after the first function and 
misses the decision and the corresponding event after “Request Schufa-Report”. Fur-








Fig. 2. Validate solvency, group 1 
 
Fig. 3. Validate solvency, group 2 
The first two groups of process models comprise three sub-models, the last group four 
sub-models. The models are quantified in Table 2. 
Table 2. Example models  
 Group 1 Group 2 Group 3 
Credit Application 
Functions 2 2 4 
Events 4 4 7 
Information elements 0 0 0 
Validate solvency 
Functions 13 13 9 
Events 11 14 10 
Information elements 11 13 7 
Final decision 
Functions 9 7 5 
Events 8 6 5 
Information elements 2 2 4 
Proceed credit application 
Functions   4 
Events   6 
Information elements   8 
4.1 Allen et al. 
The metrics of Allen et al. (see [46-47]) calculated for the models at hand are shown 






Table 3. Metrics of Allen et al. 
Metric\Group Group 1 Group 2 Group 3 
Coupling of a Module (Credit application) 33.645 33.612 50.220 
IntramoduleCoupling(Final decision) 225.474 175.251 139.152 
IntramoduleCoupling(Validate solvency) 458.235 587.723 359.202 
IntramoduleCoupling(Credit application) 42.292 42.292 93.603 
IntramoduleCoupling(Proceed credit application) 
  
200.088 
Coupling of a modular system 11.404 11.939 19.241 
Intramodulecoupling of a modular system 296.953 345.767 270.727 
 
The metrics coupling of a module hardly differ between the “group 1” and “group 2” 
model. The values of the “group 3” models differ due to the higher number of connec-
tions between models since this decomposition uses more models. 
Regarding the models of “Final decision” and “Validate solvency” the metric sug-
gests that “group 3” and “group 2” models are easier to assess by the model user. The 
values do, however, mostly result from modeling errors omitting necessary arcs in the 
case of “group 2” or from a smaller sub-model due to a higher degree of decomposi-
tion in the case of “group 3”. 
The model “Credit application” is identical in the groups of “group 1” and “group 
2”. In the case of “group 3”, the model encompasses more nodes and arcs and there-
fore has a higher metric value.  
The coupling of a modular system hardly differs between “group 1” and “group 2” 
since both their decomposition comprises the same amount of models. The last group 
presents a higher value due to the higher amount of sub-models. 
The intramodulecoupling mostly represents the number of nodes and arcs in the 
corresponding sub-models. 
4.2 Chidamber/ Kemerer 
The metrics of Chidamber/Kemerer (see [42]) calculated for the models are shown in 
Table 4. 
Table 4. Metrics of Chidamber/ Kemerer 
Group Model\Metric RFC CBO 
Group 1 Credit application 2 2 
 
Validate solvency 13 
 
 
Final decision 9 
 
Group 2 Credit application 2 2 
 
Validate solvency 13 
 
 
Final decision 7 
 
Group 3 Credit application 4 3 
 
Validate solvency 9 
 
 
Proceed credit application 4 
 
 








The RFC and CBO mostly count objects. Accordingly, their values depend on the 
number of functions and process interfaces or linked sub-models respectively. 
4.3 Gui/ Scott 
The Gui/Scott metrics (see [51]) are calculated for the example at hand in Table 5. 
Since the model “Credit application” is the only model referencing sub-models, it is 
also the only model that can form a pair of coupled models with the remaining mod-
els. 
Table 5. Metrics of Gui/ Scott 
Metric\Group 1: Credit application 2: Credit application 3: Credit application 
Direct Coupling Metric  
Credit application 0 0 0 
Validate solvency 0.07692 0.07692 0.11111 
Proceed credit application 
  
0.25 
Final decision 0.11111 0.14285 0.2 
Indirect coupling Metric 
 
Credit application 0 0 0 
Validate solvency 0.07692 0.07692 0.11111 
Proceed credit application 
  
0.25 
Final decision 0.111111 0.142857 0.2 
Total coupling metric 0.03133 0.03663 0.04675 
 
Since all the models in all decompositions are linked to one higher decomposition 
level, they all have one incoming connection and no other links. Therefore the deter-
mining variable for this metric is the number of functions in each model. Accordingly, 
the values mostly represent the number of activities. A higher number of activities 
lead to a lower metric value. 
The indirect coupling metrics do not differ from the direct ones, since in this case 
there are no paths of more than two models. 
The sum of indirect coupling values is put in relation to the maximally possible 
number of model pairs for the total coupling metric.  
4.4 Poshyvanyk 
The metric of Poshyvanyk et al. (see [58]) was used with the exemplary models, 
though with one limitation. Since the scenario was modeled in only one group with 
three alternatives, solely the conceptual similarity of models instead of the similarity 
of model groups were calculated (Table 6 - Table 8). 
Table 6. Conceptual similarity of models, Group 1 
Model\Model Final decision Validate solvency  Credit application 
Final decision  1 0.88297 0.73799 
Validate solvency  0.88297 1 0.82660 






Table 7. Conceptual similarity of models, Group 2 
Model\Model Validate solvency  Final decision Credit application 
Validate solvency 1 0.85847942 0.82395738 
Final decision  0.858479424 1 0.71707854 
Credit application 0.82395738 0.71707854 1 
Table 8. Conceptual similarity of models, Group 3 
Model\Model Credit application  Final decision Credit application Validate solvency 
Credit application  1 0.86429 0.86587 0.90647 
Final decision  0.86429 1 0.84521 0.84859 
Credit application 0.86587 0.84521 1 0.83160 
Validate solvency  0.90647 0.84859 0.83160 1 
 
As can be seen, for all groups the conceptual similarity of models declines along the 
rising distance in the control flow. In addition to that, the “group 1” and “group 2” 
models hardly differ. Indeed, since these metrics regard the co-occurrence of labels, 
their values do not reflect syntactical violations. The last decomposition is hardly 
comparable since the number of models differs. 
4.5 Reijers/ Vanderfeesten 
The coupling metric of Reijers/ Vanderfeesten (see [56]) is used in combination with 
the above process models to calculate the values in Table 9. 
Table 9. Metrics of Reijers/ Vanderfeesten 
Group 1 Validate solvency 0.06410 
Group 2 Validate solvency 0.06410 
Group 3 Proceed credit application 0.33333 
Validate solvency 0.02777 
 
The only models containing coupled activities are “Validate solvency” in all groups, 
and “Proceed credit application” in the group 3 decomposition. There is no difference 
in the coupling among the first two decompositions since the models do not differ 
regarding their coupled functions. The last decomposition’s models do differ since 
their functions are split over two models. 
4.6 Discussion 
The metrics transferred before were applied to three example processes. It was shown 
that coupling metrics from the field of software engineering can in fact be transferred 
to EPC models. Hence the metrics presented in this work extend the existing set of 
metrics (see [31]). 
However, the calculation of these metrics is laborious. E.g. the metrics of Allen et 
al. require a separate incidence matrix for each node in a number of models. The met-






calculated by using specialized software. Therefore, tool support is necessary for cal-
culating these metrics. These tools need to be developed in future work. 
Finally, as remarked before, the metric values hardly differ among the models of 
group one and two. Different reasons can be found for that. For example, the metrics 
of Allen et al. try to quantify the arbitrariness of patterns among the nodes of process 
models. However, they do not incorporate syntactical limitations, e.g. that nodes can-
not be (directly) connected via two different arcs. Further, the models of group one 
and group two differ in syntactical errors but they are mostly equivalent structurally. 
The syntax, however, is ignored by many metrics, e.g. the conceptual coupling, CBO 
and RFC. On the other hand, group 3 differs regarding its decomposition structure 
which influences the metric values. In conclusion it may be said that the differences 
are too subtle, and the models are too small therefore resulting in little differences of 
the values, too. Regarding the perspective of coupling, the differences between the 
models are also small again resulting in small differences among the metric values. 
The lack of difference in the models also matches with the results of a laboratory 
experiment conducted with 66 students at a German university. They were asked to 
rate the understandability of the models on a 7-point Likert scale. The results indicat-
ed no significant difference in the understandability for all three model groups. How-
ever, the relation between understandability and coupling needs further investigation. 
5 Outlook and Conclusion 
The paper at hand deals with coupling metrics from software engineering. In that field 
coupling is a well-established concept for judging the quality of information systems. 
In recent years work has been done transferring the idea of coupling to business pro-
cess modeling. The main motivation is to assess the fuzziness of the process model 
quality discipline by the quality dimension “coupling”. Though only a few metrics 
were introduced for judging a process model regarding coupling (see e.g. [29-31]), 
there are different perspectives on coupling in software engineering (see section 2.2). 
These led to a considerable set of different metrics for coupling in software engineer-
ing.  
When these metrics are transferred to business process modeling they cannot only 
be used to evaluate business process models but also to infer suggestions for a good 
process modeling style regarding coupling. The paper at hand thus contributes to this 
field by transferring corresponding coupling metrics to business process modeling and 
shows their applicability on an example. 
The metrics of Allen et al. generally suggest using repetitive patterns in the struc-
ture of nodes and arcs since they are more comprehensible. The actual implementa-
tion of the metric, however, merely suggests limiting the size of each model, though 
no concrete limit is given. The procedures used for the CBO and RFC metrics are 
easier. CBO counts the number of models one model is connected with by its control 
flow. Consequently, the metrics suggests limiting the number of connections between 
models. The RFC further incorporates the size of a model. Therefore, the metric sug-






els. The conceptual coupling of Poshyvanyk suggests to isolate concepts in separate 
models and to use a distinctive vocabulary. The last metric, Process coupling of 
Reijers/Vanderfeesten turns out to a good value with only few functions being con-
nected to the same information element. However, one should bear in mind that the 
modeler’s freedom of including or omitting elements should not lead to omitting e.g. 
information elements solely to realize a good metric value, even though this infor-
mation would be necessary for the model users. 
Still, there is clearly further work to be done. The transfer procedure was influ-
enced by subjectivity in the interpretation of equivalent constructs. This also led to 
alternative interpretations that need to be discussed. Further, though a range of met-
rics was presented, the empirical evaluation is still missing. Therefore the practical 
utility of these metrics remains unanswered. Further, the laborious calculation proce-
dures should be implemented in tool support for a practical use. Furthermore, addi-
tional metrics should be searched for and the existing ones should be transferred to 
more modeling languages (e.g. BPMN). 
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