Deconfinement in the presence of a strong magnetic field by Lo, Pok Man et al.
Deconfinement in the presence of a strong magnetic field
Pok Man Lo, Micha l Szyman´ski, and Chihiro Sasaki
Institute of Theoretical Physics, University of Wroclaw, PL-50204 Wroc law, Poland
Krzysztof Redlich
Institute of Theoretical Physics, University of Wroclaw, PL-50204 Wroc law, Poland and
Theoretical Physics Department, CERN, CH-1211 Gene`ve 23, Switzerland
(Dated: August 27, 2020)
We study the impact of a finite magnetic field on the deconfinement phase transition for heavy
quarks by computing the fluctuations of the Polyakov loops. It is demonstrated that the explicit
Z(3) breaking field increases with the magnetic field, leading to a decrease in the (pseudo) critical
temperatures and a shrinking first-order region in the phase diagram. Phenomenological equations
which capture the behaviors of the Z(3) breaking field at strong and weak magnetic fields for
massive and massless quarks are given. Lastly, we explore the case of dynamical light quarks, and
demonstrate how an improved constituent quark mass function can enforce the correct magnetic
field dependence of the deconfinement temperature in an effective model, as observed in Lattice
QCD calculations.
I. INTRODUCTION
Magnetic fields provide an interesting handle to probe
QCD properties under extreme conditions [1–5]. Inves-
tigating its influences in the phase diagram of strongly
interacting matter is important for understanding the
physics of noncentral heavy-ion collisions [6–10], the bulk
properties of high-field neutron stars [11, 12] and possibly
the early Universe [13].
Lattice simulations [14–22] performed for light quarks
predict that the chiral condensate in vacuum is en-
hanced by the presence of a magnetic field B, a phe-
nomenon known as magnetic catalysis [14, 16–18], and
that the critical temperature for the chiral phase transi-
tion is decreasing with B, i.e. inverse magnetic cataly-
sis [15, 16, 18, 20–22]. It is also found that the manifes-
tation of these phenomena depends strongly on the pion
mass [21, 22].
While most effective chiral models (e.g. the NJL
model) can capture the effect of magnetic catalysis, they
tend to predict the opposite trend in the B-field depen-
dence of the chiral transition temperature [23, 24]. To ac-
commodate a decreasing transition temperature with B
one usually needs to introduce additional parameter de-
pendence in the effective potentials, e.g. a B-dependent
coupling [25, 26], and imposing a specific treatment of the
vacuum (and thermal) fluctuations. See also Refs [27–29]
for a nonlocal extension of the PNJL model. This is far
from ideal as it points to missing interactions (e.g. back-
reactions, higher order terms, etc.) that are unaccounted
for in the original model, demanding a more careful ex-
plicit treatment [30–35]. 1
1 Even at B = 0, a simple implementation of the PNJL model
already leads to a substantially higher transition temperature
than LQCD. Implementing a running Td [24, 30] may improve
the situation, but the curvatures of the potential and various
fluctuations remain to be tested.
An important diagnostic test for the correct form of
the potential (rather than a parameter change) is to ex-
amine higher order fluctuations: as a first step we shall
study the Polyakov loop fluctuations in the presence of
magnetic field. Ratios of these fluctuations are excellent
probes of deconfinement: In a pure gauge theory, they ex-
hibit a jump at the transition temperature [36, 37], with
well-defined low temperature limits deducible from gen-
eral theoretical constraints and the Z(3) symmetry. Even
in full QCD, they provide a measure for the strength of
explicit Z(3) symmetry breaking field induced by the light
fermions, and show less renormalization scheme depen-
dence than the Polyakov loop [38, 39].
To describe these fluctuations in an effective model,
not only the location, but also the curvatures around
the minima of the Polyakov loop potential have to be
adjusted. Similar concept applies to the matrix mod-
els [40–44], where variances, in addition to mean values,
of the distribution of the eigenvalues of the thermal Wil-
son line, should be examined. The curvatures dictate how
reluctant the system is to deviate from the equilibrium
position in the presence of an external disturbance. Lat-
tice calculations show that the Polyakov loop generally
increases with the magnetic field strength [15, 17, 18, 20–
22]. Also, the resulting pseudocritical temperature of de-
confinement decreases with the magnetic field [20–22],
observed for both light and heavy pions [21, 22]. On the
other hand, the response of the fluctuations to an exter-
nal magnetic field has not yet been studied, and one of
the goals of the current paper is to fill this gap.
In this work we extend the model introduced in
Ref. [45] to a finite magnetic field and study its effect
on deconfinement in a system with heavy quarks. The
study of deconfinement of heavy quarks is interesting in
its own right as it relates to other issues such as the mod-
ification of the heavy quark potentials in strong fields [46]
and color screening [47, 48]. In addition, restricting to
the heavy quarks allows us to avoid the complications
from the chiral transitions. This serves as a foundation
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FIG. 1. Comparison between the full quark potential (6) (points), and its linear approximations (8) (lines), versus the real
part of the Polyakov loop field for massive (left) and massless (right) quarks. The effect of an external magnetic field on the
potential is also shown. For quark masses above 0.8 GeV, the regime explored in this work, the linear approximation provides
an adequate description of the full potential.
for setting up a reliable effective gluon potential to fur-
ther assess the delicate interplay between light quarks
and gluons at finite magnetic field.
In our approach the effect of dynamical quarks is mod-
eled by a linear Z(3) breaking term, coupled to the
Polyakov loop. This term becomes Landau-quantized
when finite magnetic field is present. With such the
model setup we explore the Polyakov loop as well as its
fluctuations. We shall explore in details how an external
magnetic field would enhance the explicit Z(3) breaking,
and could eventually change a first order phase transition
into a crossover. Moreover, the deconfinement tempera-
ture decreases with the magnetic field. We also discuss
the phase diagram in the (ml,ms) plane and find that
the external magnetic field shrinks the first order region.
Lastly we explore the case of dynamical light quarks
within the PNJL model. The well-known problem of an
increasing deconfinement transition temperature with B
can easily be understood in the current model. We shall
also demonstrate, how the use of an improved constituent
quark mass function can produce instead the trend of a
decreasing deconfinement transition temperature with B.
II. POLYAKOV LOOP POTENTIAL AT FINITE
MAGNETIC FIELD
A. Robustness of the linear approximation
We model the effective Polyakov loop potential as fol-
lows:
U = UG + UQ, (1)
where UG is a pure glue potential and UQ describes
the explicit Z(3) symmetry breaking due to dynamical
quarks. The Z(3) symmetric pure glue potential UG of
choice is from Ref [37]:
UG
T 4
= −A
2
¯`` +B lnMH(`, ¯`)
+
C
2
(`3 + ¯`3) +D(¯`` )2 (2)
where
` = x+ iy , (3)
¯`= x− iy (4)
are the Polyakov loop and its conjugate. MH(`, ¯`) is the
SU(3) Haar measure,
MH(`, ¯`) = 1− 6¯`` + 4(`3 + ¯`3)− 3(¯`` )2, (5)
and A, B, C and D are temperature-dependent model
parameters determined from the lattice QCD (LQCD)
results on the pressure, the Polyakov loop and its sus-
ceptibilities in a pure gauge theory [37].
The UQ potential describes the coupling between
quarks and the Polyakov loop. To one-loop order the
expression reads [43, 45]
UQ
T 4
= − 2
T 3
∑
f=u,d,s
∫
d3p
(2pi)3
[ln g+ + ln g−] (6)
with
g+ = (1 + 3 ` e−βE + 3 ¯`e−2βE + e−3βE)
g− = (1 + 3 ¯`e−βE + 3 ` e−2βE + e−3βE), (7)
where the sum runs over different flavors (up, down and
strange) and E =
√
p2 +m2f .
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FIG. 2. Left: the Z(3) symmetry breaking field hBQ (14) versus T at various magnetic field strengths. Right: the B-field
dependence of hBQ at fixed Td = 0.27 GeV. The exact numerical result of h
B
Q smoothly interpolates between the weak (2nd
order) and strong (LLL) field limits in Eq. (16).
In previous studies, we find that the potential UQ can
be approximated fairly accurately by the leading term in
`, i.e.
UQ
T 4
≈ −
∑
f=u,d,s
hQ(mf , T )× 1
2
(`+ ¯`), (8)
where the leading constant term UQ(`, ¯`= 0) is dropped
as it is irrelevant for computing the Polyakov loop and
its fluctuations. The Z(3) breaking strength hQ is given
by [43, 45]
hQ(m,T ) =
12
T 3
∫
d3p
(2pi)3
e−βE(p)
=
6
pi2
(
m
T
)2K2(m/T ).
(9)
where K2(x) is the modified Bessel function of the sec-
ond kind. The pure gauge limit is recovered at m→∞,
giving hQ → 0. The opposite limit, m → 0, is also of
interest, where we find hQ → 12/pi2. This means that
while the explicit Z(3) breaking field gradually increases
as quark masses are decreased, it does not do so indef-
initely but saturates at a maximum value. This should
be contrasted with the case of chiral symmetry breaking,
where the quark mass m serves as the linear breaking
field, and can increase without limit.
Unfortunately the linear breaking strength for Z(3)
is not directly measured in most LQCD studies. A
crude estimate [39] based on LQCD results on the ratios
of Polyakov loop susceptibilities suggests a larger Z(3)
breaking strength than the prediction from the PNJL
model. Nevertheless, the issue is far from settled as the
analysis is still marred by the unsolved problem of the
proper renormalization of the Polyakov loop and its sus-
ceptibilities. The study of the quark mass and the mag-
netic field dependencies of the Z(3) breaking field may
provide some hints for tackling the problem.
The linear approximation made in Eq. (8) is expected
to work for heavy quarks. We now examine the efficacy of
the scheme for lower (and even vanishing) quark masses.
A direct comparison of the full potential UQ and its linear
approximation is shown on Fig. 1. Here, the temperature
is fixed at T = 0.2 GeV and we show the case of mq = 0.8
GeV (left) and a massless quark (right). We see that the
linear approximation provides an excellent description of
the full potential for quark masses ≥ 0.8 GeV: the two
results are almost indistinguishable. The scheme remains
fairly robust even in the worst case scenario of a mass-
less quark, giving only small differences at large values of
Polyakov loop x ≥ 0.7.
As a preview we also show in Fig. 1 the influence of
a finite magnetic field B on the Polyakov loop potential.
The main effect is that the Z(3) breaking strength, cor-
responding to the slope of the Z(3) breaking potential,
is enhanced. We see that for massive quarks even at a
moderate qB = 0.4 GeV2 the linear scheme still provides
a very good approximation. In fact for the range of pa-
rameters explored in this work, the difference between
the full and the linear approximation is negligible. Nev-
ertheless it is not the case for light or massless quarks.
For example, we see substantial deviation for massless
quark at qB = 0.2 GeV2, which is a typical field strength
when studying chiral transitions [4].
The versatility of the linear approximation for gain-
ing intuitive understanding shall become obvious in the
discussion. In any case, a direct numerical computation
of the full potential UQ is rather straightforward and is
always an option for quantitative study. In the next
sections, a more detailed analysis of the functional de-
pendence on the field strength B and its effects on the
fluctuation observables will be explored.
4B. Z(3) breaking strength at finite B
In a constant and homogeneous magnetic field back-
ground the motion of charged particles undergoes the
Landau quantization in the transverse plane. Conse-
quently, the dispersion relation is modified and takes the
following form for spin 1/2 particles,
E 2f,k,σ = m
2
f + p
2
z + (2k + 1− σ)|qfB| , (10)
where the subsequent Landau levels are quantified by k =
0, 1, 2... and σ = 0, 1 (the spin projection on the ~B axis).
The sum over states is modified accordingly:
2
∫
d3p
(2pi)3
→ |qB|
2pi
∑
σ=±1
∞∑
k=0
∞∫
−∞
dpz
2pi
, (11)
where the summation runs over Landau levels and the
factor |qB|/(2pi) accounts for the planar density of each
Landau level. Consequently, the explicit Z(3) breaking
term becomes a function of the magnetic field,
htot =
∑
f=u,d,s
hBQ(mf , T, qfB), (12)
where hBQ(m,T, qB) is obtained by applying the prescrip-
tion (11) to Eq. (9),
hBQ(m,T, qB) =
3|qB|
2pi2T 3
∑
σ=±1
∞∑
k=0
∞∫
−∞
dpze
−Ef,k,σ/T .
(13)
The integration over dpz can be performed analytically,
which leads to
hBQ(m,T, qB) =
3|qB|
pi2T 3
∑
σ=±1
∞∑
k=0
Mk,σK1 (Mk,σ/T ) ,
(14)
where
Mk,σ =
√
m2 + (2k + 1− σ)|qB|. (15)
The main effect of a finite magnetic field on the
Polyakov loop is to increase the Z(3) breaking strength.
Fig. 2 (left) shows the typical behavior of the Z(3) break-
ing field at finite B. For a given B, the increase is more
rapid for lower values of m/T .
The numerical computation of Eq. (14), or even the
full UQ using the prescription (11), is straightforward
and has been explored in previous works. See for ex-
ample Refs. [4, 23] and also Fig. 1. On the other hand,
for an intuitive understanding of the magnetic field de-
pendence we shall present both the weak and strong field
limits of the linear breaking term, for massive and mass-
less quarks.
We start with the case of massive quarks. Since hBQ is
dimensionless, it can be expressed in terms of the dimen-
sionless combinations of m/T and |qB|/T 2. The weak
and strong field limits read:
hBQ(m,T, qB) ≈
 6pi2 (m/T )2K2(m/T ) + 12pi2K0 (m/T )
(
|qB|
T 2
)2
, |qB|  m2, T 2
3
pi2 (m/T )K1 (m/T )
|qB|
T 2 , |qB|  m2, T 2
. (16)
The result is obtained from an asymptotic series expan-
sion of Eq. (14). A detailed derivation, as well as a dis-
cussion of higher order terms, are presented in the Ap-
pendix A. The first term in Eq. (16) coincides with Eq.
(9), while the corrections start at the quadratic order,
i.e. there is no linear order correction in B in the weak
field limit. Due to the coefficient K0(m/T ), the response
to B is more suppressed for heavier quarks.
When magnetic field becomes strong, the Z(3) break-
ing field is dominated by the lowest Landau level (LLL),
in which
hLLL(m,T, qB) =
3
pi2
(m/T )K1 (m/T )
|qB|
T 2
, (17)
while the higher levels are exponentially suppressed.
Note, that in the strong field limit the Z(3) breaking field
becomes linearly dependent on B. The exact numerical
result of Eq. (14) smoothly interpolates between the two
limits. See Fig. 2 (right).
It is also of interest to study the case of massless
quarks. It turns out that the corresponding weak field
limit cannot be obtained directly from the m → 0 limit
5of Eq. (16). Instead we have the following result:
hBQ(m = 0, T, qB) ≈
 12pi2 + 1−2γE+2 ln 2−12ζ
′(−1)
4pi2
(
|qB|
T 2
)2
− 14pi2
(
|qB|
T 2
)2
ln
(
2|qB|
T 2
)
− 3ζ′(−2)4pi2
(
|qB|
T 2
)3
, |qB|  T 2
3
pi2
|qB|
T 2 , |qB|  T 2
.
(18)
For weak fields, beyond the leading quadratic correction,
there exist the peculiar odd-power and logarithmic terms.
The computational details can be found in the Appendix
A. Lastly, the strong field limit is dictated by the LLL,
and similar to the massive case, the Z(3) breaking field
becomes linearly dependent on B.
To summarize the effects of a finite magnetic field to
the Z(3) breaking fields: First, it tends to increase the
explicit Z(3) breaking strength. Second, the corrections
start with quadratic order in qB for weak fields, and are
dominated by the LLL at strong fields. The latter gives
a linear dependence. Lastly, the increase is more rapid
for light than heavy quarks.
III. POLYAKOV LOOP SUSCEPTIBILITIES
AND THEIR RATIOS
The Polyakov loop susceptibilities measure the fluctua-
tions of the Polyakov loops. For Z(3) symmetry the order
parameter field is complex and one can study fluctuation
along the longitudinal and transverse directions. In the
language of a potential model, when one focuses on the
real sector, these susceptibilities are simply given by the
inverse of the curvatures along the real and imaginary
directions. The potential UG in Eq. (2) is particularly
suited for the current study, as the known susceptibilities
at zero explicit breaking, i.e. the SU(3) LQCD results,
are reproduced by construction.
To compute the susceptibilities in the current model,
we first solve for the expectation value of the Polyakov
loop using the gap equation:
∂U
∂φ
= 0, (19)
for φ = (x, y). The susceptibilities are then obtained
from the diagonal elements of the inverse of the correla-
tion matrix C:
Cij = ∂
2(U/T 4)
∂φi∂φj
,
T 3 χL = (C−1)11,
T 3 χT = (C−1)22.
(20)
Note, that C should be evaluated using the φ that satisfies
the gap equation (19). The susceptibility ratio RT =
χT /χL can be thus constructed.
The fluctuation of the absolute value of the Polyakov
loop, χA, and the ratio RA = χA/χL cannot be obtained
simply within a mean-field approach. One way to com-
pute the observable is by setting up a color group inte-
gration [39]. Here, we provide an approximate way to
determine RA, based on the scaling relation discussed in
Ref. [39].
The scaling formula is based on a Gaussian approxi-
mation of the potential. In this scheme, RA can be con-
structed from the mean-field results of `0, χL, χT via:
RA(ξ,RT ) = 1 +RT + 2ξ
2 − 2
pi
RT e
−2ξ2 [F(ξ,RT )]2 ,
(21)
with F given by
F(ξ,RT ) = 1√
pi
∫ ∞
−∞
dx e−x
2+2ξx × x
2
2RT
×
e
x2
2RT ×
(
K0[
x2
2RT
] +K1[
x2
2RT
]
)
,
(22)
where Kn is the modified Bessel function of the second
kind of the nth order. The scaling variable ξ is computed
from 2:
ξ = h˜×
√
V T 3
2
√
α1
h˜ =
`0
T 3 χL
α1 =
1
2T 3 χL
RT = χT /χL.
(23)
Note, that RA(T, V ) should be computed at a finite vol-
ume to be meaningful. Otherwise RA → 1 as V → ∞.
2 In Ref. [45], the Gaussian fit is applied only to the pure gauge
UG. Here, an alternative scheme is used: Fitting instead the full
potential U with a Gaussian model U/T 4 ≈ 1
2T3χL
(x − `0)2 +
1
2T3χT
y2
6FIG. 3. The Polyakov loop expectation values (left) and the single quark entropy SQ (right) at qB = (0, 3, 6)m
2
0 for a single
strange-quark flavor system at fixed quark mass ms = 1.4m0 with m0 = 1.1 GeV. Grey dashed line on the right shows the
results for ∂〈L〉/∂T .
FIG. 4. Similar to Fig. 3 but for the longitudinal (left) and transverse (right) susceptibilities.
In this work, we shall choose V = (6.4 fm)3. The numer-
ical results of the Polyakov loop susceptibilities and their
ratios will be presented in the next section.
IV. DECONFINEMENT PHASE DIAGRAM IN
THE PRESENCE OF MAGNETIC FIELD
A. Fluctuation observables
A key property of a first order phase transition is that
it can withstand small external perturbations [49]. For
Z(3) symmetry, the transition remains discontinuous for
sufficiently heavy quarks, and becomes continuous at the
deconfinement critical point. The critical quark mass for
a single flavor system in the absence of magnetic field was
found to be [45]
m0 = 1.1 GeV. (24)
As shown in Sec II, the presence of an external magnetic
field further enhances the explicit Z(3) symmetry break-
ing. This means that the critical point can be reached at
a higher quark mass in the presence ofB. To demonstrate
this we consider the single flavor case (strange quark)
with mass m = 1.4m0, for three values of magnetic field:
qB = 0, 3m20 and 6m
2
0. The observables are presented in
Fig. 3 and 4.
We start with the expectation value of the Polyakov
loop, shown in Fig. 3 (top left). At B = 0 the Polyakov
loop is discontinuous, indicating a first order phase tran-
sition. At a sufficiently large magnetic field qB ≈ 3(m0)2,
the transition becomes continuous, and for an even larger
field the transition becomes a crossover.
Similar to the LQCD studies in Refs. [38, 50], we
7FIG. 5. RA (left) and RT (right) ratios of Polyakov loop susceptibilities. The points are the results obtained using a color
group integration approach [39] at V = (6.4 fm)3. For RA, the lines are obtained from Gaussian scaling formula in Eq. (21).
For RT , the lines are obtained from the mean-field calculations.
can calculate the entropy of a static quark SQ from the
Polyakov loop within our model via
SQ =
∂
∂T
T ln〈`〉. (25)
The peak position of this observable was argued [38] to be
a robust way to define the deconfinement transition tem-
perature TD. In particular, TD thus extracted in (2+1)-
QCD was found to be lower than that extracted from the
inflection point of the Polyakov loop. This trend is also
observed in the current model, see Fig. 3 (top right).
In Table I we show the TD’s extracted from the peaks
of the observables: χT , χL, SQ,
∂`
∂T . We also check what
happens in the case of a larger Z(3) breaking: e.g. for
light quarks and/or larger B, and generally find the pat-
tern: TχT < TSQ . TχL < Tinflex.. Differences between
characteristic temperatures become substantial in this
case.
The change in the order of the phase transition is also
evident from the longitudinal susceptibility T 3χL, Fig. 4
(left). A key feature of this observable is that it diverges
at the critical endpoint (CEP). This makes the observ-
able χL unique for defining the (pseudo) critical temper-
ature of deconfinement. Moreover, by studying how the
magnitude of the peak changes, the critical value of B
can be identified for a given quark mass. On the other
hand, the transverse Polyakov loop susceptibility T 3χT
changes smoothly across the deconfinement critical point,
see Fig. 4 (right). In this model it becomes more and
more suppressed with increasing B.
In Fig. 5 we show the ratios of the susceptibilities RA
and RT . Here, we also show (as points) the results ob-
tained from a color group integration at V = (6.4 fm)3.
(This volume is sufficiently large to reproduce the mean-
field results, e.g. RT .) The observables behave as ex-
pected. For RA it interpolates between the two known
theoretical limits from
TχT (GeV) TχL (GeV) TSQ (GeV) Tinflex. (GeV)
qB = 0 0.26702 0.26737 0.26702 0.26737
qB = 3m20 0.25544 0.26140 0.26140 0.26175
qB = 6m20 0.24702 0.25579 0.25579 0.25614
TABLE I. Characteristic temperatures extracted from the
peak positions of various observables: χT , χL, SQ,
∂`
∂T
.
2− pi
2
≈ 0.43 (26)
at low temperatures to 1 at high temperatures. The lat-
ter limit is reached more rapidly for a larger breaking
strength. We also see that the approximation formula
introduced in Sec. III is effective except near the tran-
sition points, where we see substantial finite volume ef-
fects. For RT , the Z(3) symmetry imposes limit only on
the symmetric phase, i.e. 1. The result at high tem-
peratures depends on the model used. Implementing the
SU(3) Haar measure is crucial to getting RT  1 at
large temperatures, which is also the trend suggested by
LQCD studies.
One theoretical motivation for studying and under-
standing these ratios is to seek out additional observ-
ables, other than the standard Polyakov loop, to probe
deconfinement. The issue is that the renormalized
Polyakov loop extracted by LQCD is multiplied by a
scheme dependent (and effectively temperature depen-
dent) factor. It is not clear how to match this quantity
to that computed in effective models, and calls into ques-
tion the physical relevance of the deconfinement features
deduced from it, e.g. the transition temperature TD ex-
tracted from its inflection point. A similar issue also
concerns a direct comparison of the susceptibilities.
One possibility is to consider dual parameters, e.g.
80.22
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FIG. 6. Deconfinement temperature versus magnetic field
strengths for various quark masses with m0 = 1.10 GeV.
Solid lines signify first order phase transitions, dashed lines
correspond to crossover, and dots denote the deconfinement
CEP’s at TCEP ≈ 0.261 GeV.
the dressed Polyakov loop [51], which is calculated from
the chiral condensate with a varying boundary condi-
tion of quarks. Note that the temperature derivatives
of these quantities can be quite different from those of
the Polyakov loop [52]. Another alternative is to study
ratios of susceptibilities. The idea is that by construct-
ing ratios the multiplicative renormalization factor drops
out [36]. However, the task of extracting useful infor-
mation from these quantities turns out to be more in-
volved than originally thought [37]. In particular, the
proper renormalization of the susceptibilities may not be
only multiplicative, if true even the ratios would not be
scheme independent. As the magnetic field provide an
additional handle to study these ratios, the model pre-
dictions presented here may guide future LQCD studies
at finite magnetic field.
B. Phase diagram
To further investigate the effect of a magnetic field on
deconfinement we calculated TD by tracking the peak of
χL at various magnetic field strengths. The results are
shown in Fig. 6 for the single flavor system, and with
quark masses, ms = (0.8, 1, 1.2, 1.4)m0.
The deconfinement temperature TD in this model gen-
erally decreases when hBQ increases. Thus, when plotted
as a function of B, the heavier quarks would require a
larger magnetic field strength compared to the light ones,
to reach the same TD. This simple observation explains
the main features seen in Fig. 6.
Following the arguments in Ref. [45], for effective mod-
els of this class, the temperature corresponding to the
deconfinement critical endpoint TCEP would remain con-
stant 3
TCEP ≈ 0.261 GeV. (28)
This is verified for the current case of a finite magnetic
field, as the B-dependence enters only through the ex-
plicit breaking term.
Under the same assumptions, the position of deconfine-
ment critical point can be determined from the following
condition: ∑
f=u,d,s
hBQ(mf , TCEP , qfB) = hc, (29)
where TCEP is given in Eq. (28) and
hc ≈ 0.144, (30)
is the critical breaking strength.
We demonstrate two uses of Eq. (29). First, this dic-
tates the critical strength of the magnetic field required
to reach the deconfinement CEP for quark masses above
m0. This is shown by the solid black line on Fig. 7 (left)
for the single flavor system, bounded by two limiting lines
obtained via the weak and strong field approximations of
hBQ in Eq. (16). This agrees with the results obtained by
tracking the diverging peaks of χL, shown as red points
in the same figure.
Second, when ms and ml are considered as indepen-
dent variables, condition (29) determines a critical sur-
face in the (ml,ms) plane [43, 44]. See also Refs. [53–55]
for the LQCD determination of this graph. (The con-
tinuum extrapolation, however, remains elusive.) For
a rough comparison to a recent work [55], the study
reported mPS/TCEP = (15.73, 11.15) for Nt = (4, 6)
in 2-flavor QCD system (NLO). In our 2-flavor model,
taking the pseudoscalar mass mPS ≈ 2mcrit., with
mcrit. ≈ 1.353 GeV and TCEP ≈ 0.261 GeV, the ra-
tio mPS/TCEP ≈ 10.37. The matrix model [44] gives
a comparable value of 11.8. This encourages a closer
comparative study of effective models and LQCD calcu-
lations.
The effect of an external magnetic field on the phase
diagram is shown on Fig. 7 (right). Similar to a quark
chemical potential [45], an increasing magnetic field tends
to shrink the region of the first order phase transition.
3 We briefly recount the arguments. For potential of the form
U = UG − hx, the condition for CEPs reads:
∂UG
∂x
= h,
∂2UG
∂x
= 0, and
∂3UG
∂x
= 0. (27)
The solution fixes the critical values of the Polyakov loop xCEP ,
hc, and TCEP . If UG is independent of the external fields, the
latter two conditions uniquely determine TCEP and xCEP , mak-
ing TCEP insensitive to the external fields.
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V. TOWARD INCLUDING DYNAMICAL
LIGHT QUARKS
It is known that a naive implementation of the PNJL
model would give a TD that increases with B. This fact
can be easily understood in the current model.
In previous sections, we have shown, that hBQ(m,T,B)
is an increasing function of B at fixed (m,T ). In addi-
tion, it decreases as m increases. In the PNJL model, the
quark mass m is to be substituted with the constituent
quark massMQ(T,B). This brings in, an additional mag-
netic field dependence, and hBQ should be viewed as a
functional of MQ(T,B):
hBQ[MQ(T,B), T, B]. (31)
Most NJL models can capture the effect of magnetic
catalysis, i.e. MQ(T ≈ 0, B) increases with B. This
supersedes the enhancing effect of the explicit B depen-
dence on hBQ and leads to a smaller explicit Z(3) breaking
in a broad temperature range, including the vicinity of
TD. We thus expect the trend of an increasing TD with
B for this class of models.
We demonstrate this fact by performing a (2-flavor)
PNJL model calculations, based on the NJL model in
Ref. [56] 4 and the pure glue potential UG in Eq. (2).
The constituent quark mass functions at various values
of B, and the Z(3) breaking strength hBQ computed from
4 We fine-tuned the NJL model parameters to reproduce the
LQCD results [16] at T = 0, finite B. See Appendix A. In the
text, we perform calculations in the minimal (u, d)-quarks split-
ting case of Ref. [56]. The maximal splitting case is discussed in
the Appendix A.
them, are shown in Fig. 8. As B increases, the diminish-
ing effect of the larger quark mass on hBQ overrides the
enhancing effect from the explicit B dependence, sug-
gesting a lower Z(3) breaking. The trend of an increas-
ing TD with B is realized even when the full potential
UQ is employed (as in this self-consistent PNJL model
calculation), as seen in Fig. 10.
We now explore, under the same mechanism, whether
an improved MQ(T,B) would give the correct trend of a
decreasing TD with B, as observed in LQCD calculations,
e.g. Ref. [22]. To this end, we employ the following
parametrization of MQ(T,B):
MQ(T,B) = m− 2G 〈ψ¯ψ〉0F(T,B) (32)
where m = 6 MeV and GΛ2 = 2.435, Λ = 0.51507 GeV,
giving 〈ψ¯ψ〉0 = −2× (211 MeV)3.
The essential difference here is, that we employ the
lattice result [16] on the ratio of chiral condensates to
obtain F :
F(T,B) = 〈ψ¯ψ〉(T,B)/〈ψ¯ψ〉0. (33)
Based on the LQCD results on the quark condensate at
zero temperature [16], i.e. F0(B) = F(T = 0, B), and the
chiral transition temperature at finite B, i.e. Tχ(B) [15],
we construct a robust parametrization of the function
F(T,B):
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F(T,B) = F0(B)F1(T,B)
F0(B) = 1 + 1
2
∑
f=u,d
a1 (
√
1 + a2(qfB)2 − 1)
F1(T,B) = α(B) + e
2 (T/Tχ(B))
6
1 + α(B)
,
(34)
with
a1 = 0.257
a2 = 115.5
α(B) = 2.47 + 4(eB)2
Tχ(B) = 0.159− 0.0326 (eB)
2
1 + 0.4 (eB)6
,
(35)
where all quantities are in appropriate units of GeVs.
The parametrization is restricted to eB . 1 GeV2. Note
that at T = 0, F(T = 0, B) → F0(B). The shape func-
tion F0(B) describes the increase of chiral condensate
with B at T = 0. The functional form is derived from an
NJL model. Details can be found in Appendix B.
The resulting MQ(T,B)’s are shown in Fig. 9. At low
temperatures, the mass functions exhibit a similar in-
crease with B as in the PNJL model case. The key
feature, however, is a faster drop of MQ with temper-
ature. This restricts the diminishing effect of a large
quark mass, and instead, the enhancing effect from the
explicit B-dependence takes over. A direct calculation
shows, that indeed hBQ is strengthened by B in the es-
sential temperature range. Employing such hBQ as the
explicit Z(3) breaking potential, gives the trend of a de-
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To examine the dependence on the Polyakov loop po-
tential, we also perform the above analysis for the poly-
nomial potential in Ref. [57]. The result on TD versus B
is shown in Fig. 10. When used in a PNJL model, the
polynomial potential gives a substantially stronger rising
trend in TD(B)/TD(0) as UG in Eq. (2). When the im-
proved quark mass function MQ(T,B) (32) is used, the
corresponding TD(B)/TD(0) shows the correct decreas-
ing trend for eB < 0.5 GeV, though substantially weaker,
and eventually rises again. 6 This clearly demonstrates
the merit of using an improved Polyakov loop potential,
where the locations and the curvatures around minima
are properly adjusted.
With this general argument via hBQ[MQ(T,B), T, B],
we have demonstrated the delicate interplay between chi-
ral dynamics (for the correct MQ(T,B)) and deconfine-
ment. This could help in constraining the missing inter-
actions in effective chiral models. Moreover, a further
study could investigate how the explicit and implicit (via
MQ(T,B)) B-dependences of h
B
Q (and the higher order
terms) are related to the effects from valence and sea
5 Unfortunately, using the full UQ potential would reduce the
explicit Z(3) breaking compared to the linear term, as shown in
Fig. 1 (right), counteracting the effect of an improved MQ. This
suggests additional modifications of the Polyakov loop potential
beyond the one-loop UQ are required to effectively enhance the
Z(3) breaking. The same observation is made already for the
B = 0 case [39].
6 A similar behavior of TD(B)/TD(0) was also reported when a
B-dependent coupling is employed [24].
quarks [17]. While the valence quarks always enhance
the chiral condensate as B increases, the sea quarks are
found to reduce it in temperatures near the chiral transi-
tion. Their effects on Z(3) symmetry breaking is left for
future research.
VI. CONCLUSIONS
It has been demonstrated that an external magnetic
field tends to strengthen the explicit Z(3) breaking. This
is a general feature of the one-loop fermionic determinant
term. A schematic mean-field calculation shows that the
deconfinement phase transition is enhanced, as seen from
the lowering of the critical temperature at fixed m or
the increase in the critical quark mass. A compact phe-
nomenological formula is derived to capture the effects of
a finite magnetic field B on Z(3) breaking: (i) At small
B, the correction term ∝ B2; (ii) At large B, the low-
est Landau level dominates and the breaking strength
h ∝ B. Extrapolating the results to the case of zero
quark masses, we find also terms like B2 lnB and B3.
In addition to quark masses, the magnetic field pro-
vides another handle to study Z(3) symmetry breaking.
While we demonstrated the inclusion of the higher order
terms of the one-loop fermionic potential within mean-
field treatments does not lead to substantial changes in
the Z(3) breaking strength, we do expect additional mod-
ifications from the changes in the Polyakov loop poten-
tial, and various beyond mean-field effects, e.g. the spa-
tial dependence of the Polyakov loops and their correla-
tors. We hope that a more detailed study of the fluctu-
ation observables within LQCD can help to distinguish
the various effects.
From the perspective of continuum models, the gen-
eral effects of a finite magnetic field on Z(3) breaking is
similar to that of a finite chemical potential. However,
for LQCD studies it makes a huge difference: the former
would present no sign problem. In particular, we propose
the study of the following observables. First,
∂
∂B
ln[〈`〉(m,T,B)], (36)
since the logarithm removes the multiplicative renormal-
ization factor from the extracted Polyakov loop. In a
continuum model,
∂
∂B
ln[〈`〉(m,T,B)] = T
3 χL
〈`〉 ×
∂hQ(m,T,B)
∂B
. (37)
The second suggestion is to study the magnetic field
dependence of the susceptibilities and their ratios, as
worked out in this paper. Note, that from the color group
integration approach [39] we expect χA and RA to be ex-
plicitly volume dependent. To extract useful information
from these quantities, they need to be studied either at
a finite volume, or as a function of the scaling variable ξ.
Finally, calculations of the correlation function [47, 48]
(versus distances) and establishing the relation between
12
correlation functions and the susceptibilities will guide
the study of the spatial- or momentum-dependence of
the Polyakov loop fields. The latter is being explored
within the current potential model and will be reported
elsewhere.
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Appendix A: Explicit Z(3) breaking strength in the
limit of weak and strong magnetic fields
In this appendix, we derive the expressions for the ex-
plicit Z(3) breaking field in the limits of strong and weak
magnetic field, presented in Eq. (16) and Eq. (18).
To facilitate the discussion, we introduce variables
x = m/T and dy = 2|qB|/T 2. The full expression of
hQ(x, dy) is given by
hBQ(x, dy) =
3
2pi2
dy
∑
σ=0,1
∞∑
k=0
m¯B(k, σ)K1 (m¯B(k, σ)) ,
(A1)
where
m¯B(k, σ) =
√
x2 + (k + σ) dy. (A2)
This expression can be readily computed numerically for
arbitrary values of (x, dy). Nevertheless, the strong and
weak field limits provide an intuitive way to understand
its behavior.
1. Strong magnetic field
The strong magnetic field limit (dy  1) is easy to
understand: it is dominated by the lowest Landau level
(LLL), i.e. the k = 0, σ = 0 part of the sum (A1):
hQ(x, dy  1)→ hLLL(x, dy)
hLLL(x, dy) =
3
2pi2
xK1(x) dy.
(A3)
Naturally, hLLL depends linearly on dy (the magnetic
field). Contributions from the rest of sum (A1) are ex-
ponentially suppressed. They appear more prominently
as B decreases, more so for the case of small m than for
large m. In fact, the correction terms becomes quadratic
in the limit of small B, which we turn to next.
2. weak magnetic field, x 6= 0 case
We shall employ the Riemann Zeta regularization
scheme to derive the expansion of hQ(x, dy) in powers
of dy. Noting, that the sum (A1) with σ = 0, compared
to σ = 1, differs only by the LLL term, we write
hBQ(x, dy) =
3
pi2
S(x, dy)− 3
2pi2
xK1(x) dy (A4)
where
S(x, dy) = dy
∞∑
k=0
√
x2 + kdyK1(
√
x2 + kdy). (A5)
The scheme works by directly handling the k-sum in
the expansion in powers of dy:
S(x, dy) = I(x) + (dy)× (xK1(x))× [
∞∑
k=0
(1)]
+ (dy)2 × (−1
2
K0(x))× [
∞∑
k=0
k]
+ (dy)3 × ( 1
8x
K1(x))× [
∞∑
k=0
k2]
+ (dy)4 × (− 1
48x2
K2(x))× [
∞∑
k=0
k3]
+ · · · .
(A6)
The first term is simply given by the Riemann integral:
I(x) =
∫ ∞
0
dy
√
x2 + y K1(
√
x2 + y)
= 2x2K2(x).
(A7)
This recovers the B → 0 result of hBQ in Eq. (9). A key
step of the method is to identify the ζ function
ζ(s) =
∞∑
k=1
1
ks
(A8)
and represent the various divergent sum by the analytic
continuation ζ(−n):
∞∑
k=0
k → ζ(−1) = −1/12
∞∑
k=0
k2 → ζ(−2) = 0
∞∑
k=0
k3 → ζ(−3) = 1/120
∞∑
k=0
k4 → ζ(−4) = 0
∞∑
k=0
k5 → ζ(−5) = −1/252
· · · .
(A9)
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These results follow from the general formula
ζ(−n) = (−1)n Bn+1
n+ 1
, (A10)
where BN ’s are the Bernoulli’s numbers. It follows, that
all sums involving positive even powers vanish as the cor-
responding Bernoulli’s numbers are zero. Note also, that
the k = 0 term considered so far does not contribute. It
does, however, contribute to the sum
∞∑
k=0
1 = 1 +
∞∑
k=1
1→ 1 + ζ(0) = 1/2. (A11)
Using these results we obtain, up to 6th order:
S(x, dy) = I(x) + c˜1 (dy)
+ c˜2 (dy)
2 + c˜4 (dy)
4 + c˜6 (dy)
6 + . . .
c˜1 =
1
2
xK1(x)
c˜2 =
1
24
K0(x)
c˜4 =
−1
5760x2
K2(x)
c˜6 =
6xK1(x) + (24 + x
2)K2(x)
967680x6
.
(A12)
Note, that the c˜1 term cancels the LLL term in h
B
Q in Eq.
(A4), giving
hBQ(x, dy) =
3
pi2
× (I(x) + c˜2 dy2 + c˜4 dy4 + . . .). (A13)
As discussed in the text, the correction term starts from
dy2 order. In Fig. 11 (left) we show the efficacy of the ap-
proximation scheme. Note, that Eq. (A13) is an asymp-
totic expansion, i.e. the series formally diverges, and has
a zero radius of convergence. Nevertheless, it can still
provide an adequate approximation of the full result us-
ing a few terms. The optimal number of terms to keep
(N∗) can be inferred by study the ratio rN as a function
of N :
rN =
c˜N+2
c˜N
× dy2. (A14)
As the magnitude of the ratio exceeds unity, the accuracy
of the sum up to the Nth term, sN , starts to deteriorate.
Figure 12 shows the ratios rN and the corresponding rel-
ative errors of sN for typical values of (x, dy). The fact
that rN ’s are negative means that the series is alternat-
ing, also evident from Fig. 11 (left). The value of N∗ can
be extracted where the magnitude of rN exceeds unity.
For example, at (x = 2, dy = 10), the series best ap-
proximates the exact result when keeping terms up to
N∗ = 4th order. Including higher order corrections be-
yond N∗ would lead to a worse approximation. This also
explains the failure of the weak field expansion beyond
dy ≈ 12 seen in Fig. 11 (left). Lastly, we note, that
N∗ increases with a heavier quark (large x) or a weaker
magnetic field (small dy). In both cases, the accuracy of
the scheme improves significantly, as shown in Fig. 12
(right).
3. Weak magnetic field, x = 0 case
The weak field expansion for the x = 0 case cannot be
simply obtained from the x → 0 limits of the previous
results (c˜N (x)). For example, c˜2 ∝ K0(x) → −∞ as
x → 0. Nevertheless, both hBQ(x = 0, dy) and S(x =
0, dy) are finite functions of dy. It turns out, that there
exists a hidden nonanalyticity, hindering the expansion
of S(x = 0, dy) in powers of dy.
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To proceed we apply the same Riemann Zeta regular-
ization scheme on S0 = S(x = 0, dy):
S0 ' dy
∞∑
k=0
√
kdyK1(
√
kdy)
= I(x = 0) + (dy)× [
∞∑
k=0
(1)]
+ (dy)2 ×
(−1 + 2(γE − ln 2)
4
)
× [
∞∑
k=0
k]
+ (dy)2 × 1
4
× [
∞∑
k=0
k ln k]
+ (dy)2 ln(dy)× 1
4
× [
∞∑
k=0
k] + · · · .
(A15)
Here, γE ≈ 0.577216 is the Euler’s constant.
The first term works out to be I(0) = 4. For the
correction terms we see two new complications: First,
the existence of terms like (dy)2 ln(dy), which explains
naturally the divergence of c˜2(x → 0). Second, the con-
tribution from terms such as
∞∑
k=0
k ln k. (A16)
These sums can be related to the derivative of ζ(s) via
ζ ′(s) = (−1)
∞∑
k=1
ln k
ks
, (A17)
and for our purpose we need the value
∞∑
k=0
k ln k → −ζ ′(−1) ≈ 0.165421. (A18)
Carry out the scheme up to the 5th order, the expres-
sion of S(x = 0, dy) reads
S(x = 0, dy) ≈ 4 + 1
2
dy
+ (d˜2a + d˜2b ln dy)× (dy)2
+ d3 × (dy)3
+ (d˜4a + d˜4b ln dy)× (dy)4
+ d5 × (dy)5 + . . .
(A19)
where
d˜2a =
1 + 2(ln 2− γE) + 12(−ζ ′(−1))
48
d˜2b = − 1
48
d˜3 =
1
32
(−ζ ′(−2))
d˜4a =
(−ζ(−3))(10 + 6(ln 2− γE)) + 3(−ζ ′(−3))
2304
d˜4b =
3
2304
ζ(−3)
d˜5 =
1
36864
(−ζ ′(−4)).
(A20)
Finally, the Z(3) breaking strength can be obtained via
hBQ(x = 0, dy) =
3
pi2
S(x = 0, dy)− 3
2pi2
dy
≈ 12
pi2
+ (d˜2a + d˜2b ln dy)× (dy)2
+ d3 × (dy)3
+ (d˜4a + d˜4b ln dy)× (dy)4
+ d5 × (dy)5 + . . .
(A21)
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Again, we observe an explicit cancellation of the linear
term, and the correction starts at quadratic order. The
effectiveness of the approximation scheme is shown in
Fig. 11 (right). Although the accuracy improves with
more and more terms, this is of limited use. For large
values of dy, the LLL limit
hLLL(x = 0, dy) =
3
2pi2
dy, (A22)
should be used.
Appendix B: NJL model at T = 0, finite B
In this appendix, we provide further details for the
empirical fit function F0(B) in Eq. (34), which describes
the increase of the chiral condensate with the magnetic
field at T = 0, i.e. magnetic catalysis. A standard NJL
model can capture this phenomenon [4, 5, 58].
The NJL potential [56] at zero temperature, but finite
magnetic field, takes the form: (2-flavor (u, d) system,
with Nc = 3 and 3D cutoff scheme)
UNJL(Mu,Md) = U0 + U1 + UB
U0 =
1
2
(
(Mu −m)2
4G
+
(Md −m)2
4G
)
U1 = −2Nc
∑
f=u,d
∫ Λ d3p
(2pi)3
√
p2 +M2f
UB = − Nc
2pi2
∑
f=u,d
(qfB)
2×
(
ζ ′(−1, xf )− 1
2
(x2f − xf ) lnxf +
x2f
4
)
xf =
M2f
2|qfB| .
(B1)
Here we extend the discussion in the main text to include
(maximal) splittings between the (u, d)-quarks at finite
B [56]. The gap equation ∂∂Mf UNJL = 0 for flavor f can
be cast into the following form:
0 = R (1− m/Λ
y
)− f(y)− b2 1
y
∂g(xf (y))
∂y
f(y) =
√
1 + y2 − y2 sinh−1(1/y)
g(xf ) = ζ
′(−1, xf )− 1
2
(x2f − xf ) lnxf +
x2f
4
xf =
y2
2b
,
(B2)
where y =
Mf
Λ , Gcrit =
pi2
6 , R =
Gcrit.
GΛ2 , and b =
|qfB|
Λ2 .
While there is no known exact analytic solution for
Eq. (B2), numerically solving it is straightforward. With
suitably tuned model parameters: GΛ2 = 2.435, Λ =
0.51507 GeV, it can effectively describe the LQCD re-
sult [16]. The B-dependent chiral condensates, for the
sum and difference of the (u, d)-quarks, normalized to
the vacuum value, is shown in Fig. 13 (left).
We see that the condensate increases with an external
magnetic field: rather slowly at first, and turns linear at
large fields. To understand the latter behavior, we inves-
tigate the solution of Eq. (B2) at large b. We expect y
to grow, and it turns out that xf =
y2
2b is also not small:
xf >= 0.4, justified a posteriori after the numerical so-
lution. Hence, we can take the large argument limit of
the functions
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FIG. 13. Left: the chiral condensate computed in an NJL model for quarks content: average (u+ d)/2 and difference (u− d),
normalized to the vacuum condensate, versus the strength of the external magnetic field. The LQCD results are extracted from
Ref. [16]. The empirical fits are based on Eq. (B7). Right: constituent quark mass function and the asymptotes (B5) and (B6).
f(y) ≈ 2
3y
g(xf ) ≈ 1
12
lnxf ,
(B3)
and the gap equation becomes a quadratic equation
0 ≈ R (1− m/Λ
y
)− 2
3 y
− b2 1
6 y2
(B4)
with solution
y ≈ y˜0 × 1 +
√
1 + α b2
2
y˜0 = m/Λ +
2
3R
α =
2
3R
(m/Λ + 23R )
2
.
(B5)
Hence the increase becomes linear at very large b’s. Note
that the b = 0 limit of Eq. (B5), i.e. y0 → y˜0 = m/Λ+ 23R ,
is a solution to the gap equation (B2) at b = 0 and large
coupling G, i.e. small R.
The small b correction is also easy to understand. In
this case xf =
y2
2b is naturally large, and the approximate
formula (B3) for g(xf ) (but not necessarily for f(y)) re-
mains valid. By expanding y around y0, the latter solves
R (1− m/Λy0 ) = f(y0), we obtain
0 ≈ R (1− m/Λ
y0
)− f(y0)− f ′(y0)∆y − b2 1
6y20
=⇒ y ≈ y0 − 1
6 y20 f
′(y0)
b2.
(B6)
Note that f ′(y0) is negative, and indeed we see that the
initial correction is positive and quadratic in B. These
asymptotes are shown in Fig. 13 (right).
The fit F0(B) described in Eq. (34) is an empirical fit
to this NJL model. Based on the present analysis, we
propose an ansatz of the following form:
〈q¯q〉f (B)− 〈q¯q〉0
〈q¯q〉0 = a1 × (
√
1 + a2 (qfB)2 − 1). (B7)
The model parameters are given by: a1 = 0.257, a2 =
115.5 GeV−4. The efficacy of the fit is clearly displayed
in Fig. 13 (left).
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