Abstract. In this paper, we propose a family of time-stepping schemes for approximating general nonlinear Schrödinger equations. The proposed schemes all satisfy both mass conservation and energy conservation. Truncation and dispersion error analyses are provided for each proposed scheme. Efficient fixed-point iterative solvers are also constructed to solve the resulting nonlinear discrete problems. As a byproduct, an efficient one-step implementation of the BDF schemes is obtained as well. Extensive numerical experiments are presented to demonstrate the convergence and the capability of capturing the blow-up phenomenon of the proposed schemes.
1 Introduction. We consider the following initial-boundary value problem for the nonlinear Schrödinger (NLS) equation:
) is a bounded domain, λ = ±1, T > 0 and i = √ −1 stands for the imaginary unit. u = u(x, t) : D T → C is a complex-valued function. f : R + → R + is a given real-valued function, which could be different in different applications, e.g., see [13, 14] and the references therein. The best known f is f (s) = s, which leads to the well-known nonlinear Schrödinger equation with cubic nonlinearity.
The Schrödinger equation above describes many physical phenomena in optics, mechanics, and plasma physics. Mathematically, the NLS equation is a prototypical dispersive wave equation, its solutions exhibit some intriguing properties such as energy conservation, soliton wave, and possible blow-ups [3, 18] . In particular, the equation preserves both the mass and the Hamiltonian energy, that is, the following quantities are constants in time: Here the dependence of u on x variable is suppressed for notational brevity. The case with positive λ is called defocusing and with negative λ is called focusing which allows for bright soliton solutions as well as breather solutions.
Dispersion and nonlinearity can interact to produce permanent and localized wave forms in nonlinear dispersive wave equations such as the Korteweg-de Vries (KdV) equation [6, 12, 21] and the cubic Schrödinger equation [4, 22] . A distinct feature of these equations is the infinite many conservation laws (conserved integrals as invariants), allowing for soliton solutions which emerge from collision unchanged over time. The quality of the numerical approximation hence hinges on how well the conserved integrals can be preserved at the discrete level. Numerical methods without this property may result in substantial phase and shape errors after long time integration. Indeed for some wave equations the invariant preserving high order numerical methods have been shown more accurate than non-conservative methods after long-time numerical integration, see e.g., [2, 9] .
For the nonlinear Schrödinger equation considered in this paper, a natural question is whether it is possible to design numerical schemes which conserve the mass and energy simultaneously. A lot of effort has been made to preserve the mass by high order spatial discretization such as spectral methods [1] , and discontinuous Galerkin methods [10] . A modified numerical energy may also be preserved by the corresponding spatial discretization, see, e.g., [8] . However, since those methods are based on a time-splitting technique, they are only mass-conserved. The objective of this work is to develop and analyze a family of mass-and energy-conserved time-stepping schemes for approximating the cubic and general nonlinear Schrödinger equations.
This paper is organized as follows. In Section 2 we present a general framework involving two sequences of time-stepping schemes, which is shown to preserve both mass and energy for arbitrary time-step sizes, for the cubic nonlinear Schrödinger equation. In Section 3 we present many specific examples of mass-and energy-conserved time stepping schemes which fit into the general framework, and derive the truncation errors for all these schemes. In Section 4 we present an efficient iterative algorithm to solve the resulting nonlinear equations. In Section 5 we extend the framework and examples to the general Schrödinger equations with arbitrary nonlinearity. In Section 6 we present a dispersion error analysis and derive the convergence rates for the dispersion errors. In Section 7 we present numerical experiments to validate the theoretical results and to gauge the performance of the proposed schemes, especially the sharpness of the convergence rates. In Section 8 we present additional numerical experiments to demonstrate the capability of the proposed numerical schemes for resolving the blow-up phenomenon. The paper is completed with some concluding remarks and comments given in Section 9.
2 Semi-discretization in time: a general framework. In this section we propose a family of energy-conserved time-stepping schemes for approximating the cubic nonlinear Schrödinger equation.
Let τ > 0 and t = t n = nτ for n = 0, 1, 2, · · · , N be a uniform mesh for [0, T ]. Let k be a positive integer. We propose the following general k-step time-stepping scheme for problem (1.1)-(1.3): Seeking {R n , u n } for n = k, k + 1, · · · , N such that
where we use notation
Note that from (2.2) we see that R n is a linear combination of u n , u n−1 , · · · , u n−k+1
given as follows:
We also remark that the above scheme produces two sequences, namely {R n } and {u n }. The first sequence can be regarded as the auxiliary quantities which are generated by solving nonlinear equation (2.1), while the second sequence are obtained as linear combinations of the first one.
To prove a key mass-and energy-conservation property of scheme (2.1)-(2.2), we define the following discrete mass and energy
We start with establishing the following conservation results for the solution of scheme (2.1) and scheme (2.2).
Theorem 2.1. The solution to scheme (2.1) and (2.2) satisfies M n = M 0 and H n = H 0 for all n ≥ 1. Proof. We multiply equation (2.1) byR n+1/2 , integrate it over D and use the integration by parts to get,
Taking the imaginary part of the resulting equation to get 1 2τ
To show the second conservation property, we multiply (2.1) by d tR n+1 , integrate the equation over D and use the integration by parts to get
Taking the real part on the equation and applying identity (|a|
The proof is completed.
3 Specific schemes and their truncation error analysis. In this section we propose a number of specific schemes by defining R n in terms of u n , u n−1 , · · · , u n−k+1 . In other words, we shall specify the choice of parameters {β j } k−1 j=0 for each scheme. 3.1 A modified Crank-Nicolson scheme (k = 1). By setting R n = u n , the modified Crank-Nicolson scheme is defined as
The first lemma establishes the local truncation error (LTE) for the modified Crank-Nicolson scheme.
Lemma 3.1. The local truncation error of the modified Crank-Nicolson scheme
Proof. The local truncation error of the modified Crank-Nicolson scheme (3.1) is defined by
where u(t) is the true solution of the nonlinear Schrödinger equation as follows:
Here and below the dependence of u on x variable is suppressed for notational brevity.
By using a Taylor series expansion of u(t n+1 ) and u(t n ) about u(t n+1/2 ), the accurate order of derivative term A 1 and Laplace term A 2 are O(τ 2 ).
Note that
which leads to
Recall the definition of the true solution u(t) and using (3.4)-(3.6) in (3.2) gives
Thus the above Crank-Nicolson scheme is second order accurate.
The Leapfrog scheme
, which inserted into (2.1)) leads to the leapfrog scheme:
The second lemma establishes the local truncation error for the Leapfrog scheme. Lemma 3.2. The local truncation error of Leapfrog
Proof. The local truncation error of the leapfrog scheme (3.8) is defined by
We formally apply the Taylor series expansions of u(t n+1 ) and u(t n−1 ) about u(t n ) for B 1 to get
Applying the Taylor series expansions of u(t n+1 ) and u(t n−1 ) about u(t n ) again for B 2 , we have
By using the following facts for B 3
the order of nonlinear term can be estimated as
Combing (3.10)-(3.14) together in (3.9) leads to
Thus, Leapfrog scheme is second order accurate.
Modified BDF schemes (k = s).
Let s > 1. We recall that the s-step BDF scheme approximates the time derivative u t (t n+1 ) as follows:
where α s,j are given in Table 3 .1. Our idea is to rewrite the above BDF expression as a first order backward difference, that is,
which turns out is possible. Somehow this simple reformulation has not been seen in the literature before.
In order to determine the coefficients β s,j , we solve them using the following identity:
This holds true for all u j as long as the following matrix form is satisfied
It is easy to check that
Thus our modified BDF schemes are defined as
where
and β s,j are given in the following table (note that since BDF methods with s > 6 are not zero-stable, so we only present s-step BDF with s ≤ 6 here). Lemma 3.3. The local truncation error of the modified BDF schemes (3.21)
Proof. Set R(t n ) := s−1 j=0 β s,j u(t n−j ) as a linear combination of exact solution values, then the local truncation error of the modified BDF schemes (3.21) is defined by
Recall the approximation of the derivative yields
Using the Taylor series expansion of u(t n+1−j ) about u(t n ) we have
which implies
where we have used the facts that
β s,j = 1 and
For the nonlinear term, we have the following estimates:
where we use 
Similar to the estimates in (3.24), we have R(t n+1 ) + R(t n ) = 2u(t n+1 ) + O(τ 2 ) and
Combining (3.23) and (3.28) in (3.22), we obtain
Thus the modified BDF schemes are second order accurate.
Remark 1. As a by-product, the above construction also gives a (one-step) backward Euler reformulation for BDF schemes. Recall that the s-stage BDF scheme for
then we can rewrite the BDF scheme as
Hence, each BDF scheme can be implemented as a one-step backward Euler scheme as (3.30) shows.
3.4 A four-step symmetric scheme (k = 4). To define this scheme, we set 
For the Laplace term, we obtain
Thus, the scheme is second order accurate.
4 An efficient fixed-point nonlinear solver. To solve the nonlinear equation (2.1), we adapt the fixed-point iterative algorithm of [10] to the job. The proposed algorithm is defined below.
Algorithm 1
Step 1: Given u l for l = 0, 1, ..., n − k + 1, set
Step 2: Update R n+1 as follows: define {w l } L l=0 iteratively by solving
Step 3: Update u n+1 from R n+1 by (2.2), that is,
We note that any spatial discretization method, such as finite element, spectral and discontinuous Galerkin methods, can be employed in combination with the above algorithm to solve the nonlinear Schrödinegr equation (cf. [10] ).
Extensions to Schrödinger equations with arbitrary nonlinearity.
We consider the following initial-boundary value problem for the general nonlinear Schrödinger equation :
We extend scheme (2.1)-(2.2) as follows for problem (5.1)-(5.3): Seeking {R n , u n } for n = k, k + 1, · · · , N such that
where G(a, b) is the following two variable function:
Again, from (5.5) we have
we have the following mass-and energy-conservation property of scheme (5. 
Algorithm 2
Step 3: Update u n+1 from R n+1 by (5.5), that is,
(5.10)
Again, we remark that any spatial discretization method, such as finite element, spectral and discontinuous Galerkin methods, can be employed in combination with the above algorithm to solve the nonlinear Schrödinegr equation.
6 Dispersion error analysis. In this section, we analyze the difference between the exact and numerical dispersion relations for the nonlinear Schrödinger equation and investigate ways to reduce the dispersive error generated by our mass-and energy-conserved time-stepping schemes (2.1)-(2.2). To minimize the numerical phase error while solving the Schrödinger equation, the idea of preserving dispersion relation equation (DRE), which was proposed earlier in the area of computational aeroacoustics by Tam and Webb [17] , is adopted. We refer the reader to [11] for a discussion of other structure-preserving algorithms for solving ordinary differential equations.
Consider the cubic nonlinear Schrödinger equation,
Substituting the plane wave solution u = exp(i(kx − ωt)) into equation (6.1), the relation between the angular frequency ω and the wave number k is given by [15] 
To derive the numerical dispersion relation equation for scheme (2.1)-(2.2), the discrete plane wave solution of the form u n = e i(kx−ωn∆t) is utilized, whereω is the numerical angular frequency.
Lemma 6.1. The numerical dispersion relation of the Crank-Nickson scheme for the cubic nonlinear Schrödinger equation (6.1) is given bỹ
Proof. Substituting u n = e i(kx−ωn∆t) into the discrete Crank-Nicolson scheme (3.1) we get
Multiplying the both sides of (6.4) by e iω∆t/2 to obtain
By using the identities e ix − e −ix = 2i sin x and e ix + e −ix = 2 cos x, it follows from (6.5) that
Hence, (6.3) holds. The proof is complete. To analyze the difference between the exact and numerical dispersions for nonlinear Schrödinger equations, we define the following dispersion error ω error := |ω −ω| ω . (6.6) Table 6 .1 shows the computed dispersion errors and the convergence order for the modified Crank-Nicolson scheme. The numerical results indicate that this scheme has a second order dispersion error. Proof. Setting u n = e i(kx−ωn∆t) and using the identities e ix + e −ix = 2 cos x and cos 2θ = 2 cos 2 θ − 1 in
Substituting u n = e i(kx−ωn∆t) into Leapfrog scheme (3.8) and using (6.8), we get the following equality:
Using the identities e ix − e −ix = 2i sin x, e ix + e −ix = 2 cos x, sin 2θ = 2 sin θ cos θ, and cos 2θ = 2 cos 2 θ − 1 in (6.9), we then obtain the following numerical dispersion relation equation of the Leapfrog scheme for the cubic nonlinear Schrödinger equation:
Hence, (6.7) holds. The proof is complete. Table 6 .2 shows the computed dispersion errors and convergence rates for the Leapfrog scheme. The numerical results indicate that Leapfrog scheme also has a second order dispersion error. where H(ω, ∆t) is given in Table 6 .3 below. Table 6 .3 H(ω, ∆t) of the numerical dispersion relation equations of the modified BDF schemes.
M-BDFs
H(ω, ∆t) M-BDF2 Proof. We only present the proofs of the numerical dispersion relation equations for the modified BDF2 and BDF3 schemes because the proofs for the remaining ones are similar.
We first consider the modified BDF2 scheme. Setting u n = e i(kx−ωn∆t) and using the identities e ix + e −ix = 2 cos x and cos 2θ = 2 cos 2 θ − 1 in A similar calculation applies to 1 2 3u n+1 − u n 2 . Substituting u n = e i(kx−ωn∆t) into the modified BDF2 scheme (3.21) and using (6.11) yield i ∆t Using the identities e ix − e −ix = 2i sin x and e ix + e −ix = 2 cos x in (6.13), we get
(6.14)
= k 2 + λH 1 (ω, ∆t) cos(ω∆t/2)(3e −iω∆t/2 − e iω∆t/2 ).
Since 3e −iω∆t/2 − e iω∆t/2 = 0 in (6.14), the numerical dispersion relation of the modified BDF2 scheme can be written as
The desired equation (6.10) holds by letting H(ω, ∆t) = H 1 (ω, ∆t). Next, we consider the modified BDF3 scheme. Using the identities e ix + e −ix = 2 cos x and cos 2θ = 2 cos 2 θ − 1 we get 11u n − 7u n−1 + 2u Table 6 .4 shows the computed dispersion errors and convergence rates for the modified BDF schemes. The numerical results indicate that these modified BDF schemes have a second order dispersion error.
7 Numerical experiments: validating the convergence rates. In this section, we present several 1D numerical tests to illustrate our theoretical results, in particular, to verify the rates of convergence of the proposed time-stepping schemes. Our computations are done using the software package FEniCS and the linear finite element method is employed for the spatial discretization in all our numerical tests.
We consider the cubic nonlinear Schrödinger equation (i.e., f (s) = s, λ = 2)
with periodic boundary conditions [16, 20] , where initial data u 0 = sech(x) exp(2ix) is chosen so that the exact solution is given by [7] u(x, t) = sech(x − 4t) exp(i (2x − 3t) ). (7.3) We solve problem (7.1)-(7.2) by a few selected schemes from the family of the time-stepping schemes proposed in Section 3. In Theorem 2.1, we proved the massand energy-conservation properties of scheme (2.1)-(2.2) without any restrictions on h and ∆t. To show the conservation properties of problem (7.1)-(7.2), uniform spatial and temporal meshes are used with h = 2 −5 and ∆t = 2 −6 and the discrete mass and energy are defined in (2.5).
The evolution of the L 2 -norm of R n and u n for one trajectory of the modified Crank-Nicolson scheme and Leapfrog scheme are shown in Figure 7 .1. For the CrankNicolson scheme, we also show in Figure 7 .1(a) that the evolution of the L 2 -norm is exactly conserved although at each time step, the nonlinear equation is not exactly solved. Meanwhile, the energy is also exactly conserved as shown in Figure 7 .1(b).
It should be noted that Leapfrog scheme is a multi-step method, it requires two starting values, which are usually generated by a one-step method. In order to choose a suitable starting one-step scheme, we present computational results using different starting values generated by the exact solution and the Crank-Nicolson scheme. The computed evolution of L 2 -norm and the energy of Leapfrog scheme are shown in Figure 7 .1(c) and Figure 7 .1(d), from which we observe that the evolution has a large oscillation at the early stage, and gradually becomes stable.
The evolution of the L 2 -norm for one trajectory of the modified BDF schemes are show in Figure 7 .1(e),(g) and Figure 7 .2(a), (c),(e). As expected, all of them gradually become stable and are exactly conserved. The differences of these oscillations (the zoom-in graphics at the beginning stage of the evolution) are obtained in Figure 7 .2(g). We observe that all modified BDF schemes start with some oscillations and the amplitudes of the oscillations quickly diminish with time. In addition, similar phenomenon for the energy are also seen in The accuracy of a proposed method is examined numerically by comparing the solution obtained on a sequence of coarse (time) meshes with the exact solution given in (7.3). The computed errors and rates of the Crank-Nicolson scheme are shown in Table 7 .1. We observe that the L 2 -norm errors decrease by a factor 2 when the step-size ∆t is halved. Hence, a second order convergence rate is verified. Recall that Leapfrog scheme is a multi-step numerical method. In order to choose a suitable starting (one-step) scheme, we present some convergence results using difference starting values generated by the exact solution and by the Crank-Nickson scheme in Table 7 .2. It is clear to see that the L 2 -norm error rate is 2, which confirms our theoretical result.
We run the same tests for the proposed modified BDF schemes, the computed results are shown in Table 7 .3, we again observe that the L 2 -norm error rate is 2. We conclude this section by presenting a convergence and performance comparison of Leapfrog scheme and the modified BDF schemes in Figure 7 .3.
8 Numerical experiments: resolving the blow-up phenomenon. Our aim in this section is to present a numerical study of the blow-up phenomenon for the quintic nonlinear Schrödinger equation, which is known to be very delicate to simulate in order to have an accurate understanding of this behavior. Existing numerical results have shown that starting with an initial condition of a given amplitude, one can claim that the solution has a singularity as soon as its amplitude becomes three (or more) times bigger than the initial amplitude [5] .
We consider the following quintic nonlinear Schrödinger equation:
with periodic boundary conditions [10] . The initial condition is chosen as u 0 = 1.6e −x 2 . Since the initial energy is negative, it is known that the a blow-up in the solution must occur in finite time [5] .
Comparison of L
∞ -norm profiles of the computed solutions by different schemes. In this subsection, we want to test whether all or which of our proposed time-stepping schemes will be able to capture the blow-up phenomenon. In order to study whether the blow-up phenomenon will affect the mass-and energy-conservation results of Theorem 2.1, we present the time evolution of the mass and energy of R n in Figure 8 .2(a)-8.2(b). As expected, the mass of R n is exactly conserved and the energy is also conserved before and after the blow-up time, in spite of a sharply increase in energy at the blow-up time. The similar behaviors of u n are observed from Figure 8 .2(c)-8.2(d).
∞ -norm profiles obtained using different time-step sizes. To better understand the sensitivity of the blow-up simulations to the timestep size, we analyze the capability of different schemes for capturing the blow-up phenomenon and provide three criteria for the blow-up time in this subsection.
The comparison of L ∞ -norm profiles obtained by different time-step sizes for the proposed time-stepping schemes are shown in Figure 8 .3. We observe similar behavior for most schemes. Different simulation results for Leapfrog scheme are shown in Figure 8.3(b) and for the linearized scheme of [19] in Figure 8 .3(h), although small enough time-step sizes are used. As already mentioned earlier, our numerical tests show that the Crank-Nickson scheme (see Figure 8.3(a) ) and the modified BDF schemes (see Figure 8 .3(c)-(g)) are capable of capturing the blow-up phenomenon. These results also consist with our previous results.
In order to provide some criterion for identifying the blow-up time, we first propose three different criteria and then to present a comparison of them on different schemes in Table 8 .1. The first criterion is to identify t max corresponding to the time at which u n L ∞ takes its maximum as shown in Figure 8 .4(a), where u max represents the maximum value. One difficulty with this criterion is that we may get different t max with different schemes. To be specific, the modified lower order BDF schemes (i.e., M-BDF2, M-BDF3 and M-BDF4) identify the same earliest t max , while the modified higher order BDF schemes (i.e., M-BDF5 and M-BDF6) capture the same latest t max . In addition, the t max found by the Crank-Nickson scheme is in the middle of the above two values, so it is inconclusive that which t max is the most accurate. However, it should be noted that the Crank-Nickson scheme is a preferable scheme for capturing the blow-up phenomenon because it finds the largest u max L ∞ as shown in Table 8 .1.
The other two criteria identify are t n 1 and t n 2 in Figure 8 .4(b), where t n 1 represents the time point at which the energy of R n is the smallest and t n 2 denotes the time point at which the energy of R n has the maximum increase. From Table 8 .1 we observe that all time-stepping schemes identify the same blow-up time using these two criteria, which shows the robustness of both criteria. 9 Conclusion. In this paper we present a family of mass-and energy-conserved time-stepping schemes for general nonlinear Schrödinger equations. This includes the modified Crank-Nicolson scheme, the Leapfrog scheme, the modified BDF schemes, and a four-step symmetric scheme. We have shown that the proposed schemes have second-order convergence while preserving both mass and energy in the discrete setting without any mesh constraint. We also derive the dispersion relation equation for each of the proposed schemes and numerically show the convergence orders for the numerical dispersions. Extensive numerical experiments have been presented to illustrate the performance of the proposed schemes and to validate the theoretical results of the paper. Additional numerical experiments have also be provided to test the capability of the proposed schemes for capturing the blow-up phenomenon of the quintic nonlinear Schrödinger equation. Various criteria are proposed for identifying the blow-up time and their effectiveness is also extensively examined. It is a bit disappointing that all proposed time-stepping schemes of this paper only have second order accuracy and second order truncation errors. A very interesting question is whether it is possible to improve these schemes into higher order schemes while still conserving both mass and (a modified) energy. Another challenging question is whether it is possible to construct mass-and energy-conserved linear schemes (that is, only a linear problem needs to be solved at each time step). These open questions are worthy of further investigation and will be addressed in a further work. 
(g) (h) Fig. 8.3 . The comparison of L ∞ -norm profiles obtained by different ∆t, h = 0.01, where we also include the linearized scheme of [19] . Table 8 .1.
