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ABSTRACT Protein structure prediction encompasses two major challenges: 1), the generation of a large ensemble of high
resolution structures for a given amino-acid sequence; and 2), the identiﬁcation of the structure closest to the native structure
for a blind prediction. In this article, we address the second challenge, by proposing what is, to our knowledge, a novel iterative
traveling-salesman problem-based clustering method to identify the structures of a protein, in a given ensemble, which are
closest to the native structure. The method consists of an iterative procedure, which aims at eliminating clusters of structures
at each iteration, which are unlikely to be of similar fold to the native, based on a statistical analysis of cluster density and average
spherical radius. The method, denoted as ICON, has been tested on four data sets: 1), 1400 proteins with high resolution decoys;
2), medium-to-low resolution decoys from Decoys ‘R’ Us; 3), medium-to-low resolution decoys from the ﬁrst-principles approach,
ASTRO-FOLD; and 4), selected targets from CASP8. The extensive tests demonstrate that ICON can identify high-quality struc-
tures in each ensemble, regardless of the resolution of conformers. In a total of 1454 proteins, with an average of 1051
conformers per protein, the conformers selected by ICON are, on an average, in the top 3.5% of the conformers in the ensemble.INTRODUCTION
The Protein Structure Prediction problem is one of the most
challenging problems in molecular and systems biology. The
main aim is to predict the final three-dimensional structure of
a protein, given only its amino-acid sequence. To address
this problem, various methods encompassing a wide array
of techniques are used. Protein structure prediction methods
are broadly classified as homology-based methods, fold
recognition techniques, and first-principles based methods.
Recent detailed overviews of these methods are available
elsewhere (1–3).
A number of techniques, spanning a wide variety of fields,
have been used for the identification of near native folds.
These can be broadly classified as force-field based techniques
and clustering techniques. Force-field based techniques aim
at capturing the energetic interactions that occur in proteins
either through physics-based energy functions, or through
knowledge-based potentials. CHARMM (4), AMBER (5),
ECEPP (6), ECEPP/3 (7), UNRES (8), and ECEPP-05 (9)
are examples of some physics-based potentials. A significant
amount of research has been dedicated toward optimizing the
weight parameters of the physics-based force fields, in order to
increase the correlation between the potential energy of the
protein and the nearness to the native fold (10,11). Knowl-
edge-based force fields are usually calculated using two
different approaches. One approach uses the Boltzmann equa-
tion, which is based on the idea that lower energy states are
more frequently observed. The second approach is based on
parameter estimation, which aims to represent the amino acids
of a protein either as a single atom, or as a group of atoms.
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specific atom pairs or on the identity of amino acids, which
are trained to ensure that the native structure has an energy
value much lower than the decoy structures. Distance-based
force fields, based on Ca-Ca, Centroid-Centroid (12–16), or
all-atoms (17,18), have been shown to be successful in identi-
fying the native structure from a large ensemble of near-native
structures.
A second approach to the identification of near-native
folds is clustering. Problems of data clustering and organiza-
tion are pervasive over a number of disciplines. The most
common approaches can be classified as either hierarchical
(19) or partitioning (20) clustering. A number of other frame-
works for clustering have also been proposed, including
model-based clustering (21), neural networks (22), simulated
annealing (23), genetic algorithms (24), and data classifica-
tion (25). Most algorithms use heuristics for their searching
procedures, which may result in suboptimal clustering
because of analysis of only local comparisons. Recent works
have presented a novel clustering approach based on global
optimum search (26), which includes a procedure to deter-
mine the optimal number of clusters to be used (27–29).
Clustering methods have been previously also used as a
part of loop structure prediction algorithms (30), where the
aim is to eliminate loop structures, which are unlikely to
be close to the native structure in an iterative manner.
The field of rearrangement clustering has emerged as a very
effective technique for optimallyminimizing the dissimilarity
metric between the data points in large distance matrices.
Recently, a rigorous global optimizationmethod for bicluster-
ing biological data was introduced (31). This method, de-
noted as Optimal RE-Ordering of rows and columns
(OREO), is based on optimal reordering of the rows and
columns of a data matrix to globally minimize the
doi: 10.1016/j.bpj.2009.06.046
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tions of rows and columns as either a network flow problem
or the traveling salesman problem (TSP) (32). Highly favor-
able results were presented when the method was tested on
several sets of biological and image reconstruction data.
A number of methods have been proposed, which cluster
the decoys of a protein based on some mutual distance
metric, and then aim to find the structure that has the highest
number of similar structures. Shortle et al. (33) proposed
a pairwise root mean-square deviation (RMSD)-based clus-
tering method to this effect. The authors presented a scoring
function to rank the quality of the decoys. This scoring func-
tion aims to predict the probability that the given sequence
would fold into the decoy structure. The prior probability
of the structure is derived from excluded volume and
packing terms. The likelihood term in the Bayesian expres-
sion is derived from hydrophobic and pairwise interactions
such as salt bridges and disulfide bonds. Based on such an
elimination criterion, the method reduces the working
ensemble to the 1000 best scoring structures. Based on a
(1000  1000) pairwise RMSD matrix, the structure with
the most neighboring structures is selected. SPICKER (34),
a state-of-the-art simple and efficient method to identify
near-native folds, also follows a similar idea. This method
takes into consideration the fact that depending on whether
it is a new fold, or an existing one, most structure prediction
techniques are likely to produce a wide or narrow ensemble
of structures, respectively. Hence, SPICKER modifies the
radius of cutoff for the definition of a cluster. The top five
clusters in terms of size are selected, and the cluster centroids
and medoids are suggested as the structures closest to the
native.
The idea of dihedral-angle based clustering of protein
structures has also been investigated by researchers. Dihedral
angles provide a good representation of the protein structure
itself, since in the dihedral angle space; we can assume two
degrees of freedom for each amino acid. Circular clustering
is the most effective way of handling dihedral angles (35).
The idea of circular clustering is to identify the fact that
for a dihedral angle, þ180 and –180 are the same. Hence,
objective functions defining the dissimilarity metric should
reflect this property.
A potential source of error in structure prediction algo-
rithms comes from the misprediction of the topology of the
target protein. This is especially a problem for structure
prediction using homology-based algorithms, which rely
on sequence and structural homologs found by metaservers.
In such cases, any clustering method that uses the predicted
structural ensemble as the starting point, without any prior
knowledge of the native structure, is likely to concentrate,
and hence predict, an incorrect decoy structure as the one
most likely to be near-native. Situations such as these are
especially detrimental to iterative algorithms, as they rely
on the assumption that the previous stages of the algorithm
would have initiated the search technique in the correct setof directions. For an incorrect topology-based ensemble,
the concept of correct set of directions fails to hold signifi-
cant meaning, and can hence end up driving the algorithm
toward a poor prediction.
In this article, we present an Iterative Clustering approach
for Optimal selection of Near-native structures (ICON). We
use the idea of rigorous global rearrangement clustering as
presented by DiMaggio et al. (31) to cluster ensembles of
protein structures in a blind case manner, that is, without
the knowledge of the native structure. We introduce an
objective function that reflects the dihedral angle properties.
Furthermore, we use a combination of statistical and analyt-
ical techniques to eliminate structures that are unlikely to
be close to the native structure. This is presented as an iter-
ative framework, and appropriate termination criteria are
introduced. The main thesis behind ICON is that if two
conformers of a protein are very similar to the native struc-
ture, they are likely to be similar to each other as well.
However, if two protein structures are very dissimilar to
the native structure, it is not necessary that they would be
similar to each other. We implement this thesis by elimi-
nating clusters of protein structures that are very dissimilar
to each other. The algorithm and its implementation are pre-
sented in detail in the following sections. The method has
been tested on an extensive data set of 1400 proteins contain-
ing high resolution decoys. The proteins in this data set have
a pairwise sequence similarity of <35%. It has further been
tested on a number of medium-to-low resolution conformer
sets. The first data set in the medium resolution data set
involves structures from the Decoys ‘R’ Us dataset (36).
The second dataset in this regime is generated from the
first-principles protein folding framework ASTRO-FOLD
(37). Finally, the method has been tested on select targets
of the recently concluded CASP8 experiment.
METHODS
In this section, we introduce the novel iterative clustering method, ICON. A
flow diagram for the algorithm is shown later in Fig. 1.
At each stage, all the dihedral angles of all the conformers of the protein in
the working set are put into the evaluation matrix M(i, j), where i represents
the row number of the conformer, and j represents the particular dihedral
FIGURE 1 Flow sheet representing the ICON algorithm.Biophysical Journal 97(6) 1728–1736
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end up with a matrix of dimensions N*K, where N is the number of
conformers in the working set at this stage, and K ¼ 2*(Np – 2), where
Np is the length of the protein. Based on this cost matrix, we implement
the traveling salesman problem (TSP) formulation of the novel biclustering
method OREO (31), which is described below in brief.
TSP implementation of the OREO approach
The aim in this section is to provide a detailed description of the variables
and the objective function of the TSP model, which provides the optimal
rearrangement of the rows of the cost matrix M(i, j). The index pair (i, j)
represents the particular row i and the particular column j of the cost matrix,
whose individual element shall be denoted by mi, j. Two rows i and i
0 are
identified as adjacent rows in the final arrangement of the matrix, where
row i0 lies immediately below row i. This would mean that in the final
arrangement, a binary variable yi, i0 can be defined as
y
i;i
0 ¼ 1 : if row i
0
immediately precedes row i
0 : otherwise
:

(1)
To finally place a particular row next to another one, the objective function is
to minimize the dissimilarity between the two rows. A number of metrics of
similarity can be used to define the objective function. The most commonly
used objective functions are symmetric in nature (31). However, for specific
data sets, the objective function can be tailored according to the nature of the
problem. For example, if it is known, a priori, that the neighboring rows of
the final matrix would be such that for one row, the trend is monotonic, then
the objective function can be forced to penalize only those cases when this
trend is violated.
For our problem here, we introduce the objective function
Objective ¼
X
i
X
i
0
y
i;i
0f

mi;j;mi0 ;j

; (2)
where f(mi, j, mi0 , j) is given by
f

mi;j;mi0 ;j
 ¼ X
j
min

mi;j  mi0 ;j; 360 ðmi;j  mi0 ;jÞ
2
:
(3)
The objective function should reflect the circular nature of the dihedral
angles. In particular, a squared difference potential cannot be used, because
it would ensure that a dihedral angle of þ180 and –180 are furthest away
from each other, when, in fact, they are identical. Hence, the objective func-
tion in Eq. 2 selects between the minimum of the difference in dihedral
angles and their difference from 360. This way, if the difference between
the dihedral angles is >180, the value chosen in the objective function is
the correct one.
The traveling salesman problem (TSP) (32) is one of themost studied prob-
lems in combinatorial optimization. The main objective is to visit a list of
N cities and return to the starting city via the lowest cost route. In the TSP
formulation, each row of our cost matrix represents a node (or a city). If an
edge connects two such nodes, then the two rows (i.e., the two conformers
of the protein) are placed next to each other in the final arrangement. There-
fore, the objective of the TSP can be reformulated as visiting each conformer
of the working set exactly once via these edges, while incurring the minimum
cost, and to return to thefirst conformer. The cost of traveling fromone node to
the next is the objective function as expressed above.
Since the problem definition requires a circular tour that starts and ends at
the same conformer, we introduce a dummy conformer to connect the first
and the last structures. The cost of traveling from this dummy conformer
to the top one is zero. The TSP formulation of this problem can be expressed
mathematically, using a series of constraints to ensure that each row has
exactly one neighbor above and below it. It is represented asBiophysical Journal 97(6) 1728–1736min
X
i;i
0
ci;i0  yi;i0 ; (4)
X
i
0
yi;i0 ¼ 1 ci; (5)
X
i
yi;i0 ¼ 1 ci
0
: (6)
Here ci, i0 represents the cost of creating a final ordered list such that rows
i and i0 are placed adjacent to each other. For ICON, the cost function,
and hence the objective function, is given as in Eq. 2. It should be noted
that cyclic tours satisfy the constraints above. Hence, additional constraints
are implemented to eliminate these subtours. Such constraints are very effi-
ciently incorporated into TSP solvers such as Concorde, via cutting plane
methods.
Cluster boundary deﬁnition and analysis
Once the final order of rows is determined, we have a path from the first
conformer of the final matrix to the last one.
An important step in the methodology is determining the number of
clusters for a given reordering. After optimally reordering a set of features,
the clusters are determined in a hierarchical manner. Let us define the final
ordering to range over the index i ¼ 1,.,jIj. First, the pairwise distances,
d(i, i þ 1) ci < jIj, between all neighboring elements in the final ordering
are computed and stored on a sorted list, which we will define as SL,
from lowest to highest. The most similar pair of elements (i.e., {(i, i þ 1):
d(i, i þ 1)% d(i0, i0 þ 1) c(i, i0 s i)}) is merged to form the first cluster,
ci, iþ1, and the distances d(i – 1, i), d(i, iþ 1), and d(iþ 1, iþ 2) are removed
from SL. The distances between this new cluster, ci, iþ1, and the elements
immediately below and above it in the final ordering are then computed
and these distances are added to the sorted list (i.e., d(i – 1, ci, iþ1) and
d(ci, iþ1, i þ 2) are computed and added to SL). One should note that the
distance between an element and a cluster, d(i, c), is based upon the average
distance of the element i to all members of the cluster c. The merging of two
elements, an element and a cluster, or two clusters decrements the size of SL
by one, and this process is repeated until SL reaches some specified value.
The minimum distance found in SL is generally an increasing function of
jIj – jSLj. When initially creating new clusters, the most similar elements in
the final ordering are merged and the corresponding minimum distance
found in SL, say dmin, would increase slowly as the number of elements in
SL decreases. After all the most similar elements have been properly grouped
into clusters, we inevitably encounter the situation where only dissimilar
clusters and/or elements are candidates for forming a new cluster, which
should result in a noticeable increase in dmin. Thus, if we can confidently
determine where this distance begins to change substantially, we can quan-
tify when to terminate the merging of clusters.
Conceptually, this amounts to finding the ‘‘knee’’ in curve of dmin as
a function of jSLj. To illustrate, consider the black circles in Fig. S5.1 in
the Supporting Material, which represents the values of dmin as jSLj
decreases. It is easy to geometrically approximate where the knee in this
plot occurs. As shown by the dashed green and blue lines in the figure,
this curve can be represented by two distinct linear segments, and where
these two segments intersect identifies the knee in the curve. This amounts
to solving two separate linear regression problems, where the slope and
intercept of each line segment, say line 1 and line 2, is a function of the
points used to fit that line segment. Therefore, we need a robust way of deter-
mining which points belong to which line segment. Previous attempts (38)
employed a complete enumeration approach for assigning points to the
two line segments, and the assignment resulting in the minimum weighted
RMSD was selected. In this section, we present an efficient and automated
strategy for assigning the points to the two line segments and determining
the knee in the distance curve as a function of the number of clusters.
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value (e.g., the points on the right in the figure) and fitting a line segment
through these points by solving a least-squares regression problem (note
that this corresponds to line segment 1). We then compute the vertical
distances from all the points to this line segment and examine the corre-
sponding distribution of these distances. The resulting distances assume
a bimodal distribution, with a large, narrow distribution shouldering zero
that corresponds to the points that are close to this line segment (which
we will denote as class 1, since they belong to line segment 1), and a smaller,
broad distribution extending to larger distances (which we will denote as
class 2, as they belong to the second line segment). The average, variance,
and mixture proportions of these two distributions can be computed by
solving a mixture model, where here we assume that these distances approx-
imately follow Gaussian distributions. To solve this Gaussian mixture
model, we use the method of expectation maximization to maximize the
log-likelihood function (39) that each of the points belongs to the first line
segment (by default, the remaining points will belong to the other line
segment). This provides us with the posterior probability distribution of
the points belonging to either line segment, and we refit the line segment
using those points that have a posterior probability >0.5 for belonging to
class 1. This procedure is iterated until the slope of this line segment
converges to some value.
We also implement convergence strategies to avoid singularities and
pathological behavior (39). For instance, from a statistical point of view,
the standard deviation (SD) of the first line segment should be at least one-
third of the largest distance for any outlier (i.e., 3 s1 ¼ dmaxoutlier, where an
outlier is a point assigned to class 2 whose neighboring points on either
side belong to class 1). Also, if the class 2 distribution begins to collapse
(that is, <90% of the points belong to class 2), then we restart the expecta-
tion-maximization algorithmwith a lower SD for class 1. It was also observed
in previous work (38) that sometimes the initial points on the far right-hand
side can skew the fit of the line segment. To address this issue, we check
that the majority of the points in class 2 (e.g., at least 75% of the points in
class 2) lie above the hyperplane defined by the first line segment. If they
do not, then we eliminate the 10% of points with the largest jSNj value
and reiterate the aforementioned procedure until the above criterion is
satisfied.
Evaluating cluster medoids and average spherical
radii
Once we have the set of conformers partitioned into the individual clusters,
we would like to eliminate all the clusters that are sparse and/or include
structures that are outliers. This is done by evaluating the cluster centers
for each of the clusters. The cluster average radius (modeling the cluster
as a hypersphere) is then calculated by averaging the pairwise RMSD of
the cluster medoid with all other conformers of that cluster. The cluster me-
doid is the closest node to the cluster centroid. The evaluation of the cluster
medoid can be modeled as an integer linear optimization problem. The
objective is to minimize the distance of the cluster medoid to each of the
elements of the cluster, while making sure that only one such point exists.
Let us define binary variables y(i) that are assigned to 1, if conformer i is
the medoid of its cluster and zero otherwise. We define parameters exist(i)
to have the value 1, if conformer i lies in the current cluster and 0 otherwise.
The model can be formulated as
min
X
i
X
i
b

i; i
0
exist

i
0
yðiÞ; (7)
such that
yðiÞ%existðiÞ; (8)
P
i yðiÞ ¼ 1
yðiÞ ¼ 0 1 ; (9)where b(i, i0) is an element of the matrix B, a square matrix of dimension
NN, which represents the pairwise RMSDs between each pair of
conformers in the working set. Once the cluster medoid is identified, the
average cluster radius is calculated by evaluating the average pairwise
RMSD of the conformers of the cluster to the medoid. The aforementioned
model is implemented individually for each cluster.
Eliminating clusters based on cluster properties
Based on the number of elements in a cluster, Nj, and its cluster average
RMSD, denoted as RMSD, we define the cluster concentration CCj as
CCj ¼ Nj
RMSDj
: (10)
Based on the definition of the cluster concentration, we would like this term
to be as large as possible. Larger number of elements in the cluster shows the
possibility of multiple local minima surrounding this region in the energy
landscape, whereas a low average RMSD shows the tightness of the cluster
(based on the very similar backbone dihedral angles of the conformers in the
cluster). This is highly desirable, as it is likely that the clusters that contain
outlier structures would have lower number of conformers and/or a high
average RMSD.
The value of cluster concentrations for each of the clusters defines a distri-
bution, which can be modeled as a Gaussian distribution. It is desirable to
have a metric, which would ensure that we end up selecting as many of
the good clusters from this distribution as possible, while ensuring that we
do our best to eliminate the poorer ones. To achieve this, we propose the
following iterative sequence of steps. We first check whether, for this given
distribution, there are any clusters that have their concentration value>3 SD
above mean. If there are clusters that satisfy this condition, then we remove
them from the current list and store them for the next stage of clustering.
These clusters are the ones most likely to contain structures closest to the
native. For the remainder of the list, we reevaluate the mean and the SD.
It is then again checked whether there are clusters >3 SD above mean.
This procedure is carried out until there are no more clusters >3 SD of
the mean of the existing distribution.
If, initially, we do not find any clusters >3 SD of the mean, we check
whether there are clusters which are >2 SD, and if not, then 1 SD above
the mean of this distribution. Once these are found, a similar procedure of
removal and analysis of the shortened list of clusters is done until there
are no more clusters above this new threshold.
Finally, we select all clusters that were previously removed and stored,
along with all clusters that are greater than or equal to the median of this
modified distribution, as these would correspond to the clusters with the
highest concentration. The median is selected because it is more resistant
to the existence of outliers in the distribution of cluster concentrations.
All the conformers in the selected clusters form the working set of the
next iteration.
This entire procedure is carried out for 10 iterations, or until the number of
conformers in the working set is not <50% of the number of conformers in
the original ensemble.
Selection of near-native structures
At the end of the iterative clustering procedure, we select the most likely
structures that are going to be closest the putative native structure. To do
this, we collect the medoids of all the clusters at the end of the final stage,
which have their concentration value above or equal to the median of this
distribution. For each of these cluster medoids, we implement the novel
Ca-Ca and Centroid-Centroid distance-dependent high-resolution force
fields, proposed by the literature (12,13). These force fields aim to isolate
native and near-native folds of a protein as lower energy structures, compared
to structures further away from the native structure. Finally, the five cluster
medoids with the lowest energies are picked as the selected structures.Biophysical Journal 97(6) 1728–1736
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ICON has been implemented as an automated procedure, which collects the
dihedral angle matrix and pairwise RMSD data and implements the entire
iterative algorithm. The TSP implementation of the OREO clustering
approach has been implemented as a Cþþ program in interaction with
CPLEX 11.0 (ILOG, Cintech Iii, Singapore) and Concorde (William Cook,
Georgia Institute of Technology, Atlanta, GA). Steps that comprise of collec-
tion of dihedral angle data, evaluation of cluster boundaries, evaluation of
cluster medoids, and the elimination of loosely bound clusters, are imple-
mented in C language. Finally, the high resolution force fields have been im-
plemented in Cþþ, and are available for download (12,13). We plan to make
ICON freely available to the scientific community, by releasing it as a single
executable, which can be run with CPLEX and Concorde licenses.
ICON has been tested for computational time on a single processor
machine using a single processor CPLEX implementation, as well as with
a multiprocessor CPLEX implementation on a computer cluster. The parallel
version of ICON was run on Quad core Intel Xeon 2.83 GHz processors. For
a run on a test protein (PDB: 1elr chain A) with 762 conformers, the parallel
version of ICON took five CPU minutes for a run. ICON was also tested on
a single Intel Pentium (Santa Clara, CA) (4) 3.2 GHz processor. The same
run is completed in ~25 min.
COMPUTATIONAL RESULTS
ICON was applied on a large number of proteins. The test
sets were divided into three distinct categories: high resolu-
tion data set, medium-to-low resolution data set, and CASP8
targets. The medium-to-low resolution data sets is further
subcategorized into ensembles from Decoys ‘R’ Us (36)
and ASTRO-FOLD (37). Fig. 2 shows the brief results of
the application of the method. As can be seen from the histo-
gram plot, the method performs consistently at >90% in
almost all cases, by using both the Ca-Ca and Centroid-
Centroid force fields.
The following subsections present details on the genera-
tion of the datasets, and the results generated from the appli-
cation of the novel clustering method.
High resolution data set
For generating the decoys for the high resolution data set,
a well-represented collection of 1400 proteins developed
by Zhang and Skolnick (40) was used. All the proteins of
this set are nonhomologous, single domain proteins with
a maximum pairwise sequence similarity of 35%. The length
of the proteins varies from 41 to 200 amino acids. It also has
a mixed representation of a-, b-, and a/b-proteins.
The generation of decoys for each of these proteins was
carried out using a torsion angle dynamics approach,
DYANA (41). The main premise of the decoy generation
framework is the idea of retaining distance information
among the residues within the hydrophobic core of the
protein. Once the hydrophobic core has been defined, distance
bounds are introduced among the hydrophobic residues to
relax the native distance between them. Further details on
the generation and quality of the decoys generated can be
found elsewhere (13).
For all decoys of the 1400 proteins, the proposed novel iter-
ative clustering method, ICON, was applied. At the finalBiophysical Journal 97(6) 1728–1736stage, to select the final five conformers from the list, both
the Ca-Ca (12) and the Centroid-Centroid (13) distance-
dependent force fields were applied, and the results compared
to the state-of-the-art SPICKER method (34). Fig. 3 shows
the rank of the selected conformer using both the criteria.
The rank reflects the number of structures in the individual
ensemble that are ahead of the picked structure. To give
a better representation of how many conformers are better
or worse than the selected structure, Fig. 4 presents a percen-
tile graph of the number of structures that are worse than the
selected structure for each of the force fields. As shown in
the figure, for 84.7% proteins out of the high resolution data
set, ICON selects structures that are above the 95 percentile
in terms of quality of the structure.
As a comparison to the SPICKER method, we ran
SPICKER on the same dataset. Fig. 3 presents a graph where
the proteins have been sorted based on the ranks of the struc-
tures selected by SPICKER method. Further, ranks that were
selected by ICON are also presented there. As can be seen, for
a large number of cases, ICON performs better than the
SPICKER method. Furthermore, Fig. 5 presents a graph
FIGURE 2 Histogram presenting overall results of ICON algorithms on
individual test sets.
FIGURE 3 Graph representing ranks of structures selected by SPICKER
and ICON. Approximately 83% of points from the ICON algorithm fall
below the monotonic curve represented by SPICKER.
High Quality Protein Structure Selection 1733showing the difference in RMSDs between the best structures
selected by ICON, and the corresponding structures picked by
SPICKER. In 81.5% of the cases, ICON performs better in
selecting near-native structures from the ensembles, whereas
in 86.2% of the cases, ICON performs at least as well as
SPICKER. This suggests that ICON can select near-native
structures from a given high resolution ensemble of protein
structures. A detailed presentation of the results for this data-
set is in the Supporting Material.
To compare the relative contributions of the clustering
algorithm and the force field toward the performance of the
ICON algorithm, the Ca-Ca and Centroid-Centroid energies
of all decoys of a set of 150 proteins from the high resolution
FIGURE 5 Graph representing difference in RMSD values of structures
selected by ICON and SPICKER, DRMSD ¼ rmsdICON – rmsdSPICKER.
Note that 1193 points fall below zero, representing the number of cases
where the structure selected by ICON has a lower RMSD than the one
selected by SPICKER.
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FIGURE 4 Graph representing percentile of selected structure with
respect to the best structure of the ensemble.data set were evaluated. These 150 proteins were not used
in the generation of either of these force fields. We compiled
the five lowest energy structures in these ensembles, and the
lowest RMSD structures among these were analyzed. The
average percentile of the selected structures by using just
the Ca-Ca and Centroid-Centroid force fields were 92.7%
and 91.9%, respectively, whereas the use of the proposed
approach resulted in the average percentiles to be 97.1%
and 96.6%, respectively. Comparisons were also made
with the statistical full-atom Rosetta potential. By using
just the Rosetta potential, the average percentile of best
selected structure was 70.8%. This shows that the algorithm
improves the structures selected by the force fields. The force
fields themselves perform quite well on this test set, since
they were trained on a large, high resolution training set of
1250 proteins, and are likely to handle high-resolution
ensembles well.
Medium-to-low resolution data set: Decoys ‘R’ Us
To generate the medium-to-low resolution data set, two
distinct procedures were used. Firstly, the algorithm was
tested on five decoy sets of the Decoys ‘R’ Us database
(36), which are identified as the most challenging datasets
based on the results of Rajgaria et al. (13). These included
the test sets FISA and FISA-CASP3 (42), LMDS (43),
LATTICE-SSFIT (44,45), and SEMFOLD (46). The FISA
and FISA-CASP3 datasets were generated by a fragment-
insertion simulated annealing procedure, where the procedure
was used to assemble nativelike fragments from unrelated
proteins using Bayesian scoring functions. Each conformer
of the LMDS dataset is a local minima structure obtained
using the ENCAD function, which contains a penalty term
for steric clashes and a favorable contribution term for
compactness and native similarity. The LATTICE dataset
was generated by firstly generating all possible conformations
using a tetrahedral lattice. A scoring functionwas used to rank
these structures. Some of the best structures were minimized
locally using a different energy function, while maintaining
the secondary structure features.
As can be seen from Fig. S2.1, ICON performs well in
selecting structures in the top 10th of the ensemble of struc-
tures in most cases. It is of particular importance to note that
the sets of decoys used in this test set have been generated by
different methods. Further, the RMSD ranges of the indi-
vidual decoys for a significant number of proteins have
a majority of their ensembles in the medium or low resolu-
tion decoy range. For this data set, using the Ca-Ca force
field, the average percentile of structures selected by ICON
is 91.2%. Using the Centroid-Centroid force field, ICON
selects structures with an average percentile of 92.0%.
Comparisons were also made between the use of the
proposed clustering algorithm, and the use of the force fields
directly. By directly using the Ca-Ca and Centroid-Centroid
force fields, we get an average percentile of best structure toBiophysical Journal 97(6) 1728–1736
1734 Subramani et al.be 80.2% and 82.1%, respectively. By using the all-atom
Rosetta potential, we get an average selected percentile of
83.8%. Note that ICON exhibits a superior performance
(i.e., 91.2% and 92.0%) when compared to the exclusive
use of Ca-Ca, Centroid-Centroid, and the all-atom Rosetta
potentials (80.2%,82.1%, and 83.8%, respectively).
A disparity is seen in the results obtained using either the
different force fields. This may be attributed to the nature of
the ensembles of structures produced. Since the Ca-Ca force
field does not account for side-chain information, a protein
structure where side chains are too close or too far will not
be accounted for. On the other hand, the Centroid-Centroid
force field accounts for the side chains of the structures.
Hence, misplaced side chains would cause an increase in
the Centroid-Centroid energy of the structure, while keeping
the backbone-based energy constant.
Medium-to-low resolution data set: ASTRO-FOLD
A first-principles based method was also used for the gener-
ation of medium resolution ensembles of a small set of
proteins. The fourth stage of the ASTRO-FOLD algorithm
uses torsion angle dynamics, deterministic global optimiza-
tion, and a stochastic computational space annealing proce-
dure to predict the tertiary structure of a protein given its
amino-acid sequence (37,47–51). As can be seen from the
results shown in Table S3.1, the average percentiles of the
best structure selected by ICON are 87.1% and 91.5%, using
the Ca-Ca and Centroid-Centroid force fields, respectively.
Further, the method is seen to be reasonably independent
of the quality of the ensemble provided to it. This is partic-
ularly important, since for a protein with a completely new
fold, it is possible that structure prediction techniques may
not be able to produce structures of high resolution quality.
Selected CASP8 targets
A selection of the CASP8 Targets was also used as an addi-
tional test set for evaluating the effectiveness of the proposed
iterative clustering method, ICON. The results for the
CASP8 targets are presented in Table S3.2. As can be seen
from the results, for the range of RMSDs of the structures
in the ensemble, the structures selected by ICON are of
good quality. This is particularly important to note in this
case, as the range of RMSDs lies within the medium-to-
low resolution regime.
The average percentile of selected structures using the
Ca-Ca force field is 92.9%, whereas it is 92.6% when the
Centroid-Centroid force field is used. The CASP8 data set
provides the most realistic, and up-to-date test set of the
ICON formulation. Based on its nature, the CASP8 target
structures are not known a priori. This is especially relevant
for target structures with low sequence and structural homol-
ogy to databases. As can be seen, ICON performs very well
by selecting structures that are, on an average, within the top
7.5% of predicted structures in the respective ensembles.Biophysical Journal 97(6) 1728–1736Stagewise enrichment of ICON
To demonstrate the benefit of the proposed iterative clustering
method ICON, we present a histogram for each individual
stage of the iterative procedure, which shows the distribution
of the conformers in the working set of the method at the
particular stage for an example protein (PDB: 1elrA). As
can be seen from Fig. S4.1, at each stage, the better structures
are retained more than the comparatively worse structures.
Table 1 shows the enrichment factor for each bin in the histo-
gram for the various stages. The enrichment factor for a bin at
a stage is given by
Enrichment ¼ Nbin;stage=Nbin;start
Ntotal;stage=Ntotal;start
: (11)
As can be seen from Table 1, the RMSD regions that we are
interested in (the ones closer to the native structure) are
enriched in a favorable manner (>1). The top two regions
are enriched significantly. Clearly, the conformers that are
most likely to be falsely selected would lie in the middle
of this table. As can be seen, a very large number of them
are eliminated at the individual stages. Furthermore, for
RMSD ranges 1.5–4.0, the trend is monotonic, which is
highly favorable.
DISCUSSION
A novel iterative clustering method, ICON, is introduced to
identify the near-native folds for a protein from an ensemble
of given structures. The method uses a clustering in the dihe-
dral angle space via a TSP-based framework and eliminates
loose and widely spread clusters at each iteration to reach
the final solution. ICON was tested on a set of 1400 nonho-
mologous proteins. The method identified structures within
the top 10% of conformers in 97% of cases. The average
percentile of the selected conformer was 2.9%; that is, on
average, the selected conformer was in the top 2.82% of the
conformers in the ensemble.
The method was also tested on medium resolution data sets
taken from external sources, and performed very well. The
fact that the accuracy of themethoddoes not deteriorate signif-
icantlywhen considering a variety of high resolution,medium
resolution, and low resolution datasets suggests that the
method is robust to diverse conformational ensembles.
TABLE 1 Table showing enrichment factor for different RMSD
regions over number of stages
RMSD range N Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6
0.5–1.0 49 1.1091 1.1905 1.2843 1.3412 1.4547 1.6518
1.0–1.5 236 1.0843 1.1020 1.171 1.2531 1.3232 1.3969
1.5–2.0 206 1.0113 0.9734 0.9497 0.9950 1.0216 0.9870
2.0–2.5 103 0.9674 0.9675 0.9032 0.7596 0.6261 0.6325
2.5–3.0 104 0.8492 0.8647 0.8024 0.7071 0.6527 0.5125
3.0–3.5 54 0.8387 0.7877 0.7347 0.6085 0.5343 0.4752
3.5–4.0 9 1.0064 1.0803 1.064 1.0431 0.5657 0.2193
High Quality Protein Structure Selection 1735As was discussed in the Introduction, the overall effective-
ness of the method will depend to a certain degree on the
prior distribution of a given ensemble. For a given target
protein, if the ensemble of predicted structures are of
a different topology or fold to the native structure, using clus-
tering techniques to identify the near-native structure can be
limited. In such cases, even the correct selection of structures
with lowest RMSDs to the native would hold little signifi-
cance. Such situations could introduce sources of errors in
the iterative process of the algorithm, and the algorithm
may result in a direction that is not favorable.
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