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Let S be a separable metric space with a compatible metric d that satisfies: For each point 
x E S and each nonnegative real number r there exists a unique point y E S such that d(x, y) = r. 
In this paper spaces that meet the above criterion are investigated. It is shown that, under the 
assumption of completeness, this metric property characterizes the space of irrationals. 
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Introduction 
In the study of topological dimension several distance-related properties that shed 
light on the nature of dimension zero in the class of metrizable spaces have been 
identified. Among these results are the examination of the role of the non- 
Archimedean metric by J. De Groot [2] and the strongly rigid metric described by 
L. Janos [5]. Both of these metrics give characterizations of zero-dimensionality. 
An additional example is the metric defined by J. Nagata [ll], which characterizes 
n-dimensionality and yields De Groot’s result for zero-dimensional spaces as a 
special case. 
In this investigation a metric property is defined. It is then proven that the existence 
in a space S of a topology-preserving metric with the defined property implies that 
S has small inductive dimension zero. The existence of more than continuum-many 
nonhomeomorphic examples of spaces metrizable according to the dictates of the 
* This paper contains the main results of the author’s Ph.D. dissertation written at the University of 
Pittsburgh under the supervision of William G. Fleissner. 
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property is established. Finally, a group structure defined on the nonnegative integers 
provides an instrument for showing that the space of irrationals belongs to the class 
of spaces delineated by this metric property. In fact, under the assumption of 
completeness the property characterizes the space of irrationals. 
1. The metric and the standard construction 
Definition. A metric d for a metrizable space S is called a spyc’ metric if for each 
point s in S and each nonnegative real number r there exists a unique point t in S 
such that d (s, t) = r. 
Definition. A topological space S is called a spyc space if it is separable and has a 
topology preserving spyc metric. 
Assuming for the moment that a spyc space S exists, the following observations 
can be made: 
Observation 1.1. Any spyc space has dimension zero. 
Proof. Let t be a point in the spyc space S with spyc metric $ and let n 2 1 be 
given. Choose t’ in S such that $(t, t’) = 1/3n. The set B(t, 1/3n)u B(t’, 1/3n) is 
both closed and open and has diameter less than l/n. 
Observation 1.2. Since any spyc space must be zero-dimensional, it must be embed- 
dable in the real line. However, it can easily be shown that no space equipped with 
a spyc metric is isometrically embeddable in the real line. The following construction, 
which establishes the existence of a spyc space, is undertaken in the Cartesian plane 
with the standard metric. 
Construction of a spyc space. Let {r((~)}~<~ be a well-ordering of the positive real 
numbers, where c is the initial ordinal for the cardinal of the continuum. 
We now proceed to show that for each y < c nonempty sets S(y) can be constructed 
that satisfy: 
(a) S(P) = S(Y), if P < Y. 
(b) If r< Y and XEU~<~ S(p), there is precisely one point y in S(y) such that 
the distance from x to y is r(7). 
’ It rhymes with nice. 
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Also, at each Step y certain points must be put off limits. These sets are denoted 
by D(Y). 
It is probably apparent that the candidate for the spyc space will be lJ,<, S(y). 
As stated above, the construction takes place in the plane with the standard metric. 
Fr(X) denotes ‘boundary of X’. 
Step 1. Choose an arbitrary point x(1) in the plane and a point x(2) which is at 
the distance r(1) from x(1). 
Let S(1) = {x(l), x(2)). 
Let D( 1) = {p: p is a point on the perpendicular bisector of the line segment 
connecting x(1) and x(2) or p E {Fr B(x(l), r(1)) u Fr B(x(2), r(l))}}. 
The successful completion of this construction depends on an exploitation of 
planar geometry. In particular, no circle can be covered by the union of fewer than 
continuum-many lines and circles (distinct from the given circle). 
Step a. Assume (Y > 1 and that the sets S(y) and D(y) have been constructed 
for y < LY. 
S(Q) will differ from l_lyca S(y) merely by the points that are required to assure 
that the above condition (b) is satisfied. Let W, be a well-ordering of lJyca S, 
The notation S( (Y, p, V) and D((Y, p, v will be employed. The first coordinate ) 
indicates Step a, the second the distance r(P), the third the element in the well- 
ordering W,, 
SC% 0, l)= u S(Y), W% 0, l)= u WY). 
?,<a Y<a 
The plan is to fatten S( (Y, 0,l) to S(Q). But as this process moves along care must 
be taken not to introduce extra points that will violate the uniqueness required of 
the point y in condition (b). This danger is skirted by simultaneously fattening 
D(a, 0, l), that is, by dumping these extra points into the off-limits container. 
Denote by x( (Y, 1) the first element in the well-ordering W,. For each p, 1 G /? G (Y : 
(1) Choose a point z((u, /3,1) at the distance r(P) from ~(a, 1) such that 
z(a, P, 1)a U<P D(Q, 791). 
(If no such choice can be made it will follow that there is already a point at the 
distance r(P) from x((Y, 1) in some S((Y, T, l), T</.%) 
(2) S(a, P, I) = (U&P S(a, 791)) u {z(a, P, I)). 
(3) D(Q, P, 1) = (U,<P D( (Y, 7, 1)) u H, where H = {p: p is a point on the perpen- 
dicular bisector of the line segment connecting ~(a, p, 1) to any point in S(a, p, 1) 
or p E Fr B(x, t), where x E S(a, /I, 1) and there exists y E S((Y, /3, 1) such that the 
distance from x to y is t}. 
For Y> 1, 
226 M. R. Currie / A characterization of the irrationals 
To get S((Y, /3, V) and D((Y, p, V) for v > 1, p > 0, one simply repeats (l), (2) and 
(3) above with each occurrence of 1 replaced by V. For cy > 1, 
S(a)= u 
GE WC, 
(u S(a,P, d), 
p=a 
D(Q)= u (u %P,u)). 
X”E wm psn 
Let S-U,<, S(a). 
Claim. S is a spyc space with the usual metric on the plane. 
(1) Clearly S is separable. 
(2) Note that at any Step (Y, (Y < c, fewer than continuum many circles and lines 
have been removed from consideration by placement in D( (Y, p, T), 7 < 7, and that 
if a z( (Y, p, y) is chosen, no circle centered at ~(a, /3, y) is covered by D( (Y, p, T), T < ‘y. 
(3) If x is in S, for each r, r 2 0, there exists a point y in S such that the distance 
from x to y is r. 
Let y be the least ordinal such that x E S( 7) and p be the ordinal associated with 
r in the well-ordering of the positive reals. If y < p, there is a point y that is the 
distance r from x in S(p). If y> p, there is such a point y in S(y+ 1). 
(4) For three points x, y, z in S suppose d(x, y) = d(x, z) = r. (d is the metric on 
the plane.) 
Case A. In the construction x and y were chosen before z. Then z could not 
have been chosen because it is on a circle centered at x, all of whose points were 
eliminated from consideration before the step at which z supposedly appeared. All 
other cases are subsumed by this argument except for 
Case B. z and y were chosen before x. Then x is on a bisector eliminated from 
consideration before the supposed selection. So d(x, y) # d(x, z) if z # y. 
With the existence of a spyc space established, the question as to the number of 
such examples arises. 
Definition. The standard construction will refer to the procedure used above to show 
the existence of a spyc space. 
Theorem 1.1. There exist more than continuum-many nonhomeomorphic examples of 
spyc spaces. 
Proof. If S is a spyc space there exist at most continuum-many homeomorphisms 
from S into the plane, since S is separable [9]. Assume that there are only continuum- 
many nonhomeomorphic examples via the standard construction. Then there could 
be at most continuum-many different standardly constructed examples (different in 
the sense of set). If there were more, then one of the spaces would be homeomorphic 
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to greater than continuum-many subsets of the plane. Let Y = {S: S is a spyc space 
of the standard construction}. 
Let W be a well-ordering of 9 
Using the standard construction a spyc space T that is not homeomorphic to any 
S in Y can be built by diagonalizing. (The ordinal of W can be assumed to be 
equal to c.) 
At Step LY in the standard construction simply include a point that is not in S, 
the ath point in W. Of course it must be verified that at each step such a choice 
can be made. With reference to the notation of the standard construction observe 
that at any Step cx in the construction of T, D(a, 0, 1) contains fewer than continuum- 
many circles and lines. Observe also that since S, is a spyc space of the standard 
construction, its complement contains continuum-many circles and lines. It follows 
that the complement of S, is not covered by D(cy, 0, l), which implies that S, u 
D( (Y, 0, 1) does not cover the plane. So at each step the desired choice can be made. 
But the resulting spyc space T is of the standard construction and not in 9’. Since 
this is a contradiction, it must be that 9’ contains greater than continuum-many 
elements. 
2. The spyc matrix, the irrationals, and a group operation 
2.1. The irrationals, topologically 
A space S is homeomorphic to the irrationals, as a subspace of the real line, just 
in case it is topologically complete, separable, zero-dimensional and nowhere locally 
compact. It will be convenient for purposes of this paper to employ w “, the product 
space whose points are infinite sequences of nonnegative integers. A straightforward 
appraisal shows that w N is homeomorphic to the space of irrationals. 
Observation 2.1. Every spyc space S satisfies: 
(a) S is separable and metric, 
(b) S is zero-dimensional, 
(c) S is nowhere locally compact. 
Part (a) follows by definition and (b) is a restatement of observation 1.1. Part (c) 
is established as follows. 
Suppose for some point x E S there exists r > 0 such that B(x, r) is compact. 
Define f from B(x, r) onto [0, r] (or [0, r) if B(x, r) has empty boundary) by 
f(y) = d(x, y), y E B(x, r). Then, sincefis one-to-one and continuous, with compact 
domain, f is a homeomorphism. This is a contradiction because of part (b). 
So if S is a topologically complete spyc space it is homeomorphic to the irrationals, 
N 
w . 
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2.2. The spyc matrix2 
Consider the following comer of the infinite spyc matrix I: 
0 1 2 3 4 5 6 I 8 9 10 11 12 13 14 15 
001234 5 6 7 8 9 10 11 12 13 14 15 
1103254769 8 11 10 13 12 15 14 
2 2 3 0 1 6 I 4 5 10 11 8 9 14 15 12 13 
3 3 2 1 0 7 6 5 4 11 10 9 8 15 14 13 12 
4 4 5 6 7 0 1 2 3 12 13 14 15 8 9 10 11 
5 5476103 2 13 12 15 14 9 8 11 10 
6 6 7 4 5 2 3 0 1 14 15 12 13 10 11 8 9 
77654321 0 15 14 13 12 11 10 9 8 
8 8 9 10 11 12 13 14 15 0 1 2 3 4 5 6 7 
9 9 8 11 10 13 12 15 14 1 0 3 2 5 4 7 6 
10 10 11 8 9 14 15 12 13 2 3016745 
11 11 10 9 8 15 14 13 12 3 2 1 0 7 6 5 4 
12 12 13 14 15 8 9 10 11 4 5 6 7 0 1 2 3 
13 13 12 15 14 9 8 11 10 5 4 7 6 1 0 3 2 
14 14 15 12 13 10 11 8 9 6 7 4 5 2 3 0 1 
15 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 
Each row contains each nonnegative integer exactly once and I is symmetric with 
the entries on the diagonal equal to zero. The matrix is built one row at a time and 
the entry in the kth row and nth column is taken to be the smallest integer that will 
work; that is, the smallest integer that doesn’t violate the required conditions. 
There is a myriad of observations that can be made about this matrix. For instance, 
it ‘completes’ itself in each corner containing 22” entries. For n = 2 the corner is the 
Klein 4-group, 
0 1 2 3 
1 0 3 2 
2 3 0 1 
3 2 1 0 
Perhaps the most startling property of this matrix is an algorithm with which the 
entry in the jth row and kth column can be calculated. The first step is to write j 
and k in their binary expansions. Then add without carrying: 10 1 = 0, 00 0 = 0, 
100 = 00 1 = 1. The symbol 0 represents the operation for the unique group on 
the two points (0, l}, where zero is the identity. After adding, the resulting number 
(rewritten in base ten) is the entry in I(j, k). 
Example. 7- 111, lo- 1010, 7010- llOl- 13. 
Lemma 2.1. The inequality j0 k 6 j-t k is an identity and (w, 0) is an abelian group 
in which each element is its own inverse. 
It was brought to the author’s attention that this matrix appears in a different context in J.H. Conway’s 
book On Numbers and Games. 
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Proof. Both assertions follow trivially from the definition of 0. 
Remark. It follows easily from Lemma 2.1 that the operation 0 induces a metric d 
on w defined by d (m, n) = m 0 n. Given m in w and an integral distance K there 
is precisely one n in w such that d( m, n) = K. 
2.3. A spyc metric for the irrationals 
Definition. For m, n in w”, mOn=(m(l)@n(l), m(2)0n(2),. . .). 
Define a bijection from w N onto R+ = [0, ~0) by 
p(n)= f Pi(n), 
i=l 
where 
pi(n) = n(l), 
For ia3, 
n(2) 
,I: l/2’ ifn(2)#0, 
J 1 
0 if n(2) = 0. 
i-1 
SiCn)= C n(j), 
j=2 
n(i) 
.C l/2j+Si(n)+i-2 if n(i) # 0, 
J-1 
0 ifn(i)=O. 
One way to visualize p(n) is through its binary expansion; n(1) gives the units; 
n(2) is the number of ones between the binary point and the first zero; n(3) the 
number of ones between the first and second zero, etc. 
For example, if n = (5,1,2,0,3,. . . ), p(n) = 101.1011001110.. . in binary form. 
Since every nonnegative real number has a unique binary representation with 
infinitely many zeros, p is one-to-one and onto. 
bmma2.2. Ifpi(n)+pi(m)=pi(nOm), 2si<k, then S,(n)=0 or&(m)=O. 
Proof. For k = 3, the hypothesis is 
n(2) m(2) nG!)Om(2) 
c 1/2’+ c l/2’= c l/2’. 
j=l j=l j=l 
But this holds only if S,(n) = n(2) = 0 or S,(m) = m(2) = 0. 
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The proof is completed by induction. Assume the lemma holds for k = U. Consider 
the case k=v+l. Then p,(n)+p,(m)=p,(n@m), 2<i<v+l. By the induction 
hypothesis S,(m) = 0 or S,(n) = 0. It can be assumed without loss of generality that 
S,(m)=O.ButS,(m)=Oimpliesm(i)=0,2~i<v.AsaconsequenceS,(n~m)= 
S,(n). And since p,(n)+p,(m)=p,(n@m), 
n(u) 
c 1,2j+So(n)+v-2+ m$’ l,2j+u-2 = n(“)y(“) 1/2j+S,(n)+“-2, 
j=l j=l j=l 
If m(v) = 0, then S,+,(m) = S,(m) = 0. So assume m(v) 2 1. Then 
m(o) n(v)Om(o) c 1/2j+u-2= c 1/2j+S,0+u-2_nf) 1/2j+So(n)+u--2; 
j=l j=l j=l 
m(v) 3 1 implies the right-hand side of the equation is positive. It is then evident 
that n(u)@ m(v) > n(v). This fact reduces the last equation to 
m(u) n(u)Om(u) 
1 l/p-Z = c 1/2j+Su(n)+v-2. 
j=l j=n(o)+l 
But this equality can hold only if S,(n) = 0 and n(v) = 0, 
and completes the proof. 
For the sake of proving the following lemma it is useful 
; p(n) < 1/2%+Jn)+k--1. 
i=k+l 
Lemma 2.3. For n, m in w”, p(n)+p(m)zp(nOm). 
which forces S,+,(n) = 0 
to observe that for k 2 2, 
Proof. The proof hinges on showing 
and pk(n)+pk(m)#pk(n@m), then 
pk(n)+pk(m>-pk(n@m)s 
i= 
that if p,(n)+p,(m)=pu(nOm), l<v<k, 
f Pi(nOm). 
=k+, 
The argument is divided into two parts, Parts I, II, in which the cases u = 1, v 2 2 
are treated. Each part has a preliminary section after which two cases, Case A 
n(v)Om(v)=O and Case B n(v)@m(v)#O, are considered. 
Part I. Suppose pl(n)+p,(m)>p,(nOm). Then p,(n)+p,(m)-p,(mOn)>l. 
Since C~2pi(nOm)<1, p(n)+p(m)>p(nOm). 
So assume p,(n)+p,(m)=p,(n@m), which by Lemma 2.1 is the only other 
possibility. Also assume that p2( n) +p,(m) > p2( n@ m). 
(The case of equality of these two expressions will be taken care of in Part II 
and p2( n) + p2( m) < p2( m 0 n) is not possible.) 
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n(2) m(2) n(ZKBm(2) 
1 1/2’+ c l/2’> c l/2’. 
j=l j=l j=* 
Case A. n(2)@ m(2) = 0. 
Either n(2) or m(2) is not equal to zero. So either p,(n) or p2(m) is at least l/2. 
Then ~2(n)+~2(m)-p2(mOn)=p2(n)+p2(m)~1/2 and since Cy=,pi(nOm)< 
l/2, p(n)+p(m)>p(n@m). 
Case B. n(2)@ m(2) # 0. Then n(2) and m(2) are greater than or equal to 1. (n(2) 
or m(2) equal to zero would imply p2( n) +pz( m) = pz( n 0 m).) In this case 
p2(n)+p2(m)31/2+1/2=1> F p,(n@m), 
i=2 
and again p(n)+p(m)>p(nOm). 
Part II. Now suppose that pv(n)+p,(m)=p,(n@m), 2sv<k, and pk(n)+ 
pk(m) f pk(nO m). By Lemma 2.2 S,(m) = 0 can be assumed, so that Sk(nO m) = 
S~(n).Also,m(k)#O,sincem(k)=Owouldimplyp,(n)+p,(m)=p,(n~m).Then 
it follows that 
n(k) m(k) 
pk(n)+pk(m)= C 1/2j+Sk(n)+k-2+ C 1/2j+k-2 
j=l j=l 
n(k)Om(k) 
> C 1/2j+Sk(n)+k-2=pk(nOm). 
j=* 
The important facts to remember for the following arguments are m(k) 2 1, 
Sk(m)=0 (from which it follows that S,(mOn)=&(n)) and pk(m)+pk(n)- 
pk(m@n)>O. 
Case A. Assume n(k)@m(k) =O. 
Thenpk(n)+Pk(m)-Pk(mOn)=pk(n)+p,(m)s1/2k-’,andsince~~=k+,pi(nO 
m)<1/2k-‘, p(n)+p(m)>p(n@m). 
Case B. Assume n(k)Om(k) # 0. 
(1) n(k) =O. 
BY (*), 
m(k) m(k) 
o<pk(n)+pk(m)-pk(n@m)= 2 1/2j+k-2- c 1/2j+Sk(“)+k-2. 
j=l j=l 
Thus, Sk(n) 3 1. So the right-hand side must be at least 
m(k) 
c 1/2j+kp2 _ mf’ I/2j+k-1 = 
j=l j=l 
= 1/2k-I_ 1/2m(k)+kbl 
2 1/2k-’ - 1/2k = 1/2k (as m(k) 5 1). 
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But C’? ,_,+ipi(nOm)<1/2k, since n(k)Om(k)zl implies that &+,(n@m)zI. 
Therefore p(n)+p(m)>p(nOm). 
(2) n(k) = 1. 
It can be assumed that m(k) 2 2, since m(k) = 1 would put us in Case 1I.A. Recall 
that &(m)=O. Then 
m(k) 
= c 1,2j+k-2 + 1/2Sk(n)+k--l _ ‘@fO 1/2i+Sk(n)+k--2. 
j=l j=l 
The right-hand side is greater than or equal to 
1/2k-l+ 1/2k _ ‘@fck) l/p+S,(n)+k-2, 
j=2 
which is greater than 
1/2k-’ + 1/2k - 1/2k-’ = l/2? 
But C; k+1Pi(n@m)<l/2k b ecause n(k)@ m(k) 3 1 as at the conclusion of (1). 
(3) n(k)a2. 
Note that pk(m) is minimally 1/2k-1 because m(k) 2 1. Then 
a 1/2k-l +ng) l/p+S,(n)+k--2_ n(k)Om(k) 1 l/p+&(n)+k--2, 
j=l j=l 
If n(k)Om(k) < n(k), the above expression is greater than 1/2kP1, which by the 
same reasoning as in Case A produces the desired inequality. Since m(k) 3 1, the 
only other possibility is n( k)O m(k) > n(k), in which case 
j=,(k)+1 
and as in (l), p(n)+p(m)>p(nOm). This completes the proof. 
The following facts are obvious and/or well established. 
Factl. AmetricC,canbedefinedonwNbyC,(m,n)=O,ifm=n,C,(m,n)=1/k, 
if m # n and k is the first coordinate such that m(k) # n(k). C,, is a complete metric 
for w”. 
Fact 2. mN ’ 1s a group under 0, so for each m and n in mN there is a unique j in 
w N such that m Oj = n. 
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Fact 3. If {yk} converges toy in w”, then {p(ykOy)} converges to zero. If {p(yk@y)) 
converges to zero, then {yk} converges to y in w N. 
Theorem 2.1. A space S is homeomorphic to the irrationals if and only if it is a completely 
metrizable spyc space. The spyc metric $ may be taken to be complete. 
Proof. By earlier comments it suffices to show $( m, n) = p( n@ m) is a complete 
metric for gN that has spyc! 
(a) ByLemma2.3,forx,yinwN,p(x)+p(y)~p(xOy).Letx=mOk,y=kOn. 
Then 
p(mOk)+p(kOm)~p(mOkOkOn)=p(mOn). 
This proves the triangle inequality holds. 
(b) It is obvious that $( m, n) = 0 if and only if m = n and that $2 0. 
(c) Fact 2 along with the definition of p show that for fixed m $(m, y) is a 
bijection onto R+ as y varies over wN. This demonstrates the spyc property. 
(d) Fact 3 shows that the metric $ is topology-preserving. 
(e) To see that $ is complete, observe that {yk} c w N is $-Cauchy if and only if 
it is C,,-Cauchy. 
Remark. Let E* denote w N equipped with the metric $ and the operation 0. 
The reader may (or may not) find a certain charm in viewing E * as a zero-dimensional 
analogue of the vector spaces E”. 
For each ‘vector’ m in E* the ‘norm’ of m, Ilrnll, is defined by llrnll =p(m). The 
vectors in E * have magnitude but no direction, direction being superfluous in this 
space. The module E * is a torsion group. So every subset of cardinality one or 
greater is linearly dependent. In this ‘vector-algebraic’ sense E* must again be 
zero-dimensional. 
3. A locally compact approximation to a spyc space 
Let (X, d) be a separable, zero-dimensional metric space and for each x in X 
define fx from X to [0, co) by fx = d(x, y). We say that (X, d) approximates a spyc 
space if for all x E X: 
(1) fx maps onto R+ = [0, a), 
(2) the fibers of fx are finite. 
It is clear that if (X, d) is a locally compact approximation to a spyc space, then 
for each x E X there must exist arbitrarily small r E R+ such that If;‘(r)/ > 1. 
The space D* described below will be a ‘best’ locally compact approximation in 
the sense that for each x there exists a countable set T, c R+ such that If;‘(r)1 
equals 2 or 1 depending on whether r E TX or r E R+ - TX, respectively. 
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3.1. The space D” 
The names for points in D” will be borrowed from R+. If r is an element of R+ 
and r does not have a finite binary expansion, then I is the name of a point in D*. 
The set of all such points will be denoted by D. If r in R+ has a finite expansion, 
then r gives rise to two names in D”, r- corresponding to the infinite representation 
and r+ corresponding to the finite representation. The set containing the points rf 
will be called D+. The set containing points r- will be called D-. Effectively, the 
points in R+ with two different expansions are split in D*. 
The symbol (l/2)-, which for the sake of the group operation to be introduced 
later is also represented by C,:, l/2’, and the symbol (l/2)+ which will be written 
as l/2 for the sake of the same operation, are the names of two distinct points in D*. 
We now define a topology on D* = D u DP u D+. 
Define a map p’ from D* onto R’ by: p’(r) = r, p’(s’) = s, p’(F) = s, for r in D, 
s+ in D+ and s- in D-. 
(A) D* is given a linear order by: 
(1) s-<s+, 
(2) for any two points s, t in D”, p’(s) <p’(t) implies s < t in D*. 
(B) For a point r in D basic open sets at r are of the standard interval form 
(a, b), a < r < b. For a point s+ in DC a basic open set will be [s+, t), s+ < t. Similarly 
(t, s-1 is a basic open set containing s- in D-, t < SC. 
Lemma 3.1. D* is regular, since it is a linearly ordered space. 
Lemma 3.2. D* has a countable clopen basis. 
Proof. (1) D+u D- is countable and dense in D*. 
(2) The interval [r+, s-1 is clopen, p’( rf) < p’( SC). 
(3) B = {[r+, s-1: p’( rf) cp’(s-)} is the basis satisfying the claim. 
Lemma 3.3. By Lemmas 3.1 and 3.2 D* is a separable, zero-dimensional, metrizable 
space. 
Lemma 3.4. D* is locally compact. 
Proof. (1) For a set bounded in the linear order a least upper bound exists. 
Because, let the set S be bounded above by u. For all s in S, s G U, so p’(s) c p’(u). 
Then p’(S) has an 1.u.b.; call it w. If (p’)-‘(w) is in D, then (p’)-‘(w) is an 1.u.b. 
for S. If (p’)-‘(w) = {w-, w+}, then w or w+ is a least upper bound for S. 
(2) With the existence of l.u.b’s established it is clear that the same method used 
in the proof of the Heine-Bore1 theorem can be applied in D* to show that [a, b] 
is compact for any a, b in D*. 
The addition 0, which was defined for nonnegative integers can be extended to 
D* by writing each element in its binary expansion and adding without carrying 
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as before. It should be emphasized that elements in D- and D’ are to be added as 
infinite and finite expansions, respectively. 
Example. (l/2)-0(1/2)+= 1-, (l/2)-0(1 l/2)-= 1+. 
A metric $’ for D* is constructed by composing p’ with 0. For x and y in D*, 
$‘(x, y) =p’(x@ y). The following argument shows that $’ is a topology-preserving 
metric for D*. 
To verify the triangle inequality it suffices to show that for x and y in D”, 
p’(x) + p'( y) 2 p’( x0 y). This inequality becomes evident with the realization that 
x0 y depends only on the formal representation of x and y in D* when the operation 
0 is performed. That is, if 
x= % 2mk,(x)+ i 1/2”s,(x) (j, may be co), 
m=, “=, 
y = 2 2”k,(y)+ 2 1/2”s,(y) (p2 may be 00) 
WI=* II=, 
are the representations of x and y in D*, then 
p’(x) t-P’(Y) = 
= % 2mk,,,(x)+ngl 1/2%,(x)+ ? 2”k,,,(y)+ 2 1/2”s,(y), 
m=, VI=* n=l 
which is obviously greater than or equal to (adding without carrying) 
( i 2mk,(x)+ % 1,2”s,(x))O( ? 2”k,(y)+ 2 1,2”~.(~)) 
m=, n=l I?l=l n=* 
=p’(xOy). 
It is trivially true that $’ 3 0 and $‘(x, y) = 0 if and only if x = y. It only remains 
to show that {$‘(yk, y)} converges to zero if and only if {yk} converges to y. Necessity 
and sufficiency follow from a straightforward investigation of the three cases, y in 
0, y in D+ and y in D-. 
As in the case of E*, the operation 0 turns D* into an abelian topological group. 
Then for fixed x in D* the map g(y) = x0 y is an automorphism of D*. For fixed 
x the map h,(y) = p’(x0 y) = $‘(x, y) is one-to-one on all but a countable set, the 
points rf and r- having the same image under p’. 
4. Some further results and a question 
The following list demonstrates the diversity of the class of spaces that have 
topology-preserving spyc metrics. All of these results, the details of which can be 
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found in the author’s dissertation, can be proven by various modifications of the 
standard construction. 
(A) There exist more than continuum-many nonhomeomorphic examples of 
totally imperfect spyc spaces. (A space is totally imperfect if it contains no subset 
homeomorphic to the Cantor set.) 
(B) (Martin’s Axiom). There exist more than continuum-many nonhomeomor- 
phic examples that contain subsets homeomorphic to the Cantor set. 
(C) There exists a nonseparable space with a topology preserving spyc metric. 
As already stated, the results listed above can be demonstrated using variations 
of the standard construction. The proof of the theorem stating that the irrationals 
can be characterized as a complete spyc space rests on an algebraic operation. 
However, as yet, questions bearing on the relationship between spyc spaces and 
homogeneity have not proven to be accessible by the means used to obtain the other 
results. In particular, the question as to whether or not there is a spyc space, exclusive 
of the irrationals, which is a topological group remains unresolved. 
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