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Abstract
This dissertation studies the impact of a dynamical interaction network on the distributed learning of a
common language. In recent years there has been much interest is developing algorithms for enabling
populations of agents to converge upon a shared language, and in studying the role of the interaction network
in this process. The focus so far has been on fixed networks, with various topologies, and simple algorithms,
which do not provide a general framework for associating tasks in the environment with language. We try
to overcome both these limitations in this work. We derive a new algorithm for generating realistic complex
networks, called Noisy Preferential Attachment (NPA). This is a modification of preferential attachment
that unifies it with the quasispecies model of molecular evolution. The growing network can now be seen
as a process in which the links in the network are undergoing selection, replication, and mutation. We also
demonstrate that by varying the mutation rate over time, we can reproduce features of growing networks in
the real world. We then model a population of language learning agents on an interaction topology evolving
according to NPA and demonstrate that under certain conditions they can converge very rapidly. However,
we also note that they always converge to a maximally simple language. This leads us to introduce a method
of relating language to task based on an analogy between the agents’ hypothesis space and an information
channel. Language is represented as a form-meaning association matrix and is learned alongside the neural
network that is used to solve the task, by treating the hidden layer nodes as the meanings. We introduce a
new “language game” which we call the classification game. We show that the population, through playing
the classification game, converges to a representation which is simple, but not too simple, by balancing
the pressures for learnability and functionality. This leads to a form of complexity regularization which
corresponds to a search for flat minima of the error surface in weight space. We demonstrate that the
population can avoid overfitting through this process. The languages that emerge can be either holistic
or compositional, depending on the nature of the task and the cognitive capacity of the agents. We then
introduce temporal tasks and show that the same setup, using recurrent neural networks and form-meaning
association matrices, can generate languages with strict symbol ordering, which is a rudimentary form of
syntax. Finally, we bring together language and topology evolution and show that when the classification
game is played on a topology evolving according to NPA, very rapid convergence can be achieved at the
expense of a small increase in complexity of the solution. We also compare the convergence rates of several
other topologies and show that NPA results in the fastest convergence. Regular and small world topologies
show very slow convergence, due to the formation of communities which are locally converged but at odds
with other communities.
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Chapter 1
Introduction
It is very hard to imagine what life would be like without language. Nearly everything we do depends on
language. It structures the way we think and act. It helps us to plan ahead, and to adapt collectively to
changing circumstances. Language itself changes over time, and the changes in language reflect our learning
biases and changes in our environment. Understanding the processes that lead to language change, and their
interaction with cultural and biological dynamics is a very important scientific problem.
From a technological viewpoint also, language evolution is very important. As we are learning to build
increasingly complex and sophisticated machines, we are finding the need to endow them with increasing
degrees of autonomy so that they can learn, plan, and operate on their own. This is necessary because not
every eventuality can be foreseen and not every required response can be programmed in. So far, though, we
do not know how to enable populations of machines to develop and adapt their own languages. Language
is, thus, the last frontier of autonomy (Gasser, 2007).
In order to achieve this goal, we need to understand how language emerges, and how it evolves. In this
dissertation, we investigate one aspect of this problem, that of the effect of an evolving interaction topology
on the emergence of a simple language.
The aim of this chapter to acquaint the reader with the problem of language evolution and our approach
towards it. Section 1.1 states the main research problem in which we are interested, and section 1.2 describes
the particular problems tackled in this dissertation. Section 1.3 describes the methods we have used to
explore these problems, and section 1.4 provides a chapter-by-chapter overview of the dissertation and also
a summary of the major contributions.
1.1 Research Aim
Broadly, our central research question is the following.
How may we get a population of agents to create (and maintain) their own language(s)?
This is a very difficult problem because language, as a process, is a very complex phenomenon involving
multiple spatial and temporal scales. We can think of it as a collection of micro, meso, and macro processes
(Gasser et al., 2007):
• Micro: These processes occur on the timescales of single interactions between agents.
– Representing: This involves converting (a part of) perception and internal state into a linguistic
utterance, which may be spoken, written, gestured, etc., using the existing repertoire of forms.
It can also involve introducing errors or innovations into the existing symbolic and grammatical
repertoire.
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– Interacting: A linguistic interaction involves exchange of representational material. In this
dissertation we conventionalize interactions to be between two agents at a time, whom we designate
as the speaker and the hearer.
– Interpreting: This is, in a sense, the inverse of representing. It involves converting a repre-
sentation into perception or action, using existing repertoires of interpretation methods such as
parsing. It also involves dealing with errors and innovations in the existing symbolic and gram-
matical repertoires.
• Meso: These processes occur on timescales ranging from several interactions to the lifetimes of single
agents.
– Symbolization: This is the process of creating a new symbol. It involves selection of a “mean-
ing”, which is some kind of internal cognitive structure, as being worth communicating.
– Grammaticization: This is the process of long-term assimilation of meanings and symbols into
structured representations.
• Macro: These processes occur on timescales of lifetimes of single agents to several generations.
– Collectivity: A language is a kind of convention. Arriving at a consensus convention typically
requires many repeated interactions between agents, as well as between agents and environment.
It is further affected by the topology of interaction, because interactions in many systems are
non-uniform.
– Optimality: Languages are typically functional, that is they aid in cognition, planning, etc. Thus
it is possible to talk about the optimality of a language with respect to the cognitive architecture
of the agents and the particular environmental challenges with which they are faced.
A complete theory of language evolution will have to give an account of each of these processes as well
as how they interact with each other. One of the key underlying issues here is the relation between single
agent models and population models. Many people have developed detailed single agent models of language
acquisition. However, because of their complexity, these tend to be hard to analyze at the population level.
Conversely, existing population level models generally assume that the individual agents are exceedingly
simple, sometimes modeled by a single scalar variable. It seems clear that this disconnect between the two
kinds of models must be bridged in order to develop a complete theory.
From an agent’s point of view, in relation to language, there are three questions that need to be answered
at each time step: who to talk to, how to talk, and what to say. On a population level, these are the processes
of interaction topology, language, and strategy evolution. One way to analyze these processes, and thus to
develop an agent-based theory of language evolution, is to describe them using population dynamical models.
These dynamical models should, preferably, arise from some underlying optimization-based description. In
this dissertation we present components of such a theory. We give a dynamical model of interaction topology
evolution, based on an optimization heuristic, which results in realistic growing social networks. We also give
an optimization based model of language evolution and a partial analysis of the ensuing dynamics. Finally
we study the effects of co-evolution of topology and language. While we do not study strategy evolution
(“what to say”) here, we believe that there is actually existing work on this aspect in the reinforcement
learning literature, which could possibly be adapted to language (Tuyls et al., 2003a; Tuyls et al., 2003b;
Tuyls et al., 2003c).
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1.2 Problem Statement
In this dissertation, we focus primarily on the macro level phenomena described above. We are interested
in how a population of agents can adapt their language to the environment and tasks with which they are
faced, and how we might be able to tell whether the language is in fact well-adapted. This is the optimality
question described above. We are also interested in how quickly the agents might be able to converge upon
such a “good” shared language, and the role of the interaction topology in this process. This is the collectivity
question described above.
There has been limited work on each of these issues. Steels introduced the Naming Game to study the
development of a shared lexicon (Steels, 1998). The Naming Game consists of a setup where agents interact
pairwise and the speaker selects one of a group of presented shapes to name, which the hearer then attempts
to identify. Agents represented shapes using decision trees, and the language as a matrix of associations
between feature sets and words. The experiments showed that agents were able to converge upon a shared
lexicon through repeated interaction. This pioneering work demonstrated convergence, but only addressed
the development of a shared lexicon and not syntax, especially not how syntax might emerge. Further, all
agents were allowed to interact uniformly randomly, which is a very unrealistic setting for a real population.
In recent years, Loreto et al., have addressed this last aspect by studying the role of the topology of inter-
action, in particular the effects on the dynamics, in the Naming Game (Baronchelli et al., 2005b; Baronchelli
et al., 2005a; Baronchelli et al., 2006a; Baronchelli et al., 2006b; Dall’Asta et al., 2006a; Dall’Asta et al.,
2006b). In fact, their analysis has considered a simplified version of the experiments, where agents are trying
to come to consensus on a single word. They consider the impact of various topologies of interaction such
as regular and small-world graphs, and provide an elegant description of the process in terms of coarsening
dynamics, as well as in terms of the trade-offs between speed of convergence and the required memory.
However, they have only considered fixed topologies, though it would be reasonable to expect the topology
of interaction to change over time, since language evolution is a temporally extended process. The other
main aspect that is missing from this entire stream of work is the notion of optimality, or more generally,
the quality, of the evolved languages. There has been no attempt, as far as we know, to measure how well
the language is adapted to the task at hand. These facts have led us to formulate the following goals for this
dissertation:
1. To develop a realistic model of an evolving topology of interaction.
2. To develop an effective means of coordinating task and language learning in a population of agents.
3. To study the effects of the co-evolution of language and topology.
We treat a language as fundamentally being a systematic relationship between meanings and symbols,
which we call a form-meaning mapping. This does not preclude there being relationships between the symbols
themselves. Thus a syntactic language is a special case of a form-meaning mapping. The simplest kind of
syntactic language is called a compositional language, where there is no structure besides the fact that at
least some utterances can be combined meaningfully. A language which does not have any relationships or
regularities among the symbols is called a holistic language.
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1.3 Methodology
The field of artificial language evolution draws a lot upon the study of natural language evolution, since
that is ultimately the only available example of the phenomenon. The study of the origins and change of
natural language has very long and rich history. Speculations about the origins of language go back at least
to Plato’s Cratylus dialogue, which discusses the connection between names and things.
One of the primary ways in which philosophy and science proceed is through the use of metaphor. Over
the years, many metaphors have been employed for understanding how language emerges and changes over
time. Linguistics textbooks from the seventeenth century compare language to civilization: it is born, spreads
and passes through a golden age, and eventually dies out. The evolutionary metaphor became dominant
almost immediately after Darwin published his work on the Origin of Species. In fact the adoption of this
metaphor was so widespread and led to so much speculation about language evolution that the Socie´te´
de Linguistic de Paris, when it was formed in 1865, declared in its bylaws that it would not accept any
communications dealing with the origin of language. A similar statement was made by the Philological
Society of London in 1873 (Kendon, 1991). In the last fifty years or so, however, the question has again
gained scientific validity due to relevant discoveries in archaeology, anthropology, and neuroscience. A lot
more is now known about the biology, environment, and lifestyles of the early homo species. This has lead
to a renewed spate of theories about the origins of language. A review of some of the main contenders can
be found in (Swarup & Gasser, 2007a).
The mathematics of evolutionary dynamics has been very fruitfully applied to the study of language
(Komarova & Niyogi, 2004; Komarova et al., 2002; Komarova, 2004; Nowak, 2002; Nowak & Komarova,
2001; Nowak et al., 2000). It is worthwhile to remember, however, that evolution is still a metaphor for
language change, and it is not the only one. Economists, unsurprisingly, conceive of language in economic
terms (Selten & Warglien, 2007). Learning theorists think of it as a computational complex dynamical
system (Niyogi, 2006).
We will draw upon all of these in our discussion. Further, we also draw upon work in the emerging field
of complex networks in our study of evolving topologies of interaction, and on machine learning in the design
of our agents.
Overall, we use a combination of simulation and analysis. Each chapter begins with some, generally
mathematical, intuition, which we then verify through numerical and simulated experiments. In several
cases we use very simple learning problems so that we can actually visualize the results and use them to
guide our analysis. There is also an overall trend to move from rigorous analysis to dependence on simulation
as the problem gets increasingly complex and makes analytical results increasingly harder to achieve.
1.4 Overview
The chapters in this dissertation are organized roughly in the order described in the problem statement.
Chapter 2 provides a general introduction to the field of language evolution. It discusses the relationship
between natural and artificial language evolution, and contextualizes the rest of the dissertation.
Chapter 3 describes the Noisy Preferential Attachment (NPA) algorithm, which is an algorithm for evolving
the communication network topology. It is based on the idea of recommendation. At each step, an agent
queries another agent for its recommendation of the agent with the best language in the population. The
analysis shows that this process results in a scale-free degree distribution, and that it can be viewed as
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a quasi-species evolutionary process. Simulations show that this algorithm can reproduce properties of
real-world dynamical networks, such as power-law densification and shrinking diameter.
Chapter 4 presents a first pass at an algorithm for language learning in a population of agents, based on
the NPA algorithm. The idea essentially is for agents to use NPA to select teachers. A simulation with
recurrent neural networks shows that convergence occurs very rapidly with NPA. The experiments also show
some of the limitations of the setup: the population converges to the simplest possible language because it
the most easily learnable, and the algorithm isn’t described in a distributed setting.
Chapter 5 addresses the problem of defining fitness, or quality, of language. The experiments of the previous
chapter show that learnability constitutes one aspect of fitness, even if it isn’t explicitly defined as such. We
introduce the classification game, and show that functionality, or usefulness, constitutes another aspect of
fitness, and that these are opposing forces whose push-pull results in languages that tend to be simple, but
not too simple. In other words, they tend to be very well adapted to the task for which they are used. We
also show the emergence of rudimentary syntax, merely from the inclusion of a temporal aspect to the tasks.
Chapter 6 combines language and topology evolution. We present a comparison of language evolution on
various fixed topologies, a randomly evolving topology, and a topology evolving according to NPA. We see
that NPA results in a very rapid convergence to a common language and high performance on the task, but
the tradeoff is that the discovered solution is generally not the simplest possible.
Chapter 7 concludes the dissertation by summarizing the contributions, and highlighting various directions
for future work, including the study of the evolution of grammar, and symbol grounding through learning
multiple tasks.
1.4.1 A summary of the major contributions of this dissertation
1. A clear articulation of the problem, including an outline of a novel agent-based theory of language
evolution.
2. A model of evolving networks that unifies preferential attachment with molecular evolution, and is
capable of reproducing features of growing networks in the real world, such as shrinking diameters and
power-law densification.
3. A model of joint task and language learning that results in convergence to simple representations. We
believe this is the first clear model for associating arbitrary supervised learning tasks with language
learning.
4. This model also leads to the emergence of structured language, especially if the task is of a temporal
nature (such as sequence classification), without the need for explicit syntactic linguistic processing.
5. A study of the co-evolution of network topology and language that shows that our model of network
evolution results in very rapid convergence to a common language and also good performance on the
task. The tradeoff is in the simplicity of the solution. It is generally more complex than the simplest
possible solution to the task.
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Chapter 2
Natural and Artificial Language
Evolution
2.1 What is language evolution?
Language evolution is the study of how language emerges, and how it changes over time. In practice, these
two phenomena are quite different in terms of the methodology applied to their analysis. The study of
language change falls mostly in the domain of linguistics, whereas the study of language emergence draws on
work in archaeology, anthropology, and neuroscience. This is because language evolution actually proceeds
on three different timescales, evolutionary (biological), cultural, and individual. The faculty for language
has emerged and adapted on an evolutionary timescale, whereas languages change on a cultural timescale.
Language acquisition, which is the learning of language by an individual, is not always considered a part of
the study of language evolution.
In the last couple of decades, the study of artificial language evolution has been gaining momentum.
Part of the reason for this is that language is unique. No other species has evolved language, and so any
explanation is going to be a “just so” story. However, when we include artificial language evolution in the
mix, we can ask the more general question, what are the minimal initial conditions for the emergence of
language? In other words, we can hope to uncover some general principles underlying the emergence and
change of language.
Another way of asking the same question is, what mechanisms/conditions do we need to design/provide
to enable the evolution of language in a population of machines? This is an important question because,
besides being an important scientific problem, the study of the emergence of language is also very important
from a technological perspective. Multi-agent systems are becoming increasingly widespread, being used
in widely differing contexts such as spacecraft control, military mission scheduling, auctions, agent-based
models of social networks and organizations, etc. The general approach to communication and coordination
in multi-agent systems is to pre-impose a designed language. However, such pre-defined languages are often
found to be inadequate, especially as multi-agent systems increase in size and complexity, as they reflect the
designer’s viewpoint rather than the agents’, and are unable to adapt to changing environmental conditions
and task definitions. It is much more desirable for the agents to be able to create and maintain their own
language. The last decade has seen increasing application of computational and mathematical methods to
the study of language evolution (see (Wagner et al., 2003) for a review). This has led to important advances
on questions such as how a shared language is established in a population (Cucker et al., 2003; Komarova,
2004; Steels & Kaplan, 1999), the emergence of syntax (Nowak et al., 2000), and symbol grounding (Roy,
2005; Taddeo & Floridi, 2005). However, we are still far from a general theory.
The aim of this chapter is to provide a general introduction to the problem of language evolution and to
contextualize the work in this dissertation. With this in mind, the rest of this chapter is organized as follows.
First we describe the problems of natural and artificial language evolution, and provide several examples
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of each. Then we discuss the key research questions in both these areas and some of the attempts that
have been made to answer them. Then we discuss the possibility of building a general theory of language
evolution, what it would involve, and what benefits we could derive from it. This leads us to a discussion of
two current views of the problem landscape, and a more concrete list of problems that need to be solved, as
well as some of the abstractions and simplifications that are generally made to develop tractable techniques
and analyses. We end with a description of the problems addressed in this dissertation and a discussion of
their place and relevance in the problem landscape.
2.1.1 Natural vs. artificial language evolution
Consider the space of communication systems shown in figure 2.1.
Continuous and discrete communication systems are distinguished along the x-axis. A continuous com-
munication system is one that uses the magnitude of some quantity to communicate information. For
example, scout honeybees communicate the quality of a nest-site they have discovered by the vigor of their
waggle dance (Franks et al., 2002). Bacteria do quorum sensing by producing molecules called autoinducers
(Bassler, 1999; Reading & Sperandio, 2006). Quorum sensing is the control of gene expression in response to
cell density. This means, for example, that bacteria will often not express virulence factor until their colony
is big enough to have a high probability of successfully infecting the host.
The y-axis distinguishes the kind of representation used by the communication system. The notion of
cued and detached representations is due to Ga¨rdenfors (Ga¨rdenfors, 2004). In his own words, “A cued repre-
sentation stands for something that is present in the current external situation of the representing organism.
When, for example, a particular object is categorized as food, the animal will then act differently than if the
same object had been categorized as a potential mate... In contrast, detached representations may stand for
objects or events that are neither present in the current situation nor triggered by some recent situation.”
Since the honeybee representation of food sources or nest sites seems to fall inbetween cued and detached,
we include displaced representations in our space of communication systems. By displaced representation,
we mean representations which stand for objects or events that are not in the current situation, but have
been triggered by some recent situation. The notion of displacement is one of Hockett’s design features
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of language (Hockett, 1960), but he uses the term to mean anything other can cued representations1. We
think it is important to make these distinctions because they imply different computational properties of
the underlying cognitive system. Deacon talks about a similar taxonomy of kinds of symbols: iconic, in-
dexical, and true symbols (Deacon, 1997). Icons physically resemble that which they represent, for example
onomatopoeic words like “pitter-patter”. Indices involve correlations between the symbol and the referent,
for example a symptom and a disease. True symbols, in contrast to the other types, are entirely arbitrary.
For example, the word “chair” doesn’t tell us anything about the (kind of) object to which it refers.
The z-axis distinguishes various levels of structure that might be present in the communication system.
The simplest kind of communication in this sense is holistic, where every “meaning” or concept has an
independent symbol associated with it. There is no relation between the symbols, and no internal structure
to them. The classic example is the alarm call system of vervet monkeys (Seyfarth & Cheney, 1980). Vervet
monkeys have different calls for flying predators like eagles, and ground predators like snakes and leopards.
These calls have no relation to each other. They don’t, for example, have a common component that means
“predator”.
A significantly more complex form of structural organization is compositional language. This means that
utterances are composed of meaningful parts, which combine meaningfully. For example, “green ball” means
not just that there is something green and something that is a ball, but that it is the ball that is green. The
language capacity of chimps, bonobos, and apes seems to be at this level (Savage-Rumbaugh et al., 1985).
Finally, the most complex form of structural organization we know is modern human language with its
rich syntax.
The communication space gets increasingly complex along each axis. Thus the simplest communication
system is continuous, cued, and holistic, such as the quorum sensing of bacteria, and the most complex is
discrete, detached, and syntactic, of which the only known example is modern human language.
To illustrate the difference between work in natural and artificial language evolution, we can place some
of the most relevant work from the literature into the same communication space. Figure 2.2 shows where
some exemplary research fits into this space. The Talking Heads series of experiments (Steels, 2003b) mainly
consisted of robots learning holistic languages (developing a shared lexicon) to associate with a number of
objects. The evolutionary robotics experiments of Tuci et al. (Ampatzis et al., 2005) have resulted in robots
that communicate by varying a continuous signal over time as they coordinate to navigate towards a goal.
The Iterated Learning Model (Smith et al., 2003; Kirby, 2007) has discussed how a compositional language
can emerge in very simple environments. The robotic experiments of Levinson et al. have shown how a robot
can acquire simple syntactic language through interaction with the environment (Illy, Alan, and Norbert are
the names of their robots. See, e.g., (McClain & Levinson, 2006).).
In contrast, work on natural language evolution has been entirely concerned with the emergence of human
language. Croft has proposed a theory of how languages change based on selection at the level of the utterance
(Croft, 2001a). Niyogi has proposed a theory of selection at the level of grammar, due to learning from one
generation to the next (Niyogi, 2006). Several people have suggested theories of protolanguage, which will
be discussed in more detail in subsequent sections below (Bickerton, 1990; Jackendoff, 1999; Arbib, 2005;
Ga¨rdenfors & Osvath, 2005). There have also been experiments with chimps, apes, etc. to investigate their
linguistic capabilities (Savage-Rumbaugh et al., 1985), and discoveries from archaeology and anthropology
about the physical structure and lifestyle of early homo species, which have led to speculation about the
1Note that what we call displaced, Ga¨rdenfors would probably include under cued, and what Ga¨rdenfors calls detached,
Hockett would include under displaced.
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course of language evolution (Aiello, 1998).
It is clear from figure 2.2 that natural and artificial language evolution deal with two completely different
parts of the communication systems space, at least so far. One of the aims, for artificial language evolution,
is to close the gap and develop artificial languages that have all the complexity and richness of natural
languages.
Natural language evolution, thus, deals essentially with two main questions.
• How and why did human language emerge?
• How and why do human languages change?
Artificial language evolution, on the other hand, addresses the following questions.
• How may we get a population of machines to develop their own language?
• And also change (maintain) it over time?
2.1.2 Why is it called evolution?
The word “evolution” is perhaps overused in the study of language. It is used in at least three senses. The
colloquial usage of the word is simply to indicate the change over time of language. Thus, e.g., any work
that involves agents interactively creating a language is referred to as work in language evolution. We are
guilty of this as well, but the use is widespread and accepted, and so we will not shrink from continuing in
this vein.
However there is also a biological aspect to language change. The language faculty, which is our ability
to process language, has co-evolved with language (Hauser et al., 2002; Pinker & Jackendoff, 2005; Dunbar,
1993; Deacon, 1997; Briscoe, 2003). Thus language evolution can be used to mean the emergence of human
language through the process of biological evolution. This is discussed in some detail in the next section.
The third sense involves the application of the evolutionary metaphor to language change. In these models
languages themselves are the units undergoing selection, replication, and mutation. Thus it is possible to
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talk about competition between languages, and the survival of the fittest (Mufwene, 2002; Mufwene, 2005).
The mathematics of evolution has also been fruitfully applied to the study, in abstract, of grammar change
(Nowak & Komarova, 2001; Komarova et al., 2002; Komarova & Niyogi, 2004; Komarova, 2004).
The sense that is being used often has to be inferred from the context. Generally this is sufficient. If
there is ambiguity in usage, we shall attempt to clarify it in the text.
Next we address the two main questions listed above for natural and artificial language, in turn. This
will involve breaking them down into a number of smaller questions. The answers are meant to give a brief
look at the work that is being done in each of these areas, and to provide hooks into the literature for further
exploration.
2.2 Key questions for natural language evolution
2.2.1 How and why did language emerge?
Theories of the origins of language address two questions: how language evolved, and why. Broadly, the
answers to how language evolved consist of speculations on the mechanisms, or preadaptations, that made
language possible, and the stages that lie between animal-like signaling and modern human language. The
answers to why language evolved consist of speculations on the functional properties of language, environ-
mental conditions, and selection pressures that gave language an adaptive advantage.
There are a couple of important points to remember here. First, the various proposals for why language
evolved are not mutually exclusive. Indeed it is likely most of these contributed to the selection pressure for
the evolution of language. Box 1 summarizes the main ideas about why language evolved.
Second, any postulated preadaptations for language must be selected for in their own right. This means
that we cannot suppose that some preadaptation emerged in order to make language possible. Evolution
does not proceed according to some pre-specified program, and therefore such a suggestion would violate
causality.
An example of a preadaptation is the change in the shape and robustness of the jaw which made possible,
as a side effect, the production of the range of speech sounds we enjoy today. This happened when homo
ergaster moved from the arboreal habitats occupied by the australopithecines to a more open savannah
habitat. This led to a change in diet from being predominantly vegetarian to incorporating more animal-
based products. This in turn led to the change in the shape and robustness of the jaw (Aiello, 1998).
A complete theory of the emergence of human language would need to answer at least the following
questions:
• Why have only humans developed language?
• Is it due to a difference in degree, or a difference in kind?
• How much of language is innate, and how did it become so?
• Did language emerge gradually, and if so what did earlier forms of language look like?
Why have only humans developed language?
Szathma´ry has suggested that there can be two possible reasons for the uniqueness of an adaptation: it might
be variation-limited or selection-limited. Being variation-limited means that the necessary mutations occur
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extremely rarely. Being selection-limited means that they only confer a selective advantage in extremely rare
conditions (Johansson, 2005a, quoted). Hurford has pointed out, however, that just because other species
haven’t developed language doesn’t mean they won’t (Hurford, 1999). Language has only emerged in the
last 100,000 to 500,000 years (Aiello, 1998), which is a short while for evolution. Every major evolutionary
transition must have had a vanguard - a species that was the first to achieve it, and solely enjoyed its benefits
until the other species caught up.
Box 1: Functional Scenarios for the Evolution of Language
Johansson provides a nice overview of the various scenarios that have been proposed to have provided the
selection pressure for the emergence of language (Johansson, 2005a). We list them here.
1. Hunting, which leads to a pressure for a language for cooperation.
2. Tool-making which, arguably, lead to an increase in intelligence, and provided the mental capabilities
required for language (such as combinatoriality).
3. Sexual selection, such as a preference for more articulate mates, or sexual conflict as a driving force,
or because better communicative ability can lead to social/political power.
4. Child-care and teaching, which leads to a pressure for a language for teaching.
5. Social relations in groups and tribes:
• Predation, perhaps for coordination for group defense.
• Inter-group competition.
• Intra-group competition for resources.
• Mating opportunities.
• Intra-group aggression and politics, such as alliance-formation, negotiation, etc.
6. Children at play, where language may have appeared through mimicry, for example.
7. Music.
8. Story-telling.
9. Art.
Is it due to a difference in degree, or a difference in kind?
A counter-argument to many of the scenarios listed in box 1 is that other species do them too. Why haven’t
they developed language? Hunting, for example, is a very common activity in the animal kingdom. Even
cooperative hunting, which is proposed to have provided the selective pressure for communication, is quite
common. The question, then, is, are these viable propositions? Is a difference in the degree to which we
engage in some activity, for example our increased period of childhood, or our increased social group size,
sufficient to explain why language evolved? Or is there a different kind of activity we engage in, that other
species don’t, that led to the evolution of language? The same question holds for our cognitive capabilities.
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Does the emergence of language require some special cognitive capability that other animals lack, or is it
that we are just better at (some aspects of) cognition?
How much of language is innate, and how did it become so?
It is hard to argue that there aren’t at least some aspects of language which are innate. The capacity for
symbolization is probably innate. Further, children can acquire a grammatical language even if the linguistic
input they receive is not grammatical, as in the emergence of creole languages from pidgins, and in the famous
example of the Nicaraguan Sign Language, where a community of deaf children in a school in Nicaragua
invented a grammatical sign language based on the pidgin-like Lenguaje de Signos Nicaragu¨ense that they
were exposed to at home (Comrie, 2001). This does not necessarily mean that grammar is innate, however.
For one thing, the development of a creole seems to depend on the size of the community. If the community
is not large enough, a grammatical language does not emerge.
The idea that we might have an innate language acquisition device (or a universal grammar), which
appeared by means other than natural selection, was first proposed by Chomsky (Chomsky, 1980). It has
been extremely controversial (Pinker & Bloom, 1990), and in one of his most recent articles, he (with Hauser
and Fitch) proposes that the only aspect of grammar that is innate is the ability to do recursion (Hauser
et al., 2002). This proposal, also, has generated debate (Pinker & Jackendoff, 2005).
Did language emerge gradually, and if so, what did earlier forms of language look like?
An idea that seems to find general agreement is Bickerton’s proposal of a protolanguage (Bickerton, 1990). A
protolanguage is basically modern language without the rich syntax. It is compositional, that is, it consists
of words that are strung together into sentences, but it doesn’t have properties like tense and aspect. It is
also supposed to have a closed (that is, fixed) vocabulary. Bickerton has proposed that modern language was
preceded by protolanguage, which may have existed for as many as a million years before modern language
appeared, and further, that protolanguage still makes its appearance in pidgins, and in some aspects of
language acquisition (a twist on “ontogeny recapitulates phylogeny”). Jackendoff has expanded on the idea
of a protolanguage, suggesting several different stages. These are summarized in box 2. Johansson provides a
nice summary of all the “protos” that make up protolanguage: proto-speech, proto-gestures, proto-semantics,
and proto-syntax (Johansson, 2005b).
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Box 2: Proto-language
Jackendoff has postulated the following stages in the evolution of the language capacity (Jackendoff, 1999).
Bickerton’s proposed protolanguage (Bickerton, 1990) is subsumed in this sequence.
1. The use of symbols in a non-situation-specific fashion.
2. An open, unlimited class of symbols.
3. A generative system for single symbols: proto-phonology.
4. Concatenation of symbols to build larger utterances.
5. Using linear position to signal semantic relationships.
6. Phrase structure.
7. Vocabulary for relational concepts.
8. Beyond phrase structure: inflection and further syntax.
2.2.2 How and why do languages change?
Human languages change extensively over a period of generations. Consider the following sentence fragment
from the Anglo-Saxon Chronicles, which were written in Old English in 848 A.D. (Trask, 1996; Niyogi, 2006).
Her ... Aelfred cyning ... gefeaht wid ealne, here, and hine
Here Alfred king fought against whole army and it
geflymde and him aefter rad od pet geweorc, ...
put to flight and it after rode to the fortress, ...
Under the original sentence, a word by word translation or gloss is provided. We can see that nearly
everything about Old English is different from its modern counterpart. The lexicon, the morphology, and
the syntax are quite apparently different. In addition, the alphabet itself (though not shown here), and the
phonology were quite different too. The language changed so much over a millennium that if we didn’t know
the entire history of the change, it would be difficult to guess, from a casual inspection at least, that Modern
English is descended from Old English.
How and why do such changes in language come about? Answering these questions is quite difficult
because change is driven in large part by individual language acquisition, and we just don’t know enough
about how children (or adults for that matter) learn language. Nevertheless, as with the question of language
emergence, we can break down the problem into a number of questions.
What is the mechanism for generating variation?
For any language change to occur, there must be a mechanism for generating variation. Yet this variation
must not be so great as to render users of different variations unable to communicate with each other. There
are multiple possible sources of this kind of change. Niyogi, for example, focuses mainly on grammatical
change due to errors in child language acquisition (Niyogi, 2006). Errors occur because children learn
language from a finite sample. Niyogi shows that small errors in acquisition can result in big changes over
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several generations. He uses the language of complex dynamical systems and computational learning theory
to set up a model of language change that is essentially Darwinian. This view, that language evolution is not
just analogous to biological evolution, but is essentially the same process as biological evolution has been
gaining currency in linguistics.
Croft (Croft, 2001a), and Mufwene (Mufwene, 2001) have also argued along the same lines, though
they have suggested different mechanisms for generating variation. Croft has proposed a model based
on “utterance selection”, and recently he and others have proposed a mathematical model based on this
idea (Baxter et al., 2006). Their basic idea is that speakers continually modify their utterances based on
utterances they hear from other speakers. Examples of this kind of spontaneous variation include changes
in pronunciation, or in the ordering of words in a sentence. This means that language changes through drift
also, in the absence of selection. Selection occurs due to social forces, such as the preference of a speaker to
identify itself with a particular social group. The utterance is taken to be the linguistic analog of DNA, and
Croft uses the word lingueme to refer to the basic unit of reproduction.
Mufwene disagrees with this allocation, and posits the idea of linguistic features, distinct from grammar
or utterance, as the basic units. He views language as being multi-modular, with each module having its
own features and production rules that contribute to the feature pool available to a speaker. Thus features
include things like sounds, morphemes, words, and idioms. Large changes to a feature pool can occur when
speakers of different languages come into contact with each other, which can result in the formation of new
languages known as pidgins and creoles.
These various mechanisms of generating variation are not mutually exclusive, and it is their combined
effect that produces the material on which selection acts.
What is the locus of selection?
In order to answer the question of how selection operates, we must define fitness. It is generally assumed
by linguists that all current languages are equivalent in their fitness at least with respect to learnability
and expressiveness. In other words, a child born in a Hindi-speaking community acquires Hindi as easily
as a child in an English-speaking community acquires English, for example. Further, most languages are
equivalent in terms of the concepts they can be used to express. We shall see in later chapters, however,
that for simple artificial languages, learnability and expressiveness (or functionality) are two very important
aspects of fitness.
If we go back far enough in linguistic history, it is clear that (aspects of) very early languages had
differential fitness. For example, the Phoenicians were the first to develop a phonetic alphabet. This
innovation quickly became established in (nearly) all languages, even though the Phoenician language itself
died out. Presumably this happened because a phonetic writing system is much easier to learn. But it is
debatable whether it makes sense to talk about the intrinsic fitness of present-day languages.
Komarova and Niyogi have used mutual intelligibility or communicative efficiency as their definition of
fitness and studied a resulting abstract model of grammar change (Komarova & Niyogi, 2004). They define
a language to be a set of probabilistic associations (a probabilistic matrix) between forms and meanings. We
use a very similar definition of a language in our work. The fitness of a language in their model is determined
by the number of other languages in the population with whom the speaker can successfully communicate.
Note that in this case, we cannot speak of the fitness of an individual’s language or idiolect in isolation. The
fitness of a language is a fundamentally population-level measure. In the terminology of evolution, this is
called frequency-dependent fitness.
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Another such measure is joint effort. Joint effort is the sum of the “effort” made by the speaker and the
hearer. Ferrer i Cancho and Sole´ defined a language to be a binary matrix of signal-objects associations and
defined effort in information theoretic terms as follows. The effort for the speaker is the entropy of the set
of signals produced if all objects are equally likely. Thus if a speaker utters the same word for all objects,
its effort is minimal (zero), and if it has a different word for each object, its effort is maximal. Similarly,
effort for the hearer is the average ambiguity or uncertainty in interpretation of signals. They showed that
if the agents try to minimize the sum of the two effort terms, a scale-free distribution of words emerges in
the transition between referentially useless systems and indexical systems (which have a one to one mapping
between signals and objects) (Ferrer i Cancho & Sole´, 2003). This model is known the least effort model and
was first suggested by Zipf (Zipf, 1949). The scale-free distribution of words is a well-documented feature of
human languages.
If we know how linguistic fitness is determined, we can put that together with the mechanism for gener-
ating variation, and develop an account of how selection operates. Variation must cause a change in those
aspects of language that determine fitness. Variants with higher fitness are then preferentially selected for
reproduction or imitation by speakers and this drives the change in language.
In the formalizations of Komarova and Niyogi, and Ferrer i Cancho and Sole´, this can be used to derive
learning algorithms that lead to language adaptation and convergence. However both these methods miss
two important factors. First, they do not attempt to relate the fitness of language to fitness of the agent
itself. The fitness of the agent is determined by its performance in the world, e.g. its capacity for survival.
Ideally, the fitness of the agent’s language should be linked to the agent’s fitness, otherwise, e.g., the agents
might converge upon a useless language. They might have the capacity but not the need to communicate.
Second, these formalisms ignore extrinsic sources of fitness, which are very important in determining the
direction of human language change. These social factors are described next.
What is the role of societal structure?
Social roles and differences such as power and prestige play an important part in language change. Labov
has done a very detailed study of language change in Philadelphia over decades and has documented the
role of factors such as social class and community structure in the evolution of English (Labov, 2001). He
found, for example, that language change is driven by a small number of “leaders”.
It is well established by now that social networks have non-trivial structure. Acquaintance networks are
known to have a “small-world” structure, which was first shown by Milgram (1967). Small world networks
have small diameters and high clustering. The diameter is the longest shortest path between pairs of nodes in
the network. Clustering indicates that two nodes which have links to a common node also have a link to each
other with high probability. This is also known as community structure. Random graphs, in contrast, can
have small diameters, but do not have high clustering. Social networks also have a power-law or scale-free
degree distribution, which means that these networks have structure at all scales. We can find nodes with
very high degrees, all the way down to just one or two links. Random graphs, in contrast, have Poisson
degree distributions.
This structural difference has important consequences. For example, the present of “short-cut” links in
small-world networks facilitates very rapid achievement of consensus in comparison with regular networks
(Olfati-Saber, 2005). However, the kinds of models that have been studied involve scalar or binary models,
and it is not clear how those results would scale up to something complex like language. Cucker et al. have
made a start in this direction by deriving a connectedness condition for agent interaction networks, where
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agents are learning to align their word-meaning mapping functions with each other through gradient descent
learning. Their result says that if the agent interaction matrix satisfies a property called weak irreducibility,
then consensus will eventually be achieved (Cucker et al., 2003). However, they haven’t studied the impact
of various topologies on the time scale of convergence. Loreto et al. have studied a simplified version of a
“naming game” (which involves attaining consensus on the name for an object) on various network topologies,
including small-world topologies, and have presented some elegant analyses in terms of coarsening dynamics
(Baronchelli et al., 2005b; Baronchelli et al., 2005a; Baronchelli et al., 2006a; Baronchelli et al., 2006b;
Dall’Asta et al., 2006a; Dall’Asta et al., 2006b). This will be discussed in more detail in chapter 6, where
we bring together our network and language evolution models.
The relation between language and interaction topology is just beginning to be explored. So far, the
focus has been on fixed topologies. However, social networks change over time (Jin et al., 2001; Leskovec
et al., 2005), and this change may interact with the process of language change. This is one of the issues we
will be investigating in this dissertation and is one of the contributions of our work.
2.3 Key questions for artificial language evolution
We now turn to artificial language evolution. Before we address the questions listed earlier, regarding how to
go about enabling a population of agents/machines to create and maintain their own languages, we address
the question of motivation.
2.3.1 What is it for?
Evolving artificial languages is no mean feat, especially if we intend them eventually to be as rich and complex
as human languages. Therefore it is helpful to ask ourselves what our goals are before embarking on such
an ambitious enterprise. The goals of this dissertation, which are far more modest, have been delineated in
the introduction. Here we speak of the general scientific and technological purposes enabling and guiding
research in artificial language evolution.
There are at least three such aims.
To model natural language evolution
One of the biggest problems in the study of the emergence of natural language is the lack of data. Language
leaves no fossil record. Despite this lack, the publication of Darwin’s works on evolution lead to a great deal of
speculation on possible scenarios for the evolution of language. This, in fact, led the Socie´te´ de Linguistique
de Paris, when it was formed in 1865, to declare in its bylaws that it would not accept any communications
dealing with the origin of language. A similar statement was made by the Philological Society of London in
1873 (Kendon, 1991).
In recent years, though, computer simulation has emerged as a viable means of addressing the data
dearth problem. The basic advantage is that simulation allows us to play with possible worlds. It is possible
now to develop precise and detailed hypotheses about language origins and test them in virtual worlds.
Understanding the emergence of natural language through simulation, thus, is one of the major goals of
artificial language evolution (Cangelosi & Parisi, 2002).
Similarly, simulation can be a powerful means of studying language change. A new and influential theory
of language, called the theory of constructions, has emerged in the last two decades. Its main advantage
16
is that it allows the representation of form-meaning pairs directly. Constructions are patterns in language,
such as the What’s X doing Y pattern, of which an example is “What’s that fly doing in my soup?” This
is an unusual construction in the sense that the literal meaning is quite different from the actual meaning.
Constructions can also be much more mundane, such as the ditransitive, or double object, construction, e.g.
“He gave her a cake.”. On the other hand, they can also be much more whimsically named, such as the Mad
Magazine construction, of which the classic example is “What, me worry?” (Lambrecht, 1990). Over the
years, linguists have compiled a large catalog of constructions, and have now begun to ask questions about
how constructions are learned (Tomasello, 2006), and what they tell us about the nature of language and
cognition in general (Goldberg, 2003).
New simulation formalisms, based on constructions, have also begun to emerge, such as embodied con-
struction grammar (Bergen & Chang, 2005) and fluid construction grammar (Steels & de Beule, 2006). They
extend the construction framework by requiring the meanings, or conceptual representations, to be grounded
in the agent’s perceptual and motor space. This may eventually lead to a unified account of language and
cognition. We discuss fluid construction grammar a little more in section 2.3.2 below.
To create truly autonomous machines
Another important reason to study artificial language evolution is that language is the last frontier of
autonomy (Gasser, 2007). We already build machines that are capable of independent learning and planning.
However, we do not yet build populations of machines that are capable of entirely independently learning
and planning how to work together. The barrier is language.
If these machines are going to learn through interaction with their environment and each other, it seems
obvious that the things they will need to talk about will be things they discover through learning. Thus, it
only makes sense to pre-specify ontologies in the most rigid of circumstances, where there is little learning
involved. Such machines, however, are not truly autonomous, as they are strongly constrained by the
designer’s biases and specifications. Yet, so far, the approach has been to strictly specify both the form of
the language and the ontology. To create truly autonomous and sophisticated machines, we need to cross
this last frontier of autonomy and enable agents to develop their own means of communication.
Further, multi-agent systems are distributed and open. This means that there is no central controller
that can impose a language or make sure that every agent’s language is to standard. Agents can enter and
leave the population at any time. In addition, if agents have long enough lifetimes, the environment and task
definition may change. Agents need to be able to adapt to all this, and still communicate and coordinate
with each other. Designed languages tend to be brittle and inefficient in such situations.
To uncover general underlying principles of communicative and cognitive systems
Finally, and most generally, the goal is to understand communication and cognition in general. It can be
argued that we should, in fact, not try to make artificial agents mimic humans because we should be trying
to take advantage of their particular substrate (silicon and computers) and its capabilities (fast, noise-free,
serial computation), rather than trying to compensate for it and make it more like our, biological, substrate.
But it is impossible to proceed in this direction unless we understand communicative and cognitive
systems in general, not just our own versions. The hope is that work in artificial language evolution will lead
to a general theory of language, of which human language is a special case.
As shown in figure 2.3, design principles need to be extracted from three interacting dynamical systems:
the cognitive structure of agents, the topological structure of the population, and the structure of language.
17
Agent structure
and dynamics
Population structure
and dynamics
Language structure
    and dynamics
DESIGN   
Figure 2.3: The three aspects of the design of autonomous agent populations. This figure is due to (Gasser,
2007).
Such a complex system is generally not analytically tractable, and we have to rely a great deal on simulation.
The need, now, is to have simulations that can ask very precise questions, and can control for all the relevant
factors. This leads to the next question.
2.3.2 How do we do it?
Instead of trying to give a prescriptive answer to this question, we simply provide a descriptive account of the
approaches that are currently being followed. Any attempt to evolve an artificial language involves making
a number of choices, such as the representation and the learning algorithm to use, the population structure,
and the protocol of interaction.
Representation
The choice of representation generally involves a trade off between realism and analytical tractability. Simpler
representations are much better understood and much easier to analyze. However they do not accurately
represent the complexities of human language. Thus it is important to have a clear conception of the goal
of the work before making a choice of representation.
The most common representation used in the literature is the form-meaning association matrix. Forms
are utterances or strings from the language, and meanings are the corresponding concepts. The association
matrix, thus, is an explicit representation of the joint probability distribution of forms and meanings. This
does not preclude there being some structure to the forms, which means that a syntactic language can also
be modeled as a form-meaning mapping. For human language, the size of the matrix would be infinite, since
there are infinitely many valid sentences in human languages.
An alternative is to model just the lexicon as a form-meaning mapping. This means that the forms
are single words. If there are valid strings in the language that consist of multiple words then some extra
processing is necessary. Thus, in this case, the form-meaning mapping does not represent the entire language.
Another problem with this approach is that words often have different meanings in different contexts, and
further sometimes a phrase has a meaning which is not related to the meanings of its constituent words. An
example of this is the phrase kick the bucket, which means “to die”.
A harder question is to define just what the meanings are. Generally they are taken to be some set
of percepts and concepts that are available to the agent. If we are interested only in the dynamics of the
form-meaning mapping itself, we might not care about where the meanings come from, and this might be
sufficient. However we will see later, in chapter 5, that we do care about the meanings, and we will specify
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clearly what they are (the hidden layer nodes of a neural network), and we will experiment with the effects
on the set of meanings of learning the form-meaning mappings.
Despite these issues, this an attractive representation because it admits analysis relatively easily, espe-
cially if we assume that the matrix is finite. The first analysis of form-meaning matrices was by Hurford.
He used the framework of evolutionary game theory to analyze the emergence of bidirectional Saussurean
signs (Hurford, 1989). Komarova and Niyogi have also studied the learning of form-meaning matrices, with
the goal of optimizing communicability between agents (Komarova & Niyogi, 2004).
Others, more interested in the evolution of syntax, have experimented with directly using a grammar rep-
resented by production rules (Hashimoto & Ikegami, 1995; Hashimoto & Ikegami, 1996), or with formalisms
like fluid construction grammar (FCG) (Steels & de Beule, 2006; Steels & Loetzsch, 2006).
The FCG framework has grown out of recent work in linguistics on grammar (Goldberg, 1995; Croft,
2001b; Croft, 2005), which views language as a collection of “constructions”. A construction is a pairing of
form and meaning, which are sometimes called the syntactic and semantic poles of the construction.
Learning
The fundamental difference between standard machine learning and language learning is that the linguistic
environment is constituted of other learning agents, which makes it non-stationary. There are only two
learning-theoretic analyses of language evolution of which we are aware.
Cucker, Smale, and Zhou analyzed a population of agents where each agent samples languages of its
neighbors at each time step (Cucker et al., 2003). Languages are represented as continuous functions mapping
forms to meanings. The forms and meanings themselves are also defined by closed and bounded regions in Rn
and Rl respectively. Then the agent updates its own form-meaning mapping to minimize the squared error
on the sample. They showed that if the interaction graph of the population is sufficiently connected, their
form-meaning mappings will eventually converge. This also depends on seeing a sufficiently large sample at
each time step, of course. The final language of the population is a combination of their initial languages,
determined by the interaction matrix (which is, in a sense, the influence matrix).
Note that while this is a very general analysis, their results depend on convexity of the signal and meaning
spaces, and thus, as they themselves point out, do not apply to finite sets of forms and meanings.
Komarova and Niyogi have analyzed the learning of form-meaning association matrices (Komarova &
Niyogi, 2004). They have given learning algorithms and bounds on the number of interactions needed to
learn optimal self-consistent languages for pairs of agents. Self-consistency means that the agent can interpret
its own utterances correctly. Optimality means that the agents can interpret each other’s utterances correctly.
They also used a game-theoretic framework to analyze populations of agents. They define a communicability
function over pairs of languages, and assume that this function determines fitness or payoff. Then they
were able to characterize the evolutionarily stable strategies, and showed that the strict ESS of the system
corresponds to fully-coordinated languages, but that there also exist some weak ESS (which are stable against
random drift) which allow a small amount of synonymy and homonymy.
Despite the limited amount of theoretical analysis available, language convergence has been demonstrated
many times, using very simple learning algorithms which basically involve counting the number of times a
particular form is observed in association with a particular meaning. Generally a bias for one to one mappings
is also included. This is exactly the algorithm we will follow for learning form-meaning mappings, and is
explained in detail in chapter 5. This basic implementation has also been extended in various ways to allow
increasing the numbers of forms and meanings over time as new meanings are extracted from the environment
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and new forms are invented for them. See (Vogt, 2006) for a good review of these methods.
Population Structure
Convergence depends not just on the learning algorithm, but also on the interaction structure of the agents
in the population. For example, if the population is split into two (or more) sub-populations that don’t
interact with each other, the entire population cannot converge on a shared language except by chance. It
might be argued that they don’t need to, since they never interact, but lack of convergence can also occur in
other cases. If there is more than one agent that does not listen to any other agent, then also convergence
cannot occur. Further, it is possible for convergence to be extremely slow in some cases, which effectively
corresponds to no convergence.
Early experiments in artificial language evolution generally involved panmictic (perfectly mixed) popula-
tions. It was soon realized that this is quite unrealistic, and several kinds of interaction network topologies
began to be studied. There was already evidence from the study of consensus formation on networks that
some classes of networks converge far more quickly than others (Shoham & Tennenholtz, 1997; Delgado,
2002; Pujol et al., 2005). In these studies, agents were assumed to have two states, A and B, which can be
thought of as two options for a convention (e.g. on which side of the road to drive), or as two actions in a
game theoretic setting (e.g. cooperate or defect). Agents then update their states based on rules like simple
majority (change state to match the majority of your neighbors), or highest cumulative reward (choose the
action with the highest payoff so far). It was shown that regular networks are much slower to converge to a
consensus than other kinds of networks, such as scale-free and small-world. Scale-free graphs were shown to
be especially efficient, nearly as good as fully connected graphs.
Language can be viewed as a type of convention, e.g. which word to associate with a particular object
is a matter of convention. However the agreement space in this case is much larger. Some headway is being
made in the development of a general analysis of this problem (Lakkaraju & Gasser, 2007). Loreto et al.
have analyzed some specific cases: that of the naming game with a single object, on various topologies, as
mentioned earlier.
One of our main insights is that an agent population can actively update its topology to increase the rate
of convergence. Our topology update model, called Noisy Preferential Attachment (NPA), can be viewed as
a recommendation process. Agents try to rewire their links to pay more attention to other agents that are
performing well on the task, and try to learn to communicate with them. The resulting network in this case
is also scale-free as we will show in chapter 3, however the convergence time is lower than that of a fixed
scale-free network, which we will demonstrate in chapter 6.
Protocol
The final thing that needs to be specified in a model of artificial language evolution is the interaction protocol.
The most common protocol that has been used so far is basically the following. A pair of agents is selected
randomly and assigned the roles of speaker and hearer. They are presented with a context involving a
few objects. The speaker has to select one of these to name, and the hearer has to interpret the speaker’s
utterance and indicate which object was chosen by it. Updates to the agents’ languages can be made in two
ways. In the first case the hearer is told which object was chosen by the speaker, and thus can calculate
some error measure. In the second case, they only get to know if the communication was successful, which
is like a reinforcement signal.
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A few different variations of this basic “language game” have been tried. Vogt and Coumans group these
into three categories: the observational game, where joint attention is established (by pointing to an object,
e.g.) before communication is attempted, the guessing game, where the hearer has to guess the object chosen
by the speaker and is given the right answer afterward, and the selfish game, where there is no feedback
about the success of communication. In this last case, the agents have to rely on seeing sufficiently many
contexts to arrive at a shared language (Vogt & Coumans, 2003). The main difference they note between
the three games is that the selfish game results in a much slower convergence than the other two, which are
are indistinguishable in terms of convergence time.
In chapter 5 we will introduce the classification game, which involves a protocol very similar to one
described above. However in this case, the speaker and hearer are presented with an example from a training
set to classify. The speaker has to generate an utterance which tells the hearer how to classify the point. The
hearer ignores the example itself, and generates the label by decoding the speaker’s utterance. They are both
then given the correct label for the example and can update their classifiers and form-meaning association
matrices. We will also show that this setup is based on an analogy between an information channel and the
hypothesis space being used by the agents. This will allow us to establish a clear relationship between the
language and the task, and to investigate the optimality of the emergent languages.
It is worth noting that the protocol used by humans to learn language is very different. It is based on a
combination of gesture and spoken language. For example, Goldin-Meadow and her colleagues have shown
that children start by learning very simple sentences, and will indicate to their mothers (or care-givers) that
they are ready for more complex linguistic input by using a combination of gesture and spoken language to
express more complex ideas. For instance, Goldin-Meadow showed the following video clip: a child looking
through a picture book with her mother comes across a picture of a lemon. She excitedly points to it, says
“I like it.”, and makes an eating gesture. They have shown that mothers will respond to such events by
providing longer and more complex sentences, such as “Oh, you like to eat lemons!” (S¸eyda O¨zc¸alis¸kan &
Goldin-Meadow, 2005; Iverson & Goldin-Meadow, 2005).
Why do we use this particular learning protocol? Has it co-evolved with language? There is some evidence
that the use of gesture while learning is a general strategy (Cook et al., 2007). Thus it may have been exapted
for language learning. We conjecture that it is useful for learning language because the structure of language
is such that it has to be learned through scaffolding (Clark & Thornton, 1997). This means that it is much
harder to learn language through random exposure to valid sentences. It is important to start small. The
only computational work we know of that addresses this issue is the work of Elman with recurrent neural
networks (Elman, 1990; Elman, 1993). He trained simple recurrent networks to predict the next word in
a sentence. The sentences used included some fairly complex ones with embedded clauses. He found that
learning was successful only if he began with a network with very few hidden layer nodes, and then increased
the number of hidden layer nodes slowly over time. This effectively forced the network to focus on simpler
sentences first, and learning the simpler sentences seems to help with learning more complex ones.
Thus it seems that a kind of cognitive evolution is necessary to learn languages as complex as human lan-
guage. This suggests that the current protocols being followed in the artificial language evolution community
might not be sufficient for achieving the emergence of complex languages. This is an important direction for
future research.
21
Language 
evolution
Topology
evolution
Strategy
evolution
How to talk Whom to talk to What to say
Individual optimization
Collective dynamics
Figure 2.4: A framework for an agent-based theory of language evolution.
2.4 A general theory of language evolution
So far we have been discussing the various design decisions that have to be made, and the ways in which
people are attempting to go about them. However, what we would really like to develop, eventually, is a
general theory of language evolution. We contend that not only would this be a major achievement in the
understanding of language, it would also help us to understand many other distributed dynamic semantic
systems (Gasser et al., 2007), such as biological and evolutionary systems (Smith & Szathma´ry, 1995; Smith,
2000; Goldenfeld & Woese, 2007; Vetsigian et al., 2006), emerging technological systems such as the semantic
web (Staab et al., 2002) and collaborative tagging (Cattuto, 2006; Cattuto et al., 2007; Golder & Huberman,
2006).
Language is a very complex system, and developing a complete theory will involve modeling cognitive,
social, and linguistic phenomena. It is hard to imagine, even, what such a theory might look like. Instead,
we present, very briefly, a conceivable framework for an agent-based theory of language evolution.
At each step, an agent has to solve2 three problems relating to language: how to talk, whom to talk to, and
what to say. These can be thought of as three different optimization problems. The “how to talk” problem
concerns representation, i.e. deciding which percepts/concepts should be reified in language, and the division
of labor between lexicon and syntax. The “whom to talk to” problem concerns the interaction topology, and
we shall see in chapter 6 that an intelligent choice can lead to large gains in convergence time. It has also
been shown in game theoretic settings that evolving the topology allows persistence of cooperation in games
like prisoner’s dilemma, snowdrift, and stag hunt (Santos et al., 2006). This aspect therefore directly affects
the payoff for an agent. The “what to say” problem concerns strategy. We can imagine a reinforcement
learning setting, e.g., where each agent is concerned with maximizing its own expected payoff, but where
this may depend on successful communication. It also concerns aspects of communication such as topicality
and context-sensitivity.
These three individual-level optimization problems translate into three dynamical systems at the pop-
ulation level. We actually have some data to go on here, from linguistics and sociology, that can be used
to inspire and validate design. Thus we know, for example, that we would like our topology optimization
2A solution would be a decision-making mechanism, such as a policy or a program.
22
Biological
Evolution
Cultural
Transmission
Individual
Learning
Learning biases drive
linguistic evolution
Linguistic structure
changes fitness
landscape
Evolution
determines
learning mechanisms
Language
Figure 2.5: Language as a multi-scale dynamic process. This figure is reproduced from (Christiansen &
Kirby, 2003).
process to result in scale-free small-world networks. This is not a strict requirement, of course, but we know
that these networks are both realistic and offer good convergence properties.
The good news is that some of the components shown in figure 2.4 have been emerging independently. For
example, Tuyls et al. have constructed replicator equations to model the dynamics of Q-learning in a popula-
tion of agents (Tuyls et al., 2003a; Tuyls et al., 2003b). There are also optimization based frameworks for the
emergence of preferential attachment in network generation (D’Souza et al., 2007). Our recommendation-
based interpretation also is an optimization heuristic, though we don’t have a formal account of this aspect.
For language change, as we have been discussing, there are already dynamical systems based approaches
(Nowak & Komarova, 2001; Komarova et al., 2002; Komarova, 2004; Niyogi, 2006). In this dissertation we
contribute an optimization framework for it, though it remains to be seen whether the dynamics of this
process match these evolutionary dynamical frameworks.
2.5 Views of language evolution
Ours is not the only high-level view of language, naturally. We discuss two other such views here, one that is
temporal, and one that is, in a sense, spatial. The temporal view, shown in figure 2.5, is due to Christiansen
and Kirby (Christiansen & Kirby, 2003). They see language as a multi-scale dynamic process, comprising
the interaction of three distinct adaptive processes.
Individual learning and biological evolution are clear enough. Cultural transmission operates on the
timescale of generations. As small changes in language due to errors in acquisition and spontaneous variations
in usage begin to add up, languages can change drastically on this timescale (as we saw earlier with the
example of Old and Modern English). Their point is that cultural transmission actually affects biological
evolution through the Baldwin Effect (Baldwin, 1896; Christiansen et al., 2006). If there is some aspect of
language that confers a selective advantage upon those who can learn it, then there is a pressure for the rapid
and reliable acquisition of this feature. The Baldwin Effect is the claim that such a trait eventually gets
assimilated into the genome. It seems that this aspect of language change has gone largely un-investigated so
far. Christiansen and Kirby point out that we need to understand factors such as this and niche construction
and sexual selection before we can completely explain language evolution.
Sole´ et al. have a more spatial, or network-based, view of language. This is shown in figure 2.6, which is
from (Sole´ et al., 2005). They consider three kinds of networks that can be built from text. Co-occurrence
networks are constructed straightforwardly from sentences by making each word a node and adding a directed
link from one node to another when they appear in sequence in a sentence. Syntactic networks are constructed
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Figure 2.6: Language as a multi-network phenomenon. This figure is reproduced from (Sole´ et al., 2005).
by again treating words as nodes, and adding links from complements to the nucleus of the sentence, where
a verb is taken to be the nucleus of a well-formed sentence. Semantic networks are constructed based on
ontological relations between lexical items. Well known examples of such networks are Wordnet (Fellbaum,
1987) and Framenet (Baker et al., 1998). These linguistic networks have been shown to have properties like
small-worldness and scale-freeness (Ferrer i Cancho & Sole´, 2001; Ferrer i Cancho & Sole´, 2004).
In the network view of language of Sole´ et al., these linguistic networks are embedded in embodied
agents which are in turn embedded in a social network. A number of constraints and processes govern the
interactions of these networks, as shown in figure 2.6. Developing a theory of language change, in this view,
involves characterizing these interactions and their effects on the networks.
2.6 What are the problems to be solved?
We see from the preceding discussion that there are number of useful approaches we can take to the problem
of language evolution. Yet, ultimately, we have to deal with just three core issues: symbolization, grammar,
and convergence (Gasser et al., 2007). These are the core, and concrete, issues that have to be addressed.
All the techniques and conceptual frameworks that we have outlined above are in service of answering these
fundamental questions about language evolution.
2.6.1 Symbol grounding
Where do meanings come from? This is one of the most important questions underlying the study of
cognition, language, and artificial intelligence. In the field of artificial intelligence, the intellectual history
of this problem traces back to the earliest speculations on the nature of intelligence3. Alan Turing, in
the conclusion to his classic article which introduced the Turing test, suggested that there might be at
least two routes to building intelligent machines: attempting very abstract activities like playing chess, or
3It should be pointed out that this question has a much longer history in philosophy. See, e.g., (Sowa, 1999) for a review.
24
outfitting a computer with sensory devices and then attempting to teach it natural language (Turing, 1950).
In subsequent years the purely symbolic approach gained dominance, partly due to the comparative ease of
building purely symbolic systems, and partly due to the influence of the Physical Symbol System Hypothesis
of Newell and Simon (Newell & Simon, 1976), which says that a set of symbols, combined with appropriate
rules for their manipulation (essentially, a formal system), is sufficient for general intelligent action. The
implicit assumption underlying this view is that intelligent behavior from a machine does not require that
the machine “understand” things in the same way as we do.
In response, Searle argued, using his famous Chinese Room Argument, that there is a distinction between
intelligent behavior and true intelligence (Searle, 1980). A person could undertake the Turing test in a
language unknown to him (say, Mandarin), if he possessed an appropriate program. This program would
be a set of rules for manipulating symbols in Mandarin, which he would use to transform questions into
answers, and thereby pass the Turing test (if the rules are good enough). Since the person does not know
Mandarin, the symbols have no meaning for him, though it would appear so to the observer. Intuitively, it
seems, a machine using this program would not be truly intelligent.
In an attempt to bridge this gap between a symbolic system and a truly intelligent system, Harnad
formulated the symbol grounding problem. In his words, the problem is thus, “How can the semantic
interpretation of a formal symbol system be made intrinsic to the system, rather than just parasitic on the
meanings in our heads?” (Harnad, 1990). Though this problem arose in the context of the limitations of
purely symbolic systems in cognitive modeling, it was realized to be of fundamental importance in the study
of language evolution and the design of artificial languages. Symbol grounding, in this context, concerns the
problem of relating the conceptualizations underlying a linguistic utterance to the external world through
an agent’s sensori-motor apparatus (Steels, 2003a).
Harnad suggested that the symbol grounding problem could be solved by building a hybrid symbolic-
nonsymbolic system in which symbolic representations are grounded bottom-up in non-symbolic representa-
tions which are either iconic or categorical. Iconic representations correspond directly to objects and events,
and categorical representations are based on generalizations from iconic representations (i.e. concepts such
as “animal”, which do not have direct real-world analogs). This highlights one very important aspect of the
symbol-grounding problem: it is concerned with ontology construction. However it ignores another, equally
important, aspect: a symbol is a convention between two (or more) agents. Thus it makes no sense for a
single agent to try to ground symbols. Further, ontology construction and the construction of a correspond-
ing symbolic system (i.e. lexicon acquisition) are inter-dependent. A new symbol might be created for a
new ontological category. Conversely, a new ontological category may be created in response to the use of a
symbol by another agent.
This interdependence between symbols and meanings has been understood and incorporated in subse-
quent work on lexicon acquisition and symbol grounding, most clearly in the well-known series of Talking
Heads experiments. See (Vogt, 2006) for a review of these and other experiments based on language games.
The main issue we have with these experiments is that they consider the development of a shared lexicon
to be the primary task in which the agents are engaged. Thus, in these experiments, meanings are created
primarily through the process of the language game. We believe, however, that meanings should be derived
from the tasks that a cognitive agent is faced with in the course of its lifetime. Otherwise they will have no
relevance to the agent. In other words, the agent will have the means but not the need to communicate. In
chapter 5 we will develop this idea further, and ground symbols in hypotheses about the task at hand.
Philosophically, this is similar in spirit to the ideas of Heidegger. He refers to this as the “as-ness” of
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language (Heidegger, 1982). In other words, language enables us to see the world (or the context) in a new
way. Suppose Alice says to Bob, “I need a hammer.” Bob, seeing no hammers around, hands her a rock.
This is clearly a successful case of communication, even though the word “hammer” was grounded to a rock
by Bob. In fact, Alice’s request enabled Bob to see his surroundings in a different way (to see rocks as
hammers). This is the “as-ness” that Heidegger is talking about, and the hypothesis sharing that we are
talking about.
2.6.2 Emergence of compositionality and grammar
Syntax allows us to make “infinite use of finite means” (von Humboldt, 1972). Words can be combined to
express an infinite number of concepts (or at least a vast number, if not infinite). However, the number of
concepts which can be expressed compactly (using short sentences), and thus practically, depends on the
complexity of the grammar.
The syntax of human language is mildly context-sensitive (Joshi, 1985). Gold showed that it is not
possible to learn even regular languages with only positive evidence (Gold, 1967). While the relevance of
this result for human language learning is debatable, Chomsky has claimed that there are patterns in natural
language that cannot be learned from positive evidence alone. This led him to claim that we have a universal
grammar encoded in our genes which could not have arisen through natural selection (Chomsky, 1980). He
has backed off from this claim considerably (Hauser et al., 2002), but the question still remains unresolved.
How did a grammar of this complexity ever arise? Briscoe has done some interesting simulations of the
co-evolution of the language acquisition device (LAD, another name for universal grammar) with language
(Briscoe, 2003). The co-evolution idea posits that grammar gets incrementally more complex over evolution-
ary time, and also gets incrementally assimilated, by the Baldwin effect, which allows it to remain learnable.
In his simulations, Briscoe created a grammar space specified by 20 parameters, which are real numbers in
the range [0, 1]. Parameter values close to 0.5 were interpreted as those parameters being “unset”, while
values close to 0 or 1 were considered to mean that those parameters were “set”. The grammar space was set
up so that the ones represented by a greater proportion of set parameters were more complex. Agents could
have a maximum age of 10, but could only learn until age 4. The agents learned from each other through
pairwise interaction, where the hearer had to parse the utterance generated by the speaker, and was given
the true meaning so that it could update its grammar if necessary. The fitness of an agent was defined by a
combination of its communicative success and the expressiveness of the grammar it had acquired. The fittest
agents were allowed to reproduce through a 1-point crossover with each other, and some small mutations.
Briscoe demonstrated that, over time, the number of parameters that are set increases, corresponding to the
emergence of a prior favoring more complex grammars. This corresponds to the emergence of a universal
grammar. The argument turns on the assumption that increasing the complexity of the grammar has been
fitness enhancing.
We can also turn around and ask, why is the grammar of human language not more complex? There
are a number of possible answers. One is that we are still evolving, and future generations of humans
might have more complex languages. Another is that there is some fundamental limitation to the space of
grammars that can be represented in our brains. In biological evolution, the space of parameters itself, which
Briscoe kept fixed in his simulations, has changed over time. Yet there might be a limitation on the set of
parameters that can be implemented using the wetware of the brain, which might exclude more complex
languages. A third possibility is that human language doesn’t need to be more complex. In other words,
more complex languages are not fitness enhancing over the current kind. This might be due to the nature
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of the environment and/or due to the cost of implementing/learning more complex languages. If it is due to
the nature of the environment, it implies that there should be some measure of adaptedness of the language
to the environment. We take this to be the basis of our work in chapter 5, and we explore the effects of
language learning from peers on the degree of adaptedness. The languages we experiment with are extremely
simple ones, however, and one of the goals for extending that work is to examine situations where languages
get incrementally more complex.
Another reasonable question to ask is, what was language like before it acquired its current complexity?
It is generally assumed that modern syntactic language was preceded by a protolanguage, which had com-
positionality, but not properties like tense and aspect (Bickerton, 1990; Jackendoff, 1999). Compositionality
represents a major advance over holistic language, where a single unique symbol is assigned to each concept,
because it results in a leap in the number of concepts that can be represented with a fixed lexicon.
Nowak et al. analyzed the transition from holistic to compositional language in a population dynamical
setting (Nowak et al., 2000). They assumed that events in the world have an object-action structure, but that
the agents can communicate about it using either a holistic language where a different word is assigned to
each event, or a structured language which consists of noun-verb pairs. A communication is successful if both
agents know the words to describe the event they encounter. In case of an unsuccessful interaction, a single
word can be memorized by both agents. Agents are born and die at a constant rate. The probability that
a particular agent dies depends on its fitness, which is determined by its communicative success over time.
They were able to derive expressions for fitness in terms of the size of the population and number of events, for
both holistic and compositional communication. These expressions showed that the fitness for compositional
communication exceeds that for holistic communication above a certain threshold in the number of events
(for a given population size). Thus natural selection would favor the emergence of compositional language
only when the set of “meanings” becomes large enough.
Kirby et al. have analyzed the structural pressures on language due to generational learning (Smith
et al., 2003). Their Iterated Learning Model (ILM) shows that compositionality can be seen as language’s
adaptation to the poverty of stimulus. This is fundamentally different from the model of Nowak et al. above.
They rely on natural selection (biological evolution) to lead to the selection of compositional language. The
ILM shows that compositionality can appear through the process of iterated learning, where parents teach
language to their children, who in turn teach it their children, and so on. Since children have to learn
from a finite sample, the pressure for communicability results in the survival of those languages that allow
generalization to the description of previously unseen situations. These are precisely the compositional
languages. In this model, then, it is the languages that are undergoing evolution (replication, mutation, and
selection), and not the agents.
These models show that there is more than one possible answer to the emergence of compositionality.
However, they don’t address the question of what changes must occur in the cognitive system to enable the
emergence of compositional language. More generally, we can ask, what does grammar tell us about the
structure of our cognitive processes? It turns out that surprisingly little change in the cognitive machinery
might have been necessary to make the transition from holistic to compositional language. Ferrer i Cancho
et al. show that a simple word-object association matrix might provide the basis for compositionality (Ferrer
i Cancho et al., 2005; Sole´, 2005). A word-word association matrix is built from the word-object matrix
by linking those words that are associated with a common object (e.g. eat and food). They have shown
previously that a scale-free distribution of words (Zipf’s law) emerges from some optimization considerations
related to the ambiguity in communication (Ferrer i Cancho & Sole´, 2003). To address the question of
27
emergence of syntax, they proceed from the assumption that words have a scale-free distribution, and show
that when they build a word-word association matrix from the word-object matrix, they get a network that
is remarkably like the syntactic networks of modern languages. This is a very tantalizing piece of evidence
that suggests that the same kind of computational structure (an associative memory) could be used for both
holistic and compositional language.
This brings up the question of how much explicitly syntactic linguistic processing we need to produce a
corpus that exhibits syntactic properties. We will see, in chapter 5, that it is possible to generate utterances
which exhibit properties like strict ordering of symbols, without encoding this property in the linguistic
processing module of the agents. We will use a form-meaning association matrix, much like the word-
object association matrix of Ferrer i Cancho et al., and use it multiple times to generate a single, temporally
extended, utterance. The temporal structure of the task that the agents are learning to solve is then reflected
in this utterance and gives it syntactic structure.
The message here is that we need to be extremely careful in making inferences about the nature of
linguistic processing in the brain based on the syntactic structure of language. The nature of the environment
has a strong influence on the structure of language, and may also affect its learnability, as we discuss next.
2.6.3 Convergence
There are two types of convergence that are important. One is the convergence of the individual learner,
and the other is the convergence of the population. These are related, clearly, because the population can’t
converge if the individual doesn’t. However, a convergence guarantee on individual learning does not imply
that the population will converge.
As mentioned above, Gold showed that it is not possible to learn even regular languages from positive
examples alone. However this result holds true only under certain assumptions. One of these is that we
are interested in being able to learn any regular language. It has been shown, since then, that it is possible
to learn rich subsets of more complex languages (Angluin, 1982; Abe, 1988). Further, Gold assumed that
the learner has to identify the grammar from a text, which is another way of saying that the learner only
receives positive examples. However, a grounded agent can get some feedback from the environment, because
language is constrained to generally make statements that are valid in some environment. From a learning
theoretic point of view, the existence of such constraints makes the learning problem easier. This is true
even if the learner does not explicitly know what the constraints are, as shown by Garg and Roth (Garg &
Roth, 2001). Thus an understanding of the sample complexity of language learning should ideally take into
account grounding. As far as we know, this has not been attempted so far.
Language learning also exhibits some very interesting dynamics. For example, children pass through a
phase of over-generalization. The most common example is the use of -ed to construct the past tense form
of verbs. Over-generalization results in the expression of words such as goed for the past tense of go. This
happens even though children never receive such constructions as input. This is known as Baker’s paradox
(Baker, 1979). A theory of language acquisition must explain both why overgeneralizations appear during
acquisition, and why irregular forms persist in the language. One suggestion for the former problem is
that overgeneralization is evidence for an Ockham’s razor bias in language acquisition (Onnis et al., 2002).
Children are trying to come up with the most parsimonious hypothesis that fits the observed linguistic
data. Our work in chapter 5 suggests that it may not be necessary to explicitly include this preference for
parsimony in the learning algorithm. The effect of complexity regularization is achieved by the population
dynamics of learning.
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At the population level also, we will observe some very interesting dynamics in language learning. In
particular, we shall see that the performance of the population on the task oscillates as they try to con-
verge upon a shared representation. This happens because in order to converge upon a shared language,
the form-meaning associations have to pass through stages that have low information carrying capacity.
These correspond to synonymy, where multiple symbols are associated with same meaning, and polysemy,
where multiple meanings are associated with the same symbol. The use of such languages leads to frequent
misinterpretation, which in turn leads to a worsening of the performance on the task. Eventually, however,
the agents manage to converge upon a shared representation that is close to optimal.
The dynamics are also affected by the topology of interaction. In fact, when the agents evolve their
topology of interaction to take advantage of better performing agents, we shall see that the oscillations can
be compressed in time or eliminated altogether, resulting in much faster convergence. This is demonstrated
in chapter 6. A formal analysis of these dynamics remains to be done. It is a particularly complex problem
because the topology and the language are co-evolving.
2.7 Abstractions and Simplifications
To make the analysis and simulation of language evolution tractable, people have made a number of abstrac-
tions and simplifications. In general we need to understand the consequences of these assumptions before we
make inferences about language evolution from the conclusions of these studies. Here we list some of these
assumptions so that the reader can keep them in mind while reading the rest of the dissertation.
The evolutionary paradigm
This is an abstraction that ignores the detailed structure of language and assumes that it can be described
by a single number, its fitness. The fitness may be a consequence of the expressiveness, learnability, and
communicability, or social factors like prestige. However it is determined, it is assumed that the fitness is
fixed, in the sense that expressiveness, learnability, social prestige etc. stay constant over time. Communica-
bility, of course, depends on the other languages present in the population, but it also stays constant in the
sense that the communicability of a given pair of languages doesn’t change over time. This is a very useful
abstraction because then we can use replicator dynamics to study the fixed points of the system. It has been
shown, e.g., that under some quite general conditions, the only possible stable states are where either all
languages persist in equal proportion, or a single language dominates (Mitchener, 2003; Komarova, 2004).
However, there have been no analytical studies so far of how such a system behaves when the intrinsic
fitness of the languages changes over time. In our work, e.g., the intrinsic fitness of the language is determined
by a combination of its learnability and how well adapted it is to the task at hand. If we were to consider a
population that has to learn multiple tasks over time, then this second component of fitness would change
abruptly from time to time, as the task changes. It is not known how this would impact the language. This
presents an interesting direction for future analytical and simulation work.
A fixed meaning space
Much simulation work has assumed that the meaning space is fixed and shared among all agents. This is
undoubtedly quite unrealistic, but has been an acceptable assumption for early work. To be more realistic,
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we have to model situations where the set of meanings changes over time, and is collectively determined by
the population learning the language.
In our work, in chapter 5, we shall assume the agents can only talk about a fixed number of meanings.
This will correspond to the number of hidden layer nodes in their neural networks. However the particular
meanings they choose to talk about will be particular hypotheses represented by their hidden layer nodes.
These will be discovered through interaction with the task and with each other.
Extra-linguistic communication
Often some extra-linguistic communication, such as pointing, is assumed. This is justified by work in child
language acquisition which shows that children are able to establish joint attention very early (Adamson
& Russell, 1999), and that children who use joint attention learn faster than those who do not (Tomasello
& Todd, 1983). Vogt and Coumans have done a comparison of language games with and without extra-
linguistic communication (Vogt & Coumans, 2003). Their main finding is essentially a confirmation of what
is observed in child language acquisition: language games without extra-linguistic communication converge
much more slowly.
In our classification game in chapter 5, the only feedback available to the agents is from the environment.
The speaker and hearer are presented with the same example to classify (this can be interpreted as joint
attention), and the hearer uses the utterance of the speaker to generate a label. After that they are both
presented with the true label, but the speaker receives no feedback about the success of the communicative
interaction.
Fixed population structure
Most studies also assume a fixed population structure, which is generally the complete graph. Any agent
can interact with any other. This “mean-field” assumption affects the convergence dynamics of the language
learning. Recently this work has been extended by considering various other fixed topologies, such as
regular and small-world graphs (Baronchelli et al., 2005a; Baronchelli et al., 2005b; Baronchelli et al., 2006a;
Baronchelli et al., 2006b; Dall’Asta et al., 2006a; Dall’Asta et al., 2006b).
Social networks in the real world, however, change over time. We make new acquaintances and lose
touch with old ones all the time. In this dissertation we attempt to understand the effects of this topological
change on the evolution of language. This is described in more detail below.
2.8 The problem addressed in this dissertation
In this dissertation we are interested in studying language evolution on a dynamical network of interaction.
We proceed as follows:
Develop a realistic model of an evolving social network
First, in chapter 3, we develop an algorithm called Noisy Preferential Attachment (NPA) (Swarup & Gasser,
2007c). We show that NPA unifies the well-known preferential attachment model of scale-free small-world
network generation (Baraba´si & Albert, 1999; Albert & Baraba´si, 2000) with the quasispecies model of
molecular evolution (Eigen & Schuster, 1977; Eigen et al., 1988; Eigen et al., 1989). We derive the degree
distribution that results from NPA and show that it is a power law (the complete derivation is presented
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in the appendix). We show through numerical simulations that by varying a particular parameter, we
can reproduce two observed properties of growing networks, viz. densification power laws and shrinking
diameters.
Simulate a population of language learners on this dynamical network
Next, in chapter 4, we do a first pass at simulating language evolution on a dynamical network generated
by NPA. The agents are recurrent neural networks, and they are ungrounded in the sense that they are not
engaged in solving any task. They are simply trying to learn each others’ language and come to consensus.
We show that by using NPA and defining fitness in a frequency-dependent way, they can converge faster
than on a fully-connected network. We also discover that they always converge upon a maximally simple
language because such languages are easily learnable.
Develop an effective means of coordinating task and language learning in a population of
agents
This leads to the conjecture that the pressure to make language more complex must come from grounding.
In chapter 5, we come up with a principled way to connect language to task, and do a number of experiments
that show that a population of agents that are learning to solve a task and also learning to communicate
about it will converge upon a representation (hence, a language) that is close to optimal. We will demonstrate
the emergence of both holistic and compositional languages, as well as some interesting learning dynamics.
We will present a partial analysis of the collective learning phenomenon as a search for flat minima. This
also suggests that collective learning should be able to do complexity regularization and avoid overfitting.
This is demonstrated through a simple experiment. Finally, we will see that when we introduce time, and
go back to using recurrent networks (but grounded this time), the language that emerges shows rudimentary
syntax in the form of strict ordering of symbols.
Study the co-evolution of the interaction network and language
Finally, we put together the models developed in the previous chapters and study language evolution on a
network evolving according to NPA. We will show that this results in very rapid convergence, faster than any
of a number of fixed topologies. We shall see that regular networks and small-world networks, in particular,
are very slow to attain consensus. A closer examination will reveal that this is because they attain local
convergence but not global convergence. In other words, we observe the formation of communities in such
networks.
2.8.1 Why is it interesting?
We believe that our work is interesting for a number of reasons.
• It is more realistic than existing work on the role of the interaction topology in language evolution,
because we study a dynamic topology. This is the first study of its kind, as far as we are aware.
• Our network growth algorithm unifies preferential attachment with molecular evolution. This enables
the use of the mathematical and conceptual framework of evolution in the study of complex networks,
and vice versa.
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• Our network algorithm is a more realistic model of growing networks than most existing ones because
it can reproduce aspects of growing networks in the real world.
• We connect language to task in a principled way. This is done through an analogy between the
hypothesis space and an information channel. This is interesting in its own right, and relevant to work
in learning theory.
• We introduce the classification game to study combined language and task learning.
• We show that this has a very interesting complexity regularization effect on the learned representation.
The agents are able to avoid overfitting, which is an important issue in machine learning.
• We also show that it is possible to see rudimentary syntax in the language, even if the internal rep-
resentation of the language is not explicitly syntactic. The observed syntactic regularity is simply a
consequence of the temporal structure of the task. This is a contribution to the debate on universal
grammar.
• We show that co-evolution of the interaction topology and the language results in very rapid conver-
gence.
• We demonstrate the formation of communities on some kinds of networks.
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Chapter 3
Unifying Evolutionary and Network
Dynamics
3.1 Introduction
The study of networks has become a very active area of research since the discovery of “small-world”
networks (Milgram, 1967; Watts & Strogatz, 1998). Small-world networks are characterized by scale-free
degree distributions, small diameters, and high clustering coefficients. Many real networks, such as neuronal
networks (Watts & Strogatz, 1998), power grids (Asavathiratham et al., 2001), the world wide web (Albert
et al., 1999) and human language (Ferrer i Cancho & Sole´, 2001), have been shown to be small-world. Small-
worldness has important consequences. For example, such networks are found to be resistant to random
attacks, but susceptible to targeted attacks, because of the power-law nature of the degree distribution.
The process most commonly invoked for the generation of such networks is called “preferential attach-
ment” (Baraba´si & Albert, 1999; Albert & Baraba´si, 2000). Briefly, new links attach preferentially to nodes
with more existing links. Simon analyzed this stochastic process, and derived the resulting distribution
(Simon, 1955). This simple process has been shown to generate networks with many of the characteristics of
small-world networks, and has largely replaced the Erdo˜s-Re´nyi random graph model (Erdo¨s & Re´nyi, 1959)
in modeling and simulation work.
Another major area of research in recent years has been the consolidation of evolutionary dynamics (Page
& Nowak, 2002), and its application to alternate areas of research, such as language (Nowak, 2002). This
work rests on the foundation of quasi-species theory (Eigen & Schuster, 1977; Eigen et al., 1988), which
forms the basis of much subsequent mathematical modeling in theoretical biology.
In this chapter we bring together network generation models and evolutionary dynamics models (and
particularly quasi-species theory) by showing that they have a common underlying probabilistic model. This
unified model relates both processes through a single parameter, called a transfer matrix. The unification
allows mathematical machinery developed for evolutionary dynamics to be applied in the study of network
dynamics, and vice versa. The rest of this chapter is organized as follows: first we describe the preferential
attachment algorithm and the quasispecies model of evolutionary dynamics. Then we show that we can
describe both of these with a single probabilistic model. This is followed by a brief analysis, and some
simulations, which show that power-law degree distributions can be generated by the model, and that the
process can also be used to model some aspects of network growth, such as densification power laws and
shrinking diameters.
3.2 Preferential Attachment
The Preferential Attachment algorithm specifies a process of network growth in which the addition of new
(in-)links to nodes is random, but biased according to the number of (in-)links the node already has. We
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identify each node by a unique type i, and let xi indicate the proportion of the total number of links in the
graph that is already assigned to node i. Then equation 3.1 gives the probablity P (i) of adding a new link
to node i (Baraba´si & Albert, 1999).
P (i) = αxγi . (3.1)
where α is a normalizing term, and γ is a constant. As γ approaches 0 the preference bias disappears; γ > 1
causes exponentially greater bias from the existing in-degree of the node.
3.3 Evolutionary Dynamics and Quasispecies
Evolutionary dynamics describes a population of types (species, for example) undergoing change through
replication, mutation, and selection1. Suppose there are N possible types, and let si,t denote the number of
individuals of type i in the population at time t. Each type has a fitness, fi which determines its probability
of reproduction. At each time step, we select, with probability proportional to fitness, one individual for
reproduction. Reproduction is noisy, however, and there is a probability qij that an individual of type j will
generate an individual of type i. The expected value of the change in the number of individuals of type i at
time t is given by,
∆si,t =
∑
j fjsjqij∑
j fjsj
(3.2)
This is known as the quasispecies equation (Eigen et al., 1988). The fitness, fi, is a constant for each
i. Fitness can also be frequency-dependent, i.e. it can depend on which other types are present in the
population. In this case the above equation is known as the replicator-mutator equation (RME) (Page &
Nowak, 2002; Komarova, 2004).
3.4 A Generalized Polya’s Urn Model That Describes Both
Processes
Urn models have been used to describe both preferential attachment (Chung et al., 2003), and evolutionary
processes (Bena¨ım et al., 2004). Here we describe an urn process derived from the quasispecies equation
that also gives a model of network generation. In addition, this model of network generation will be seen to
unify the Erdo˜s-Re´nyi random graph model (Erdo¨s & Re´nyi, 1959) with the preferential attachment model.
Our urn process is as follows:
• We have a set of n urns, which are all initially empty except for one, which has one ball in it.
• We add balls one by one, and a ball goes into urn i with probability proportional to fimi, where fi is
the “fitness” of urn i, and mi is the number of balls already in urn i.
• If the ball is put into urn j, then a ball is taken out of urn j, and moved to urn k with probability qkj .
The matrixQ = [qij ], which we call the transfer matrix, is the same as the mutation matrix in the quasispecies
equation.
1Simon (and (Yule, 1925) before him) applied their stochastic model to the estimation of numbers of species within genera,
but the notion of quasi-species was unknown at the time, and it addresses a much wider range of issues than species frequency.
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This process describes the preferential attachment model if we set the fitness, fi, to be proportional to
mγ−1i , where γ is a constant (as in equation 3.1). Now we get a network generation algorithm in much the
same way as Chung et al. did (Chung et al., 2003), where each ball corresponds to a half-edge, and each urn
corresponds to a node. Placing a ball in an urn corresponds to linking to a node, and moving a ball from one
urn to another corresponds to rewiring. We call this algorithm Noisy Preferential Attachment (NPA). If the
transfer matrix is set to be the identity matrix, Noisy Preferential Attachment reduces to pure preferential
attachment.
In the NPA algorithm, just like in the preferential attachment algorithm, the probability of linking to
a node depends only on the number of in-links to that node. The “from” node for a new edge is chosen
uniformly randomly. In keeping with standard practice, the graphs in the next section show only the in-degree
distribution. However, since the “from” nodes are chosen uniformly randomly, the total degree distribution
has the same form. Consider the case where the transfer matrix is almost diagonal, i.e. qii is close to 1, and
the same ∀i, and all the qij are small and equal, ∀i 6= j. Let qii = p and
qij =
1− p
n− 1 = q, ∀i 6= j. (3.3)
Then, the probability of the new ball being placed in bin i is
P (i) = αmγi p+ (1− αmγi )q, (3.4)
where α is a normalizing constant. That is, the ball could be placed in bin i with probability αmγi and then
replaced in bin i with probability p, or it could be placed in some other bin with probability (1−αmγi ), and
then transferred to bin i with probability q. Rearranging, we get
P (i) = αmγi (p− q) + q. (3.5)
In this case, NPA reduces to preferential attachment with initial attractiveness (Dorogovtsev et al., 2000),
where the initial attractiveness (q, here) is the same for each node. We can get different values of initial
attractiveness by setting the transfer matrix to be non-uniform. We can get the Erdo˜s-Re´nyi model by
setting the transfer matrix to be entirely uniform, i.e. qij = 1/n,∀i, j. Thus the Erdo˜s-Re´nyi model and the
preferential attachment model are seen as two extremes of the same process, which differ with the transfer
matrix, Q.
This process also obviously describes the evolutionary process when γ = 1, as illustrated in figure 3.1.
In this case, we can assume that at each step we first select a ball from among all the balls in all the urns
with probability proportional to the fitness of the ball (assuming that the fitness of a ball is the same as the
fitness of the urn in which it is). The probability that we will choose a ball from urn i is proportional to
fimi. We then replace this ball and add another ball to the same urn. This is the replication step. This is
followed by a mutation step as before, where we choose a ball from the urn and either replace it in the urn
with with probability p or move it to any one of the remaining urns. If we assume that all urns (i.e. all types
or species) have the same intrinsic fitness, then this process reduces to the preferential attachment process.
Having developed the unified NPA model, we can now point towards several concepts in quasi-species
theory that are missing from the study of networks, that NPA makes it possible to investigate:
• Quasi-species theory assumes a genome, a bit string for example. This allows the use of a distance
measure on the space of types.
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Figure 3.1: The urn-based process underlying both molecular evolution and our modification of preferential
attachment.
• Mutations are assumed to be point mutations, i.e. they can flip one bit. This means that a mutation
cannot result in just any type being introduced into the population, only a neighbor of the type that
gets mutated.
• This leads to the notion of a quasi-species, which is a cloud of mutants that are close to the most-fit
type in genome space.
• Quasi-species theory also assumes a fitness landscape. This may in fact be flat, leading to neutral
evolution (Kimura, 1983). Another (toy) fitness landscape is the Sharply Peaked Landscape (SPL),
which has only one peak and therefore does not suffer from problems of local optima. In general,
though, fitness landscapes have many peaks, and the ruggedness of the landscape (and how to evaluate
it) is an important concept in evolutionary theory. The notion of (node) fitness is largely missing from
network theory (with a couple of exceptions: (Caldarelli et al., 2002; Bianconi & Baraba´si, 2001)),
though the study of networks might benefit greatly from it.
• The event of a new type entering the population and “taking over” is known as fixation. This means
that the entire population eventually consists of this new type. Typically we speak of gene fixation, i.e.
the probability that a single new gene gets incorporated into all genomes present in the population.
Fixation can occur due to drift (neutral evolution) as well as due to selection.
3.5 Analysis and Simulations
We next derive the degree distribution of the network. Since there is no “link death” in the NPA algorithm
and the number of nodes is finite, the limiting behavior in our model is not the same as that of the preferential
attachment model (which allows introduction of new nodes). This means that we cannot re-use Simon’s result
(Simon, 1955) directly to derive the degree distribution of the network that results from NPA.
3.5.1 Derivation of the degree distribution
Suppose there are N urns and n balls at time t. Let xi,t denote the fraction of urns with i balls at time t.
We choose a ball uniformly at random and “replicate” it, i.e. we add a new ball (and replace the chosen ball)
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into the same urn. We follow this up by drawing another ball from this urn and moving it to a uniformly
randomly chosen urn (from the N − 1 other urns) with probability q = (1 − p)/(N − 1), where p is the
probability of putting it back in the same urn. The probability that the new ball ends up in an urn with i
balls,
P (i) = P1(i) and P2(i) or P¯1(i) and P2(i),
where Pk(i) is the probability that the new ball goes into an urn with i balls in the kth step.
P1(i) =
Nxi,ti
n0 + t
,
where n0 is the number of balls in the urns initially. P2(i) depends on the outcome of the first step.
P2(i) =
p+ (Nxi,t − 1)q when step 1 is “successful”,Nxi,tq when step 1 is a “failure”.
Putting these together, we get,
P (i) =
Nxi,ti
n0 + t
(p+ (Nxi,t − 1)q) +
(
1− Nxi,ti
n0 + t
)
Nxi,tq
=
Nxi,ti
n0 + t
(p− q) +Nxi,tq.
Now we calculate the expected value of xi,t+1. xi,t will increase if the ball goes into an urn with i− 1 balls.
Similarly it will decrease if the ball ends up in an urn with i balls. Otherwise it will remain unchanged.
Remembering that xi,t is the fraction of urns with i balls at time t, we write,
Nxi,t+1 =

Nxi,t + 1 w. p.
Nxi−1,t(i−1)
n0+t
(p− q) +Nxi−1,tq,
Nxi,t − 1 w. p. Nxi,tin0+t (p− q) +Nxi,tq,
Nxi,t otherwise.
From this, the expected value of xi,t+1 works out to be,
xi,t+1 =
[
1− i(p− q)
n0 + t
− q]xi,t + [ (i− 1)(p− q)
n0 + t
+ q
]
xi−1,t. (3.6)
We can show the approximate solution for xi,t to be,
xi,t =
1− p
N
ri−1Γ(i)∏i
k=1(kr + 1)
(t+ 1)(1− q)t−1. (3.7)
This approximation is valid while t << N . See Appendix A for details. For any particular i, the shape of
this curve is given by t(1− q)t. An example curve is shown in fig 3.2. This matches our intuition. Initially,
xi,t = 0 for i > 1. As t increases, xi,t increases through mutations. However, since N is finite and we keep
adding balls, eventually the number of bins with i balls must go to zero for any particular i. Thus xi,t must
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Figure 3.3: The form of the degree distribution.
eventually start decreasing, which is what we see in figure 3.2. The middle term can be simplified further as,
ri−1∏i
k=1(kr + 1)
=
ri−1∏i+1/r
k=1+1/r(kr)
=
1
r
∏i+1/r
k=1+1/r(k)
=
Γ(1/r)
r2Γ(i+ 1 + 1/r)
.
Therefore, in terms of i, equation 3.7 can be written as (for fixed t),
xi = C
Γ(i)
Γ(i+ 1 + 1r )
, (3.8)
where C is a constant. This is the form of the degree distribution. This is a power law, as can also be seen
in the sample plots in figure 3.3.
These results are confirmed through simulation. We did an experiment where the number of possible
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Figure 3.5: p = 0.8, N = 100000, number of edges = 10000.
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Figure 3.6: p = 0.6, N = 100000, number of edges = 10000.
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Figure 3.7: p = 0.4, N = 100000, number of edges = 10000.
nodes was set to 100000, and 10000 links were added. The experiment was repeated for values of p ranging
from 0.01 to 0.99, in steps of 0.01. Figure 3.4 shows a plot of coherence, φ, which is defined as,
φ =
∑
i
x2i . (3.9)
Coherence is a measure of the non-uniformity of the degree distribution. It is 1 when a single node has all
the links. When all nodes have one link each, coherence has its lowest value, 1/N . We see that as p increases
(i.e. mutation rate decreases), coherence also increases. This is borne out by the degree distribution plots
(figures 3.5 through 3.7). The degree distribution is steeper for lower values of p.
3.5.2 Stability
We can rewrite equation 3.2 as
∆si =
1∑
j fjsj
(fisiqii +
∑
j 6=i
fjsjqij) (3.10)
The first term in the parentheses represents the change in si due to selection. Some of the copies of type i are
lost due to mutation. The fraction that are retained are given by the product fiqii. If this product is greater
than 1, the proportion of type i will increase due to selection, otherwise it will decrease. The second term
represents the contribution to type i due to mutation from all the other types in the population. Thus, if
si decreases towards zero due to a selective disadvantage, it will be maintained in the population at “noise”
level due to mutations.
N , the size of the space of types, is generally extremely large. For example, if we have genomes of
length 100 constructed from four base types, the space of all possible genomes (i.e. N) is 4100 - a hyper-
astronomically large number. The actual population will never sample all the possible genomes. In this case
a reasonable assumption is that every mutation introduces a new type into the population. This means that
the second term can be neglected and the persistence of type i in the population essentially depends entirely
on the mutation probability for type i. If qii is too low, si will decrease and eventually disappear from the
population.
This leads to the notion of an error threshold. Suppose that the fitness landscape has only one peak. This
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Figure 3.8: p = 0.4, N = 100000, number of edges = 10000, node fitnesses are uniformly randomly distributed
between 0 and 1.
is known as the Sharply Peaked Landscape, or SPL. Suppose further that mutations only alter one position
on the genome at a time. Then it can be shown that if the mutation rate is small enough the population will
be closely clustered about the fittest type. The fittest type keeps getting regenerated due to selection, and
mutations generate a cloud of individuals with genomes very close to the genome of the fittest type. This
cloud is known as a quasi-species (Eigen et al., 1989).
If, on the other hand, the mutation rate is above a certain threshold (essentially 1/fi, where i is the
fittest type) then all types will persist in the population in equal proportions. This threshold is known as
the error threshold.
3.6 Fitness Landscapes and Neutral Evolution
We have seen above that noisy preferential attachment is equivalent to molecular evolution where all intrinsic
fitnesses are equal. If node fitnesses are allowed to be different, we get standard quasi-species behavior. If
the mutation rate is low enough, the fittest node dominates the network and acquires nearly all the links. If
the mutation rate is high enough to be over the error threshold, no single node dominates.
Figures 3.8 and 3.9 show simulations where nodes are assigned intrinsic fitness values uniformly randomly
in the range (0, 1), for different values of p. We see that when p is high (0.9), i.e. mutation rate is low,
the degree distribution stretches out along the bottom, and one or a few nodes acquire nearly all the links.
When p = 0.4, though, we don’t get this behavior, because the mutation rate is over the error threshold.
Since we generally don’t see a single node dominating in real-world networks, we are led to one of two
conclusions: either mutation rates in real-world networks are rather high, or the intrinsic fitnesses of the
nodes are all equal. The former seems somewhat untenable. The latter suggests that most networks undergo
neutral evolution (Kimura, 1983).
Fitness landscapes can also be dynamic. (Golder & Huberman, 2006) give examples of short term
dynamics in collaborative tagging systems (in particular Del.icio.us). Figures 3.10 and 3.11, which are taken
from their paper, show two instances of the rate at which two different web sites acquired bookmarks. The
first one shows a peak right after it appears, before the rate of bookmarking drops to a baseline level.
The second instance shows a web site existing for a while before it suddenly shows a peak in the rate of
bookmarking. Both are examples of dynamic, i.e. changing, fitness. (Wilke et al., 2001) have shown that in
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Figure 3.9: p = 0.9, N = 100000, number of edges = 10000, node fitnesses are uniformly randomly distributed
between 0 and 1.
Figure 3.10: This is figure 6a from (Golder & Huberman, 2006). It shows number of bookmarks received
against time (day number).This particular site acquires a lot of bookmarks almost immediately after it
appears, but thereafter receives few bookmarks.
Figure 3.11: This is figure 6b from (Golder & Huberman, 2006). It shows number of bookmarks received
against time (day number). This particular site suddenly acquires a lot of bookmarks in a short period of
time, though it has existed for a long time.
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Figure 3.12: The effective diameter of the network when the mutation rate decreases over time from 0.3 to
0.01. It increases quickly at first and then decreases slowly over time.
the case of molecular evolution a rapidly changing fitness landscape is equivalent to the time-averaged fitness
landscape. Thus while short term dynamics show peaks in link (or bookmark) acquisition, the long-term
dynamics could still be neutral or nearly neutral.
3.7 Dynamical properties of real-world networks
(Leskovec et al., 2005) point out that though models like preferential attachment are good at generating
networks that match static “snapshots” of real-world networks, they do not appropriately model how real-
world networks change over time. They point out two main properties which are observed for several
real-world networks over time: densification power laws, and shrinking diameters. The term densification
power law refers to the fact that the number of edges grows super-linearly with respect to the number of
nodes in the network. In particular, it grows as a power law. This means that these networks are getting
more densely connected over time. The second surprising property of the dynamics of growing real-world
networks is that the diameter (or 90th percentile distance, which is called the effective diameter) decreases
over time. In most existing models of scale-free network generation, it has been shown that the diameter
increases very slowly over time (Bolloba´s & Riordan, 2004). Leskovec et al. stress the importance of modeling
these dynamical aspects of network growth, and they present an alternate algorithm that displays both the
above properties.
Noisy preferential attachment can also show these properties if we slowly decrease the mutation rate over
time. Figures 3.12 and 3.13 show the effective diameter of the network and the rate of change of the number
of nodes with respect to the number of edges for a simulation in which the mutation rate was changed from
0.3 to 0.01 over the course of the simulation run.
3.8 Conclusions
We have shown that, when modeled appropriately, the preferential attachment model of network generation
can be seen as a special case of the process of molecular evolution because they share a common underlying
probabilistic model. We have presented a new, more general, model of network generation, based on this un-
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Figure 3.13: The number of nodes grows as a power law with respect to the number of edges (or time, since
one edge is added at each time step). The slope of the line is approximately 0.86.
derlying probabilistic model. Further, this new model of network generation, which we call Noisy Preferential
Attachment, unifies the Erdo˜s-Re´nyi random graph model with the preferential attachment model.
The preferential attachment algorithm assumes that the fitness of a node depends only on the number of
links it has. This is not true of most real networks. On the world wide web, for instance, the likelihood of
linking to an existing webpage depends also on the content of that webpage. Some websites also experience
sudden spurts of popularity, after which they may cease to acquire new links. Thus the probability of
acquiring new links depends on more than the existing degree. This kind of behavior can be modeled by the
Noisy Preferential Attachment algorithm by including intrinsic fitness values for nodes.
The Noisy Preferential Attachment algorithm can also be used to model some dynamical aspects of
network growth such as densification power laws and shrinking diameters by gradually decreasing mutation
rate over time. If true, this brings up the intriguing question of why mutation rate would decrease over
time in real-world networks. On the world wide web, for example, this may have to do with better quality
information being available through the emergence of improved search engines etc. However, the fact that
many different kinds of networks exhibit densification and shrinking diameters suggests that there may be
some deeper explanation to be found.
From a design point of view, intentional modulation of the mutation rate can provide a useful means of
trading off between exploration and exploitation of network structure. We have been exploring this in the
context of convergence in a population of artificial language learners (Swarup & Gasser, 2006).
The larger contribution of this work, however, is to bring together the fields of study of networks and
evolutionary dynamics, and we believe that many further connections can be made.
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Chapter 4
Noisy Preferential Attachment and
Language Evolution
4.1 Introduction
The study of communication and language is an important aspect of the study of adaptive behavior. Pre-
defined languages for multiagent systems may not be appropriate as they reflect the designer’s viewpoint
rather than the agents’, and are unable to adapt to changing environmental conditions and task definitions.
It is much more desirable for the agents to be able to create and maintain their own language. This is not
an easy task, however, as the mechanisms of language evolution are far from being well understood.
The last decade or so has seen increasing application of computational methods to the study of language
evolution (Cangelosi & Parisi, 2002). One of the main theoretical approaches is to apply models of biological
evolution to the evolution of language(s) (Nowak & Komarova, 2001). In this case, the languages themselves
are considered the units undergoing selection and mutation. These models have been used to address
questions about convergence (Komarova, 2004), and the emergence of syntax (Nowak et al., 2000), for
example.
One of the main problems in language evolution, which has received little attention so far, is how to get
a population of agents to converge to a common language, without globally imposing some kind of hierarchy
on the population. In other words, how does the topology of agent interactions affect the convergence to a
common language?
The topology clearly has an important role to play in convergence. For example, if the population is split
into two disjoint subgroups, then they cannot converge onto a single language except by chance. Even if the
topology consists of a single component, multiple languages might co-exist in the population, especially if
the rate of change of the language (in response to environmental changes, for example) is high in relation
to diameter of the network. In other words, languages might be changing faster than they can propagate
across the network.
In this work we show that we can take advantage of evolutionary dynamics to actually construct the
agent interaction topology on the fly, by using a version of the model developed in the last chapter. This
is done by a subtle change of focus. Instead of the languages being treated as the units of selection and
replication, we treat the interaction links between agents as the units undergoing selection and replication.
The rest of this chapter is organized as follows. We first describe some recent work investigating the role
of the interaction topology in the convergence of language and emergence of social conventions in multi-agent
systems. This is followed by a discussion of our model for generating agent interaction topologies, which
is based on the evolutionary framework described by the replicator-mutator equation. We show that this
mathematical model is valid through some simple simulations. Then we go on to do a language learning
experiment using simple recurrent neural networks. Finally we discuss the possibilities for expanding on this
work to include situatedness and further numerical exploration of the theoretical model.
45
4.2 Related Work
There has been some significant work on the convergence of a population of agents to a particular language.
Komarova et al. (2002), and Lee et al. (2005) have studied the problem from the point of view of population
dynamics, while Dall’Asta et al. (2006a) have studied the dynamics of the naming game (Steels, 1996) on
small-world networks, and Lieberman et al. (2005) have introduced evolutionary graph theory, which is the
study of evolutionary processes on graphs.
Lee et al. (2005) studied the role of the interaction topology on the convergence of a population to
a single language. This study looked at a set of specific interaction topologies, including fully connected,
linear, von Neumannn lattice, and a bridge topology. Using the model of Komarova et al. (2002), they
empirically studied the critical learning fidelity threshold for language convergence in the various topologies.
Although several different interaction topologies were used, the topologies were not emergent and were
specified beforehand by the creator of the experiments. In addition, the agents did not learn a language
from interactions with other agents, but rather neighbors of high fitness agents were transformed into copies
of the high fitness agent with some fixed probability.
We would like the agents to be able to generate the topology on the fly, while still ensuring that the
emergent topology leads to rapid convergence. Before we describe our model for doing so, however, we
discuss the evolutionary model of language, because our model is based on this.
4.3 Evolutionary Models of Language Convergence
In recent years, population dynamical models of language convergence have become increasingly popular.
In these models, the languages themselves are considered the units undergoing replication, mutation, and
selection. Thus each language has a fitness, where fitness is due to not just properties like expressiveness
and usefulness, but also due to the number of agents that speak that language. Thus the fitness has both
frequency-independent and frequency-dependent components. The idea is that a very expressive and well-
adapted language is still useless if only a single agent speaks it.
At the heart of these models of language evolution is a single equation, known as the Replicator-Mutator
Equation (RME), which models the change in proportion of types (languages, here), in a population under-
going replication and mutation.
Suppose there are N types in a population of n individuals. Let fi be the fitness of an individual of type
i. Since fitness includes both frequency-independent and frequency-dependent components, it is written as,
fi = wi +
N∑
j=1
aijxj , (4.1)
where xj is the proportion of individuals of type j in the population. The matrix A = [aij ] is known as
the payoff matrix, and can be thought of as the payoff or reward achieved by an individual of type i in an
interaction with an individual of type j. In the case of languages, A can be thought of as a measure of
intelligibility, i.e. the degree to which a speaker of language i understands a speaker of language j. The
diagonal elements of A will be 1 in this case, denoting perfect intelligibility. Replication is proportional to
fitness.
The total number of individuals added to the population in a time step is
∑N
j=1 fjxjn. Further, replication
is imperfect. With a small probability, replicating an individual of type i results in an individual of type
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Figure 4.1: The interaction graph for quickest convergence. One agent teaches the language to all the other
agents. The circles represent agents, and the directed arrows represent the influence of one agent on the
language of the other agent.
j. This is quantified by a matrix Q = [qij ], where qij is the probability that replication of an individual of
type i results in an individual of type j. In the case of languages, this corresponds to learning fidelity. In a
limited interaction between individuals, the learner may not learn exactly the teacher’s language.
Suppose also that the size of the population is held constant at n, by removing an equal number of
individuals uniformly randomly, as are added to the population. This is because, in the case of language
learning, when an agent learns a new language, it necessarily replaces the old language of that agent. Then
the number of individuals of type i that are removed in one time step is xi
∑N
j=1 fjxjn.
Putting all these terms together, we get the rate of change of the proportion of individuals of type i in
the population, as
x˙i =
N∑
j=1
fjxjqij − xiφ, (4.2)
where φ =
∑N
j=1 fjxj . This is the Replicator-Mutator Equation (RME). It actually describes the time
evolution of each of the N types in the population, and should thus be written in vector notation. The
general form is very difficult to study because of the large number of parameters (all the entries of the A
and the Q matrices). Often a special symmetrical case is studied, where the A matrix is set to have diagonal
values equal to 1, and off-diagonal values a << 1, and the Q matrix is similarly set to have diagonal values p
(close to 1), and off-diagonal values (1− p)/(N − 1). A complete analysis of the critical points is possible in
this fully symmetric case (Mitchener, 2003). Analysis has also been done in a somewhat more general case,
where A is required to be symmetric, but not fully symmetric (Komarova, 2004). It is generally assumed
that any two agents are equally likely to interact with each other. In other words, a fully connected agent
interaction topology is assumed. This is unlikely to be true in real-world situations, where spatial and other
constraints may prevent many agents from interacting with each other. This naturally raises the question:
are some agent interaction topologies better than others at effecting convergence?
4.4 Agent Interaction Topologies and Convergence
Interactions between agents can be described by an agent interaction matrix where entry (i, j) in the matrix
is the probability that agent i will receive a message (and thus potentially learn) from agent j. Such a matrix
captures, in a general way, topological constraints on agent interactions, e.g., spatial locality constraints,
constraints based on agents’ knowledge of each others’ existence, or interaction choice preferences.
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The agent interaction matrix can also be seen as a weighted directed influence graph which describes
the influence of an agent on the language of another agent. A simple strategy for rapid convergence would
be to designate a special agent from which each of the other agents learn their language, as in figure
4.1. This corresponds essentially to a pre-imposed or designed language, which may or may not be of
the highest objective quality. Such a centralized system is brittle in practice because a) the teacher agent
has to be responsible for adapting the language to keep up with changing tasks, environments and needs
of all the agents, b) communicative load on the teacher increases at least linearly with population size,
reducing scalability, and c) the centralized teacher is a single failure point. Multi-agent systems are generally
distributed and open, which means that there is no central control point, and agents may enter and leave
the population at any time. This means that although desirable for its speed, uniformity, and certainty, the
interaction topology shown in figure 4.1 is both undesirable and unrealistic for a general multi-agent system.
It would be much better if agents could develop their interaction topologies on the fly, by selecting
interaction partners autonomously. We would still like, however, to have some guarantee of convergence,
and of rapid convergence. In this regard, we next discuss the Noisy Preferential Attachment algorithm
which we can use initially to generate scale-free topologies, and also to guarantee convergence. The scale-
free topologies, arguably, lead to rapid initial exploration for the (intrinsically) best language among the
population.
4.5 Noisy Preferential Attachment
We first derive a variant of the replicator-mutator equation (RME), the RME without Death (RME-WD).
Then we show that the preferential attachment model of small-world network generation is a special case of
the RME-WD. We then use this equivalence re-derive the Noisy Preferential Attachment algorithm and show
its relationship clearly with the evolutionary model. We will then use NPA to generate the agent interaction
topology.
4.5.1 Replication-Mutation without Death
Suppose there are N types in a population of n individuals. Let fi be the fitness of an individual of type
i, and let xi be the proportion of individuals of type i in the population at time t. If reproduction rate is
proportional to fitness, the number of individuals of type i at the next time step is,
x
′
i(n+
N∑
j=1
fjxjn) = xin+
N∑
j=1
fjxjqijn.
Here n +
∑N
j=1 fjxjn is the total size of the population at the next time step, and
∑N
j=1 fjxjqijn is the
number of new individuals of type i. Q = [qij ] is the mutation matrix which gives the rate at which any
type, j, mutates into a type i upon replication. Rearranging, and letting φ =
∑N
j=1 fjxj , we get
x
′
i(1 + φ) = xi +
N∑
j=1
fjxjqij
x
′
i(1 + φ)− xi(1 + φ) =
N∑
j=1
fjxjqij − xiφ
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Thus the rate of change of the proportion of type i is,
x˙i =
∑N
j=1 fjxjqij − xiφ
1 + φ
(4.3)
This is the Replicator-Mutator Equation without Death. Note that, since fj ≥ 0 ∀ j, the denominator on
the right-hand side is always positive. Therefore the critical points of the RME-WD are the same as those
of the RME.
Fitness includes both frequency-independent and frequency-dependent components, it is written as,
fi = wi +
N∑
j=1
aijxj . (4.4)
The matrix A = [aij ] is known as the payoff matrix, and can be thought of as the payoff or reward achieved
by an individual of type i in an interaction with an individual of type j.
The general form is very difficult to study because of the large number of parameters (all the entries of
the A and the Q matrices). Often a special symmetrical case is studied, where the A matrix is set to have
diagonal values equal to 1, and off-diagonal values a << 1, and the Q matrix is similarly set to have diagonal
values p (close to 1), and off-diagonal values (1 − p)/(N − 1). A complete analysis of the critical points is
possible in this fully symmetric case (Mitchener, 2003).
In particular, when p is less than a critical threshold, the system has only one attractor, where all types
are present in equal proportion in the population. For large values of N and small values of a, this threshold
is approximately 0.5. Above this value, the attractor turns into a repeller, and the only stable attractors
that emerge correspond to the situation where a single type dominates the population. Note that in the
absence of death, and presence of mutation, there will always be all types present in the population, but the
proportion of one of the types goes towards one. Since the system is fully symmetric, it could be any one of
the N types that eventually dominates the population, and which attractor the system falls into depends on
the initial conditions, and statistical fluctuations.
We now shed some light on the transient behavior of the RME-WD, under certain special conditions, by
showing its equivalence with the preferential attachment algorithm of small-world network generation. This
means that, under the right initial conditions, if we create a network (as we will later describe) using the
RME-WD, the network will be a scale-free network (in the short term).
4.5.2 Preferential Attachment and the Underlying Probabilistic Model
The Preferential Attachment algorithm is the most commonly cited model of small-world network generation
(Baraba´si & Albert, 1999). Small-world networks are graphs which have three properties: a small diameter,
a high clustering coefficient, and a power-law degree distribution. The clustering coefficient is defined as the
average fraction of neighbors of a node that are also neighbors of each other. Barabasi and Albert showed
that a small-world network can be generated by preferential attachment, as follows.
We start the network with a small number of nodes and links, say two of each, randomly connected. At
each step, we add a node to the network and add a link from the new node to one of the pre-existing nodes
with probability proportional to the number of in-links that node already has. Thus, the probability of node
i acquiring a new link is,
P (i) = αxγi , (4.5)
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where xi is the proportion of in-links that go to node i, γ is a constant, and α is a normalizing term. γ is
generally set to 1, in which case α is also 1.
This process results in a small-world network. There are a couple of things worth noting here. First,
since new nodes don’t have any in-links, the probability of acquiring any in-links is zero for these nodes. To
get around this problem, every node is assumed to have one pseudo-link, i.e. the number of in-links for each
node for the purposes of preferential attachment, begins at 1. Second, since new nodes are added at every
time step, the number of links remains approximately equal to the number of nodes in the network. In later
work, Albert and Barabasi modified the preferential attachment algorithm to allow rewiring of links with
some small probability, and also to allow adding links without adding nodes with some small probability
(Albert & Baraba´si, 2000), but the essential algorithm remains the same as that described above.
The underlying probabilistic model is an instance of a Polya’s urn model, as described below (and also
in (Chung et al., 2003)).
Imagine a set of N urns which are all empty except for one, which has one ball in it. We now add balls
one by one. A ball is put into urn i with probability proportional to the number of balls already in that urn.
This process is clearly equivalent to the preferential attachment algorithm with the caveat that we have
fixed the number of urns to be N . An urn represents a node and a ball represents an in-link. In the short-
term, i.e. while the number of balls is of the same order as the number of urns, this probabilistic model
represents the small-world network generation process.
We now add a further step to it to make it equivalent to the RME-WD. We introduce a transfer matrix,
Q, which is the same as the mutation matrix in the RME. Suppose a ball is added to urn i at time step t.
Then a ball is taken out of urn i and moved to any of the urns with probability qij . This is similar to later
versions of the preferential attachment model which include rewiring.
This probabilistic model captures the RME-WD dynamics if we consider urns to correspond to types and
balls to individuals in the population. Since it is the balls that correspond to the individuals undergoing
replication and mutation, we have to set the payoff matrix, A, equal to the null matrix in this case to get the
linear dependence of P (i) on xi. Note that in this case, the RME-WD loses its frequency-dependent aspect.
If we set A = I, the identity matrix, P (i) varies as the square of the proportion of individuals of type i. If
the off-diagonal elements of A are set to be non-zero, then P (i) acquires additional second-degree terms.
We call this extended (but still finite) version of preferential attachment, Noisy Preferential Attachment
(NPA) (Swarup & Gasser, 2007c), because of the introduction of the mutation matrix into the probabilistic
model. A caveat is in order here too: there is no notion of pseudo-links (or pseudo-balls) in this model.
New nodes (types) are introduced into the graph (population) by the mutation process. This means that
the number of nodes increases much more slowly that it does in the preferential attachment case. Therefore
to generate a large network, the initial state needs to include a fairly large number of nodes with non-zero
number of in-links. Alternatively, the mutation rate needs to have a high value.
4.6 Using NPA to Generate Agent Interaction Topologies
We use the NPA algorithm to generate the agent interaction topology on the fly in two stages as follows.
Initially the agents have no knowledge of (the quality of) each other’s languages. Therefore the first stage is
an exploration phase, which sets up the second convergence phase. In the exploration phase, an agent Alice
chooses another agent, Bob, as a teacher with probability proportional to Bob’s fitness. The fitness of an
agent is equal to the number of times that agent has been chosen as a teacher. The fitness can also include a
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Figure 4.2: The degree distribution for p = 0.3 and γ = 1, after 1000 links have been added. The number of
nodes in the graph is 1000 as well. The distribution is clearly a power law.
term that is independent of the frequency of selection as teacher, but for now, we ignore this term since our
current simulations are ungrounded. With probability (1−p), Alice switches to a uniformly randomly chosen
teacher. This is similar to the notion of exploration-exploitation in reinforcement learning. The intuition is
that if a lot of agents are choosing a particular agent as teacher, then choose that agent as a teacher because
a lot of agents consider its language to be good. However, the proportions might be misleading near the
beginning of the process because the actual counts will be low. Therefore it makes more sense to explore
rather than exploit at the beginning of the distributed language learning process, i.e. it makes sense to start
out with a high value of the mutation rate, (1 − p), and switch to a low value when the process has been
going on for a while.
Figure 4.2 shows a simulation in which we have a population of 1000 agents, i.e. a graph with 1000 nodes.
Initially, one link is randomly added to start the process off. The initial value of p is 0.3, and γ, which is the
exponent of the proportion in the preferential selection equation, is set to 1. We add one link at each time
step, and figure 4.2 shows the in-degree distribution after 1000 links have been added. The graph is plotted
on a log-log scale, and the distribution is clearly a power-law. Therefore, at this stage, the graph is a scale
free network.
At this point we start the second stage, by changing the value of p to 0.95, and the value of γ to 2. The
intuition is that once the space of languages has been sufficiently explored, we can switch to the “convergence
mode”, where we trust the statistics of interactions that have been established in the first stage to guide us
to a good overall language.
As we continue adding links, the node with highest degree becomes the dominant node. Figure 4.3 shows
the degree distribution after 20,000 links (total) have been added. We can see that a single node has acquired
a far larger proportion than the rest, and because of the frequency-dependent effect, the proportion of links
acquired by this nodes will continue to increase towards 1 as we continue adding links to the graph. This
means that the population will converge to the language of this agent. If this agent later gets removed from
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Figure 4.3: The degree distribution after 20,000 links have been added to the graph. One node is clearly
dominant.
the population, the next most “fit” agent will become the dominant agent. It may possibly have a different
language, though.
4.7 A Language Learning Experiment
We now do a simulation where we have a population of agents trying to converge onto a common language
by learning from each other. The agent interaction topology is generated as described above. The agents use
simple recurrent neural networks to generate, parse, and learn sentences. Each simple recurrent network has
5 inputs, 3 hidden layer nodes, and 5 outputs. There are 5 symbols in the “languages”, {a,b,c,d,e}, and
we use a 1-of-n encoding, i.e. the symbol a is encoded as the vector [1, 0, 0, 0, 0] at the input of the neural
network, and so on. A sentence is generated from a simple recurrent network by setting its internal state to
0.5 and giving it a random initial input vector. The output of the neural net is then fed back to its input
and this process is repeated until we have generated as many symbols as we want. The weights of the neural
networks are initialized randomly in the range [−0.5, 0.5].
The population size was set to 100, and the experiment was run for 1000 time steps. At each time step,
an agent is selected in sequential order, and it chooses a teacher according to the NPA algorithm. It receives
a sample of 100 sentences of length 10 from the teacher and trains on this sample to convergence or for 100
epochs, whichever comes first. Every 50th time step, we collect 5 randomly generated sentences from each
agent to form a testing set and the one-step symbol prediction error is calculated for each agent on this
testing set. These are summed up to indicate the error (the inverse of convergence) of the entire population.
This value is plotted in figure 4.4.
The parameters for the NPA algorithm were set in a manner similar to the previous section. Since there
are 100 agents, i.e. 100 nodes in the graph of the agent interaction topology, we set p = 0.3 and γ = 1 for
the first 100 steps, and then changed these values to p = 0.95 and γ = 2 for the remainder of the simulation.
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Figure 4.4: The one step symbol prediction error summed over all the agents on the testing set. The testing
set is generated by sampling 5 sentences from each of the agents at that particular time step. The low
prediction error at the end (∼ 1%) indicates almost perfect convergence of the language.
As we see in figure 4.4, the error only starts dropping after time step 100. However, after that the error
drops quite rapidly and reaches almost zero by time step 1000. As a comparison, we also plot the error
with uniformly random teacher selection. We see that convergence is attained much faster with the NPA
algorithm.
4.8 Discussion and Future Work
The two stages of the distributed convergence mechanism described in this work combine the ideas of
convergence to a common social convention and convergence to a common language, through the mechanism
of frequency-dependent (or preferential) selection.
The goal of the first, or exploratory, stage is to evaluate the languages that are present in the population
and collectively decide on a single language, embodied by a single teacher, as the language to converge upon.
The second stage then focuses on all the agents learning this one language, again in a distributed way, by
simply changing two global parameters of the system: the probability of switching to a random teacher
rather than the preferentially selected one, and the exponent which determines how strongly the preferential
selection mechanism works. The underlying theoretical model guarantees that the appropriate parameter
values will result in both a power law initial distribution of links, and the dominance of one teacher in the
second stage.
Another important point, which was not mentioned in the language learning experiment, is that learning
is non-trivial. With all learning architectures and algorithms, including the simple recurrent networks trained
with the delta rule and backpropagation that we have used, some languages are easier to learn than others.
In the work of Lee et al., e.g., this is captured by the learning fidelity parameter (Lee et al., 2005). However,
the point is that in practice, this parameter is non-uniform across the language space. “Simple” languages
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can be learned with greater fidelity than more complex ones. For example, it is much easier to converge
upon point attractors, i.e. languages consisting of a single symbol, with simple recurrent networks, than
to converge upon other kinds of attractors: e.g. languages consisting of alternating symbols or other more
complex languages. In the language learning experiment shown, it is much harder to attain convergence when
the selected teacher has a complex language, and convergence depends on having appropriate parameters
settings for the neural networks (such as number of hidden layer nodes, learning rate, momentum, etc.).
There are many details that remain to be fleshed out in the model. The algorithm given is not truly a
distributed algorithm since it hasn’t really been specified from the point of view of a single agent. We need
to explicate how the exploration phase works at the beginning when the agents have no information about
each other. We can imagine that each agent maintains a list of its own estimate of all the other agents’
fitness values. They can all be initialized to zero, and then a few of these get filled in by a “recommendation”
mechanism corresponding to the preferential selection. In other words, an agent chooses a teacher randomly
(or chooses a neighbor), and then gets referred to a better teacher by this one based on the teacher’s
knowledge about the population. This is where a scale-free (or small-world if possible) nature of the agent
interaction topology helps. The small diameter of such a network means that it is easy for an agent to find
a good teacher using such a referral mechanism. This will be done in chapter 6.
In the next chapter, we explore a more grounded language learning case. As a first step, we need to
investigate the effects of making the frequency-independent part of fitness non-zero. A second concern is
the quality of language that is converged upon. As pointed out above, there is an inherent bias in the
population towards learning simple languages, as learning fidelity is higher in this case. There has to be a
corresponding pressure towards language complexification, perhaps from a task based reward, otherwise the
learned language will almost surely be the simplest possible.
4.9 Conclusions
We have outlined a system capable of converging onto a common language in a distributed manner. It relies
on the framework of language evolution, with a change of focus: instead of treating the languages themselves
as the individuals undergoing replication, selection and mutation, we treat the links in the agent interaction
topology as the evolutionary units.
We further showed that under certain special conditions, we can recover the preferential attachment
algorithm of small-world network generation from the replicator-mutator system of evolution. This allowed
us to give a two stage model of distributed language learning, based on our Noisy Preferential Attachment
algorithm. In the first stage, the agents explore the languages present in the population and generate a scale-
free network of interaction. In the second stage, the parameters are changed to allow rapid convergence by
letting a dominant “teacher” node emerge through the same evolutionary dynamics.
We demonstrated through a simple language learning experiment using simple recurrent networks, that
such a system can converge to a common language autonomously and rapidly.
However the language that emerges is always a trivial language. Next we turn to a model that connects the
language to a task that the agents have to solve and show that this results in languages that are non-trivial,
but not overly complex either.
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Chapter 5
Learnability vs. Functionality: An
Optimization Framework for
Language Evolution
5.1 Introduction
The experiments in the previous chapter showed that there is a pressure for learnability in collective language
learning. We trained a population of simple recurrent neural networks to come to consensus. We saw that
the population tended to converge upon a maximally simple “language”, such as always generating the same
symbol. This suggests that simple mappings spread easily through a population, probably because they can
be learned more quickly. We were using the NPA algorithm for teacher selection, and had explicitly set the
intrinsic fitness of a language to be zero. However, this only affected the topology of the interaction network.
From the point of view of the evolution of representations, learnability still provided an intrinsic fitness to
the languages. The immediate question this brings up is, how do more complex languages ever evolve?
It seems intuitive that the counter-pressure to make language more complex must come from the func-
tionality of language. A language is for something. In other words, the agents gain some benefit from having
a particular language/representation. If the use of a particular language gives an agent high reward (perhaps
through low error on some task), then the agent will try to maintain that language. This reward then gets
transferred to the language as a boost in fitness. Languages that are too simple, however, are unlikely to be
very functional, because their information-carrying capacity is low. Hence an agent should feel a pressure to
discard such a language.
Thus we can imagine that languages occupy a complexity line, with complexity increasing to the right, as
shown in figure 5.1. Learnability increases with simplicity, i.e., to the left, and expressiveness or functionality
increases with complexity, i.e., to the right. Ideally we would like the languages that evolve to be in the
region that is “just right”, i.e., where the language that evolves is both easily learnable and useful. Such a
language would be well-adapted, by some measure, to the task at hand.
The goal of this chapter is to relate language to task in a way that allows a population of agents to jointly
learn a shared representation that is well-adapted to the complexity of the task. We do this by setting up
a classification game, where agents interact with each other while learning to perform some classification
task. The interaction between agents results in the emergence of a shared representation, or language, that
is simple but not too simple.
The rest of this chapter is organized as follows. First we lay out our method of relating language to task
Learnable Expressive
Just Right
Figure 5.1: The complexity line for languages
55
by treating the hypothesis space as an information channel. This is followed by a number of experiments
that illustrate the kinds of languages that can emerge with and without interaction between agents. We then
do some analysis of the phenomena we observe. Finally we show that by the simple expedient of adding time
to the mix, i.e., by using a sequence classification task, we are able to see the emergence of strict symbol
ordering in the agent languages, which demonstrates that it is possible to observe at least rudimentary syntax
in the language even though the agents don’t have any explicitly syntactic linguistic processing module. We
then discuss how our work compares to other approaches to relating language to cognition, including the
tradition of “language games” to study the emergence of shared representations. We also discuss some of
the philosophical inspiration behind our approach, and some of the theoretical work about the emergence
of structured language. We conclude by summarizing the contributions of this chapter, and by asking some
questions which will lead to the work in the following chapter.
5.2 Framing Learning in Terms of Communication
We suppose that agents are learning to perform some classification task. Suppose they are searching through
a hypothesis space, H, to find the best classifier. We relate a language to this task by treating H as an
information channel. Suppose that the agents are provided with a labeled training set of examples. The
communication view of learning entails an agent, Alice, having to communicate the labels of all the examples
to another agent, Bob. Alice can, instead of transmitting the labels directly, send the appropriate hypothesis
instead, which allows Bob to reconstruct the labels himself. Depending on the number of hypotheses in H,
this might represent a substantial saving. This idea is similar in spirit to that of Blum and Langford (Blum
& Langford, 2003).
This brings up the question of how many hypotheses there are, exactly, in H. At first glance it seems that
this number might be infinite, for any reasonable hypothesis class. Consider the class of straight lines or,
equivalently in higher dimensions, hyperplanes. Clearly there are an infinite number of hyperplanes in any
finite region of space. However, from the perspective of classifying points into one of two classes, this does
not matter. All that matters is how many different ways we can label the set of points. There are only 2n
ways in which a set of n points can be divided up into two classes. Each such division of the points is called a
dichotomy. In fact, not all the dichotomies might be attainable by the hypothesis class under consideration.
For example, the dichotomy represented by the XOR problem cannot be attained by the hypothesis class
consisting of straight lines in the plane, since we cannot separate the two classes with a single straight line.
We need at least two straight lines to solve the XOR problem, as illustrated in figure 5.2. Thus the infinite
number of hypotheses in H actually fall into a, possibly small, number of equivalence classes. A hypothesis
class is said to shatter a set of points if it can induce all possible (2n) dichotomies on the points. This
leads us to the definition of a property of a hypothesis class known as its Vapnik-Chervonenkis dimension,
generally abbreviated as VC dimension (Vapnik & Chervonenkis, 1971).
Definition : VC Dimension. We define the VC dimension of a hypothesis class to be the maximum
number of points that can be shattered by the hypothesis class.
In a sense, the VC dimension measures the capacity of the hypothesis class. More generally, we speak of
the growth function of the hypothesis class.
Definition : Growth Function. We define the growth function, SH(n), w.r.t. a hypothesis class, H, to
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Figure 5.2: Solving the XOR problem using two hyperplanes.
be the number of dichotomies that can be induced by the hypothesis class on n points.
Clearly, SH(n) ≤ 2n. In fact, a tighter bound is known.
Lemma 5.2.1 Sauer’s Lemma. If the VC dimension, V , of hypothesis class H is finite, then
SH(n) ≤
V∑
i=0
(
n
i
)
.
Now, to relate a language to a task, we treat the hypothesis class as an information channel, as mentioned
above. The capacity of a channel is defined as follows.
Definition : Channel Capacity (Cover & Thomas, 1991, p.184) We define the channel capacity of a
discrete memoryless channel as
C = max
p(x)
I(X;Y ), (5.1)
where the maximum is taken over all possible input distributions p(x).
Let X be the set of input symbols, and Y the set of output symbols. An important property of channel
capacity is that C ≤ log|X |, since C = max I(X;Y ) ≤ max H(X) = log|X |. Also, C ≤ log|Y| for the same
reason. Equality is attained for a noiseless channel.
So, if we think of the hypothesis class as a channel, its channel capacity is the logarithm of its growth
function. The learner can transmit upto SH(n) dichotomies without error. When the growth function is
less than 2n, some of the dichotomies get corrupted by the channel. However, the learner can use a longer
channel code, thereby reducing the bit rate, to transfer any of the dichotomies. This means that the learner
would only transfer some of the labels, or possibly part of a label, at each step. Using a longer channel code
corresponds to using multiple hypotheses, as in the XOR example illustrated below.
Proceeding clockwise from top left in figure 5.2, the labelings generated by hypotheses A and B are 1110
and 1011 respectively. Each point gets two labels: 11, 10, 11 and 01 respectively. We decode this (by using
another hyperplane, for example) as follows:
11→ 1
10→ 0
01→ 0
Thus we can classify all the points correctly. Further we can measure the efficiency of the encoding as the
average message length, or the average number of hypotheses used. This has implications for generalization.
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Figure 5.3: Speaker-hearer interaction.
The higher the efficiency, i.e. the shorter the average message length, the more confident we can be that the
generalization error will be low.
5.3 The Classification Game
Now we describe the experimental setup in which agents interact with each other and learn to solve a
classification problem while also learning to communicate about it.
We choose hyperplanes as our hypothesis class. This leads very naturally to artificial neural networks
as the implementation. Each hidden layer node of an artificial neural network, called a perceptron, can be
thought of as a hyperplane. The number of hidden layer nodes in each agents’ neural network defines the
number of hyperplanes it can use to classify the training examples. We also refer to the first, or hidden layer,
as the encoder. The second, or output layer, has just a single node. We also refer to this as the decoder.
Further, the agents convert the outputs of the encoder into a public language using a form-meaning mapping,
which is a matrix [fij ] where each entry defines the likelihood of pairing that form (typically a letter of the
alphabet), with that meaning (hidden layer node number).
The protocol is simple. At each step, we select two agents uniformly randomly from the population. One
agent is assigned the role of speaker, and the other is assigned the role of hearer. They are presented with the
same training example. The speaker uses the outputs of its encoder to generate an utterance in the public
language via its form-meaning mapping. The hearer tries to decode this utterance via its own form-meaning
mapping, and uses its decoder to generate a label based on this decoding. They are both then given the
expected label, whereupon they can update their neural networks and form-meaning mappings. This entire
process is illustrated in figure 5.3.
The use of the form-meaning mapping is best explained through an example. The form-meaning mapping
matrix is initialized to zeroes for all the agents. Suppose that the speaker has four hidden layer nodes,
and that on the current example, the speaker’s hidden layer activations are (0.6, 0.4, 0.1, 0.9). Nodes with
activations above 0.5 are considered “active”. Thus the nodes that are active for the speaker are the first
and the fourth. The speaker will first look through the first column of its form-meaning mapping to find
the maximal entry. Since all entries are zeroes at this point, this is just the first entry (the first row),
which corresponds to the symbol A. Agents update their form-meaning matrices both while speaking and
while hearing, so the speaker will update location (1, 1) in its form-meaning matrix by adding a constant,
δ, to it. At the same time, it decrements all the entries in the first row and the first column by a smaller
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constant ². It then follows the same procedure with the next active node, which is the fourth one. The
process is illustrated in figure 5.4. The resulting utterance in this case is “AB”. This update rule is intended
to discourage synonymy and polysemy. It is inspired by the mutual exclusivity bias seen in the language
acquisition behavior of young children. This bias is demonstrated by the following kinds of experiments. A
child is presented with three, say, objects, where the child knows the names of two of them. The experimenter
then makes up a nonsense word and says something like, “Which one is the argy-bargy?” Children will, in
this situation, prefer to associate the novel word with the novel object, rather than assuming that the novel
word is another name for one of the known objects (Markman & Wachtel, 1988). In the same spirit, when
a speaker or hearer increments a particular location in its form-meaning matrix, it decrements all the other
entries in that row and column by a small amount.
1 2 3 4
A 0 0 0 0
B 0 0 0 0
C 0 0 0 0
D 0 0 0 0
0.6 0.4 0.1 0.9
1 2 3 4
A δ −² −² −²
B −² 0 0 0
C −² 0 0 0
D −² 0 0 0
0.6 0.4 0.1 0.9
1 2 3 4
A δ −² −² −2²
B −2² −² −² δ
C −² 0 0 −²
D −² 0 0 −²
Figure 5.4: Updates made by the speaker to its form-meaning mapping, supposing that the meaning vector
is (0.6, 0.4, 0.1, 0.9). The resulting utterance is AB.
The hearer, upon receiving an utterance, looks through the corresponding rows of its form-meaning
mapping to find the maximal column entries and constructs a hidden-layer activation vector by setting those
values to 0.9, while the remaining hidden layer activations are set to 0.1. However, the hearer does not
update its form-meaning mapping during this process. The updates are put off until the expected output for
the current input vector is received. Then, using the backpropagation algorithm, the hearer constructs an
expected hidden-layer activation vector. It treats this vector as the expected meaning vector for the utterance
it had received from the speaker. However the hearer does not know which symbols in the utterance are
to be associated with which hidden layer nodes. So it simply updates its form-meaning mapping using all
possible (symbol, active hidden-layer node) pairs, using the same (δ, ²) rule as the speaker. It is expected
that, over time, encountering different utterances and meaning vectors will result in the right statistics for
the form-meaning mapping.
Note that the agents are actually communicating which hidden layer node to use, and to train, for each
point. Thus they are not actually communicating hypotheses directly, as suggested in the previous section.
Rather they are collectively discovering which hypotheses to use to solve the problem. We will show, below,
that this process actually results in a highly efficient encoding. The population converges on the use of a
number of hypotheses which is close to the minimum required. This is a highly non-trivial learning problem,
as they are learning not just a solution to the problem, but something close to the best solution to the
problem.
5.4 Experiments
Now we show the results of a series of experiments which demonstrate the effects of collective learning on
the emergent representations. In each case (except the first and last), we train a population of agents on the
XOR task, because the results are easy to visualize, and then we examine the learned representation.
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Experiment 1: The ungrounded case
In this experiment there is no learning task, that is, this is an ungrounded experiment. It is meant to show
the pressure towards learnability in collective learning. At each step, the speaker is given a random two bit
Boolean input vector, and the output of the speaker is treated as the expected output for the hearer. In
other words, the hearer is trying to predict the speaker’s output. As the game proceeds, the agents converge
upon a shared input-output mapping, and this mapping is always a “trivial” mapping. An example is shown
in figure 5.5.
Input Label Utterance
(0, 0) 0 C
(0, 1) 0 C
(1, 0) 0 C
(1, 1) 0 C
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Figure 5.5: The result of ungrounded language learning. The agents come to consensus on a trivially simple
mapping, which assigns the same utterance, and same label, to all the points.
We see, in figure 5.5, that all the hyperplanes have been pushed off to one side. It so happens that
hyperplanes A, B, and D are oriented in such a way that they label all the points as zero, while hyperplane
C has ended up in the reverse orientation with respect to the others, and labels all the points as one. This
is why the table shows C as the utterance for all the points. The decoder for all the agents, though, decodes
this as the label zero for each point, as shown in the table, and also by the empty (unfilled) circles in the
figure.
Note that the utterance actually carries no information, as the symbol C is always expressed. In other
simulation runs, we might see multiple symbols being uttered for all the points, but always the same set of
symbols is expressed for all the points. Thus there is no information being transmitted, and the mapping is
trivial.
Experiment 2: Individual learning, without communication
The second experiment shows the opposite phenomenon. It illustrates the pressure towards expressiveness.
In this case there is no communication between agents; they are all learning individually to solve the XOR
problem. Figure 5.6 shows an example of an individually learned mapping. The agents had four hidden layer
nodes available to them, and this agent uses them all. While it solves the problem perfectly, the learned
representation, as we can see, is overly complex. Different agents learn different solutions, and the particular
solution depends on the random initialization of the neural network weights. However, the minimal solution,
which uses only two hyperplanes, is observed very rarely.
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It ought to be pointed out that there isn’t really a “pressure” towards increasing complexity. There are
many solutions to the given task that are more complex than the minimal solution, and a neural network is far
more likely to find one of these overly complex solutions. However, it is important to try to find the minimal
solution, because that is most likely to generalize well to new data points. In the XOR problem, of course,
this is not an issue since we are given all the points during training. However, for any realistic learning task,
the agents have to learn from a restricted training set, and generalization is the key performance measure.
In such a case it can be shown that simpler solutions generalize better (Blum & Langford, 2003). This is a
version of Ockham’s razor, and often a complexity term is explicitly introduced into the objective function
to try to force the learner to find a simpler solution that will generalize well. This technique is known as
complexity regularization (Barron, 1991; Hochreiter & Schmidhuber, 1997; Lugosi & Zeger, 1996).
Input Label Utterance
(0, 0) 0 ABC
(0, 1) 1 C
(1, 0) 1 BD
(1, 1) 0 B
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Figure 5.6: A learned solution to the XOR problem, without communication between agents. Different
agents learn different solutions, but they all generally learn overly complex solutions.
Experiment 3: Collective learning, with a fixed form-meaning mapping
Now we allow the agents to communicate with each other as they are learning, through playing the clas-
sification game. To keep things simple, and to show the effect of collective learning, we give the agents a
pre-defined form-meaning mapping. They all map the first hidden layer node to the symbol A, the second
to B, and so on. The resulting mapping on which they converge is shown in figure 5.7.
Even though each agent had four hidden layer nodes available to it, they have converged upon a simpler
mapping which uses only two of the hidden layer nodes.
Experiment 4: Collective learning, with a learned form-meaning mapping
In the next experiment, we allow the agents to learn the form-meaning mapping as well, using the learning
algorithm described in section 5.3. Again, the agents converge upon a mapping that is maximally simple,
while still solving the problem. The utterances have some redundant symbols, just by chance, as shown in
the table in figure 5.8.
The population consisted of only four agents, and figure 5.9 shows the learned form-meaning mappings
of all the agents, as Hinton diagrams. A filled box indicates a positive value at that location and an empty
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Input Label Utterance
(0, 0) 0 BC
(0, 1) 1 C
(1, 0) 1 C
(1, 1) 0
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Figure 5.7: A learned solution to the XOR problem, with communication between agents. The communi-
cation matrix is pre-defined. All agents converge to the same solution. Even though they have four hidden
layers nodes, they converge on a simpler solution that uses only two of the nodes.
box indicates a negative value. The size of a box is proportional to the magnitude of the value. There are
a couple of interesting things to note about these matrices. First, they all map symbols and hyperplanes
uniquely to each other. Each row and column has a distinct maximum in each of the matrices. Second,
they are all different (except the first and third). In other words, their private interpretation of symbols is
different, even though they all understand each other and have perfect performance on the task. Thus while
their task representations and public language are aligned, their private languages are different.
Experiment 5: Collective learning: the emergence of a holistic language
The languages that are shown to emerge in the previous experiments are all compositional, in a sense. They
make use of multiple symbols, and they combine them meaningfully to communicate about the labels of
various points. Though this is an interesting and desirable outcome from the point of view of language
evolution, it is pertinent question to ask whether this outcome is in some way built in, or whether it is truly
emergent.
To show that it is, in fact, emergent, we present the following result. Figure 5.10 shows the outcome
of a run with identical parameters as experiment 4. However, this time we see the emergence of a holistic
language. Each point has a unique symbol associated with it (one of the points has no symbol, as A is
redundant). In effect, the agents have memorized the points. This is only possible in the case where the
neural network is large enough in the sense of having enough hidden layer nodes to assign a unique one
to each point. In any realistic problem, this is generally not the case. However, this notion of the role of
cognitive capacity in the emergence of compositionality and syntax has been studied theoretically by Nowak
et al. (Nowak et al., 2000). They showed that when the number of words that agents must remember exceeds
a threshold, the emergence of syntax is triggered. In our case, this threshold is defined by the number of
hidden layer nodes. If the number of points that must be labeled exceeds the number of hidden layer nodes,
the network must clearly resort to a compositional code to solve the task.
Figure 5.11, again, shows the learned form-meaning mappings. Once more, we observe that the private
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Input Label Utterance
(0, 0) 0 ABCD
(0, 1) 1 ABD
(1, 0) 1 ABD
(1, 1) 0 BD
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Figure 5.8: A learned solution to the XOR problem, with communication between agents. The form-meaning
mapping is also learned. All agents converge to the same solution. Even though they have four hidden layers
nodes, they converge on a simpler solution that uses only two of the nodes.
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Figure 5.9: The learned form-meaning matrices for each of the agents from experiment 4.
languages of the agents are different, even though their task performance is perfect both in the role of speaker
and of hearer.
Experiment 6: Collective learning: speaker and hearer learning curves
In the next experiment, we look at learning curves. Typically learning curves show an exponential drop-off.
However, in the case of collective learning, we see some very interesting phenomena in the learning curves.
The task here is not the XOR task anymore, because that is too simple and the agents converge too quickly
to show these phenomena. The task here, somewhat arbitrarily chosen, is called the 8-in-3-adjacent-ones
task. Inputs are Boolean vectors of length 8, and the output is 1 if there are 3 adjacent 1s in the input
vector.
Of the 256 possible examples, 50 were randomly chosen to make up the training set. The learning curves
in figure 5.12(a) and 5.12(b), however, show the true error, i.e. the average error over all the 256 examples.
Further, the error is averaged over the whole population of 10 agents. Two curves are shown. The red curve
shows the speaker errror, which is simply the error of the agents on the task. The green curve shows the
hearer error, which is calculated as follows. For each agent, a random speaker is selected from the population
to play the role of speaker, and this agent has to classify the points based on the utterances generated by
this speaker.
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Input Label Utterance
(0, 0) 0 AC
(0, 1) 1 AB
(1, 0) 1 AD
(1, 1) 0 A
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Figure 5.10: A learned solution to the XOR problem, where the communication matrix is learned by counting.
All agents converge to the same solution. They essentially memorize the points, assigning one hidden layer
node to each point.
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Figure 5.11: The learned form-meaning matrices for each of the agents from experiment 5.
In figure 5.12(a), the agents were learning the form-meaning mapping also, using the counting algorithm
described earlier. In figure 5.12(b), the form-meaning mapping was pre-specified, as in experiment 3. In this
case, the learning dynamics seem fairly straight-forward. The speaker error drops first and then stabilizes.
The hearer error drops later, as they learn to align their mappings. It is interesting that they are able to do
this without any intermediate increase in error.
In figure 5.12(a), on the other hand, we see that speaker and hearer learning curves don’t come together
until shortly before 3 million time steps. One timestep corresponds to a single interaction between a ran-
domly chosen speaker and hearer. In fact, initially the speaker error drops far more, and more rapidly,
than the hearer error. This shows that agents are essentially learning individually at this time, and their
representations are diverging (which causes high hearer error). In order for their representations to converge,
they actually have to unlearn. This is shown by the subsequent rise in speaker error, starting at about time
step 100,000.
The same phenomenon repeats on a smaller scale around time step 2.5 million, before the hearer error
finally falls and the two curves come together. Thus the learning dynamic seems to involve alternating
learning and unlearning phases. It is clear though that these phenomena are due to the dynamics of learning
the form-meaning mapping, as we don’t see the same kind of behavior when the form-meaning mapping is
pre-specified. Intuitively, the increase in error occurs when an agent has to switch the association of a form
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(a) Form-meaning mapping learned by the counting algorithm.
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0.55
 0.6
 0  1000  2000  3000  4000  5000
Av
er
ag
e 
Po
pu
la
tio
n 
Er
ro
r
Time step (x 1000)
(b) Pre-specified form-meaning mapping.
Figure 5.12: Learning curves for the 8in-3ones task, with communication, with a training set of size 50. The
red curve shows the speaker error, and the green curve shows the hearer error.
Flat minimum
Sharp
minimum
Figure 5.13: Flat and sharp minima. Flat minima are more robust to perturbation.
to a new meaning (or vice versa). This results in temporary synonymy (where two forms are assigned the
same meaning) or polysemy (where two meanings are assigned the same form). This causes an increase in
error because the agent ends up trying to use a code which does not have enough discrimination capability.
We don’t have a formal analysis of these dynamics yet. That is left to future work.
The timescale of convergence of the population is much longer than the timescale of an individual learner’s
convergence on the task. This is not surprising, but from the point of view of a linguistic community, might
be a matter for concern. A community would have a preference for communicability as well as adaptedness
of the language, but these seem to be opposed concerns. We shall address this issue in more detail in the
next chapter.
5.5 Analysis
The intuition behind the phenomena observed in the experiments is that the fitness of a learned representation
in collective learning is determined by two things: its accuracy at classifying the data, and its robustness or
resistance to perturbation. These two forces tend to cause the agents to converge upon a flat minimum.
Figure 5.13 shows the difference between flat and sharp minima. The advantage of converging upon
a flat minimum is that it offers better generalization. This can be justified using a minimum description
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length argument, as done by Hochreiter and Schmidhuber (Hochreiter & Schmidhuber, 1997). Essentially,
the point is that the weights of the neural network at a flat minimum need to described with less accuracy
than that required for a sharp minimum. Hochreiter and Schmidhuber explicitly constructed an objective
function which is minimized at flat minima of the error function.
Their algorithm looks for axis-aligned boxes (hypercuboids), in weight space, with maximal volume, that
satisfy two “flatness conditions”. The first flatness condition is that the change in the outputs of the network
due to a perturbation of the weights should be less than a given constant, ². The second flatness condition
enforces equal flatness along all axial directions. From these conditions they derive the following rather
formidable objective function (Hochreiter & Schmidhuber, 1997, eqn 3.1).
E(w,D0) = E(net(w), D0) + λB(w,X0), (5.2)
where B(w,X0) =
∑
xp∈X0
B(w, xp), (5.3)
and B(w, xp) =
1
2
(−Llog²+
∑
i,j
log
∑
k
(
∂ok(w, xp)
∂wij
)2 (5.4)
+Llog
∑
k
(∑
i,j
|∂ok(w,xp)∂wij |√∑
k(
∂ok(w,xp)
∂wij
)2
)2) (5.5)
Here E(net(w), D0) is the squared error of the neural network with weights w on training data D0. X0
is just the input set (i.e., part of D0), and ok(w, xp) is the output of the kth output unit on input vector xp.
This learning algorithm seems to work rather well, given that they make several approximations in its
derivation. Details can be found in their paper. One particular limitation seems to be that they only look
for axis-aligned boxes instead of general connected regions.
Our system is performing essentially the same computation, but the complexity terms are being computed
implicitly in the population. The explicit objective function being minimized by our agents is simply the
squared error. Further, we don’t have the restriction of examining only axis-aligned boxes.
The population of agents is initialized randomly, and so it starts out spread all over the weight space. The
collective learning process leads to a contraction. As the agents try out each others internal representations
(when they act as hearers), they move closer to each other in weight space.
When an agent plays the role of speaker, its weight updates tend to drive it towards the local minimum.
However, when the agent plays the role of hearer, then the weight update represents a perturbation if the
agent’s internal representation doesn’t match the speaker’s. This perturbation results in an increase in the
error unless the agent is on a flat minimum. Since the agents are distributed uniformly through weight space,
and they all interact with each other, each agent gets perturbed in many different directions. This causes
them to find flat minima that are equally flat in many directions. Further, as they contract slowly, they tend
to find flat regions that are large. Thus the population implicitly performs the computation that is being
done explicitly by the Flat Minimum Search algorithm of Hochreiter and Schmidhuber. Further, nowhere
do we have to put in a restriction that they can only look for axis-aligned regions.
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(a) The training data.
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(b) The testing data.
Figure 5.14: The training and testing data for the study of overfitting. The training set has 50 points and
the testing set has 200. The data generation process is described in the text. The line through the middle
is the true classifier. Thus, points with x-coordinate greater than zero are labeled positive, and those with
x-coordinate less than zero are labeled negative. However, there is noise in the classification, and some points
are mislabeled, as can be seen.
5.6 Solving the Overfitting Problem?
The discussion above suggests that our system should be able to avoid overfitting. We demonstrate this
in the experiment below. This task is taken from (Hochreiter & Schmidhuber, 1997), who in turn took it
from Pearlmutter and Rosenfeld (Pearlmutter & Rosenfeld, 1991). The task is simple. Points are in two
dimensions, and the output is positive if the x-coordinate of the point is positive, negative if not. Points are
generated by sampling from a zero mean, unit standard deviation circular Gaussian. However, points are
mislabeled with probability 0.05. Finally, to generate the actual inputs, another random variable, sampled
from a zero mean, 0.15 standard deviation Gaussian is generated for each point and added to it. We generated
fifty such points for the training set, and another two hundred points for the testing set. These are shown in
figures 5.14(a) and 5.14(b). The line through the middle shows the true classifier. We can see that several
points are mislabeled in each data set.
We trained a population of ten agents with and without communication, for five million time steps on
this task. They each had five hidden layer nodes available to them, though clearly only one is needed. When
agents are not communicating with each other, we effectively have an average over ten independent runs.
The learning curve for this case is shown in figure 5.15(a). This is a classic case of overfitting. Both the
training and the testing learning curves drop initially. But after a point, the training learning curve continues
to drop while the error on the testing set starts to rise, as the network starts to fit noise.
In the collective learning case, shown in figure 5.15(b), we do not see this happening. The figure actually
contains four curves, showing the speaker and hearer error on both the training and the testing sets. They
are all on top of each other, as the population very quickly converged upon the right solution.
Overfitting is one of the long-standing problems in learning, and several approaches exist to try to
counter it. Some are heuristic approaches, such as early stopping. Other approaches, such as weight decay,
are derived by making specific assumptions.
We can calculate the entropy of an agent’s encoding of the input by counting the frequencies of all the
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(a) No communication between agents.
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(b) With communication between agents.
Figure 5.15: Learning curves without and with communication. Figure 5.15(a) is an example of overfitting,
where the error initially drops, but eventually the testing error starts to increase while the training error
continues to drop, as the learner starts to fit noise in the data. With communication, though, the learners
are able to find the right solution even though it has higher training error, as shown in figure 5.15(b). This
figure actually contains four curves, as it includes speaker and hearer learning curves on both the training
and the testing data.
symbols in the utterances it generates. If pi is the probability of seeing the ith symbol in an utterance by
an agent, then the entropy or average code length in bits is given by,
H = −
∑
i
pi log2 pi. (5.6)
We calculate this quantity for each agent and then average it across the population as a measure of the
complexity of the solution found by the population. A comparison of the average code length with and
without communication is shown in figure 5.16. We see that as we increase the number of hidden layer nodes
available to the agents, the complexity of the solution found without communication increases more or less
linearly. However, when agents communicate with each other, the complexity stays essentially constant, and
close to the optimal value (which is around 0.5 in this case).
One possible limitation is that if the agents get too close to each other in weight space, they might start
behaving essentially like a single agent since they would no longer be able to perturb each other much,
whereupon they might roll off the flat region into a sharp minimum, as standard backpropagation tends to
do. However this would take a really long time to happen, and has not been observed in experiments yet.
5.7 More Complex Languages
We have seen that the languages that emerged in the experiments so far have been holistic or compositional.
They have no more complex structure, such as ordering constraints on the symbols. An utterance “BC”
is interpreted in the same way as the utterance “CB”. Indeed, some agents may generate one while others
generate the other, without any effect on performance. A very interesting and important question for
language evolution is, what causes the emergence of (more complex) grammar?
Here we show that by the simple expedient of introducing time, we obtain emergent languages which
show strict ordering of symbols. Thus, it seems that at least rudimentary syntax is possible without the
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Figure 5.16: Average code length increases essentially linearly with the number of hidden layer nodes when
there is no communication. It stays more or less constant when agents learn to solve the task while also
learning to communicate about it. Average code length was calculated as described in the text.
need for any explicitly syntactic processing within the agents.
We use simple recurrent neural networks to learn a temporal version of the XOR task. It is the same as
the regular XOR task, except that the two inputs are presented in sequence, in two time steps. The agent
has to produce the label, and an utterance, after seeing both inputs. Each agent now has a simple recurrent
network instead of a feed-forward network as its cognitive architecture. A simple recurrent network (Elman,
1990), consists of a two-layer neural network where the outputs of the hidden layer from the previous time
step are appended to the new inputs. Thus the network is capable of maintaining some temporal state
information. The presence of this loop in the architecture complicates training somewhat. We use one of
the most common algorithms for training simple recurrent networks, called backpropagation through time
(Werbos, 1990). This involves unrolling the network in time, as shown in figure 5.17, so that it is effectively a
feed-forward network. When some expected outputs become available, the error is backpropagated through
the unrolled network (effectively backpropagating through time), and then the weights of the corresponding
layers are averaged to “collapse” the network once more.
Figure 5.18 shows a language that emerges on the temporal XOR task. The hidden layer hyperplanes
are now in six-dimensional space (two inputs + four previous hidden layer activations), so we cannot draw
them anymore. We see from the table, though, that the agents make a syntactic distinction between the
two positive points by the ordering of the symbols. All agents produce the utterance “A B” for the point
(−1, 1), and the utterance “B A” for the point (1,−1). This distinction is entirely the consequence of the
structure of the task, even though both points belong to the same class. Note that the part of the utterance
produced after a single time step still does not have ordering constraints. For example the utterance “AB
CD” would be interpreted in the same way as the utterance “BA DC”, but not “CD AB”, where the space
indicates a time step. However, the fact that a minimal ordering constraint emerges without the need to
build in a syntactic processing module is a very interesting outcome. This has been speculated upon many
times, e.g. (Sole´, 2005), but never actually been demonstrated, to our knowledge.
Simple recurrent neural networks have in the past been treated as equivalent to finite state automata
(Omlin & Giles, 1996). However, more recently they have been shown to have an implicit bias to learn
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Figure 5.17: The figure on the left shows the architecture of a simple recurrent neural network. We train the
networks using backpropagation through time. This involves unrolling the network in time, as shown in the
figure on the right. The unrolled network is a feedforward network, and can be trained with backpropagation.
Double arrows indicate full connectivity between layers. A single arrow indicates a one-to-one connection
between the nodes in the corresponding layers.
representations that correspond to context-free and even some context-sensitive grammars (Bode´n & Wiles,
2001). Thus, an interesting question is, how complex can the task and language get before we have to
introduce some syntactic processing in the agents? This presents an interesting direction for future work.
5.8 Discussion
Grounded simulations of language evolution generally treat linguistic input as just another perceptual input.
For example, in the mushroom-world simulations of Cangelosi et al. (Cangelosi, 1999; Cangelosi & Harnad,
2000; Cangelosi & Parisi, 1998), a population of neural networks was evolved on a foraging task. The task
was to distinguish between four hypothetical types of mushrooms - edible, poisonous, both, and neither.
The poisonous effects of a mushroom that was both edible and poisonous could be avoided by taking the
appropriate action (“marking”). Thus, when an agent encountered a mushroom, it had to produce three
outputs - eat/not eat, mark/not mark, return/not return, and also whether to vocalize these actions. The
vocalizations were simply three other outputs of the neural network, which would be made available as
inputs to any other agents in the vicinity. The agents also produced some outputs which were interpreted
as movement commands. Inputs to the agents consisted of five environmental inputs, in addition to the
three corresponding to vocalizations of a nearby agent. No distinction was made, at the input to the neural
networks, between the environmental and linguistic inputs. Details of the environment aside, this is the
prime distinction between their experiments and ours.
Our approach, besides having the technical justification spelled out in section 5.2, also has some philo-
sophical inspiration behind it. Some philosophers believe that linguistic utterances correspond directly to
meanings that are internal to the agent. Ruth Garrett Millikan, for example, contends that words are pri-
marily used for direct perception (Millikan, 2004). Thus they are distinct from other perceptual inputs.
Also, syntactic evaluations or evaluations of truth value occur “after the fact”. Language understanding
flows from semantics to syntax, and not the other way round. We believe that our approach embodies this
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Input Label Utterance
Time step 1 Time step 2 Time step 1 Time step 2
−1 −1 −1 A
−1 1 1 A B
1 −1 1 B A
1 1 −1 B
Figure 5.18: The language learned on the temporal XOR task.
notion, and that our experiments, at least partially, bear out these ideas.
Semantics is a very complex area, with several interpretations. Our simple system has, perhaps, a
relatively naive kind of semantics, where symbols correspond directly to hypotheses about the world. Yet,
the fact that the correct hypotheses are discovered interactively makes the semantics interesting. This is not
truly dynamic semantics, since that involves context-sensitivity, but perhaps our experiments with recurrent
neural networks point the way to incorporating that.
Our classification game is a part of what is now a tradition of “language games” to study artificial
language evolution. This was pioneered by Luc Steels et al. in the series of Talking Heads experiments,
of which a nice review can be found in (Vogt, 2006), and also in the upcoming book by Steels et al.. One
of his early experiments was actually quite similar to the ones described here (Steels, 1998). Steels did an
experiment with a population of agents playing a “discrimination game”. Two randomly chosen agents would
take on the role of speaker and hearer and would be presented with a context consisting of a few shapes
which they could sense through various feature detectors. The speaker would have to name one of the shapes,
and the hearer would have to correctly identify it. As the game progressed, the agents developed decision
trees to distinguish the objects from one another, and also developed a shared lexicon to communicate the
names of the objects to each other. A name was assigned to a collection of features that was sufficient to
distinguish an object from the contexts in which it had been observed. Steels did not examine the effect
of collective learning on the emergent feature descriptions of objects. They did not, in any case, have the
means to develop anything other than a holistic language, because there was no direct connection between
the names and individual features.
There has been some theoretical work, though, on the emergence of structured language. Nowak et
al. have discussed the conditions which might trigger the emergence of syntax (Nowak et al., 2000). They
developed a population dynamical model of word learning and showed that once the lexicon size exceeds a
threshold, grammatical languages have higher fitness. They point out that many animals probably have a
syntactic understanding of the world, but they haven’t developed syntactic communication systems in part
because the number of things they need to communicate about is below the threshold that favors syntactic
communication. This need to communicate is another aspect of the emergence of language that is not
included in our model. Our experiment with recurrent neural networks could be interpreted as developing
a syntactic understanding of the classification problem, because a recurrent network can be thought of as a
grammar, as mentioned above. However, the agents attempt to communicate about every point that needs
to be classified. Extending this work to include decision-making about whether to communicate is another
interesting direction for future work.
Additionally, in our experiments we have seen that compositionality must appear when the task cannot
be solved by using a single hypothesis, and the neural network does not have enough nodes to memorize the
data. Thus two kinds of holistic languages can be seen in our system. When a single hypothesis is sufficient
to solve the problem, we have a language where a single symbol is used for a single class. This would be
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something like an animal giving an alarm call when any predator is detected. The second kind of holistic
language we see in our experiments is described in experiment 5, where a single hypothesis is associated
with each point. This corresponds to giving a unique name to each object in the domain of discourse. Thus
our model has intrinsic reasons for the emergence of holistic and compositional languages, as opposed to the
population level model of Nowak et al.
Kirby et al. have also given an account of the emergence of compositionality via their Iterated Learning
Model (ILM) (Smith et al., 2003; Kirby, 2007). The ILM models cultural transmission of language, for
example from parents to children through successive generations. They show that since language must pass
through the bottleneck of child language acquisition, the only languages that are stable are the ones that allow
the construction of new valid utterances on the basis of known utterances. In other words, compositionality
is favored by the need to learn quickly from a few samples.
Our model is similar to theirs in the sense that the population of agents tends to converge upon a simple
language, which, as we have discussed earlier, leads to better generalization. However it is not clear if the
causal mechanisms that lead to this phenomenon are the same in both models. To better investigate this
question, we could extend our model in an analogous manner, by considering generations of agents, that
get different training sets for the same problem, or possibly even for different, but related, problems. This
presents another interesting possibility for future research.
5.9 Conclusion
The main conclusion of this chapter is that collective learning involves a balance between learnability and
functionality. It results in representations that are complex enough to solve the task at hand, yet simple
enough to generalize well. We have introduced the classification game as a protocol, or collective learning
algorithm, which allows a population of agents to interactively discover such a solution. We can also interpret
their interactions as communication. In fact we have shown that they can create a conventional public
language by learning to associate a set of forms with the meanings they are collectively developing. The
learning process generally results in compositional languages, but holistic languages can appear if the task
is simple enough. By making the task temporal, we have also shown that rudimentary syntax, in the form
of strict symbol ordering, can appear. This happens without the introduction of any specifically syntactic
processing in the agents’ cognitive architecture. Rather, the use of a recurrent neural network essentially
gives them a syntactic understanding of the problem, which is reflected in their language.
We have presented a partial analysis of why collective learning results in complexity regularization, based
on the notions of flat minima and entropy maximization. Completing this analysis is one of the main goals
of future work. We have also suggested that collective learning might offer a novel solution to the overfitting
problem, though possibly some kind of early stopping might still be necessary.
We have discussed some connections with other work in language evolution, and this has led to some
interesting ideas for extending the current work. For example, the tasks that the agents have had to solve in
these experiments are not really tasks that require communication, because they don’t require coordination.
Introducing such a task would allow us to address the issue of the need to communicate. To generalize this,
we can imagine a reinforcement learning setting, where each agent is trying to maximize its own reward,
but where this involves coordination with other agents. This would begin to get at the general question of
“what to say” that is one of the three aspects of an agent-based theory of language evolution, as discussed
in the introduction to the dissertation.
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On the learning theoretic side, the connection between hypothesis class and information channel is, we
believe, an interesting one. Similar connections have been made before, as discussed earlier, but we still need
to explore if our conception is the same as that of others.
From the point of view of a linguistic community of agents, there is one issue with the current experiments
that is problematic. It is the long timescale of convergence. We have seen learning curves that show repeat-
edly alternating learning and unlearning before the population finally converges on a shared representation.
While the final representation that is learned is close to optimal, a population might have a higher preference
for being able to constantly communicate instead. This is the dilemma we turn to in the next chapter, where
we combine language and topology evolution and suggest that this might offer a balance between optimality
and communicability.
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Chapter 6
Optimality vs. Communicability:
Combining Language and Topology
Evolution
6.1 Introduction
We now combine the models developed in the previous chapters to study the evolution of shared represen-
tations on a dynamic topology of interaction. We saw in the previous chapter that, in a perfectly mixed
population, the emergent shared representation approaches the optimal solution to the task, in the sense of
minimum risk, or minimum expected generalization error. However, we saw from some example learning
curves that this process can take a long time to converge. The speaker and hearer error on the task were
quite different for most of the duration of the simulation, until convergence after, e.g., nearly 3 million time
steps in fig. 5.12(a). For a relatively simple problem as that one, the timescale of convergence is extremely
long. From the point of view of a linguistic population, this might represent an unacceptably long period of
lack of communicability. Indeed, the population might prefer to achieve communicability much more quickly
even if it means a sub-optimal final solution. Thus we see that optimality vs. communicability represents
another pair of opposing drives in language evolution.
Another unrealistic aspect of the experiments in the previous chapter was the population was perfectly
mixed, i.e., everyone talked with everyone else. We shall show in this chapter that if we impose a realistic
topology on the population, we will be able to resolve the optimality vs. communicability dilemma. When the
agents use NPA to evolve their interaction topology, they converge to a shared language very quickly, at the
expense of an increase in the average code length. We shall see that NPA can be cast as a recommendation
algorithm, where an agent queries another agent for its recommendation of the agent with least error on the
task, and then chooses to learn from this agent. This results in a few agents quickly becoming dominant in
the population and teaching everyone else.
We saw earlier that NPA is identical in its dynamics with molecular evolution, and that it is the links in
the network that are undergoing selection, replication, and mutation, though in a neutral fitness space. In
the work here, they will acquire intrinsic fitness in the form of accuracy on the task of the agent to which
they point. Since this accuracy changes over time as the agents learn, the links will be evolving on a dynamic
fitness landscape.
There are two important time scales in this process, that of language evolution and that of topology
evolution. There exists previous work that shows that when the fitness landscape evolves much faster
than the population, the population adapts to the time average of the fitness landscape. When the fitness
landscape evolves much slower than the population, it can effectively be treated as not evolving because the
population can track the fitness landscape arbitrarily closely. However, not much is known for the case where
the fitness landscape and the population evolve at comparable time scales (Wilke et al., 2001). Matters are
further complicated in our case by the fact that the topology and language evolution are coupled. The
evolution of links affects the accuracy of the agents on the task, since it affects the choice of speaker, which
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in turn affects the fitness landscape for the link evolution. This makes analysis quite hard, and we will rely
on simulation.
One possibly simplifying factor in our case is that the fitness landscape for topology evolution is deter-
mined by the language evolution, which is itself controlled by a replicator equation. In other words, the
language evolution process converges over time, and therefore the fitness landscape for topology evolution
becomes more or less stationary given enough time. However, in fact we find that the topology converges
quite rapidly, and much faster than the language convergence.
We will also show how the classification game proceeds on various structured, but fixed, interaction
topologies, such as a regular graph, a small-world network, and a scale-free network.
In recent years there has been a great deal of work on the emergence of conventions and various other
convergence problems on structured interaction topologies. We begin by discussing several such models, the
phenomena that are observed, and the results that are known for these. We then describe an extension to
the classification game, where agents query each other for recommendations, and show that this is equivalent
to evolving the interaction topology by noisy preferential attachment, thus bringing together the work done
in the previous chapters. This is followed by a number of experiments which compare the results of the
classification game on various fixed topologies with the results using NPA and a randomly evolving topology.
We shall also show the emergence of linguistic communities on some networks. We end with a general
discussion and a summary of the results of this chapter.
6.2 Conventions and Convergence in Structured Populations
Relevant work on this topic is emerging from multiple streams of research. While we discuss these separately
below, there is actually a fair amount of crosstalk, because often the same researchers are involved in multiple
streams. Further, sometimes techniques or approaches are shared between disciplines. Both evolutionary
and economic models make use of game theory, e.g., making some classifications into this area of research or
that arbitrary. Nevertheless, we believe that splitting up the related work into these different areas clarifies
the differing motivations behind these studies, and also presents this large and growing body of work in a
digestible form.
Language evolution
We are aware of no previous work that coevolves the languages and the topology of interaction of the agents.
However, there are have been several recent studies of the role of various fixed topologies in convergence to
a shared language. Loreto et al. have studied the convergence of a simplified version of the naming game
on various topologies, particularly small-world networks (Baronchelli et al., 2005b; Baronchelli et al., 2005a;
Baronchelli et al., 2006a; Baronchelli et al., 2006b; Dall’Asta et al., 2006a; Dall’Asta et al., 2006b).
In their version of the naming game, agents have to come to consensus on a single word, which is the
name of single, commonly perceptible, object. The algorithm they use in this process is as follows. All agents
begin with empty vocabularies. When an agent, Alice, interacts with another agent, Bob, she makes up a
word for the object (since her vocabulary is empty). Bob does the same. Since they won’t agree (except
in the extremely unlikely situation where they both invent the same word), they add each others’ words
to their vocabularies. Thus they both have vocabularies of size two now. This process continues through
interactions with other agents. Every time two agents meet, if they have a word in common, they settle
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upon that word as the word for the object, and remove all other words from their vocabularies. Otherwise,
they each add the word chosen by the other to their own vocabulary.
Loreto et al. have shown that this algorithm always results in eventual convergence to a single shared
word in the population, and that the time to convergence as well as the maximum size attained by the agent
vocabularies depend on the topology of the network. In a perfectly mixed population, convergence happens
fairly quickly, in O(N) time, where N is the size of the population. However the size of the vocabulary of
an agent reaches O(N) before convergence. In contrast, when agents are arranged on a regular lattice, the
maximum size of the vocabulary is dramatically lower because they have a small number of neighbors, but
the time to convergence is much higher, being O(N3) in one dimension and O(N1+2/d) in dimension d ≤ 4.
They have also shown that a small-world topology, which is achieved by starting with a regular lattice and
randomly rewiring a small number of edges, manages to attain the best of both worlds, exhibiting both rapid
convergence, in approximately O(N3/2) time steps, and a limited maximum vocabulary size (which means
limited memory requirements for the agents).
They have also provided some very insightful analysis of the dynamics of convergence, showing that
it proceeds by a coarsening process. Initially local convergence is achieved, which results in many small
regions where agents have achieved consensus. After that these regions expand slowly, until they reach the
long-distance links in the small-world network, after which a mean-field like behavior takes over and results
in rapid convergence.
However, their agents are following a very simple algorithm, and have to converge upon the use of a
single word. They are not really doing any learning, and don’t have any feedback from the environment. In
other words, they are not grounded. We shall see, in what follows, that the convergence dynamics in our
learning experiments are somewhat different.
Cucker, Smale, and Zhou have studied convergence in a population of learning agents (Cucker et al.,
2003), as discussed before. They derived a minimum connectedness constraint on the topology of interaction
for convergence. They model a language as a continuous function mapping forms to meanings, and each
agent in their setup is assumed to collect m samples of its neighbors’ languages at each time step. Each agent
then uses its collected samples as a training set to updates its own language to minimize the squared error.
They showed that the population will converge upon a shared language if the interaction matrix satisfies
a property called weak irreducibility. A stochastic matrix is said to be weakly irreducible if 1 is a simple
eigenvalue and all its other eigenvalues are less than 1 in modulus. The agents interaction matrix can be
converted into a stochastic matrix by normalization. They also derive a bound on the number of examples
that must be available to each agent at each time step to ensure convergence within error ² with confidence
at least 1− δ.8
Sole´ et al. have also studied the roles of various complex networks in language evolution (Sole´ et al.,
2005; Corominas & Sole´, 2006). They consider a population of agents that use two form-meaning association
matrices, P and Q, one for production, and the other for comprehension. This model was originally proposed
by Hurford (Hurford, 1989), and was also considered by Komarova and Niyogi (Komarova & Niyogi, 2004).
One of the main issues in this case is to ensure self-consistency, that the agent is able interpret its own
utterances correctly. Corominas and Sole´ showed that for certain kinds of non-trivial network topologies
(those with clustering), self-consistency is automatically achieved, without needing to bias the system in its
favor.
Gong and Wang are the only ones we know of who have studied the co-evolution of lexicon, syntax, and
topology (Gong et al., 2004; Gong & Wang, 2005). In their model, agents prefer to link to those other
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agents with whom they can communicate successfully, or ones that have a lot of links. Thus the fitness of
the agents is defined by their ability to communicate. They are not engaged in solving some task, and thus
they don’t have intrinsic fitness. In their model, thus, it is the language that influences the development
of the network, whereas in our model the influence is more in the other direction. They showed that their
resulting networks are highly localized, and sometimes show small-world characteristics.
These are the main studies of network topology in language evolution. There are a number of studies in
more peripherally related areas. We summarize these briefly below.
Biological evolution
Results from biological evolution are interesting because they can conceivably be applied directly to language
evolution. Nowak et al. have studied evolution on graphs and derived probabilities of fixation for various
graph topologies (Lieberman et al., 2005). They show that the probability of fixation of a mutant, which
means that the new trait gets adopted by the entire population, is strongly affected by the structure of the
graph. There exist graph structures which can make the effective fitness of the mutant with respect to the
population arbitrarily large. Conversely there are also structures that can make it arbitrarily small. They
showed through numerical simulations that scale free networks act as fitness amplifiers when the difference
between the fitness of the mutant and the population is small, but are neither amplifiers nor suppressors
when the difference is large. The fitness landscape itself is fixed in their model.
Wilke et al. have studied dynamic fitness landscapes in molecular evolution (Wilke & Ronnewinkel, 2001;
Wilke et al., 2001). They showed that if the fitness landscape changes very fast with respect to the timescale
of evolution, then the species adapts to the time average of the fitness landscape. If, on the other hand,
the fitness landscape changes slowly, the species can track the fitness landscape arbitrarily closely. However,
they assume that the source of change to the fitness landscape is extrinsic and periodic. In our case, all
these conditions are not met. The timescales of language and topology evolution are comparable, the source
of change in the fitness landscape is intrinsic, due to the task learning and learning from interaction, and it
is not periodic.
Economics
H. Peyton Young did some seminal work on the emergence of conventions over social networks (Young, 1993;
Young, 1998). Delgado et al. have also done some work on the role of network structure on the emergence
of conventions (Delgado, 2002; Pujol et al., 2005). He showed that scale-free networks are very efficient
at converging to a convention. He used two different update rules, known as Generalized Simple Majority
(GSM), and Highest Cumulative Reward (HCR). In both cases, he found that scale-free networks converge
very quickly. Small-world networks converge quickly too, but seem to be a little less efficient. Regular
topologies tend to be the slowest, taking O(N3) time on a one-dimensional network. This confirms the
results of Loreto et al. discussed above.
Santos et al. have shown that allowing the topology of interaction to evolve allows cooperation to persist
in various iterated social dilemma games (Santos et al., 2006). Their topology evolution algorithm is also a
heuristic. Basically agents will drop links to agents that are giving them a low payoff (by defecting), and will
try to add links to the neighbors of these agents. The intuition is that the neighbors of these agents would
also be trying to do the same. They showed that this simple topology update rule results in the persistence
of cooperation even though the only evolutionarily stable strategy in these games is to defect. Their model
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is quite unrelated to ours, since we don’t use game theory, but it is nice to know that essentially the same
topology update algorithm results in some interesting phenomena in multiple models.
Control theory and multi-agent systems
In the realm of control theory, Olfati-Saber and Murray have studied the role of network topologies in the
convergence to a shared value, typically by using an algorithm where each agent averages the values of its
neighbors at each time step (Olfati-Saber, 2005; Olfati-Saber et al., 2007; Olfati-Saber & Murray, 2004;
Olfati-Saber & Murray, 2003). The time to convergence in this case can analytically be shown to depend
on the Laplacian spectrum of the graph. More precisely, the worst case time to convergence is determined
by the second smallest eigenvalue of the Laplacian matrix of the graph. It can be shown that as begin to
randomly rewire a regular network to create a small-world network, the second smallest eigenvalue increases
rapidly, which implies faster convergence.
This property follows from the averaging algorithm being used. There is no analogous measure, which
we know of, for analyzing time to convergence for learning agents. If one such could be found, it would
represent a major breakthrough in the understanding of systems of learning agents.
6.3 The Classification Game with NPA
We introduce topological structure into the agent interactions as follows. Agents are now situated on a
directed graph, and the adjacency matrix defines the neighbors of each agent. A fully connected graph
corresponds to a perfectly mixed population, and describes the setup of the experiments in the previous
chapter. In most of the other experiments in this chapter, the agents start out with a regular interaction
topology, which is essentially a square grid in two dimensions. Each agent has four neighbors, except the
ones on the borders (which have three neighbors each), and the ones on the corners (which have just two).
The only exception is the scale-free small world network, which was generated with the R-MAT algorithm
(Chakrabarti et al., 2004).
At each time step we select a hearer, and this agent chooses a speaker from among its neighbors. The
classification game then proceeds as before with this speaker-hearer pair.
We compare a few different interaction topologies in this chapter. The first is the fully connected topology,
where every agent interacts with every other agent. The next is a fixed regular graph, as described above and
illustrated in figure 6.1(a). From the regular graph, we get a small-world topology by randomly rewiring 5%
of the links. The resulting network is shown in figure 6.1(b). Rewiring just this small number of links causes
the diameter of the network to drop substantially. In the network shown, the diameter is 11, as compared
to 18 for the square network. The next kind of network we experiment with are small-world networks which
have a scale-free degree distribution. This network is described in some more detail in experiment 4, and
shown in figure 6.1(c).
These fixed topologies are compared with two dynamic topologies. The first is a randomly evolving
topology, and the second is one evolving according to the Noisy Preferential Attachment algorithm. When
the topology is dynamic, we have to consider the relative time scales of topology and language evolution.
Since it is difficult to actually measure the timescale of language evolution, we do simulations with a variety
of time scales of topology evolution.
In the random topology evolution case, we rewire a randomly chosen link every τ time steps. Different
values of τ are chosen for different simulations, ranging exponentially from τ = 1 to τ = 1000000.
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(a) A regular network.
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(b) A small world network.
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(c) A scale-free small world network.
Figure 6.1: A regular network, which we also refer to as a square network, is shown on the left. There are
two directed links, pointing in opposite directions, between each pair of neighboring agents. The small-world
network, shown in the middle, is generated by randomly rewiring 5% of the links in the square network. The
network on the right is a small-world network with a scale-free degree distribution. It was generated with
the R-MAT algorithm (Chakrabarti et al., 2004).
In the NPA case, the topology evolution can be viewed as a recommendation process. Remember that
NPA is equivalent to the process of selecting links with probability proportional to their fitness, replicat-
ing and mutating them. Agents are initially arranged on a square network, and proceed to update their
interaction topology as follows. An agent, A, queries one of its neighbors, B, for a recommendation of the
best agent known to it. “Best” is measured by the current performance (classification accuracy) of each
of the neighbors of B on the task. Suppose B recommends agent C. Agent A then drops one of its links
to its neighbors randomly, and creates a link to C. This process is illustrated in figure 6.2. Agent A is
effectively selecting the link from B to C and replicating it. With some small noise probability, a mutation
can occur, and A might end up linking to a randomly chosen agent from the population. The probability of
mutation is decreased over time, as in the experiments in chapter 3 that demonstrated shrinking diameters
and power-law densification.
Over time, links to agents that are performing well on the task are more likely to be selected. Thus,
the fitness of a link corresponds to the classification accuracy of the agent to which the link points. Since
the links now have intrinsic fitness, we expect to see quasispecies behavior, where one agent should end up
acquiring most of the links, and the number of links to the remaining agents is distributed as a power law.
6.4 Experiments
Experiment 1: Fully connected interaction topology
The baseline case for comparison is the fully connected topology, where every agent interacts with every
other. In this experiment and all subsequent ones, the population is comprised of 100 agents. The task
they are learning is the 8-inputs 3-ones task, where the label is positive if there are three adjacent ones in
the input. Four learning curves are shown: the average speaker and hearer error on the training set, and
the “true” error for speakers and hearers, which is calculated over all possible examples. The true error is
shown by the red and green curves in all the plots. The form-meaning mapping is also being learned, by the
counting algorithm with mutual exclusivity described in the previous chapter.
The dynamics we observe are the same as in the plot shown in the previous chapter, with alternating
phases of learning and unlearning. This simulation has been run for much longer - 20 million time steps as
opposed to 5 million in the experiment shown in the previous chapter. So the plot from experiment 6 in the
previous chapter is essentially reproduced here, but is compressed in the left of figure 6.3.
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Figure 6.2: A single update to the topology. Node B recommends node C to node A, whereupon node A
drops one of its links (the one to node D) randomly, and adds a link to node C.
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Figure 6.3: Speaker and hearer learning curves on the 8in-3ones learning problem, with a panmictic popu-
lation of 100 agents.
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Figure 6.4: Speaker and hearer learning curves on the 8in-3ones learning problem, with a population of 100
agents arranged on a regular graph with a Manhattan neighborhood.
The main thing we are interested in noting from these curves is the time taken for the speaker and hearer
learning curves to converge. We will see below that this quantity is strongly influenced by the topology of
the network.
Experiment 2: Square (regular) interaction topology
In this experiment, the agents’ interactions are governed by a regular two-dimensional interaction network.
The neighbors of an agent lie to its North, South, East, and West, except for the agents on the edges and
corners of the graph, which have fewer neighbors.
Quite startlingly, we see that there is a very big gap between the speaker and hearer learning curves
in figure 6.4. It is not clear from our simulations whether the agents will ever converge, though the gap
between speaker and hearer error does seem to be slowly decreasing.
Slow rates of convergence in regular networks have been observed in other settings too. Loreto et al.
have observed very slow convergence of the naming game on regular networks. They have shown analytically
that it is O(N2) in two dimensions. We have only 100 agents in our population, so it seems that the time
scale of convergence in this experiment is much slower than that. There are at least a couple of other factors
that are responsible for the difference. The first is that Loreto et al. studied convergence on a single shared
word. Our agents have to achieve consensus on a more complicated structure. Second, the rate of change of
an agent’s solution to the task is governed by the learning rate, which is (intentionally) a small number.
Olfati-Saber et al. have also reported slow rates of convergence on regular networks (Olfati-Saber et al.,
2007). The process they have studied, as described previously, is one where each agent averages the states
of its neighbors at each time step. They have to achieve consensus only on a scalar variable.
While the processes studied by Loreto et al. and by Olfati-Saber et al. are quite different from ours, the
general fact that regular networks are slow to achieve consensus seems to hold across each of the cases.
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Figure 6.5: Speaker and hearer learning curves on the 8in-3ones learning problem, with a population of
100 agents arranged on a small-world graph. The small-world graph is generated from a regular graph by
randomly rewiring 5% of the connections.
Experiment 3: Small-world interaction topology
Our results differ from those of Loreto et al. and Olfati-Saber et al. when it comes to small-world networks.
They have found that consensus is achieved much faster, for the respective processes they have studied, on a
small-world network (Olfati-Saber, 2005; Dall’Asta et al., 2006a). Delgado also studied consensus formation
on various network topologies, and he found that small world networks have the same kind of convergence
behavior as scale-free networks, though they are a bit less efficient (Delgado, 2002).
In our experiment, as shown in figure 6.4, the convergence time scale seems to be the same as that for
the regular network.
Experiment 4: Scale-free small-world topology
We generated a scale-free small-world topology using the R-MAT algorithm. R-MAT, which stands for
Recursive MATrix, proceeds as follows. It starts with an empty adjacency matrix for a graph and recursively
chooses a cell to “drop” a link into. It is governed by four parameters, a, b, c, and d, where a+ b+ c+d = 1.
These are probabilities, and they correspond to the four quarters of the matrix. At each step, a quarter is
selected according to these probabilities, and it is then treated as the full matrix and divided into four quarters
again. This process is continued until we arrive at a single cell, whereupon that location in the matrix is set
to 1. Chakrabarti et al. have shown that this produces scale-free small-world networks (Chakrabarti et al.,
2004).
The parameters we used are a = 0.5, b = 0.1, c = 0.1, and d = 0.3. This is because a and d create
communities in the network, and b and c correspond to the cross-links between communities. If we were
to make all four parameters equal, we would have a random network. We have 100 nodes in the network
as before, but we had to put in a greater number of links. This is because if we only put in 360 links, as
is the case for the square and small-world networks, the resulting scale-free network is not densely enough
connected for convergence. In the experiment shown in figure 6.4, the network actually has 662 links.
We see that it has the best convergence performance so far. This is not entirely due to the larger number
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Figure 6.6: Speaker and hearer learning curves on the 8in-3ones learning problem, with a population of 100
agents arranged on a scale-free small-world graph. The graph is generated using the R-MAT algorithm.
of links, as it actually converges faster than the fully connected network. It is, in fact, due to the presence
of hubs in the network, which are nodes that are highly connected. These are effectively the leaders in the
population and spread information quickly through the network.
Experiment 5: Randomly evolving topology
Now we consider our first dynamic topology, the randomly evolving topology. It begins as a square network,
but then randomly changes a link every τ timesteps. τ is varied over seven orders of magnitude and the
resulting learning curves and final degree distributions are shown in figures 6.7 through 6.9.
τ = 1 is essentially identical to the fully connected network, and indeed this is what we see from the
learning curves. τ = 1000000 results in only 20 updates to the topology over the period of the simulation.
Thus we expect the learning curves to be similar to that for the square and the small-world topologies. This
is borne out as well, as can be seen in figure 6.9(a). However, the mildly surprising result is that the dynamics
of learning are identical to the fully connected case across a wide range of time scales, upto τ = 10000 at
least.
Experiment 6: Topology evolving according to NPA
Finally, we evolve the topology according to NPA, again across a range of time scales. As before, for
τ = 1000000, we expect behavior like the square and small-world topologies, and this can be seen in figure
6.12. However, for a wide range of time scales, from τ = 1 to τ = 1000, we observe very rapid convergence,
faster than anything else seen so far.
Also, the degree distributions of the final networks, which are shown alongside the learning curves, show
the difference in structure between these networks and the randomly evolving networks. It is hard to get good
statistics from such small networks, but we can clearly see the quasi-species effect, as predicted, in figures
6.10(b) through 6.11(b) and 6.11(d) through 6.11(f), where a single node has jumped out and acquired a
majority of the links. There is also a region which is very roughly linear, as compared to the Poisson-like
degree distribution for the random network evolution cases.
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6.4.1 Convergence Comparison
The difference in the convergence time is obvious just from seeing the learning curves for the different
topologies. However, to put them all together, we present the plot in figure 6.4.1. Each curve in this figure
is generated by taking the difference between speaker and hearer error at each time step for each topology.
In each case, we can see that the difference is small initially, which is because they have high error as both
speaker and hearer. However, as learning proceeds, the speaker error drops faster than the hearer error
(which actually often goes up), and so the difference increases. Eventually, as convergence is attained, the
error difference drops again.
τ = 100 was chosen as a representative time scale for both NPA and random evolution, so as not to
clutter up the graph with too many curves. We see that NPA is the fastest to attain convergence and beats
out the scale free topology. Although these are results from single runs, these patterns are remarkably stable
across runs.
It is perhaps a little surprising that NPA is faster than the scale-free topology, since NPA causes the
network to eventually become scale-free. It would seem like the initial regularity of the network in the NPA
case would cause it to be slower than the fixed scale-free topology. The difference, we believe, is due to the
fact that it is important which nodes are the hubs in the network. NPA causes the nodes which have good
initial performance to become the hubs in the network. In the case of the fixed scale-free topology, it is not
guaranteed that the hubs will have good initial performance. This adaptivity of NPA is what allows it to
converge faster.
We also compare the average code length, calculated as in the previous chapter, for the various topologies.
The comparison is shown in figure 6.4.1. We see that when the topology evolves according to NPA, the
resulting solution tends to have a slightly higher average code length than in other cases. Thus there is a
tradeoff between rapid convergence and optimality. However the average code length is still much less than
that of an individual learner (see figure 5.16), and does not scale with the number of hidden layer nodes.
Thus, the population is still trying to minimize the average code length, but is not as successful due to the
higher influence of a relatively small number of agents.
6.5 The Emergence of Communities
In order to take a closer look at why the regular network does not seem to be converging, we developed a
visualization. The agents are represented by circles arranged in a square grid. The size of the circle indicates
the accuracy of the agent on the task. If the agents all have 100% accuracy, they will be large enough to
touch each other. The color of the circle represents the language of the agent. It is computed as follows. We
observe the utterance associated by each agent with a single, randomly chosen, training vector. The agents
have 10 hidden layer nodes, and can thus have 210 possible utterances for a single point. We treat this as a
10 bit binary number which we scale to 224 and treat as an RGB color. Thus, identical encodings will have
identical colors, and similar encodings will have (somewhat) similar colors. We examine the encodings for
only a single point, and thus convergence does not of course mean convergence on the entire training set.
But by watching a single point we can nevertheless get a good idea of the emerging encodings.
Figure 6.15 shows the initial, intermediate, and final stages of the population for a topology evolving
according to NPA. The final stage here is just after 100,000 time steps. We see that initially there is a
wide range of colors and sizes, due to random initialization. Pretty soon, though, in the intermediate step,
we see that there are two main languages competing for dominance, and after 100,000 time steps, one has
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become entirely established in the population and performance is close to 100%. Note that the topology of
the network is changing during this process, but this is not shown in the visualization.
In the case of the square network, we find something quite different, as shown in figure 6.16. The agents
start out with a wide range of colors and sizes as before. However, in the intermediate stage there are
multiple languages co-existing in the population. Further, these are all localized spatially. They continue
to persist with very little change in the boundaries after 100,000 time steps also, by which time NPA had
already converged. Thus, it seems that this community formation is the key difference between regular and
dynamic topologies. Community formation is prevented by the rewiring that takes place due to NPA.
6.6 Conclusion
We have shown that by combining language and topology evolution, we can resolve the optimality vs.
communicability dilemma that arose from the experiments in the previous chapter. A dynamic topology
that evolves by Noisy Preferential Attachment is able to converge very rapidly, at the expense of a slightly
higher complexity of the final solution. We have seen that NPA can be seen as a recommendation process,
which is an optimization heuristic that allows the agents to quickly locate the best-performing agents in the
population. These agents become the hubs of the network and we see the quasispecies effect come into play.
Typically a single node acquires a large fraction of the links in the network, while the rest have a power-law
like in-degree distribution.
We compared this with a few different fixed topologies that are popular in the literature, and also with a
randomly evolving topology. We found that regular networks result in extremely slow convergence. We also
found that, contrary to other people’s results, a small-world network does not result in an quicker convergence
than a regular network. A scale-free small-world network, however, results in more rapid convergence than
any other topology except one evolving by NPA.
We also developed a visualization to better understand the dynamics of learning in regular networks. We
observed that the seeming lack of convergence in regular networks is due to community formation. Agents
that are close to each other on the network converge onto a shared representation, and this tends to be
close to optimal. However, agents that are widely separated from each other end up using different symbols
to represent the same points and thus are unable to communicate with each other. This lack of global
convergence shows up in the learning curves.
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(b) The in-degree distribution after 20 million time steps.
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(c) Topology update every 10 time steps.
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(d) The in-degree distribution after 20 million time steps.
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(e) Topology update every 100 time steps.
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(f) The in-degree distribution after 20 million time steps.
Figure 6.7: Learning curves on the 8 inputs 3 adj-ones problem and the final in-degree distributions when
the topology is updated randomly.
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(a) Topology update every 1000 time steps.
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(b) The in-degree distribution after 20 million time steps.
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(c) Topology update every 10000 time steps.
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(d) The in-degree distribution after 20 million time steps.
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(e) Topology update every 100000 time steps.
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(f) The in-degree distribution after 20 million time steps.
Figure 6.8: Learning curves on the 8 inputs 3 adj-ones problem and the final in-degree distributions when
the topology is updated randomly.
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(a) Topology update every 1000000 time steps.
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(b) The in-degree distribution after 20 million time steps.
Figure 6.9: Learning curves on the 8 inputs 3 adj-ones problem and the final in-degree distributions when
the topology is updated randomly.
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(b) The in-degree distribution after 20 million time steps.
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(c) Topology update every 10 time steps.
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(d) The in-degree distribution after 20 million time steps.
Figure 6.10: Learning curves on the 8 inputs 3 adj-ones problem and the final in-degree distributions when
the topology is updated by NPA.
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(a) Topology update every 100 time steps.
 1
 10
 100
 1  10  100
N
um
be
r o
f n
od
es
In-degree
In-degree distribution
(b) The in-degree distribution after 20 million time steps.
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(c) Topology update every 1000 time steps.
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(d) The in-degree distribution after 20 million time steps.
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(e) Topology update every 10000 time steps.
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(f) The in-degree distribution after 20 million time steps.
Figure 6.11: Learning curves on the 8 inputs 3 adj-ones problem and the final in-degree distributions when
the topology is updated by NPA.
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(a) Topology update every 100000 time steps.
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(b) The in-degree distribution after 20 million time steps.
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(c) Topology update every 1000000 time steps.
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(d) The in-degree distribution after 20 million time steps.
Figure 6.12: Learning curves on the 8 inputs 3 adj-ones problem and the final in-degree distributions when
the topology is updated by NPA.
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Figure 6.13: A comparison of the convergence dynamics. Each curve in the plot is generated by taking the
difference between speaker and hearer error for that topology at each time step. A topology update time
scale of 100 was taken as representative from the NPA and random update experiments. Note that the curve
for NPA-100 settles much more quickly than the other ones.
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Figure 6.14: A comparison of the average code length for various topologies. We see that NPA on average
results in slightly higher code lengths than other topologies, whereas the fully-connected topology results in
the lowest average code length. Random evolution is comparable to that, but for low values of τ , random
evolution is essentially equivalent to a fully connected topology.
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(a) Initial (b) Intermediate (c) Final
Figure 6.15: A visualization of language convergence over 100,000 timesteps, where the topology is being
updated using NPA at every timestep.
(a) Initial (b) Intermediate (c) Final
Figure 6.16: A visualization of language convergence over 100,000 timesteps, where the topology is fixed and
regular with Manhattan neighborhoods. We see local convergence but not global convergence.
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Chapter 7
Conclusions
We have demonstrated and learned a number of things in this dissertation. We set out to examine the
effects of a dynamic topology of interaction on language evolution. Along the way, we discovered a number
of interesting phenomena. We summarize these below, and also mention a number of directions for future
work, both immediate and long-term.
7.1 What we have demonstrated
We have made significant progress on the three goals described in the introduction. We discuss each of these
in turn.
7.1.1 A realistic dynamical network model
We have developed a new algorithm for generating realistic growing networks, called Noisy Preferential
Attachment (Swarup & Gasser, 2007c). NPA is obtained through a modification of the standard preferential
attachment algorithm for generating scale-free small-world networks (Baraba´si & Albert, 1999).
We have shown that our algorithm unifies the dynamics of complex networks with the quasispecies
model of molecular evolution (Eigen et al., 1989). This opens up the possibility of transfer of concepts and
techniques between the two fields.
NPA results in scale-free degree distributions. We have explicitly solved the master equation and derived
the form of the degree distribution resulting from NPA. It closely matches the result of Simon (Simon, 1955),
as expected, even though we have a finite number of possible nodes.
NPA can also reproduce two properties of growing networks in the real world, viz. densification power laws
and shrinking diameters. Current network generation algorithms produce realistic snapshots of networks,
but don’t model growing networks. We have shown that NPA can model at least two properties of growing
networks, which is very important in simulating real social and technological networks.
7.1.2 A framework for relating languages and tasks
The Chomskyan view treats language as a set of strings, without any reference to meanings. We adopted
this view in the first language evolution experiment in chapter 4. We showed that if the agent interaction
network evolves according to NPA, then the population can converge to a shared language very rapidly
(Swarup & Gasser, 2006).
We also found, in this experiment, that there is pressure for learnability in population dynamics of
language. This results in maximally simple languages rapidly establishing themselves in the population
unless there is some counter-pressure for increasing complexity.
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We then conjectured that by taking meanings into account, we might observe the emergence of more
complex languages, which led us to switch to a non-Chomskyan view where a language is treated as an
association between a set of forms and a set of meanings.
The conjecture was borne out in chapter 5, where we developed a means of connecting languages to tasks
in a principled way, by viewing the hypothesis space of the agents as an information channel. Meanings, in
this view, are hypotheses about the task, and forms are a set of arbitrary symbols.
We introduced the Classification Game, by means of which agents can interact with each other while
simultaneously learning to solve a task and learning to associate a set of forms with the meanings that they
interactively discover while solving the task (Swarup & Gasser, 2007b).
We showed that this process leads to the emergence of languages that are well adapted to the task, in
the sense that they lead to good generalization.
Our particular implementation shows the emergence of both holistic and compositional languages. Holis-
tic languages can only emerge if the network has enough capacity to memorize all the points, or alternatively
if the task is simple enough that a single hyperplane can be used to solve it. Whether a holistic or a
compositional language emerges depends on the initial conditions.
Theoretically, the system can be interpreted as finding flat minima, which lead to better generalization.
Flat minima correspond to networks with low Kolmogorov complexity because the weights do not need to
be specified with high precision. Better generalization then follows from an MDL argument (Hochreiter &
Schmidhuber, 1997). This complexity regularization phenomenon prevents overfitting.
We also observed that the agents’ private languages (their form-meaning mappings) can all be different,
even if they have perfect performance on the task and can interpret each other’s utterances perfectly.
More complex syntax can appear just by making the task temporal. When we trained a set of recurrent
neural networks on a temporal version of the xor problem, the resulting language showed strict ordering of
symbols, even though the language was still implemented as a form-meaning association matrix.
7.1.3 The benefit of co-evolving the language and the topology of interaction
When the topology of interaction is complete (fully-connected), the time to convergence can be quite high.
It is even higher for regular and small-world interaction topologies. We saw from the learning curves that
the system performance oscillates before converging. Even though it eventually converges to a language that
is close to optimal, this not desirable, as a linguistic community would probably prefer communicability over
optimality.
We showed that when we combine language and topology evolution, we can resolve this communicability
vs. optimality dilemma. Using NPA to evolve the interaction topology greatly reduces the time to conver-
gence, at the expense of a slight increase in complexity of the resulting language. NPA can be thought of as
emerging from a recommendation process where agents query their neighbors for the best-performing agent
known to them, and then link to that agent. The advantage of this view is that NPA can be implemented
in a distributed manner.
We showed that NPA results in faster convergence than fixed scale-free networks, even. This is surprising
because NPA eventually results in a scale-free topology. The reason for faster convergence is that which
nodes are hubs is important. NPA is able to adapt the topology to make the best-performing agents the
hubs in the interaction network, which will not be the case in a fixed scale-free topology except by chance.
We also investigated the slow convergence in regular and small-world networks by developing a visual-
ization that showed that regular interaction topologies lead to the formation of communities, i.e. local but
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not global convergence.
7.2 What we have learned
There are a number of general messages we can take away from the work in this dissertation.
First, concepts from evolution can be used to study dynamical networks, and vice versa. We have only
taken the first step in this direction by showing that a modification of preferential attachment gives it the
same dynamics as the process of molecular evolution. However, there is a rich set of concepts and techniques
in the study of evolution that have yet to be applied to the study of growing networks, and the same holds
true in the other direction also. We suggest just a couple of possibilities in section 7.3 below.
Second, learnability and functionality are two opposing pressures on language evolution. Without ground-
ing, emergent shared representations are simple to the point of triviality. Individual problem solving, how-
ever, generally results in overly complex representations. We showed that a population that is solving a
problem collectively, by learning a language to communicate about the task at the same time, can balance
the pressures towards learnability and functionality and develop languages that are “just right”.
Third, the emergence of compositionality is a function of the task and the cognitive capacity of agents.
In the classification game, holistic languages can emerge in two ways: if the task is so simple that a single
hypothesis suffices, or if the agents’ neural networks are large enough to assign a single hidden layer node
to each point (memorization). If neither of these conditions holds, a compositional language necessarily
emerges.
Fourth, the emergence of more structured languages might not require explicitly syntactic linguistic
processing. This has implications for the universal grammar debate. In particular, it suggests that making
inferences about cognitive structures from an examination of the public language (such as a corpus), is
hazardous. Observed linguistic complexity might just be a reflection of the cognitive processing combined
with external factors like time.
Fifth, co-evolution of language and topology can be done by a recommendation process, which could lead
to an optimization view of topology evolution.
7.2.1 Where do meanings come from?
Meanings for us are hypotheses about the environment. In the classification game, the speaker tries to
communicate a hypothesis about the environmental input to the hearer, effectively trying to tell the hearer
how to respond to a particular situation (how to classify a particular example). Thus language is about
more than just naming objects or describing situations. It is inherently functional.
We also showed that there is a difference in the meanings extracted collectively and individually. Col-
lectively extracted meanings are much closer to optimal, in the sense of generalization ability. Thus the
population is able to achieve a better result through communication than any individual would. This also
suggests a more subtle reason for why language might be evolutionarily selected for, beyond helping with
coordination etc.
A more realistic model of task and language would probably require a reinforcement learning setting, so
that we can model strategy for the agents. This is the “what to say” problem that we mentioned in chapters
1 and 2. This would allow us to address questions of topicality, and deception, for example.
Another way to make the model realistic is to include multiple tasks. Agents have a lifetime and thus
have to deal with several, possibly related tasks. They shouldn’t have to start from scratch on each new
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task, but rather should be able to transfer some experience from previously learned tasks, and make use
of other agents’ expertise through communication. We have presented some initial speculations along these
lines already (Swarup et al., 2006).
7.2.2 Where do grammars come from?
One of the insights of this work is that having a fixed cognitive capacity results in the need to move up the
Chomsky hierarchy in response to increasing complexity of the environment. For example, if the agents’
neural networks have a fixed number of hidden layer nodes (say, n), then there is an upper limit to the
number of distinctions they can make by using a particular class of combinations. For example, if we
consider compositional languages, which don’t have ordering constraints, then the agents can only make 2n
distinctions. If the task requires making more distinctions, then they will necessarily need to evolve more
complex representations.
We showed in chapter 5, though, that particular cognitive architectures (such as recurrent neural net-
works), embody biases towards particular grammars. This means that complex representations can emerge
even if they are not strictly necessary for solving the task.
The grammatical assimilation viewpoint suggests that in evolution, increasingly complex grammars will
get assimilated into the genome (though our agents do not have a distinct genome), which can be called the
universal grammar. There are some subtleties here, though. One, pointed out by Briscoe and others, has to
do with decorrelation of genotype and phenotype, which results in preemptive fixation of simpler grammars
(Briscoe, 2003).
Another subtlety is that we should not study the linguistic capacity independently of the cognitive
capacity. As we have shown, if the cognitive structure allows/requires essentially syntactic processing, the
agent might not require syntactic linguistic processing to generate complex language.
7.3 Ongoing and future work
There are many directions in which the work presented here could be extended. We list a few possibilities
here.
• Understanding the interaction between linguistic diversity and convergence. We initialize the agents’
neural networks randomly, so that they are spread out all over weight space. Then, as they play the
classification game, they converge onto a shared mapping. We haven’t examined in this dissertation how
this process will scale with the size of the neural networks and the complexity of the task. However, we
have made some preliminary progress in this direction by examining the trade-off between complexity
and diversity (Lakkaraju et al., 2007). The basic result is that there is a limit to the amount of diversity,
for a given complexity level, that will still allow convergence in reasonable time, if we have the kind of
interaction followed by the agents in the classification game. Achieving convergence for greater levels
of diversity might still be possible through scaffolding, though.
• Modeling the co-evolution of language and the learning protocol. We have discussed earlier that the
protocol humans use to learn language combines spoken language and gesture in a kind of active
learning model. This is quite different from the protocols that are currently used in artificial language
evolution, and we would like to understand the effects of these differences on the resulting language.
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• Understanding NPA as an evolutionary network. In the models described in this dissertation, the fitness
landscape has a single peak. What happens when there are multiple peaks in the fitness landscape? The
ruggedness of the fitness landscape is an important issue in evolution. Landscapes can also be “holey”,
and can have nearly neutral networks in high dimensions (Gavrilets, 2006). Rugged landscapes lead to
the presence of several locally converged species. Nearly neutral networks lead to increasing diversity
because species can change without losing fitness. Both these concepts might lead to the presence of
clusters in networks, as are commonly observed. Further, what happens when the landscape changes
over time? There are very few results yet about dynamical fitness landscapes (Wilke et al., 2001), and
even these don’t consider a coupling between the fitness landscape and the evolving species, as is the
case in our co-evolutionary model of networks and language.
• Developing an information-theoretic view of collective learning. It seems obvious from observation that
the system is learning sparse representations, possibly by maximizing the mutual information between
the labels and the codes (hidden layer node outputs). It is less obvious how exactly this is being done.
The hard part in maximizing mutual information is measuring the pdf of the relevant variables. This
is being done implicitly by the population. An immediate direction for future work is to develop this
theoretical account of the classification game.
• Understanding the dynamics of the learning of the form-meaning mapping, which results in the learn-
ing/unlearning phenomena we have observed. As the agents learn collectively, their form-meaning
mappings pass through stages which have low information carrying capacity (or high ambiguity). This
causes performance on the task to get worse as the agents attempt to resolve their languages, as we saw
in the learning curves. In our experiments, the agents always managed to eventually converge upon a
shared language and shared solution to the task. However, we do not have a theoretical guarantee of
this yet.
• Further analysis: game theory, especially evolutionary game theory, seems to be a particularly appro-
priate formalism for the work presented here. Games on lattices have been studied for a long time
now (Young, 1993). It is only in recent years, though, that several good results about games on fixed
interaction topologies such as the ones considered here have begun to appear, e.g. (Mossel & Roch,
2007; Ohtsuki & Nowak, 2006; Pujol et al., 2005). However, the theory of games on dynamical net-
works does not yet exist, though some numerical studies have begun to appear, e.g. (Santos et al.,
2006). Development of this theory, and its application to the problem considered in this dissertation,
is a very promising direction for future work.
97
Appendix A
Derivation of the degree distribution
A.1 Main derivation
Here we solve the difference equation,
xi,t+1 =
[
1− i(p− q)
n0 + t
− q]xi,t + [ (i− 1)(p− q)
n0 + t
+ q
]
xi−1,t. (A.1)
x0,t is a special case.
Nx0,t+1 =
Nx0,t − 1 w. p. Nx0,tq,Nx0,t otherwise.
Expanding and simplifying as above, we get,
x0,t+1 = (1− q)x0,t.
The solution to this difference equation is simply,
x0,t = (1− q)tx0,0, (A.2)
where x0,0 = (N − 1)/N is the initial value of the number of empty urns. Note that here, and henceforth,
we are assuming that initially all the urns are empty except for one, which has one ball in it. Therefore
x1,0 = 1, and xi,0 = 0 ∀i > 1. This also means that n0 = 1. These conditions together specify the entire
initial state of the system.
Equation A.1 is difficult to solve directly, so we shall take the approach of finding the solution to x1,t
and x2,t and then simply guessing the solution to xi,t.
Substituting i = 1 in equation 3.6 gives us,
x1,t+1 =
[
1− (p− q)
n0 + t
− q]x1,t + qx0,t.
Substituting the solution for x0,t from equation A.2 gives us,
x1,t+1 =
[
1− (p− q)
n0 + t
− q]x1,t + q(1− q)tx0,0. (A.3)
The complete solution for x1,t is (see section A.2),
x1,t = (1− q)t
[
A(t+ 1) +
B
tr
]
, (A.4)
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where A = qx0,01+p−2q and B =
2(p−q)
(1+p−2q)NΓ(1−r) are constants. Let us now use this result to derive the solution
for x2,t. Substituting i = 2 in equation A.1, we get,
x2,t+1 =
[
1− 2(p− q)
n0 + t
− q]x2,t + [ p− q
n0 + t
+ q
]
x1,t.
Substituting the solution for x1,t from equation A.4 and replacing n0 by 1 for convenience gives us,
x2,t+1 =
[
1− 2(p− q)
1 + t
− q]x2,t + (1− q)t[A(t+ 1) + B
tr
][p− q
1 + t
+ q
]
. (A.5)
The solution to this (after some work) turns out to be (see Appendix B),
x2,t = (1− q)t
[
A(t+ 1)
r
2r + 1
+
B
tr
+
D
t2r
]
+
q(1− q)t
1 + p− 2q
[
A(t+ 1)
2rt+ t+ 2r
2(2r + 1)
+
B
tr
(t+ 2)
]
(A.6)
In the above expression, compared to the first term, the remaining terms are negligible. To see this, consider
that B/tr can be at most B (as r → 0), and at least B/t (as r → 1). B itself is less than 1/N . Therefore the
contribution of the second term is upper-bounded by 1/N . A similar observation will hold for D/t2r. This
is far less than the contribution due to the first term, since A (which is also close to 1/N) is multiplied by
(t+1). The remaining terms are approximately of the form t2/N2 (and higher i will contain higher powers).
We can ignore these as long as t << N . Thus, we can write the solution for x2,t approximately as,
x2,t =
Ar
2r + 1
(t+ 1)(1− q)t
=
q
1 + p− 2q
N − 1
N
(t+ 1)(1− q)t
=
1− p
N
r
(r + 1)(2r + 1)
(t+ 1)(1− q)t−1.
We can continue on with x3,t:
x3,t+1 =
[
1− 3(p− q)
1 + t
− q]x3,t + [2(p− q)1 + t + q]x2,t.
If we follow through with this as for x2,t, we will see the 2 from the constant in the second term ( 2pt+1 ) appear
as a factor in the first term of the solution for x3,t. In the general expression for the solution, this appears
as Γ(i). Therefore, we can guess the approximate expression for xi,t to be,
xi,t =
1− p
N
ri−1Γ(i)∏i
k=1(kr + 1)
(t+ 1)(1− q)t−1, (A.7)
which is the same as equation 3.7
A.2 Solution to equation A.3
Equation A.3 is,
x1,t+1 =
[
1− (p− q)
n0 + t
− q]x1,t + q(1− q)tx0,0.
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This equation is of the form y(t+ 1) = p(t)y(t) + r(t). The general form of the solution is,
y(t) = u(t)
[∑ r(t)
Eu(t)
+ C
]
, (A.8)
where u(t) is the solution of the homogeneous part of the above equation, i.e. u(t+ 1) = p(t)u(t), and E is
the time-shift operator, i.e. Eu(t) = u(t+ 1). Now, the homogeneous part of equation A.3 is,
u(t+ 1) =
(
1− q − p− q
n0 + t
)
u(t)
=
( (1− q)t+ (1− q)n0 − (p− q)
n0 + t
)
u(t)
= (1− q)( t+ n0 − p−q1−q
t+ n0
)
u(t).
The solution to this difference equation is,
u(t) = C(1− q)tΓ(t+ n0 − r)
Γ(t+ n0)
, (A.9)
where r = (p − q)/(1 − q), C is a constant, and Γ(·) is the gamma-function, which is a “generalization” of
the factorial to the complex plane. It is defined recursively as Γ(n+1) = nΓ(n). The derivation of equation
A.9 is given in Appendix C. From equations A.3, A.8, and A.9, we get,
x1,t = 728C(1− q)tΓ(t+ n0 − r)Γ(t+ n0)
[∑ qx0,0(1− q)tΓ(t+ 1 + n0)
C(1− q)t+1Γ(t+ 1 + n0 − r) +D1
]
=
C(1− q)t
(t+ n0 − 1)r
[ qx0,0
C(1− q)
∑
(t+ n0)r +D1
]
(tr is read as “t to the r falling”)
=
q(1− q)t−1x0,0
(t+ n0 − 1)r
(t+ n0)r+1
r + 1
+
D(1− q)t
(t+ n0 − 1)r
where D = CD1 is another constant
=
q(1− q)tx0,0
1 + p− 2q
Γ(t+ n0 − r)
Γ(t+ n0)
Γ(t+ n0 + 1)
Γ(t+ n0 − r) +
D(1− q)t
(t+ n0 − 1)r
=
q(1− q)tx0,0(t+ n0)
1 + p− 2q +
D(1− q)t
(t+ n0 − 1)r .
Let us evaluate the constant by applying the initial conditions t = 0, x0,0 = (N − 1)/N , x1,0 = 1/N , and
n0 = 1. We get,
1
N
=
qN−1N
1 + p− 2q +DΓ(1− r)
1 =
q(N − 1)
1 + p− 2q +NDΓ(1− r).
Therefore, D =
2(p− q)
(1 + p− 2q)NΓ(1− r) . (A.10)
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This gives us the complete solution for x1,t as,
x1,t = (1− q)t
[
A(t+ 1) +
B
tr
]
,
where A = qx0,01+p−2q and B = D =
2(p−q)
(1+p−2q)NΓ(1−r) are constants. This is the same as equation A.4.
A.2.1 Solution to equation A.5
Equation A.5 is,
x2,t+1 =
[
1− 2(p− q)
1 + t
− q]x2,t + (1− q)t[A(t+ 1) + B
tr
][p− q
1 + t
+ q
]
.
Again, this equation is of the form of equation A.8. The solution to the homogeneous part in this case is,
u(t) = C(1− q)t
Γ(t+ 1− 2(p−q)1−q )
Γ(t+ 1)
. (A.11)
This is found in exactly the same way as equation A.9 (see Appendix B). Now, from equations A.8, A.5, and
A.11, we get,
x2,t =
C(1− q)t
t2r
[∑ (1− q)t(A(t+ 1) + Btr )(p−qt+1 + q)
C(1− q)t+1 1(t+1)2r
+D1
]
=
C(1− q)t
t2r
[ 1
C(1− q)
[
A(p− q)
∑
(t+ 1)2r +Aq
∑
(t+ 1)(t+ 1)2r +
B(p− q)
∑ (t+ 1)2r
tr(t+ 1)
+Bq
∑ (t+ 1)2r
tr
]
+D1
]
.
Solving the summations (see Appendix C), we get,
x2,t =
C(1− q)t
t2r
[ 1
C(1− q)
[A(p− q)(t+ 1)2r+1
2r + 1
+Aq
( t(t+ 1)2r+1
2r + 1
−
(t+ 1)2r+2
(2r + 1)(2r + 2)
)
+B(p− q) t
2r
rtr
+Bq
(t+ 2)t2r
(1 + r)tr
]
+D
]
.
Simplifying,
x2,t = (1− q)t
[Ar(t+ 1)
2r + 1
+
Aq(t+ 1)(2rt+ t+ 2r)
(1− q)(2r + 1)(2r + 2) +
B
tr
+
Bq(t+ 2)
(1− q)(1 + r)tr
]
+
D(1− q)t
t2r
.
= (1− q)t[A(t+ 1) r
2r + 1
+
B
tr
+
D
t2r
]
+
q(1− q)t
1 + p− 2q
[
A(t+ 1)
2rt+ t+ 2r
2(2r + 1)
+
B
tr
(t+ 2)
]
This is the same as equation A.12.
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A.3 Solutions to Intermediate Equations
A.3.1 Derivation of equation A.9
Equation A.9 is the solution to the following difference equation:
u(t+ 1) = (1− q)( t+ n0 − p−q1−q
t+ n0
)
u(t).
Note that all the factors in this equation are positive. Taking log, we get,
log u(t+ 1) = log
(
(1− q)( t+ n0 − r
t+ n0
))
+ log u(t),
∆log u(t) = log
(
(1− q)( t+ n0 − r
t+ n0
))
,
log u(t) =
∑[
log(1− q) + log(t+ n0 − r)− log(t+ n0)
]
+D.
Remembering that
∑
a = ta, and
∑
log(t+ a) = logΓ(t+ a), we get,
log u(t) = tlog(1− q) + logΓ(t+ n0 − r)− logΓ(t+ n0) +D,
Therefore, u(t) = C(1− q)tΓ(t+ n0 − r)
Γ(t+ n0)
.
This is the same as equation A.9.
A.3.2 Derivation of equation A.12
Equation A.12 is the solution to the following difference equation:
x2,t =
C(1− q)t
t2r
[ 1
C(1− q)
[
A(p− q)
∑
(t+ 1)2r +Aq
∑
(t+ 1)(t+ 1)2r +
B(p− q)
∑ (t+ 1)2r
tr(t+ 1)
+Bq
∑ (t+ 1)2r
tr
]
+D1
]
.
We shall solve each of the summations individually. At several points, we will use the summation by parts
formula, ∑(
Ey(t)∆z(t)
)
= y(t)z(t)−
∑(
z(t)∆y(t)
)
. (A.12)
The first summation term can be obtained directly:
∑
(t+ 1)2r =
(t+ 1)2r+1
2r + 1
+ C1. (A.13)
The second summation term can be obtained using the summation by parts formula. Let Ey(t) = t + 1.
Then y(t) = t, and ∆y(t) = 1. Let ∆z(t) = (t+ 1)2r. Then z(t) = (t+1)
2r+1
2r+1 . We get,
∑
(t+ 1)(t+ 1)2r =
(t+ 1)(t+ 1)2r+1
2r + 1
−
∑ (t+ 1)2r+1
2r + 1
.
∑
(t+ 1)(t+ 1)2r =
(t+ 1)(t+ 1)2r+1
2r + 1
− (t+ 1)
2r+2
(2r + 1)(2r + 2)
+ C2. (A.14)
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Before proceeding, we pause to calculate
∑
(1/tr). Note that,
∆
1
tr
=
1
(t+ 1)r
− 1
tr
=
t+ 1− r
(t+ 1)tr
− 1
tr
=
−r
(t+ 1)tr
t+ 1
−r ∆
1
tr
=
1
tr
.
Taking summation, we get, ∑ 1
tr
=
1
−r
∑(
Et∆
1
tr
)
.
Using the summation by parts formula, we get,
∑ 1
tr
=
1
−r
( t
tr
−
∑ 1
tr
)
(
1− 1
r
)∑ 1
tr
=
−t
rtr∑ 1
tr
=
t
(1− r)tr (A.15)
We now proceed to the third summation term in the difference equation for x2,t.
∑ (t+ 1)2r
tr(t+ 1)
=
∑ t2r−1
tr
We shall again use the summation by parts formula. Let Ey(t) = t2r−1. Therefore y(t) = (t − 1)2r−1, and
∆y(t) = (2r − 1)(t− 1)2r−2. Let ∆z(t) = 1/tr. Therefore z(t) = t/(1− r)tr (from equation A.15). We get,
∑ t2r−1
tr
=
t(t− 1)2r−1
(1− r)tr −
∑ 2r − 1
1− r
t(t− 1)2r−2
tr
=
t(t− 1)2r−1
(1− r)tr −
2r − 1
1− r
∑ t2r−1
tr(
1 +
2r − 1
1− r
)∑ t2r−1
tr
=
t
1− r
(t− 1)2r−1
tr∑ t2r−1
tr
=
t2r
rtr
Therefore, ∑ (t+ 1)2r
tr(t+ 1)
=
t2r
rtr
(A.16)
The fourth summation term in the difference equation for x2,t is similar to the third one.
∑ (t+ 1)2r
tr
=
∑ (t+ 1)2r
tr(t+ 1)
(t+ 1)
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Let Ey(t) = (t+ 1). Then y(t) = t, and ∆y(t) = 1. Let ∆z(t) =
∑ (t+1)2r
tr(t+1) . Then z(t) =
t2r
rtr (from equation
A.16). Therefore, using the summation by parts rule, we get,
∑ (t+ 1)2r
tr
= t
t2r
rtr
− 1
r
∑ t2r
tr
(A.17)
Now,
∑ t2r
tr
=
∑ (t+ 1− 2r)t2r−1
tr
=
(t− 2r)t2r
rtr
− 1
r
∑ t2r
tr
=
t− 2r
1 + r
t2r
tr
Substituting back in equation A.17, we get,
∑ (t+ 1)2r
tr
= t
t2r
rtr
− 1
r
( t− 2r
1 + r
t2r
tr
)
=
t2r
rtr
(
t− t− 2r
1 + r
)
Therefore, we have, ∑ (t+ 1)2r
tr
=
(t+ 2)t2r
(1 + r)tr
(A.18)
Combining equations A.13, A.14, A.16, and A.18, we get the solution for x2,t, i.e. equation A.12.
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