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A central limit theorem for a class of non-instantaneous filters of a stationary 
Gaussian process is proved and it is applied to study the limiting distributions of 
the number of zero-crossings. ;T’ 1987 Academic Press. Inc 
I. INTRODUCTION 
Let X,, t = 0, + 1, + 2,... be a normal stationary process with its mean 
EX, = 0 and its covariance function T, = EX, X,, + , and r. = 1. Then X, has 
the representation (see, e.g., [6] ) 
x,= lz 
i 
eirXZC (dx), (1.1) 
-n 
where Z,(dx) is a random Gaussian measure corresponding to a spectral 
distribution function G(x) such that 
and 
I 
ll 
r, = e”” dG(x). 
-71 
Suppose H(X,) is an instantaneous filter of X, with EH(X,) ~0 and 
EH(X,)‘< co. In [9] Sun showed that the normalized sums 
Y,=A,J f H(X,) (1.3) 
r=1 
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are asymptotically normally distributed as N+ co with A, = N1’2 under 
the conditions 
(i) the spectral density functionf(lZ) of A’, is square integrable. 
(ii) lim,, oc N-i Cr!= 1 c,!!, ri-i exists and is finite. (1.4) 
In 1983, Breuer and Major obtained in [l] the following result which is 
a sharp generalization of the result stated above. Suppose the Hermite 
expansion of H(x) has the form 
H(x)= f CnH,b), 
n=k 
where H,, is the nth Hermite polynomial with leading coefficient 1 and 
k = inf{n: C, ZO}. They showed that if 
then the Y, sequence defined in (1.3) is asymptotically normally dis- 
tributed as N + co with AN = N”*. 
The next question is what could happen if H is a non-instantaneous filter 
of A’,. Suppose now that H is a function of d variables such that, for some 
t, ,.‘., t,, 
EH(X,, ,..., A’,,) = 0 and EH(X,, ,..., A’,,)’ < co. (1.5) 
We are interested in the asymptotic distributions of the sequence 
Y,v=A,’ f W’,.,,,..., J’,.,,). (1.6) 
I=1 
It was already conjectured in [l] that a central limit theorem would hold 
for Y, as defined in (1.6) under similar conditions, and they claimed that 
their proof should still work for this general case with some necessary 
modifications for the higher dimension d. Since this problem is important 
in the study of central limit theorems for non-linear functions of a normal 
stationary process and its proof is not seen anywhere else, for the purpose 
of later reference, we give a formal proof of this result. In Section 3, we 
apply this result to the study of the asymptotic distributions of the numbers 
of zero-crossings of the process {X,} from t = 0 to t = N. 
We should also mention here that in the case that H is a polynomial in 
X,, ,..., XI,, this result was already proved in [8] under the conditions given 
in (1.4). 
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When X, is a vector process, the following problem is still unsolved. Let 
x, = (X,.1 y---7 Xr,,) 
be a d-dimensional stationary normal process, and let 
yw = /.p’(J- , ) f 7 i = 1) 2 ‘...) 6, 
where H(‘), i = l,..., 6 are real-valued functions such that 
EH”‘( X,) = 0 and EH’i’(X,)2 < co. 
Write 
y(h) = A; 1 2 @i)(X,), i = I, 2,..., 6. 
It is an interesting problem to find the joint asymptotic distributions of 
Yx’, i= 1, 2,..., 6 as N -+ co. Of course, the limit distributions may be non- 
normal (see, e.g., [3, lo]). 
II. A CENTRAL LIMIT THEOREM 
Consider the function H(X,, ,..., X,,) with properties (1.5). Using the 
Gram-Schmidt method we can construct 6 orthogonal normal random 
variables, 1 < 6 6 d, 
yi= i aQX,T i= 1, 2,..., 6 
J=I 
with EY;?= 1. Write 
hi(x) = i au exp(itjx), i = 1, 2,..., 6 
J=I 
and 
A( Y, ,...) Y6) = wx,, ,...1 x,&J 
then we have 
(2.1) 
Yr = [ hi(X) Z, (dx), i = 1, 2,..., 6 
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with EYf =j ~h,(x)~‘dG(x)= 1, where G and ZG 
( 1.1 ), and fi has a Wiener-It0 expansion 
are defined in (1.2) and 
where 
(i) aj(xi ,..., x,.) is symmetric with respect to x, ,..., xi 
(ii) txj(x, ,..., xi) = a( -x ,,..., -xi) 
(iii) aj has the form 
CL/ txl 9...3 xj) = i cil ,...., i, hil CxI 1 . ’ . hi,(xj) (2.3) 
i, . . . ..$ = 1 
for SOme ci, ,...,+ (see, e.g., C61). If cil,.... 4~0 for all ii,..., ij with j< k and 
cil ,_.. ik # 0 for some i, ,..., ik = 1, 2 ,..., 
rank k. 
6, then we say, that w  has the Hermite 
Introduce the shift notation T such that 
i = 1, 2 ,..., 6 and m = 1, 2 ,... 
j= 1 
and 
We are interested in the joint limiting distributions of the sequences 
(n+l)N--I 
Z,“(R)=A,’ c TV?, n=o, 21, &2 )... (2.4) 
m=nN 
as N-, co. Our main result is the following theorem. 
THEOREM 1. Suppose that A has the Hermite rank k and the covariance 
function rr of {X,} defined in (1.1) satisfies 
(2.5) 
Then, with the choice A, = N’/‘, the following hold: 
(i) UT= lim (llj!N) “2’ Nfljexp{i(m-n)(x,+ “’ +Xj)} 
n-m m=O n=O 
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exists for each j 2 k and 
(ii) As N--k co, 
Z,“(i7r) -+ az,* 
in the sense of finite-dimensional distributions, where Z,*, n = 0, + 1, k 2,... 
are independent, standard normal random variables. 
Proof. (i) Denote 
Bj(n)=iexp{in(x, + ... +-Xi)} lor,(x,,..., x,)1* dG(x,)...dG(dxj) 
and 
m-l 
SW = 
m  C Bj(n). 
Ii=-m+l 
By (2.1) and (2.3), 
IBji(n)l d i i Ic, ,,.... s,cy ,...., q,l IfI Ii Ias,uay,vrn+r,-l,I 
I) ,*..., s,=l y I,.... c/,=1 I = I u,v = 1 
(2.6) 
where A4 and K are constants independent of j. Thus, we have for each 
j>k, by (2.5), 
lim Sg) = ‘= 
N-cc 
c Bj(n)=pJ< co. 
“=-Ix‘ 
It follows that 
1 
of=- lim - 
j! n-r’32 
$ Nf’ “2’ Bj(m-n)<co. 
m=O n=O 
By the orthogonality of hi(x) with respect to G, we have, by (2.3), 
s la,(x,+ ... +xj)12dG(x,)...dG(xj)= ‘f cf,,.,,,,-Cj. i, ._... i,= I 
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Clearly iBj(n)l < Cj for all n. (1.5) and (2.2) imply that 
(2.7) 
Choose any 0 < 1< 1 and choose a constant Q such that for all n 3 Q, 
Klr n+t,--r,I GA< 1 for all u, u = 1, 2 ,..., d, (2.8) 
where K is the constant chosen in (2.6). Then 
N-I N-1 
Jo jgo BJ(m -n) 
N-l 
= 1 (N-Inl) Bj(n) 
n=-N+I 
< ,J, tN- Inl)lBj(n)l + ,nFq tN- Inl)lBjtn)l 
(2.9) 
<2QNCj+N C IBjCn)l 
Ini > Q 
G~QNC,+NM i Nf’ (KIr,+,u-,zI)J Ci 
t2.c = I InI = Q 
= M, NC,, 
by (2.6) and (2.8) where M, is a constant independent ofj. (2.7) and (2.9) 
imply that 
(ii) Let 
(2.10) 
be the truncated Wiener-It0 expansion of fi. Since, by using (2.9), 
EIZ,N(R)-Z,N(i7,)12<MI jzF+,:-+O as T+m 
uniformly in N and n, we can restrict our consideration only to the case 
when fi is a polynomial as in (2.10) for some finite T. 
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In the following we shall prove part (ii) for the case fi is a finite sum, 
and for the convenience of later discussion we shall express R in the form 
(2.11) 
j=k i,.....14=0 
il+ ... +ia=j 
Write 
EN= 2 bqym (2.12) 
,=l 
as any given linear combination of the Z,“(@‘s. Our theorem is proved if 
we can show 
lim E(&)P = 
$@,“:~2)P-2 if P=2% (213) 
N-cc 0 if p=2q-1, 
q = 1, 2,... The proof of this part follows essentially the same procedure 
used in [ 11, hence we shall just introduce the necessary notation and 
sketch the proof. 
Using (2.4) (2.1 l), and (2.12), we shall write (CN)p in the compact form 
(C,,” = c hicg N-*” fi SN(ji, pi), (2.14) 
(j.glE J ;= I 
where 
j = (j, ,..., j,) 
g = (g , ,...5 g,) with gi= (g(i, l), g(i, 2),..., g(i, 6)) 
J={(j,g)llbji<uforall ldi<p,andO<g(i,I)<Tforall l<i<p 
and 16166, and k<g(i, l)+ ... +g(i,d)<Tfor all l<i<p} 
bi = np= 1 bj, 
cg = rIs= 1 Cg(r.1) ,.... g(r.6) 
Also we shall write 
Npp12E fi SN(ji, gi) 
[ i=l 1 
= N-P/2 
C 
m  E MU, W 
(2.15) 
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where 
m = (ml, m,,..., m,) 
M(j,N)={m(nj,N<mi<(Nj,+l)N-1 for all lQi6p). 
Hence, we have 
E(CN)P= c bicg N-pJ2 c qci Hg(i,,)(yY/) . (2.16) 
(j,g)E J m  E M(j, N) i=l /=I > 
Here we need a Diagram Formula to compute the limit of (2.15) as 
N-P 00, but first we have to define a class of diagrams 
f= m-5 4 g) 
to state our Diagram Formula. We say a diagram G E T(p, 6, g) if G has 
the properties 
(i) G has cj’= 1 Cf= I g(i, I) vertices, which we shall denote by 
{i, 1, t> for 1 <i<p, 1 G/66, and 1 <t<g(i, 1) 
The set of all vertices ui,,,, (see Table I) with the same index i is called the 
irh biock and the set of all vertices u~,,,~ with the same indices i and 1 is 
called the (i, I)th leuel. Hence there are p blocks and p6 levels. 
(ii) Each vertex is of degree 1. 
(iii) Edges may pass only between vertices from different blocks, 
TABLE I 
Indices (i, I, 1) for the Vertices u;,,., 
Block 
1 
2 
Level Indices 
(1,1) (l,l, l)(l, 1,2)...(1, l:g(l, 1)) 
(17 2) Cl,& 1)(1.2,2)...(1,2.g(1,2)) 
(1.6) (46, l)(l, S,2)...(1, S.g(l,J)) 
(2,1) (2, 1, 1)(2, 1,2)“‘(2, Lg(2, 1)) 
(272) (2,2, lw-, L-2)“’ (2,2, g(2,2)) 
(La) (2,6, 1)(2,6,2) (2,6, g(2,6)) 
P fP, 1) 
(P3 2) 
(P, a) 
(P. 1, lNP, W)...(P. l,g(P* 1)) 
(p. 2, 1 )(P, 2.2)‘.’ (P. 2, &dP, 2)) 
(P,& l)(P,s,2)“‘(P,s,g(P,6)) 
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e.g., for each edge w  = (ui ,,,,. I,, t~,~.,~,,~) in G, we must have i, # i,. We shall 
denote by G(V) the set of all edges in G. For each edge MJ = (o,,.,,,,,, 
Vi*,hr* ) E G( V), we shall always use the convention that i, < i2 and we shall 
write d, (w) = i, and d2 (w) = i,. A diagram GE I- is said to be regular if the 
p blocks can be grouped into pairs such that no edges pass between blocks 
in different pairs. 
Using the above notation, we can state the following Diagram Formula. 
LEMMA 1 (Diagram Formula). For any given non-negative integers 
ml, m2,.-, mp, 
fi I’r H,,i.,,(T”‘Y,) E(Tn”l’~‘Y,,)(Tm~21~‘YIL) 
i= 1 /= 1 
where w  is expressed as w  = (v ,,,,,,,,, v~~,,~,,~) and d, (w) = i,, d2(w) = i,. 
This is just the ordinary Diagram Formula given in [6], except here we 
also use the property that Y,, Y2,..., Y6 are orthogonal. 
The following lemma can be proved in the same way as in [ 11. 
LEMMA 2. if G E r is not a regular diagram, then jtir every j = (j, ,..., j,,), 
It is easy to show 
lim E [Z:(R) Z,“,(A)] = 6,,~,: 02. (2.17) 
n - 71 
Then, using (2.17), Lemma 1, and Lemma 2 and counting the number of 
non-zero terms in (2.16) as N + cc (see, e.g., [1 or S]), we obtain (2.13). 
Q.E.D. 
Suppose the covariance function r,, of {X,} satisfies 
rn = n -“L(n), O<a<l, (2.18) 
where L(n) is a slowly varying function. We also assume that L(n) can be 
extended to a slowly varying function L(t) for all t, 0 < t < co. The follow- 
ing corollary is clear. 
COROLLARY 1.1. Suppose (2.18) holds. Let k be the Hermite rank of 
z7( Y, ,...) Y,). Zf ka > 1, then the conclusions of Theorem 1 hold. 
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In the case ka = 1, by Karamata’s theorem 
have 
N-l 
1 lrn Ik = L*(N) 
u = 0 
for some slowly varying function L*(N). Thus, we have 
THEOREM 2. Suppose (2.18) holds. Let k be the Hermite rank of 
(see, e.g., [4, p. 280]), we 
R( Y, )...) Y,) and ka = I. Then the conclusion of part (ii) of Theorem 1 still 
holds with A, = (NL*(N))“* and 
1 N-I N-I 
“‘=“‘=,“r”,; k! L*(N)NmCO n=O 
c 1 B,(m-n), 
where Bk() is defined in the proof of part (i) of Theorem 1. 
III. APPLICATIONS 
Let X,, t = 0, + 1, 12,... be a real stationary normal process with its 
mean EX, = 0 and its covariance function r, = EX,X,, +, and r. = 1. Con- 
sider the function 
H(X,, Xr+,)= :, 
if X,X,+, CO, 
if X,X,+, 30, 
H(X,, X, + , ) is the zero-crossing function of the process at time t. We shall 
apply the result obtained in the Section II to study the asymptotic dis- 
tributions of the numbers of zero-crossings of the process from time zero to 
time N- 1, i.e., Cy=&’ H(X,, X,, 1). 
We define 
Y,=X, and Wr=(X,+,- rX,)/JC7, 
where r=r, =EX,X,+,. Then 
(i) EY,=EW,=O, Ec=EWf=l 3 
(ii) Cov( Y,, W,) = 0. 
Also define 
fhy,, Wt)=H(X,,X,+,)= :, 
if Y,(rY,+Jl-r2 W,)<O, 
otherwise. 
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Then I? has the expansion 
mr> K)=Emk ~,)+c,,o~,(Y,)+co.,~,(W,) 
+Cz,oH2(Y,)+c,.,H,(Y,)H,(W,)+c,,,H1(W~)+ “.. 
By a straightforward computation, we can obtain 
(i) ER( Y,, W,) = 0/n, 
where 
tan-l m 
9= ( 1 r 
;+ tan’ 
( 1 * 
(ii) Cl.0 = co.1 = 0; 
(iii) c2,0 = -(l/271) r JS. Cl.1 = 
$7 
- 
if r > 0, 
(3.1) 
if r < 0; 
(l/z)(l - r2), co.2 = (WC) r 
Hence, 
A(Y,, W,)-i= c2.0~2(Y,)+c,.,~,(Y,)~,(~,)+c0,2H*(Wt)+ ... 
and its Hermite rank k is equal to 2. 
Applying the results in Theorem 1, we have 
THEOREM 3. Suppose C,“= o rt < co. Then 
N- 112 WX,, x,, *I-; 
where b’ is defined in (3.1), is asymptotically normally distributed with mean 
zero and variance o2 as defined in Theorem 1. 
COROLLARY 3.1. The conclusion of Theorem 3 holds if rn = n-“L(n) for 
f<cr<l. 
A similar theorem can be stated for the case cr = 4 by using the results in 
Theorem 2. 
The reader can compare our results here with the result obtained in [2 
or 71 for the continuous time case. Our conditions are much weaker (the 
condition z;lo ri < cc is equivalent to the condition that the spectral 
density function f E L2( - rc, n)) than the conditions for the continuous case 
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because the discrete time problem here is much less delicate than the 
continuous time case. We shall study the non-central limits of the zero- 
crossings in another paper [S]. 
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