Objective. Powered robotic prostheses create a need for natural-feeling user interfaces and robust control schemes. Here, we examined the ability of a nonlinear autoregressive model to continuously map the kinematics of a transtibial prosthesis and electromyographic (EMG) activity recorded within socket to the future estimates of the prosthetic ankle angle in three transtibial amputees.
Introduction
The interface between humans and robots is an expanding and clinically relevant field.
As robotic technology advances, the need for natural-feeling, user-friendly interfaces increases, especially in regards to robotic prostheses and their control mechanisms. Approaches to closedloop control of active lower limb prostheses have focused on kinetic/kinematic sensing of the prosthesis itself and/or electromyographic (EMG) sensing of muscle activity in the residual or sound limb (Jimenez-Fabian and Verlinden 2012) . Control based on kinetic/kinematic sensing within the prosthesis provides high quality and continuous information on the state of the prosthesis. However, adjustments to changes in terrain are generally reactive (introducing delays) and do not readily incorporate information on user intent, posing challenges for seamless everyday control. Surface EMG signals, which precede the corresponding limb kinematics, are more predictive by nature but have lower signal quality than sensors embedded in the prosthesis, posing challenges for robust continuous control.
Continuing improvements in active control of upper extremity prostheses demonstrate
that myoelectric signals can be used to provide sequential control of a prosthesis (Englehart and Hudgins 2003 , Kuiken, Miller et al. 2005 , Parker, Englehart et al. 2006 , Shenoy, Miller et al. 2008 , Fougner, Stavdahl et al. 2012 ); see (Fougner, Stavdahl et al. 2012) and (Scheme and Englehart 2011 ) for a review. Studies involving targeted muscle reinnervation (Kuiken, Miller et al. 2005 , Kuiken, Li et al. 2009 , Bueno, French et al. 2011 , Akhtar, Hargrove et al. 2012 , Hebert and Lewicke 2012 suggest that simultaneous multi-dimensional control is possible. EMG pattern recognition control algorithms in robotic upper extremity prostheses routinely produce classification rates greater than 95% for multi-dimension joint movement (Khezri and Jahed 2007 , Zhou, Lowery et al. 2007 , Scheme, Hudgins et al. 2013 , Wurth and Hargrove 2013 .
Proportional and feature-driven control based on EMG signals has also been used to provide continuous multi-dimensional control of upper extremity prostheses (Yatsenko, McDonnall et al. 2007 , Artemiadis and Kyriakopoulos 2010 , Jiang, Vest-Nielsen et al. 2012 , Jiang, Muceli et al. 2013 , Li, Chen et al. 2013 ).
Recent studies have demonstrated the feasibility of using lower extremity EMG signals for active control (Au, Berniker et al. 2008 , Delis, Carvalho et al. 2009 , Hargrove, Huang et al. 2009 , Ha, Varol et al. 2011 , Hargrove, Simon et al. 2011 , Huang, Zhang et al. 2011 , Huang and Ferris 2012 , Silver-Thorn, Current et al. 2012 , Hargrove, Simon et al. 2013 , Miller, Beazer et al. 2013 , Wentink, Beijen et al. 2013 , Wentink, Schut et al. 2014 . Myoelectric control in these studies has been largely limited to discrete control modes that require conscious activation of predefined muscle patterns (Au, Berniker et al. 2008 , Ha, Varol et al. 2011 , Hargrove, Simon et al. 2011 , Huang, Zhang et al. 2011 , Miller, Beazer et al. 2013 . EMG classification using linear discriminant analysis (LDA) and support vector machines (SVMs) have been shown to classify walking modes with accuracies up to 97% (Miller, Beazer et al. 2013 ). When applied to EMG signals from natively reinnervated residual thigh muscles, LDA pattern recognition has been shown to assist the control of a transfemoral, robotic prosthesis (Hargrove, Simon et al. 2013 ).
Conscious proportional myoelectric control has also been shown to provide robust control (Ferris, Gordon et al. 2006 , Ferris and Lewis 2009 , Huang, Zhang et al. 2011 , Dawley, Fite et al. 2013 , Hargrove, Simon et al. 2013 ). These systems have demonstrated notable success in facilitating the control of active lower extremity prostheses (Ferris, Gordon et al. 2006 , Huang, Zhang et al. 2011 , Hargrove, Simon et al. 2013 . However, such systems impose additional layers of processing by the user to determine the appropriate control mode (and corresponding muscle activation pattern) and timing to transition between control modes. A continuous control strategy that takes advantage of the brain's inherent motor planning and prediction capabilities, vis-à-vis the natural muscle activation patterns (Ferris, Gordon et al. 2006 , Yatsenko, McDonnall et al. 2007 , Ferris and Lewis 2009 , Jiang, Vest-Nielsen et al. 2012 , Li, Chen et al. 2013 , Wentink, Beijen et al. 2013 , could provide truly seamless control capable of adjusting limb dynamics on the fly.
The current study builds on previous work characterizing within-socket EMG acquired from residual muscles of three transtibial amputees (Silver-Thorn, Current et al. 2012) . A retrospective analysis of the corresponding EMG and kinematic data was performed here to determine the feasibility of using within socket EMG to provide continuous estimates of future limb state that could be used to control an active transtibial prosthesis. A nonlinear autoregressive model was developed that uses residual limb plantarflexor and doriflexor EMGs, together with the cyclic nature of lower extremity movements, to continuously predict kinematics of the prosthetic ankle. The robustness of the model performance across subjects was quantified and the tradeoff in performance characterized as a function of prediction interval and EMG sampling window. Finally, the timing and extent of EMG contributions to the model predicted kinematics was investigated to identify periods of the gait cycle during which EMG provides discriminable signals for intended gait.
METHODS
EMG and kinematic data acquired previously from transtibial amputees wearing passive prostheses during level treadmill ambulation were used to train and test an autoregressive model to predict ankle angle of the prosthesis. Methods for data acquisition and pre-processing relevant to the current study are outlined below. For additional details, see (Silver-Thorn, Current et al. 2012 ). Written informed consent was obtained from all participants prior to testing in accordance with the Institutional Review Board at Marquette University.
Data acquisition and analysis
Plantarflexor and dorsiflexor EMGs were recorded from the residual limbs of three transtibial amputees (button electrodes and pre-amplifier; Liberating Technologies, Inc., Holliston, MA) together with kinematic and kinetic data from both the sound and amputated limbs as subjects walked on an instrumented split-belt treadmill (Bertec, Columbus, OH). The current prosthesis of each subject included a total surface bearing socket; suspension was via an Alpha locking liner, IceRoss locking liner, and PSI liner with elevated vacuum, respectively for subjects 1-3. The test prosthesis included a check socket that duplicated the subject's current socket and distal components, inclusive of their prosthetic foot (BioQuest, Axia, Soleus, respectively) (Silver- Thorn, Current et al. 2012) .
Myosite testing for potential plantar/dorsiflexor sites that demonstrated independent control were identified using a prosthetic myotester (MyoBoy ® , model #757M11, Otto Bock, Duderstadt, Germany). The plantarflexor sites were typically on the posterior calf, over the gastrocnemius-soleus; the dorsiflexor sites were on the lateral flare of the remnant anterior tibia, over the anterior tibialis. Button electrodes were then positioned over these sites in a triangular arrangement (two electrodes along longitudinal axis of the muscle belly; a third ground electrode was positioned such that it completed an equilateral triangle; inter-electrode spacing was approximately 1 cm).
EMGs were acquired at two sites from within the prosthetic socket at the interface between the skin of the residual limb and the prosthetic liner. EMG signals were notch filtered at 60Hz, rectified and then band-pass filtered from 10 to 500 Hz (zero-phase 2 nd order Butterworth)
prior to sampling at 1000 Hz. Low frequency envelopes for the EMG signals were obtained by low-pass filtering at 10 Hz (zero-phase 2 nd order Butterworth). The resultant 'enveloped' signal was down sampled to 100 Hz for subsequent analysis.
Kinematic data from the sound and amputated limbs were collected using reflective markers placed bilaterally (toe, lateral malleoli, heel, mid-shank, lateral femoral epicondyle, lateral thigh, anterior superior iliac spine) and the sacrum to track the limb position over time as subjects walked on an instrumented treadmill. Marker locations on the prosthetic limb were approximated based on the sound limb locations. Marker locations were sampled at 100 Hz using a six-camera motion tracking system (Vicon, Oxford, UK), and converted during post-processing to measurements of limb position, knee and ankle angle over time using the Vicon software.
Kinetic data from instrumented treadmill were sampled at 1000 Hz and synchronized to the kinematic and EMG data using the Vicon hardware together with customized Matlab (Mathworks, Natick, MA) scripts.
During the experiment, each subject performed 10 walking trials (10 sec. each) collected sequentially over a two-minute period. Prior to the start of each trial, subjects accelerated to their self-selected walking speed. Data collection began when the subject reached their self-selected pace. Kinematic and kinetic data were processed using Vicon Nexus (v.1.4.116) to obtain lower limb joint angles (hip, knee, and ankle) and ground reaction forces and moments. The ground reaction forces were used to identify gait events, including bilateral heel strike and toe off, which were in turn used to delineate gait cycles for the model analyses.
Time series model
A nonlinear autoregressive neural network with exogenous input (NARX) was developed in Matlab (R12a) to continuously map within-socket EMG activity to prosthetic ankle angle in the sagittal plane. The model consisted of an input layer containing the windowed low frequency plantar-and dorsiflexor EMG signals recorded from the residual limb and ankle angle fed back from the model output, a hidden layer containing nonlinear units, and a linear output layer containing a single output corresponding to the estimate of future angular position of the prosthetic ankle ( Figure 1 ). All inputs were passed through separate tapped delay lines that defined the temporal "prediction" interval between the model inputs and output such that the model output, y(n), at each time point was a given by
where m is the number of time steps in the prediction interval (τ=mΔt), q is the length of the sampling window, x i (n-m-k) is the low-frequency signal envelope of the i th EMG input m+k time steps in the past, y(n-m-k) is the ankle angle m+k time steps in the past, c i (k) and a(k) are the weights within the sampling windows for the EMG inputs and ankle angle respectively, f 1 is the tansig function, and f 2 is linear with unit slope. The prediction interval specified the time between the current EMG inputs and estimates of ankle angle and the future estimate of ankle angle provided as the model output. The sampling window specified the number of past inputs/outputs (over time) used by the NARX to form each estimate of ankle angle.
The NARX was optimized for 10 hidden units using a supervised learning procedure to minimize the error between the model output and experimentally measured ankle angle. For each subject, the model was trained on eight gait sequences (10 sec each), and tested on two separate, randomly selected, gait sequences. For the eight training trials, a leave-one-out cross-validation procedure was used to assess training performance and prevent model over-fitting. Crosscorrelation between the experimentally measured and model estimates of ankle angle was used to identify the temporal offset between the time series and bring the datasets into temporal correspondence. Model performance was characterized using the root mean-square error (RMSE) between the measured and model estimates of ankle angle. RMSE averaged across five separate model fits was examined as a function of the prediction interval (50-150 ms) and sampling window (10-100ms) to identify the model structure that provided the best trade-off between prediction interval and mean-square error in the kinematic output. Prediction intervals and sampling windows were sampled at 10 ms intervals across their respective ranges. The selection of validation trials was randomized for each model fit to account for statistical variations across trials.
EMG contribution to predicted kinematics
The magnitude and timing of the contribution of the EMG inputs to the model estimate of future ankle angle was examined by contrasting the full model (figure 1 -optimized with timevarying EMG and time-varying feedback) predictions with those from models with time-varying feedback (i.e., recurrent input), y(t-τ), and constant EMG input, x = x , and models with timevarying EMG input, x(t), and constant feedback, y = y . Models in which the EMG inputs were constant were optimized using the average EMG signal over time and across training trials.
Models in which the feedback was constant were optimized using the average ankle angle over time and across training trials obtained from the full model optimized with time-varying EMG and time-varying feedback. The use of time-averaged signals provided comparable signal power to the full model fit while removing time varying information relevant to gait. In all cases, the NARX models were optimized and evaluated using the same training and test trial sequences selected for the full model.
To reduce trial-wise error and facilitate comparisons between model responses, heel strike events were used to parse each 10 sec trial into individual gait cycles. Individual gait cycles were interpolated to unit length (expressed as a percentage of gait cycle) and then averaged to obtain an average estimate of ankle angle as a function of gait cycle. Model predictions of the average ankle angle time series across the gait cycle were subsequently averaged across ten separate model fits and then subtracted from the corresponding measured ankle angle to quantify model error throughout the gait cycle. Differences in model performance across the gait cycle were evaluated for statistical significance using a matched-sample t-test at each time point. Temporal intervals containing significant differences were subsequently identified using a 3-sample temporal threshold. Variance accounted for (VAF), calculated as one minus the ratio of the error variance divided by the signal variance, was used to quantify the ability of each model to reproduce the ankle angle profile. For the full model, VAF was calculated with respect to the experimentally measured ankle angle. For models with constant EMG or recurrent (feedback) inputs, VAF was calculated with respect to the full model to determine the relative contributions of the model inputs to the overall prediction of ankle angle. Figure 2a shows the plantarflexor and dorsiflexor EMGs obtained from subject 2 for one of the two gait trials used to test the fitted model. Subject 2 exhibited considerable co-variation between within-socket recording sites as evidenced by the temporal correspondence between EMG sequences. Figure 2b shows the corresponding ankle angle of the prosthesis measured experimentally together with the ankle angle estimated by the autoregressive model using a 100 ms prediction interval and a 50 ms sampling window for the feedforward (EMG) and feedback 
RESULTS

DISCUSSION
Current efforts using EMG for closed-loop control of lower limb prostheses have focused primarily on classification of EMG signals to identify discrete classes of movement (Au, Berniker et al. 2008 , Delis, Carvalho et al. 2009 , Hargrove, Huang et al. 2009 , Ha, Varol et al. 2011 , Hargrove, Simon et al. 2011 , Huang, Zhang et al. 2011 , Huang and Ferris 2012 , SilverThorn, Current et al. 2012 , Hargrove, Simon et al. 2013 , Miller, Beazer et al. 2013 , Wentink, Beijen et al. 2013 ). This emphasis on classification parallels current techniques used in upper limb prosthetic systems to compensate for the uncertainty in mapping a subset of EMG inputs to multiple degrees of freedom and types of movement (Kuiken, Miller et al. 2005 A central benefit of the NARX model lies in its ability to provide a continuous predictive characterization of gait over time as opposed to discrete myoelectric/gait classifications of gait events or modes of ambulation (e.g., overground, stair ascent, etc.) (Au, Berniker et al. 2008 ). The results also suggest that the EMG-specific contribution to ankle angle was dependent on the range of movement (i.e., rotational stiffness) of the prosthesis. The contribution of EMG inputs tended to increase with the range of movement; however, the effect was confounded somewhat by the highly cyclic nature of treadmill walking at a constant speed. As the periodicity of gait increased (e.g., subject 3), the recursive nature of the model output reduced the contribution of EMG to the estimated kinematics. This result is consistent with the use of EMG to capture noncyclic variations in amplitude and/or timing associated with movement through a nonhomogeneous environment and/or lower (and more natural) impedance in the prosthesis during ambulation. During movement across real-world terrain, where speed and stride length are more likely to vary, greater contribution of EMG to the predicted kinematics is anticipated.
Future tests will examine the robustness of the NARX model to continuously characterize limb kinematics across mobility tasks (e.g., stairs, ramps, and sit-to-stand) and varying speeds with an eye toward implementation in an active prosthesis.
Moving forward, the ability to continuously estimate ankle position brings with it additional challenges. Adaptive changes in muscle recruitment patterns, and the corresponding EMG time course, that can occur as subjects adapt to new environments, loads, and changes in gait associated with the use of an active prosthetic system could adversely impact the model's ability to estimate limb state. Periodic retraining of the model could be used to offset quasi-static effects such as adaptation to an active prosthesis. More dynamic effects, such as the changes in body inertia and moments that occur when carrying an object, would require co-adaptation between the model and user (Buttfield, Ferrez et al. 2006 , Vidaurre, Sannelli et al. 2011 , Bryan, Martin et al. 2013 , Bensmaia and Miller 2014 .
CONCLUSION
In this work we have demonstrated that a nonlinear autoregressive model can be used to continuously predict the ankle kinematics of a prosthesis during ambulation using EMG activity recorded within-socket from transtibial amputees. The use of an autoregressive modeling approach to continuously predict joint (i.e., ankle) kinematics using natural residual muscle activity provides opportunities for direct (transparent) control of a prosthetic joint by the user.
The use of EMG to predict variations in gait, particularly during transitions, suggests it could be used to identify and seamlessly control joint kinematics across different modes of ambulation (e.g., from overground walking to stair ascent/descent). The model's predictive capability (up to 150 ms), could prove particularly useful for overcoming delays in signal processing and actuation of the prosthesis, providing a more biomimetic ankle response. The generalized model structure also makes it well-suited for control of active trans-femoral prostheses as well as active lower-limb orthoses. Future work will evaluate the approach in a larger cohort of amputee subjects across a variety of mobility tasks (e.g., walking, stair ascent/descent) and their transitions to characterize the ability of within socket EMG to continuously estimate limb kinematics using an autoregressive model approach. 
