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ABSTRACT
Abstract
Throughout the world, contemporary business organisations rely heavily for their
operations on various software packages. The choice of particular operational systems
and software can have a significant influence on a company’s competitive advantage.
Managerial decisions regarding all aspects of IT (computer hardware, software and
human resources) are central to the success of a company, and cannot be made without a
good understanding of available software options. By the same token, the success of the
software companies designing software solutions for such companies depends on a rich
understanding of the very specific needs of contemporary businesses. The more shared
understanding between the needs of a specific type of company and the possibilities of
software development, the better the outcome for both sides.

This study has identified a problematic lack of knowledge regarding how companies
identify their system needs and choose appropriate software vendors and products for
one of their most significant areas of operation. The primary purpose of this study was
to develop a rich picture of the basis upon which Thai-owned and multinational
companies in Thailand make major decisions regarding the software underpinning their
various business operations, and what they need to know in order to make the most
effective decisions. The study aimed to identify issues, factors and problems as critically
involved in IT adoption, and reveal any significant factors in the needs of Thai-owned
and multinational companies in Thailand.

Specifically, the study began by examining typical application software used to serve
major business functions. These include accounting, human resources (HR), customer
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relationship management (CRM) and supply chain management (SCM); internal IT
usage such as the Internet and e-mail; IT platforms, resources and policies or strategies;
as well as the specific enterprise system known as an Enterprise Resource Planning
(ERP) system.

From an initial quantitative study it emerged that ERP systems are currently the most
significant IT application of concern for both Thai-owned and multinational companies.
As this seems an area of major growth opportunity, a further study was conducted, using
qualitative methods, to ascertain exactly how the various companies made their
decisions on ERP system adoption. Grounded theory was chosen as a method of
qualitative data collection and analysis.

The study contributes to the literature on ERP system adoption, which is currently
under-researched particularly in developing countries such as Thailand. Even in
developed countries where most research into ERP systems has taken place, published
research mainly focuses on issues related to the implementation phase of the ERP
lifecycle. The study provides insights into adopters’ attitudes, decisions, implementation
and usage of an ERP system. It is believed that attitude and behavioural intention
towards ERP system adoption are correlated. The study contributes to attitudebehaviour relationship theory, refining in particular the Theory of Reasoned Action
(TRA). Furthermore, not only does this research contribute to the academic literature on
this topic but it should be of value to practitioners in large organisations, government
agencies and IT vendors at large, but also particularly to those who have business in
Thailand or other Asian or developing countries.
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Chapter 1
Introduction
1.0 Introduction
This thesis seeks to understand information technology (IT) adoption and usage by
locally-owned and multinational companies of non-indigenous ownership. An extensive
multi-method study was undertaken in Thailand, which provided a homogeneous and
significant context for the research. This chapter provides an overview of the study and
the research design. It begins with the background to the research and a statement of the
research problem (Section 1.1), followed by the research questions, purposes and aims
(Section 1.2). Then, the significance of the study is discussed (Section 1.3). The chapter
concludes with an outline of the organisation of the thesis (Section 1.4).

1.1 Background and Statement of the Problem
The global economy is being changed by improved information technology (IT) in
profound ways (e.g., Jalava & Pohjola, 2002). IT is increasingly important for every
country in driving its economic growth, and it is increasingly playing a catalytic role in
improving the quality of people’s lives and overcoming obstacles to social and
economic development. Yet, a global digital divide separates countries (Cullen, 2001;
Antonelli, 2003; Fink & Kenny, 2003). It is generally assumed that developing
countries tend to be less capable than developed countries of accessing and using IT to
gain its benefits. Developing countries lack the business infrastructure, human skills and
financial resources (Wong, 2002), and they consequently lag behind. Bridging the
widening digital divide or being on the right side is essential. The position of countries
in Asia at the present time is particularly interesting as they are bouncing back from the
1

effects of the 1997-1998 Asian economic crisis. This study of IT adoption and use in an
Asian country is therefore opportune.

The Asian economy is now going through rapid change, and is moving away from an
agricultural economy. This phenomenon accelerates the usage of IT. Many Asian
developing countries, particularly Thailand, strive to promote IT usage and encourage
investment in IT infrastructure and a skilled workforce, in order to use IT to gain or
maintain competitiveness against the rest of the world. Many companies have invested
in various IT applications. This study sought to investigate the current status and
potential use of IT by companies in Thailand. A study of IT adoption of multinational
companies (MNCs) operating in Australia was also undertaken to establish a point of
comparison. Reasons for a company adopting or rejecting IT, and for selecting a
particular IT vendor, were also examined.

Most IT is created in Western developed countries, and most studies emphasise the
increasing diffusion, adoption and usage of IT in those countries. There is limited
knowledge of IT adoption and users’ attitudes towards foreign IT in Asian developing
countries. It is apparent that the IT developed in and for developed countries may not be
a perfect fit for organisational operations in all countries. Problems that companies in
developed countries face may not be presented in the context of developing countries
such as Thailand, which may in turn have unique issues of their own. Environmental
conditions in developing nations may significantly impact upon an organisation, its
structure, operation processes and users. It is arguable that there may not be only
differences between organisations in Thailand and those in other places, but also a
distinction between Thai-owned and multinational companies. Hence, a study of IT in
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companies in Thailand has significance.

IT has been long recognised by most modern organisations as an important operational
and strategic business tool for 1) improving productivity, quality, and effectiveness, 2)
creating or maintaining competitive advantage, and 3) redesigning business processes to
better support company strategy (Frenzel & Frenzel, 2004). The choice of computer
hardware, software and manpower resources can have a significant influence on a
company’s competitive advantage. Managerial decisions regarding all aspects of IT are
central to the success of a company, and cannot be made without a good understanding
of available software options. By the same token, the success of the software companies
designing software solutions for such companies depends on a rich understanding of the
very specific needs of contemporary businesses. The more shared understanding
between the needs of a specific type of company and the possibilities of software
development, the better the outcome for both sides.

A company’s type may influence behavioural intentions or how it make decisions to
adopt, select and use IT. Locally-owned and multinational companies may have
different structures and operation processes, deal with different conditions, and
therefore require different IT solutions to meet specific needs. Organisational culture
that involves shared understandings and beliefs for a business and an organisation can
significantly affect the adoption, selection, and use of IT within an organisation.
Cherian (1987) argues that organisational culture can help to predict and explain the
organisational adoption of innovations. Commonalties and distinctive differences
should be explored and understood. There is, however, a dearth of knowledge regarding
comparisons of IT adoption between locally-owned and multinational companies.

3

There have been a number of studies and published articles that have identified IT
issues in various countries. Most studies have been carried out in Western countries
such as the United States. On the other hand, only a few studies examine the status of IT
usage, discover the extent to which it is being used, and explain behavioural intentions
or decisions to adopt and select IT in developing countries, especially Asian countries.
Bowonder et al (1993, p.195) recognise the importance IT and its implications for the
developing countries. They argue,
The rapid changes in IT in the developed countries have severe managerial,
financial, human resource implications for information management in the
developing countries. … developing countries need to understand the pervasive
nature of changes initiated by new IT applications and the consequences of not
keeping pace with the changes occurring in the developed world.
For the study presented in this thesis, Thailand was selected as an instance of a
developing Asian country. This is not only because it is my country of origin so that my
tacit knowledge of the context will give me the advantage when I conduct the study, but
also because Thailand was considered one of the most prosperous Asian countries in the
last two decades. Since 1987, Thailand has moved significantly from agriculture to
manufacturing economy. It has had the fastest economic growth rate among the Newly
Industrialised Countries (NICs), with the highest GDP rate of 13.2 percent in 1988, and
at a consistently moderate of 7-8 percent between 1991 and 1995 (Premkamolnetr,
1998). However, Thailand was severely affected by the Asian financial crisis in 1997. A
number of companies faced financial difficulties, and went bankrupt. Thailand’s
economy remained in recession in 1998, began to recover in 1999, and is now gradually
improving. Surviving companies are beginning to restructure and increase their
competitive edge. Information technology may offer them an opportunity to become
efficient and competitive again. It is thus interesting to examine the status of IT usage
by companies in Thailand and the process of decision-making to adopt IT.
4

1.2 Purposes and Aims of the Study
The primary purpose of this study was to understand IT adoption and usage by locallyowned and multinational companies in a suitably well-defined context. Initially an
exploratory survey was conducted covering the breadth of IT across companies in
Thailand and Australia. This enabled the main part of the study to be more focussed
and adopt a method where research findings were allowed to emerge from raw data, and
were not framed by any specific theoretical perspective. This study was therefore
conducted in two sequential phases using mixed methods of data collection and
analysis. It is hoped that the combined findings will make significant contributions.

The first phase was a quantitative study. The study was carried out in two countries:
Thailand and Australia. The primary aim was exploratory and descriptive. A postal
survey was used as a quantitative method to preliminarily understand how IT had
recently been used and how it is currently being used by Thai-owned and multinational
companies.

IT refers to an organisation’s entire computing and communications infrastructure,
including computer systems, telecommunication networks, and multimedia hardware
and software (Frenzel & Frenzel, 2004). It can be regarded as the technical side of an
information system (IS)1 (Turban et al, 2004). I chose to focus on application software
used to serve major business functions (Laudon & Laudon, 2004; Stair & Reynolds,
2001) including accounting and human resources (HR); applications that facilitate interorganisational communications (Jessup & Valacich, 2003) including customer

1

Information Systems (IS) is defined as a set of technical/scientific and human resources devoted to the
management of information in organisations spells out the composite nature of the field (Ciborra, 2004, p.
18).
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relationship management (CRM) and supply chain management (SCM); internal IT
usage such as the Internet and e-mail; IT platforms, resources and policies or strategies;
as well as the specific enterprise systems known as Enterprise Resource Planning (ERP)
systems that integrates all business functions onto a single computer system.

The results of the first phase of the study were intended to explore and describe whether
there were similar patterns, or differences of usage and non-usage in each group of
companies. The quantitative data were analysed by using a Statistical Package for
Social Science (SPSS) software. Descriptive statistics were then computed.

In the second phase, qualitative interviews, observations and documents were used to
probe the significant results of the survey. The study was conducted in Thailand. The
interviewees comprised IT managers and end users. The approach was inductive and
emergent. I conducted a qualitative study to explain and interpret the results that arose
from the quantitative study. My attempt was to understand motives or influences behind
decisions to adopt IT in each group of companies. The obstacles to IT adoption were
also considered. To narrow down the scope of the study, one of the categories of
application software studied in the first phase was selected as a target area of study.

Grounded theory was deemed the most appropriate approach to the study, because I
began with an area of study, and entered the field without a preconceived theory or preexisting hypotheses in mind (Glaser, 1978; Strauss & Corbin, 1998). As elaborated in
Chapter 2, grounded theory allows categories and a theory of facts to emerge from
collected data. Thus, the data gathered were not forced into the categories, and the
emergent theory was likely to resemble the reality. At the same time, however, it was

6

interesting to learn how grounded theory generates an inductive theory accounting for
“a pattern of behaviour which is relevant and problematic for those involved” (Glaser,
1978, p.93), and “the processing of the problem” (Glaser, 1998, p.11). The grounded
theory approach to the study allowed the IT managers and end-users to explain what
their concerns and/or problems in IT adoption and IT vendor selection were from their
own perspective.

All the qualitative data collected were analysed by using a grounded theory method,
because this provides a practical guide to managing and analysing data systematically.
Undertaking the constant comparative method of analysis and coding procedures in
grounded theory, I could reduce the quantity of data, “transcend the empirical nature of
the data”, and obtain “a condensed, abstract view scope of the data” (Glaser, 1978,
p.55).

1.3 Significance of the Study
It is intended that the first quantitative phase of the study will make a contribution to the
statistics on IT use in developing countries, particularly in Thailand. It is also
anticipated that the qualitative study will add to the literature of innovation adoption in
developing countries. Furthermore, as Taylor and Todd (1995, p.145) argue, “From a
pragmatic point of view, understanding the determinants of information technology
usage should help to ensure effective deployment of IT resources in an organisation.”
Understanding the determinants of IT adoption and usage would be of benefit to both
adopting companies and software vendors. Decision makers would be able to formulate
better strategies to enhance IT adoption, while vendors and designers would build IT
that satisfies their customers, and therefore they could make more profits. In addition it
7

is hoped that the thesis will demonstrate that suitability of grounded theory as method of
conducting research into this type of problem where the researcher wants new
unanticipated knowledge to emerge from the study.

1.4 Organisation of the Thesis
This thesis is presented in nine chapters. This chapter has provided an overview of the
thesis and its organisation. The rest is organised as follows. Figure 1.1 details the
organisation of the thesis

Chapter 2 details the research design, and presents a description of the appropriate
approaches, methodologies, and methods of data collection and analysis selected for this
study. It also includes the research paradigms underpinning the study. Grounded theory
and its historical background are outlined. The remainder of the chapter discusses the
two phases of the study. The emphasis is also placed on a discussion of why grounded
theory and a grounded theory method were selected.

Chapter 3 discusses data collection procedures in phase 1. Sampling design and
questionnaire development are included.

Chapter 4 provides the empirical results and discussion of the survey. The implication
of phase two of the research is also discussed.

Chapter 5 states how qualitative data are collected and interrogated. The use of data
triangulation through interviews, observations and secondary sources is explored.

8

Specifically, the grounded theory method of data collection that was applied in this
study is described in detail.

Chapter 6 reviews the literature in the broad areas of an ERP system.

Chapter 7 presents the specific application of a grounded theory method to qualitative
data analysis. Trustworthiness is also examined.

Chapter 8 comprises a discussion of the findings from the interviews, observations and
secondary sources. It is important to note that this chapter seeks to interpret the findings
in relation to the existing literature. The Theory of Reasoned Action (TRA) is discussed.

Chapter 9 identifies the achievement of the aims of the study, its academic contributions
and implications for practitioners. It also addresses limitations of the study, and
suggests possible future research.
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Figure 1.1. Organisation of the Thesis
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Conclusion,
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Future Research
(Chapter 9)

Chapter 2
Research Design
2.0 Introduction
This chapter explains and justifies the research approach, methodology, data collection
and analysis method that were selected to conduct this study as considered fitting within
the field of IS. Research is defined in Collins English dictionary as “systematic
investigation to establish facts or principles or to collect information on a subject”
(Wilkes & Krebs, 1995, p.1316). To undertake research and to handle information,
researchers are expected to carefully select an appropriate underlying assumption of
conducting research or paradigm, a research methodology, and a set of methods for
collecting and analysing their data.

This chapter is organised as follows. Section 2.1 gives an overview of research process
design. An underlying philosophical assumption or research paradigm guides an entire
research process, and influences a choice of methodology and method. Section 2.2
presents a discussion of research paradigms. It is recognised that there are three basic
research paradigms that can be adopted: positivist, interpretivist and critical studies.
Section 2.3 then justifies them, and also discusses the main quantitative and qualitative
approaches to research that are often associated with methods of data collection. As
Remenyi and Williams (1996, p.131) argue,
One of the most important aspects of research in the social sciences in general,
and information systems in particular, is to decide on an appropriate starting
point for the research and on the conceptual framework within which the data
will be collected and analyzed. It is also important, especially in information
systems research, to decide if the data collected will be of an essentially
qualitative or quantitative nature.
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Accordingly, a comprehensive description of two main approaches is provided in
Sections 2.4, 2.5 and 2.6. For each approach, various research methodologies as well as
associated research methods of data collection and analysis are also explored. Section
2.7 summarises and compares the two approaches. Following this, section 2.8 focuses
on the selection and justification of the research approach taken and the research
methodologies as well as the research methods employed in this study. The final section
(Section 2.9) provides a summary of the chapter.

2.1 The Research Design Process
A number of authors (Denzin & Lincoln, 1994; Crotty 1998; Sarantakos, 1998) suggest
procedures for selecting a research design. Sarantakos (1998), for example, proposes
three related steps: 1) select an appropriate paradigm, 2) select a methodology, and then
3) select a set of methods.

Guided by the procedures referred to above, this study has been designed in four
sequential steps: 1) selection of a research paradigm, 2) selection of an approach
(quantitative or qualitative), 3) selection of a methodology, and 4) selection of a method
of data collection and analysis. These four steps are illustrated in Figure 2.1 and are
described in detail in the following sections.
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Research Paradigm
- Positivist
- Interpretivist
- Critical

Research Approach
- Quantitative
- Qualitative

Methodology
-

Experimental Research
Survey Research
Ethnography
Action Research
Case Study
Grounded theory
Etc

Method
-

Questionnaire
Interview
Observation
Etc

Figure 2.1. The Research Design Process

After I reviewed the literature on methodology, I found that different authors use
different terminology. For clarity, some terms to be used in the study need to be defined
from the outset. I use the term ‘approach’ for quantitative and qualitative approaches
although Creswell (1998, 2003) used the term ‘research’ and ‘approach’
interchangeably.

‘Methodology’ is sometimes used as a synonym for the word ‘method’ or even
‘approach’. In fact, it should refer to a set of guidelines or methods for research design.
It also encompasses discussion of any philosophical assumption and the method used.
On the other hand, ‘method’ refers to a specific technique or procedure for data
collection and analysis, which mostly depends on the methodology used. Furthermore,
Creswell (2003) uses the term ‘strategy of inquiry’ rather than ‘tradition of inquiry’
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(Creswell, 1998, cited in Creswell, 2003, p.13) or ‘methodologies’ (Mertens, 1998, cited
in Creswell, 2003, p.13), while Myers (1997) uses the term ‘research method’ or
‘strategy of inquiry’. However, I decided to use the term ‘methodology’ in this study,
which provides specific direction for procedures in a research design as well as a data
collection and links the use of methods to the research outcomes (Myers, 1997; Crotty,
1998; Creswell, 2003). Moreover, I reserve the term ‘method’ for a technique or
procedure that is used to gather and analyse data (Crotty, 1998; Creswell, 2003).

2.2 Underlying Philosophical Assumptions or Research Paradigms
Prior to choosing the research approach, it is necessary to consider some underlying
assumptions about how to perceive knowledge and how to acquire it. Hirschheim and
Klein (1989) argue that implicit and explicit assumptions play a critical role in guiding
the information systems development process and affecting the system itself. They also
call a set of assumptions a paradigm2.

Burrell and Morgan (1979) proposed four broad paradigms for organisational analysis
from a social perspective. Based on the work of Burrell and Morgan, Iivari (1991) has
developed a now widely accepted paradigmatic framework, which proposes four major
paradigmatic assumptions:
1. Ontology refers to the structure and properties of what is assumed to exist.
2. Epistemology is concerned with the nature of knowledge and how
knowledge can be obtained.
3. Research methodology refers to the procedures or research methods that are
used to acquire knowledge.
2

In fact, Thomas Khun introduced the term ‘paradigm’ in his book, The Structure of Scientific
Revolutions (Iivari, 1991).
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4. Ethics refers to assumptions about the responsibility of a researcher for the
consequences of his or her research approach and its results. (Iivari et al,
1998)

Based on epistemological assumptions or in other words underlying assumptions about
how knowledge can be obtained, Iivari (1991) distinguishes between positivism and
anti-positivism. On the other hand, Orlikowski and Baroudi (1991) and Myers (1997)
propose three categories: positivist, interpretivist and critical. It is arguable that these
three paradigms can be adopted independently or in combination. A brief discussion of
positivist, interpretivist and critical studies follows.

2.2.1 The Positivist Paradigm
Broadly speaking, a positivist study is suitable if a researcher attempts to search for or
to test universal laws about social phenomena. Positivists view the social world as the
world of natural phenomena. In other words, they assume that social reality, such as
attitudes, satisfaction, beliefs and behaviours, can be objectively measured through the
use of traditional scientific methods by independent observers (outsiders). Therefore,
they typically use quantitative measurement and statistical analysis.

For IS research to be considered as positivist, according to Orlikowski and Baroudi
(1991, cited in Klein & Myers, 1999, p.69; Myers, 1997), there is evidence of formal
propositions, quantifiable measures of variables, hypothesis testing, and the drawing of
inferences about a phenomenon from the sample to a stated population.
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2.2.2 The Interpretive Paradigm
An interpretive study, on the other hand, attempts to understand phenomena through the
meanings that people assign to them (Klein & Myers, 1999; Myers, 1997). In other
words, an interpretive researcher is interested in understanding the meanings or reasons
behind people’s actions. Moreover, the goal of an interpretive study is not to predefine
dependent and independent variables. Data are subjective, and thereby need to be
interpreted. As such, an interpretive researcher traditionally uses qualitative research
methods to seek out explanations and to develop an understanding of social and
organisational contexts.

In the IS community, an interpretive approach has been increasingly accepted because
of a shift in IS research away from technological to managerial and organisational
issues. Walsham (1993, p.4-5) maintains that this approach is "aimed at producing an
understanding of the context of the information system, and the process whereby the
information system influences and is influenced by the context".

2.2.3 The Critical Paradigm
Meanwhile, critical IS research is more strongly directed towards uncovering the
oppositions, conflicts and contradictions in contemporary society. It seeks to emancipate
people; that is, it aims to help eliminate the causes of unwarranted alienation and
domination and thereby enhance the opportunities for realising human potential (Klein
& Myers, 1999; Myers, 1997). Change is a focus.
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2.3 Selection and Justification of the Research Paradigm in the Study
After the three major paradigms were reviewed, I recognised that this study is
predominantly interpretive in nature, as it aims to obtain and to qualify insight into the
motives and barriers of the usage of IT between locally-owned and multinational
companies in Thailand. The study follows the approach of Klein and Myers (1999) in
that knowledge of reality is gained through social constructions such as language,
consciousness, shared meanings, documents, tools and other artifacts.

Nevertheless, the pluralist approach within IS research was adopted, as suggested by
Mingers (2001). It is assumed that by combining two different paradigms the research
results are arguably rich and reliable. To be specific, the pluralist approach adopted for
this study applied two contrasting methods from two different paradigms sequentially in
phases. Initially, a positivist view was taken, and quantitative data were collected
through a survey of patterns of usage and non-usage of IT, among Thai-owned and
multinational companies. This was done as exploratory research in order to narrow
down the scope of the study. This was followed up with some in-depth interviews
leading to an interpretative analysis in order to gain a deeper understanding of the
issues. A critical paradigm was not applicable, because the study did not intend to
change the social and economic circumstances of anyone. The next section provides a
comprehensive description of two main research approaches.

2.4 Research Approaches
Research approaches are generally categorized as either quantitative or qualitative (e.g.,
Creswell, 1994; Neuman, 1997). These two approaches are known as the scientific
empirical tradition and the naturalistic phenomenological approaches, respectively
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(Bums, 1997). The appropriateness of using quantitative or qualitative approaches
depends on a particular research paradigm (Sale et al, 2002; Yauch & Steudel, 2003), or
a set of assumptions. As previously mentioned in Section 2.2, a positivist paradigm
typically uses a quantitative approach, whereas an interpretive paradigm traditionally
uses a qualitative approach. However, Creswell (ibid) compares the underlying
assumptions of quantitative and qualitative studies based on ontological,
epistemological, axiological, rhetorical, and methodological approaches, as shown in
Table 2.1.

Table 2.1. The Assumptions of Quantitative and Qualitative Paradigms
Source: Adapted from Creswell (1994)
Assumption

yv a•
Question

Ontology

What is the
nature of reality?

What is the
relationship of
Epistemology
the researcher to
that researched?
What is the role
Axiology
of values?

Rhetoric

Methodology

What is the
language of
research?

What is the
process of
research?

Quantitative
Reality is objective and
singular, independent of
the researcher

Qualitative
Reality is subjective and
multiple as seen by
participants in a study.

Researcher is
independent from that
being researched.

Researcher interacts
with that being
researched.

Value-free and unbiased

Value-laden and biased

- Formal
- Based on set
definitions
- Impersonal voice
- Use of accepted
quantitative words
- Deductive progress
- Causes and effect
- Static designcategories isolated
before study
- Context-free
- Generations leading to
prediction, explanation,
and understanding
- Accurate and reliable
through validity and
reliability
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- Informal
- Evolving decisions
- Personal voice
- Accepted qualitative
words
- Inductive progress
- Mutual simultaneous
shaping of factors
- Emerging design categories identified
during research process
- Context-bound
- Patterns, theories
developed for
understanding
- Accurate and reliable
through verification

On the other hand, Crotty (1998, p.14) emphatically insists that the distinction between
qualitative and quantitative approaches occurs at the level of methods, or type of data
employed. It does not occur at the level of epistemology, or theoretical perspectives. He
also contends that method is a technique or procedure used to gather and analyse data.
Similarly, in view of the data presentation, as Yauch and Steudel (2003, p.466) discuss,
quantitative methods such as surveys or other measurements produce data in the form of
numbers, whereas qualitative methods such as interviews, focus groups or participant
observation collect individual words.

Miles and Huberman (1994, p.40) make it clear: “… we have to face the fact that
numbers and words are both needed if we are to understand the world”. Furthermore,
this study follows pluralism, and thereby is a mix of quantitative and qualitative. In the
following sections, quantitative and qualitative approaches will be discussed in great
detail, as they are used at different stages in this study. The strengths and weaknesses of
each will also be identified.

2.5 The Quantitative Approach
The quantitative approach is based on a scientific method for data collection and
analysis in numerical form, a perspective based on positivism or objectivism. The
quantitative approach typically tends to learn ‘what’, ‘how much’ and ‘how many’
(Pinsonneault & Kraemer, 1993), and determines the frequency and percentage, or
proportion, of responses. In other words, quantitative approach involves collecting
objective or numerical data that can be charted, graphed, tabulated, and analysed using
statistical methods. When taking a quantitative approach, samples should be large
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enough to be representative of an entire population, so that the results can be
generalised and may be replicated or repeated elsewhere (Black, 1999).

By definition, the quantitative approach is concerned with the quantity of entities. It is
appropriate where a researcher seeks to quantify relationships between variables of
interest, in order to formulate and test hypotheses derived from theories that may
therefore be either accepted or rejected on the basis of comparative and statistical
analyses. In this way, a quantitative approach is inclined to be deductive. Deductive
work begins with a general theory and ends with specific observations.

This is in contrast to inductive reasoning, in which a researcher is not influenced by
prior theories but aims to generate new ones based on available evidence. In other
words, in deductive methodologies, a researcher determines in advance what theories
could explain the data. The traditional quantitative technique is the questionnaire
survey, administered by mail, face-to-face, or more recently by the Internet to a
stratified or random sample of the population. The other common techniques are
laboratory experiments, formal methods (e.g., econometrics) and numerical methods
(e.g., mathematical modelling) (Myers, 1997).

The quantitative approach can provide a starting point to develop the design of
fieldwork by identifying suitable organisations or individuals for subsequent qualitative
case study analysis. It is helpful to be able to create probing questions as Sieber (1973)
has suggested. Jick (1979, p.604) argues that a quantitative approach “may also
contribute to greater confidence in the generalizability of the research”. In other words,
a quantitative approach enables a researcher to draw inferences about the quantity of
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attributes of an entire population from a sample. In doing so, a researcher uses tools
drawn from descriptive and inferential statistics.

Descriptive statistics provide summaries of results using “simple statistics” and “graphic
displays” (Tashakkori & Teddlie, 1998). This may be accomplished on the basis of 1)
measures of central tendency, and 2) measures of dispersion. Measures of central
tendency, also known as averages, include the mean, median and mode that describe the
centre of the distribution. Measures of dispersion, also known as variability, basically
include the range, variance, and standard deviation. These describe how dispersed a set
of data is, or how data differs from the distribution’s mean and median.

Inferential statistics, on the other hand, are used to determine whether the results based
on samples are representative of the entire population, and to examine the statistical
significance of the differences primarily between two or more sets of data. As a result,
inferential statistics help a researcher to make a decision about which null hypothesis or
alternative hypothesis is more reasonable to accept. There are two classes of inferential
statistics: parametric and nonparametric. Non-parametric tests are distinguished from
parametric tests primarily by the form of the data distribution. For example, the t-test,
one of parametric techniques, assumes that the data are from a normal distribution. Nonparametric tests make no assumptions about the underlying population. Moreover, nonparametric tests are well suited to deal with ordinal and nominal variables.

There are several drawbacks to using a quantitative approach. Many researchers are
concerned that this approach denigrates human individuality and people’s unique ability
to think, to interpret their experiences, to construct their own meanings and to act on
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these (Burns, 1997, p.10). They may also neglect the depth and detail of human
behaviour, attitudes and motivation. Gable (1994, p.14), for example, makes an
interesting point:
… the survey approach provides only a snapshot of the situation at a certain
time, yielding little information on the underlying meaning of the data.
Moreover, some variables of interest to a researcher may not be measurable by
this method…

2.6 The Qualitative Approach
In contrast to a quantitative approach, the qualitative approach is characterized by an
emphasis on the collection and analysis of non-numerical data. The nature of this
approach concentrates on investigating subjective data. In other words, it tries to
uncover and discover the opinions of individuals or groups, as well as internal
experiences within their context (such as organisations).

Rather than quantify or enumerate information, a qualitative approach is an interpretive
and naturalistic approach that studies things in their contexts to make sense of, or
explain, as well as to interpret social phenomena in terms of the meanings people attach
to them (Denzin & Lincoln, 2000). Similarly, Holloway (1997, p.9) describes a
qualitative approach as “a form of social inquiry that focuses on the way people
interpret and make sense of their experiences and the world in which they live”.

The qualitative approach usually involves small groups of people or organisations, but
provides rich and holistic descriptions of complex phenomena through a variety of
techniques including detailed interviewing, observation and documentary analysis.
Findings are usually presented in narrative form. Eisner (1991, cited in Leedy, 1993,
p.141) outlines six features of a qualitative approach:
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1. A qualitative approach tends to be field-focused.
2. A qualitative approach considers the self as an instrument.
3. A third feature is its interpretive character.
4. A qualitative study displays the use of expressive language and the presence
of voice in the text.
5. A fifth feature is its attention to particulars.
6. A sixth feature pertains to the criteria for judging its success. A qualitative
approach is believable because of its coherence, insight, and instrumental utility.

The qualitative approach has been exploited in many disciplines. In market research,
there has been a general shift from quantitative to qualitative methods, particularly in
the areas of consumer behaviour research over the past decade (Catterall, 1998;
Goulding, 1999). Traditional market research is quantitative in nature, basically
embedded in a survey-based or a statistical approach. The focus is on answering
questions concerning ‘what’ rather than ‘why’ (McQuarrie, 1996). As a result, a
researcher encounters difficulties in uncovering latent customer insights that can lead to
successful products (Lauglaug, 1993). This is by far the most significant weakness of
traditional market research. The qualitative approach has much to offer researchers, by
increasing their understanding of the practices, experiences and attitudes of the
customers.

In addition, Millikin (2001, p.75) asserts that qualitative approach is important to
purchase logic as it can indicate why the individual behaves in a certain way and
responds to various stimuli. Ruyter and Scholl (1998) argue that the qualitative
approach has not only proven to be useful for market research purposes, but has also
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helped management consultants and public policy makers to answer questions in areas
like strategic marketing, consumer decision-making, customer satisfaction,
communication, idea generation, product and concept development, and development of
questionnaires.

2.6.1 Acceptance of Qualitative Approach within the IS Field
Within the IS field, Lacity and Janson (1994) argue that the qualitative approach is still
relatively new. They also explain that IS researchers are not familiar with methods used
to analyse qualitative data, and are not comfortable with non-positivist, anti-positivist,
or interpretivist paradigms (p.137). Accordingly, the qualitative approach was not
consistently published in the major IS journals until the 1990s (Trauth, 2001). In
addition, survey-based studies have been most widely used in the IS research
community since the 1960s (Newsted et al, 1998; Kraemer & Dutton, 1991). This is
largely because there is a belief that surveys can offer descriptive information that may
not be achieved with other methods (Kraemer & Dutton, ibid). By contrast, Kaplan and
Duchon (1988, p.573) are concerned about the limitations of using surveys alone. They
argue,
Such studies treat organisational features, user features, technological features,
and information needs as static, independent, and objective rather than as
dynamic, interacting constructs, i.e., as concepts with attributes and meanings
that may change over time and that may be defined differently according to how
individual participants view and experience the relationships between them.
Galliers and Land (1987) believe that IS research covers broader areas than the province
of technology alone because IS is also concerned with relations with the organisation
and the people they serve. This is supported by Lee’s (2001) contention that IS consists
of a technological subsystem and a behavioural subsystem. He further notes that,
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By my definition, our IS field does not deal with technology alone, or with
behaviour alone, or even with the simple concatenation of technology and
behaviour. Our IS field deals with the phenomena that emerge when the
technological and the behavioural interact, much like different chemical
elements reacting to one another when they form a compound. This is what
makes our field different from the traditional behavioural disciplines and the
traditional technological disciplines. (p.247)
Galliers and Land (1987) point out,
This wider view brings with it added complexity, greater imprecision, the
possibility of different interpretations of the same phenomena, and the need to
take these issues into account when considering an appropriate research
approach (p.900).
According to this argument, a purely quantitative focus may neglect aspects of social
interaction and cultural environments that could affect the outcomes of the studies
(Silverman, 1998). There is a need for a flexible approach dealing with the dynamic
nature and complexity of interrelationships and interactions among people,
organisations and information technology. A qualitative approach has increasingly
gained acceptance, especially as current research interest in IS has shifted away from
technological to managerial, behavioural and organisational issues (Benbasat et al,
1987; Myers 1997; Galliers & Land, 1987).

Many well known IS researchers have recognised the value of qualitative approaches
for their works (e.g., Beynon-Davies, 1997; Avison & Myers, 1995; Harvey & Myers,
1995; Gable, 1994; Orlikowski, 1993). In addition, the ISWorld NET website provides
one section on a ‘living version’ of a qualitative approach in IS in an attempt “to create
a single entry point on the Internet to support novice and experienced qualitative
researchers in information systems” (Myers, 1997, p.241). These qualitative approaches
range from ethnography to grounded theory (each of which is discussed below). These
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are becoming more essential for IS professionals as independent modes of analysis or as
an instrument to supplement quantitative approaches (Lacity & Janson, 1994).

2.6.2 Qualitative Methodologies
The following subsections describe the four major research methodologies associated
with the qualitative approach or strategies of inquiry as Myers (1997) coins the term.
These include ethnography, action research, case studies, and grounded theory. The
focus is on the history, background and application of these four methodologies in IS
studies.

2.6.2.1 Ethnography
Historically, ethnography is rooted in social anthropology that attempts to study the new
culture of a group of people. This type of research can help a researcher to deeply
understand and interpret diverse human behaviour in its natural rather than laboratory
settings. Ethnography treats people as informants or teachers rather than as subjects
(Spradley, 1979). Many ethnographic studies attempt to unveil the underlying latent
meaning of the thought and behaviour of people who perceive a particular context
(Werner & Schoepfle, 1987). Thus, the main goal is to provide a thick description
and/or to develop rather than to test theory.

An ethnographer assumes that what people say during an interview or at a focus group
is not always what they mean. Unlike other qualitative methods, ethnography requires
that a researcher go into the field to interview and observe all the people involved over
an extended period of time so that he/she can gain an emic (inside) perspective.
Observation together with asking questions in the actual environment is more powerful.
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The activities, actions and feelings of people are often documented during observation.
This is called participant observation. The emphasis is on allowing a researcher to
immerse himself/herself in the subject being observed, but not to intrude upon or disrupt
it. Because of this, ethnography tends to require considerable time (months or even
years of fieldwork) to record the entire event. Time consuming and labour-intensive
endeavours are considered to be drawbacks. Another concern is that findings may not be
generalised to a larger population.

Over the past decade, ethnography has been successfully applied to everyday settings
such as cooperative organisations. Fellman (1999) contends that ethnography can be
particularly invaluable in new product development, to learn brands and position
products and service in markets. As Mariampolski (1999, p.75) points out,
“Ethnography is particularly effective when little is known about a targeted market or
when fresh insights are desired about that segment. It is also helpful when little is
known about consumer practices in relation to product usage.” After all, a researcher
can obtain insights into how “products are used, services are received and benefits are
conferred” (Mariampolski, ibid, p.79).

In the IS field, a number of researchers have drawn attention to the use of ethnography
in information systems research (e.g., Harvey, 1997; Harvey & Myers, 1995; Pettigrew,
1985). Ethnography can be particularly applied to IS development (Orlikowski, 1991;
Preston, 1991). Beynon-Davies (1997) adds that ethnography is suited to the study of 1)
the use of IS in an organisation, 2) IS developers as well as the IS development
workplace, and 3) evaluation and training in IS projects.
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2.6.2.2 Action research
The term ‘Action research’ is attributed to Kurt Lewin (Lewin, 1948; Argyris, 1985;
Checkland, 1991), who was concerned with social change, conflict and crises within
organisations. Lewin (ibid, p.38) conceives of action research as a spiral of steps, “each
of which is composed of planning, action and the evaluation of the result of action”.
Rapoport (1970, p.499) contends that, “Action research aims to contribute both to the
practical concerns of people in an immediate problematic situation and to the goals of
social science by joint collaboration within a mutually acceptable ethical framework”.
Furthermore, Corey (1953) succinctly defines action research as the disciplined process
of inquiry through which individuals, or teams of colleagues, study their own practices
to both understand and improve their personal situation. Furthermore, action research
activity, where it is done by teams of colleagues instead of individual, is also called
collaborative inquiry.

In action research, a practitioner does research on his or her own life and work.
In contrast to ethnography, action research does not just focus on passive observation,
but also requires a researcher to become involved in participative problem-solving
activities at the same time. Baskerville and Wood-Harper (1998) neatly summarise that
action research is characterised by 1) multivariate social settings, 2) interpretive
assumptions about observation, 3) intervention by the researcher, 4) participatory
observation, and 5) the study of change in a social setting. Indeed, action research is a
combination of both theory and practice, and is a method of inquiry that aims to pursue
the outcomes of action and research at the same time. Avision et al (1999) clarify the
point, “In action research the researcher wants to try out a theory with practitioners in
real situations, gain feedback from this experience, modify the theory as a result of this

28

feedback, and try it again.” They further argue that observing and interviewing people
without intervention is not action research.

In IS research, action research has gained acceptance (Avison et al, 1999; Lau, 1999;
Wood-Harper, 1985). Avision et al (ibid) clearly state, “Hence, we want to celebrate
and recommend action research, because this particular qualitative research method is
unique in the way it associates research and practice, so research informs practice and
practice informs research synergistically”. Vidgen (2002), for example, used action
research to learn the development of an e-commerce application for an SME in the UK.

However, the use of action research in IS has been limited (Lau, 1997; Orlikowski &
Baroudi, 1991). This might be because of three fundamental threats: 1) inability to
control the environment being studied; 2) difficulty to generalize research findings or
difficulty to apply the research findings in other contexts; and 3) subjectivity or the
possibility of having biased research findings (Kock, 2004).

2.6.2.3 Case Study Research
A number of scholars have argued that case study research has a distinct advantage
when “… a ‘how’ or ‘why’ question is being asked about a contemporary set of events
over which the investigator has little or no control” (Yin, 1994, p. 9). Eisenhardt (1989,
p.534) adds that case study research is an appropriate research strategy when the focus
is on “understanding the dynamics present in single settings”.

Data collected seems contextual because the methodology aims to gain in-depth
understanding of social phenomena in a real-life setting. It should be noted that a
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researcher collects information using one or a combination of multiple sources,
including some techniques from quantitative methods (Yin, 1994). Case studies can be
of either a single or multiple-case design. Ellram (1996) concludes that a single case
study is used to “test a well-formulated theory, an extreme or unique case, or a case
which represents a previously inaccessible phenomenon” (p.100), while multiple cases
“represent replication that allow for development of a rich theoretical framework”
(p.102). Multiple-case design, which is similar to multiple experiments, uses replication
logic rather than sampling logic. This means that every case is carefully selected to
predict either similar results (literal replication), or contrasting results (theoretical
replication) (Yin, ibid). Thus, cases are sample units.

Furthermore, case studies can be broadly divided into positivist and interpretive
approaches (Cavaye, 1996; Darke et al, 1998). Walsham (1993) contends that
interpretive methods of research in IS are more appropriate, especially when the aim of
research is to understand the context and the process of information systems, rather than
to establish any hypothesis for testing. The contributions of interpretive research to IS
research have been discussed in the literature (Walsham, 1995a; Walsham, 1995b).
Klein and Myers (1999, p.67) assert,
Interpretive research can help IS researchers to understand human thought and
action in social and organisational contexts; it has the potential to produce deep
insights into information systems phenomena including the management of
information systems and information systems development.
Case study methodology is the qualitative method that is the most commonly employed
in IS field (Orlikowski & Broudi, 1991; Alavi & Carlson, 1992; Hamilton & Ives, 1982;
Myers, 1997). There are several examples of the use of case study methodology within
the IS research literature in terms of a positivist approach (e.g., Benbasat et al, 1987;
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Lee, 1989) and an interpretivist approach (e.g., Benbasat et al, ibid; Cavaye, 1996;
Gable, 1994; Kaplan & Duchon, 1988; Klien & Myers, 1999; Myers, 1994; Walsham,
1995b).

According to Benbasat et al (ibid), the use of case studies is particularly suited to the
study of information systems development, implementation and usage, since current
research interests focus on study of the organisational rather than technical issues. They
also provide four reasons to suggest why the case research approach is useful for IS
research:
1. The phenomenon of interest can be studied in its natural setting,
2. The study focuses on contemporary events,
3. The researcher has no control over subjects or events,
4. The phenomenon of interest does not enjoy an established theoretical base.

Drawbacks should also be considered. Data collection can be time-consuming (Darke et
al, 1998). Case study methodology is also criticized on the grounds that it is difficult to
generalize findings (e.g., Bell, 1992). However, Bassey (1981, p.86) suggests, “the
reliability of a case study is more important than its generalisability.”

2.6.2.4 Grounded theory
Grounded theory is an inductive approach that aims to generate complex theories based
on empirical evidence where little is already known. Grounded theory was initially
presented by the American sociologists Barney G. Glaser and Anselm L. Strauss in their
book, The Discovery of Grounded Theory (1967), and was developed from a
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combination of nursing and sociology disciplines (Thorne, 1991). Since then, grounded
theory has been successfully used in many other disciplines.

Grounded theory has been increasingly mentioned in the IS research literature (e.g.,
Toraskar, 1991; Orlikowski, 1993; Scott, 1998; Adams & Sasse, 1999; Baskerville &
Pries-Heje, 1999; Bryant, 2002). One most notable example in IS research is Orlikowski
(1993) who received the best paper award from MIS Quarterly in 1993. She used
grounded theory to develop a theoretical framework for the adoption and use of
computer-aided software engineering (CASE) tools. She justified the use of grounded
theory by noting that it “allows a focus on contextual and processual elements as well as
the action of key players associated with organisational change elements that are often
omitted in IS studies…” (p.310). In addition, Hughes and Howcroft (2000), and
Urquhart (2001) extensively discuss grounded theory in IS research, and Smit and
Bryant (2000) conveniently summarise the examples of grounded theory usage in IS
research (see Appendix Table A.1).

The main difference from other approaches is that grounded theory allows theories to
emerge directly from raw data, be systematically gathered and analysed, and remain
grounded in data, rather than forcing data to fit existing theories. A grounded theory
researcher strives to avoid exploring relevant literature from the beginning, or
formulating hypotheses based on the prior research and testing them. Instead, he or she
starts by raising of open, general and flexible research questions.

During careful collection and analysis of data, a grounded theory researcher, relying on
his or her theoretical sensitivity, continuously compares similarities and differences
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among categories in an attempt to seek common themes in the data. Categories are
defined as “conceptual elements of a theory” (Glaser & Strauss, 1967, p.36).

The processes are continued until all categories are exhausted, this is, until increasing
the size of the sample yields no new themes, and the theory is validated. Glaser and
Strauss (1967) termed this, ‘theoretical saturation’, and called the process of collecting
data ‘theoretical sampling’. Thomson (1999) describes the difference between statistical
(random) sampling and theoretical sampling. As they (p.815) note,
The purpose [of theoretical sampling] is not to establish a random or
representative sample drawn from a population but rather to identify specific
groups of people who either possess characteristics or live in circumstances
relevant to the social phenomenon being studied.
After coding and categorizing, a grounded theory researcher can expect to see a theory
gradually emerge. In this sense, the theory is grounded directly in the empirical data.

As indicated earlier, the basis behind the generation of the theory is a constant
comparative method of data analysis. Glaser and Strauss (1967, p.105-113) posit that
there are four stages in a constant comparative method:
1. Comparing incidents applicable to each category by coding each incident
into as many categories (or codes) as possible, and comparing the incident
with all other incidents within the same category. At the same time, the
constant comparison generates properties of the category, its dimensions, its
consequences, and its relation to other categories.
2. Integrating categories and their properties by comparing incidents with
properties of the category that resulted from initial comparison. Then,
properties themselves start to become connected, the category becomes
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integrated with other categories, and different categories and their properties
tend to become integrated. As a result, the theory develops and becomes an
integrated theory.
3. Delimiting the theory by reducing categories through uncovering similarities
in the original set of categories or their properties then reformulating the
theory with fewer high-level concepts. In other words, categories become
saturated, and the theory is solidified, when the data gathered through
theoretical sampling is reduced and there is no new incident to be added in
the theory.
4. Writing theory on the basis of the analysis of the coded data, a series of
memos, and the preliminary theory.

Glaser and Strauss (1967) recommend that collating memos on each category is
necessary since the discussions in the memos provide the content behind the categories
that become the major themes of the theory. Memos can help to develop hypotheses
about the relationships among categories and their properties. However, when
necessary, coded data can be revised to pinpoint data behind a hypothesis or to fill gaps
in the theory, and to provide illustrations.

Over time, grounded theory has evolved. Glaser and Strauss have separately developed
their own views on grounded theory. Smit (1999) argues that every researcher who
decides to use grounded theory should investigate this divergence critically. In the
words of Locke (1996, p.243),
Glaser has been rewriting the role to emphasize the need for disciplined restraint
so as to maintain the integrity and neutrality of the method that allows studied
phenomena to inform theorizing; Strauss has pushed researchers to actively
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engage what they study and to systematically explore the full possibilities of
their data.
Although there are differences in terminology and procedures, both approaches share
the fundamental techniques of the classical version of grounded theory. These are
theoretical sampling, constant comparative data analysis, theoretical sensitivity, memo
writing, identification of a core category, and theoretical saturation (Annells, 1997a).
Appendix Table A.2 gives a comparison of the procedural steps among the classic
mode, Strauss and Corbin’ and Glaser’s versions of grounded theory (initially
developed by Annells (ibid, p.125) then expanded by Klunklin (2001, p.96-97)).

Glaser (1978, p.55) asserts, “…the code is of central importance in the generating of
theory”. He introduces substantive coding and theoretical coding. Substantive coding
involves the conceptualisation of the empirical substance of the area of research: it is
basically divided into open coding and selective coding. Open coding is the process of
examining data line by line (or phrase by phrase or word by word) and creating as many
categories as possible. Selective coding aims to delimit coding by choosing 1) a core
category that “accounts for most of the variation in a pattern of behaviour” (Glaser, ibid,
p.93), and 2) the other categories and their properties that are only related to the core
variable. The core category can lead to further data collection.

On the other hand, theoretical coding is a process of determining the relationships
between codes or categories and their properties, which are generated from substantive
coding. These relationships eventually become hypotheses that are integrated into the
theory.

35

Nine years later, Strauss (1987) introduced axial coding, which was further elaborated
by Strauss and Corbin (1990, 1998). This term is used because analysis revolves around
the axis of one category at a time (Strauss, 1987, p.32). Axial coding is defined as a
process of reassembling fractured data in new ways after initial open coding, by
building connections between categories and sub-categories (Strauss & Corbin, 1990, p.
96). Strauss and Corbin (1990) add that axial coding should be done by using a coding
paradigm that involves conditions, context, action/interactional strategies and
consequences. They also argue that the resultant theory will lack density and precision if
the researcher does not use the coding paradigm (p.99).

Glaser (1992, p.4) has challenged this by saying that “asking many preconceived,
substantive questions” of data during analysis results in forcing rather than allowing the
emergence of the theory. He further claims that Strauss (as well as Corbin) is no longer
using grounded theory, but have developed a new methodology altogether. It is,
however, arguable that Strauss and Corbin try to provide a practical guideline for an
inexperienced researcher, not only on grounded theory but also on qualitative research
methodology.

Annells (1997b) recommends that in selecting which version of grounded theory to use,
a researcher should consider four issues: 1) philosophical perspectives, methodological
position and paradigm of inquiry, 2) intended outcome of the study, 3) theoretical
underpinnings, and 4) duel crises of representation (the writing-up of the study) and
legitimation (the rigour of the study). Dey (1999, p.23), however, concludes that there is
no single, correct way to conduct a grounded theory study by saying that “… grounded
theory has no uniform and self-evident interpretation”.
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2.7 Comparing Research Approaches
The quantitative research approach is often contrasted with the qualitative research
approach. For the purpose of brevity, Stainback and Stainback (1984, cited in Leedy,
1993, p.144) summarise the differences between the quantitative and the qualitative
research approaches, as shown in Table 2.2.
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Table 2.2. The Differences between Quantitative and Qualitative Approaches
Source: Adapted from Stainback and Stainback (1984, cited in Leedy, 1993, p.144)

The next section discusses the appropriateness of the approach and methodology
selected for this study with a combination of quantitative and qualitative methods of
data collection. It draws upon the prior discussion of underlying assumptions made in
research.

2.8 Selection and Justification of the Approaches, Methodologies and
Methods in the Study
This study examines information systems from a social, rather than a technical,
perspective. That is, it seeks to examine not how specific information systems work, but
how and why people choose and use specific information systems. As Hirschheim
(1992, p.28) argues, information systems are fundamentally social rather than technical,
and IS epistemology draws heavily on the social sciences.

The aims of social research can be manifold. Babbie (1995, p.84-86) suggests that three
common aims of social science research are exploration, description, and explanation.
Social research may seek to explore a particular social situation, in order to satisfy the
reader’s curiosity and desire for better understanding, carefully test understanding, and
develop methods for a future and more careful study. It may seek to describe a social
situation and events, observing and then describing what is observed in detail. It may
seek to explain a particular social phenomenon.

As there was very little published research on IT usage in Thailand, especially at the
organisational level, and almost no comparative studies of IT in Thai-owned and
multinational companies, the study was designed with a descriptive, exploratory, and
explanatory focus. It sought to discover which companies are using which types of IT to
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operate their businesses as well as to describe in detail the nature of the adoption and
implementation decisions and procedures that managers and end-users in these
companies are engaged in. Furthermore, it proposed explanations for various IS
decisions that managers have made and arguably need to make. Of particular concern
was what motivates or obstacles the adoption of IT in the current business environment.

Prior to conducting this investigation of companies in Thailand and their use of IT, no
specific questions or hypotheses were initially formulated to drive the investigation, as
these may have limited the outcomes of the study. I did not want to force data. Rather,
as described in grounded theory, I very much wanted to first gather a broad and rich set
of data, and then observe any thematic patterns that may emerge from the factual
information gathered about participants’ IT usage. Similarly, no particular assumptions
were made as to what sort of data and which data collection methods would be
implemented. A wide range of possible methods were carefully and critically
considered, from which a small set was then deemed appropriate for the study.

The extensive literature on research methodology suggests that data can be collected
and interpreted in various ways of gathering empirical data, both of which have
advantages and disadvantages. One way of overcoming the limitations of both methods
is to combine them, and such a mixed method approach has been adopted for this study.
The advantage of approaching data collection with multiple methods is that it allows
triangulation of data, and provides both completeness and confirmation of overall
findings (e.g., Glaser & Strauss, 1967; Greene & McClintock, 1985; Patton, 1990;
Kaplan & Duchon, 1988; Gable, 1994). To reiterate, Reichardt and Cook (1979)
succinctly explain three potential benefits of using qualitative and quantitative methods
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together, which include: 1) the ability to serve multiple purposes, 2) the ability to offer
insights that a single method could not provide, and 3) the ability to reduce the biases
that are possibly created by each method.

A perception of the benefits has grown perceived, there have been an increasing number
of studies using two methods (e.g., Ragin, 1987; Kaplan & Duchon, 1988; Lee, 1991;
Gable, 1994; Mingers, 2001). In IS research, Petter and Gallivan (2004) also
acknowledge that IS researchers should invoke a mixed method approach in which
quantitative and qualitative methods are used in order to achieve a better understanding
of the effect of IS in organisations. The studies of Kaplan and Duchon (ibid) on a
hospital laboratory system, Markus (1994) on electronic mail and Trauth and Jessup
(2000) on group support system technology are good examples (see the full discussion
about three studies in Petter and Gallivan (ibid)’ paper.

Each type of general method may involve various specific techniques of collecting data.
For example, a general quantitative method may be operationalised through experiment
and/or survey. A basic qualitative method can be followed by simple observation, by
interview, and/or by audio/visual documentation. This study gathered empirical data
through various methods, in line with the general view of Hamilton and Ives (1982) that
IS research needs to focus on empirical rather than secondary data. It is because the
contribution of empirical research study is not just to the academic discipline, but also
the world of practice (Benbasat & Zemud, 1999).

Several authors explain how quantitative and qualitative methods can be mixed
together. Creswell (2003, p.213-220) describes the six major strategies: 1) sequential
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explanatory strategy, 2) sequential exploratory strategy, 3) sequential transformative
strategy, 4) concurrent triangulation strategy, 5) concurrent nested strategy, and 6)
concurrent transformative strategy. Moreover, according to Steckler et al (1992), there
are four strategies for combining qualitative and quantitative methods:
1. Qualitative methods may be used to aid in the construction of quantitative
measures and instruments.
2. Qualitative methods may be used to aid in the interpretation of quantitative
research findings. Creswell (2003) argues that a qualitative method can be
helpful in examining unexpected results arising from a quantitative method in
more detail.
Creswell (ibid) calls this sequential explanatory strategy that has not necessarily
any specific theoretical perspective to guide the study.
3. Quantitative methods may be used to provide support for qualitative research
findings. Creswell (ibid) also contends that this strategy can be used to test an
instrument or elements of a theory emerging from the qualitative phase, and to
generate qualitative findings for different samples.
4. Qualitative and quantitative methods can both be used equally, and the results
combined.

In accordance with the sequential explanatory strategy of Creswell (2003) and the
second strategy of Steckler et al (1992), the present study was separated into two
distinct phases:
1. A quantitative phase employing a postal survey, and
2.

A qualitative phase employing interviews, observations, and documents.
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The prime objective of the postal survey that I designed was to quantitatively describe
the current and potential use of IT in Thai-owned and multinational companies in
Thailand. However, foreign subsidiaries of MNCs in Australia were also surveyed.
Afterwards, additional qualitative data was used to support the quantitative data. To be
specific, interviews, observations, and documents were helpful in providing further
insights and in-depth understandings of why there are similarities and differences in IT
usage in each group. This process is illustrated in Figure 2.2.

Phase I
Quantitative
Postal Survey
Data Analysis

Phase II
Qualitative
Interviews
Data Analysis

Interpretation
of
Entire Analysis

Figure 2.2. Approaches Taken in Data Collection, Analysis and Interpretation

The two methods are not in competition, but complement and reinforce each other.
Greene et al (1989) classify the five purposes of using both quantitative and qualitative
methods within a single study: triangulation, complementarity, development, expansion,
and initiation. The present study perfectly fits complementarity. As defined by Greene
et al (ibid), “a complementarity seeks elaboration, enhancement, illustration,
clarification of the results from one method with the results from the other method”
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(p.259). Accordingly, the result from interviews, observations, and documents are used
to elaborate and enhance, or illustrate the result from the postal survey. Motives and
barriers with respect to use of IT that were not discovered in the quantitative study can
be clarified as a result. The following sub-sections detailed the selected approaches.

2.8.1 Phase I (Quantitative): a Postal Survey
Despite the potential of a low response rate (Armstrong & Overton, 1997; Church,
1993; Yammarino et al, 1991), a quantitative approach with the survey has often been
used by IS researchers. In Palvia et al’ (2003) review of the methodologies that were
used in seven leading MIS journals during a recent five-year period, a quantitative
survey approach is the most popular. Similarly, the result of the analysis of 2098 IS
articles published between 1985-1996 in leading journals shows that a use of surveys
was the dominant research strategy (Farhoomand & Drury, 1999).

The popularity of surveys might be because the main advantage of a postal survey is the
ability to reach a large sample of respondents in a wide geographic area at the same time
and at a reasonable cost (e.g., Gay, 1990; Sekaran, 1992). Respondents also have time to
think about answers without the influence of an interviewer. Weiers (1988, p.193) adds
that this flexibility allows a respondent to gather information that may not be
immediately available at the time when an interview would take place. According to
Forsgren (1989, p.61), the additional advantages of undertaking a postal survey are as
follows:
[1] Compared with others methods the postal questionnaire is relatively cheap.
[2] A great deal of information can be obtained very quickly without the
problems of interviewer bias and variability inherent in face-to-face techniques.
[3] A certain degree of respondent anonymity is assured. … [4] Sensitive
information can more easily be gathered through mail surveys where specific
data are requested and records and other sources can be sought for verification.
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Based on the above discussions, a postal survey was appropriately applied in the first
phase. The survey was expected to provide macro-level findings: it was primarily used
as a starting point for further data collection, and allowed me to obtain a substantial
amount of information at a reasonable cost from many companies in both Thailand and
Australia at one time.

The intention was not to test or demonstrate a statistical relationship of causes and
effects between dependent and independent variables of interest. The broad aim was to
obtain descriptive data about a general outline of the current IT usage and IT
capabilities in each group of companies. The emphasis of analysis was placed on
discovering facts, describing a distribution, and making comparisons between
distributions, but not on testing any theory. Thus, the hypothesis was simply that
common perceptions of the facts were or were not at odds with reality, rather than to be
causal (Pinsonneault & Kraemer, 1993).

2.8.2 Phase II (Qualitative): Interviews, Observations, and Secondary Sources
A postal survey alone did not seem to provide satisfactory information on the reasons
for similarities and differences in IT usage in each group of companies. Pinsonneault
and Kraemer (1993, p.99) suggest,
The results obtained from the survey would have been difficult to interpret and
understand without the fieldwork. …Multiple data collection methods provide a
more complete picture of the phenomenon studied and permit researchers to
validate data. This is even more important in exploratory and explanatory
studies.
It was recognised that there was a need for more probing research in order to gain a
more holistic understanding of motives or barriers behind adoption and non-adoption of
IT. It was thus decided to follow up the initial quantitative research by the second phase,
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which adopted an interpretivist paradigm because these motives and barriers cannot be
simply explained and predicted from the regularities and causal relationships that a
positivist view entails. They can only be understood from the point of view of the
individuals directly involved in the process of initiation, adoption, implementation and
IT usage in their organisations.

Accordingly, in the second phase, an explanatory and interpretative approach was taken
that involved the collection of qualitative data. Qualitative data were needed to gain an
in-depth understanding of the phenomena, to get insight into experience, to find out
motives or influences behind decisions, and to get a view of attitudes, opinions, feelings
and knowledge held by IT users (e.g., Maxwell, 1996; Patton, 1990; Berg, 1998). In
other words, the patterns of current IT usage found in the preliminary survey would be
explained and interpreted. With qualitative data, it is possible to preserve the
chronological flow, see precisely which events led to which consequences, and derive
explanations (Miles & Huberman, 1994, p.1). To narrow down the scope of the study,
one of the application software studied in the first phase was selected as a target area of
study, and examined in greater depth.

The main method or technique chosen for data collection was the face-to-face, semistructured interview, because it was expected that this particular technique would
provide the opportunity to gain a deeper understanding than that provided by a closedended survey. Additional data was collected through observation and secondary sources.

Moreover, a grounded theory method was adopted to this phase of the data collection
and analysis. As defined by Glaser (1992, p.16), grounded theory is “a general

46

methodology of analysis linked with data collection that uses a systematically applied
set of methods to generate an inductive theory about a substantive area”. In this study,
the term ‘a grounded theory method’ was deliberately used, and referred to as a method
for collecting and analysing data in order to inductively develop theory that explains the
collected qualitative data (Punch, 1998; Charmaz, 2000). The reasons for selecting
grounded theory and using a grounded theory method will be advanced in the following
section.

2.8.3 Why Grounded Theory?
First and foremost, the appeal of grounded theory outlined in Section 2.6.4 is that it
allows theories to emerge specifically from the empirical data collected. Rather than
being framed within the researcher’s preconception and then being verified, the reasons
for adopting or not adopting IT can be drawn from, or be grounded in, the empirical
data. Secondly, the coding techniques of a grounded theory method can help the
researcher to cope with the unstructured complexity of social reality (Bryman, 1992,
p.84). Therefore, the large volume of data collected during the interviews can be
handled systematically and theoretically.

Thirdly, a grounded theory method is capable of generating theories that are relevant to
practitioners in the area of inquiry, what Locke (2001, p.95) calls “linking well to
practice”. In other words, substantive or even formal theories that a grounded theory
method generates can help IT managers and users gain a perspective on their own
situations. Fourthly, theories or hypotheses generated during a grounded theory study
can be verified later through the use of quantitative or qualitative data (Glaser &
Strauss, 1967; Glaser, 1992).
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Grounded theory was chosen in preference to other qualitative methodologies for a
number of reasons. Firstly, action research was rejected in this study, primarily because
the researcher was not part of the situation (particularly, one of the implementation
team).

Secondly, data collection for case study research and ethnographic research can be very
time-consuming, and may not give significant findings in the short timeframe available.
An additional reason is that the focus of this study is not any particular company but
rather the phase of initiation/adoption per se in a variety of settings. It is, therefore, the
variety of views that I aimed to capture and analyse. A case study was thus considered
as unnecessary, as Rennie et al (1988, p.147) contend,
Unlike the case study, [grounded theory] emphasizes the necessity to replicate
the evidence of such events by addressing more than one individual. In
replicating individual findings across as many people as are necessary for
emergent categories to saturate, the investigator gets a foothold on a commonly
experienced phenomenon.
In addition, grounded theory is more beneficial than ethnography and phenomenology,
since it emphasises conceptualisation and theory development rather than just thick
description (Strauss & Corbin, 1990, 1994; Goulding, 2002). Strauss (1987, p.22-23)
clarifies this point:
The focus of analysis is not merely on collecting or ordering “a mass of data, but
on organizing many ideas which have emerged from analysis of the data”
[original emphasis].
The fundamental principles of grounded theory were described earlier in Section 2.6.4.
The specific techniques or procedures undertaken will be discussed at length in Chapter
5 and Chapter 7.
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2.9 Summary
This chapter began with a brief discussion of underlying assumptions of research, and
gave the reasons for choosing both positivist and interpretive paradigms. This was
followed by a review of available research approaches: quantitative and qualitative. The
strengths, drawbacks, ease of research approach, including examples of using these
approaches in IS research, were investigated and documented.

After an examination of the available research approaches and data collection methods,
it was decided that mixed methods approach applied in two phases is appropriate for
this study. The first phase used a quantitative approach, and involved an exploratory
postal survey. For the second phase, qualitative data was used to extend the results of
the first phase in more depth. The methodology selected was grounded theory. A
grounded theory method was chosen as a method of qualitative data collection and
analysis. The section 2.6.4 briefly introduced grounded theory, and the section 2.8.3
shortly described reasons for selecting this methodology. In Chapter 3 and 5, a complete
description of the use of both approaches associated with the quantitative and qualitative
data collection methods is provided.
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Chapter 3
The Design of the Quantitative Data Collection (Phase One)
3.0 Introduction
The previous chapter described and justified the overall design and the methodology to
be adopted for this research. It concluded that the investigation in this study would be
divided into two phases. This chapter consists of a comprehensive discussion of the
quantitative approach of the first exploratory phase. After reporting the survey results of
this phase in the next chapter, the qualitative approach will be dealt with at length in
Chapter 5, followed by the findings of the qualitative study in Chapter 6.

The chapter begins with the reason for selecting the postal survey (Section 3.1) in the
first stage of this study then gives an outline of its purpose. Next, the sampling design is
described in Section 3.2. The research design including the development of the
instrument questions, the pre-test and questionnaire administration will be discussed in
Section 3.3. Finally, section 3.4 summarises and concludes the chapter.

3.1 Purpose of Study
Before the present study, little information was known about how application software
had recently been used, and are currently being used by Thai-owned and multinational
companies. Therefore, it was considered necessary to first gather information on their
use of and attitudes towards a number of representative application software. The
application software was purposely chosen, because they are among the most commonly
used, or have become increasingly crucial for many businesses. These applications
included accounting software, human resource (HR) software, an Enterprise Resource
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Planning (ERP) system, Customer Relationship Management (CRM) software, Supply
Chain Management (SCM) software, the Internet, and e-mail.

The postal survey design was selected. As previously discussed in Chapter 2 on the
advantages of conducting a postal survey, this research design makes it possible to
obtain a substantial amount of information at a reasonable cost from many organisations
in both Thailand and Australia at one time. The postal survey enable me to develop a
preliminary understanding of how IT is used among Thai-owned and multinational
companies in order to see whether there are similar patterns, or differences of usage and
non-usage in each group. The results helped to update the current IT statistics. Some of
the reasons for not using each application software were also examined. More
importantly, the survey outcome assisted me in narrowing down the scope of the
research and in identifying which of these application software should be specifically
targeted.

3.2 Sampling Design
As the exact number of MNCs that operate in both Thailand and Australia and that have
a home office in a third country has never been established, a sample of 320 MNCs was
randomly selected from lists supplied from foreign Chambers of Commerce in
Thailand: 1) the American Chamber of Commerce in Thailand, 2) the Thai-Italian
Chamber of Commerce, 3) the Danish-Thai Chamber of Commerce, 4) the GermanThai Chamber of Commerce, 5) the Thai-Norwergian Chamber of Commerce, and 6)
the Japanese Chamber of Commerce, Bangkok. I manually visited the homepages of
each selected company, to search for their addresses and telephone and fax numbers.
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At the same time, the 320 Thai-owned companies, which have the largest turnover of all
companies in Thailand, were drawn from the database of the Revenue Department of
Thailand (permission had been granted in writing). Around 80% of these companies
have had an average annual turnover of more than ten million Australian dollars. They
are all large-sized companies and represent a variety of industries. Some of them have
diversified locally and abroad. It is believed that these companies could be leaders for
deploying IT or could have great potentials and resources for investment in IT. It is,
therefore, fitting to compare them with MNCs.

3.3 Research Design
To achieve a high response rate, Dillman (2000)’s Tailored Design Method was
employed in constructing the format of the questionnaire and for the administration of
the postal survey. Dillman (ibid)’s method includes: deciding on a questionnaire
structure, ordering the questions, choosing the first question, formulating the pages,
designing the front cover, writing the cover letter, preparing the return envelopes,
assembling the postal package, and sending follow-up mailings.

Furthermore, the Centre for Research Policy and Innovation Studies (CRP) at the
University of Wollongong agreed to act as the sponsor. The Centre has focused on an
understanding of the relationship between public investments in scientific research and
innovation in industry, institutional links between higher education and industry and
regional perspectives concerning the impact of policy on innovation and national
development.
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3.3.1 Instrument
The initial 67-item survey instrument was developed as suitable to this study.
Questionnaire items were developed in accord with the research aims. The items that
determine and gather information on accounting software, HR software, an ERP system,
CRM software, SCM software, the Internet, and e-mail were based on concerns in the
IS literature (Ross & Chaudhry, 1990; Shelley, 1998; Stair & Reynolds, 2001; Jessup &
Valacich, 2003; Patterson et al, 2003; Adhikari et al, 2004; Karakostas et al, 2004;
Laudon & Laudon, 2004). In reviewing the relevant literature, the best possible results
could be assured. Then, the questionnaire was extensively pre-tested and further refined,
as described in Section 3.3.3.

As suggested by Dillman (2000), all questions were close-ended with and without
ordered response choices, in order to increase the likelihood of respondents completing
the survey and helping me to statistically summarize responses. As such, the survey
employed three question formats: 1) Yes/No; 2) five-point Likert scales; and 3)
checklist types of questions (see Appendix B.1, B.2 and B.3 for a copy of questionnaire
used). However, the questionnaire was not designed in a booklet format as Dillman
(ibid) recommends. Instead, I followed the advice offered by the Statistical Consulting
Service at the University of Wollongong, to keep a questionnaire short and simple
enough to be completed within ten to fifteen minutes.

3.3.2 Questionnaire Design
The questionnaire was composed of four main sections. The first section was designed
to solicit basic data on the general characteristics of the respondents’ companies. It is
often anticipated that these characteristics may influence the capability of the company
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to adopt and implement innovation. The respondents were requested to indicate their
industry type, sales, number of employees and the country in which their head office
was located. The second section was intended to collect data related to their IT
capabilities and resources. The third section dealt with their IT strategies. These
questions investigate whether these factors are associated with the adoption of IT.

Finally, the basic objective of the last section was to seek additional information related
to how specific types of application software were currently being used. The
respondents were simply asked whether they had decided either to adopt, or not adopt,
each application software for their business. In the case of companies that did not use
particular application software, the respondents were also asked to indicate why their
companies had not adopted this technology and if they planned to do so in the future.

Separate questionnaires were prepared. For MNCs, the respondents were specifically
asked to determine whether their parent companies have an influence on IT adoption.
Copies of the two questionnaires are included in Appendix B.1, B.2, and B.3.

3.3.3 Pre-testing
Prior to its mailing, the questionnaire was pre-tested to improve and validate the survey,
and determine the most appropriate length of the survey. A draft of the questionnaire
was then sent electronically to several IS professionals, two Australian academics in
Information Systems and two IT managers working in the leading companies in
Thailand, and one system analyst working in a company in the U.S. Their comments
and suggestions were used to revise the survey and to reduce the number of items from
67 to 49. Afterwards, the questionnaire was approved by the Human Research Ethics
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Committee, University of Wollongong. A contact telephone number and e-mail were
made available if participants required further information.

As the questionnaire was originally prepared in English, translation of the questionnaire
was required. It is anticipated that using the Thai version would be easier to understand
for Thai people, since they use Thai as their first language, and would encourage them
to respond to the survey. Sekaran (2000, p.242) suggests, “It is important to ensure that
the translation of the instrument to local language is equivalent to the original language
in which the instrument was developed”. As such, the English version was first
translated into Thai by a native Thai who is fluent in both English and Thai and has
expertise in IS. The Thai questionnaire was then translated back into English again by
another person with the same qualifications. Eventually, I examined and compared the
translation and original.

3.3.4 Administering Questionnaires
The survey was conducted between May 1 and May 31, 2003. Survey packages were
mailed to the chief executive officers (CEOs) of 640 company branches in both
countries as well as 320 Thai-owned companies. They were requested to forward the
questionnaires to his/her appropriate IT executives. The respondents were assured of
confidentiality concerning their personal information. Neither firm names nor
identification of individuals were used by anyone other than my supervisors and me.

During the process of data collection, individual visits were paid to assist the
respondents to complete the questionnaire and to gain additional insight. The survey
package included a cover letter asking for their cooperation, a postage-paid return
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envelope, and a copy of the questionnaire. The cover letters explained the objectives
and importance of the study. The cover letters included the name and contact
information of the researcher and the logo of the University of Wollongong (Dillman,
2000). Please refer to Appendix B.4, B.5 and B.6 for a copy of the cover letter.

Approximately three weeks after the initial mailing, another copy of the questionnaire
and a follow-up cover letter were re-sent to the companies who did not respond by the
due date. Please refer to Appendix B.7, B.8, and B9 for a copy of the follow-up cover
letter. The letter thanked the respondents who had already returned their questionnaire
and encouraged the others to respond. If there still was no response, a follow-up
telephone call was made to a random selection of non-respondents.

3.4 Summary
This chapter describes the quantitative approach employed in the first phase of this
study. The overall design was exploratory in nature, and was used to gather information
on how application software was being used and had recently been used by Thai-owned
and multinational companies. The chapter detailed the research design and procedures.
The data collected from the returned questionnaires is presented and discussed in the
next chapter (Chapter 4) and is used to guide the collection of qualitative data.
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Chapter 4
Results, Findings and Discussions of Survey
4.0 Introduction
The general purpose of the survey was to explore whether similarities and differences
currently exist in IT usage among each group of companies. The questions covered
application software, which included accounting software, HR software, an ERP
system, CRM software, SCM software, the Internet, and e-mail. In this chapter, data
collected from the questionnaires is analysed using descriptive statistics, and presented
in the form of frequencies and percentages. This is followed by a discussion comparing
the use of each application software between each of the three groups of companies.
This chapter also provides the background for further investigation, and concludes with
a justification for narrowing the focus of the study for a more in depth investigation in
the second phase involving qualitative data.

4.1 Response Rate
As outlined in Chapter 3, 320 survey packages were mailed to Thai-owned companies
and 320 to MNCs in Thailand. Although the primary focus was the companies in
Thailand, the questionnaire was also sent to 320 MNCs in Australia. Twelve
questionnaires were returned as undelivered by the post-office, either because the
addressee had moved to another location, or the mailing address was incorrect. In
addition, some respondents reported that their company policy did not allow them to
disclose any information on their IT departments. Others said they had no time in
completing and returning the questionnaire, and did not see the perceived benefits and
relevance of the questionnaire to them. All these companies were MNCs in Australia.
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According to Jobber (1989, p.134), the response rate is defined as “the percentage of
total questionnaires mailed (and not returned by the postal service as undelivered) that
were returned by respondents”. Hence, after the follow up, the usable response rates for
Thai-owned companies and MNCs in Thailand were 38.1% and 31.6%, respectively. On
the other hand, 80 questionnaires from MNCs in Australia were returned and they
represent a usable response rate of 25.0%. This level of response is less than expected.
Follow up telephone calls and faxed messages did not increase the response rates
substantially.

Nevertheless, an overall response rate of 31.6% was achieved, which was believed to be
sufficient for the purpose of the study. According to Moser and Kalton (1971), the
results of a postal survey could be considered as unbiased if the responses rate is more
than 30%. Similarly, Volsky et al (2002) posit that typical response rates for industrial
studies range from 15-30%. Therefore, the response rate that is in excess of 30% is
considered to be acceptable.

4.2 Data Analysis Procedures
The data from the returned questionaries were analysed using Statistical Package for
Social Science (SPSS) software, version 12.0.1, for Windows. Descriptive statistics, the
mean and standard deviation, were then computed to summarise and analyse patterns in
the response of people in the sample (as per de Vaus, 1991). Frequency and percentages
are presented in tables, as shown in Appendix C.

The first three parts of the survey collected data on company profiles, general IT
capability and IT strategy. The responses are summarised in Sections 4.3, 4.4 and 4.5,
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respectively; within the three groups of Thai-owned companies, MNCs in Thailand and
MNCs in Australia. This gives two points of comparison: 1) between locally owned
companies and MNCs in an Asian, developing economy (Thailand); and 2) between
MNCs in an Asian, developing economy and a developed Western economy (Australia).
This information provided a background to the data from the remainder of the survey
that addressed the use of specific application software, and is presented in Section 4.6.
These data are summarised to enable comparisons of the use of each application
software between each group of companies.

4.3 Profile of Respondent Companies
4.3.1 Description
In the first part of the survey, respondents were requested to indicate their industry
sector, number of employees, and revenue. For MNCs, respondents were also asked to
indicate the country in which their head office was located. The profile of Thai-owned
companies, MNCs in Thailand and MNCs in Australia is presented in Appendix C
Tables C.1, C.2 and C.3, respectively.

The respondent companies represented a broad range of industries and varied in size as
determined by either employee numbers, or revenue. The manufacturing and/or
engineering industry represented the largest group of Thai-owned companies (48.7%),
MNCs in Thailand (29.7%), and MNCs in Australia (36.3%) that responded to the
survey. Most respondent companies had no more than 499 employees. Over one-third of
Thai-owned companies and MNCs in Thailand had annual revenue in the range of $10–
49 million, while a quarter of MNCs in Australia had annual revenue between $100-499
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million. The majority of MNCs in Thailand (39.6%) and MNCs in Australia (47.5%)
were headquartered in the United States.

4.3.2 Interpretation
In many cases, the adoption and use of IT seem to be correlated to company size (e.g.,
DeLone, 1981; Lehman, 1985). Larger companies are more likely to be earlier adopters
(Rogers, 1995). Since MNCs are generally large companies, foreign subsidiaries of
MNCs are on average larger than locally-owned companies in host countries, when
measured in terms of the number of employees and turnover (Navaretti & Venables,
2004).

In this study, however, more than half of the respondent companies (those with less than
499 employees) were about the same size, and so differences in the adoption and use of
IT might not be attributable to difference in company size. It is expected that this will
allow other issues to emerge.

4.4 IT Capabilities and Resources
4.4.1 Description
The next part of the survey collected data on respondent companies’ IT capabilities and
resources. This information comes from Thai-owned companies, MNCs in Thailand and
MNCs in Australia, and is presented in Appendix C Tables C.4, C.5 and C.6,
respectively.

68.9% of Thai-owned companies, 60.5% of MNCs in Thailand, and 62.5% of MNCs in
Australia have adopted the Business-to-Business (B2B) model. More than half of all
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respondent companies, 54.9% of Thai-owned companies, 57.4% of MNCs in Thailand,
and 53.8% of MNCs in Australia reported their IT structure as centralised. As expected,
Microsoft Network was the most popular network operating system, and was used by
81.1% of Thai-owned companies, 81.2% of MNCs in Thailand, and 88.8% of MNCs in
Australia.

The vast majority of respondent companies, Thai-owned companies (80.3%), MNCs in
Thailand (96.0%), and MNCs in Australia (95.0%), reported that their employees used a
computer network for sharing files and information. Only 41.8% of Thai-owned
companies, 67.3% of MNCs in Thailand, and 90.0% of MNCs in Australia allowed their
employees to access their company system remotely.

4.4.2 Interpretation
Electronic commerce can fall into two main categories, Business-to-Business (B2B) and
Business-to-Customer (B2C). Nearly two-thirds of the respondent companies claimed to
have adopted a Business-to-Business (B2B) model. The primary purpose of Internet
usage and of developing a website will be discussed in Section 5.6.6. Interestingly, not
only Thai-owned companies, but also MNCs in both Thailand and Australia preferred to
take a computing structure, in which everything is centrally controlled.

The Microsoft Network was the most popular among the platforms, and a majority of
respondent companies used it to share files and information. Some companies provided
remote access via modem for their employees who travel. However, MNCs in both
Thailand and Australia allowed their mobile workers to access the company systems
from a remote distance, whereas most Thai-owned companies did not. The security

61

appears to be the big issue here. Thai-owned companies might also lack adequately
trained IT staff and technical capability.

4.5 IT Strategies
4.5.1 Description
The next part of the survey focused on IT strategies, containing questions to investigate
whether various strategic factors are related to the adoption of IT. Appendix C Tables
C.7, C.8 and C.9 show that this information comes from Thai-owned companies, MNCs
in Thailand and MNCs in Australia, respectively.

The majority of Thai-owned companies (74.6%), MNCs in Thailand (82.2%) and
MNCs in Australia (81.3%) reported that they had a corporate-wide strategy for IT
usage. Moreover, MNCs in Thailand reported that the size of the branch (68.3%) was
likely to be the major basis for choosing the strategic roles that IT played in different
locations, whereas MNCs in Australia indicated that the opinion of local management
tended to prevail.

4.5.2 Interpretation
It is apparent that most of the respondent companies had a corporate-wide strategy for
the use of IT. For MNCs in both Thailand and Australia, strategic concerns assigned
different uses of IT to different branches in different locations. Furthermore, the size of
the branch and opinion of local management were the major bases for deciding the
strategic roles that IT plays in different circumstances.
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4.6 Usage of Specific Information Technologies
In the next part of the survey, respondents were asked whether they had decided
whether to adopt or reject specific types of application software for their business.
Questions were posed in order to elicit additional information related to how each
application software was currently being implemented. This section of the chapter will
present the results for each application software.

Respondent companies who had not adopted the specific software were asked to rate
factors that were barriers to their adoption of the software on a five-point scale where
one 1) represented, ‘low importance’ and five 5) represented, ‘high importance’. The
mean score and standard deviation are presented in the relevant tables, and indicate the
intention to implement the software package in the future.

4.6.1 Accounting Software
4.6.1.1 Description
Appendix C Table C.10 shows a comparison between Thai-owned and multinational
companies in terms of accounting software usage. The majority of Thai-owned
companies (94.3%), MNCs in Thailand (89.1%), and MNCs in Australia (96.3%) used
accounting software. Appendix C Table C.11 indicates that 32.2% of Thai-owned
companies, 68.9% of MNCs in Thailand, and 81.8% of MNCs in Australia had no
trouble finding accounting software to meet their set of needs.

Operations in most MNCs in both Thailand and Australia chose to process accounting
data locally; a decision influenced both by directives from their headquarters and by
legal and regulatory requirements. This result is shown in Appendix C Tables C.12 and
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C.13. MNCs in Thailand (81.1%) were more influenced by their headquarters in their
choice of accounting software than MNCs in Australia (59.7%). 81.1% of MNCs in
Thailand and 59.7% of MNCs in Australia needed to process accounting data separately
to meet local legal and regulatory requirements, as well as those of their headquarters.

The data from respondent companies who had not adopted accounting software are
presented in Appendix C Tables C.14 and C.15. Those non-adopters had various
reasons for not doing so. For Thai-owned companies, lack of adequate funding (mean
score = 2.43) constituted the most important reason for not adopting accounting
software. On the other hand, most MNCs in Thailand considered lack of perceived
benefits (mean score = 2.36) as the most influential factor contributing to the rejection
of accounting software, whereas the most important barrier to the adoption of
accounting software among MNCs in Australia was lack of adequate personnel
resources (mean score = 3.50). The majority of non-adopters expressed an intention to
adopt accounting software in the future.

4.6.1.2 Interpretation
It is common that companies computerise their accounting activities, and automate their
accounting processes. MNCs in particular face a set of accounting challenges because
they must deal with multicurrency, mutireporting and multilingual issues, and follow a
myriad of accounting and tax rules (Adhikari et al, 2004). As a result, MNCs have a
more serious concern in the selection and use of accounting software capable of
handling international accounting issues and transactions.
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It is apparent that the overwhelming majority of Thai-owned companies and MNCs in
both Thailand and Australia have used accounting software. It was, however, surprising
that Thai-owned companies had more trouble in finding accounting software to meet
their set of needs than MNCs. Over two-third of MNCs in both Thailand and Australia
reported that their accounting software fitted their needs. The headquarters of MNCs in
Thailand had influence upon their choice of accounting software more than those MNCs
in Australia.

4.6.2 Human Resource (HR) software
4.6.2.1 Description
Appendix C Table C.16 shows comparisons between Thai-owned companies and MNCs
in terms of HR software usage. A large percentage of Thai-owned companies (59.0%),
MNCs in Thailand (63.4%), and MNCs in Australia (56.3%) reported that they used HR
software. Appendix C Table C.17 indicates that 56.9% of Thai-owned companies,
62.5% of MNCs in Thailand, and 100.0% of MNCs in Australia, which adopted HR
software, had no trouble finding HR software to meet their set of needs. As shown in
Appendix C Table C.18, 26.4% of Thai-owned companies, 32.8% of MNCs in
Thailand, and 42.2% of MNCs in Australia still do not make personnel benefits, payroll
and other HR-related information available electronically to employees.

Operations of most MNCs in both Thailand and Australia chose to process HR data
locally; a decision influenced both by directives from their headquarters and by legal
and regulatory requirements, as shown in Appendix C Tables C.19 and C.20. MNCs in
Thailand (50.0%) were more influenced by their headquarters in their choice of HR
software package than MNCs in Australia (37.8%). 70.3% of MNCs in Thailand and
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60.0% of MNCs in Australia needed to process HR data separately to meet local legal
and regulatory requirements, as well as those of their headquarters.

The data from respondent companies who had not adopted HR software are presented in
Appendix C Tables C.21 and C.22. Those non-adopters had various reasons for not
doing so. For Thai-owned companies, lack of adequate personnel resources (mean score
= 2.43) constituted the most important reason for not adopting HR software. On the
other hand, most MNCs in both Thailand and Australia considered lack of perceived
benefits (mean scores = 3.08 and 3.33) as the most influential factor contributing to a
rejection of HR software. More than two-thirds of non-adopting Thai-owned companies
(66.0%) and non-adopting MNCs in Thailand (94.6%) expressed an intention to adopt a
HR software package in the future, whereas over 60% of non-adopting MNCs in
Australia did not.

4.6.2.2 Interpretation
In this section, the trend of HR software usage is examined. According to Ross and
Chaudhry (1990, p.415), the need in companies for such software with a computerised
database is due to the fact that:
Managers can match employees possessing specific skills with the skill
requirements of special projects, managers can compare the anticipated number
of workers needed with the anticipated number of positions available throughout
the organisation in an attempt to forecast personnel needs, and employees may
chart their career paths.
The survey findings revealed that more than half of Thai-owned companies and MNCs
in both Thailand and Australia used HR software. It is surprising that all MNCs in
Australia in the sample had no trouble finding suitable software. Most Thai-owned
companies and MNCs in both Thailand and Australia did not prefer their employees to
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have access to personnel benefits, payroll and other HR-related information
electronically.

4.6.3 Enterprise Resource Planning (ERP) System
4.6.3.1 Description
Appendix C Table C.23 shows comparisons between Thai-owned companies and MNCs
in terms of ERP system usage. 52.5% of Thai-owned companies, 50.5% of MNCs in
Thailand, and 58.8% of MNCs in Australia used ERP systems. Appendix C Table C.24
indicates which modules the respondent companies regularly used. There is no
significant difference between Thai-owned companies and MNCs in both Thailand and
Australia in their use of modules.

Appendix C Table C.25 shows the perceived needs of respondent companies to modify
their ERP system and Business Processes. Most Thai-owned companies (50.0%), MNCs
in Thailand (68.6%), and MNCs in Australia (61.7%) needed to modify both their ERP
systems and business processes. For MNCs operating both in Thailand and Australia,
their headquarters had influence upon local operations in their choices of an ERP
system, as shown in Appendix C Table C.26. MNCs in Thailand (90.2%) were more
influenced by their headquarters in their choice of an ERP system than MNCs in
Australia (59.6%).

The data from respondent companies who had not adopted an ERP system are presented
in Appendix C Tables C.27 and C.28. Those non-adopters had various reasons for not
doing so. For Thai-owned companies, lack of adequate personnel resources (mean
scores = 2.84) constituted the most important reason for not adopting an ERP system.
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On the other hand, most MNCs in both Thailand and Australia considered lack of
perceived benefits (mean scores = 2.60 and 3.33) as the most influential factor
contributing to the rejection of an ERP system. However, more than half of nonadopting Thai-owned companies (58.6%) and non-adopting MNCs in Thailand (84.0%)
had an intention to adopt an ERP system in the future, whereas over 60% of nonadopting MNCs in Australia did not.

4.6.3.2 Interpretation
Davenport (1998, p.121) defines an ERP system as an enterprise system that promises
seamless integration of all information flowing through a company, including financial
and accounting information, human resource information, supply chain information,
customer information. ERP systems first received attention in the early 1990s, and were
popularised in the late 1990s, partly because the year 2000 (Y2K) problems highlighted
shortcomings of old non-integrated legacy systems. Companies replace their legacy
systems with an ERP system for many reasons: to solve the fragmentation of
information, to reduce maintaining costs for many different divisional systems, and to
have direct access to a wealth of real-time operating information, for example
(Davenport, ibid, p.123-124).

According to the survey findings, a little over 50% of Thai-owned companies and
MNCs in both Thailand and Australia have already adopted, implemented and used an
ERP system. Accounting and Inventory modules were regularly used. The headquarters
of MNCs in Thailand had an influence upon the choice of ERP systems more than those
of MNCs in Australia.
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A majority of the respondent companies agreed that there was a great need to modify
(or customise) an ERP system to fit organisational business processes. As Davenport
(1998, p.125) explains,
[ERP] is, after all, a generic solution. Its design reflects a series of assumptions
about the way companies operate in general. …In many cases, the system will
enable a company to operate more efficiently than it did before. In some cases,
though, the system’s assumptions will run counter to a company’s best interests.
4.6.4 Customer Relationship Management (CRM) Software
4.6.4.1 Description
Appendix C Table C.29 shows comparisons between Thai-owned companies and MNCs
in terms of their CRM software usage. 20.5% of Thai-owned companies, 21.8% of
MNCs in Thailand, and 37.5% of MNCs in Australia used CRM software. Appendix C
Table C.30 indicates which modules the respondent companies regularly used.
Appendix C Table C.31 shows the need to modify CRM software and associated
Business Processes. Most respondent companies, 48.0% of Thai-owned companies,
72.7% of MNCs in Thailand, and 46.7% of MNCs in Australia, reported that they
needed to modify both their CRM software and business processes. For MNCs
operating in Thailand and in Australia, their headquarters had influenced local
operations in their choices of CRM software. Appendix C Table C.32 shows that more
MNCs in Thailand (72.7%) were influenced by their headquarters in their choice of
CRM software than MNCs in Australia (33.3%).

The data from respondent companies who had not adopted CRM software are presented
in Appendix C Tables C.33 and C.34. Lack of perceived benefits constituted the most
important reason for not adopting CRM software. However, 71.1% of non-adopting
Thai-owned companies, 87.3% of non-adopting MNCs in Thailand, and 51.0% of non-
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adopting MNCs in Australia reported that they had an intention to adopt CRM software
in the future.

4.6.4.2 Interpretation
The need for systematic CRM approaches and CRM tools in an organisation has arisen
with the growth of technology and its ability to manage the business-to-customer
relationship with flexibility, and to focus on the needs of the individual client. Rygielski
et al (2002, p. 484) explain,
The concepts of mass production and mass marketing, first created during the
Industrial Revolution, are being supplanted by new ideas in which customer
relationships are the central business issues. Firms today are concerned with
increasing customer value through analysis of the customer lifecycle.
IT, if used effectively, can help retain customers by better managing customer-related
knowledge and building stronger relationships (Karakostas et al, 2004; Kohli et al,
2001; Wells et al, 1999). It was, therefore, surprising that the majority of the respondent
companies did not adopt a CRM software package. Lack of perceived benefits
constituted the most important reason for not adopting CRM software. However, more
than half of the respondent companies had an intention to adopt CRM software in the
future.

4.6.5 Supply Chain Management (SCM) Software
4.6.5.1 Description
Appendix C Table C.35 shows the methods that the respondent companies used for
communication with suppliers. The most common method of communication with
suppliers for Thai-owned companies (mean score = 4.20) and MNCs in Thailand (mean
score = 4.24) was a fixed phone. As expected, most MNCs in Australia used e-mail to
communicate with their suppliers. Appendix C Table C.36 indicates the comparison
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between Thai-owned companies and MNCs, in terms of SCM software usage. 21.3% of
Thai-owned companies, 16.8 % of MNCs in Thailand, and 35.0% of MNCs in Australia
used SCM software. For those using SCM software, their purposes for using it are
shown in Appendix C Table C.37. The majority of both Thai-owned companies (76.0%)
and MNCs in Thailand (58.8%) used SCM software for vendor management. The main
purpose of using SCM software in MNCs operating in Australia was inventory control.

According to the responses to the survey, the customers, suppliers and headquarters all
influenced the choice of SCM software in the respondent companies. This result is
shown in Appendix C Tables C.38, C.39, and C.40. More Thai-owned companies
(64.7%) were influenced by their customers in choosing SCM software than MNCs in
both Thailand (41.2%) and Australia (25.0%). More Thai-owned companies (53.8%)
were influenced by their suppliers in choosing SCM software than MNCs in Thailand
(23.5%) and Australia (32.1%). More MNCs in Thailand (94.1%) were influenced by
their headquarters in choosing SCM software than MNCs in Australia (71.4%).

Appendix C Table C.41 indicates the need for respondent companies to modify both
their SCM software and business processes. Most Thai-owned companies (57.7%)
reported that they needed to modify their SCM software to fit their business process,
whereas MNCs in Thailand (70.6%), and MNCs in Australia (53.6%) needed to modify
both their SCM software and business processes.

The data from respondent companies who had not adopted SCM software are presented
in Appendix C Tables C.42 and C.43. Those non-adopters had various reasons for not
doing so. For Thai-owned companies, lack of adequate personnel resources (mean score
= 2.55) constituted the most important reason for not adopting SCM software. On the
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other hand, most MNCs in Thailand and in Australia considered lack of perceived
benefits (mean scores = 2.76 and 2.92) as the most influential factor contributing to
rejection of SCM software. However, 84.5% of non-adopting MNCs in Thailand had an
intention to adopt SCM software in the future, whereas 51.0% of non-adopting Thaiowned companies and 67.3% of non-adopting MNCs in Australia did not.

4.6.5.2 Interpretation
The pattern of use of SCM software and the methods of communication with suppliers
have been studied elsewhere. Patterson et al (2003, p.97) contend that companies use
supply chain technology because of its capabilities to transfer more accurate and up-todate information resulting in better visibility of demand and inventory throughout the
supply chain, thereby improving logistics and supply chain management.

The companies in Thailand primarily used a fixed phone to communicate with their
suppliers, whereas MNCs preferred to use e-mail. It is surprising that the majority of the
respondent companies did not adopt SCM software. MNCs both in Thailand and
Australia reported that lack of perceived benefits was the most influential factor
contributing to rejection of the SCM software, whereas most Thai-owned companies
considered lack of adequate personnel resources to be the most important barrier to
SCM software adoption. More MNCs in Thailand had an intention to adopt SCM
software than Thai-owned companies and MNCs in Australia.

In addition, Thai-owned companies were more influenced by their customers and
suppliers in their choice of SCM software than those MNCs operating in Thailand and
Australia. Prior research also indicates that companies are pressured by their supply
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chain partners to adopt supply chain technologies (Iacovou et al, 1995; Bouchard, 1993;
Patterson et al, 2003). Moreover, customers seem to exert greater pressure than other
supply chain partners (Patterson et al, ibid).

4.6.6 The Internet
4.6.6.1 Description
The Internet has proven to contain a abundance of information, and has become a
medium of businesses such as electronic commerce (Eastin, 2002, p.252). Internet
World Stats (2004) reports that Internet usage has greatly increased between 2000 to
2004, with the percentages of Internet usage growth in Asia and Oceania 125.6% and
107.2%, respectively.

Appendix C Table C.44 shows the primary purposes of Internet usage. 95.9% of Thaiowned companies, 98.0% of MNCs in Thailand, and 97.5% of MNCs in Australia
indicated that searching the World Wide Web was the primary purpose of Internet
usage. Appendix C Table C.45 indicates the comparison of Internet usage between
MNCs in Thailand and Australia.

Appendix C Table C.46 shows the number of respondent companies who developed
their own websites. More than half of Thai-owned companies (69.7%) and MNCs in
Australia (65.0%) developed their own websites, whereas approximately one-thirds of
MNCs in Thailand had their own websites. Appendix C Table C.47 indicates respondent
companies’ primary purpose in having their own websites. Most Thai-owned companies
(87.1%), MNCs in Thailand (82.1%) and MNCs in Australia (94.2%) used their
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websites for marketing and advertising their products. Appendix C Table C.48 shows
the intention to build their own websites among those who did not already have one.

4.6.6.2 Interpretation
The predominant activity was searching for information on the Internet. The next most
common activity was the performance of Internet banking and advertising/marketing
goods and services. Although the use of the Internet is pervasive throughout all the
respondent companies, it seems that it is under-utilised in areas of e-commerce. This is
not a surprising discovery. Elliott (2004, p.400) argues, “The most popular business use
of the Internet is for sending and receiving e-mail and accessing corporate web pages”.
Empirical evidence also shows that most companies adopt the Internet because of basic
communications such as e-mail use, browsing and passive document sharing rather than
business processes enhancement. Forman et al (2003) found that enhancement, which
the companies in the United States tend to change existing internal operations, or to
implement new services, in order to gain competitive advantage, is becoming
widespread, but at a low rate.

Compared with MNCs in Australia, both Thai-owned companies and MNCs in Thailand
had low percentages of Internet usage for selling, purchasing, and ordering goods as
well as services. This may be because the E-commerce infrastructure is not properly
developed, and the related laws as well as regulations that protect consumers and their
personal information are not completely finished. Security for on-line shopping
transactions is critical, and everyone’s concern.
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In addition, the majority of Thai-owned companies had their own websites. However,
the percentage of MNCs in Australia developing their own websites was higher than the
percentage of MNCs in Thailand. Furthermore, the majority of Thai-owned companies
and MNCs in both Thailand and Australia used their own websites for marketing and
advertising purposes. It should also be noticed that the percentages of the use of the
websites for connecting with suppliers and customers were significantly high. More
MNCs in Thailand used their own websites for contacts than MNCs in Australia did.
Still, most respondent companies did not develop their websites for buying and selling
purposes.

4.6.7 Electronic Mail (E-mail)
4.6.7.1 Description
Appendix C Table C.49 shows the frequency of the respondent companies using e-mail
to communicate with local colleagues, customers, suppliers and the home office.
Appendix C Table C.50 indicates whether the respondent companies prefer to make
contacts by e-mail or fax.

4.6.7.2 Interpretation
E-mail is a message system that delivers “discrete text communications from a sender to
one or more recipients via computer networks” (Hiltz & Johnson, 1990, p.740). Today,
e-mail is used extensively. Huang et al (2003, p.93) point out that e-mail has been the
primary medium of timely and cost-effective interpersonal communication in most
organisations in developed countries. There are a number of advantages to using e-mail
as a communication medium, according to Shelley (1998, p.270-271). It, however,
should be noted that the list below is not exhaustive.
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1. E-mail facilitates a task and links users to an important person or organisation.
2. Because e-mail is text-based, it can be accessed by one or many; offers a time
lag before response, is asynchronous (written at one time, read at another), and
reduces telephone tag (people telephone back and forth, but cannot reach each
other with success).
3. E-mail is efficient. E-mail provides access to messages day, night, or during
weekend hours, and offers interactions that are electronically revisable,
achievable, and retrievable.

The survey result shows that there was no great difference between local colleagues,
customers, suppliers and home offices with whom Thai-owned companies and MNCs in
both Thailand and Australia used e-mail to communicate. Since over 80% of the
respondent companies used e-mail for contacts, it is apparent that the vast majority of
the respondent companies preferred to make use of e-mail.

4.7 Discussion and Summary of all Application Software
More than half of the respondent companies were about the same size, which is
measured in terms of the number of employees. The respondent companies represented
a variety of industries. A majority of them were manufacturing/engineering companies.
Most of them had a corporate-wide strategy for the use of IT. Moreover, the
headquarters of MNCs in Thailand had influenced their choice of all application
software more than those of MNCs in Australia. For Thai-owned companies, lack of
adequate funding and personnel resources were the important inhibitors to the adoption
of all application software, except CRM software.
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The survey findings also revealed that the adoption rate3 of both accounting software
and human resource software in Thailand were apparently high. This suggests that these
technologies seem to be at a mature or stable stage. Many companies perceived these
technologies as relevant and necessary to their business.

The adoption rates for ERP systems in Thailand were in the median range and slightly
higher in Australia. Interestingly, there was little significant difference in ERP system
adoption rates between MNCs in Thailand (50.5%) and Thai-owned companies
(52.5%). However, among the companies that did not have ERP systems installed in
2003, about 84.0% of MNCs operating in Thailand and 58.6% of Thai-owned
companies indicated intentions to invest in ERP systems in the near future.

Furthermore, if adopters were defined as companies that already had ERP systems in
place, and were currently implementing ERP systems or planned to do so, the adoption
rate of ERP systems in Thailand could be as high as 80.3% for Thai-owned companies
and 92.1% for MNCs in Thailand. As can be seen from the data, ERP system adoption
in Thailand seems to be in a stage of growth. This also confirms what Bingi et al (1999)
estimate: the global market for ERP systems is expected to have long-term growth rates
of 36% to 40%.

The adoption rate of software for SCM and CRM were relatively low. This may imply
that these technologies, or even the concepts, were still in the early stages of
appreciation in the respondent companies. Furthermore, it can be plausibly inferred that

3

It should be noted here that an adoption rate is a proportion of companies that adopted application.
software.
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ERP is the backbone of SCM (Tarn et al, 2002), or the foundation and bedrock for SCM
(Wallace & Kremzar, 2001). Bertolini et al (2004, p. 180) also maintain,
One of the main drivers of supply chain integration can be found in the adoption
of enterprise resource planning platforms to operate and manage the informative
backbone of internal and external supply chain [sic].
Kelle and Akbulut (2005) argue that there are several reasons why an ERP system can
support supply chain integration. In order to gain supply chain efficiencies, companies
need to exchange large amounts of planning and operational data, and may use
information from an ERP system. An ERP system provides at least two important tools
that help in supply chain information sharing, cooperation, and cost optimization. They
are the real-time transaction tracking and the internal process integration.

Similarly, CRM needs an ERP system as a base, because an ERP system provides a
common transaction database. As Brady et al (2001, p.56) point out, an ERP system is a
precursor in two ways: 1) common transaction data are used, and 2) the unified database
approach is retained for the company’s CRM work. This is reasonable for companies to
consider implementing an ERP system beforehand.

4.8 Implication for Phase Two of the Research
As the discussion in the previous section indicates, the analysis of the survey provided
some pertinent findings that made sense in general, and confirmed previously published
work. However, the figures can only give a cursory indication of the real picture. This
suggests that further in-depth investigations should be conducted in order to increase the
detail and richness of data. As Chin and Marcolin (2001) argue,
…the future of Diffusion research will require researchers to shift from
replications or simple extensions of general social science models within an IT
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context to greater exploration of what constitutes IT usage and the pattern of IT
diffusion and infusion itself.
Therefore, it was decided to conduct follow-up interviews with IT managers and key
users. These were designed to elicit data missing in the early survey and to help
understand motives or influences behind decisions to adopt IT in Thai-owned
companies and MNCs. In this way, much richer and relevant data can be uncovered
through the individual’s own words. As Kaplan and Duchon (1988) suggested, using
multiple methods can increase the robustness of results. Accordingly, data from
interviews was triangulated with observation and secondary sources.

It was obvious that the effort involved in pursuing this multi-method approach would be
substantial, so it was decided to concentrate on just one type of application software.
While the use of accounting and HR software was relatively stable, the use of CRM and
SCM software was still very immature. Similarly, while the use of the Internet and
email were extensive, they were not used for sophisticated business processes.

On the other hand, the discussion in Section 5.7 revealed that ERP system adoption in
Thailand is already substantial and expected to rise significantly in the near future. It
was thus decided to prioritise an ERP system as my target area of study. An ERP system
is regarded as a highly complex technology that involves significant complexity, cost
and length of implementation. Adopting an ERP system requires a high level of skills,
resources and commitments, and its opportunities and risks should be carefully
reviewed before making any investment decisions.

79

Besides, an ERP system is inherently modular in design, which can include accounting
and human resources. It integrates various application software. Implementing an ERP
system is also essential to SCM and CRM. Some companies have an intention to add
SCM and CRM to form a fully integrated solution. Because of this, an understanding of
the adoption and use of an ERP system can contribute to an understanding of complex
decision-making processes, thereby adding to a growing body of IT-based innovation
adoption research.

In addition, existing literature (e.g., Sammon & Adam, 2004a, 2004b; Tarafdar & Roy,
2003a, b) supports the importance of the further study. Sammon and Adam (2004b,
p.61) state, “… it would be interesting to understand why managers decide to
implement ERP packages in the first place and what alternatives they consider”. More
importantly, Tarafdar and Roy (2003a, b) note that very little prior research has been
conducted on the characteristics of ERP system adoption and implementation processes
experienced by companies in Asia and other parts of the developing world; although the
rate of adoption of ERP in these regions has been quite high.

For the subsequent phase of the research, I adopted an interpretive approach. Taking an
ERP system as an example, I attempted to describe and explain the meanings,
experiences, and views of adopters and non-adopters, and how these related to their IT
adoption behaviour. The responses to the survey raised questions on what the influences
and barriers to the adoption and use of an ERP system were, and whether there were
similarities and differences in ERP acquisition, or ERP selection criteria between Thaiowned companies and MNCs.
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It should be noted that there was no predefined dependent or independent variable. I did
not begin with a theory or a predetermined hypothesis. Rather, I decided to analyse data
inductively and allow what was relevant (even theories) to emerge. The outcomes were
grounded in the data. Consequently, a grounded theory method was deemed suitable to
the interpretive approach. I used a grounded theory method to guide collection and
analysis of data. With a systematic set of techniques and procedures for coding data, I
could handle the large volume of data, which was expected to result in hundreds of
pages of data, systematically and theoretically. This will be further elaborated on in
Chapter 5.

4.9 Summary
This chapter discussed the survey results. The purpose of the survey was explained. The
results revealed that there was a need for further investigations. It was decided that the
interviews with IT managers and key users would help to understand motives, or
influences behind decisions to adopt IT in locally owned companies and MNCs. Taking
an ERP system as an example, I could explain the meanings, experiences, and views of
adopters and non-adopters, and how these related to their adoption behaviour. However,
this research would require a collection of data from multiple sources.

The next chapter (Chapter 5) details the procedures employed in conducting the second
phase of the research.
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Chapter 5
The Design of the Qualitative Data Collection (Phase Two)
5.0 Introduction
The previous chapter was primarily devoted to a report of the survey results. It
concluded by giving the reasons why a qualitative study was required. That is, it should
reduce the breadth of the topic to deal only with an ERP system. This chapter deals with
the second phase of the study – the interviews and details regarding the participants and
procedures involved in the data collection. The chapter begins with the outline of the
purpose for selecting the qualitative, interpretive approach in the second stage of the
study (Section 5.1). Following this, proposed data collection methods are discussed in
Section 5.2 leading to a decision to adopt a grounded theory method. The techniques of
data collection are discussed in Section 5.3. Finally, section 5.4 summarises and
concludes the chapter.

5.1 Purpose of Study
Miles and Huberman (1994, p.10) succinctly state in their well-known manual on
qualitative data analysis, “qualitative data are useful when one needs to supplement,
validate, explain, illuminate, or reinterpret quantitative data gathered from the same
setting [original emphasis]”. Accordingly, in the second phase of data collection,
qualitative data were used to interpret and supplement the quantitative findings, and to
identify motives and barriers with respect to use of information technologies that were
not discovered in the quantitative study. This triangulation of quantitative and
qualitative data will strengthen the validity of the overall findings. The prime aim is
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•

To explore why Thai-owned and multinational companies have or have
not adopted ERP systems.

•

To identify what factors enable initiation, adoption, and implementation
of ERP systems.

•

To understand similarities and difference of ERP system selection
criteria for an ERP system vendor between Thai-owned and
multinational companies.

•

To understand how these factors influence the initiation, adoption, and
implementation of ERP systems.

The procedures of data collection and analysis were guided by a grounded theory
method. The section 2.6.4 already briefly introduced grounded theory, and section 2.8.3
briefly described reasons for selecting this methodology. The majority of the primary
data was collected using a variety of techniques: semi-structured, individual in-depth
interviews, participation observations and documents. The interviews were loosely
structured, because I wanted participants to talk openly about their perceptions and
experiences, to allow themes to emerge from the data.

5.2 Research Design
At the beginning, I was influenced by the Total Quality Management (TQM) principle.
Having deepened my knowledge of TQM by reviewing the relevant literature4, I
realised what TQM could offer IT and how TQM could improve the IT product, service
and process.

4

I conducted a preliminary review of the literature before I decided to select grounded theory because it is
a requirement of the Ph.D. research program.
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TQM is often known as customer-oriented. In this study, an IT customer was simply
perceived as a person using IT in an organisation: the category therefore comprised of
IT managers and end-users. It was thus believed that although a grounded theory
method was used as a primary basis for collecting and analysing data, some aspects of
the TQM approaches, especially the process of gathering a voice of the customer
(VOC), could be potentially applied to help understand IT customers, identify their
requirements, and explain current ERP acquisition and implementation practices.

It is appropriate to briefly introduce TQM and overview some TQM tools, including
Quality Function Development (QFD), Concept Engineering (CE) and Market Driven
Product Definition (MDPD). Afterwards, I will justify the choice of a grounded theory
method for the second stage of this research.

5.2.1 Total Quality Management (TQM)
TQM is a philosophy that provides management practices for the continuous
improvement of an organisation. TQM has a quality and customer orientation. In other
words, TQM fundamentally focuses on how to assure quality of products, services and
processes that will satisfy customers (e.g., Omachonu & Ross, 1994).

The use of TQM in manufacturing is widespread. In the IS literature, for example, Hagg
et al (1996) point out that quality of, more than productivity of, software is increasingly
important. There have been attempts to adapt TQM from the manufacturing quality
literature and then introduce quality into the software development activity (Barnett &
Raja, 1995). Haag et al (ibid) further illustrate that many major software vendors have
applied many quality improvement techniques such as Software Quality Function
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Deployment (SQFD) to software development during the system development life cycle
(SDLC), in order to improve the quality of the software development process.

TQM has a number of tools including QFD, CE and MDPD, which help to obtain VOC
or to have a clear understanding of actual customer needs. Using these tools, developers
are able to design products, services and processes that meet or exceed customer
expectations.

5.2.1.1 Quality Function Deployment (QFD)
Quality Function Deployment (QFD) is defined as the implementation vehicle of TQM
(Sullivan, 1986). The main process of QFD is its focus on capturing the VOC and
implementing the “what-how” matrix, or the House of Quality (HOQ). QFD translates
(or deploys) VOC into measurable technical requirements (Voice of Engineer) that can
be used throughout the planning, engineering, and manufacturing phases. QFE improves
internal communication, and promotes cross-functional teamwork in concurrent
engineering. A project team typically includes people from various functional
departments such as marketing, sales, R&D and engineering.

Concurrent engineering is a systematic approach that aims to eliminate the problems of
the traditional serial product development process. According to the Institute of Defence
Analysis (IDA) Report R-338 (Winner, 1988, cited in Loureiro & Leaney, 2003, p.947948), concurrent engineering is defined as:
A systematic approach for the integrated, concurrent design of products and
their related processes, including manufacture and support. This approach is
intended to cause the developers, from the outset, to consider all elements of the
product life cycle from concept through disposal, including quality, cost,
schedule, and user requirements [original emphasis].
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QFD was introduced in 1986 by quality expert Yoji Akao in Japan. John Hauser and
Don Clausing of MIT popularised the QFD concept in 1988 by introducing House of
Quality (HOQ), in a Harvard Business Review Article. Since then, QFD has been
widely used by a number of most successful companies such as Ford, Hewlett-Packard,
General Motors, IBM, Kodak, Procter & Gamble, Toyota, Xerox, DEC, AT&T and
Texas Instruments (Griffin & Hauser, 1993; Haag et al, 1996). The detail of the
evolution of QFD can be found in The leading edge in QFD: past, present and future
(Akao & Mazur, 2003) and Quality function deployment: A literature review (Chan &
Wu, 2002).

5.2.1.2 Concept Engineering (CE)
According to Burchill (1993, p.78), “Concept Engineering had its genesis in the
teaching of Dr. Shoji Shiba, a Japanese visiting professor at MIT, in the fall of 1990”.
Concept Engineering (CE) was developed to enhance initial stages of QFD (Burchill &
Fine, 1997) by using images of the customer’s environment to construct customer
requirements. Images will be discussed in detail later as it is part of the interview guide.
CE has five main stages: 1) understanding the customer's environment, 2) converting
understanding into requirements, 3) operationalising what has been learned, 4) concept
generation, and 5) concept selection (Burchill & Fine, ibid).

5.2.1.3 Market Driven Product Definition (MDPD)
Market Driven Product Definition (MDPD) encompasses the same principle as QFD
does, but it is “smaller in scope and focused on the fuzzy front end, product definition”
(Mello, 2002). Kim and Wilemon (2002, p.270) define fuzzy front-end (FFE), or
predevelopment activities as, “the period between when an opportunity is first
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considered and when an idea is judged ready for development”. FFE can play a major
role in product success (Kim & Wilemon, ibid; Cooper & Kleinschmidt, 1994).

MDPD was built on Concept Engineering (Mello, 2002). MDPD was developed by the
researchers at Massachusetts Institute of Technology, the University of Chicago, and the
Centre for the Quality Management (CQM). A US consulting company, Product
Development Consulting, Inc., has further evolved and implemented this approach
(Mello, ibid).

MDPD provides a systematic framework for interpreting qualitative data using the Kano
method (Kano, 1984). Qualitative data can be converted to rank-order quantitative data
that can be analysed statistically. In sum, MDPD has five steps: 1) gathering customer
information, and developing an understanding of the customer’s environment, 2)
developing customer requirements, 3) selecting the most important requirements, and
developing relationship metrics, 4) validating, prioritising and selecting requirements
through a Kano survey, and 5) generating product definition.

These approaches place the emphasis on listening to VOC in order to assure that a
company maximizes quality and customer satisfaction in new products and services
(Akao, 1990; Mizuno & Akao, 1994). It is purposed that a business’s success comes
from the ability to listen to customers, and the keenness to use VOC in all phases of
product development (Itamar, 1993; Iris, 1996). VOC is the term used to describe stated
and unstated customer demand (want, need and requirements). For clarity, Shillito
(2001) describes and distinguishes between want, need, solutions, feature and problem
(see Table 5.1.).
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Table 5.1. The Glossary o f Terms
Source: Adapted from Shillito (2001, p.80)

Terms
Need
Want
Solutions
Feature
Problem

Descriptions
Long-term-oriented; what a customer wants; future-oriented; leads to
tomorrow’s dominant product. Cannot always be recognised or described
by the customer.
Short-term-oriented; temporary or quick fix; something a person believes
will find a need; can change quickly with time.
The answer to a customer problem or a need; may be short-term or long
term.
Physical fulfilment (solution) of a customer need or problem; generally
short-term and leads to today’s dominant product. This is a short-term
solution to a long-term need.
Wants and needs expressed in negative terms.

5.2.2 The Techniques of Gathering VOC
Shiba et al (1993) posit that VOC is typically qualitative and subjective. VOC can be
captured in a variety of ways (Griffin & Hauser, 1993; Stank et al, 1997; Shillito, 2001)
such as Contextual Inquiry (Beyer & Holtzblatt, 1997) and Customer Visits
(McQuarrie, 1995a), as briefly described below. Additionally, Shiba et al (ibid) go on to
suggest using the five principles of Jiro Kawakita5 as an effective approach for
collecting qualitative data.

5.2.2.1 The Five Principles of Jiro Kawakita
Table 5.2 provides the summary of these five principles. To reiterate, by increasing and
amplifying sensitivity, a researcher can collect qualitative data in an unstructured way.
A researcher should be open to his or her intuition, which may lead to something new
and important. Further, he or she should be flexible enough to ask each participant for
specific personal experience rather than testing hypotheses.

' Jiro Kawakita is a Japanese anthropologist who invented the KJ method, one of the seven Management
and Planning tools.
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Table 5.2. Jiro Kawakita’s 5 Principles
Source: Adapted from Shiba et al (1993, p. 147)

1
2
3

4

5

Principles for collecting qualitative data
360-degree view, no hypothesis -walk all around reality - you want to find
something ncw-forget your biased opinion
Stepping-stones'. Leave a flexible schedule - be able to step from one
person/place to the next as the opportunity arises during the day
By chance, utilize chances (but you can create these chances; if you are sensitive
about a problem, you can see the problem you could not see before; increase and
amplify sensitivity) - concentrate on problem
Intuitive capability, logic may tell you certain data are unimportant, but if
intuition says otherwise, then they are important - human intuition has great
capability to find something new - for instance, something the customer is doing
may be logically irrelevant, but may actually be the key to something new
Qualitative data: numbers are not so important - cases, personal experience are
important; e.g., different types of defects are more important than numbers of
defects

5.2.2.2 Contextual Inquiry
Contextual inquiry is an ethnographic research method originally developed by Beyer
and Holtzblatt (1997). Beyer and Holtzblatt (1999) explain that the basic idea is to
gather one-on-one field interviews from customers in the context of their work, and to
observe customers as they work and ask about their actions step by step in a way to
understand their motivation and strategy. They further argue,
Contextual Design [Contextual Inquiry] works because it helps a team think
about the design issues while handling the interpersonal problems that get in the
way. Using concrete, customer-centered techniques leads to a team’s shared,
concrete understanding of the customers’ work and the system’s response (p.4142).

5.2.2.3 Customer Visits
Customer Visits is a qualitative data collection technique, which has its roots in the
ethnographic study. It involves on-site team visitations. Ideally, customer visits should
include representatives from engineering, marketing, operations, manufacturing, and
finances (Mello, 2001). Customer Visits draws from McQuarrie's experience at
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Hewlett-Packard in setting up a customer-visit program (Dennis, 1995). McQuarrie
(1995a) argues that some of the advantages of using Customer Visits include: 1)
unfiltered market research, 2) uses of the products, and 3) clear perceptions of the end
user.

Once the VOC is collected, a researcher needs to clarify and organize qualitative data.
In TQM, there are the seven standard tools (the “7 Management and Planning Tools6”
that aid in handling qualitative data. The affinity diagram, also known as the KJ method,
seems to be the most widely used, especially in the first step of “Deming Cycle”, or
“Plan-Do-Check-Act (PDCA) cycle”. The affinity diagram is developed to organize
large amounts of data (ideas, opinions or issues) logically rather than according to
chronological sequence. First, team members individually record VOCs, and then work
together to sort VOCs into groups, by allowing common themes to emerge naturally
from the data. Finally, each group is given a title or heading, as shown in Figure 5.1.

Title 1

Title 2

Title 3

Figure 5.1. The Affinity Process
Note: Large amounts of unsorted data (Left) are rearranged (Right), based on their
natural relationships. Then, a title is created for each group.

6

See more details of each tool in Michael Brassard (2001)’s book, The Memory Jogger II: A Pocket
Guide of Tools for Continuous Improvement.
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It is worth noting that the steps of KJ method are fundamentally similar to the three
coding procedures of a grounded theory method. Further, the process of grouping seems
to follow a constant comparative method, which is derived from a grounded theory
method.

5.2.3 Grounded theory
As can be seen above, there are some similarities between grounded theory and TQM
tools as well as Jiro’s principles in the way that information is generated. They all are
used to analyse and interpret qualitative data, and to allow information, knowledge or
theories to emerge from data. Again, Shiba et al (1993) highlight the importance of the
work of Glazer and Strauss by considering grounded theory as an alternative method to
the modes of collecting qualitative data and discovering new theories.

It becomes clear that grounded theory should be selected for my methodology. It is
because a grounded theory method is consistent with TQM tools. Moreover, it is best
suited to serve the purposes of this second phase of the study as it is regarded as more
explanatory than exploratory, and more importantly its outcome goes beyond
description (Gummesson, 1991; Lowe & Kuusisto, 1999). Furthermore, as discussed in
Chapter 2, ground theory has been increasingly used in the IS research. Using a
grounded theory method along with some aspects of the TQM approaches, I would
understand IT customers’ behaviours of IT usage, and explain current ERP acquisition
and implementation practices.

In addition, grounded theory is specially useful when a topic of interest has been
ignored in the literature (Goulding, 2002, p.55), and when few adequate theories exist to
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explain or predict a group’s behaviour (Hutchinson, 1986, p.112). This argument is also
supported by many grounded theorists such as Martin and Turner (1986) and Sarantakos
(1998).

Although there is now a growing literature regarding an ERP system, it has not focused
on a comparison of the adoption and use of ERP systems between MNCs and Thaiowned companies. This study is the first attempt. Moreover, unlike other qualitative
methodologies, grounded theory provides a systematic process for the handling and
interpretation of data (Glaser & Strauss, 1967; Calloway & Ariav, 1991; Bryman,
1992).

The focus of this study was on allowing issues to emerge from the views of the
participants, not through a structured collection process or, “a forced, preconceived, full
conceptual description” (Glaser, 1992, p.3). Thus, the coding paradigm of Strauss and
Corbin (1990, 1994, and 1998) was not used. Ellis (1993, p.477) points out, “[a coding
paradigm] might be thought to be inhibiting to the open approach to theory generation
that is at the heart of the original grounded theory method.”

I decided to adopt the methodological procedures and a constant comparative method of
data analysis as originally developed by Glaser and Strauss (1967). Conrad (1978,
p.103) notes,
The constant comparative method is not built upon a predetermined design of
data collection and analysis, but represents a method of continually redesigning
the research in light of emerging concepts and interrelationships among
variables.
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I mainly used the Glaserian grounded theory method, especially open, selective, and
theoretical coding, which has been encouraged by Glaser in his work (1978, 1992, 1998,
and 2001). Nevertheless, the works of Strauss and Corbin (1990,1994, and 1998) and
other grounded theorists (e.g., Dey, 1999; Dick, 2000; Charmaz, 2000) also helped me
to gain a rich understanding of some stages of a grounded theory method, particularly
theoretical sampling, developing an interview guide and using literature. Miles and
Huberman (1994, p.5) argue,
… research is actually more a craft than slavish adherence to methodological
rules. No study conforms exactly to a standard methodology; each one calls for
the researcher to blend the methodology to the peculiarities of the setting…
This confirms what Eaves (2001, p.662) asserts that in the end every researcher who
uses grounded theory as a research methodology will tend to develop his or her own
variations of the technique. The following section will focus on the application of a
grounded theory method to this study.

5.3 Data Collection Methods
A grounded theory method does not claim any particular methods for data collection.
Charmaz (2000, p.514) notes that a ground theory method specifies analytic strategies,
but not data collection methods. Strauss and Corbin (1994) implicitly suggest that data
can come from many sources, using the same modes of other qualitative methodologies.
Glaser and Strauss (1967) even suggest that both quantitative and qualitative data are
useful and necessary.

Nevertheless, Creswell (1994, p.150-151) suggests that there are four basic qualitative
methods for data collection: observations, interviews, documents and audiovisual
materials. Table 5.3 provides a summary of each method.
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Table 5.3. Four Basic Qualitative Methods for Data Collection
Source: Adapted from Creswell (1994, p. 150-151)
Qualitative Methods

1. Observation

2. Interviews

3. Documents

4. Audio-visual
materials

Types
• Complete participant: researcher conceals role
• Observer as participant: role of researcher is known
• Participant as observer: observation role secondary to
participant role
• Complete observer: researcher observes without
participating
• Face-to-face: one-on-one, in person interview
• Telephone: researcher interviews by phone
• Group: researcher interviews participants in a group
• Public documents such as minutes of meetings,
newspapers
• Private documents such as journals, diaries, and letters
• E-mail discussions (Creswell 2003, pp. 187)
• Photographs
• Videotapes
• Art objects
• Computer software
• Film

To hear the voice of IT managers and end-users, data collection should combine the
advantages of semi-structured interviews, participant observations, and documents.
The study was carried out within the natural setting of each company. All interviews
were taped with the permission of the participants, and at the same time jotted notes
during observations were taken. A secondary source of data was also collected and
analysed. Because of using multiple methods and sources, the credibility of the findings
can be strengthened, and the bias can be reduced. The details of this process will be
discussed in the following section.

5.3.1 Method 1: Interviews
Interviewing often plays an important role in the data collection of qualitative research.
Kahn and Canned (1957, p.149 cited in Marshall and Rossman 1995, p.80) simply
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describe interviewing as, “a conversation with a purpose”. This technique enables a
researcher to interact with participants being interviewed, and provides an insight into
what is in, and on, participants’ mind regarding their behaviours, views, attitudes and
feelings that cannot be directly observed (Patton, 1990), and which is not possible in a
survey.

Despite several benefits of the interview, limitations and weaknesses of this technique
such as other than the amount of time consumed and scheduling problems should be
considered. Marshall and Rossman (1995, p.81) argue,
Interviewees may be unwilling or uncomfortable sharing all that the interviewer
hopes to explore, or they may be unaware of recurring patterns in their lives. The
interviewer may not ask questions that evoke long narratives from participants
either because of a lack of expertise or familiarity with local language or
because of lack of skill. By the same token, responses to the questions or
elements of the conversation may not be properly comprehended by the
interviewer. And, at times, interviewees may have good reason not to be truthful.
[Emphasis mine]
To enrich the quality of the research findings, various sources were used in this study,
including survey data analysis, the field notes, observations and document reviews,
which were triangulated with interviews. The use and comparison of these different
sources allow validation of findings (Patton, 1990). Moreover, the researcher is a Thai
native speaker who is also fluent in the English language, and has experience as an ERP
project leader. I do not say that I forced my experiences or explanations on the data.
Rather, I moved into the significant area more quickly (Strauss & Corbin, 1998, p.47),
and asked applicable questions that evoked long narratives. In some cases, I went back
to the participants to clarify accuracy of meaning transcribed from the original
interviews. This has also helped to minimise disadvantages.
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5.3.1.1 Individual Interview
According to Gordon and Langmaid (1988), individual and group interviews, are
popular techniques for collecting data. However, apart from my own preference that
was influenced by Contextual Inquiry and Customer Visits, it is a fact that an IT
manager and an end-user have their unique perceptions of the adoption and use of ERP
systems. Thus, an individual interview at a participant’s office was deemed the most
appropriate to collect the majority of data.

Mello (2002, p.73) supports the idea of using an individual interview: “… finding out
what the customer’s true needs are is not as simple and straightforward as monitoring
customer satisfaction surveys or conducting focus group interviews”. McQuarrie (1998,
p.206, 209) adds that a survey is unsuitable when the research goals are discovery and
exploration, whereas an individual interview tends to generate a greater number of ideas
than a focus group does. Furthermore, the survey conducted by Product Development
Consulting, Inc. and the Management Roundtable strongly emphasizes this point:
The best-in-class companies [Abbott Labs, AT&T, Harley Davidson, HewlettPackard, IBM and 3M], however, are more likely to interview customers
individually, rather than conduct formal group interviews such as focus groups.
… [Interviews] produce more diverse insights because customers are not
influenced by other interviewees (as they are in focus group), and the
interviewer is often observing, reacting to, and understanding the customer’s
environment. Conducting interviews individually also allows the interviewer to
probe why particular features are valuable and what problems they are solvingproblems that may be solvable by innovative new products... (“Best Practices
survey 1994: product definition”, 1995, p.46).
However, my study does not aim to deal with the debate over the relative value of the
two techniques. Advantages and disadvantages of group versus individual interviews
have been discussed in the literature (e.g., Gordon & Langmaid, 1988; Greenbuam,
1991; Crabtree et al, 1993).
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5.3.1.2 Semi-structured Interviews
Interview types are generally classified as structured, semi-structured or unstructured
(e.g., Minichiello et al, 1995; Fontana & Frey, 2000). Glaser and Strauss (1967)
disagree with any type of structured process, as discovery and emergence may be
hindered or influenced by the line of questioning. Nevertheless, Strauss and Corbin
(1998, p.205) admit that using a list of interview questions and identifying areas for
observation are inevitable in a Ph.D. project, because this must be done to satisfy the
requirements of human subjects committees. They suggest, however, that an interview
guide or schedule should be used within limits as a means of opening discussion, but a
researcher must give participants more room to answer in terms of what is important to
them.

In reality, many researchers have found a semi-structured process as appropriate, and
adopt it in their work. Turner (1983), for example, used grounded theory with a semistructured interview to analyse organisational behaviour. Furthermore, Calloway and
Ariv (1991) used grounded theory and selected a semi-structured interview as the
instrument to explore how designers perceive using design tools during system
development.

In addition, other advantages of using semi-structured interviews, according to Burns
(1997, p.331), are:
1) There is a greater length of time spent with the interviewee, which increases
rapport.
2) The interviewee’s perspective is provided rather than the perspective of the
researcher being imposed.
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3) The interview uses language natural to them, rather than trying to understand
and fit into the concepts of the study.
4) The interviewee is of equal status to the researcher in the dialogue, rather
than being a guinea pig of the research.

Hence, the ‘general interview guide approach’, as defined by Patton (1990), was
deemed useful, and was chosen. It helped to ensure that “basically the same information
is obtained from a number of people" (Patton, ibid, p.283), meaning that the
comparability of the data is increased (Flick, 2002), and thereby the reliability of the
findings enhanced. Strauss and Corbin (1998, p.205) add that concepts that evolve from
comparisons among participants will then be the basis for further data gathering.

An interview guide is expected to provide a framework for interviews. This simply
means a researcher can make the best use of the limited time, and can cover all the areas
pertinent to the interview. Each of these areas can be also used as a structure for an areaby-area analysis. As a result, I then developed two interview guides: one for companies
that already implemented and another one for companies that did not implement an ERP
system.

5.3.1.3 Design of the interview guide
The purposes in this interview were described in Section 6.2. The research questions
were translated to four main questions. All the questions asked were open-ended.
Separate interview guides were prepared.
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Of the companies that adopted and used or were implementing an ERP system, the
participants were asked:
1) Why did your company decide to use an ERP system?
2) Why did your company choose the vendor of your ERP system?

Of the companies that did not adopt an ERP system, the participants were asked:
1) Why did your company not want to use an ERP system?
2) Will your company plan to implement it in the near future?

In addition, relevant literature and data from the initial findings of the descriptive survey
was used to prepare the questions. Strauss and Corbin (1998, p.51) clearly suggest,
Before beginning a project, a researcher can turn to the literature to formulate
questions that act as a stepping off point during initial observations and
interviews. …Although new areas will emerge, at least the initial questions
demonstrate overall intent of the research.
Therefore, four questions of Ofuji, Ono and Akao, as introduced by Shiba et al (1993,
p.201-202, 245), should be adapted. Some of them were included in an interview guide,
and were used as follow-up and probing questions (see Table 5.4.). Rubin and Rubin
(2005, p.200) also argue,
…probes ensure that unclear answers are explained and questions are fully
answered; and follow-up questions ensure that missing or implied information is
tracked down, that contradictions are addressed if not resolved, that alternative
explanations are examined, and that you learn about all sides of an argument and
different perspectives on an event.
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Table 5.4. Four Open-Ended Questions
Source: Adapted from Shiba et al (1993, p.202)

1

2

3
4

Question
What images come to mind when you
visualize this product or service?

From your experience, what
complaints, problems, or weaknesses
would you like to mention about the
product or service?
What features do you think of when
selecting the product or service?
What new features might address your
future needs?

Goal
This line of questioning both warms
up the participants for the remainder
of the interview and provides the
interviewer with the necessary inputs
for the KJ image. From this question,
customer requirements can be
developed in relation to actual use of
the product.
This line of questioning identifies
factors that shape current expectations
with respect to the product or service.
This line of questing determines
factors that shape current perceptions.
This line of questioning identifies
factors that can lead to increased
customer satisfaction.

According to question 1, images of use of products or services should be captured.
Shiba et al (1993) defines an image as a scene, or what comes to a customer’s mind
when a product is used in his or her own environment. Mello (2002, p.78) explains why
identifying the image of the customer in the customer’s environment is essential:
Customers may not know exactly what they want or need, which is why we
extract images and use them to expand on what the customer says in order to
derive requirements [original emphasis].

Furthermore, an image represents a verbal, impressionistic characterization of the
customer’s environment (Mello, ibid, p.79). Mello (ibid, p.79-80 and p.83) goes further,
positing that an image helps to answer questions such as ‘What motivates the
customer?’ and ‘What scenes or images come to mind when researchers visualize their
customers?’ James (1996, p.57) adds that images are usually emotional and do not relate
to the product.
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All of the above definitions imply that an image is embedded in a customer’s attitude.
When a customer visualises using a product, he or she forms a favourable or
unfavourable attitude toward a product. It is also arguable that this attitude would have
an impact on subsequent adoption, implementation and usage behaviour.

In question 3, McQuarrie (1998, p.132) suggests that rather than making lists of
features, an interviewer should directly focus on the task that the product performs by
probing for aspects of that task that are not being handled effectively, or perhaps are not
addressed at all. McQuarrie (ibid, p.133) further discusses that question 4 should be
used merely with opinion leaders, industry experts, and power users. On the other hand,
question 2 seems more suitable for ordinary users.

In addition, according to McQuarrie (1998), the like-dislike question is useful to
include. McQuarrie (ibid, p.123) explains, “the goal is to identify what is liked and what
is disliked, to understand in depth what exactly is being approved or disapproved, and to
explore why an aspect is liked or disliked.”

The interview guide was basically structured around the four areas: 1) images of ERP,
2) reasons for acquiring an ERP system, 3) selection criteria for a vendor, and 4)
reasons for not acquiring an ERP system. It was developed in order to discover
categories that emerged from data in each area.

"The actual wording of questions" and “set of standardized questions” was, however,
"not determined in advance" (Patton 1990, p.280). During interviewing, I would craft
specific questions suitable for each interviewee, and therefore questions may not follow
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an orderly sequence. Moreover, I was aware of “leaving room for other answers and
concepts to emerge”, as suggested by Strauss and Corbin (1998, p.205), and I added
more questions associated with issues that the participants raised. A sample interview
guide can be found in Appendix D.1.

5.3.1.4 Sample Methods
The sample used in this study was guided by a combination of purposeful sampling
(Patton, 1990) and theoretical sampling (Glaser & Strauss, 1967; Galser, 1978, 1992,
1998, 2001; Strauss & Corbin, 1990, 1994, 1998). It is surprising that Patton (ibid)
describes 16 different strategies for purposeful sampling (or purposive sampling), but
does not include theoretical sampling. Coyne (1997, p.628) argues, “Theoretical
sampling may be seen as a variation of purposeful sampling, but purposeful sampling is
not all necessarily theoretical sampling”. However, to be specific, criterion sampling
was selected.

In a grounded theory method, there is no minimum or maximum sample size. The
selection of participants and/or sites continues until theoretical saturation occurs or in
other words very little additional information is likely to be discovered. Glaser and
Strauss (1967, p.45) state,
Theoretical sampling is a process of data collection for generating theory,
whereby the analyst collects, codes and analyses the data, and decides what data
to collect next and where to find them, in order to develop theory as it emerges.
In fact, open sampling is actually mentioned in the grounded theory literature. Strauss
and Corbin (1998, p. 206) describe open sampling as, “open to all possibilities” or,
“open to those persons, places, and situations that will provide the greatest opportunity
for discovery”. Dick (2000) argues that the description of the beginning sample is not
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clear enough. Strauss and Corbin (ibid, p.208-209) give a vague idea that open sampling
could be aehieved by using different approaehes. Indeed, they imply that open sampling
could be either purposeful or systematic.

I therefore decided to follow criterion sampling, as articulated by Patton (1990), to
gather the most information rich cases, which could provide a great deal of information
about issues of central importance to the purpose of the research. Patton (ibid) states
that the logic of criterion sampling is based on the review and study of all cases that
meet some predetermined criterion of importance. It should be noted that:
Criterion sampling can add an important qualitative component to a management
information system ... [and] also can be applied to identify cases from
quantitative questionnaires or tests for in-depth follow-up (Patton ibid, p. 177).
Criterion sampling enabled me to initially identify the companies based upon the
specific criteria. To achieve the research objective, the criteria were: ERP-adopting and
non-ERP-adopting MNCs operating in Thailand, and ERP-adopting and non-ERPadopting leading Thai-owned companies.

Repeated until theoretical saturation occurs
Figure 5.2. The Process of Sampling
Source: Adapted from Bursnall (2003)

5.3.1.5 Sample Size and Characteristics
At the early stage of sampling, I consciously set target sample sizes, because there was a
need to schedule all the interviews that would be conducted in Thailand in advance and
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to report to the University of Wollongong human subjects committees. Although bias
and self-selection may be unavoidable, I attempted to maximise diversity of the
companies selected. It should also be noted that I did not aim for a representative
sample. Miles and Huberman (1994, p.29) argue against representativeness,
To get to the construct, we need to see different instances of it, at different
moments, in different places, with different people. The prime concern is with
the conditions under which the construct or theory operates, not with the
generalization of the findings to other settings [original emphasis].
Consequently, 32 companies were selected and included in the study, as shown in Table
5.5. The names of the companies have been withheld.

Table 5.5. The Sample Groups
Companies

Number

MNCs operating in Thailand

8 companies that implemented an ERP system*.
8 companies that did not implement an ERP system.

Thai-owned companies

8 companies that implemented an ERP system*.
8 companies that did not implement an ERP system.

TOTAL

32 companies

*

Some have gone live within the past few years, or within the past few months, while
some are currently implementing ERP systems.
The sample size of 16 was selected for each group according to principles suggested by
McCracken (1988) and Shiba et al (1993). McCracken (ibid) forcefully states that eight
participants are commonly sufficient for many research projects, while Shiba et al (ibid,
p. 183) contend, “MIT research shows that with [qualitative data], after about 20 visits
you reach a point of diminishing returns. … The MIT research showed that about 10
visits got 70 percent of the available data.” (see Figure 5.3.)
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Figure 5.3. Diminishing Returns from Customer Visitation
Source: Adapted from Shiba et al (1993, p.184)

An end-user is regarded as a non-technical person who uses systems, as opposed to a
technieal person who designs them (Regan & O’Connor, 1994, p.7). All IT managers
were contacted by telephone, based on the information gathered in the initial survey, in
order to determine their willingness to participate. In each case, at least one IT manager
and one end-user participated in the interviews. I allowed each IT manager to decide
which end-users would be subsequently interviewed. In those companies not
implementing ERP systems, the chosen end-users at least had heard about ERP systems
or known about the concept.

In total, over 64 participants were visited and interviewed. Although no new or relevant
data added to the categories, as theoretical saturation was reached at 12 MNCs and 14
Thai-owned companies, I kept on interviewing all participants to clarify and confirm my
understanding. I also obtained the perspectives of one ERP implementation consultant.
As a result of this, I was confident that that the number of participants for this research
was more than enough. However, the further in-depth interviews with some MNCs
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operating in Australia were conducted in an attempt to expand issues raised in previous
interviews.

5.3.1.6 Pre-testing
Before conducting the interviews, the interview guide was reviewed by a group of
researchers and IT professionals at the University of Wollongong. Minor changes were
made. In addition, the approval of the Human Research Ethics Committee of the
University of Wollongong was obtained to preserve the rights of the participants.
Appendix D.1 contains an English translation of the revised interview guide.
To enhance the interview technique, a preliminary interview was conducted with two
senior IT managers of a MNC and a Thai-owned company, who initiate and are
responsible for the ERP implementation. The interviewees made several valuable
suggestions.

5.3.1.7 Interview Process
The interviews took place at the end of 2003 and beginning of 2004. The background
information on participants that was already obtained from the preliminary survey
helped to save time at interviews. The average length of the interview was 50 minutes
for the IT managers and was 20 minutes for the end-users. To increase the accuracy of
data collection, all of the interviews were tape-recorded with the prior consent of the
participants. Burns (1994, p.361) suggests, “Taping has the obvious advantage of
recording the subject’s responses verbatim along with the added advantage of freeing
the interviewer to participate in the dialogue rather than having to concentrate on notetaking”. However, brief notes were also made to record non-verbal expressions and to
help me provide probing questions.
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Prior to the interviews, the participants were informed of the purpose of the study, and
were assured that they would be anonymous. Furthermore, I deliberately spent 15-20
minutes with the participants to introduce myself so that they could know my
knowledge of ERP systems and feel easier using professional jargon specific to
computer technology or ERP systems in particular. This was part of establishing rapport
and trust, and at the same time added the trustworthiness of my findings (Glaser &
Strauss, 1967).

All participants were encouraged to talk freely in their own words. McQuarrie (1995b)
emphasises that an interviewer should not talk too much, or ask an interviewee to give
solutions, but try to let him or her to identify problems. With the assistance of the
interview guide, I covered all the focused areas that I wished to explore with the
participants. When necessary, I asked follow-up and probing questions to minimize the
short yes-or-no responses, and to elaborate and clarify participants’ meanings (Jones,
1991), rather than misinterpreting through assumptions. For example, I said, ‘Explain
your answer a little further’, or ‘Can you tell me a little more than that?’(Burns, 1994)

Verbal feedback such as, ‘yes, I see’ or ‘uh-huh’ and non-verbal feedback such as
‘nodding’, or ‘smiling’ also helped the flow of the interview. At the end of each
interview, I thanked the participant for their time and gave them an opportunity to make
comments, or ask any questions. Alternatively, I concluded each interview with the
following question: ‘Is there any thing else I haven’t asked, or you think I should
know?’ I also asked each participant whether I could contact him or her again by phone
or e-mail if I need to ask more questions for clarification.
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After each interview, I tried to spend 60 to 90 minutes to debrief by applying some
suggestions of the Concept Engineering’s toolkit (1998, p.27):
•

Discuss general observations for a few minutes

•

Read notes carefully, filling in gaps with the participant’s actual words

•

Discuss the questions and follow-up questions. Note what worked well and did
not work well

•

Discuss and note insights about the participants and their environment that I
gained from the interview

•

Think about improvements to the interview guide and note these

Subsequent interviews were guided by analysis of the previous interviews. A few more
questions were added. Some follow-up telephone calls were made to seek clarification
and additional information.

5.3.2 Method 2: Observations
As the interviews were conducted at each company, taking place at either the
participant’s office or the conference room and during normal working days, I had an
opportunity to watch how the participants actually use the ERP systems in their
workplaces, and concurrently asked questions to clarify understanding. These
observations served to provide depth to the study (Lincoln & Guba, 1985).

I adopted the role of observer as participant according to Babbie (1995), meaning that a
researcher is a known, overt observer from the beginning, who interacts with the
participants, but makes no pretence of actually being a participant. According to Burns
(1997, p.316), the advantages of observation are:
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1) It is possible to record behaviour as it occurs.
2) It is possible to investigate subjects who are not able to give verbal reports of
either their behaviour or their feelings. In customer visits, McQuarrie
(1995b, p.19) contends, “Observation can reveal needs and opportunities that
the customer is unable to vocalize [his or her operation]”.
3) Observation is independent of the willingness to report. On occasion, a
researcher meets with resistance from the person or group being studied.
Although observation cannot always overcome such resistance, it is less
demanding on the part of the subjects of active co-operation.

Observations were recorded as field notes (Patton, 1990). Babbie (1995, p.291)
helpfully suggests how to take notes:
Your notes should include both empirical observations and your interpretations
of them. You should record what you “know” has happened and what you
“think” has happened.
The notes were later treated as other data for data analysis.

5.3.3 Method 3: Documents
To enhance validity, additional documents and records such as company brochures and
websites were also used. I often consulted with the ERP vendor websites, before and
after the interviews, for a better understanding of the ERP modules that the companies
used, since there are some new technical words that I am not familiar with. Moreover,
these documents offer more insights that may not be directly observed and may not be
asked during interviewing. They corroborate my observations and interviews, and thus
make my findings more trustworthy (Glesne, 1999, p.58).
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5.4 Summary
This chapter explains the reasons for selecting a grounded approach by presenting the
specific procedures and detailed techniques for conducting the study. The works of
Glaser and Strauss (1967), Glaser (1978, 1992, 1998, 2001), Strauss and Corbin (1990,
1994, and 1998) and other grounded theorists (e.g., Dey, 1999; Dick, 2000; Charmaz,
2000) guided the study. The primary data collection method was interviewing, which
enabled participants to describe their experiences and perspectives in their own words.
The implementation of the research design was described. Furthermore, the use of
observation and document examination was highlighted. Before discussing analytical
findings in Chapter 7, the following chapter reviews ERP and IS related literatures on
the issues of the adoption and use of ERP systems.
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Chapter 6
Literature Review of ERP System
6.0 Introduction
The previous chapters have presented reasons and justification for the need for an
increased understanding of the use of ERP systems in different company groupings. To
better understand the issues of the adoption and use of an ERP system, I reviewed ERP
and IS-related literatures. It was expected that the literature could help to stimulate
questions during the analysis process. According to Strauss and Corbin (1998, p.51),
these questions include: “What is going on? Am I overlooking something important?
Are conditions different in this study? If so, then how are they different, and how does
this affect what I am seeing?”

It should be emphasized that the literature review was completed after data collection
and initial data analysis was finished. This was because, as Glaser (1978, p.3)
recommends, a grounded theory researcher needs to be open-minded in order to be
“sensitive to the data by being able to record events and detect happenings without first
having them filtered through and squared with pre-existing hypotheses and biases.”

According to Tarafdar and Roy (2003a,b), existing research on ERP system adoption
can be classified into three tracks: 1) nature of the adoption and implementation process,
2) factors affecting the ERP system implementation process, and 3) changes as a result
of ERP system implementation. The concise review of the current literature for this
study, however, is organised somewhat differently. In Section 6.1, I explain what ERP
is, what ERP can do, and how ERP evolves. Using the idea of Tarafdar and Roy (ibid), I
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describe nature of the adoption and implementation process in Section 6.2. Finally,
section 6.3 focuses on the causes of ERP system implementation failure and the criteria
for success.

6.1 Overview of ERP
6.1.1 ERP Concept
ERP is the acronym for Enterprise Resource Planning, which was originally coined by
Gartner Group (Chen, 2001). Since then, several people have defined ERP differently.
In The Enterprise Resource Planning Decade: Lessons Learned and Issues for the
Future, Adam and Sammon (2004) provide an exhaustive list of ERP descriptions,
extracted from publications dating from 1999-2001. Nevertheless, Koch (2002, para.1)
makes an interesting point:
Enterprise resource planning software, or ERP, doesn't live up to its acronym.
Forget about planning—it doesn't do much of that—and forget about resource, a
throwaway term. But remember the enterprise part.
Wallace and Kremzar (2001) also highlight that ERP is not software: “It’s a people
system made possible by the computer software and hardware” (p.25). Kapp et al
(2001) explain that an ERP system provides the organised communication mechanism
for ensuring that the high-level operating philosophies and strategies are followed
during the tactical operation of the business.

In addition, all authors agree that the heart of any ERP system is the ability to
seamlessly integrate all processes. Information flows both within and between
enterprises into a single IT architecture, perhaps linking together customers and
suppliers. Ideally, once data are entered into an ERP system, everyone within different
functional areas can share the same information in a real-time fashion. Furthermore,
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transactional data can be collated and transformed into useful information for analysis in
order to support business decisions (Norris et al, 2000). Jacobs and Whybark (2000, p.9)
add that it is easy to conceive an ERP system as a big information system that everyone
has access to. ERP concept can be illustrated with the schematic view in Figure 6.1.
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Figure 6.1. ERP Concept
Source: Adapted from Davenport (1998)

To better understand ERP, we should consider the sophisticated ERP hierarchy of Kapp
et al (2001). They argue that ERP concept should be examined from five different levels
or perspectives; An ERP system can be viewed as 1) a simple data management system
or large repository for organisational data, 2) a group of modules all connected onto a
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central database, 3) manufacturing philosophy and not a software program, 4) a business
philosophy communication tool, and 5) a knowledge management system. These
perspectives must be understood for successful implementation of an ERP system. The
different levels of an ERP system move up from the least sophisticated view to the most
complex and strategic view, when a company receives increasing degrees of value. A
company implementing an ERP system should focus on achieving the highest level in
the hierarchy. The figure 6.2 shows the ERP sophistication hierarchy of the five
different perspectives of an ERP system.
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Figure 6.2. ERP Sophistication Hierarchy of the Five Perspective of an ERP system
Source: Adapted from Kapp et al (2001)

6.1.2 Evolution of ERP
The concept of ERP and the system have evolved from inventory management systems
(Orlicky, 1975; Chung & Snyder, 2000), or inventory control (IC) systems (Rashid et al,
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2002) in the 1960s to MRP (Materials Requirements Planning) in the 1970s and MRPII
(Manufacturing Resource Planning) in the 1980s (Chung & Snyder, ibid). MRP offers a
forward-looking, demand-based approach for planning the manufacture of products and
the ordering of inventory (Rondeau & Litteral, 2001). MRPII was expanded from MRP.
MRPII became a system for materials and parts to production and for manufacturing
plans and schedules (Chung & Snyder, 2000). The goal was to integrate primary
functions (such as production, marketing, and finance) and other functions (such as
personnel, engineering, and purchasing) into the planning process (Chen, 2001). In
summary, it could be inferred that the main focus of the information technology in the
1960s, 1970s and 1980s was efficient on manufacturing and logistics operations
(Zuboff, 1988; Rondeau & Litteral, 2001; Shakir & Hossain, 2002).

In the late 1980s and the early 1990s, ERP started to appear. Based on the technical
foundations of MRP and MRP II, the first generation ERP system was developed to be
used in the manufacturing sector (Aghazadeh, 2003), and has been used by other
capital-intensive industries, such as Construction, Aerospace, and Defence (Chung &
Synder, 2000). Wallace and Kremzar (2001, p.12-13) maintain that ERP and MRPII
have been successfully implemented in companies with the following characteristics, as
shown in Table 6.1.
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Table 6.1. The Characteristies of Companies that Implement ERP and MRPI1
Successfully
Source: Adapted from Wallace and Kremzar (2001, p. 12-13)

The characteristics of ERP and MRPII-implementing companies
1. Make-to-stock
2. Make-to-order
3. Design-to-order____________________________________
4. Complex product
5. Simple product_____________________________________
6. Multiple plants
7. Single plant________________________________________
8. Contract manufactures
9. Manufacturers with distribution networks________________
10. Sell direct to end users
11. Sell through distributors______________________________
12. Business heavily regulated by the government____________
13. Conventional manufacturing (fabrication and assembly)
14. Process manufacturing
15. Job shop
16. Flow shop
17. Fabrication only (no assembly)
18. Assembly only (no fabrication)
19. High-speed manufacturing
20. Low-speed manufacturing____________________________

The characteristics presented by Wallace and Kremzer (2001) basically describe
manufacturing companies. However, an ERP system is becoming the focus of attention
in many other industries. ERP systems have currently been implemented in the
wholesale, retail, service, maintenance and repair, project industries, and in the finance,
banking, insurance, education and telecommunications sectors (Chung & Snyder, 2000;
Aghazadeh, 2003); and have more recently extended to small and medium sized
enterprises (SMEs).

ERP systems can now integrate multiple business functions across enterprises, including
Sales and Order Management, Marketing, Purchasing, Warehouse Management,
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Financial and Managerial Accounting (Finance), and Human Resource Management
(Kumar & Hillegersberg, 2000; Rashid et al, 2002; Aghazadeh, 2003). Table 6.2 shows
the major modules that the four market leaders, including SAP, Oracle, PeopleSoft, and
J.D. Edward, presently offer. It should be noted that different vendors use different
names for the same function. Chen (2001, p.377) points out,
While the names and numbers of modules in an ERP system provided by various
software vendors may differ, a typical system integrates all these functions by
allowing its modules to share and transfer information freely and centralizing all
information in a single database accessible by all modules.
ERP systems may contain these modules to support business functions across the
enterprise, each of which can be used alone, or in combination.
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Table 6.2. Modules Offered by Leading Vendors
Source: Adapted from Olsen (2004, p. 13)
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ERP is evolving to become extended ERP, known as ERPII. ERPII includes interorganisational systems (IOS), adding the functionalities of SCM and CRM, in order to
create a complete value chain. ERP developers have attempted to “seamlessly link front
office (e.g., sales, marketing, customer services) and back office (e.g., operations,
logistics, financials, human resources) applications to enhance competitive advantages”
(Chen 2001, p.381). Table 6.3 outlines the evolution of ERP.

Table 6.3. The Evolution of ERP Systems
Source: Adapted from Shakir and Hossain (2002)

Architecture
(Technology)
2-tier
architecture
(mainframe)

Users

System

Year

Focus

1C

1960s

Inventory control based on
traditional inventory concepts

MRP

1970s

2-tier
architecture
(mainframe)

MRPI1

1980s

A high-level scheduling,
priority and capacity
management system, which is
built around a bill-of-material
(BOM) process in a
manufacturing environment
An Extension of MRP to shop
floor and distribution
management activities

2-tier
architecture
(mainframe)

Plan
management
supervisory
staff

ERP

1990s

2000s

3-tier
architecture
(client-server)
RDBMS
Objectoriented
programming
A mix of
centralised
and distributed
architecture
(client-server
and Internet
networking)

Managers,
supervisory
staff and end
users

ERPII

MRP-II was further extended
to cover areas like
engineering, finance, human
resources, projects
management, etc. (i.e., the
complete set of activities
within a business enterprise)
Most ERP systems are
enhancing their products to
become “Interorganisational”
and “Internet enabled.” New
modules are added to the
production portfolio, i.e.,
CRM, SCM, data warehousing
and Artificial intelligence.
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Plan
management
supervisory
staff
Plan
management
supervisory
staff

Intra as well
as extra
organisation
-al
stakeholders
(suppliers,
customers,
partners)

Level of
integration
No integration

Minor
integration

Integrated
within the
manufacturing
environment but
not to other
functions of the
organisation
Integration
between the
functions of the
organisation
including
multisite
integration
Integration
inside as well as
outside the
organisation

6.2 Adoption and Implementation Processes
Generally speaking, adoption can refer to the decision of any individual or organisation
to purchase, implement, and make use of an innovation. According to Rogers (1995,
p.20), the adoption process (or the innovation-decision) is defined as
… the process through which an individual (or other decision-making unit)
passes from first knowledge of an innovation to forming an attitude toward the
innovation, to a decision to adopt or reject, to implementation and use of the new
idea, and to confirmation of this decision.
The adoption decision occurs when individual or organisation becomes interested in the
innovation, forms an attitude towards it, and evaluates the innovation’s advantages and
disadvantages. It precedes the implementation stage. As Rogers (1995) notes, it is
possible that individual or organisation decides to adopt a new idea, but may refuses to
put the innovation into use.

It is also important to note that an ERP system is not an innovation in itself, but it is a
decision-making process that
… most organisations develop and deploy ERP [the concept that uses
information technology to achieve a capability to plan and integrate enterprisewide resources] with purchased technologies and products invented by vendors
(Kumar et al, 2002, p. 512).
Thus, implementation of an ERP system cannot be simply defined as the installation of
new hardware and software. Markus and Tanis (2000) argue that an ERP system
implementation is not merely a technology project. It should be recommended as a
business project, because there is strong involvement from almost everyone, business
process and technology changes, as well as several critical factors that help to drive
success. Furthermore, implementing companies cannot assume that replacing their
legacy system and going live with their new ERP systems are the end (Delottie
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Consulting, 1998). Markus and Tanis (ibid) claim that implementation of an ERP
system is regarded as an ongoing process.

6.2.1 Process Models of ERP System Implementation
To gain the big-picture, an ERP system implementation process should be understood.
Models for IS implementation should be considered, as they provide guidance when
implementing IS projects.

Different authors propose different models for IS implementation. A broad model is the
model of Kwon and Zmud (1987). They suggest a six-stages model: 1) initiation, 2)
adoption, 3) adaptation, 4) acceptance, 5) routinisation, and 6) infusion. However, a
number of IS researchers have tried to specially model the ERP system implementation
process. Markus and Tanis (2000), for example, point out that the ERP system
implementation process consists of four distinct phases: 1) chartering, 2) project, 3)
shakedown, and 4) onwards and upwards. Ross and Vitale (2000), on the other hand,
argue that there are five stages of an ERP system implementation: 1) design, 2)
implementation, 3) stabilization, 4) continuous improvement, and 5) transformation. It
is argued that the chartering phase actually begins before the design phase (Parr &
Shanks, 2003).

Tarafdar and Roy (2003,a,b) determine the similarities between the two models. Table
6.4 exhibits some of the consolidation of two models that were derived from the
argument of Tarafdar and Roy (ibid).
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Table 6.4. The Phases or Stages of the ERP System Implementation Process
Markus and
Tanis (2000)
Phase 1:
Project
Chartering
Phase 2:
The Project
(Configure and
Rollout)
Phase 3:
Shakedown

Ross and
Vitale (2000)
Stage 1:
Design
Stage 2:
Implementation
Stage 3:
Stabilization
Stage 4:
Continuous
Improvement*

Phase 4:
Onward and
Upward

Stage 5:
Transformation

Activities
This phase comprises review and selection of the right
package, selection of consultants and clarifying the
business related factors that make ERP a necessity.
This phase describes different aspects of the actual
implementation process and consists of project
management, software customisation and process reengineering.
Managers familiarize themselves with the software.
System bugs are reported and fixed and the operational
effects on the business are felt.
Companies add functionality through new modules or
bolt-ons from third-party vendors, specifically
implementing EDI, bar-coding, sales automation,
warehousing and transportation capabilities, and sales
forecasting.
Strategic business benefits from ERP occur, additional
technical skills are built and upgrades are planned for.

*Tarafdar and Roy (2003a,b) do not mention this stage in their work

However, it is not inferred that all projects have to follow these models. Furthermore,
these phases or stages are not necessarily implemented in a linear or sequential order.
Each project varies. A new model can be created. Nevertheless, it should be noted here
that this qualitative study focused sorely on the adoption and project charting phase (or
design stage), not the whole of the implementation process.

6.2.2 ERP System Implementation Strategies
In addition, there seem to be two approaches of implementing an ERP system: Phased
and Big Bang. A Phased approach is a module-by-module implementation that consists
of designing, developing, testing, and installing different modules sequentially. By
contrast, a Big Bang approach is a single-phase implementation in which all modules of
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an ERP system are implemented simultaneously at all locations. Doug (1997, p. 24)
quotes Harvey, who states,
Decentralized organisations tend to prefer the big bang, bringing every plant,
division and department online at the same time. … Centralized organisations
have greater flexibility and may choose to phase-in ERP process-by-process
over a year or more…
A vanilla implementation approach is another strategy. Companies keep their system
vanilla or standard. They choose the ERP system with the best possible fit to their needs
and minimise customisation, or they reengineer their business process to fit the package
(Davis, 1998).

6.3 Success and Failure
The main benefit of ERP systems is the ability of adopting companies to integrate and
automate business processes, and therefore to share and use real-time information
within their organisation and with suppliers as well as customers (Gupta, 2000; Nah et
al, 2001; Themistocleous et al, 2001; Spathis & Constantinides, 2003). When properly
implemented, ERP systems can offer great benefits that sometimes exceed the
expectations of adopting companies (Davenport, 1998; Deloitte Consulting, 1998; Scott
& Vessey, 2002). Microsoft is a good example. After implementing a well-known ERP
system, Microsoft claims to save US$18 million annually (White et al, 1997).

It is, however, evident that a complete ERP system implementation does not always
guarantee expected benefits, improved business values, business performance
improvements and a positive payback in a form of ROI (Stedman, 1999; Donovan,
2000a, b; Wheatley, 2000). Indeed, “the very existence” (Hong & Kim, 2002, p.25) and
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“the core operations” (Verville & Halingten, 2002a, p.206) of the implementing
organisation are probably jeopardised.

Based on interviews with more than 100 decision-makers across North America, the
Boston Consulting Group (2000) reports that only 33 % of ERP system initiatives
achieved positive outcomes7. Similarly, the Standish Group's 1994 study reveals that
only one quarter of the ERP system projects were considered as a success (Griffith et al,
1999). Again, the Harvard Business School survey conducted by Professors Robert
Austin and Richard Nolan found that 65% of executives believe that ERP systems have
at least a moderate chance of hurting their businesses (Cliffe, 1999; Kestelyn, 1999).
FoxMeyer, for example, is seen as the worst case of ERP system implementation
failures. After spending two and a half years and investing more than US$100 million in
a popular ERP system, one of the largest wholesale drug distribution companies in the
US fell into bankruptcy (Buckhout et al, 1999).

6.3.1 Reasons Why ERP System Implementations Fail
According to Swan et al (1999), there are conflicting interests between adopting
companies who want an ERP system to suite their unique context and technology
suppliers who intend to develop their generic standardised products to suit various
industry types and sizes. In other words, ERP system developers make assumptions
about management philosophy and business practices, and design their systems to deal
with common situations. It is unfortunate that there may be no typical firms in the real
world.

7

The criteria are based on respondents’ judgements of value creation, cost effectiveness, tangible
financial impact, and attainment of goals (Boston Consulting Group, 2000).
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An adopting company must, for the most part, accept these assumptions and often must
change its exiting processes and procedures to conform to ERP systems (Laughlin,
1999, p. 33). Companies that are likely to experience more difficulties implementing
ERP systems are those that have optimised their business processes and procedures for
decades. Hong and Kim (2001) point out that these divergent interests are at the root of
the high ERP system failure rate.

6.3.1.1 Change
The most important criterion for selecting an ERP system is the best fit, or compatibility
with current business procedures (Everdingen et al, 2000). Over the past two decades,
compatibility is considered as one of the most significant factors influencing the
adoption and implementation of IT innovations (Tornatzky & Klein, 1982).
Companies intend to spend most of their time meticulously evaluating each vendor’s
solution. They attempt to match their organisational requirements with features and
functionalities that different ERP vendors offer. However, there is no ERP system that
can perfectly meet all precise organisational requirements. A company has to choose
whether to implement the ERP system ‘as is’ and adopt the ERP system’s built-in
procedure, or to customise the package to fit the specific needs of the company (Bingi et
al, 1999, p.10).

According to Glass (1998), customisation is a process in which users tailor the system
for their own enterprise by choosing among the business processes and setting table
values. It should be also noted that sometimes an ERP system could not be customised.
Customisation is often expensive, time-consuming, and difficult (especially to upgrade
to newer versions). Furthermore, in many ERP cases, it may cause problems in another
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area. Scheer and Habermann (2000, p.57) argue that Business Process Reengineering
(BPR) and customisation constitutes the major reasons for ERP dissatisfaction.

On the other hand, some companies, who have few current formal business processes,
typically purchase ERP systems as an opportunity to improve the way businesses
operate. Once an ERP system has been installed, companies can reengineer their
existing organisational structures and business processes to best practice level. This is
more important than only adding advanced features. It has been argued that the
successes and benefits of any installation are derived from change (Wallace & Kremzer,
2001).

As seen, change is inevitable. Employees have to adopt to “major changes to
organisational, cultural, and business processes” (Norris et al, 2000, p.13). Krumbholz
and Maiden (2001) caution that change impacts on organisational culture and violates
the values and beliefs of stakeholders (also referred to norms), but at the same time is
constrained by them. Specifically, cultural and process changes in ERP projects can
produce serious detrimental effects on the attitudes of employees (Skok & Döringer,
2001).

Furthermore, in the Krumbholz and Maiden study (2001) of the ERP system
implementation in the UK and Scandinavian subsidiaries based in Sweden, it is
surprising that national culture is not associated with ERP system implementation
problems. However, no firm conclusion should be drawn, as it is only a small sample
size and the European perspective. Huang and Palvia (2001) disagree and argue that a
country’s (especially a Asian country’s) regional environment/culture may impact on its
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use of ERP systems. Soh et al (2000) support that the incompatibility of an ERP system
may be worse in Asia, because procedures in Asian organisations are different from the
reference process models underlying most ERP systems designed for European or US
industry practices. This may lead to employee resistance to change, and result in
implementation delays, cancellations or failures.

6.3.1.2 Resistance
Bingi et al (1999, p.9) point out that ERP system implementation is more about people
than process or technology. Management commonly face a hostile attitude from
potential users who resist the ERP system implementation process (Aladwani, 2001). As
Benoit and Benoit (2001, p.34) state,
In fact, dealing with changes in hardware, software and databases are relatively
straight-forward when compared with dealing with cross-functional issues … In
other words, most challenges with ERP implementations are not technical in
nature; they revolve around the human and organisational change aspects, and
resistance to these changes is evitable.
Kapp et al (2001) contend that the main reason of ERP system implementation failures
is because employees resist rather than embrace the new ERP systems. Employees may
have negative expectations of adopting and using an ERP system, based on their
attitudes, past experience, knowledge or skills.

Previous research has shown that resistance to change comes from two groups: 1)
employees who are reluctant to learn new techniques and 2) IT staff who are reluctant to
change due to attachment to their product (Gubta, 2000). Employees may not believe
that an ERP system could benefit them, or may be afraid that an ERP system would
negatively affect them. IT staff may anticipate that an ERP system is difficult to use and
manage. According to my qualitative finding, one IT manager stated,
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I feel more comfortable what we developed. Even though it is not as good as the
new and best of breed one just adopted, we can always simply modify it. As I
see now, the new system doesn’t allow much customisation.
O’Connor et al (1990) suggest that understanding resistance is critical to the success of
an innovation like an ERP system. Equally, Szmigin and Foxall (1998) add that failure
to manage resistance may result in rejection, postponement or opposition that ultimately
leads to rejection.

In particular, employee resistance to change has been very detailed by Aladwani (2001).
Sheth (1981, cited in Aladwani, ibid, p.268) argues that, under a marketing framework,
innovation resistance is influenced by either habit or perceived risk. Habit, on one hand,
refers to a practice that one is “routinely doing” (Aladwani, ibid, p.269) and intends “to
typically avoid change by favouring the current situation” (O'Connor et al, 1990, p.82).
It is regarded as “a major determinant for generating resistance to change” (Sheth, 1981,
p.227).

In many cases, the technology platform or operating system of a new ERP system is not
the same as the one of a legacy system. Many users do not feel at ease using their new
ERP systems. They become frustrated with the new screen layouts and graphic user
interfaces, as sometimes there are too many unnecessary fields in one screen. For
example, as one data entry from the interview puts it,
“I [who am familiar with IBM AS/400] have to use my computer mouse every
time when I want to move from page to page. Also, I wonder why I have to enter
so much data”.
Apparently, it may take some time to enable these employees, who used the old system
for several years, to master a new way and fully grasp the capabilities of a new system.
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Perceived risk, on the other hand, is defined as the extent to which one views an
innovation adoption as risky. Users feel unsafe and uncertain about the consequence of
an innovation adoption, and as a result they are not willing to take risks and accept
change. Ram (1989, p.23-24) asserts that perceived risk encompasses four components:
1) functional risk: fear of performance uncertainty; 2) economic risk: fear of economic
loss or uncertainty of job reductions or job loss after an ERP system is in place; 3)
social risk: fear of social ostracism or ridicule associated with the use of the innovation;
and 4) psychological risk: fear of psychological discomfort.

It is imperative that employees should be willing, ready and able to embrace the new
systems and business processes. A key focus should be on the willingness of employees
to adopt not only ERP systems, but also new ways of working (Norris et al, 2000).

Communication is one effective way of reducing resistance, especially dealing with the
willingness of employees to adopt a new technology. Management have an important
and decisive role to explain the rationale for ERP system implementation and create a
common understanding of what a company wants to achieve. See the suggested
strategies on how to overcome employees’ resistance to change in Aladwani (2001), for
example. In addition to communication, training is a useful tool to increase the
readiness and ability of employees to use an ERP. Management supports and training
will be discussed in further depth later.

6.3.2 Reasons Why ERP System Implementations Succeed
Many studies have attempted to develop strategies and guidelines to help implementing
organisations to ensure success and to avoid common implementation pitfalls. Research
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into IS success has been ongoing for nearly three decades (Gable et al, 2003)8.
However, it has been argued that needs and expectations in ERP system
implementations vary in different organisations (O’Leary, 2000), and it is hard to define
success (DeLone & McLean, 1992).

6.3.2.1 Critical Success Factors (CSFs)
Different people have different views about success. There are the few key areas of
activity that should receive careful and consistent attention from management because
satisfactory results will ensure successful competitive performance for the organisation
(Rockart, 1979; Bullen & Rockart, 1981). Umble et al (2003, p.256), for example,
maintain, “An ERP system implementation is considered to be a success if it achieves a
substantial proportion of its potential benefits”, especially achieving, “the level of ROI
identified in the project approval phase”.

Still, the question arises: what are the key critical factors for ERP system
implementation success? (Nah et al, 2001). The concept of success factors was initially
developed by Daniel (1961), and the term critical success factor (CSF) was introduced
by Rockart (ibid). These factors - usually three to six in number - are essential to
achieving the predetermined goals of an organisation, and critical to the overall success
of an ERP system implementation. He (2004) contends that the more CSFs a company
possesses, the more likely it would gain a sustainable competitive advantage. It is
important to note that CSFs go beyond a set of requirements or specifications.

8

Gable et al (2003) also argue that the scope and approach of IS success evaluation studies has varied
greatly and rigorous research into Enterprise Systems (ES) success and benefits is sparse.
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Since 1999, many IS researchers have increased using CSFs to study ERP system
implementations. Specific attention should be paid to CSFs for ERP system
implementations, because ERP systems differ from traditional systems in many ways,
such as scale, scope, complexity, organisational changes, project costs, and need for
business process re-engineering (Somers & Nelson, 2001).

In the most-cited article, Bingi et al (1999) offer their belief in ten critical issues that
impact an ERP system implementation. The result of the Nah et al (2001)’ review of 10
IS articles shows that there are 11 CSFs for initial and ongoing ERP system
implementation success. They rank their CSFs according to the four phases in the ERP
life cycle model listed by Markus and Tanis (2000). Somers and Nelson (2001) very
well listed 22 CSFs for ERP system implementation, based on over 110 ERP system
implementation cases and the literature on IT implementation, business process
reengineering, project implementations and descriptions. They also determined which
CSFs are significant in each stage of the implementation process, based on the best,
well-known model of Cooper and Zmud (1990)9.

Drawing on the earlier work of Slevin and Pintor (1987), Holland and Light (1999)
developed a framework that groups CSFs into strategic and tactical factors whereas
Stefanou (1999) claims that CSFs fall into technological and organisational factors.
However, Esteves and Pastor (2000) conclude that the CSFs model should have four
perspectives: strategic, tactical, organisational and technical. They categorise CSFs, and
then map them in a matrix, as shown in Table 6.5.

9

Cooper and Zmud (1990) propose a six-stage model describing IT implementation in organisations:
initiation, adoption, adoption, acceptance, routinization and infusion.
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Table 6.5. Unified Critical Success Factors Model
Source: Adapted from Esteves and Paster (2000)
Strategic
Organisational • Sustained management
support
• Effective organisational
change management
• Good project scope
management
• Adequate project team
composition
• Comprehensive business
process reengineering
• Adequate project champion
role
• User involvement and
participation
• Trust between partners
Technological • Adequate ERP system
implementation strategy
• Avoid customisation
• Adequate ERP version

Tactical
• Dedicated staff and
consultants
• Strong communication
inwards and outwards
• Formalised project
plan/schedule
• Adequate training program
• Reduced trouble shooting
• Appropriate usage of
consultants
• Empowered decision-makers

•
•

Adequate software
configuration
Legacy systems

It is no surprise to see different CSFs from different authors, since CSFs are dynamic
and change over time (Rockart, 1979). After this thorough literature review on CSF lists
for ERP system implementations, the conclusion is drawn that top management support
play an important role in every phase of the implementation process. In the
implementation phase, the most important CSF is change management. As a result, the
organisational CSFs are likely to be more important than technical ones. This confirms
Markus and Tanis’s (2000) contention that an ERP system implementation is not just an
IT project.

However, it is worth emphasizing that the companies researched were in developed
countries. It is, thus, difficult to conclude whether all these CSFs are relevant to
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companies in developing countries as Shanks et al (2000) argues: CSFs may vary
depending on the country in which an implementation is carried out. For example in
China, He (2004) found that Supply Chain Managmenet improvement and abilities of
ERP to integrate a firm’s information system and streamline buiness processes are
specific CSFs. Thus, national cultural issues should be considered. The findings in the
qualitative study focusing on images of an ERP system may shed light on some CSFs in
the chartering phase that IT managers and end-users of companies in Thailand identify
and consider as important.

6.4 Summary
This chapter reviews the research literature relating to ERP systems, and attempts to
extend existing knowledge and obtain the background information for data analysis. The
definition and concept of an ERP system have been introduced, while other issues
relevant to this study, including the nature of the adoption and implementation process,
the causes of ERP system implementation failure and the criteria for success, were also
discussed.

The literature review also reveals that there is a lack of research on the breadth of issues
influencing the adoption and selection of ERP systems. Although the concept of
complete integration has been pursued for more than two decades (Klaus et al, 2000),
published research on the topic of ERP has only recently emerged and mainly focuses
on issues related to the implementation phase of the ERP lifecycle (Esteves & Pastor,
2001; Al-Mashari, 2002). The ERP system adoption and selection phases have received
minimal attention (Verville & Halingten, 2002b). Only few articles were found in key
IS journals (Butler, 1999; Everdingen et al, 2000; Bernroider, 2001). The preliminary
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findings of Ross and Vitale (2000), for example, report some reasons why companies
adopt an ERP system. Moreover, a few studies have focused on non-adoption of an ERP
system and inhibitors to ERP system adoption (e.g., Kremers & Dissel, 2000). It is also
important to note that no study to date provides a comparison of adoption and use of
ERP systems between locally-owned and multinational companies.

It is recognised that an ERP system is considered to be a highly complex technology.
Installing it requires large investments of money, time, and expertise (Davenport, 1998).
Present evidence shows that change and resistance to change are involved in ERP
system implementation failures. Consequently, a framework to explain a decisionmaking process to adopt ERP systems and select vendors is needed. It is expected that
attitude and behavioural intention towards ERP system adoption and usage are
correlated. Influential factors for ERP system adoption and vender selection should be
also identified.

The next chapter (Chapter 7) comprises the interpretation and analysis of the primary
and secondary qualitative data concerning ERP systems. The specific data analysis
procedures and data management are also outlined.
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Chapter 7
Data Analysis in Phase Two
7.0 Introduction
As described in Chapter 6, phase two of the study involved qualitative data collected
using a grounded theory method. The primary focus of this chapter is on the procedure
that I used to analyse the collected data. The processes of coding are detailed in Section
7.1, while the techniques undertaken to ensure the trustworthiness of the study are
discussed in Section 7.2. The summary is given in Section 7.3.

7.1 Data Analysis Procedures
In this phase of the study, I utilised a grounded theory method (specifically substantive
coding and theoretical coding techniques) to analyse and interpret data from the
interviews, field notes and documents. It is important to note that the processes of
analysis and interpretation of the collected data are both non-linear and iterative, as
shown in Figure 7.1. Indeed, while most grounded theorists present the coding
techniques separately and describe them in a sequential order, in practice they tend to be
used simultaneously.

I followed the advice of Dey (1999, p.96) who points out that coding and analysis (and
even data collection) in a grounded theory method can be combined and proceed jointly.
Glaser (1978) also appears to admit that open coding/selective coding (or substantive
coding) and theoretical coding often go on simultaneously. Among the variety of
methods to a grounded theory study, in my data collection and anlysis I have adhered
mainly to the Glaserian grounded theory method.
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Figure 7.1. A Model of the Non-linear and Iterative Processes of a Grounded theory
Method
Source: Adapted from Bursnall (2003)

Following through theoretical sampling, I was aware of the fact that data collection and
data analysis should be undertaken simultaneously and progressively. This also allows
for member checks to enhance the trustworthiness of my interpretations (Merriam,
1988). I started the initial data analysis immediately after the completion of each
interview (within 24 hours). Each episode of data analysis could then suggest further
data collection or “where to go next” (Glaser, 1978, p.37). Moreover, alternating data
collection with analysis could validate “concepts and hypotheses as these are being
developed” (Strauss & Corbin, 1998, p.46).

I also acknowledged that I, as a grounded theory researcher, was required to remain
theoretically sensitive while collecting, analysing and coding data so that I could
understand what was pertinent to the phenomenon that I was studying and could give
meaning to it without my own biases. Nevertheless, researchers’ biases are inevitable.
Sarker et al (2001, p.43) emphasises, “...coding is hermeneutic - that is, coding is an
interpretive act of the researchers who are sensitised to certain theoretical concepts ...”
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I thus took Strauss and Corbin (1990)’s advice. During data collection and analysis, I
periodically stepped back and asked the questions: What is going on here? and Does
what I think here fit the reality of the data? I also maintained an attitude of scepticism so
that all emerging categories were provisional. Following the analysis of transcripts from
the first and previous interviews, I revised the interview guide, and added a few new
questions for the subsequent interviews as patterns and themes emerged. During the
interviews, I asked more specific questions related to the company’s business and the
stage of ERP system implementation than was covered in the survey of phase one. As
my questions became more focused, I could refine and eventually saturated my
emerging categories.

7.1.1 Transcription
Before analysing or coding the data, each audiotaped interview was transcribed
verbatim in Thai into Microsoft Word documents. All Thai transcriptions were
translated into English, except for one interview that I conducted in English. The
difficulty encountered in translating the original Thai arose when there are some verbal
expressions that do not simply have a corresponding equivalent in English. Some
translations may not read smoothly, but they should be sufficiently clear and
informative. Each interview transcript was typed with a wide right margin so that I
could write analytic notes (coding and memoing). I found this process to be laborious
and time-consuming.

In addition, the data storage follows the University of Wollongong Human Research
Ethics Committee guidelines. Accordingly, all the interview tapes and diskettes are
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secured in a filing cabinet to ensure confidentiality, and will be retained for at least five
years.

7.1.2 Open Coding
Data analysis began with open coding. When using open coding, Glaser (1978, p.56)
suggests to run the data open; that is, to describe and summarise what was happening in
the data. In the view of Strauss and Corbin (1998, p.100), “data are broken down into
discrete parts, closely examined, and compared for similarities and differences”. The
overall goal of this analytical process was, however, to reduce and organise the data into
patterns, concepts and categories.

I started by performing a line-by-line analysis of the interview transcripts and all other
sources of raw data underlining significant words or sentences that contain particular
thoughts, ideas, attitudes, feelings or experiences of interviewees in adopting and using
an ERP system. These are also referred to by Rennie et al (1988) as incidents or
meaning units. I then compared the incidents within the data for similarities and
differences, then grouped and labelled them in order to classify the phenomena in the
data. Strauss and Corbin (1990, 1998) explain that the goal of labelling or naming is to
give a common heading to similar phenomena (events, happenings, objects, and
actions/interactions), and importantly to detect the recurring patterns or concepts in the
data. In allocating names, I used where possible the language of the participants
themselves or in vivo codes (Glaser & Strauss, 1967). As each new incident was
identified, I compared and added it to the labelled concepts or codes. I found that one
incident could be assigned many codes.
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Glaser does not favour the term “breaking down the data” as Strauss and Corbin use it.
Instead, Glaser (1978, p.56) used the term “fracturing of data into analytic pieces”.
Glaser argues that a grounded theory analyst should start coding with conceptual
nothing- no concepts. Glaser goes on to say that concepts are known beforehand that are
derived from an analyst’s experience or whatever other learning. It is thus unnecessary
to keep collecting incidents or labelling. I agree with Glaser but as a novice grounded
theory researcher I found that searching for incidents in the transcripts is a good start.
Glaser (1992, p.40), nevertheless, warns that such an approach would end up in a “helter
skelter of too many categories and properties that yield no analysis” and “an over
conceptualisation of a single incident”.

However, I perceived a concept as a group of similar incidents that helped me focus and
gave me a better understanding of what was going on in the data. To be specific, Glaser
(1978, p.55) emphasizes that the labeled concept (or the code) conceptualizes the
underlying patterns of a set of empirical indicators within the data. Furthermore, some
relevant data (or some incidents) are subsumed within an indicator, as illustrated in
Figure 7.2.
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Conceptual code or
Category and Property

Labelled Concept or
Code

Indicator

Incident

Labelled Concept or
Code

Indicator

incident

/ \
Data Data

Figure 7.2. A Concept-indicator Model
Source: Adapted from Glaser (1978, p.62)

I took the advice of Glaser. I thus did not give each incident a name. I selected a certain
number of incidents that indicate the emerging concepts. Then, I compared incidents to
other incidents (and/or to concepts), and looked for common patterns among many
concepts so that these patterns could lead to initial category formation and further data
analysis as well as data collection. The following quote from Glaser (1992, p.40)
indicates how to conceptualise a pattern among many incidents:
We look for patterns so that a pattern for many similar incidents can be given a
conceptual name as a category, and dissimilar incidents can be given a name as a
property of a category, and the compared incidents can be seen as
interchangeable indices for the same concept.

Shortly thereafter, similar concepts were grouped into as many categories as possible,
which were considered relevant to the issues of the adoption and use of an ERP system.
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I tried to create the categories in terms of their properties by continually asking the
following three analytical questions of the data:
•

What is the data referring to?

•

What category does this incident indicate? Or, what category or property of a
category, of what part of the emerging theory, does this incident indicate?

•

What is actually happening in the data? (Glaser, 1978, p.57).

Through the process of asking these three questions, I constantly compared incident to
incident as well as category to category, and brought new incidents to the existing
categories. I found that not every category has recognisable properties, a problem also
identified by Sarker et al (2001) who could not develop dimensionalized properties of
each category/sub-category. They claim, “The problem during coding was that it was
difficult to distinguish between properties and sub-categories in many instances”.

My solution to this problem was that when the incidents and/or concepts did not appear
to fit in, I created new categories, or revised and then refined the existing categories.
Indeed, in many cases, I returned to the field and conducted more interviews in an
attempt to expand and verify the categories. At this stage, the interviews provided
focused data.

Figure 7.3 illustrates how interview transcripts and field notes were coded. In the
middle column, three excerpts show what the participants said. The key words or
phrases are underlined to indicate incidents, events and facts. Open coding is shown in
the right column. Similar ideas were highlighted by coloured highlighter pens. In doing
so, the patterns or categories gradually began to emerge.
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The 1st IT manager

The 2nd IT manager

One end-user

ERP we bought is made based
on the business model of
American or European
companies. So some of the
functionalities are not applicable
to our business. I request our
consultants to change their
product to fit our business
processes. Or if they cannot do, I
may have to bring third-party
applications in.
Our business is unique. My boss
bought SAP mainly because of
its reputation even though I
don’t think SAP has an expertise
in this area.
Isn’t IT a tool developed to
support business? Why does a
company have to invest in
something disrupts my job? I
demand IS people must find the
way to make the new system to
suit my needs.

Fear of incompatibility
Fear of inapplicability
Attempt to make a change
Exert influence or
Threaten
Uniqueness
A reason for adoption:
reputation

Unease of disrupting his
job
Exert influence or
Threaten

Figure 7.3. Sample of Transcript Excerpt

Each incident was compared to other incidents for similarities and differences. Then,
similar incidents were labelled and grouped to form a category, as seen in Figure 7.4.

Fear of incompatibility
Fear of inapplicability
Attempt to make a change
Fear of change
Uniqueness
Unease of disrupting his job
Figure 7.4. Sample of Open Coding
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7.1.3 Writing Memos
Memos are short notes that a grounded theory researcher writes down all ideas about
codes and their relationships as they strike him or her while coding (Glaser, 1978, p.83).
As Charmaz (2000, p.517) describes, writing theoretical memo is “the intermediate step
between coding and the first draft of the completed analysis”. Glaser (ibid, p.83) also
maintains, “If the analyst skips this stage by going directly from coding to sorting or to
writing – he is not doing grounded theory”. It is because memos assist in providing a
thick description for categories, linkages between categories and properties, and
hypotheses within the theory.

In addition, Glaser and Strauss (1967, p.107) suggest that a grounded theory researcher
may find conflicts in his or her thinking after coding three or four times. Memos can
help in tapping the initial freshness of the researcher’s theoretical notions, and in
relieving the conflict in his or her thoughts.

Therefore, alongside the process of open coding, memos were written, I wrote anything
that came to my mind such as the emerging categories and the tentative relationships
among them. For example, the following memo related to the idea of the changes that
an ERP system will bring.
Many adopters still saw IT as something to support their needs. They intend to
continue doing what they usually do. They don’t realise the true benefits of the
new technology like an ERP system. An ERP system would give them the
infrastructure to conduct their businesses in different (or better) ways.
7.1.4 Selective Coding
During the analysis, I was aware that some categories would appear to be critical and
central. Glaser (1978) states that this time will come when researchers have to cease

143

open coding and delimit coding to those variables that relate to the core variable (or
core category) in sufficiently significant ways to be used in a parsimonious theory. The
broad aim of selective coding is to help researchers to delimit their work from open
coding. They now can focus more on coding exhaustively for a core variable and its
related categories and properties. At the same time, they can use the core variable as a
guide to further data collection and theoretical sampling.

According to Glaser (1978), a category is judged as the core category when it occurs
frequently in data, it accounts for most the variation in data, it can be related to many
other categories, and it has clear and significant implication for formal theory10. Then, I
tried to identify core categories and determine the relationships among core categories,
other major categories as well as their properties. The core categories in this study are
described in Section 8.2.

I agree with Strauss and Corbin’ (1990, 1998) contention that selective coding is a
process of refining the theory, trimming off excess in poorly developed categories, and
especially filling in any missing detail. There is a point at which saturation of data is
approached and there is minimal value from continued data collection. Therefore,
interviewing and data analysis was completed when there was no little data emerging,
and the relationships among the categories were stable. This occurred after 14 visits to
the Thai-owned companies and 12 visits to the MNCs. However, I continued to
interview all the participants (16 MNCs and 16 Thai-owned companies).

10

See eleven criteria for selecting the core category in Glaser (1978, p.95-96).
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7.1.5 Theoretical Coding
Theoretical coding involves the conceptualisation of how the substantive codes that
emerged during open coding “may relate to each other as hypotheses to be integrated
into a theory” (Glaser 1978, p.72). Glaser (1998, p.189) explains why these substantive
codes will integrate:
… This goes back to the whole notion that the researcher is just discovering
what is going on. The world is integrated whether the researcher likes it or not. It
is the grounded theorist’s task to discover it. He cannot integrate the world. It is
going on whether or not he has a theory. Thus the grounded theory problem is to
discover this integration while generating a theory that explains what is going
on, that is discover the integration that’s occurring in the world.
I attempted to explain what was happening in the data, and to look for relationships or
configurations among substantive categories that emerged during open coding. Glaser
(1978, p. 116) considers this to be “weaving the fractured data back together again”. I
started by comparing categories to each other and to their properties. Through constant
comparative analysis, categories were arranged and integrated. With support from the
memos, I conceptually determined how categories and their properties were related or
linked to each other. In that way, the categories were raised to a higher abstract and
conceptual level, and the linkages became hypotheses that are integrated to form the
theory.

In addition, theoretical coding involves using coding families that helped a researcher to
become sensitive to how categories and their properties could be related and how theory
could be generated. Theoretical codes can be used so as to “help the analyst maintain his
conceptual level in writing about concepts and their interrelations”, to “prevent the
analyst from dropping and bogging down in data” (Glaser, 1978, p.73) and to “open up
inquiry, bringing new questions to bear and placing the value of old questions in doubt”
(Dey, 1999, p.108).
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Glaser (1978) suggests that there are eighteen types of coding families, so a researcher
can “avoid the imposition of a preferred coding family (or a “pet” family as Glaser puts
it)” (Dey, 1999, p.108). However, this is by no means an exhaustive list. Glaser (1992,
p.62) further adds, “… any of these codes are only utilized when relevant and they
saturate as such”. A researcher can also come up with more new codes that fit into the
context of his or her research. Dey (ibid, p.107) summarises coding families and puts
them into the table, which is reproduced in Appendix E.1. See Glaser (1978, p.74-81;
1998, p.163-175) for a detail of coding families.

In this study, as is presumably often the case, not all coding families are applicable.
Therefore, I used only those families relevant to the subject matter where each
interviewee was invited to describe their experience and attitudes on the adoption and
use of an ERP system. I summarised and directed the results of this study on a range of
contextual aspects (or categories) affecting the use and adoption or rejection of an ERP
system. I detailed thick descriptions of categories and interrelations among these
categories, which in the end they could lead to theory development.

I acknowledged that there might inevitably be some gaps in the analysis because “We
all live in worlds where large gaps of meaning and cognition exist all the time” (Glaser,
1992, p.88). It should therefore be acknowledged that a theory grounded analysis of data
might not fit every aspect of participants’ cases but the larger concepts should apply
(Strauss & Corbin, 1998, p.161).
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7.2 Trustworthiness of the Data
It is common for a researcher to be asked how he or she can persuade his or her
audiences that the findings of an inquiry are worth paying attention to, worth taking
account of (Lincoln & Guba, 1985, p.290). I am convinced that the rigorous procedures
advocated in a grounded theory method for sampling and analysing data, which required
the researcher to check and recheck the data, can make the data interpretation accurate
and credible. Comparative analysis, investigation of different slices of data, and
integration of theoretical concepts can correct inaccuracies, biases, and
misinterpretations (Glaser & Strauss, 1967).

Glaser (2003, p.130) states that grounded theory has procedural credibility for its
conceptual, generated theory, or its product. He, however, argues that grounded
theorists should not worry about how to describe data accurately, as he said credibility
is not the issue for grounded theory. A grounded theory method aims at generating
concepts, or a theory. Grounded theorists should concentrate more on how this theory
can be applied to a substantive area, or can be generalised to other substantive areas.
Nevertheless, trustworthiness was still evaluated through a set of criteria as prescribed
by Lincoln and Guba (1985): credibility, transferability, dependability, and
confirmability. Lincoln and Guba (ibid, p.296) recommend that a researcher be required
“to demonstrate the credibility of the findings by having them approved by the
constructors of the multiple realities being studied”. Credibility was achieved by a
number of strategies, including data source triangulation, member checking and peer
debriefing.
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First, data source triangulation, which involves crosschecking perspectives, was used to
establish the credibility of the findings and interpretation. As described in Section 6.3, I
collected data from multiple sources, including interviews, observations, and
documents, and I obtained data from both IT managers and end-users.

Second, member checking is regarded as "the most crucial technique for establishing
credibility" in a study (Lincoln & Guba, 1985, p.314). During data collection, although
no new themes and categories occurred, I performed member checks by asking the rest
of the participants for additional clarification and to corroborate my ongoing analysis
and emerging categories. To further enhance the credibility of the findings, I conducted
informal member checks during the data analysis. A copy of the primary analysis was
sent by e-mail to some original key participants in order to verify and judge the
accuracy and credibility of the findings. The participants provided feedback, suggested
additions, and eventually agreed with my interpretations and conclusions.

Third, although I conducted the research alone, I consulted bi-weekly with my research
supervisors as the peer debriefers who regularly questioned the data collection and
analysis methods used and reviewed the findings to discuss the emerging categories.
While in Thailand, I used e-mail to work closely with my research supervisors.
Moreover, I had on-going discussions about my methodological issues and my tentative
findings with IS professionals and IS lecturers in Thailand as well as with other PhD
candidates.

In addition to the trustworthiness process, transferability was provided by solid
descriptive data or rich, thick description (Patton, 1990) of participants’ perspectives
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and setting that enabled the result to be applied and transferred to other researchers in
other settings. Dependability and confirmability were ensured by through detailed
records of the research process as well all the documentation. These are available and
audible. In summary, the use of all techniques detailed above could lead to credibility
and trustworthiness of this study. The next chapter (Chapter 8) will provide the findings.

7.3 Summary
This chapter describes the coding and analysis of data using a grounded theory method.
It also discusses the techniques undertaken to ensure the trustworthiness of the research,
including credibility, transferability, dependability and confirmability. The following
chapter will present the key aspects affecting the use and adoption or rejection of an
ERP system in the form of the core categories.
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Chapter 8
Interpretation and Analysis of Qualitative Data
8.0 Introduction
This chapter presents the analysis and interpretation of the primary and secondary
qualitative data, concerning ERP systems in Thailand. The primary data came from
interviews with locally owned and multinational companies, as described in Chapter 5.
The secondary data came from additional documents, such as company brochures and
websites, as well as the published literature on ERP systems, a selection of which was
presented in Chapter 6. The procedure followed in this analysis was described in
Chapter 7.

This chapter is organised as follows. The detailed description of the findings from the
analysis of individual interviews is discussed in Section 8.1. The findings are presented
in the form of emerging categories. Quotations of interviewees are used throughout this
section to substantiate the interpretation. A comparison of key emergent categories
aligned with the relevant literature is discussed at length in Sections 8.2 to 8.6. The final
section (Section 8.7) summarises the findings.

In accord with the interpretive nature of this analysis, the first person will be used where
appropriate throughout this chapter.
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8.1 Findings
The findings of a second phase of the study are presented according to four main areas
of interest. These four areas were established in the interview guide (See Appendix
C.1). At the beginning of each interview, these areas of interest were made explicit to
the interviewees. These are as follows.
Area 1: Images of an ERP system: expectations and attitudes
Sub-area: ERP images limited to those with an ERP System Implementation
Area 2: Reasons for acquiring an ERP system
Area 3: Selection criteria for an ERP system vendor
Area 4: Reasons for not acquiring an ERP system

Each of these areas has been analysed separately. The coding and analysis revealed
several core categories for each area. This is at odds with Glaser (1978, 1992, 1998,
2001) and Strauss and Corbin (1990, 1994, 1998), who suggest that a researcher should
select only one category as the core category. Nevertheless, Dey (1999, p.111) argues,
Taking one core category as a fulcrum for theory may also mislead if it excludes
or underestimates the role of other important factors. The research may result in
a single product rather than offer a menu of possibilities.
Accordingly, as the focus of this qualitative study was on the broad topic of adoption
and use, or rejection of ERP systems, I identified as many relevant key aspects as
possible. I sought to compare and contrast the perceptions of both IT managers and endusers in Thai-owned and multinational companies in Thailand. Thus, I presented these
aspects as the core categories. It is, however, important to note that I selected the central
categories that were related to many other categories and reoccurred frequently in the
data, and then let them become a guide to further data collection. I applied criteria for
selecting the core category that Glaser (1978, p.95-96) suggests.
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It is also important to reiterate that each core category was generated by a careful
constant comparison of the interview and observational data, as well as the additional
documents. I conceptualised each point of comparison, rather than merely describing
the data, as suggested by Glaser (2001). I selected several quotations from the
interviews to exemplify significant viewpoints and illustrate the categories.

To maintain the anonymity of the sources and to protect their identities, no names of the
interviewees or companies were given. As Bouma and Ling (2004) argue, all references
to interviewees’ identities from tapes and transcripts, such as names and unique
characteristics, must be removed. This is because interviewees need to be protected
from infringements on their privacy. Furthermore, it should be noted that I did not
attempt to edit the transcripts of the interviews. I translated and presented exactly what
interviewees said. Most conversations were casual.

In addition, I described, and compared and contrasted each of the categories with both
technical and non-technical literature, in order to ascertain commonalities and, more
importantly, generalise the results of the study. As Strauss and Corbin (1998, p.49-50)
explain, a researcher should determine if the categories are truly emerging and grounded
in the data. Then, if they are truly emergent and relevant, a researcher should judge how
they are similar to and how they are different from those in the literature. Strauss and
Corbin (ibid, p.51-52) further argue,
[The technical] literature can be used to confirm findings and, just the reverse,
findings can be used to illustrate here the literature is incorrect, is overly
simplistic, or only partially explains phenomena. Bringing the literature into the
writing not only demonstrates scholarliness but also allows for extending,
validating, and refining knowledge in the field [original emphasis].
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Accordingly, I used published literature, a significant selection of which was reviewed
earlier in Chapter 6. Quotations from interviews and field notes in the literature can be
used as secondary sources for the data (Strauss & Corbin, 1990, 1998). At the same
time, non-technical literature such as reports, white papers, trade magazines, periodicals
and other documents available on the WWW were occasionally used as primary data, or
ancillary data (Strauss & Corbin, 1998, p.52). However, it would be beyond the scope
of the study if I tried to cover all literature related to the emerging categories. I decided
to select the relevant literature that contributes to the IS field.

8.2 Area 1: Images of an ERP system: Expectations and Attitudes
Following the interview guide discussed in Chapter 5, I attempted to extend an
understanding of what IT managers and end-users imagined about using an ERP system
in their own environments prior to physical implementation. I intended to empathise
with their real or latent needs from, and positive or negative expectations of an ERP
system, rather than just focusing on the attractive features of an ERP system. It was
believed that images, which are embedded in adopters’ attitudes, might relate to an
adoption decision, implementation and usage behaviour of an ERP system.

I explored the perceptions of both IT managers who are most responsible for an ERP
system and of end-users from a broad range of industries and organisations using ERP
systems from several vendors. Some of the interviewees came from a group of
companies who were not yet implementing an ERP system, but knew about it. They
were asked to visualise themselves using an ERP system, based on their past experience
with IT applications, or what they heard about ERP systems. It is worth highlighting
that an image often came from the answers of interviewees, and from observations I
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made during the interview, because as James (1996) argues, an image relates to the
emotions associated with an ERP system. It should be also noted that the measurement
of post-implementation attitude is beyond the scope of this study.

After I had completed collecting the data, I found that my study of images relevant to
ERP systems was consistent with the work of Abdinnour-Helm et al (2002). They also
recognised the importance of the human side of an ERP system implementation by
examining the role of pre-implementation employee attitudes towards an ERP system
and how these may influence the adoption decision and subsequent implementation.
They (ibid, p.271) state,
Employee attitudes are a key factor in determining ERP system implementation
success or failure. … Assessing employee attitudes prior to implementation of
an ERP system can help identify organisational readiness for massive change.
However, the present study is different from the work of Abdinnour-Helm et al (ibid) in
many ways. Drawing on the earlier work of Herold et al (1995), Abdinnour-Helm et al
(ibid) collected the data through a survey of the employees of one aircraft
manufacturing organisation in the US who exploited SAP. They focused more on the
roles of those at different levels of involvement with the early implementation process,
as well as job tenure and job type on shaping attitudes towards an ERP system in the
pre-implementation stage.

However, the work of Abdinnour-Helm et al (ibid) provided a useful comparative
example to assist the interpretation of my findings in terms of seeking the differences
and similarities between employees’ attitudes towards ERP systems among different
companies. Before presenting the result of a second phase of the study, I will therefore
discuss the definition and theory of attitude.
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8.2.1 Attitude-Behaviour Relationship
Attitude in its simplest terms may be defined as a predisposition that determines how a
person behaves or does not behave in a particular way. However, this definition may be
insufficient to understand how attitude can be related to behaviour in this type of study.

In the 1970s in the field of social psychology, Ajzen and Fishbein (1975, 1980)
developed the Theory of Reasoned Action (TRA) in an attempt to provide a model to
understand how a person’s attitude impacts their behaviour (Severin & Tankard, 2001).
The TRA model has been adapted for use in many fields. For example, using the TRA
model as a theoretical basis, Davis (1986, 1989) developed the Technology Acceptance
Model (TAM), one of the most widely used models in IS literature, in an attempt to
explain and predict volitional user behaviour in the context of new information
technology acceptance and usage.

The TAM suggests that attitude and intention are determined by two behavioural
beliefs: Perceived Usefulness (PU) and Perceived Ease of Use (PEU). PU is defined as
the user’s “subjective probability that using a specific application system will increase
his or her job performance within an organisational context” (Davis, 1989, p.985). PEU
refers to “the degree to which the user expects the target system to be free of effort”
(Davis, ibid, p.985). PU is also influenced by PEU. It should also be noted that the
TAM assumes that acceptance and use of IS are volitional, meaning that individuals
accept and voluntarily use IS. Figure 8.1 depicts the TAM.

The TRA model operates on the assumption that human beings are rational animals who
are able to systematically process and use the information available to them. People
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consider the implications of their actions or outcomes before they decide to engage or
not engage in a given behaviour (Ajzen & Fishbein, 1980, p.5). The TRA model
separates attitude from beliefs, subjective norms, intention and behaviour, but at the
same time it establishes a relationship among them. It postulates that the immediate
antecedent of a person’s behaviour is intention to either perform or not perform a certain
behaviour.

However, it should also be noted that there is not always a perfect correspondence
between intention and behaviour, although a person will usually act in accordance with
his or her intention (Ajzen & Fishbein, 1980, p.5). In other words, it makes an
assumption that a person’s behaviour is under his or her volitional control and is not
affected by environmental variables. Ajzen recognises the limitation of the TRA model
and developed a Theory of Planned Behaviour (TPB) model in 1988 to predict
behaviours where a person has incomplete volitional control. The TPB model indicates
that a person’s perceived behavioural control has also an effect on both intention and
behaviour.

According to the TRA model, there are two main components that explain intention.
They include the attitude towards performing the behaviour and the perceived social
pressure, or the subjective norms. In the qualitative study, the focus was on the former
as it is relevant to the concept of an image. Attitude is regarded as the primary predictor
of intention, and is perceived as “a latent or underlying variable that is assumed to guide
or influence behaviour” (Fishbein & Ajzen, 1975, p.8). Attitude is determined by a set
of behavioural beliefs about the outcome of behaviour. It refers to the person’s
evaluation or judgement that the potential outcome will be ‘positive or negative’, or
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‘good or bad’, and the probability or likelihood that performing a given behaviour will
result in a given outcome.

In addition, beliefs are formed on the basis of past experience and direct observation, or
information received from outside sources, or by way of various inference processes
(Fishbein & Ajzen, 1975). However, not all beliefs influence attitudes. Some beliefs are
salient ones and are considered as “immediate determinants of a person’s attitude”
(Ajzen & Fishbein, 1980, p.63). Moreover, beliefs may change over time, meaning that
attitude can evolve. Figure 8.2 shows the flowchart of TRA with an emphasis on
attitude, and illustrates the transmission of belief into behaviour.

Perceived
Usefulness
Attitude
Toward using

Behavioral
Intention

Actual
Use

Perceived
Ease of Use

Figure 8.1. A Flowchart of the Technology Acceptance Model (TAM)

Behavioural

Attitude

Normative
Beliefs

Subjective
Norm

Intention

Figure 8.2. A Flowchart of the Theory of Reasoned Action (TRA)
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Behaviour

Fishbein and Ajzen (1975, p.8) further point out the importance of attitude: “Knowledge
of a person’s attitude, therefore, permits prediction of one or more specific behaviours”.
In other words, a positive attitude would lead to the performance of positive behaviours
and a negative attitude to the performance of negative behaviours (Fishbein & Ajzen,
ibid, p.9). Accordingly, in an ERP case, if an employee perceives that positive benefits
are due to implementing an ERP system, he or she will be motivated and intend to be
co-operative, which leads to the success of an ERP system implementation.

The following section presents the results in the area of “Images of ERP systems” from
my qualitative study. These come from the interviewees of both Thai-owned and
multinational companies through their views on the benefits and threats they believe
that will be obtained from the adoption and use of an ERP system. I found there to be no
obvious distinction between the Thai-owned and multinational companies. However, as
anticipated, companies that did not have an ERP system in place had more negative
attitudes and expectations than the ERP-adopting companies. Figure 8.3 shows a
summary of positive images (+) and negative images (-), which are discussed at length
in Section 8.2.2 and 8.2.5, respectively.
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(+) Cost
Saving

(+) Improved
Internal
integration

(+) Enhanced
Visibility

(+) Inventory
Accuracy and
Visibility

(+) New or
Improved
Business

(+) Increased
Responsiveness

(-) Suspicion

Images of
ERP systems

(-) Resistance
to
Change
(+) Personnel
Reduction

(-) Difficulty

Figure 8.3. A Representation of Images of ERP Systems Detected in the Qualitative
Study
8.2.2 Positive Images
As anticipated, most interviewees viewed an ERP system as a total solution to a number
of problems with operational and managerial processes. With one application, one
centralised database and a unified interface, an ERP system was expected to provide a
tightly integrated working environment, linking together an entire organisation’s
operations, such as accounting, finance, human resources, manufacturing and
distribution, and so on. Coordination across departments could be improved, and the
workforce could be managed effectively, both of which have a significant impact on
overall business performance. This should come as no surprise. The capability of an
ERP system that integrates business processes and streamlines data flow is commonly
cited in the ERP literature as one of the primary objectives for installing an ERP system
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as well as one of its principal benefits (e.g., Muscatello et al, 2003; Brakely, 1999;
Davenport, 1998, 2000).

A summary of the positive image can be succinctly drawn from the belief of an IT
manager of an ERP-adopting MNC:
When I have to give a brief to my users, I often say there are two main things
that an ERP system could do for us: Reduce and Increase. An ERP system could
reduce all costs, such as inventory, labour, overhead cost. And, an ERP system
could increase sales, efficiency and effectiveness of our processes and customer
satisfaction at the same time.
Other interviewees, however, reported a number of perceived beliefs in the benefits that
ERP systems can offer. According to the qualitative findings, I thought it best to
decompose positive images of ERP systems into expected tangible and intangible
benefits. Each benefit contains several categories, which are not ranked. It should also
be noted, as mentioned earlier, that some categories may be interdependent with others.

8.2.3 The Expected Tangible Benefits
As determined by the interviews, the expected tangible benefits of ERP systems include
the following three categories: 1) inventory accuracy and visibility, 2) cost saving, and
3) personnel reduction. Each category is now discussed.

8.2.3.1 Category 1: Inventory Accuracy and Visibility
As discussed in Chapter 6, ERP evolved from MRP (Materials Requirements Planning)
and subsequently MRPII, which were initially designed for manufacturing operations.
Therefore, the capability of inventory management throughout the supply chain is
recognised by ERP adopters. An IT manager of an ERP-adopting MNC, for example,
commented that the main goals for implementing an ERP system with supply chain
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functionalities were real-time visibility, forecasting and responsiveness for logistics
operations. Another IT manager of an ERP-adopting Thai-owned company also stated,
With our old systems, we didn’t know exactly what and how many on-hand
inventories we had. But now we expect to see from the system what and how
many inventories are available.
All IT managers interviewed agreed that an ERP system could increase accuracy in
tracking and managing repair and new inventories as well as raw materials. At the same
time, it could plan and schedule inventory flow throughout the entire procurement
process, which in turn leads to reducing excess inventories and costs to manage them.
An ERP end-user in an ERP-adopting MNC stated,
ERP can improve inventory management. Lead times can be reduced. Product
life cycles can be shortened. And this means that the company that adopts it
including ours can save a lot of money.
8.2.3.2 Category 2: Cost Saving
A majority of interviewees pointed out that an ERP system could save costs in many
business areas. For example, companies that adopt an ERP system could reduce
purchasing costs by improving procurement activities, as already mentioned in Section
8.2.3.1.

They further pointed out that an ERP system could hold down administrative burdens
and lower paperwork. An IT manager of an ERP-adopting Thai-owned company stated
that, “Even though the main goal is not just to cut costs. But I know for sure that ERP
should cover clerical functions and drastically reduce their costs”. However, cost
reduction is directly related to intangible benefits, which will be discussed in detail
later.
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8.2.3.3 Category 3: Personnel Reduction
Business process reengineering, which often accompanies an ERP system
implementation, can improve processes and eliminate some non value-adding activities,
thereby reducing the risk of human error. As many business functions can be automated
in this process-covering a significant amount of clerical work at the same time,
companies adopting an ERP system can reduce staff costs. An ERP end-user in an ERPadopting Thai-owned company reasoned,
Even though we cannot see the immediate impact because we don’t have a
policy to sack some of employees after ERP is completely installed. The
company doesn’t have to hire anyone for a vacancy.
8.2.4 The Expected Intangible Benefits
As determined by the interviews, the expected intangible benefits of an ERP system
include the following four categories: 1) improved internal integration between systems,
2) enhanced visibility of data and greater accessibility to data, 3) new or improved
business processes, and 4) increased responsiveness. Each category is discussed at
length.

8.2.4.1 Category 4: Improved Internal Integration between Systems
The major intangible benefit that all adopting companies anticipated from their ERP
system was associated with system integration. As most companies are organised and
operated in a decentralised manner, different departments, business units or even
branches of companies deploy different computer systems and software that sometimes
operate under different platforms, with separate user interfaces, databases and
maintenance requirements. These different systems, also referred to as silos, do not
easily communicate with one another, and data is stored and processed separately. There
is a necessity for interfaces among systems in order to transfer data across system
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boundaries. An ERP end-user in an ERP-adopting Thai-owned company detailed the
problems of different systems: “I have to re-enter data into different departments’
computer systems over again and again. Sometimes I got blamed when what I entered
was incorrect”.

An ERP system attempts to replace these disparate aging systems, centralising them into
one comprehensive multi-module software system that integrates all (or many)
fundamental business activities across departments or even across regions, and serves
the entire company. According to an IT manager of an ERP-adopting Thai-owned
company, “With one application, ERP can deal with every necessary aspect of our
operations”. Another IT manager of an ERP-adopting MNC also pointed out,
ERP provides an integrated solution. I hope to see ERP improve the entire
information backbone of our company. I also think of ERP as the company’s
central nervous system. ERP can link all systems throughout the company.
As such, an IT manager of a non-ERP-adopting MNC also stated that in the long run,
his company could save a lot of money if his company decided to implement an ERP
system, because he and his staff did not have to maintain multiple interfaces from
several legacy systems. A second IT manager of another ERP-adopting MNC also
added that an ERP system could lower the licensing fees of disparate systems.

In the ERP literature, Davenport (1998) maintains that the integrated concept can
eliminate the costs of maintaining many different systems, of entering data more than
once, of having to reformat data from one system to use it in another, of programming
communication links between systems to automate the transfer of data, and most
importantly, of the failure of communication among systems. Besides, data re-entry
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errors are eliminated (Rizzi & Zamboni, 1999), because there is less redundancy and
inconsistency in data, meaning labour costs are reduced.

In addition, a third IT manager of another ERP-adopting MNC reported that having a
single application made it possible to create global integration, no matter how
diversified or geographically dispersed a company was. Many well-known ERP systems
provide support for all major languages, and are multi-currency and multi-subsidiary. It
is arguable that these features are mandatory for all companies (Klaus et al, 2000). The
same IT manager further added that since an ERP system was built and designed on
web-enabled technology, employees in his company would be able to access the ERP
system from everywhere. Consolidation errors could thereby be eliminated.

8.2.4.2 Category 5: Enhanced Visibility of Data and Greater Accessibility to Data
An IT manager of an ERP-adopting Thai-owned company emphasised that with one
common database, employees in his company could have convenient access to truly
accurate, real-time and consolidated information. With a real-time integration
environment, information is updated and exchanged immediately and continuously.
Once data are entered into an ERP system from one department, all other departments
can view it. The same person elaborated, “Data will be consistent. I believe our
executives put up with many versions of the same information from different programs
for too long”.

With an integrated ERP system, all (or many) disconnected functional areas can
electronically communicate amongst themselves. Employees can share the same
information horizonontally and even vertically. Because of this, according to most
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employees concerned with data entry in both Thai-owned and multinational companies,
data entry time, duplicate information and redundant jobs can be reduced.

Transaction processing is thus improved, so that employees can spend more time on
reviewing and analysing data. Because of this, an IT manager of an ERP-adopting MNC
pointed out that, management at all levels of his organisation could make faster and
more effective business decisions that would drive profitability.

8.2.4.3 Category 6: New or Improved Business Processes
An IT manager of an ERP-adopting MNC stated,
Before automating the ERP, we must redefine our business processes and
business structures. ERP doesn’t only change one department but also changes
the entire company.
The architecture of an ERP system introduces new ways of thinking (e.g., about how
employees do work, and how they think about work), and in most cases forces a
company to switch from a functional, or departmental, to a process-driven model.
Figure 8.4 shows the distinction between business functions and processes. Business
activities are no longer viewed as a group of individual or functional tasks, and
therefore companies have to understand a process as a merger of individual or
functional tasks that links all business activities. It is important for companies adopting
an ERP system to think about processes, and adapt their business processes to their new
ERP systems.
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Nearly all interviewees saw the opportunity to review, and alter their business processes
and organisational structure, which are based on recognised theories or best business
practices. Bertolini et al (2004) subscribe to the belief that ERP-adopting companies
must have a strong positive attitude towards reengineering their business processes.

Therefore, as an IT manager of an ERP-adopting Thai-owned company pointed out, “It
is not just simply about buying cutting-edge technology”, it is about reengineering or
standardising internal business processes in areas which confer future competitive
advantage. Redundant and non value-adding activities in business processes should be
eliminated as much as possible. Hammer and Champy (2003, p.5) show their view on
an ERP system in their well-known book, Reengineering the Corporation:
Companies that have attempted to implement an ERP system without first (or
simultaneously) reengineering their processes were disappointed by the modest
payoffs they received (outside the narrow domain of improved information
technology operations and cost).

Although ERP-adopting companies have the option to modify their ERP system to
conform to their business processes, they prefer to do the opposite. A majority of IT
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managers interviewed gave the reason that they were worried about the costs and
difficulties of maintaining and supporting the ERP system. Upgrading to newer versions
was also a major focus. Some others stated that they would decline to buy an ERP
system that has to be heavily customised. There is another interesting point that an ERP
consultant made. He explained,
Our product [SAP] should be already built on the best business practice that
most companies in the world are now using. Before you [an adopting company]
think to rewrite new custom code, you must be sure you have already reviewed
your business processes.
Nevertheless, a second IT manager of another ERP-adopting Thai-owned company
strongly argued that customisation is unavoidable; no matter how well an application is
made. The same ERP consultant added that adopting companies still could customise
their ERP system to tackle specific business problems as long as the core application
was untouched.

8.2.4.4 Category 7: Increased Responsiveness
Improving customer service is the top priority of all companies. In the interviewees’
views, an ERP system could help to improve their company’s ability to respond to
customer inquiries by delivering just the information that customers want about their
manufactured goods. Their companies could coordinate plant assets and resources to
deliver goods to customers more quickly. For example, an IT Manager of an ERPadopting MNC stated that an ERP system could help his company to gain more control
of their order processes. Speaking to this point, an ERP system is known as order
management, or order fulfilment. Tracey (2003, p.7) explains,
… ERP takes a customer order and provides a software road map for automating
the different steps along the path to fulfilling it. When customer service
representative enters a customer order into an ERP system, he has all the
information necessary to complete the order…
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ERP system implementation can eliminate mistakes in customer order, which leads to a
retainment and increase in satisfied customers.

From a theoretical perspective, I am convinced that a positive image is consistent with
one of the Everett M. Rogers (1995)’s perceived innovation characteristics, which
influences the adoption decision - relative advantage. The perceived characteristics of
innovation can be considered as cognitive beliefs reflected in an attitude towards the
innovation (Frambach & Schillewaert, 2002), and are related to the likelihood and speed
of adoption (Gatignon and Robertson, 1991). As Rogers (1995, p.212) defines it,
relative advantage is the degree to which innovation is perceived as better than the idea
or artefact it supersedes. In other words, adopters think that an ERP system is
advantageous. Robinson (1990) also argues that relative advantage is one of the best
predictors of the extent of innovation adoption.

It is not surprising that there is also a similarity amongst positive image as well as a
relative advantage and TAM’s perceived usefulness. However, as noted by AmoakoGyampah and Salam (2004), a belief about the overall benefit of an ERP system on the
organisation that is shared with colleagues and managers plays a role in shaping the
usage intention. The qualitative findings also showed that all users perceived an ERP
system as a useful means for their companies. They were willing to use an ERP system,
mainly because it could benefit their companies.

Pankratz et al (2002, p.323) also argue, “…relative advantage is likely to continue to be
strongly associated with innovation adoption at the organisational level”. This argument
is opposed to what the TAM originally proposes: a person perceives a particular system
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as useful, because that system might enhance his or her job performance. AmoakoGyampah and Salam (2004, p.734) elaborate,
… a shared belief [between peers and managers] about the overall benefit of the
system [ERP] on the organisation plays a role in shaping the usage intentions.
This assertion therefore differs from the PU belief [Perceived Usefulness] found
in TAM. It deals with the belief that relates to the performance of the individual
and how a particular system would enhance his or her job performance.
According to Gallivan (2001), the TAM seems relatively suitable to explain the
individual adoption and acceptance of personal use technology such as a spreadsheet
package (Mathieson, 1991), electronic mail and voice mail (Adams et al, 1992), and
Word and Excel (Chau, 1996). ERP system adoption that occurs within an
organisational setting and requires coordination requirements across multi adopters at
different organisational levels needs special consideration.

8.2.5 Negative Images
Although an ERP system promises a great range of benefits, some interviewees in both
Thai-owned and multinational companies that adopted, or have not adopted, an ERP
system still had doubts and negative expectations of adopting and using it. Most in the
qualitative study seemed to agree that the focus was on people and organisational issues
rather than on the ERP system itself.

8.2.5.1 Category 1: Suspicion
ERP system implementation is widely perceived as expensive, complex and peopleintensive. ERP-adopting companies dedicate significant time and resources to
implementing their ERP systems. During interviewing, some questions as well as
doubts were raised by several ERP end-users, and even IT managers: ‘How long does it

169

take to implement ERP?’, ‘How can we know for sure that it is worth investing?’, and
‘How can we implement and use ERP to maximise a return on investment?’.

These questions do not seem to have simple answers. As is well-known, no one can
guarantee a quick payback from the introduction of such a large IT application. It takes
at least a year or more after implementation is completed, before benefits are accrued.
Besides, the implementation of an ERP system can itself take longer than one year,
although Wallace and Kremzar (2001) argue that it should be less than two years.
Because of this, an IT manager of a non-ERP-adopting Thai-owned company argued
that since end-users would not see the benefits of an ERP system in a short-time period,
it is not easy to convince them of the value of investing in an ERP system. Another IT
manager of an ERP adopting MNC agreed by saying that it was difficult to measure
ROI (the Return on Investment) of an ERP system implementation, and therefore it was
impossible to see the value of an ERP system as soon as it was installed.

Nearly all ERP end-users interviewed were worried that an ERP implementation project
might create extra workload, and that there were difficulties waiting ahead. For
example, a data entry employee in an ERP-adopting Thai-owned company, who
attended the ERP pilot demonstrations, expressed her concerns:
There are too many fields [an area of a program where data can be entered,
edited or stored] per one page that are not necessary but I must key in. It is such
a waste of my time and energy.
Although an ERP system may be viewed negatively when there are doubts as to whether
or not it will be a burden, or cause problems, one accounting manager of an ERPadopting Thai-owned company had the opposite view. She stated that her staff looked
forward to ERP system implementation with excitement. Although they might have to
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go through implementation difficulties and changes, they all agreed it was worth it. In
the ERP literature, Hodgson and Aiken (1998, p.209) explain this attitude by arguing
that a person may dislike changes in general, but may view a specific change positively
if his or her evaluation of the change is that it will provide significant benefits.

8.2.5.2 Category 2: Resistance to Change
Most ERP end-users interviewed were keen to stress that massive changes in existing
processes and organisational structure would inevitably occur, which might have an
adverse impact on their jobs. In this regard, it is consistent with another one of Rogers’s
(1995) perceived innovation characteristics, compatibility. Compatibility is defined as
the degree to which an innovation is perceived as being consistent with the existing
values, past experiences, and needs of potential adopters (p.224). In other words, the
values and past experiences of users appear to have an impact on their willingness to
and resistance against adopting an ERP system. Laughlin (1999, p.34) confirms that the
more foreign the system is to current practices, the more entrenched organisational
resistance becomes.

Based on the qualitative findings and interview comments, I found that there seemed to
be less resistance in the MNCs than in the Thai-owned companies. In the MNCs, the
employees believed in their executive decision and the overall benefits of their ERP
system. Most importantly, they acknowledged that usage was mandatory. As an IT
manager of an ERP-adopting MNC made clear, an ERP system was not optional.
Employees in his company and he would eventually have to learn to use the new
system. An ERP end-user in the same company added that, “I know the concept of ERP
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sounds fantastic. But do I have a choice, anyway?” Accordingly, users may or may not
voluntarily decide to accept an ERP system.

In most cases, headquarters consciously make a decision regarding which ERP system
vendor is to be selected and when a new system is to be implemented. The adoption and
use of an ERP system are mainly contingent upon the organisational adoption, meaning
that executives want them to use the ERP system. These adoptions are referred to as
contingent innovation–decisions, because individuals adopt or reject choices only after a
prior innovation-decision (Rogers, 1995, p.30).

However, it should be noted that IT managers had a more positive attitude towards
change. They were more willing to implement an ERP system, and were more likely to
accept a change. IT managers not only understood the value of ERP system adoption
and implementation, but they also perceived that their executives had encouraged them
to adopt. Executives seemed to influence IT managers’ positive attitudes towards an
ERP system. On the other hand, end-users who were relatively low in the organisational
hierarchy felt that they had no option but to accept an ERP system, and had to adjust
themselves accordingly. End-users seemed to be more fearful of change.

In the Thai-owned companies, by contrast, most end-users seemed to have more power
and influence. Although they did not completely reject the new system, they wanted
their ERP systems to be customised to suit their familiar work patterns. An ERP enduser in an ERP-adopting Thai-owned company, for example, stated with anger,
Isn’t IT a tool developed to support business? Why does a company have to
invest in something disrupts my job? I demand IS people must find the way to
make the new system suit my needs.
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An IT manager of an ERP-adopting Thai-owned company also put it:
Dealing with people is a nightmare. I do realise how hard it is to change the way
people have done their job for several years. That’s long before I started to work
here. I must spend a huge amount of time to convince them what ERP can do
and cannot do. And, they must accept it as it is.
All IT managers interviewed agreed that customisation might lead to a list of problems
such as cost overruns, delays and other side effects, which they want to avoid. However,
a majority of them conceded that customisation was still necessary, because an ERP
system, or any application, could not solve all business requirements in every
organisation without some adjustments. A second IT manager of another ERP-adopting
Thai-owned company explained,
The ERP system we bought is made based on the business model of American or
European companies. So some of functionalities are not applicable to our
business. On behalf of all employees, I request our [ERP] consultants to change
their product to fit our business processes. Or if they cannot do, I may have to
bring third-party applications in.
Similarly, a third IT manager of another ERP-adopting Thai-owned company stated,
“Our business is unique. My boss bought SAP mainly because of its reputation even
though I don’t think SAP has expertise in this area.”

In addition, there was no evidence that employees were afraid of losing their jobs, since
in Thailand employees are normally guaranteed job security. However, most ERP endusers did not want to see any change in their job description, and feared unwanted job
assignments. They did not want to have to learn new skills, and accept new
responsibilities. Furthermore, they did not want to experience a lose of certainty. A
second ERP end-user in another ERP-adopting Thai-owned company, for example, who
was worried, stated,
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Every morning I am responsible for gathering all data, putting it into EXCEL for
analysis and then reporting to my boss. Well…once we have ERP in place, what
next for me?
I am convinced that organisational culture is attributed to the willingness and
acceptance, or rejection, of change. As McShane and Travaglione (2003, p.540) point
out, organisational culture directs employees in ways that are consistent with
organisational expectations. It also helps them understand organisational events so that
they can reach higher levels of cooperation. The employees of the MNCs seemed to
have a greater degree of organisational commitment and a strong belief in their
organisation’s decision. On the other hand, they had less involvement in making
decisions, and therefore perceived the adoption of an ERP system as compulsory.

Hofstede (1980, 1983, 1991) argues that Thai culture is considered as one with large
power distance, meaning there is often a high degree of inequality in power between
people. However, the findings showed that the employees of the Thai-owned companies
were comfortable sharing information and in expressing their likes and dislikes across
different levels of the organisation. Management teams considered the exchanges that
take place among managers, colleagues and subordinates as important. Moreover, the
interviewees in Thai-owned companies felt that they were part of the process of making
decisions to either adopt or not adopt an ERP system, and select the ERP system
vendor. This finding was supported by the research of Vance et al (1992). Although
Thai managers prefer a high degree of formal structure and control by measurable
company standards, Vance et al (ibid) found a high level of employee involvement in
decisions related to their work.
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8.2.5.3 Category 3: Difficulty
A majority of IT managers interviewed were aware of ERP system implementation
pitfalls. Apart from the high cost of software itself and implementation, they were more
concerned with the complexity of implementation and difficulty of configuration,
modification and maintenance. Al-Mudimigh et al (2001) points out that the
implementation of an ERP system is radically different from traditional systems
development. This is because ERP system implementation involves a mix of business
process changes, and software configurations to align the software with the business
processes (Holland & Light, 1999). An IT manager of a non-ERP-adopting MNC stated,
The integration concept [ERP concept] is complex by its very nature. Integrating
all functions across a company calls for some sort of a supreme concerted effort.
… Implementing one ERP system can become unexpectedly difficult.
Moreover, another IT manager of a non-ERP-adopting Thai-owned company believed
that, ERP system implementation was not simply about buying cutting-edge technology.
A second IT manager of another non-ERP-adopting Thai-owned company commented
that an ERP system was difficult to install and configure by his staff and himself.
Moreover, it was expensive to hire consultants to implement an ERP system.

Approximately 40% of the IT managers interviewed were also afraid for any number of
reasons that there was not a good functional fit for their organisation. A third manager
of another non-ERP-adopting Thai-owned company strongly argued that customisation
was unavoidable. It is apparent that these IT managers mainly looked at the technical
aspect of an ERP system. They also expressed their concern that there was a great need
for careful planning, and the efficient management of an ERP implementation project.
An IT manager of an ERP-adopting MNC, for example, recommended, “Internal
communication is the No 1. …Don’t forget to get executive sponsorship”.
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However, there is no concrete evidence on technical matters from ERP end-users, partly
because they could not evaluate an ERP system technically. They had no idea how an
ERP system worked, and how application modules were integrated. Some of them saw
the demonstrations, but still could not make a judgement. However, from the ERP endusers’ view, an ERP system was not easy to learn and use. An ERP end-user in an ERPadopting MNC, for example, suspected, “It is nice for our company to have this new
toy, but I am not sure it would be good for me to work with. A big challenge or
headache is waiting”.

These beliefs are consistent with another one of Rogers’s (1995) perceived innovation
attributes - complexity. Rogers defines complexity as the degree to which an innovation
is perceived as difficult to understand and use (p.230).

In summary, although an ERP system seems obviously useful (especially for an
organisation), individual users perceived that an ERP system was hard to configure and
use, while some of them doubted whether an ERP system might fit in with their current
practices and values, or might adversely disrupt their daily life. These problems are
consistent with two of Rogers’s innovation characteristics: compatibility and
complexity, respectively. Many authors agree that these perceived attributes, unlike
relative advantage, are negatively related to adoption.

From the interviews, I concluded that nearly all interviewees were more concerned
about themselves than their organisations when they expressed negative expectations of
adopting an ERP system. There was, however, only one ERP end-user in a non-ERPadopting Thai-owned company who mentioned, “I know horror stories from the news.
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Many big and well-known companies have failed to install ERP and have given the
millions [of Bahts] away”. In the ERP literature, Hodgson and Aiken (1998, p.209)
deepen one’s understanding of the attitude towards change by arguing that a person who
usually accepts change easily may view a particular change in a negative light if he or
she interprets it as something that will create problems.

8.3 Sub-area: ERP Images Limited to those with an ERP system
Evidence from the qualitative findings that ERP-adopting companies provided
suggested that there was limited integration between internal and external systems. It is
surprising that ERP systems were primarily used to enable companies to automate backoffice business processes. In other words, most ERP-adopting companies in the
qualitative study mainly exploited their ERP system for improving internal organisation
processes and making the enterprise internal supply chain more efficient. Extending an
ERP system outside the organisation was still in its early stages.

The findings from the MNCs were not much different from those of the Thai-owned
companies. An ERP system was very much limited to internal integration, although
nearly all companies in the qualitative study were interested in integrating their ERP
systems with the systems of their trading partners or suppliers. They well realised the
benefits, and wanted to modify and extend their ERP system beyond the four walls of a
company. There were many reasons given by the interviewees. For example, they
needed to embrace SCM, and adopt SCM tools as an essential means:
•

To facilitate inter-organisational transactions in order to respond to actual
demand

•

To reduce transmission costs, paperwork and labour intensive tasks
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•

To achieve quick response, or Just-In-Time (JIT) manufacturing and
collaborative forecasting

•

To enhance trading relationships

Yet, they were not ready. They still do not want to provide sensitive information to
SCM tools. Additionally, they still preferred to exchange business documents, such as
purchase orders and invoices, by using mail and facsimile; and, communicated with
their suppliers by using phone and e-mail. This also confirms the initial survey findings
that telephone, fax and e-mail were the first three means that the Thai-owned and
multinational companies operating in Thailand and Australia most used to communicate
with their suppliers.

It is possible to infer that the significant concern of the users was all about perceived
trust or risk. Perhaps, they believed that the use of SCM technology still had security
threats. According to Hofstede (1980, 1983, 1991)11, Thai culture is characterised as one
with a high uncertainty avoidance. It is reasonable to see why the Thai-owned
companies want to avoid perceived risk. However, the findings also indicated that the
MNCs from most of the Western developed countries (such as the US) waited to avoid
risks of adopting the SCM technology.

Some companies built Web sites, Extranet or Business Portals without integrating with
an ERP back-office system. They separated from an ERP system’s server and database.
Suppliers could have access only to selected information. Again, it might be because a
company still did not trust this technology. In addition, CRM was under development,
11

Hofstede Dimension scores for Thailand and other countries can be found on the website of an
international consulting organisation (ITIM) at http://www.geert-hofstede.com/index.shtml A comparison
between Thai and Australian culture is also shown in Appendix F.
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and was limited to the capabilities of call centres for repair and maintenance. Most
companies recognised the potential benefits of online self-service. However, an IT
manager of a Thai-owned company pointed out,
We have our own system for serving customers before and after the sale. This
system was developed before somebody names it CRM. But the ability that
customers can interact with our representatives through the web won’t happen
anytime soon. It might be because most Thai people surf the Internet for
entertainment purpose only. And integrating ERP with CRM is not yet ready. It
may be one or two years away.

Thus, customers still could not place, track and monitor orders online. IT was used in
manual or IT assisted, rather than fully automated customer interactions. Figure 8.5
shows the two models of IT: enabled customer interaction proposed by Wells et al
(1999). In addition, preference for communicating with people rather than machines is
an inhibitor.

Employee
User Interface

CRM

4

fed

a. IT assisted interaction

data
Customer
User Interface
b. Automated interaction

Organisational boundary

Figure 8.5. Models of IT-assisted and Automated Customer Interactions
Source: Adapted from Wells et al (1999, p.57)

In addition, there was an indication that some few companies wanted to garner strategic
gains, and began to use an ERP system as a decision support system (DSS). No
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interviewees reported that the decision-support benefit was a reason for adopting an
ERP system. However, the companies that had their ERP system in place for more than
a year started to realised that their ERP system can be used not only to facilitate
communication and handle routine transactions, but also to make strategic decisions and
solve complex problems. Information stored in an ERP system can have an effect on
how decisions are made and how actions are taken, and ultimately can be turned into
knowledge that is the top of the data-information-knowledge hierarchy where
information is meaningful, processed data and knowledge is information that is
actionable (Handzic & Hasan, 2003). Yet, no company viewed an ERP system as a
knowledge management system (see Kapp et al (2001)’ five perspectives of an ERP
system in Section 6.1.1).

8.4 Area 2: Reasons for Acquiring an ERP System
The following describes the results from my qualitative study concerning similarities
and differences in the ERP acquisition process between the ERP-adopting Thai-owned
and multinational companies. Interviewees were asked to indicate which factors were
the most important in using their ERP systems for their companies. It should be noted
that reasons for acquiring an ERP system are directly related to positive images that are
discussed at length earlier, in Section 8.3. It is reasonable to hypothesise that companies
intend to adopt an ERP system because they have positive images or attitudes towards
it.
8.4.1 Thai-owned companies
Most Thai-owned companies were aware of tangible and intangible business benefits.
According to the preliminary survey findings, the companies that did not install an ERP
system had a future plan to embrace an ERP system. However, the qualitative findings
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indicated that they intended to turn to an ERP system in order to replace their disparate
legacy systems, mainly because of the following three reasons.

8.4.1.1 Category 1: One Integrated System
First and foremost, in addition to resolving Y2K compliance, all Thai-owned companies
in the qualitative study have recently paid great attention to their IT in order to have an
integrated software solution for improving the performance of internal business
processes. An ERP system incorporates multi-application modules designed to integrate
all major departments and functions across a company. An IT manager, for example,
gave the following reason for adopting and using an ERP system:
We expect to take advantages of new capabilities. One of them is the smooth
integration of many different modules. Coordination across departments can be
improved and efficiencies across business processes can be increased.
An ERP system was expected to tie all disparate enterprise systems together, or to
integrate itself with existing systems, and therefore to make them communicate directly
to each other.

Prior to an ERP system, different departments had different systems for managing their
data sources, which led to data redundancies, data inconsistencies, data duplication and
data entry errors. As an ERP end-user put it,
Each department had its own system to support its needs that is maintained
separately and independently. There was difficulty associated with interfacing
with each other. …The same information was stored too many places [data
redundancies]. We could not avoid different files formats. …Very often different
department used different name for the same thing [data inconsistency].
Consequently, inaccurate, inconsistent and inaccessible data could increase the number
of errors, and lead to overall organisational inefficiency. As more problems were
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incurred, this prompted another reason for an ERP system implementation that was to
have one centralised database that could help to store and retrieve centralised data. With
this capability, an ERP system could decrease data redundancy, and at the same time
increase data integrity. To explain this, a second IT manager succinctly stated,
Once data are entered into the system and information is updated or some
changes are made, we all know. … If something wrong incurs, we can take an
action in time or as quickly as possible.
The same person mentioned, “ERP makes data available to everyone, which means our
employee using the system can access real-time up-to-date data.” In this way, an ERP
system could facilitate collaboration among users within a department or across
departments.

8.4.1.2 Category 2: Unwanted Legacy Systems
One of the primary driving forces for ERP installation was replacement need. The
legacy systems of the ERP-adopting companies, most of which were developed
internally, constrained their abilities to execute their businesses. An IT manager
explained,
The growing size of our company made it difficult to manage information
manually or even by our old systems. We just had to get it organised. …These
aging systems were difficult to operate, were too expensive to maintain and
expand. Some of them had year 2000 compliance problems.
A second IT manager also emphasized,
We must have a new system soon. It is no choice … as our vendor is now
stopping support for [the existing] software [that is DOS-based]. They urged us
to buy their new release [that is Windows-based]. …The cost of buying and
implementing [a new ERP system] is just a little more than the cost of upgrading
the old system. So we decided to go for [a new ERP system]”
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In the ERP literature, Kelly et al (1999, p.8) also assert,
Eventually an organisation will reach the stage where it becomes almost
impossible to enhance the existing systems further because they are too slow and
uneconomic.
I asked three interviewees (two IT managers and one end-user) to elaborate on this. The
conclusion was drawn that an ERP system was expected to deal with the following
issues:
1) To handle large amounts of data for all routine core business transactions
2) To solve the problem of information fragmentation
3) To eliminate redundancy and inconsistency in non-value-added works
4) To improve work flow

In addition, the legacy systems that had been used for many years were not user
friendly. For example, an ERP end-user who relied for his work on a mainframe-based
system made a strong comment:
I have to spend 5-6 hours a day in front of the computer. I am fed up with using
this application [AS/400]. I want to see some changes around here. The screen is
too dark. I prefer something lively like a Web-based interface.
Most ERP systems offer a Web-based environment that users can access from any
browser. A user’s web-based (or HTML) interface is more modern, and seems easier to
use. A second user stated,
When I arrived at this company several years ago I don’t believe my eyes this
company still operates its business by using the DOS based application. Don’t
you think it is already outdated?
In this view, many end-users wanted to replace most of their mainframe systems in
favour of web-based systems. It is no surprise that these users partly influenced the ERP
selection. The findings are consistent with what Kremers and Dissel (2000) found.
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8.4.1.3 Category 3: Business Practices
More than 70% of the ERP-adopting Thai-owned companies needed to bring the ‘best
business practices’, or ‘reference models’ embedded in ERP systems to their
organisations. For example, an IT manager stated,
We have heard how good ERP is for many years. …There is nothing wrong with
our old systems. They still run smoothly. …But we consider bringing it in as we
have reason to believe it may improve our ineffective business processes. And it
may help us to achieve world-class success.
The companies that had the need for best practices realized that practices from other
successful companies in the world, or even their competitors, might help to standardise
their business processes and link them with the best. Non-value adding functions and
useless tasks could be reduced.

However, most of the ERP-adopting companies also realized that not all business
models fit all organisations. An ERP system is built according to generic best practice.
Customisation and modification are inevitable. As a second IT manager pointed out,
“SAP is not designed for us. … Migrating our legacy mainframe systems to SAP
requires a lot of customisation and of course money”. A third IT manager also stated,
Every installation of commercial-off-the shelf software is customised. There is a
necessity of tailoring them to our specific needs anyway. So I am not surprised.
Customisation is quite common and ongoing. But I try not to touch the core
source code.
Furthermore, a fourth IT manager added, “At least changing the report to suit the
specific needs is quite common”.

Indeed, the customisation of an ERP system could add considerably to the
competitiveness of a company. The companies with an intention to customise their ERP
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systems could have the greatest opportunity for gaining a competitive advantage over
other companies. Klaus et al (2000, p.143) support the contention that “Some might
regard the need to customize as a negative, yet this allows an individual configuration,
and unique ERP system implementations”.

A fifth IT manager put it interestingly:
We cannot strictly take a vanilla approach [the software is installed without
customisation] that every other company does. To be more competitive, we need
to look for new ways and may need to customise the new system [ERP].
Similarly, an ERP end-user from the same company commented,
Our company’s uniqueness makes us different from others. … And that leads to
a competitive advantage. Undoubtedly, we need to preserve some of our work
processes to ensure a competitive advantage.
In the ERP literature, Laughlin (1999, p.34) speaks to this point:
You must be willing to do things the way the ERP application requires. Only in
case of “competitive advantage/differentiation” should you consider complex
ERP application configurations or bolt-on applications (bolt-on applications are
other software packages implemented to address gaps in the functionality of the
ERP application).
All interviewees of ERP-adopting Thai-owned companies argued that ERP system
vendors in Thailand had special solutions to handle local requirements such as Thai
language and taxes. Nevertheless, they found that they still needed customisation,
extension and modification. In many instances, ERP end-users do not satisfy with their
reporting format. As a sixth IT manager pointed out, an ERP system does not perform
well enough in sophisticated reporting, and needs further customisation or tailoring.

In addition, an ERP consultant made a good comment that translating English into Thai,
especially in computer terms, was somewhat difficult. It did not make sense for end185

users, because some of the English words had not yet been developed in Thai. Further,
some fields could not be expanded. The number of characters or digits (such as not over
30) was limited.

8.4.2 MNCs
The reasons for acquiring an ERP system among the MNCs in the qualitative study
were apparent. For most adopting MNCs, an ERP system was clearly viewed as an
integrated information system, using a common database that makes it possible for a
company to consolidate information and share common data across geographic
boundaries. Specifically, these MNCs were likely to adopt an ERP system for the
following three main reasons.

8.4.2.1 Category 1: Central Control
Most ERP-adopting MNCs in the qualitative study had centralized structures. It was
critical for them to oversee and manage their operations around the world. There was a
need for a system that would enable them to solve integrated data problems, so that their
headquarters could obtain company-wide control, and monitor their operations on a
daily basis. An ERP end-user, for example, commented,
We…need to keep data always visible. …For our company that is a
multinational, control is crucial to make sure that our executives at the
headquarters or anywhere can monitor operations and observe international
activities.
Egelhoff (1984, p.73), who studied patterns of control in 50 U.S., UK and European
multinational corporations over foreign subsidiaries, clarifies the above argument.
The importance of control as an integrating mechanism within organisations
stems from the fact that it reduces uncertainty, increases predicability, and
ensures that behaviours originating in separate parts of the organisation are
compatible and support common organisational goals.
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These above mechanisms take the form of highly centralised information and
communication systems that are operated using rigid rules and regulations (Clemmons
& Simon, 2001).

In addition to integrated data problems, each system in each department, or each
country, typically requires its own support group, user training, and hardware. Worthen
(2003) argues that ViewSonic, a global provider of visual display products, replaced its
old systems with a new single supplier of Oracle, because it wanted to bring ongoing
high maintenance costs under control.

An ERP system was expected to potentially increase visibility and transparency into all
aspects of business operations and value-chains, so that their senior executives could be
able to drill down data at any level and to keep track of operations at anytime and
anywhere. At the same time, an ERP system could provide better information for better
decision-making, or improve business-intelligence capabilities. An IT manager, for
example, stated,
In the past, our users found difficult to obtain consistent views of business data.
… But now [in an ERP environment], they can access a centralised interface and
pull data as they need from a centralised source [centralised databases and data
warehouses]. This ensures accuracy and timeliness of information. … Each
remote subsidiary, which is widely dispersed, can be visible. Our users can
analyse financial data and generate corporate reports.
He also emphasised that his executives, especially at his headquarters, could do
planning more easily and efficiently. A second IT manager articulated that he and his
executives wanted complete control over the data; and therefore, real-time, or at least
near real-time data availability and efficiency was essential.
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This result harmonises with literature findings as Umble et al (2003, p.247) note, “One
of the objectives of an ERP [multi-site] implementation may be to increase the degree of
central control through the implementation of standardized processes”. Brady et al
(2001, p.145) also quote comments by Claudio Spiguel, Vice President of Commercial
Information Management for AstraZeneca Pharmaceuticals in the US on why an ERP
system is an easy sell to top management:
There is a one-word answer to that question: control. All upper-level managers
want to control their organisation. They often do not have access to proper
information at the proper time. Any system that can give them accurate, timely
information is fantastic.
After a number of interviews, I noticed that most of the subsidiaries around the world
did not operate separate systems and have their own databases. Headquarters maintained
one global database, and allowed their subsidiaries to connect to their ERP system
through their user interfaces. With this type of configuration, the advantages are that
headquarters can exercise complete control over their subsidiaries, actual systems and
ownership of data, on the one hand (Clemmons & Simon, 2001). On the other hand, all
subsidiaries have data and processing standards, which make it easy to share
information and communicate with their headquarters and individual subsidiaries. This
issue will be discussed more in Section 8.6.

8.4.2.2 Category 2: Top-down Focused Financial Strategy
Most ERP-adopting MNCs in the qualitative study followed a top-down focused
financial strategy. An IT manager stated that his company wanted to upgrade their
existing accounting and finance software to an ERP system, initially in order to improve
report processing. The expectation was to reduce time and resources to generate
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consolidated global reports, especially accounting and financial reports, which an
accounting department often took several hours or weeks each month to accomplish.

As an ERP end-user pointed out, executives in his company can automatically receive
monthly corporate reports from his branch and other branches on time, allowing
headquarters to compare and reconcile financial accounting data between subsidiaries. It
is also important to produce monthly financial statements, and make them available and
accessible to stakeholders around the world on a timely basis. In other words, an ERP
system was expected to improve the accessibility of information. A second user
explained that it would enable stakeholders of his company to have access to
information anytime and anywhere.

In the ERP literature, Worthen (2003) reports that one of the reasons that Esselte, a
global office supplies manufacturer wants to implement an ERP system is to get
consistent information from financial reports. He further explains that Esselte wants to
be able to record transactions in the general ledger, reconcile all the different terms, and
decrease the time to close its financial books at the end of a quarter.

The qualitative findings as well as the ERP literature suggest that accounting fraud
could be reduced, and the integrity of data reported to the public could be improved.
The size of financial staff could be reduced as well. Moreover, according to Bednarz
(2003), Bill Swanton of AMR Research stated that one advantage of a single global
ERP instance is the ability to implement shared service organisations for financial
functions, instead of supporting duplicate departments in many countries (such as
accounts receivable and accounts payable). Swanton went on saying that consolidating
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financial functions could enable companies to reduce their financial staff by 40% to
60%, leading to permanent savings.

8.4.2.3 Category 3: Real-time Sharing of Data
With a centralised repository, an ERP system provides the real-time sharing of data to
employees in remote locations. An IT manager, for example, commented that
employees in his company could have real-time access to the ERP system from any
desktop and/or notebook, because when new information is entered in one place, related
information is automatically and instantly updated (Davenport, 1998, p.123).

A second IT manager stated that an ERP system would be able to solve the problem of
consolidating and batch processing. ERP end-users can spend more time analysing data,
and less time compiling data. Managers can make better, faster strategic and operating
decisions using real-time data. A third IT manager spoke to this point noting,
Once somebody makes any change or new information is submitted, we will be
notified and become alert. We can read it on our [computer] monitors. We know
what is going on. And importantly, we can react, approve, or reject, or change a
strategy ….as quickly as possible.
Moreover, as already mentioned above in the first category, an ERP system offers the
ability to increase the visibility of data. A fourth IT manager explained,
[An ERP system] ensures accuracy and timeliness of information. … Each
remote subsidiary, which is widely dispersed, can be visible. …Our employees
can analyse financial data, produce corporate reports and disseminate them
quickly.
Because of this, customers could also be served more quickly and cost-efficiently.
Customer service representatives can have up-to-date information to share with their
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customers. An ERP end-user, for example, illustrated her view on how an ERP system
delivers this benefit. She stated,
Now, I have a greater degree of control. I can keep track of customer orders, and
find a new way to know pricing and products available. Our customers seem
happier about it. Previously, I got it all done by fax and telephone or e-mail. And
not surprisingly it took a couple hours or a day. But now everything I need is in
front of me.
Based on the findings from their interviews with fifteen companies, Ross and Vitale
(2000) also found that data visibility was one of the common motivations for ERP
system implementations. They argue,
This visibility, which gives an end-to-end view of supply chain processes, was
expected to improve operating decisions. In addition, respondents viewed data
visibility as key to their ability to present a single face to distributed customers
and to recognise global customers as single entities. (p.235)

8.5 Area 3: Selection Criteria for an ERP System Vendor
ERP system vendor selection criteria are explored in this section. The IT managers and
ERP-end users were interviewed about their perception of factors that were the most
important for their companies to select potential ERP system vendors. The interview
data revealed some interesting differences between the ERP-adopting Thai-owned and
multinational companies operating in Thailand.

8.5.1 Thai-owned Companies
ERP system adoption tended to be initiated by top management. Nearly all Thai-owned
companies that adopted an ERP system, however, believed that an ERP system was
unlike other commercial-off-the-shelf solutions, and could impact the business as a
whole. Therefore, they set evaluation teams, consisting of representatives from various
departments, to evaluate their available options and to reduce ERP selection risk.
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An IT manager, for example, mentioned that choosing a right ERP system vendor is a
challenge. Meticulous planning is essential. Therefore, the ERP-adopting companies
prepared requirements lists, studied Requests for Proposals (RFPs), evaluated their
available choices, and participated in vendor demonstrations. A second IT manager
stated that he talked to some customers of his ERP system vendor to learn why they
selected the ERP system and how they implemented it, because he did not want to make
similar mistakes. This was done to ensure that all critical issues were covered and risks
were minimized.

On the other hand, a few other companies relied only on their owner’s decisions. In
these cases an owner or only a few top executives, who have ultimate power, were
directly involved in the ERP system adoption. Not only an ERP system vendor but also
many other products were selected in preference to them. Thanasankit and Corbitt
(2000, p.8) explain that Thai decision-making is commonly not a team approach as in
western countries, but is usually confined to high level management. Subordinates in
Thai organisations accept that their superiors make decisions in an authoritation way
(Holmes & Tangtongtavy, 1995). A third IT manager, for example, argued,
This empire is a family-owned business. One of the family members, who have
ultimate financial control, met some of his friends and business partners
somewhere. … And then he suggested we should start thinking of having [SAP]
in our company.
The above excerpt also supports that Thai relationships are characteristic of a collective
society (Hofstede, 1980, 1983, 1991), meaning that Thai society constructs its reality as
group or social interests (Thanasankit & Corbitt, 2000). Jirachiefpattana (1996, p.105)
contend that personal and family connections play an integral part in operations of Thai
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business. Views and opinions have a greater impact on business management when
expressed by members of family or ingroup members (often close relatives).

It is important to note that all Thai-owned companies in the study were among the
largest companies in Thailand. Their budget seemed not to be a major consideration.
The senior executives of these companies saw IT as a tool to maintain and improve
competitive advantage. They believed that it was worthwhile investing in IT.
Nevertheless, the reputation of the ERP package and the ‘best-fit’ with current business
procedures were still the most important factors that they considered.

8.5.1.1 Category 1: Reputation of the Vendor
A popular ERP system from a vendor such as SAP was considered to be vastly
preferable. It might be because SAP has consistently held the biggest market share in
the world and in Thailand. In other words, a well-known ERP system was selected
because companies had great confidence in its experience and history.

An IT manager noted, “My owner wanted ERP that has seen widespread adoption and
would be in the market and serve his company for 5-6 years.” An ERP end-user also
mentioned, “I believe [SAP] could provide support in the long term.” A second IT
manager stated, “SAP has experience in various industries. It has many customers
references and success stories.” Similarly, a second ERP end-user added, “We chose
SAP because there are a number of success stories. Most importantly, we saw that the
large public organisations in Thailand like the university are using it.”
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In addition, some companies had pressure to keep up with their competitors. In other
words, they were motived to adopt an ERP system and seek the same vendor as their
competitors have. Otherwise, they might lose their competitive position. As a third
manager simply put, many leading MNCs in his business and industry were using SAP.

8.5.1.2 Category 2: Best Functional and Technical Fit
It is arguable that SAP is a cross-industry package. As an IT manager stated, SAP had
experience in many industries, and it understood what his company needed. However,
SAP does not always fit every company’s business or comply with every industryspecific standard. Many companies consider their options, and seek the right package to
ensure the best fit to their business requirements.
Specialised businesses turned to smaller systems that could be less customised and
could be flexible enough to suit its specific, unique requirements. Some smaller ERP
system vendors might be initially aimed at a niche market. They might have a better
understanding of specific customers’ needs, and design their product and service to suit
their customers.

The interviewees from those companies, such as mining and agriculture, explained that
SAP did not have considerable expertise in their industries. They needed a good
functional fit at a reasonable price, and therefore did not want to compromise their core
business functions. A second IT manager, for example, stated, “Undoubtedly, SAP was
in our list. But, at last, we selected Movex after extensive evaluations. It is reliable. It
has specific functionalities for our company.”
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These companies needed an ERP system that was designed especially for them, because
it might be less complicated to implement, and require less customisation. They could
save implementation costs, time, and resources. Implementation can be enhanced and
accelerated. As a third IT manager stated, for the sake of implementation and future
application release, his company needed an application without a considerable amount
of change and customisation. Laughlin (1999, p.34) also argues,
The more foreign the system is to current practices, the more complex and timeconsuming it is to configure and the more entrenched organisational resistance
becomes.
Furthermore, technical fit was considered closely. Most IT managers of Thai-owned
companies that adopted an ERP system intended to keep their existing hardware. A
fourth IT manager stated that a new system has to fit his database and server.
Furthermore, a new database must be affordable. A fifth IT manager added,
[INFINIUM] is our choice because it can run on AS/400. And we already have
staffs in the company [who have the skills and long experiences] who can
maintain it [AS/400].
In addition, most Thai-owned companies did not have to deal with multi-site project
issues as multinationals did. These companies, which had a single site within Thailand,
preferred the less-complicated systems that would have much of the same functionality
as the big-name ERP systems.

8.5.2 MNCs
8.5.2.1 Category 1: Central Control
In the MNCs, the headquarters exercised intense control over the internal business
processes of their subsidiaries. The subsidiaries had to purchase a specific brand of
hardware and software. The headquarters seldom required their subsidiaries to make
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decisions regarding hardware and software, or allowed them to make suggestions,
because the headquarters were concerned with compatibility and consistency. An ERP
consultant stated, “That's the main reasons of the branch offices in Thailand, so that
they can consolidate data.”

Zerega (1998, p.76) argues and gives an example of the global IT management of
Mobil, the US-based company:
[Mobil’s] approach to IT management for its far-flung operations is based on
deploying highly standardized systems that are pre-configurated to support best
business practices.
Mobil’s implementation model simplifies the planning and configuration stages
for implementing WorldSoftware [an ERP system vendor]. A team arrives at an
affiliate and performs an audit of current operations versus the model’s
prescribed way of doing things, focusing only on differences [by asking “why
this way won’t work for you?”]
The qualitative findings further revealed that nearly all multinationals implemented an
ERP system because they considered it to be a solution for the integration and
automation of business processes. The real value of an ERP system was that data and
information exchange could be done consistently. To avoid potential system integration
problems, the headquarters had to simplify and standardise their hardware and software
early, so that they could manage their entire business processes with one integrated
software package.

With regard to implementation, the same team from headquarters implemented an ERP
system in every country. The subsidiaries collated the local configuration requirements.
On the other hand, some companies hired a consulting company in Thailand. As an ERP
consultant stated,
I think usually they hire a company in Thailand to implement but they might
send an IT team from Overseas to guide the implementation. … I think after the
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requirement is decided then the implementation team takes full responsibility
and their company teams perform the testing task.

8.5.2.1.1 Sub-category 1: Centralised Configuration
The majority of MNCs preferred to centralize their global ERP systems on a single
worldwide database. They ran a single type of ERP across their entire company, no
matter how geographically spread out it was. They claimed that the data and database
manager system software was located at headquarters, which restricted the subsidiaries’
direct access to and manipulation of data. The IT staff in the host country were
responsible for training and simple technical support, meaning that they could not make
any change without permission. This configuration is consistent with what Clemmons
and Simon (2001) illustrate (see Figure 8.6.).
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Figure 8.6. One Type of ERP Configuration
Source: Adapted from Clemmons and Simon (2001)
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The additional benefits of having one global ERP system are substantial. For example, a
company can decrease total cost of ownership (TCO), including the costs of hardware,
software and support for all geographical locations. An IT manager stated that
installing, maintaining and upgrading multiple ERP systems in many different locations
was not cheap. Centralisation could lower many of the ongoing management and
administration costs serving distributed users, because one single administrative
environment was created, and thereby the need to hire support staff was reduced. The
same IT manager further explained,
Consolidating [applications to a single system] can help to reduce staff. I mean,
we no longer need many local support staffs that maintain multiple applications
in multiple locations. …That means we are significantly cutting permanent
costs.
Speaking to this point, Rao (2000) proposes that the overall centralised costs are found
to be two to three times lower, compared with the decentralised ones. The cost of
consolidating is dramatically reduced. The larger the server platforms, the lower the cost
per user. The operating system and Relational Database Management Systems
(RDBMS) are much lower (only add-on client software is required at remote sites).
Costs of providing for redundancy and fault tolerance are considerably reduced. A
premise rent for server rooms is reduced or eliminated, which is more significant in
major cities. As Shein (2004) points out, centralisation can reduce IT costs by up to 2045%, according to a survey by AMR Research.

Rao (2000) further argues that the availability of data at a centralised location results in
a more complete empowerment of people through a complete view of all information,
absolutely online. Similarly, Shein (2004) also contends,
… companies will want a single ERP system when they want to coordinate their
supply chain and get visibility into all of their materials around the globe, as
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well as a consolidated view for better budgetary and financial planning so all the
information is in real time.
Power conditioning needs and the need for stand-by power are considerably reduced.
The implementation of software is far easier. Introduction of total standardisation is
easily possible. The need for consolidation and reconciliation is totally eliminated (Rao,
2000).

Additionally, many IT managers mentioned that centralised configurations provide
increased security and improved data protection, because all data are stored centrally.
Data security could be maintained easily and efficiently. As a second IT manager put it,
We require less IT staff to daily run tape backup and to do restore and recovery
tasks. Most backups are now only administered from the centre. …This would
potentially reduce the risk of data loss.
However, one major downside to centralised implementation was that the
communication infrastructure in Thailand was not well developed. ERP is a bandwidth
intensive system. The companies that had to access the single application as well as the
single database located at headquarters needed to rely on the good bandwidth of WAN
or frame-relay links. These links were often congested with both ERP and non-ERP
traffic (such as e-mail, Internet and file transfers). Then a traffic jam could lock up an
ERP database and affect the speed or performance of customer services. Thailand has
not had available sufficient services available. There are not many providers to choose
among. A third IT manager complained about slow ERP performance: “Access is
frequently slow and pricey. …It needs more bandwidth. … This country needs to
increase bandwidth investment and improve quality of service”.
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8.5.2.1.2 Sub-category 2: Decentralised and Regional Configuration
Less than 10% of companies were forced to operate in a decentralised manner. From the
interviews, I also found that some large multinationals needed to split their ERP
systems, and create regional servers and databases. This was because they were quite
large and had regional offices. An IT director, for example, reported, “We own our own
database, and use EAI [enterprise application integration] as well as leased lines to
combine ours with others located in different countries.”

In the literature, Zerega (1998, p.76) also shows an example of the ERP configuration of
Mobil, the US-based company:
Ten Asia Pacific affiliates, such as affiliates in Thailand, the Philippines, and
Guam, use a mix of finance, distribution, and manufacturing modules from J.D.
Edwards. Each affiliate's local computing system, consisting of PCs and local
servers for e-mail and telecommunications, is networked to a central AS/400
server in the Singapore office via frame relay, where possible, or leased lines.
Clemmons and Simon (2001, p.212) articulate that the headquarters still maintains a
“link” with the ERP system through the controlling (CO) module. They also confirm
that the companies opted for this strategy of configuration because a single installation
in a centralized location would present problems and increase the costs of global
communication. Figure 8.7 shows this configuration.
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Figure 8.7. Another Type of ERP Configuration
Source: Adapted from Clemmons and Simon (2001)

This result was also harmonised with literature findings. Worthcn (2003) points out that
there are at least two underlying reasons for the installation of regional ERP systems.
First, many companies, especially for starters, have a difficult time finding large enough
databases that have capabilities of serving considerable numbers of users in several
countries. Second, because of bandwidth bottlenecks, those companies may struggle to
access data from the far-flung ERP systems.

In addition, Stedman (1998a, b) found that AlliedSignal Inc. was forced to synchronize
SAP AG's R/3 software across multiple servers and databases in different regions
because of time-zone differences, language constraints and localized functional needs.
Stedman (1998b) quotes Jeff Smith, a worldwide vice president of IT at AlliedSignal, as
saying that SAP AG's R/3 software is not designed to support a true global
implementation on one database.
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I also found that in some MNCs an ERP system was used in both centralised and
decentralised configurations. An IT manager explained that an ERP system using a
centralised approach placed a huge demand on Internet bandwidth. Yet, there was a lack
of bandwidth in some countries like Burma. Available bandwidth was expensive, and
was not sufficient to meet demand. As a result, his parent company had no choice, but
let some foreign subsidiaries set up and maintain their ERP system locally.

8.6 Reasons for not Acquiring an ERP System
Despite the promised benefits of an ERP system, the adoption of an ERP system was
found to be hindered by a number of issues. The following emergent categories were
generated from interviews with IT managers and end-users of the Thai-owned
companies that did not adopt an ERP system.

I contacted the non-ERP-adopting MNCs in the sample, and found that they were all
planning to implement an ERP system in the near future. In the preliminary survey of
the first phase, these companies reported that they had no intention to implement an
ERP system because of lack of perceived benefits. However, all IT managers of these
companies admitted that they were waiting for the implementation team from their
headquarters. The same team would implement an ERP system in each country. The
subsidiaries were responsible for gathering the local configuration requirements and
providing language support.

I contacted another 5 non-ERP-adopting MNCs by telephone. Their IT managers also
stated that they were considering ERP system implementation. I persisted by asking
some of them the question: ‘Why didn’t you purchase and implement an ERP system
202

earlier?’ About 90% of them stated their headquarters did not perceive the benefits of an
ERP system, and they did not have enough in the budget. The rest gave various answers.
For example, an IT manager stated that his company did not have enough IT staff.
Another reason was that his company’s legacy systems worked fine. A second IT
manager stated that his company had such an ERP solution in-house. It was developed
based on the ERP concept - integrating some functional areas within the company.

8.6.1 Thai-owned Companies
8.6.1.1 Category 1: Budget Consideration
The cost of an ERP system is based on the number of concurrent users and modules that
are licensed. Callaway (1999) argues that an ERP system itself does not have a fixed
price. However, one major problem with implementing an ERP system is the cost of the
hardware, software and implementation. In many cases, an ERP system implementation
requires the companies to buy new computer hardware, operating systems software,
network equipment and security software. It might be because an old database platform
does not work well with a given new ERP system.

Most non-ERP-adopting companies in the sample were faced with tightened budgets
and rising costs. An IT manager, for example, stated that an ERP system is too
expensive to buy and implement. A second IT manager saw the same problem, and
stated, “I don’t think an ERP system is affordable to us now. Of course, what I am
talking about here is SAP or Oracle, not a second-tier vendor.” A third IT manager
commented,
Our IT budget is quite tight. The [IT] director made a plan for ERP migration
last year. But it was rejected. … The executives saw the benefits that would be
gained. But they stated the company was not interested in investing a
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tremendous amount of money now. They even asked back: Are our legacy
systems still working all right? Guess what, [the IT director] must say ‘yes’.
A fourth IT manager stated,
We need a huge amount of money to spend on hardware and network before
ERP is really installed. …I don’t believe we have enough space for ERP data.
There is no choice. Our database must be upgraded.
Similarly, a fifth IT manager stated that there was a need for upgrading some (or many)
employees’ desktops. Romeo (2001, p.52) supports this statement: “Baseline hardware
requirements include not only the back-office machines, but the desktop requirements in
the field. Too often, end-users’ systems are given short shrift.”

A sixth IT manager also made an interesting point by saying,
It might be because exact figures of how much ERP will cost us cannot be given.
So our executives still hesitate to make investments. …Implementation costs are
often two to three times the cost of ERP software alone. …Remember the hidden
costs shouldn’t be overlooked. I notice that training costs continues to grow, of
course that also happens to any other software. Also, the costs of maintaining
and consulting tend to be uncontrollable.
An ERP system, like every other system, has hidden costs. Many authors, such as Slater
(1998), Willis et al (2001), Koch (2002), make a list of these costs. The training cost in
particular has been often mentioned, and should not be underestimated. In a report on
SAP end-user training, the Gartner Group (cited in Burleson, 2001) suggests that, at
minimum, companies should allocate 17% of the total cost of an ERP project to
training. Koch (2002) warns that ERP-adopting companies should double or triple
whatever they have budgeted for ERP training up front. Romeo (2001) also stipulates
that a budget should be separately allocated for end-users and IT staff training.
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In many cases, a standard ERP system does not fit with the specific ways that adopting
companies do business. An ERP system often transforms how users do their jobs and
what they believe. Users almost invariably have to learn a new set of processes, not just
a new software interface (Koch, 2002). Consequently, the cost of ERP training is high.
The cost might increase if ERP-adopting companies choose to hire a professional
training company (Callaway, 1999). Furthermore, companies must provide continuing
training to meet the changing needs of the business and users (Bingi et al, 1999).

Teaching users their new job processes is not easy, and normally takes a number of
hours or days. An end-user of the ERP-adopting Thai-owned company stated, “ERP is
far more complex than other software I have ever used. Learning to use it requires a lot
of attentions. Besides, there are many new features I don’t know.” She even showed her
dissatisfaction by saying, “I don’t think some of [new features] should be included”. A
second end-user of the ERP-adopting MNC stated, “Even though my IT manager stated
a new ERP is made to be easier to use, I don’t like the new interface.”

There are recurring rumours circulating around ERP-adopting companies concerning
the pitfalls of ERP acquisitions. Moreover, there are fewer ERP success stories than
ERP failure stories. As an accounting manager commented,
We already have a very tight IT budget. We are not sure whether ERP is worth
massive investments. Many [ERP-adopting] companies, I know, reveal their
dissatisfactions with ERP. Nobody can guarantees that financial benefits will be
reaped.
It is not surprising that some companies have doubts about IT investments. As some IS
researchers and professionals (Weill, 1992; Mahmood & Mann, 1993; Hitt &
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Brynjolfsson, 1996) point out, there is no compelling evidence of a positive relationship
between IT investments and firm performance (Hunton et al, 2003).

In case of an ERP system, although Hunton et al (2003) seem to believe that ERP
system adoption helps companies to gain a competitive advantage over non-adopters,
they argue,
The positive reaction of capital market interviewees to ERP system adoption
announcements reflects initial beliefs about the potential impact of ERP systems
on future performance. However, whether ERP systems positively impact
performance in the long run remains largely unanswered. (p. 168)
Poston and Grabski (2001), who investigated the post-implementation performance of
50 ERP-adopting companies, suggest that the benefits of an ERP system may not be
apparent until 4 to 5 years after implementation. Based on their findings, they further
argue that although an ERP system is not sufficient for significant improvements in
financial performance, it is still necessary. The real benefits will result when customer
relationship management and advanced planning systems are utilised, and when ERPadopting companies perform business process reengineering.

It is reasonable to expect that non-ERP adopting companies lack understanding of the
opportunities available to them.

8.6.1.1.1. Sub-category 1: Lack of skilled IT Staff
In the preliminary survey of the first phase, lack of adequate personnel resources
constituted the most important reason for not adopting an ERP system. From the
interviews, most IT managers of non-ERP-adopting Thai-owned companies again
pointed out that this is one of the major reasons why their companies did not implement
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an ERP system. For example, an IT manager simply stated, “We don’t have enough
people for a new project right now. … In particular, we outsource some ITs and their
maintenances”. His company retained only IT staff who helped his company’s users
with problems on a daily basis.

IT and non-IT staff would need to be devoted to the ERP implementation project, and
workload would be expected to increase. Romeo (2001, p. 56) points out,
Implementation is a full-time occupation when it gets going. Once an IT person
moves to the ERP team, you lose him or her from your daily operations. This is
an investment that an IT manager has to make in the implementation.
Implementation should not be a collateral duty of an IT employee.
Implementing an ERP system requires a number of highly skilled IT staff. They are
experienced professionals with key skills in an ERP system. ERP-adopting companies
need to recruit more permanent, or contract internal IT staff to undertake a new ERP
implementation project. A second IT manager stated,
There is a shortage of staff in many major ERP system vendors. Most of them
require a high salary. …It takes time and it’s quite expensive to develop our own
people.
Otherwise, ERP-adopting companies must hire a consulting company to help with
implementation. The Gartner Group estimates that the ratio of consulting costs to
software costs can reach up to 3:1 (Callaway, 1999). Bingi et al (1999) emphasize that
managing a consulting company and its employees is even more challenging.
Nevertheless, a third IT manager commented, “We need our own people who know well
our business processes, the way we run our business to be responsible for an ERP
project.” Bingi et al (1999) advise that retaining in-house ERP technologists is also a
major challenge.
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In addition to a lack of IT staff to implement an ERP system, most IT managers of nonERP-adopting Thai-owned companies were concerned about ERP post-implementation.
A fourth manager, for example, stated, “ERP system implementation is considered as a
ongoing thing. Some staffs will be assigned there. And we have to hire new IT staff for
old and routine works or especially for ERP.” Poston and Grabski (2001) clarify this:
After making large investments in ERP, companies may be unwilling to divest
of the skills needed to keep these vital systems running. Firms might be trading
the long-term gains from eliminating clerical jobs and improving decisionmaking for short-term high costs in consulting and systems staffs to support ongoing ERP system maintenance.
It is reasonable to interpret that non-ERP-adopting Thai-owned companies do not
deploy an ERP system, and do not want to hire more staff to deal with ERP system
implementation and its maintenance, partly because of a tight budget.

8.6.1.2 Category 2: A Preference for Tailored Solutions
Another inhibitor to ERP system adoption is the lack of understanding of the need to
adopt an ERP system. About 30% of non-ERP-adopting companies indicated that they
preferred tailored solutions. They needed specialised applications that are tailored for
their specific needs. They believed that the tailored solution option could provide more
advanced functionalities. An IT manager, for example, firmly stated,
I don’t believe in a one-size-fits-all solution. Our company has special needs and
requirements. [If only one an ERP system is installed], mass customisation will
occur for certain.
One end-user shared her belief: “ERP has a limitation. … How can we gain a
competitive advantage with a system that everyone can buy?” A second IT manager
stated, “We are still searching for a right and suitable ERP [for our specific needs].”
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Based on the interviews with IT managers and end-users of ERP-adopting companies,
the most popular types of ERP modules used, or currently being implemented were
Finance & Accounting and Material Management. As expected, the first module that
went live was Finance & Accounting. Besides, nearly all adopting companies used an
ERP system from one single vendor. A few others adopted a Best-of-Breed strategy. For
example, one Thai-owned company mainly used SAP R/3’s financial, accounting and
manufacturing modules, but at the same time had a HR and Payroll module by
PeopleSoft.

It is interesting to note that the HR module was viewed as an isolated system, and was
not critical for going live. An IT manager of an ERP-adopting Thai-owned company
and another one from a non-ERP-adopting Thai-owned company offered the same
explanation that managing Thai human resource data related to legal requirements, tax,
and benefit practices that were complex and unique. They further argued that local
software better solved all their needs, and offered the standard reports that they actually
needed.

I also found that more than half of the ERP-adopting companies were planning to retain
their legacy systems. They claimed that these systems had grown with their companies,
and had been designed and tailored to meet specific business needs. In addition, about
10% of all ERP-adopting companies used ERP systems from a variety of vendors that
have expertise in particular areas. An IT manager of the ERP-adopting Thai-owned
company, for example, stated,
We selected MAPICS because it is most compatible with our business.
However, we still rely upon Peoplesoft [human resource application] to run HR
processes. …Because [Peoplesoft] has great expertise in human resources
planning and administration.
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According to Light et al (2001), there are reasons companies adopt a Best of Breed IT
strategy. Companies can benefit from the most appropriate software functionality, and
obtain good flexibility in process re-design. They further argue that companies can
reduce some resistance to change from users. It is because:
…organisational members can select IT components on the basis of how well
they think they will support business processes. By making the selection, the
organisational members may be broadly satisfied with the new systems being
implemented and the required BPR employed on the basis. (p.218)
8.6.1.3 Category 3: An ERP Solution In-house
Two companies indicated that they had their own ERP solutions built in-house. An IT
manager stated, “There is no need for [an off-the-shelf] ERP from big brand name
vendors. Our business is not that complex.” He viewed an ERP system as an integrated
tool and stated,
Our system is already capable of integrating almost all business administration
within our company. …We use [IBM] AS/400 [platform]. The interfaces are
easily developed. …Our users can share common data. …Further, we have a
system connected to our main suppliers’ systems.
Another IT manager supported this for her company. She added, “Our users already
access real–time or almost real-time information”. She actually asked me the question:
“What does the word real-time mean?” She elaborated, “It doesn’t necessarily mean
real-time. Perhaps, my company does not want to have that level of efficiency.” She
further argued, “[It is good enough] If a system can provide information exactly when
we need. In our case, it is by the end of each day. It is good enough”.

It is reasonable to infer that non-ERP-adopting companies understand the ERP concept,
but want to keep their systems that are built in-house and have stayed with the
companies over long periods. On the other hand, they might lack an understanding of
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how to use an ERP system. I also noticed that both IT managers did not mention
business process reengineering. It might be because they did not necessarily, or need to
adopt an off-the-shelf ERP system. Otherwise, they did not need an ERP system to
transform their business processes.

8.7 Summary
This chapter presents the key aspects affecting the adoption or rejection of an ERP
system. A number of categories emerging from interviewees’ responses were analysed,
interpreted, and discussed. These categories were compared with the concepts derived
from the literature. The list of these categories was shown in Table 8.1, page 215.

The findings showed that there were seven beliefs associated with positive images (or
attitudes) and three beliefs associated with negative images (or attitudes) of ERP
systems, as shown in Table 8.1, page 215. In addition, organisational culture can
influence images of an ERP system and attitudes towards ERP system adoption and
implementation. In most cases, the adoption and use of IT applications of MNCs
(especially a large package application like an ERP system) is mandatory. An adoption
decision is normally made by headquarters. Changes cannot be resisted. However, the
findings revealed that employees of MNCs seemed to have a greater degree of
organisational commitment and a strong belief in their organisation’s decision. They
perceived that the overall benefits could be gained to their organisation. Thus, they
seemed to have positive images or attitudes towards an ERP system.

On the other hand, Thai-owned companies seemed to have more problems of user
resistance to change than MNCs did. Most Thai-owned companies allowed their
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employees to be involved in an ERP project. Employees could express their likes or
dislikes. In some Thai-owned companies, they had an influence on ERP system
adoption and vendor selection. Although they did not completely reject a new system,
they still wanted it to be customised in the familiar way they were used to working.
Many IS authors (e.g., Baroudi et al, 1986; Laudon & Laudon, 2004) argue that user
participation and involvement in implementation activities can overcome user
resistance. However, the findings revealed that employees in Thai-owned companies
felt that they had an option, and chose to avoid using an ERP system. Bringing a new
system into their company required them to learn new skills, and accept new
responsibilities. They seemed pessimistic, and had negative images or attitudes towards
an ERP system.

Nevertheless, IT managers and end-users reacted to change differently. IT managers
seemed to have a more positive attitude towards change. They were more willing to
adopt an ERP system. They seemed to have a better understanding of the value of ERP
system adoption. They knew how an ERP system works, and could foresee the
promised benefits that their companies would gain from an ERP system. On the other
hand, end-users, who are relatively low in organisational level, felt that they had no
choice. In most cases, they were not allowed to learn the usefulness of an ERP system
beforehand, and then made a decision to adopt or reject it, but they had to accept an
ERP system as their managers wanted them to do so. They must adjust themselves to
work their jobs. Thus, end-users seemed to be more reluctant to accept change.

Nearly all companies in the qualitative study were interested in integrating their ERP
systems with the systems of their suppliers. The benefits were well realised. They,
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however, were not yet ready. Moreover, they still preferred to exchange business
documents by using mail and facsimile, and communicated with their suppliers by using
phone and e-mail. In addition, CRM was under development, and was limited to the
capability of the call centre. Most companies recognised the potential benefits of online
self-service. However, customers still could not place, track and monitor orders online.
IT was used in manual or IT assisted rather than fully automated customer interactions.

The findings also showed that Thai-owned companies turned to an ERP system mainly
because of three reasons as shown in Table 8.1, page 215. There are three selection
criteria for an ERP system vendor, as shown in Table 8.1, page 215. ERP system
adoption tended to be initiated by top management. Nearly all adopting Thai-owned
companies believed that an ERP system was unlike other commercial-off-the-shelf
solutions, and needed a special consideration. They, thus, set evaluation teams to
evaluate their available options, thereby reducing ERP system selection risk. On the
other hand, a few other companies relied only on their owner’s decisions.

For MNCs, interviewees reported that their companies sought to implement an ERP
system, mainly because of three main reasons, as shown in Table 8.1, page 215.
Additionally, in most cases, the subsidiaries had to implement and use a specific brand
of ERP system and/or hardware and software that their headquarters selected. It is
because they were concerned with compatibility and consistency, and tried to avoid
potential systems integration problems.

The reasons for not acquiring an ERP system came from the IT managers and end-users
of the non-ERP-adopting Thai-owned companies. It is because the non-ERP-adopting
MNCs in the sample were all planning to implement an ERP system in the near future.
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Their IT managers admitted that they were waiting for the implementation team from
their headquarters. The same team would implement an ERP system in each country.
However, the IT managers and end-users of the non-ERP-adopting Thai-owned
companies reported that their companies did not adopt an ERP system, mainly because
of three main reasons, as shown in Table 8.1, page 215.

The following chapter (Chapter 9) deals with the conclusion and implications of the
research, and makes some suggestions for further research.
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Table 8.1. Emergent Categories
Area 1:
Images of an ERP system:
expectations and attitudes

1. Positive Image

Area 2:
Reasons for Acquiring an
ERP System

1. Thai-owned Company

Category 1: Inventory Accuracy and Visibility
Category 2: Cost Saving
Category 3: Personnel Reduction
Category 4: Improved Internal Integration between Systems
Category 5: Enhanced Visibility of Data and Greater Accessibility to Data
Category 6: New or Improved Business Processes
Category 7: Increased Responsiveness
2. Negative Image
Category 1: Suspicion
Category 2: Resistance to Change
Category 3: Difficulty
Sub-area 1: ERP Images Limited to those with an ERP system

2. MNC
Area 3:
Selection Criteria for a
Vendor

1. Thai-owned Company
2. MNC

Area 4:
1. Thai-owned Company
Reasons for not acquiring an
ERP System

Category 1: One Integrated System
Category 2: Unwanted Legacy Systems
Category 3: Business Practices
Category 1: Central Control
Category 2: Top-down Focused Financial Strategy
Category 3: Real-time Sharing of Data
Category 1: Reputation
Category 2: Best Functional and Technical Fit
Category 1: Central Control
Sub-category 1: Centralised Configuration
Sub-category 2: Decentralised or Regional Configuration
Category 1: Budget Consideration
Sub-category 1: Lack of Skilled IT staff
Category 2: A Preference for Tailored Solutions
Category 3: An ERP Solution in-house
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Chapter 9
Discussion, Conclusions and Implications
9.0 Introduction
The overall purpose of this study has been to understand IT adoption and usage by
locally-owned and multinational companies in Thailand which provided a wellspecified and significant context for the research. This study appears to have a
pioneering role in investigating the extent to which various IT applications, particularly
ERP systems, are being used by locally-owned and multinational companies in
Thailand. The current patterns of usage and non-usage of the various IT applications
were identified for each group of companies. Their reasons for adopting or not adopting
IT, and for selecting a particular IT vendor were examined by using one class of
application software, ERP systems, as the focus of a subsequent in-depth study. The
study was carried out in a developing country, Thailand, which is currently experiencing
an exciting period of growth, in which IT adoption plays an important role. It is
anticipated that this study makes a significant contribution to the literature on the
adoption of ERP systems and other existing and new IT-based innovation in developing
countries, and is of practical benefit to both IT managers in adopting companies and
software designers.

The research was undertaken using a two sequential phase multi-method approach in
order to cover as many aspects of the topic as possible. The research aimed to be
descriptive, exploratory, and explanatory. In the main phase of the study, research
findings were allowed to emerge from raw data. The emergent themes (or categories) of
facts and participants’ behaviours of organisational IT adoption and usage were not
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framed by any specific theoretical perspective, because the purpose of this study was
not to test hypotheses or to force the data into any fixed framework. The following
sections briefly present and discuss the significant findings of each phase, and then
examine whether the research aims were achieved. The study’s academic contribution
and implications for practice are discussed. The last section also addresses the
limitations of the study, and some possible future research directions.

9.1 Phase One of the Research
There has been limited research on organisational IT adoption and usage in developing
countries, particularly in Thailand. This study focused on Thailand, as an example of a
developing country, to address the lack of adequate attention given to the current and
potential use of IT in Thai-owned and multinational companies. This focus is
appropriate as Thailand has been considered one of the fastest growing Asian countries
in the last two decades. After Thailand recovered from the 1997-98 Asian Financial
Crisis, it is vital to learn the status of IT usage and the process of decision-making to
adopt IT.

Thus, the prime aim of the first phase of the study was to explore and describe the
extent to which IT was being used in locally-owned and multinational companies in
Thailand as well as multinational companies in Australia. This exploratory quantitative
study was designed to see whether there were similarities or differences in patterns of
usage in each group of companies. The specific application software investigated was
accounting software, human resource (HR) software, an ERP system, CRM software,
SCM software, the Internet, and e-mail. IT capabilities, resources and strategies were
also examined.
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A postal survey was considered appropriate to apply in the first phase as it enabled the
collection of a substantial amount of information from each group of companies at one
time, and at a reasonable cost. A brief summary of the general findings of the survey
study is presented as follows.

9.1.1 Usage of Specific Information Technologies
The aim of the first phase of the study was achieved. The current patterns of IT usage
and non-usage of IT between Thai-owned and multinational companies were identified.
The findings of the survey reveal that the adoption rates of both accounting and HR
software in Thailand are apparently high. This suggests that the adoption of these
technologies seem to be at a mature stage.

On the other hand, the adoption rates for ERP systems in Thailand were in the median
range, and slightly higher than in Australia among those companies that already had
ERP systems in place. However, if the data included companies that were currently
implementing ERP systems or were planning to do so, the adoption rate of ERP systems
in Thailand would be very high. This suggested that ERP system adoption in Thailand
seems to be in a stage of growth.

The adoption rates of SCM and CRM software were relatively low. From this, it can be
inferred that these technologies, or even the concepts of these applications, were still in
the early stages of appreciation in the respondent companies. It can, however, be also
interpreted that an ERP system was the cornerstone of SCM, and at the same time,
provided a common transaction database for CRM. Thus, many companies considered
implementing an ERP system instead of deciding to have SCM and CRM software in
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place. Additionally, although the use of the Internet and email were extensive, they were
not used for sophisticated business processes.

9.2 Phase Two of the Research
The prime aim of the second phase of the study was to elicit data that may have been
missed in the early survey, and to provide a deeper explanation and understanding of
motives or influences behind decisions to adopt IT in Thai-owned and multinational
companies. Thus, follow-up interviews with IT managers and key end-users were
conducted.

The use of ERP systems was prioritised as my target area for phase two of the study.
This phase of the study explored ERP system adoption and selection in Thailand.
Through a comparison of images of ERP systems (expectations and attitudes), ERP
system adoption, and difference in selection criteria for an ERP system vendor
employed by locally-owned and multinational companies in Thailand.

The aim of the second phase of the research was fulfilled. A grounded theory method
helped to explain images that hinder or motivate potential users in adopting or rejecting
ERP systems. Furthermore, it helped to interpret the patterns usage and non-usage in
each group of companies, and to explain the reasons for adopting or not adopting an
ERP system as well as for selecting an ERP system vendor. Since hypotheses were not
developed using a theory as a guide prior to data collection, this study revealed
surprising findings and identified a range of contextual aspects affecting the use and
adoption or rejection of ERP systems. Furthermore, the study found that the Technology
Acceptance Model (TAM) is unsuitable for a complex technology like an ERP system.
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Although users believe that an ERP system enhances their job and is easy to use, they
may more likely be motived to adopt an ERP system because it could benefit their
companies.

A brief summary of the major findings of the qualitative study is as follows.

9.2.1 Images of ERP systems
According to the Total Quality Management (TQM) principle, an image is what comes
to a customer’s mind when he or she visualises using a product in his or her own
environment. Exponents of TQM contend that an image is directly associated with an
attitude towards a product, and therefore image and attitude can help to understand and
predict IT adoption and usage behaviour. Although in most cases the use of an ERP
system is mandatory, understanding how users perceive an ERP system is crucial. It is
because users’ attitudes towards new technology adoption may significantly impact on
implementation success and effective usage. In a recent study, Yu (2005) also argues
that some attitudes (such as degree of resistance to change from users across the
organisation) impact the effectiveness of post-implementation ERP system.

Based on the Theory of Reasoned Action (TRA), adoption or rejection is determined by
an intention that is formed by an adopter’s attitudes. Positive (negative) image or
attitude can increase (decrease) the intention to adopt an ERP system. Furthermore, an
attitude is generated by a number of beliefs. In the qualitative study, the beliefs of both
adopters and non-adopters (IT managers and end-users) in both Thai-owned and
multinational companies were identified. These were both shared and individual beliefs.
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Shared beliefs occur when most employees perceive the relative advantage of adopting
an ERP system for their company. They are motivated to use the system and intend to
be co-operative with management. In the study, it was shown that these beliefs had a
relationship with positive images of an ERP system. This finding is consistent with
those of Amoako-Gyampah and Salam (2004, p.742) that “the beliefs formed regarding
the usefulness of the ERP system are important in the formation of positive attitudes
towards the system”. Consequently, these images or attitudes can increase the intention
to adopt an ERP system, and lead to the success of ERP system implementation.

Some beliefs of individual employees involved suspicion and concern that ERP system
adoption would cause them a problem. Challenges of managing the organisational
change surrounding ERP system implementation and difficulty of ERP system
configuration and use are consistent with the innovative characteristics of Rogers
(1995). These beliefs in the perceived problems of adopting ERP systems have an
influence on negative attitudes, create negative images of ERP systems and may cause
ERP system implementation failure.

The existing TRA model was refined and extended to show the impact of both shared
and individual beliefs and intention on ERP system adoption and usage. It should be
noted that subjective norm was not the focus of this study. Figure 9.1 shows the
transmission of shared and individual beliefs into the adoption and use of an ERP
system.
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Figure 9.1. A Model of Images of ERP Systems

Organisational culture can influence images of ERP systems and attitudes towards ERP
system adoption and implementation. As Bossidy and Charan (2004, p.197) argue, an
ERP system requires an organisational culture in which people are willing to learn new
things, understand that delivering on commitments is important, and are comfortable
working across boundaries. From the findings, employees of the MNCs seemed to have
positive images or attitudes towards ERP systems. On the other hand, employees of
Thai-owned companies seemed pessimistic, and had negative images or attitudes
towards ERP systems.

IT managers seemed to have a more positive attitude towards change. On the other
hand, end-users, who are relatively low in organisational level, felt that they had no
choice. They must accept an ERP system as their managers wanted them to do so. They
usually perceived a computer as a tool to store and process information. They did not
understand the real benefits of an ERP system, or use it strategically. It is reasonable to
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conclude that technology authority and experience enhance or hinder the acceptance and
use of an ERP system.

9.2.2 ERP Images Limited to those with an ERP system
The findings also indicated that the purpose of ERP system adoption was primarily to
automate back-office business processes. Nearly all companies recognised the benefits
of integration between internal and external systems, but they were not ready to
implement extended ERP systems. Moreover, for some companies, which had had their
ERP system in place for at least a year, the decision-support benefits of an ERP system
were also realised, but an ERP system was not yet used as a knowledge management
system.

9.2.3 IT Adoption and Selection Criteria for an IT Vendor: the Case of an ERP
System.
I moved on to try to understand the reasons for adopting or not adopting an ERP system,
and the selection criteria for an ERP system vendor. Thai-owned companies chose to
adopt an ERP system mainly because of the utility of an ERP system. They expected
that an ERP system could solve their business problems and IT needs, in order to
achieve world-class performance. Furthermore, they selected their ERP system vendors
because of product suitability for use in their organisations or because of the reputation
of the vendor. On the other hand, a budget constraint was a major factor that hindered or
delayed the adoption of an ERP system.

By contrast, it is reasonable to conclude that MNCs were seeking to develop common
systems, and maintain company-wide IT standards among their subsidiaries. They
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wanted to streamline global communications, enhance coordination, and improve
information sharing and reporting. Thus, headquarters standardised and/or centralised
their ITs. On the other hand, after implementing an ERP system, they could have better
data on their subsidiaries and integrate all organisational information. An ERP system
provides a central repository, and simplifies how users access and analyse data. As such,
headquarters may gain control over local operations.

In addition, MNCs can expect low overall costs of IT. This is because of a reduction in
the number of duplicated businesses or functional processes and the range of ITs to
support. Many of the same processes and activities can be managed globally or
regionally, not locally, and data can be processed at headquarters or regional operational
centres. The cost of maintaining interfaces between disparate systems across locations
can be lowered. Figure 9.3 and 9.4 show the reasons for adopting an ERP system and
selecting an ERP system vendor.

At the conclusion of the study it was considered useful to conduct further investigation
to re-confirm the main findings of the study in a fresh context. In order to collect this
additional information, a small questionnaire was designed, and then interviews with
one IT support staff and one IS manager of the MNC operating in Australia were
conducted via e-mail. It was significant that these findings simply confirmed and
clarified those of the earlier main studies. The answers to the interview questions can be
found in Appendix G.
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Figure 9.3. The Reasons of Thai-owned Companies for Adopting an ERP System and
Selecting an ERP System Vendor
Note: The two reasons for adopting an ERP system (one integrated system and
unwanted legacy system replacement) can be regarded as a technical concern, while the
other reason (business practices) constitutes a business concern. The dotted lines
separate the reasons for each concern.
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Figure 9.4. The Reasons of MNCs for Adopting an ERP System and Selecting an ERP
System Vendor
Note: Company-wide control causes and reasons for selecting an ERP system vendor.
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9.3 Academic Contribution
The findings in the qualitative study contribute to the literature of innovation adoption
and an ERP system in several ways. To be specific, the qualitative findings contribute to
the literature of complex technological innovations. The literature review also reveals
that there is the lack of research on the adoption and selection of ERP systems.
Published research on the topic of an ERP system mainly focuses on issues related to
the implementation phase of the ERP lifecycle. This study provides insights into
adopters’ attitudes, adoption decision, implementation and usage behaviour of an ERP
system in ERP system adoption and selection phases. Moreover, it can help ERP project
leaders to recognise the importance of images of (or attitudes towards) ERP systems,
and lead to better planning. With a proper plan, an ERP system may be implemented
successfully, and may be utilised effectively and efficiently. The findings also provide
another dimension in attitude-behaviour relationship theory. In particular, I enhance and
add value to the Theory of Reasoned Action (TRA), as shown in Figure 9.1. The
proposed model can be used as a guideline when considering the adoption of an ERP
system.

9.4 Implications for Practice
The findings of the study provide several important practical implications for
practitioners.

First, the quantitative study examined the current, potential use and barriers to use of
various application software. The results of the quantitative study provide an extension
of current IT use statistics. To my knowledge, this study is one of the first investigations
of the extent to which various application software was being used by Thai-owned and
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multinational companies in Thailand. The results can contribute to Thailand’s national
IT strategic policy. The current patterns of IT usage and non-usage between each group
can help policy-makers to focus on problem areas and create an environment that will
foster IT usage in Thailand. At the same time, the study helped IT vendors to identify
market trends and new market opportunities. There was a strong indication that the most
significant growth opportunities for IT in Thailand lie in ERP systems. There is an
apparent opportunity for ERP system vendors to penetrate the Thai market.

In addition, Luftman (2004) argues that the net benefit of a given technology varies
during its life cycle. An ERP system can be considered as a pacing or key technology. It
is beginning to grow in acceptance, and provides a competitive advantage. On the other
hand, extended enterprise solutions such as SCM and CRM software were still at an
early stage in the process of adoption. There was limited use of inter-organisational
systems (IOS) by companies in Thailand. Upstream and downstream information flows
were mostly facilitated by telephone, fax and e-mail. According to Luftman (ibid), SCM
and CRM software can be perceived as an innovation, because the achievable benefits
are not fully known. On the other hand, accounting and HR software can be classified as
base or required technologies. They become a necessary part of doing business, and
provide little competitive advantage, as Luftman (ibid) explains.

Second, to deal with negative images associated with difficulty, the findings suggest
that management should provide training to their users. Users should be trained to
understand how an ERP system works. Intense resistance to change should be reduced,
and suspicion should be dispelled if users could have a clear idea of how IT would have
an impact on them. Consistent with this implication, Bridges (2003) explains in his
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book, Managing Transitions, that people need a picture or realistic idea of how the
outcome will look, and they need to be able to imagine how it will feel to be a
participant in it. He further suggests that the picture should show to people as soon as
the change is announced. Additionally, Amoako-Gyampah and Salam (2004) point out
that training helps users to form the shared beliefs in the benefits of the ERP system.

Technical training is only insufficient. Management should have regular and effective
communication with their users. It is important that management takes part in managing
change and suspicion. Users should be convinced of the value of IT. Management
should share information with them, help them to build an understanding, and to
recognise the potential benefits of IT. Their role is critical, and their contribution can
make an IT implementation project successful. There is evidence that in a mandatory
setting, a person may form an intention to use a particular system if his or her superiors
or co-workers suggests that such system might be useful (Venkatesh and Davis, 2000;
Huang et al 2003).

The findings also support Aladwani (2001)’s communication strategy that helps to
overcome users’ resistance to an ERP system. Aladwani (ibid) recommends that
management must try to affect the cognitive component of users’ attitudes. Users will
more likely accept change and have positive attitudes if they realise that they can benefit
from an ERP system and their job can be enhanced. A review of the ERP literature also
shows that top management support is the most important critical success factor (CSF),
as already discussed in Section 6.3.2.1.
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Moreover, it is recognised that change management is required in all phases of an ERP
system. This means that management of change is an ongoing process. As Aladwani
(2001) contends, the progress of change management efforts should be regularly
monitored to ensure that users’ resistance to an ERP system is under control. As
mentioned in Section 6.3.2.1, change management is a CSF related to successful
implementation of an ERP system.

Third, the reasons for adopting or rejecting an ERP system and selecting an ERP system
vendor are important to ERP system vendors and researchers. ERP system vendors can
understand the difference of IT adoption and usage behaviour between Thai-owned and
multinational companies. They can improve quality of their ERP systems, services and
processes that will satisfy their customers in developing countries.

9.5 Limitations and Suggestions for Future Research
Some limitations should be noted, but at the same time they present opportunities for
future research.

9.5.1 The Quantitative Study
First, although a 31.6% overall response rate is acceptable, the implication for this study
may have been enhanced if the response rate had been higher. The number of
respondents should be expanded. Some strategies can be implemented to boost response
rates. For example, future researchers can offer either incentive for all respondents or
attractive prizes for early respondents. A web version of the questionnaire can be also
developed to give participants an option to complete the survey. Second, similar survey
studies on the current status of IT usage at organisational level in Thailand should be
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carried out periodically. A decision support system (DSS) and other application
software in the functional areas of business such as computer-assisted design (CAD)
and computer-assisted manufacturing (CAM) could be included. Third, this study
focuses on large Thai-owned and multinational companies. Future research could be
conducted in small and medium enterprises (SMEs).

9.5.2 The Qualitative Study
This study was inductive in nature. The findings of the qualitative study allow the
generation of a number of theories that emerges from the experiences of participants in
the substantive area of research, but are not necessarily generalisable. I suggest that
future researchers could seek to test the research model of images of EPR systems, the
reasons for adopting and not adopting an ERP system, and selecting an ERP system
vendor, using either quantitative or qualitative data or both. Internationally, a similar
qualitative study could be conducted in Australia or in other countries. Moreover,
comparative studies could be conducted to particularly examine the differences and
similarities of reasons for adopting or not adopting an ERP system and selecting an ERP
system vendor among American, European and Asian MNCs.
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APPENDIX A
Table A. 1 The Use of Grounded Theory in IS Research.
Source: Adapted from Smit and Bryant (2000)
Authors

Date

Purpose/Outcome

Title

Calloway, L.J.
& Knapp, C.A.

1995

Using Grounded Theory
to Interpret Interviews.

De Vreeede,
G.J, Jones, N.
& Mgaya, R.

1999

Ellis, D.

1993

Galal, G.H. &
McDonnel,
J.T.

1997

Grinter, R.E.

1996

Gos<lvez,
M.G.

1996

Knapp, C.A.

1996

Lubbe, S.I.

1996

Lubbe, S. &
Remenyi, D.

1999

Exploring the
Application and
Acceptance of Group
Support Systems in
Africa
Modeling the
information-seeking
patterns of academic
researchers: a grounded
theory approach.
Knowledge-Based
Systems in Context: A
Methodological
Approach to the
Qualitative Issues.
Understanding
Dependencies: A Study
of the Coordination
Challenges in Software
Development.
The WWW, Myth or
Reality? The experience
of Catalan Service
Organisations.
A Grounded Theory
Study of Successful
Organisational
Integrated CASE
Technology
Implementation.
The assessment of the
effectiveness if IT
investment in South
African organisations.
Management of
information technology
evaluation the
development of a
managerial thesis.
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Glaser
1992

Strauss
& Corbin
1990
Yes

No

Yes

No

To derive models of
information seeking
patterns

Yes

No

Theoretical formulations

Yes

No

Analysis of data

Yes

No

Grounded Theory

Yes

No

Theory of successful
ICASE implementation

Yes

No

To develop a preliminary
theory

No

Yes

A grounded theoretical
conjecture by using
content and
correspondence analysis

No

No

Analysis &
understanding of
interview data;
explanation of
phenomena
Collecting & analysis of
data; Description of
empirical situation

Tabic A. 1. The Use of Grounded Theory in IS Research (Continued)
Oliphant, J. &
Blockley, D.I.

1991

Orlikowski,
W.J.

1993

Pandit, N.R.

1996

Pries-Heje, J.

1992

Urquhart, C.

1999a

Urquhart, C.

1999b

Yoong, P.

1999

Knowledge - Based
System: Advisor on the
Selection of Earth
Retaining Structures.
CASE Tools as
Organisational Change:
Investigating
Incremental and Radical
Changes in Systems
Development
The Creation of Theory:
A Recent Application of
the Grounded Theory
Method.
Three barriers for
continuing use of
computer-based tools in
Information Systems
development.
Strategies for
converstion and systems
analysis in requirements
gathering: a qualitative
view of analyst-client
communication.
Themes in early
requirements gathering
(The case of the analyst,
the client and the student
assistance scheme).
Making sense of group
support systems
facilitation: a reflective
practice perspective.
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Elicitation and
refinement of knowledge
based rules

No

No

Generate grounded
theory

Yes

No

Theory building

Yes

No

Discovery of grounded
theory

Yes

Yes

Analysis of a case study

Yes

Yes

Analysis of a case study

Yes

Yes

A grounded theory of
reflective facilitation

Yes

No

Table A.2. A Comparison of the Procedural Steps of Three Grounded Theory Methods
Source: Adapted from Klunklin (2001, p.96-97)
Strauss and Corbin’s
grounded theory
method (1990)
Theoretical sampling:
open,
relational/variations and
discriminate.

Classic grounded
theory method (1967)
•

Sampling

Theoretical sampling
directed by emerging
codes until categories
are saturated

•

Sources of
theoretical
Sensitivity

Knowledge of coding
families, conceptual
ability and literature.

•

Constant comparative data analysis
Coding:
Open, theoretical and
constant comparative
coding.
Coding framework:
Choice from multiple
coding families
depending on best ‘fit’
to data.
Primarily fro sorting to
Memos:
form hypotheses.

Professional experience,
personal experience,
literature and the
analytic process.

Open, axial and
selective coding.
Specified coding
framework named the
‘Paradigm Model’.

Focus on process

Movement over time
with at least two stages
- a basic social process.

Category
development:

Relevant categories and
relevant properties
emerge by comparing
incident to incident
and/or to concepts
looking for the
relevance, the fit and
emergent patterns until
theoretical saturation
occurs
The basic social process
emerges and is the core
that accounts for most
of the variation in the
problematic pattern.

Core category
emergence:

Conditional/
consequential
matrix:

Nil-macro levels of
analysis only.

Code, theoretical and
operational notes,
diagrams, logic
diagrams and integrative
diagrams.
Linking of
action/interaction
sequences or non
progressive movement.
In terms of properties
that are then
dimensionalised and the
categories grouped.
Relationships validated
against data. Gaps in
categories are filled
until theoretical
saturation is reached.
Explicating a story line
about the central
phenomenon around
which other categories
are integrated using the
Paradigm Model.
Specified - moves
between micro and
macro levels of analysis
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Glaser’s grounded
theory method (1992)
Theoretical sampling:
the process of data
collection for emerging
theory until each
category is saturated.
The researcher’s
knowledge,
understanding and skill
acquired by theoretical
training.
Open, theoretical and
constant comparative
coding.
Eighteen theoretical
coding families. What
works and fits the
analysis.
The theorizing and
write-up of ideas as
they emerge.

Movement over time
with at least two stages
- a basic social process.
Generating categories
by comparing incident
to incident and/or to
concepts, naming a
category by sociological
constructs and in vivo
words, developing
categories in terms of
properties and
theoretically coding.
The core category that
accounts for a pattern of
behaviour which is
relevant and
problematic for those
involved.
Macro levels of
analysis. What
emerges?

APPENDIX B
Appendix B.l. Questionnaire for Thai-owned companies
[Please see print copy]
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6. aoansiJaovnuInnauvi-ueiaMziJij'ta

A. liaiJai/iVUJ

(eiau'lcnnnnin 1 va)
□ la f lia u ijjuivbu (IBM Mainframe)

fia

□ yttmi (Unix)
□ iu lfu iia v iv ) lAvnlsfi (Microsoft Network)

filUMVlO

□ lu n e u tiv u lifi (Novell Network)
□ uailiflaviaam flviil'Sfi (A ppleTalk Network)

l}au3rfvi

□ Silnni (Linux)

day
sh u a

shifia

S o n ia

7vVa1iJ?atUu

7.

wunoiuluaofinmiaoinulTJiilnnsFimaiGifiiJnsSOFi
atTs (aau'lainnrrii 1 va)

□ iflaiianiiJSriuuvimiaiiaiiattrirjayn'mjAu

tvnrtvivi

□ idaliiin^ aofliiYi (Printer) fiu rtu
□ d n n fu n u 'tiia u v m iilv i (Intranet)
□ LviaaonanniJifu i (Short Message)

I v iis n i

ilulma:
8. wunonuiiaovhua-iimminnosKiJUfraufl-iictas

Email:

iiaou3HVi=nnmtiuanu3i3vTlnvtfa,l>j

n^nnlsUFisaovuruj
1.

Imiaoviqninao

□ tni □ lu tii

Ci naqMBMidiMn'iuTladai'satiUifi (la w )

listinviiiao^sn^uaja-jnnsuaovinu

(aa v'lennnnii 1 va)

9.

□ Inman / lhtinitiitfuB / mnnaici
□ 3aiJs / tfuitflo / fWi / iluvnnm?
□ s in s i! / rnmlu / lbtnunti

flmmunagvifivmTafnun^eSuaotinnMsaTu
□ t ii □ T iilii

□ dirtntn

D. ni^lthvm T u'iadsm sm iviei ( la ti)

□ aivm / inlaoStJi
□ uvltfu / emuouj

tumuli y1Sueaoninvmum?tiinavlviuo5(>non tuaon'nnnjaovi'm

□ q«mn / in

□ "inounii

D-l. ‘ss;uyilavJvitn^vn^fln)Tt

□ vtfvunnnijnna / Savnoiu / flnaunu
□ la fl / m5^aai5

10. ajnnnuaovinulnJSEUunlavlMinsvnoijfyllvisaTii

□ mnwfia (Manufacturing) / ’Smnnm

□ uiflaouT / vtfvunn5S55inn?i / anBugjiJInf!

□ a&omluvilviu

j~ Q tii

□ lu lii (lihuunjlilua 12)

11. BonnsuaovnulIntsijiitginlumsinniavJvHiTS
fiaaaFiaaonufmjjsinon-mnaljj
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O iswiio 6 ifiau Bo 111

Omnnn 10

0 liithum iaqilfi__________________

D-4. m^uSvnsniiuaiJ^UfinugnFii (CRM)
29. aoRnmajviiuliiiEuuiiavlviu')5m3U3in5

liliRiEiii-iusiasiTa^ufialilli iflu^danfiaeiamiiliilavlviinivno
vi?vimn5ui)H!jmliituaJfin3uaovnuunnuatiifloola

RnuauvluEiTuqnRi (CRM) u la lii

(iSanlnuiruvii 1 va)

Tii O lu lu O

qilailR

<---------- >
fh
a) liiiiluiJ5Elmiuuajm5lii.....................
b) in«0uv)uifluowa................................
c) inflqaanni...... ...................... ............
d) flm iAashufnitiiiviatuTafilviii..........

►m i l ! Tib ainu liliia 33 -4
►m i l l Tiliaaaua'itnuaaliJlS-4

qo

iO 20 30 40
1O 2O 30 40
1O 2O 3O 4O
10 2O 3O 40

5O 30. Bannu CRM lafivnutiiagtuiJaqiJu (navlnvnnniivdjaa)
5O
5O
5O
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Omimu
OmiaaiR
Ominimi

31.

32.

u3i3viumiajYnull3vi5viagiam^i5?ifilii iiavlviuii CRM vtlalii
t-u 0 liiliiO

111 0
39.

vrntfuilunBO
O
O
O
O

38. u5)}yHuiBaovhufl3Yi6YiasiamviSanli5ilaYlviini SCM vrtalii
liilii O

anm BajvhufiayiEWsaaniiiaanlvkiavIvnrii SCM vtlalii

111 0 InluO

dlunituiumTvnoqvhalvniniYij CRM
il3u CRM Ivu7hflijn5siji'uni5vnjqina
llftnfo CRM uasmsimimivnjqvfiq
Ijhliinfoaaaacm

40. ultfyinfh (suppliers) 5iaovhufiSYiBv)aaani5taan'tikiavlYuuv SCM
vflaln
tii O liilii O

► miilUna 35 ◄
41. vnimitiusiao
33.

libfusijruisiasiMtjeia'hJlI ifluqdsvjnaamvihilavlvuni
nvvillMiiniiu&JvTuBrtugnfh (CRM) in liituaon n u iajvm
inniiam fiujta (iRan\mnnnn 1 va)

O
O
O
O

gitann
10
1O
tO
tO

34. vnuSaanasflnnjUmavl'muiiituainfiavrta'lii

a) c h i l l tiia la
O lia tm ii 6 ifflau
iSiau fio
O m n nin 1 fl
O ’liircninTiaiiiJffl

Omm* 6

42. Tdwco'huaanJaSiifia'hltS LiluqiJavjnsiammh SCM m lii
luaifiniiiaoviiuinm iamfluala (iS a n ln u m m i 1 va)
20 3O
40 5O
qdavvn
2O 30
405O
2O 30
4050
tin
go
20 30 40 50

1u

a) lu itfuibsluinhiaom ihi......................
b) mai3uv)u............................................
c) m a p n a im ......................
d) nachiimi'tmvm'vulaSlviji..................

0 IlilTlO

10 20
1O 2O
2O
10 20

10

43. hiuSahatfimiliiilavIvicHiflVuau'insivila'lvi

a) chill dials
O
O
O
O

libsnsiinrmtUunviSisina^aimnvuiBn-iia-io^sialiJufYiJi/3ifvi
gen (Suppliers) TiJiaaauanmSaulu drinvuisi'Ui&jna’UJtl
Imnu
luuatm n 5 %
5-20%
uvnnslii
21-60%
lnanfo
liaunto
61-90%
aihiaua

hhcuannlriiu'llna: 1 ri mail.

4050

lii 0 tiiluO

1131)013 6 i3au
vsviho 6 caau Ro 1 fl
m n n r i1 0
’tiichumiagirfl__________________

D-6.

in n rm 90%

ImRri/Livuj^rlij/inofilj/liaEjRlj/eni'UEniB

<5% 5-20% 21-60% 61-90% >90%
IS m i
50
10
20
30
40
laciyaoa (Face-to-face).............
10
20
30
40
50
I'mftvtvi.......................................
10
20
30
40
50
tmffnviflafla..............................
20
30
40
50
10
u-vlnii............................................
50
10
30
40
•^wnu........................................
20
10
30
40
50
20
Sm s.............................................
10
20
30
40
50
ERP...............................................
30
40
50
iO
20
Smaaniisi....................................
10
20
30
40
50
a-mnncfla...........................
10
20
30
40
50
Internet-based SCM tools (e.g. i2)
40
10
20
30
50
Electronic Data Interchange (EDI)

44. vnlnonuluaofimnaoyiiutiiSiuaaiiila tflalaqvbsajnUnho
(maulauinnii 1 va)
O milayavnociulDa
O m nlrcquvnj’lna
O isuuBuifniwmvnoSmaaiiila

OSotfaSunh/ lrtmi

O tnuSvifh / U lm i
O luHnnuacmjaanaaunn / lilm i
O uamiJiSciviiiayao-mWtJuasitain

45. vnunniiHiDiuaovhu'tiiauiRaintRiiacjnrisiinauviialn

Tii O "liilti O

46. anBntjamjaoUBrfvniaoviiuflilulneiuaoRucaoMBa'lii
36.

30 40sO
3O 4050
3O
30 4050

1fl

D-5. Supply Chain Management (SCM)
35.

3.0
4.0

► in uliJia 44 4

«h
a) liiiv tu ih s lm n iiia jm ilii....................
b) insu3uv|u..........................................
c) m n ijn cn n i.........................................
d) Cmieiasnum iliiiviFiliileifilviii..........

1.0
2.0

lJTiinrsuiumivnjqiaatviiijmTu SCM
vl?u SCM lMmrti)msuium5vn.jqiha
llJuvfj SCM uasnicimimivnjqifla
’hiilhntoaajath'i

aohniDaoviiuliuavIviuii SCM wlalii

ivi 0 liilii 0
□ c h ill iia ld ila 42D

Vii Oliitvio

a) a-ihi hvulmlulileuflaYciqiliESJn'tsi (ciairlamnnh 1 va)

□ c h il i tiaurhmnthua'iocia’liJtln
37.

O miaansmas'IsmonSufn
45aua«nu
4niioau<hSi3siaa
U lm n iS o m im u
O uamdiluuiiayartnultfvigfhuBsynfh
m itlaaiim uiuaorini
0 Integration with back end systems

0
0
0
0

aoRmiiaovnulif SCM'iftalRqibcaon'tR (navlauvinii 1 va)
O mi46nnRum (Fulfillment)
O miYtavnlnqan (Procurement)
O mimufiJiSunifiond'o

O muiuso
O Vendor Management

OmiulvnifiSoaum

O Load Planning
O m ivnnnjiu uacm m aurm

b) c h ill uaia-miiatifluwuftasHihoilij'hiriiaovrtali)
Ivi O "liilii O
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D*7i aiwa

D-8. flllll

47. vnuliSiuaSei6iartijTfii ( ft a a lfiin n r m 1 ia )

0
0
0
0

49. 1 iliaiti|tia1iJiiim u 4nu iu 3 W ium irflaofin iiiaovh u'liifl ueivnu
atnnattiifi

uW vm ii
ifta tiin io iu
gntn
lrtrfvigfh

1.

48. vhuw aladataainalSaaiim uvnjuvlnijuinnTiYnothiiRifia'hi
t li 0 Ill'll! O
a) m i l l lilia m n n a n s

2

3

iauusih

jggg:

MifiM-iufliialeiaaitmtG i titnUiftuuuyRlauniuUi Itbtwtti

iiaU^mdvi-iiiaaKiiaiaaiiluJuaaiJniU
mmiitidiiaaa^aiJiKni'itci litaGieiinisia
Professor Paul L. Robertson,
School of Management,
Marketing and Employment Relations,
University of Wollongong,
NSW2522
Ph. +61 2 4221 5664
Fax. + 61 2 4221 4289
E-mail: paul_robertson@uow.edu.au or sa83@uow.edu.au

( shv^uiiaaojiu iia^aduuuaaummnoinanlm Qna )

‘Uhmd'juiJuaaiJfnu^uCS
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Appendix B.3. Questionnaire for MNCs operating in Australia
[Please see print copy]

297

Professor Paul L. Robertson and Santipat Arunthari
Center for Research Policy and Innovation Studies
School of Management, Marketing and Employment Relations
University o f Wollongong, NSW, 2522
E-mall: paul_Robertson@uow.edu.au or sa83@uow.edu.au
Telephone: +61-2-4221-5664

Confidential when completed

Please complete the questionnaire below. Enter your answers in the spaces provided and tick
space provider is inadequate, please write your answers on the back of the paper.

) the relevant boxes. If the

B. Computers

A. General Questions

Does your organisation use any of the following E-Com m erce
Models? (Please check all that apply)

Name

Positlon/Role

a. Business-to-Business...
b. Business-to-Customer..

YesO NOO
YesO NOO

Company name
6.

Would you describe your organisation IT’s structure as
Centralized computing.............................
Decentralized computing..........................
Centralized cooperative computing..........
Distributed cooperative computing...........

P.O.Box/Street Address

Suburb/Town

State

Postcode
7.

Phone

Country code/Area Code/ Number

Fax

Country code/ Area Code/ Number

i

(

M
)(

Which system environments are currently running in your
organisation?^ Please check all that apply)

><

a. IBM Mainfram e.....................................
b. Unix......................................................
c. Microsoft Network.................................
d. Novell Network.....................................
e. Apple Talk Network..............................
f. Linux.....................................................

)(

Website Address:
Email Address:
1.

1.0
2 .0
3 .0
4 .0

Which of the following best describes your organisational focus?

8.

Yes O
NO O
Yes O
NO O
Y es O
NO O
Y es O
NO O
Y es O
NO O
Yes O
NO O
YesO NOO

How do employees use your networks internally?

(Please check all that apply)
Advertising/PR/Marketing........................
Arts/Entertainment/Sport/Recreation.......
Ranking/Financfi/lnsurance
.........
Consulting...............................................
Food/Beverages......................................
Fashion/Beauty......................................
Healthcare/Medical/Pharmaceutical........
Hotel.......................................................
HR/Employment/Training.........................
IT/Telecommunications...........................
Manufacturing/Engineering.....................
Mining/Natural Resources/Utilities..........
Property/Real Estate..............................

a.Q
b.Q
c.CJ
d.Q
e.U
f.U
g.U
h.U
!.□
j.U
k.CJ
!.□
m.U

a. To share files and information.............
b. To share printers.................................
c. For an intranet application...................
d. To send short messages.....................

9.

C. IT Strategy
10. Is there a corporate-wide strategy for the use of IT?
Y e sO N O O

1.0
2.0
3.0
4.0
5.0
6.0

11. What are the bases for choosing the strategic roles that IT plays
in different countries in which your corporation operates?

(Please check all that apply)
a. Size of branch....................................
b. Availability of skilled IT personnel.......
c. Opinions of local management as to
the suitability of particular IT
techniques for their operations............

The average revenue (in local operation)
Less than $10 million...............................
$10 million - $49.9 million.......................
$50 - $99.9 million...................................
$100 million - $499 million.......................
$500 - $999 million................................
over $1 billion.........................................

4.

Y e sO N O O

The average number of employees (in local operation)
0 - 1 0 0 ...................................................
1 0 0 - 4 9 9 ...............................................
500 - 999................................................
1 .0 0 0 4,999...................................
5 .0 0 0 9,999....................................
Over 10,000............................................

3.

NO 0
NO 0
NOO
NOO
NOO

Can employees access the company system remotely?
Y e sO N O O

a) If YES, does this strategy assign
different uses of IT to branches in
different countries?
2.

Yes 0
Yes 0
Y e sO
Y e sO
Y e sO

1.0
2.0
3.0
4.0
5.0
6.0

Y e sO N O O
Y e sO N O O

D. Usage of Information Technology
In this following section, we want to know how specific types of
software are used

D-1. Accounting Software

In which country is your headquarters located?
U .S .A ......................................................
Europe...................................................
Pacific R im .............................................

Yes 0 NO 0
Yes 0 NO 0

1.0
2.0
3.0

12. Does your organisation currently use any accounting software?
Y e sO N O O
► If NO. please skip to question 15 -4
►If YES, please answer the following questions ■*
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13.

Has vour oraanisation been influenced bv vour headauarters
in its choice of accounting software?
Yes O NO 0

14.

Does your local organisation need to process accounting data
separately to meet legal/regulatory requirements as well as
those of your headquarters?
Y e sO N O O
a) If YES, does your organisation have trouble in finding
software to meet both sets of needs?
Y e sO N O O

22. Do you intend to implement HR software in the future?
Y e sO N O O
a) If YES, when will you implement HR software?
Less than 6 months.................................
10
Within 6 months-1 year...........................
2.0
More than 1 year.....................................
3.0
Considered implementation but rejected...
4.0

D*3 Enterprise Resource Planning
23. Does your organisation currently use an ERP system?
Y e sO N O O

► Please skip to question 17 ◄
15.

Using a five-point scale, please indicate the extent to which these
factors have been a barrier to your adoption of accounting
software. (Please check all that apply)
Barrier
<--------------->
Low
High

jj

► If NO, please skip to question 27 ◄
►If YES, please answer the following questions ◄
24. Has your oraanisation been influenced bv vour headauarters
in its choice of an ERP system?
Y e sO N O O
25. Which ERP modules do you regularly use?

(Please check all that apply)
a) Lack of perceived benefits..................
b) Lack of adequate funding or budget....
c) Lack of adequate personnel resources.
d) Resistance to introduction of new
technology..........................................

16.

iO 20 30 40 50
1O 2O 30 40 50
1O 2O 30 40 50

a. Accounting............................................
b. Human Resources.................................
c. Inventory...............................................

1O 2O 30 40 sO

Do you intend to implement accounting software in the future?
Y e sO N O O
a) If YES, when will you implement accounting software?
Within 6 months-1 year...........................
More than 1 year.....................................
Considered implementation but rejected...

NO 0
NO 0
NO 0
NOO

26. Do you need to
a) Modify Business Processes to fit your
ERP system.........................................
b) Modify your ERP system to fit

1.0

c) Modify both your ERP system and
Business Processes..............................
d) Neither, deploy system as it is.............

2.0
3.0
4.0

D*2. Human Resource Software (HR)
17.

Yes 0
Yes 0
Yes 0
Y e sO

3.0
4.0

► please skip to question 29 4

Does your organisation current use HR software?
Y e sO N O O

27. Using a five-point scale, please indicate the extent to which these
factors have been a barrier to your adoption of an ERP system?

(Please check all that apply)
Barrier
<-------------- >

► If NO, please skip to question 21 4
► If YES, please answer the following questions ◄

Low
18.

19.

Has your orqanisation been influenced bv vour headauarters
in its choice of HR software ?
Y e sO N O O
Does your local organisation need to process HR data separately
to meet local legal/regulatory requirements as well as
those for your headquarters?
Y e sO N O O
a) If YES, does your organisation have trouble in finding software
to meet both sets of needs?
Y e sO N O O

20.

a) Lack of perceived benefits..................
b) Lack of adequate funding or budget....
c) Lack of adequate personnel resources.
d) Resistance to Introduction of
new technology..................................

Are benefits, payroll and other HR-related information availably
electronically to employee (Self-service)?
Y e sO N O O

High

1O 2O 30 40 50
1O 2O 30 40 50
1O 2O 30 40 50
1O 2O 30 40 50

28. Do you intend to implement an ERP system in the future?
Y e sO
a) If YES, when will you Implement an ERP system?
Less than 6 months..................................
Within 6 months-1 year.............................
More than 1 year.......................................
Considered implementation but rejected....

NO
1.0
2.0
3.0
4.0

D-4. Customer Relationship Management (CRM)

► Please skip to question 23 ◄
21.

Usig a five-point scale, please indicate the extent to which these
factors have been a barrier to your adoption of HR software

29. Does your organisation currently use any CRM software in
Sales, Marketing, or Service?
Y e sO NO

(Please check all that apply)

► If NO, please skip to question 33 4
► If YES, please answer the following questions 4

Barrier
<--------------->
Low
High
a) Lack of perceived benefits..................
b) Lack of adequate funding or budget....
c) Lack of adequate personnel resources.
d) Resistance to introduction of
new technology...................................

rO 20 30 40 sO
1O 20 30 40 5O
1O 2O 30 40 50

30. Which CRM activities have you currently implemented in your
organisation? (Please check all that apply)

1O 2O 30 40 5O
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a. Sales.....................................................
b. Marketing..............................................
c. Service..................................................

Yes 0
Y e sO
Yes O
Y e sO

NO 0
NOO
NO O
NOO

Has your organisation been influenced by vour headquarters
in its choice of CRM software?
_________________________ Y e sO N O O

38. Has your organisation been influenced by vour headquarters
in its choice of SCM software?
Y e sO N O O

32.

39.

31.

Do you need to
a) Modify Business Processes to fit your
C R M software....................................
b) Modify your C R M software to fit
Business Pro ce sse s.............................
c) Modify both your C R M software and
Business Pro ce sse s.............................
d) Neither, deploy software as itis ..........

1.0
2 .0
3 .0
4 .0

40. Has your organisation been influenced by your suppliers in its
choice of SCM software?
Y e sO N O O
41.

________________________ ► Please skip to question 35^
33.

Using a five-point scale, please indicate the extent to which these
factors have been a barrier to your adoption of C R M software
in Sales, Marketing, or Service?

(Please check all that apply)
Barrier

<----------- >
Low

34.

Lack of perceived benefits...................
Lack of adequate funding or budget....
Lack of adequate personnel resources.
Resistance to introduction of
new technology...................................

iO 20 30 40 sO
1O 2O 30 40 50
1O 2O 30 4 0 50

1.0
2.0
3.0
4.0
44 -4

Using a five-point scale, please indicate the extent to whicht these
factors have been a barrier to your adoption of SCM software?

(Please check all that apply)
Barrier
<----Low
High

1O 2O 30 40 sO

b) Lack of adequate funding or budget....
c) Lack of adequate personnel resources.
d) Resistance to introduction of

Do you intend to implement CRM software in the future?
Y e sO NO
a) If YES, when will you implement CRM software?
Less than 6 months.................................
Within 6 months-1 year............................
More than 1 year....................................
Considered implementation but rejected..

10 2O 30 40 50
10 20 30 40 50
10 20 30 40 50
1O 20 30 40 50

1 .0
2.0
3.0
4.0

43. Do you intend to implement SCM software in the future?
Y e sO N O O
a) If YES, when will you implement SCM software?

Please indicate how often you use each of the following methods
of communication with your suppliers. Use the following guidelines
to determine your answer.
Never
=
less than 5% of usage
Rarely
=
5-20% of usage;
Sometimes =
21-60% of usage;
Usually
=
61-90% of usage;
Always
=
more than 90% of usage

Less than 6 months................................
1.0
Within 6 months-1 year...........................
2.0
More than 1 year....................................
3.0
Considered implementation but rejected.._____________ 4.0

D*5. Supply Chain Management (SCM)
35.

Do you need to
a) Modify Business Processes to fit your
SCM software...................................
b) Modify your SCM software to fit
Business Processes............................
c) Modify both your SCM software and
Business Processes............................
d) Neither, deploy software as it Is...........
_________________________► Please skip to question

High
42.

a)
b)
c)
d)

Has your organisation been influenced by vour customers in its
choice of SCM software?
Y e sO N O O

D-6. Internet

44. What are the primary purposes for which your employees use the
lnternet?(P/ease check all that apply)
a. Search on the World Wide Web...........
Y e sO N O O
N ever/Rarely/Som etim es/Usually/Alw ays
VesO N O O
b. Video conferencing.............................
Category
<5% 5-20% 21-60% 61-90 >90%
Y e sO N O O
30
50
c. Internet Banking..................................
10
20
40
Face-to-face................................
Y e sO N O O
d. Purchasing/Ordering goods or services
Phone..........................................
10
30
40
50
20
Y e sO N O O
e. Selling your goods and services..........
30
50
Mobile Phone...............................
2O
40
f. Advertising/Marketing your goods and
Fax...............................................
30
20
40
50
Y e sO N O O
Services..............................................
50
Mail..............................................
30
40
g.Sharing research and development
E-mail...........................................
10
20
30
40
50
Y e sO N O O
(R&D)..................................................
20
30
40
50
E R P .............................................
10
50
Internet.........................................
10
20
30
40
50
Intranet........................................
10
30
40
Internet-based SCM tools (e.g. i2)
10
20
30
40
50
Electronic Data Interchange (EDI)
30
40
50 45. Do you believe that your branch makes less use of
Y e sO N O O
Internet than other branches do?

Please check one box In each row.

10
10
10 20

20
10 20

36.

Does your organisation currently use any SCM software?
Y e sO N O O

46. Does the local branch of your company have its own website?
Y e sO N O O
a) If YES, What are the primary purposes for which your branch
has its own web site?(Please check all that apply)

►If NO, please skip to question 42 ◄
_____________ ►If YES, please answer the following questions

a. Marketing and advertising...................
the company's products......................
b. Buying and Selling...............................
c. Delivering digital products....................
d. Providing after sales services..............
e. Exchanging data with suppliers and
Customers..........................................
f. Internal communication........................
g. Integration with back end systems......

37. What types of SCM solutions does your organisation have?

(Please check all that apply)
a.
b.
c.
d.
e.

Fulfilment............................................
Procurement.....................................
Inventory Control..............................
Transportation...................................
Vendor Management........................
f. Warehouse Management.....................
g. Load Planning.....................................
h. Forecasting and Planning...................

Yes O
Yes O
Yes O
Y e sO
Yes O
Yes O
Yes O
Yes O

NO O
NO O
NO O
NOO
NO O
NO O
NO O
NO O

Yes
Yes
Yes
Yes

O
O
O
O

NO
NO
NO
NO

O
O
O
O

Y e sO N O O
Yes O NO O
Yes O NO O

b) If NO, does your local branch plan to build its own website?
Yes O N O O
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Please do hot hesitate to contact us If you Have any concerns or questions
Professor Paul L. Robertson,
School of Management,
Marketing and Employment Relations,
University of Wollongong,
NSW2522
Ph. + 61 2 4221 5664
Fax. +61 2 4221 4289
E-mail: paul_robertson@uow.edu.au or sa83@uow.edu.au
(Request & return for electronic format survey form)

Please mail the completed form in the return envelope today (postage paid).
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Appendix B.4. The cover letter for Thai-owned companies
ศูนยนโยบายการวิจัยและนวัตกรรมการศึกษา
(CENTRE FOR RESEARCH POLICY AND INNOVATION STUDIES)

1 พฤษภาคม 2546
เรื่อง

แบบสอบถามเรื่องการใชระบบเทคโนโลยีสารสนเทศ
(Information Technology Usage Questionnaire)

เรียน

ประธานเจาหนาที่บริหาร บริษัท __________

ดวยศูนยนโยบายการวิจัย และนวัตกรรมการศึกษา (Centre for Research Policy and Innovation
Studies) แหงมหาวิทยาลัยวูลองกอง (University of Wollongong) ประเทศออสเตรเลีย
ไดพิจารณาใหทําการศึกษาและสํารวจการใชเทคโนโลยีสารสนเทศ (IT) ในการจัดการในระดับนานาชาติ
ซึ่งผลจากการศึกษาและวิจัยที่ได จะนำมาใชในการพัฒนาซอฟทแวรที่สามารถใชในสภาพแวดลอม
ที่แตกตางกันได
การวิจัยครั้งนี้ มีวัตถุประสงคหลัก คือเพื่อเปรียบเทียบการใชเทคโนโลยีสารสนเทศที่ใชอยูในปจจุบัน
และกําลังจะใชในอนาคตของบริษัททั้งในประเทศที่กําลังพัฒนาและประเทศที่พัฒนาแลว แมวาแบบสอบถาม
ดังกลาวจะเนนศึกษาเฉพาะ ในประเทศไทย แตผูวิจัยก็ไดทําการศึกษา ประเทศออสเตรเลียควบคูกันไปดวย
เพื่อทําการศึกษาหาความแตกตาง และสาเหตุของความแตกตางในการใชเทคโนโลยีสารสนเทศของ
ทั้งสองประเทศ
ผูทําการวิจัย และ มหาวิทยาลัยวูลองกอง ใครขอความอนุเคราะหจากทาน สละเวลาเพียง 15 นาที
เพื่อตอบแบบสอบถาม ที่แนบมากับจดหมายฉบับนี้ ซึ่งหลังจากที่ทานทําการตอบแบบสอบถามเรียบรอยแลว
กรุณาสงแบบสอบถามกลับคืน โดยใชซองที่ ติดอากรแสตมปที่แนบมาพรอมกันนี้ จักขอบคุณยิ่ง
ขอมูลที่ไดรับจากการตอบแบบสอบถามนี้จะถูกปดเปนความลับ มีเพียงผูที่เกี่ยวของกับโครงการนี้เทานั้น
ที่มีสิทธิใชขอมูล จากแบบสอบถามดังกลาว โดยผูวิจัยจะทําการรวบรวมแบบสอบถาม และวิเคราะหสรุปผล
เพื่อใชเปนคาสถิติสําหรับประกอบการวิจัย

ขอขอบพระคุณเปนอยางสูง มา ณ ที่นี้ สําหรับความรวมมือในการตอบแบบสอบถาม
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Appendix B.5. The cover letter for MNCs operating in Thailand
ศูนยนโยบายการวิจัยและนวัตกรรมการศึกษา
(CENTRE FOR RESEARCH POLICY AND INNOVATION STUDIES)

1 พฤษภาคม 2546
เรื่อง

แบบสอบถามเรื่องการใชระบบเทคโนโลยีสารสนเทศ
(Information Technology Usage Questionnaire)

เรียน

ประธานเจาหนาที่บริหาร บริษัท __________

ดวยศูนยนโยบายการวิจัย และนวัตกรรมการศึกษา (Centre for Research Policy and Innovation
Studies) แหงมหาวิทยาลัยวูลองกอง (University of Wollongong) ประเทศออสเตรเลีย ไดพิจารณาให
ทำการศึกษา และสํารวจการใช เทคโนโลยีสารสนเทศ (IT) ในการจัดการในระดับนานาชาติ ซึ่งผลจากการศึกษา
และวิจัยที่ได จะนำมาใชในการพัฒนาซอฟทแวร ที่สามารถใชในสภาพแวดลอมที่แตกตางกันได
การวิจัยครั้งนี้ มีวัตถุประสงคหลัก คือเพื่อเปรียบเทียบการใชเทคโนโลยีสารสนเทศที่ใชอยูในปจจุบัน
และกําลังจะใช ในอนาคต ของบริษัทที่ดําเนินธุรกิจทั้งในประเทศออสเตรเลียและประเทศไทย เพื่อทําการศึกษา
หาความแตกตาง และสาเหตุ ของความแตกตางในการใชเทคโนโลยีสารสนเทศของทั้งสองประเทศ
ทางศูนยนโยบายการวิจัยและนวัตกรรมการศึกษา ไดทําการสงแบบสอบถามไปยังบริษัทของทาน
ที่มีสํานักงานอยูในประเทศออสเตรเลีย และไดรับความรวมมือเปนอยางดียิ่งในการตอบแบบสอบถามดังกลาว
ดังนั้น เพื่อความสมบูรณของงานวิจัย ศูนยนโยบายฯ ใครขอความอนุเคราะหจากทาน สละเวลาเพียง 15 นาที
เพื่อตอบแบบสอบถามที่แนบมากับจดหมายฉบับนี้ และกรุณาสงแบบสอบถามกลับคืน
โดยใชซองที่ติดอากรแสตมปที่แนบมาพรอมกันนี้ จักขอบคุณยิ่ง
ขอมูลที่ไดรับจากการตอบแบบสอบถามนี้จะถูกปดเปนความลับ มีเพียงผูที่เกี่ยวของกับโครงการนี้เทานั้น
ที่มีสิทธิใชขอมูล จากแบบสอบถามดังกลาว โดยผูวิจัยจะทําการรวบรวมแบบสอบถาม และวิเคราะหสรุปผล
เพื่อใชเปนคาสถิติสําหรับประกอบการวิจัย
หากทานมีขอสงสัยเกี่ยวกับโครงการวิจัยหรือแบบสอบถาม กรุณาติดตอ ศาสตราจารย พอลล โรเบิรตสัน

ขอขอบพระคุณเปนอยางสูง มา ณ ที่นี้ สําหรับความรวมมือในการตอบแบบสอบถาม
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Appendix B.6. The cover letter for MNCs operating in Australia
CENTRE FOR RESEARCH POLICY AND INNOVATION STUDIES

Information Technology Usage Questionnaire
1 May, 2003
Chief Executive Officer [Company name]
Dear Sir or Madam:
We are writing to ask your assistance with a research project that we are undertaking under the
auspices of the Centre for Research Policy and Innovation Studies of the University of
Wollongong. Our objective is to examine the international usage of IT-based management tools
in order to assist in the development of software that can be easily implemented in diverse
environments. A major part of the study involves a comparison of IT usage by major
multinational firms with operations in both Australia and Thailand to determine what
differences there may be in the IT practices in the two countries and the reasons for those
differences.
The attached questionnaire is a major tool in our study. Its purpose is:
1.

2.
3.

To measure the current and potential use of various information technology (IT) tools
by multinational corporations in both developing and developed countries. Although
the current questionnaire is directed towards practices in Australia, we are
undertaking a parallel study of the practices of multinational enterprises in Thailand.
To understand the different organisational information requirements and IT
capabilities in each country.
To identify the issues, factors and problems that are critical in governing the types of
exploitation of IT in the two environments.

The information you provide will be kept confidential. Your responses, together with those of
other firms, will be combined and used for statistical summaries only. Data will be stored
securely and will be available only to persons conducting the study.
It would be greatly appreciated if you or an appropriate person in your organisation would take
about 20 minutes to complete the enclosed questionnaire and kindly return it in the preaddressed
stamped envelope provided by 31 May 2003. We shall be pleased to answer any queries that
you may have.
Yours sincerely,
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Appendix B.7. The follow-up cover letter for Thai-owned companies
ศูนยนโยบายการวิจัยและนวัตกรรมการศึกษา
(CENTRE FOR RESEARCH POLICY AND INNOVATION STUDIES)
26 พฤษภาคม 2546
เรื่อง

แบบสอบถามเรื่องการใชระบบเทคโนโลยีสารสนเทศ
(Information Technology Usage Questionnaire)

เรียน

ประธานเจาหนาที่บริหาร

ตามที่ศูนยนโยบายการวิจัยและนวัตกรรมการศึกษา ไดขอความรวมมือจากบริษัทของทานในการตอบ
แบบสอบถาม เรื่องการใชระบบเทคโนโลยีสารสนเทศมาแลวครั้งหนึ่งนั้น เพื่อเปนการติดตามงานวิจัย
ศูนยนโยบายการวิจัยและนวัตกรรมการศึกษาจึงไดจัดสงแบบสอบถามดังกลาวพรอมทั้ง
จดหมายแนะนำโครงการมาใหทานอีกครั้งหนึ่ง
หากทานไดตอบแบบสอบถามและสงกลับคืนมายังศูนยนโยบายการวิจัยและนวัตกรรมการศึกษาแลว
ผูวิจัยขอขอบคุณในความรวมมือมา ณ โอกาสนี้ แตหากทานยังมิไดตอบแบบสอบถาม
ผูวิจัยใครขอความอนุเคราะหจากทาน สละเวลาเพียง 15 นาที เพื่อตอบแบบสอบถามที่แนบมากับจดหมายฉบับนี้
ซึ่งหลังจากที่ทานทําการตอบแบบสอบถามเรียบรอยแลว กรุณาสงแบบสอบถามกลับคืน
โดยใชซองที่ติดอากรแสตมปที่แนบมาพรอมกันนี้ จักขอบคุณยิ่ง
ขอมูลที่ไดรับจากการตอบแบบสอบถามนี้จะถูกปดเปนความลับ มีเพียงผูที่เกี่ยวของกับโครงการนี้เทานั้น
ที่มีสิทธิใชขอมูลจากแบบสอบถามดังกลาว โดยผูวิจัยจะทําการรวบรวมแบบสอบถาม และวิเคราะหสรุปผล
เพื่อใชเปนคาสถิติสําหรับประกอบการวิจัย
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Appendix B.8. The follow-up cover letter for MNCs operating in Thailand
ศูนยนโยบายการวิจัยและนวัตกรรมการศึกษา
(CENTRE FOR RESEARCH POLICY AND INNOVATION STUDIES)
26 พฤษภาคม 2546
เรื่อง

แบบสอบถามเรื่องการใชระบบเทคโนโลยีสารสนเทศ
(Information Technology Usage Questionnaire)

เรียน

ประธานเจาหนาที่บริหาร

ตามที่ศูนยนโยบายการวิจัยและนวัตกรรมการศึกษา ไดขอความรวมมือจากบริษัทของทาน
ในการตอบแบบสอบถามเรื่องการใชระบบเทคโนโลยีสารสนเทศมาแลวครั้งหนึ่งนั้น เพื่อเปนการติดตามงานวิจัย
ศูนยนโยบายการวิจัยและนวัตกรรมการศึกษาจึงไดจัดสงแบบสอบถามดังกลาว พรอมทั้ง
จดหมายแนะนําโครงการมาใหทานอีกครั้งหนึ่ง
ในการเปรียบเทียบผลการวิจัยนั้น ผูทําการวิจัยจําเปนตองไดรับขอมูลจากบริษัททั้งสาขาในประเทศไทยและ
ประเทศออสเตรเลีย โดยทางศูนยนโยบายการวิจัยและนวัตกรรมการศึกษาไดรับแบบสอบถามจากสาขา
ในประเทศออสเตรเลียกลับคืนเรียบรอยแลว ผูวิจัยจึงใครขอความอนุเคราะหจากทาน สละเวลาเพียง 15 นาที
เพื่อตอบแบบสอบถามที่แนบมากับจดหมายฉบับนี้
หากทานมีขอสงสัยเกี่ยวกับโครงการวิจัยหรือแบบสอบถาม กรุณาติดตอผูวิจัย
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Appendix B.9. The follow-up cover letter for MNCs operating in Australia
CENTRE FOR RESEARCH POLICY AND INNOVATION STUDIES

Information Technology Usage Questionnaire
26 May, 2003
Chief Executive Officer [Company name]
Dear Sir or Madam:
As a follow-up to our survey, we are attaching a new copy of our Information Technology
Usage Questionnaire as well as the copy letter that briefly explains our project.
In order to undertake our comparative project successfully, it is very important that we receive
completed questionnaires from subsidiaries of the same companies in both Australia and
Thailand. As we noted, we have already collected answers from your colleagues in Thailand
and we would therefore be very appreciative if you could take a few minutes to complete the
questions for your firm’s Australian operations.
The information you provide will be kept confidential. Your responses, together with those of
other firms, will be combined and used for statistical summaries only. Data will be stored
securely and will be available only to persons conducting the study.
If you have any questions, please do not hesitate to contact us. Our telephone number is
If you wish to return the questionnaire by fax, the number is
Yours sincerely,
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APPENDIX C
C.1. Profile of respondent companies
Table C.1. Profiles of Thai-owned Companies
Status
1. Organisational focus
Advertising/PR/Marketing
Arts/Entertainment/Sport/Recreation
Banking/Finance/Insurance
Consulting
Food/Beverages
Fashion/Beauty
Healthcare/Medical/Pharmaceutical
Hotel
HR/Employment/Training
IT/Telecommunications
Manufacturing/Engineering
Mining/Natural Resources/Utilities
Property/Real Estate

N=122

%

5
2
13
2
12
0
2
0
1
16
59
10
11

4.1
1.6
10.7
1.6
9.8
0.0
1.6
0.0
0.8
13.1
48.7
8.2
9.0

2. Average number of employees
0-100
101-499
500-999
1,000-4,999
5,000-9,999
Over 10,000

31
41
29
15
4
2

25.4
33.6
23.8
12.3
3.3
1.6

3. Average revenue
Less than $10 million
$10 million - $49 million
$50 million - $99.9 million
$100 million - $499 million
$500 million - $999 million
Over $1 billion

20
44
24
18
8
8

16.4
36.1
19.7
14.8
6.6
6.6
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Table C.2. Profiles of MNCs in Thailand
Status
1. Organisational focus
Advertising/PR/Marketing
Arts/Entertainment/Sport/Recreation
Banking/Finance/Insurance
Consulting
Food/Beverages
Fashion/Beauty
Healthcare/Medical/Pharmaceutical
Hotel
HR/Employment/Training
IT/Telecommunications
Manufacturing/Engineering
Mining/Natural Resources/Utilities
Property/Real Estate

N=101

%

2
0
5
9
4
1
6
1
5
27
45
0
0

2.0
0
5.0
8.9
4.0
1.0
5.9
1.0
5.0
14.9
29.7
0
0

2. Average number of employees
0-100
101-499
500-999
1,000-4,999
5,000-9,999
Over 10,000

37
37
14
11
1
1

36.6
36.6
13.9
10.9
1.0
1.0

3. Average revenue
Less than $10 million
$10 million - $49 million
$50 million - $99.9 million
$100 million - $499 million
$500 million - $999 million
Over $1 billion

27
38
15
13
4
4

26.7
37.6
14.9
12.9
4.0
4.0

4. Location of headquarters
U.S.A
Europe
Pacific Rim
Other foreign

40
32
22
7

39.6
31.7
21.8
6.9
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Table C.3. Profiles of MNCs in Australia
Status
1. Organisational focus
Advertising/PR/Marketing
Arts/Entertainment/Sport/Recreation
Banking/Finance/Insurance
Consulting
Food/Beverages
Fashion/Beauty
Healthcare/Medical/Pharmaceutical
Hotel
HR/Employment/Training
IT/Telecommunications
Manufacturing/Engineering
Mining/Natural Resources/Utilities
Property/Real Estate

N=80

%

5
1
5
8
4
1
8
0
4
14
31
1
0

6.3
1.3
6.3
10.0
5.0
1.3
10.0
0.0
5.0
15.0
36.3
1.3
0.0

2. Average number of employees
0-100
101-499
500-999
1,000-4,999
5,000-9,999
Over 10,000

27
30
9
13
0
1

33.8
37.5
11.3
16.3
0.0
1.3

3. Average revenue
Less than $10 million
$10 million - $49 million
$50 million - $99.9 million
$100 million - $499 million
$500 million - $999 million
Over $1 billion

15
16
12
22
7
8

18.8
15.0
15.0
25.0
8.8
10.0

4. Location of headquarters
U.S.A
Europe
Pacific Rim
Other foreign

38
24
11
7

47.5
30.0
13.8
10.0

310

C.2. IT Capabilities and Resources
Table C.4. IT Capabilities and Resources of Thai-owned Companies
Status
4. E-commerce Models
Business-to-Business (B2B)
Business-to-Customer (B2C)

N=122

%

84
52

68.9
42.6

5. IT’s structure in organisation
Centralized computing
Decentralized computing
Centralized comparative computing
Distribute comparative computing

67
22
29
15

54.9
18.0
23.8
12.3

6. System environments in organisation
IBM Mainframe
Unix
Microsoft Network
Novell Network
Apple Talk Network
Linux

18
22
99
12
6
21

14.8
18.0
81.1
9.8
4.9
17.2

7. How do employees use your networks internally?
To share files and information
To share printers
For an intranet application
To send short messages

98
97
80
36

80.3
79.5
65.6
29.5

8. Can employees access the company system remotely?
Yes
No

51
71

41.8
58.2
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Table C.5. IT Capabilities and Resources of MNCs in Thailand
Status
5. E-commerce Models (check all that apply)
Business-to-Business (B2B)
Business-to-Customer (B2C)

N=101

%

75
49

60.5
39.5

6. IT’s structure in organisation (check all that apply)
Centralized computing
Decentralized computing
Centralized comparative computing
Distribute comparative computing

58
12
28
15

57.4
11.9
27.7
14.9

7. System environments in organisation (check all that apply)
IBM Mainframe
Unix
Microsoft Network
Novell Network
Apple Talk Network
Linux

28
29
82
11
1
9

27.7
28.7
81.2
11.9
1.0
8.9

8. How do employees use your networks internally?
To share files and information
To share printers
For an intranet application
To send short messages

97
84
74
36

96.0
83.2
73.3
35.6

9. Can employees access the company system remotely?
Yes
No

68
33

67.3
32.7
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Table C.6. IT Capabilities and Resources of MNCs in Australia
Status
5. E-commerce Models
Business-to-Business (B2B)
Business-to-Customer (B2C)

N=80

%

50
34

62.5
42.5

6. IT’s structure in organisation
Centralized computing
Decentralized computing
Centralized comparative computing
Distribute comparative computing

43
15
14
10

53.8
15.0
17.5
12.5

7. System environments in organisation
IBM Mainframe
Unix
Microsoft Network
Novell Network
Apple Talk Network
Linux

23
36
71
16
6
15

28.8
45.0
88.8
20.0
7.5
18.8

8. How do employees use your networks internally?
To share files and information
To share printers
For an intranet application
To send short messages

76
75
69
52

95.0
93.8
86.3
65.0

9. Can employees access the company system remotely?
Yes
No

72
8

90.0
8.8
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C.3. IT Strategies
Table C.7. IT Strategies of Thai-owned Companies
Status
9. Is there a corporate-wide strategy for the use of IT?
Yes
No

N=122

%

91
31

74.6
25.4

N=101

%

83
18

82.2
17.8

55
28

66.3
33.7

69
44

68.3
43.6

59

58.4

Table C.8. IT Strategies of MNCs in Thailand
Status
10. Is there a corporate-wide strategy for the use of IT?
Yes
No
10.1 If YES, does this strategy assign different uses of IT to
branches in different countries?
Yes
No
11. What are the bases for choosing the strategic roles that IT plays in
different countries in which your corporation operates?
Size of branch
Availability of skilled IT personnel
Opinions of local management as to the suitability of
particular IT techniques for their operations
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Table C.9. IT Strategies of MNCs in Australia
Status
10. Is there a corporate-wide strategy for the use of IT?
Yes
No
10.1 If YES, does this strategy assign different uses of IT to
branches in different countries?
Yes
No
11. What are the bases for choosing the strategic roles that IT plays in
different countries in which your corporation operates?
Size of branch
Availability of skilled IT personnel
Opinions of local management as to the suitability of
particular IT techniques for their operations

N=80

%

65
14

81.3
17.5

34
30

42.5
37.5

48
40

60.0
50.0

53

66.3

C.4. Usage of Information Technology Applications
C.4.1. Accounting Software
Table C.10. Comparison of the Usage of Accounting Software among Thai-owned and
Multinational Companies
Usage of accounting
software in organisations
Yes
No

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N = 122

%

N = 101

%

N = 80

%

115
7

94.3
5.7

90
11

89.1
10.9

77
3

96.3
3.7
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Table C.11. Trouble in Findings Accounting Software
Does your organisation
have trouble in finding
accounting software to
meet sets of need?
Yes
No
Total

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N = 115

%

N = 90

%

N = 77

%

78
37
115

67.8
32.2
100.0

28
62
90

31.1
68.9
100.0

14
43
77

18.2
81.8
100.0

Note: The total number of respondent companies is shown only which indicated usage of
accounting software with 115 for Thai-owned companies and 90 for MNCs in Thailand
as well as 77 for MNCs in Australia.

Table C.12. Headquarters’ Influence in Choosing Accounting Software among MNCs
Has your organisation been
influenced by your headquarters in
its choice of accounting software?
Yes
No

MNCs
in Thailand

MNCs
in Australia

N = 90

%

N = 77

%

73
17

81.1
18.9

46
31

59.7
40.3

Note: The total number of respondent companies is shown only which indicated usage of
accounting software with 90 for MNCs in Thailand as well as 77 for MNCs in Australia.

Table C.13. Usage of Accounting Software of MNCs
Does your local organisation need
to process accounting data
separately to meet legal/regulatory
requirements as well as those of
your headquarters
Yes
No

MNCs
in Thailand

MNCs
in Australia

N = 90

%

N = 77

%

73
17

81.1
18.9

46
31

59.7
40.3

Note: The total number of respondent companies is shown only which indicated usage of
accounting software with 90 for MNCs in Thailand as well as 77 for MNCs in Australia.
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Table C.14. Barriers to the Adoption of Accounting Software between Thai-owned and
Multinational Companies

Barriers to the adoption of accounting
software
Lack of perceived benefits
Lack of adequate funding or budget
Lack of adequate personnel resources
Resistance to introduction of new
technology

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

Mean

S.D.

Mean

S.D.

Mean

S.D.

1.29
2.43
2.29

0.76
0.98
0.95

2.36
2.27
2.00

1.43
1.10
0.89

2.0
2.25
3.50

0.82
1.50
1.29

2.14

1.07

1.56

0.68

1.50

1.00

Note: - N = Respondent companies which did not implemented accounting software with 7 for
Thai-owned companies and 11 for MNCs in Thailand as well as 3 for MNCs in Australia
- A five-point scale (1 = ‘low importance” and 5 = ‘high importance’).

Table C.15. Intension to Implement Accounting Software in the Future among Thaiowned and Multinational Companies

Intention to implement in the future

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=7

%

N=11

%

N=3

%

1
6
1
3
0
2

14.3
85.7
14.3
42.9
0.0
28.6

2
9
1
4
4
0

18.2
81.8
9.1
36.4
36.4
0.0

3
0
0
0
0
0

100
0.0
0.0
0.0
0.0
0.0

No
Yes
Less than 6 months
Within 6 months-1 year
More than 1 year
Considered implementation but rejected

Note: N = Respondent companies which did not implemented accounting software with 7 for Thai-owned
companies and 11 for MNCs in Thailand as well as 3 for MNCs in Australia.

C.4.2. Human Resource (HR) Software
Table C.16. Comparison of the Usage of Human Resource (HR) Software among Thaiowned and Multinational Companies
Usage of HR software

Yes
No

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N = 122

%

N = 101

%

N = 80

%

72
50

59.0
41.0

64
37

63.4
36.6

45
35

56.3
34.7
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Table C.17. Trouble in Finding HR Software
Does your organisation have
trouble in finding HR software
to meet sets of need?

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N = 72

%

N = 64

%

N = 45

%

31
41
72

43.1
56.9
100.0

24
40
64

37.5
62.5
100.0

0
45
45

0%
100.0
100.0

Yes
No
Total

Note: The total number of respondent companies is shown only which indicated usage of HR
software with 72 for Thai-owned companies and 64 for MNCs in Thailand as well as 45 for MNCs
in Australia.

Table C.18. Availability of Benefits, Payroll and Other HR-related Information
Electronically to Employee among Thai-owned and Multinational Companies
Are benefits, payroll and
other HR-related
information availably
electronically to employee
(Self-service)?
Yes
No

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N = 72

%

N = 64

%

N = 45

%

19
53

26.4
73.6

21
43

32.8
67.2

19
26

42.2
57.8

Note: The total number of respondent companies is shown only which indicated usage of HR
software with 72 for Thai-owned companies and 64 for MNCs in Thailand as well as 45 for MNCs
in Australia.

Table C.19. Headquarters’ Influence in Choosing HR Software among MNCs
Has your organisation been
influenced by your headquarters in
its choice of HR software?
Yes
No

MNCs
in Thailand

MNCs
in Australia

N = 64

%

N = 45

%

32
32

50.0
50.0

17
28

37.8
62.2

Note: The total number of respondent companies is shown only which indicated usage of HR
software with 64 for MNCs in Thailand as well as 45 for MNCs in Australia.
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Table C.20. Usage of HR Software of MNCs
Does your local organisation need
to process HR data separately to
meet legal/regulatory requirements
as well as those of your
headquarters?
Yes
No

MNCs
in Thailand

MNCs
in Australia

N = 64

%

N = 45

%

45
19

70.3
29.7

27
18

60.0
40.0

Note: The total number of respondent companies is shown only which indicated usage of HR
software with 64 for MNCs in Thailand as well as 45 for MNCs in Australia.

Table C.21. Barriers to the Adoption of HR Software among Thai-owned and
Multinational Companies

Barriers to the adoption of HR software
Lack of perceived benefits
Lack of adequate funding or budget
Lack of adequate personnel resources
Resistance to introduction of new
technology

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

Mean

S.D.

Mean

S.D.

Mean

S.D.

2.32
2.28
2.54

1.06
1.25
1.42

3.08
2.43
2.54

1.26
1.43
1.17

3.33
2.89
2.94

1.55
1.72
1.66

1.90

0.98

1.97

1.04

1.81

1.17

Note: - N = Respondent companies which did not implemented HR software with 50 for Thai-owned
companies and 37 for MNCs in Thailand as well as 35 for MNCs in Australia.
- A five-point scale (1 = ‘low importance” and 5 = ‘high importance’).

Table C.22. Intension to Implement HR Software in the Future among Thai-owned and
Multinational Companies

Intention to implement in the future

No
Yes
Less than 6 months
Within 6 months-1 year
More than 1 year
Considered implementation but rejected

Thai-owned
companies

MNCs
In Thailand

MNCs
In Australia

N=50

%

N=37

%

N=35

%

17
33
1
8
23
1

34.0
66.0
2.0
16.0
46.0
2.0

2
35
0
19
11
5

5.4
94.6
0.0
51.4
29.7
13.5

23
12
1
5
6
0

65.7
34.3
2.9
14.3
17.1
0.0

Note: N = Respondent companies which did not implemented HR software with 50 for Thai-owned
companies and 37 for MNCs in Thailand as well as 35 for MNCs in Australia.
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C.4.3. Enterprise Resource Planning (ERP) System
Table C.23. Comparison of the Usage of an ERP system among Thai-owned and
Multinational Companies
Usage of an ERP system

Yes
No

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N = 122

%

N = 101

%

N = 80

%

64
58

52.5
47.5

51
50

50.5
49.5

47
33

58.8
41.2

Table C.24. Modules Regularly Used
Modules regularly used

Accounting
Human Resources
Inventory

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N = 64

%

N = 51

%

N = 47

%

52
25
55

81.2
39.1
85.9

46
22
43

90.2
43.1
84.3

40
17
38

85.1
36.2
80.9

Note: - The total number of respondent companies is shown only which indicated usage of an ERP
systems with 64 for Thai-owned companies and 51 for MNCs in Thailand as well as 47 for
MNCs in Australia.
- Respondents could check all that apply.

Table C.25. Needs to Modify an ERP System and Business Processes among Thaiowned Multinational Companies

Companies need to
Modify Business Processes to fit your
ERP system
Modify your ERP system to fit
Business Processes
Modify both your ERP system and
Business Processes
Neither, deploy your ERP system as it
is

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=64

%

N=51

%

N=47

%

9

14.1

4

7.8

8

17.0

22

34.3

8

15.7

10

21.3

32

50.0

35

68.6

29

61.7

1

1.7

4

7.8

0

0.0

Note: The total number of respondent companies is shown only which indicated usage of an ERP
system with 64 for Thai-owned companies and 51 for MNCs in Thailand as well as 47 for
MNCs in Australia.
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Table C.26. Headquarters’ Influence in Choosing an ERP System among MNCs
Has your organisation been
influenced by your headquarters in
its choice of an ERP system?
Yes
No

MNCs
in Thailand

MNCs
in Australia

N=51

%

N = 47

%

46
5

90.2
9.8

28
19

59.6
40.4

Note: The total number of respondent companies is shown only which indicated usage of an ERP
system with 51 for MNCs in Thailand as well as 47 for MNCs in Australia.

Table C.27. Barriers to the Adoption of an ERP System among Thai-owned and
Multinational Companies

Barriers to the adoption of an ERP
system
Lack of perceived benefits
Lack of adequate funding or budget
Lack of adequate personnel resources
Resistance to introduction of new
technology

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

Mean

S.D.

Mean

S.D.

Mean

S.D.

2.40
2.57
2.84

1.23
1.29
1.37

2.60
2.26
2.18

1.43
1.32
1.26

3.33
3.12
2.76

1.34
1.52
1.52

1.62

1.02

1.68

0.96

1.94

0.97

Note: - N = Respondent companies which did not implemented an ERP system with 58 for
Thai-owned companies and 50 for MNCs in Thailand as well as 33 for MNCs in Australia
- A five-point scale (1 = ‘low importance” and 5 = ‘high importance’).

Table C.28. Intention to Implement an ERP system in the Future among Thai-owned
and Multinational companies

Intention to implement in the future

No
Yes
Less than 6 months
Within 6 months-1 year
More than 1 year
Considered implementation but rejected

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=58

%

N=50

%

N=33

%

24
34
4
9
21
0

41.4
58.6
6.9
15.5
36.2
0.0

8
42
2
17
19
4

16.0
84.0
4.0
34.0
38.0
8.0

21
12
2
2
7
1

63.6
36.4
6.1
6.1
21.2
3.0

Note: N = Respondent companies which did not implemented an ERP system with 58 for Thai-owned
companies and 50 for MNCs in Thailand as well as 33 for MNCs in Australia.
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C.4.4. Customer Relationship Management (CRM) software
Table C.29. Comparison of the Usage of CRM Software among Thai-owned and
Multinational Companies
Usage of a CRM software
package in organisations
Yes
No

Thai-owned
companies

MNCs
In Thailand

MNCs
in Australia

N = 122

%

N = 101

%

N = 80

%

25
97

20.5
79.5

22
79

21.8
78.2

30
50

37.5
62.5

Table C.30. Modules Regularly Used
Modules regularly used

Sales
Marketing
Services

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N = 25

%

N = 22

%

N =30

%

16
16
14

64.0
64.0
56.0

17
18
17

77.3
81.8
77.3

22
21
16

73.3
70.0
53.3

Note: - The total number of respondent companies is shown only which indicated usage of CRM
software with 25 for Thai-owned companies and 22 for MNCs in Thailand as well as
30 for MNCs in Australia.
- Respondents could check all that apply.

Table C.31. Needs to Modify CRM Software and Business Processes among Thaiowned and Multinational Companies

Companies need to
Modify Business Processes to fit your
CRM software
Modify your CRM software to fit
Business Processes
Modify both your CRM software and
Business Processes
Neither, deploy CRM software as it is

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=25

%

N=22

%

N=30

%

4

16.0

0

0.0

7

23.3

8

32.0

3

13.6

5

16.7

12

48.0

16

72.7

14

46.7

1

4.0

3

13.6

4

13.3

Note: The total number of respondent companies is shown only which indicated usage of CRM software
with 25 for Thai-owned companies and 22 for MNCs in Thailand as well as 30 for MNCs in
Australia.
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Table C.32. Headquarters’ Influence in Choosing CRM Software among MNCs
Has your organisation been
influenced by your headquarters in
its choice of CRM software?
Yes
No

MNCs
in Thailand
N=22
16
6

MNCs
in Australia
%
72.7
27.3

N = 30
10
20

%
33.3
66.7

Note: The total number of respondent companies is shown only which indicated usage of CRM software
among MNCs.

Table C.33. Barriers to the Adoption of CRM Software among Thai-owned and
Multinational Companies

Barriers to the adoption of CRM
software
Lack of perceived benefits
Lack of adequate funding or budget
Lack of adequate personnel resources
Resistance to introduction of new
technology

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

Mean

S.D.

Mean

S.D.

Mean

S.D.

2.48
2.34
2.38

1.32
1.21
1.35

2.94
2.35
2.35

1.52
1.39
1.20

3.00
2.64
2.40

1.57
1.63
1.46

1.77

1.06

1.68

0.90

1.89

1.37

Note: - N = Respondent companies which did not implemented CRM software with 97 for Thai-owned
companies and 79 for MNCs in Thailand as well as 50 for MNCs in Australia
- A five-point scale (1 = ‘low importance” and 5 = ‘high importance’)

Table C.34. Intention to Implement CRM Software in the Future among Thai-owned
and Multinational Companies

Intention to implement in the future

No
Yes
Less than 6 months
Within 6 months-1 year
More than 1 year
Considered implementation but rejected

Thai-owned MNCs
companies in Thailand

MNCs
in Australia

N=97

%

N=79

%

N=50

%

28
69
3
29
35
2

28.9
71.1
3.1
29.9
36.1
2.1

10
69
6
29
32
2

12.7
87.3
7.6
36.7
40.5
2.5

21
29
4
7
16
2

42.0
58.0
8.0
14.0
32.0
4.0

Note: N = Respondent companies which did not implemented CRM software with 97 for Thai-owned
companies and 79 for MNCs in Thailand as well as 50 for MNCs in Australia.
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C.4.5. Supply Chain Management (SCM) software
Table C.35. Methods of Communication with Suppliers among Thai-owned
Multinational Companies
How often you use each of the
following methods of communication
with suppliers?
Face-to-face
Phone
Mobile Phone
Fax
Mail
Email
ERP
Internet
Intranet
Internet-based SCM Tools
EDI

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

Mean

S.D.

Mean

S.D.

Mean

S.D.

3.38
4.20
3.77
3.84
2.52
3.50
1.71
3.03
1.33
1.73
1.89

1.20
0.99
1.18
1.17
1.23
1.29
1.11
1.34
1.18
1.32
1.47

3.33
4.24
3.65
3.68
2.40
4.01
1.81
2.87
2.10
1.48
1.83

1.15
0.99
1.23
1.17
1.12
1.16
1.18
1.34
1.30
0.97
1.23

2.47
3.47
2.63
2.80
2.43
3.82
1.72
2.42
1.72
1.04
1.97

1.42
1.15
1.28
1.16
1.33
0.93
1.34
1.27
1.23
0.87
1.35

Note: - Respondent companies with 122 Thai-owned companies and 101 MNCs in Thailand as well as
MNCs in Australia could check all answers that applied.
- A five-point scale (1 = ‘low importance” and 5 = ‘high importance’).

Table C.36. The Usage of SCM Software among Thai-owned and Multinational
Companies
Usage of SCM software in
organisations
Yes
No

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N = 122

%

N = 101

%

N = 80

%

26
96

21.3
78.7

17
84

16.8
83.2

28
52

35.0
65.0
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Table C.37. Using Purposes of SCM Software among Thai-owned and Multinational
Companies

The using purposes of SCM software
Fulfilment
Procurement
Inventory Control
Transportation
Vendor Management
Warehouse Management
Load Planning
Forecasting and Planning

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=26

%

N=17

%

N=28

%

11
8
10
13
20
10
18
12

42.3
30.8
38.5
50.5
76.0
38.5
69.2
46.1

6
7
4
5
10
5
10
5

35.3
41.2
23.5
29.4
58.8
29.4
58.8
29.4

20
20
22
14
14
19
12
21

71.4
71.4
78.6
50.0
50.0
67.9
42.9
75.0

Note: - The total number of respondent companies is shown only which indicated usage of SCM software
with 26 for Thai-owned companies and 17 for MNCs in Thailand and 28 for MNCs in Australia.
- Respondents could check all that apply.

Table C.38. Customers’ Influence in Choice of SCM Software among Thai-owned and
Multinational Companies
Has your organisation been
influenced by your customers in
its choice of SCM software?

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=26
%
N=17
%
N = 28 %
Yes
11
64.7
7
41.2
7
25.0%
No
15
57.7
10
58.8
21
75.0%
Note: The total number of respondent companies is shown only which indicated usage of SCM software
with 26 for Thai-owned companies and 17 for MNCs in Thailand and 28 for MNCs in Australia.

Table C.39. Suppliers’ Influence in Choice of SCM software among Thai-owned and
Multinational Companies
Has your organisation been
influenced by your
suppliers in its choice of
SCM software?
Yes
No

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=26

%

N=17

%

N = 28

%

14
12

53.8
46.2

4
13

23.5
76.5

9
19

32.1
67.9

Note: The total number of respondent companies is shown only which indicated usage of a SCM
software package with 26 for Thai-owned companies and 17 for MNCs in Thailand and 28 for
MNCs in Australia.
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Table C.40. Headquarters’ Influence in Choosing SCM Software among MNCs
Has your organisation been
influenced by your headquarters in
its choice of SCM software?
Yes
No

MNCs
in Thailand

MNCs
in Australia

N=17

%

N = 28

%

16
1

94.1
5.9

20
8

71.4
28.6

Note: The total number of respondent companies is shown only which indicated usage of SCM software
among MNCs.

Table C.41. Needs to Modify SCM Software and Business Processes among Thaiowned and Multinational Companies

Do you need to
Modify Business Processes to fit your
SCM software
Modify your SCM software to fit
Business Processes
Modify both your SCM software and
Business Processes
Neither, deploy SCM software as it is

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=26

%

N=17

%

N=28

%

2

7.7

3

17.6

9

32.1

15

57.7

1

5.9

1

3.6

7

26.9

12

70.6

15

53.6

2

7.7

1

5.9

3

10.7

Note: The total number of respondent companies is shown only which indicated usage of a SCM software
with 26 for Thai-owned organisations and 17 for MNCs in Thailand and 28 for MNCs in Australia.

Table C.42. Barriers to the Adoption of SCM Software among Thai-owned and
Multinational Companies

Factors that are barriers to the adoption
of SCM software
Lack of perceived benefits
Lack of adequate funding or budget
Lack of adequate personnel resources
Resistance to introduction of new
technology

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

Mean

S.D.

Mean

S.D.

Mean

S.D.

2.19
2.16
2.55

1.44
1.24
1.45

2.76
2.57
2.49

1.35
1.30
1.15

2.92
2.74
2.58

1.48
1.38
1.28

1.84

1.23

1.98

1.01

1.68

0.62

Note: - N = Respondent companies which did not implemented SCM software with 96 for Thai-owned
companies and 84 for MNCs in Thailand and 52 for MNCs in Australia.
- A five-point scale (1 = ‘low importance” and 5 = ‘high importance’).
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Table C.43. Intention to Implement SCM Software in the Future among Thai-owned
and Multinational Companies

Intention to implement in the future

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=96

%

N=84

%

N=52

%

49
35
1
18
28
0

51.0
49.0
1.0
18.8
29.2
0

13
71
4
28
36
3

15.5
84.5
4.8
33.3
42.9
3.6

35
17
1
13
0
1

67.3
32.7
1.9
25.0
0.0
1.9

No
Yes
Less than 6 months
Within 6 months-1 year
More than 1 year
Considered implementation but rejected

Note: N = Respondent companies which did not implemented SCM software with 96 for Thai-owned
companies and 84 for MNCs in Thailand and 52 for MNCs in Australia.

C.4.6. The Internet

Table C.44. Employees’ Primary Purposes of Internet Usage among Thai-owned and
Multinational Companies

Primary purposes of Internet usage

Search on the World Wide Web
Video conferencing
Internet Banking
Purchasing/Ordering goods or
services
Selling your goods and services
Advertising/Marketing your goods
and services
Sharing research and development
(R&D)

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=122

%

N=101

%

N=80

%

117
29
49

95.9
23.8
40.2

99
33
58

98.0
32.7
57.4

78
15
53

97.5
18.8
66.3

38

31.1

49

48.5

47

58.8

30

24.6

26

25.7

28

35.0

57

46.7

53

52.5

49

61.3

34

27.9

37

36.6

33

41.3
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Table C.45. Internet Usage Compared with Other Branches among MNCs
Do you believe that your branch of
the firm makes less use of Internet
than other branches do?

MNCs
in Thailand
N=101
22
79

Yes
No

MNCs
in Australia
%
21.8
78.2

N = 80
13
67

%
16.3
83.7

Table C.46. Companies’ Website among Thai-owned and Multinational Companies
Does the local branch of
your company have its
own website?

Thai-owned
companies

MNCs
in Thailand

MNCs
In Australia

N=122

%

N=101

%

N = 80

%

85
37

69.7
30.3

39
62

38.6
61.4

52
28

65.0
35.0

Yes
No

Table C.47. Primary Purposes of Website

Primary purposes of which your
company has its own website
Marketing and advertising the
company’s products
Buying and Selling
Delivering digital products
Providing after sales services
Exchanging data with suppliers and
customers
Internal communication
Integration with back end systems

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=85

%

N=39

%

N=52

%

74

87.1

32

82.1

49

94.2

29
8
16

34.1
9.4
18.8

8
3
12

20.5
76.9
30.8

10
11
20

19.2
21.2
38.5

34

40.0

28

71.8

22

42.3

35
18

41.1
21.2

24
12

61.5
30.8

21
19

40.4
36.5

Note: The total respondent companies were 85 Thai-owned companies, 39 MNCs in Thailand and 52
MNCs in Australia with their own websites.
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Table C.48. Number and Percentage of Plan to Build Its Own Website for Those Which
Did Not Have Ones among Thai-owned and Multinational Companies
Does your local branch
plan to build its own
website?
Yes
No

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=37

%

N=62

%

N = 28

%

23
14

62.2
37.8

17
45

27.4
72.6

9
19

32.1
67.9

Note: N = Respondent companies which did not have their own websites with 37 for Thai-owned
companies, 62 for MNCs in Thailand and 28 for MNCs in Australia.

C.4.7. E-Mail
Table C.49. E-mail Usage for Communication
Whom do you use e-mail
to communicate with?
Local colleagues
Customers
Suppliers
Home office

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=122

%

N=101

%

N = 80

%

102
113
103
N/A

83.6
92.6
84.4
N/A

99
94
89
94

98.0
93.1
88.1
93.1

75
74
76
70

93.8
92.5
95.0
87.5

Table C.50. Usage of Fax and E-mail
Do you ever prefer to
communicate by fax rather
than by e-mail?
Yes
No

Thai-owned
companies

MNCs
in Thailand

MNCs
in Australia

N=122

%

N=101

%

N = 80

%

6
116

4.9
95.1

0
101

0
100

22
58

27.5
72.5
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APPENDIX D
Appendix D.1 Interview Guide
The semi-structured interview guide is presented as follows.

Of the Thai-owned companies that adopted and used or were implementing an ERP
system, the participants were asked the following questions.
1) What images come to your mind when you visualise an ERP system?
(An image is equal to company preconceptions/ expectations of product use)
2) Why did your company decide to use (or implement) an ERP system?
3) Which an ERP system do your currently use (or implement)?
4) Why did your company choose the vendor of your ERP system?
5) What problems/ complaints/ weaknesses you have had with your ERP system?

Of the MNCs that adopted and used or were implementing an ERP system, the
participants were asked the following questions.
1) What images come to your mind when you visualise an ERP system?
(An image is equal to company preconceptions/ expectations of product use)
2) Why did your company decide to use (or implement) an ERP system?
3) Which an ERP system do your company currently use (or implement)?
4) Why did your company choose the vendor of your ERP system?
5) Did your parent company influence your branch in the choice of an ERP system?
What about other branches?
6) Do you know if other branches choose the same or different ERP vendor?
7) What problems/ complaints/ weaknesses you have had with your ERP system?
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The following is a list of some follow-up and probing questions that I used during the
interviews.
1) Who initially proposed the implementation of your ERP system
2) What are features do you think of when selecting your ERP system?
3) Did your company achieve anticipated benefits? Why?
4) Which modules do you have?
5) If your company have not implement all modules, why have you waited?
6) Did your company re-engineer any of your business operations and processes in
conjunction with implementing your ERP system?
7) Was your ERP customised?
8) Did your incur any problems as a result of the customisation?

Of the companies that did not adopt an ERP system, the participants were asked the
following questions.
1) What images come to your mind when you visualise an ERP system?
(An image is equal to company preconceptions/ expectations of product use)
2) Why did your company not want to use an ERP system?
3) Will your company plan to implement it in the near future?
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APPENDIX E
Table E.l. Glaser’s Coding Families
Source: Adapted from Dey (1999, p. 107)
Family
Six Cs
Process
Degree
Dimension
Type
Strategy
Interactive
Identify-Sclf
Cutting Point
Means-Goals
Cultural
Consensus
Mainline
Theoretical
Ordering or Elaboration
Unit
Reading
Models

Examples
Causes, contexts, contingencies, consequences,
covariances, and conditions
Stages, phases, progressions, etc.
Limit, range, intensity, etc.
Elements, divisions, properties, etc.
Type, form, kinds, styles, classes, etc.
Strategies, tactics, mechanisms, etc.
Mutual effects, reciprocity, mutual trajectory, etc.
Self-image, self-concept, self-worth, etc.
Boundary, critical juncture, turning point, etc.
End, purpose, goal, etc.
Norms, values, beliefs, etc.
Clusters, agreements, contracts, etc.
Social control, recruitment, socialisation, etc.
Parsimony, scope, integration, etc.
Structural, temporal, conceptual
Collective, group, nation, etc.
Concepts, problems & hypotheses
Linear, spatial, etc.
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APPENDIX F
Table F.l Comparison between Thailand and Australia
Source: Hofstede (1980, 1983, 1991) and the website of an international
consulting organisation (IT1M)
(http://www.aeci1-hofstede.com/index.shtinl)

Power distance
Uncertainty avoidance
Individualism
Masculinity

Thailand
High
High
Low
Low
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Australia
Low
Low
High
High

APPENDIX G
The following is a list of the questions with the answers that I used during the e-mail
interview with one IT support staff.
1) Does your company currently use (or is intending to implement) an ERP system?
We currently use one
2) Which an ERP system do you currently use (or are intending to implement)?
BPCS
3) What images come to your mind when you visualise an ERP system?
(An image includes any preconceptions/expectations of product use)
A system that captures all business processes electronically?!?
4) Why did your company want to implement an ERP system?
Can’t give you anything more than general ERP objectives
5) Did your parent company influence your branch in the choice of an ERP system?
What do you know about other branches?
The decision is made at head office and implemented through all branches globally
6) Why did your company choose the ERP vendor that it did?
Not sure – they are the biggest market share holder and their product is good, or
they just have competent sales force!!
7) Do you know if other branches of the company use the same or different ERP
vendor?
All the same
8) Does your company centralize your global ERP systems on a single worldwide
database, or create regional servers and databases? Why?
To my understanding every market implements the same template, but have
independent databases
9) From your experience, what problems/ complaints/ weaknesses you have had with
your ERP system?
Can’t help you with this one Saz.
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The following is a list of the questions with the answers that I used during the e-mail
interview with one IS manager.
1) Does your company currently use (or is intending to implement) an ERP system?
Currently use BPCS. [The company] is in the process of replacing all legacy
systems worldwide with SAP. This is known as the ‘GLOBE’ Project and is all about
implementing Best Practices, Standard Data and common information systems. Due
to go live in Oceania in October’05.
2) Which an ERP system do you currently use (or are intending to implement)?
As above
3) What images come to your mind when you visualise an ERP system?
(An image includes any preconceptions/expectations of product use)
Benefits only come by a total business buy-in on process change ahead of an ERP
implementation. The implementation will be unsuccessful if it is only thought of as a
technology solution.
4) Why did your company want to implement an ERP system?
As an enabler to process improvements, and application of Best Practices within the
business.
5) Did your parent company influence your branch in the choice of an ERP system?
What do you know about other branches?
Global decision
6) Why did your company choose the ERP vendor that it did?
SAP considered best of breed
7) Do you know if other branches of the company use the same or different ERP
vendor?
All will eventually be moving to SAP
8) Does your company centralize your global ERP systems on a single worldwide
database, or create regional servers and databases? Why?
Same conceptual design, rolled out over 3 Zones worldwide. Multiple system
environments with messaging between systems for key data sharing/updates.
Required for performance issues due to size of transactional systems.
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9) From your experience, what problems/ complaints/ weaknesses you have had with
your ERP system?
Having worked across multiple systems and vendors it is important to have a strong
relationship with your vendor who understands your business and unique
requirements. Importantly, it is required that the business recognises that it is the
soft issues that are key to success, and that the business aligns processes and
implements best practices and common data standards well ahead of the
implementation timetable.
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