Merging mobile edge computing (MEC) service with the wireless local area networks (WLANs) provides enormous benefits such as intensive computation capabilities. Access to high-speed WLANs has become an urgent challenge due to the fast rate of application development and user adoption. Providing increased wireless resources is one solution, but millimeter (mmWave) multi-user massive Multiple-Input Multiple-Output (MIMO) technology has also attracted attention due to a series of features such as high throughput, strong anti-interference ability, and small fading. Hence, exploring the potential of mmWave MIMO systems for WLAN could play a significant role in improving network performance, especially throughput. In this paper, we introduce mmWave and massive MIMO into traditional WLAN with MEC, which enables a large portion of spatial resources to be allocated among users, and mitigates inter-user interference. Moreover, we propose a novel media access control (MAC) protocol, named as LSMWN-MAC, to adapt to a series of unique characteristics of mmWave and massive MIMO, which adopts space division multiple access (SDMA) as one of the resource methods, taking full advantage of spatial resources. In addition, we modify the protocol and propose the MLSMWN-MAC protocol to allocate resources dynamically, a solution that is particularly suitable for scenes with 30-50 users. Simulation results show that compared to 802.11ad, the proposed two protocols can increase the saturated throughput by 4.7Gb/s and 5.4Gb/s respectively, which are close to the throughput upper limit of the mmWave MIMO system. Meanwhile, we observe that when the number of users exceeds the threshold, the performance of the LSMWN-MAC protocol using a static allocation method is superior to the MLSMWN-MAC protocol using a dynamic method. In other cases, the dynamic protocol has better performances.
I. INTRODUCTION
Booming high-speed applications (such as 4K video, virtual reality (VR), remote surgery, and remote-controlled slave robots) have extremely strict requirements on the high-data rate of a network, which places an enormous burden on a current wireless local area network(WLAN). In addition, the high-speed transmission characteristic of the fifth generation (5G) network raises the demand for high-speed Internet, forcing the WLAN to increase computing capabilities.
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Because in most cases people are indoors, high-speed WLAN is needed to meet people's growing demand of Internet.
Recently, high-speed applications and a large number of devices will continue to generate massive amounts of data, which will bring two main challenges.
1. A large amount of raw data and computing tasks need to be processed, but the computing capacity of each device is limited.
2. A huge volume of data needs to be transmitted over the network with very low latency to meet the requirements of real-time tasks, while both the wireless and the wired transmission resources are inadequate in the networks.
Most storage and computing of user's operations are performed by mobile devices now. In order to process large amounts of raw data quickly, we can offloading tasks from devices to the cloud, which also can reduce the resources of both devices and networks used for processes. Mobile edge computing (MEC), a key enabler of 5G future mobile communication, provides intensive computation capabilities through computing and storing resources at the edge of the networks [1] . With MEC, the access points (APs) of WLAN, integrated with computing and storage functions, can access distributed storage and acquire computing resources quickly and conveniently to satisfy user requests [2] .
However, Although MEC can solve some problems in computing, for high-speed applications with mass data, the rate of uploading or downloading to the cloud may be too slow, and the communication delay may cause the entire processing time longer than that of the network without MEC [3] , [4] , which will impact the system performance. In this case, these high-speed applications can still not be supported well. Therefore, it is also critical for the next generation WLAN systems to provide faster uploading and downloading and higher throughput in dense environments to solve the mismatch between computing and transmission.
Transferring data in the unused, non-traditional spectrum is one of the most effective solutions to increase throughput in the WLAN. Millimeter wave communication has several advantages over existing wireless communication. First and foremost, millimeter wave (mmWave) systems can provide considerable bandwidth of nearly 2 GHz without carrier aggregation, much larger than the 20 MHz bandwidth in current 4G (fourth generation) wireless communication [5] . In addition, the mmWave transmitter and receiver support multi-beam characteristics in 5G due to small element size, so the formed beam can be narrower, which promotes the development of other applications [6] .
However, although mmWave systems have great advantages in terms of bandwidth, they still suffer more severe path loss than existing communication systems. An effective solution is to combine massive Multiple-Input Multiple-Output (MIMO) technology with millimeter wave systems. For massive MIMO systems, because a multi-antenna base station can target multiple users simultaneously and construct different beams toward multiple target users with reduced interference between individual beams, we can perform beamforming and allocate beams for target receivers in specific directions, which can concentrate transmission power and receive regions on narrow beams. Meanwhile, due to the short wavelength characteristics of millimeter waves which allow large-scale antenna arrays to be packaged in small physical sizes, systems combining the two technologies can adequately compensate for high path loss caused by high frequencies and improve spectral efficiency significantly [7] . Combining massive MIMO systems with mmWave can make full use of spatial resources and offer enlarged link capacity and spectral efficiency collective [8] - [10] ; this could be a panacea for most current WLAN problems.
Traditional massive MIMO systems can use multiple antennas to obtain diversity gain or multiplexing gain, to improve the reliability of data transmission or increase system capacity [11] . However, not only the base station, but also the user, needs to be equipped with expensive multiple antennas. Furthermore, when the user is at the edge of the cell, or the propagation scatter is not sufficient, the point-to-point MIMO performance will be greatly affected. A technology that can solve the disadvantages above is multi-user MIMO (MU-MIMO) [12] , one of the most promising technologies for coping with increasing network traffic. It can utilize multiple users as spatially distributed transmission resources, and support transmission of multiple spatial streams simultaneously, both of which can significantly improve network throughput [13] . All users share the multiplexing gain without being equipped with multiple antennas in massive MU-MIMO systems. Therefore, to improve the wireless network performance of IEEE 802.11ad and achieve both beamforming and multiplexing gain, IEEE 802.11ay defines a new mechanism for enabling MIMO. One of its novel features is support for downlink multi-user MIMO (DL MU-MIMO) transmission [14] . In the downlink, the access point (AP) performs beamforming by precoding and transmits data to multiple users simultaneously, so multipath data can be transmitted in parallel. In order to enable users to transmit data to the AP simultaneously, the base station applies multi-user detection technology to extract signals of different users in the uplink.
However, the traffic is still severely asymmetric between uplink and downlink; i.e., the downlink throughput is limited. When the number of users is small, the uplink and downlink rates of each user are similar and relatively high. As the number of users increases, access contention and collisions will exceed the thresholds that the network can withstand, which causes the sharp drop in transmission speed, especially the downloading speed [15] . This decline will affect the user's normal access and communication between the cloud and the devices. Similarly, there are some shortcomings in terms of latency. For WLANs, the round trip air-link delay can be shortened to 1ms approximately [16] . This can support many new applications, such as high-accuracy telesurgery, smart home devices, and autopilot vehicles. Although 802.11 systems have implemented schemes to offer sub-millisecond latencies, it is still challenging to achieve the same effect in massive MIMO systems. In addition, due to a series of unique characteristics of millimeter waves, the propagation characteristics of the physical layer have changed [17] . Consequently, new media access control (MAC) protocol designs are needed to support very low latency and higher data rates [18] , [19] .
MAC-layer design needs to consider how to allocate communication resources such as time, frequency, and space to users efficiently and fairly [20] . User scheduling has been one of the most critical aspects of designing the MAC-layer. The essence of MAC-layer scheduling is to determine the efficient utilization of radio resources, including a user selection VOLUME 7, 2019 scheme for sharing public radio resources, and a transport format for each selected user. Due to the expectation of high-speed communication between the cloud and the devices, it is a challenge to design a MAC-layer protocol based on mmWave massive MIMO systems to get better performance of scheduling and resources allocation.
In order to solve these problems, we propose a large-scale MIMO based wireless network MAC (LSMWN-MAC) protocol, a multi-user MAC protocol of wireless network based on mmWave massive MIMO, which is suitable for the WLAN that accommodates MEC services, especially when the number of users is large. We introduce spatial resources into the MAC layer and use space division multiple access (SDMA) combined with frequency division multiple access (FDMA) to transmit data, which enables users to have both frequency and spatial resources. Because mmWave systems are rich in spatial resources and can be used to increase the spatial capacity by supporting the hotspot region where many users (or devices) exist, developing an SDMA scheme for mmWave massive MIMO WLAN is promising.
In this protocol, OFDMA systems and multi-user MIMO systems (or hybrid systems of the two) are used, and hybrid SDMA/FDMA modes are adopted to transmit data frame. In addition, resource allocation in the protocol is optimized by using channel fading selectivity in time, frequency, and space to improve the efficiency use of system resources. The main contributions of this paper are:
• We propose using SDMA combined with FDMA in MAC layer to transmit data, so multiple downlink data can be transmitted in parallel, to make full use of spatial resources for mmWave systems in order to increase the number of downlink users and improve downlink throughput. And, we present a MAC protocol for mmWave massive MIMO WLAN, also called LSMWN-MAC, which can solve the bottleneck problem of AP downlink throughput in WLAN. Moreover, the proposed protocol can reduce the interaction time between the AP and user through merging TDMA with FDMA.
• In the design of the interaction mode, we borrow the idea of resource blocks in LTE, divide the frequency band and time into N subchannels and multiple time slots respectively, and make the protocol a multi-channel multi-user MAC protocol, reducing interaction time and improving the proportion of data frame.
• We propose another protocol, the MLSMWN-MAC protocol, which can adapt to channel changes dynamically, and then we compare the two protocol. The simulations show that the dynamical protocol can significantly improve the saturated throughput when the channel condition is poor, and dynamical protocol performance becomes worse than the static one when the number of users increases to the threshold value. The remainder of this paper is organized as follows. We review related works in Section II. Section III introduces the system model. In section IV, we propose the LSMWN-MAC protocol that is suitable for mmWave massive MIMO environment and model the protocol. Additionally, we propose a dynamic protocol, MLSMWN-MAC in section V. In section VI, we simulate and analyze the two protocols separately and compare their performance. The main conclusions are summarized in Section VII.
The notations used in this paper are as follows. Symbols for matrices (upper-case) and vectors (lower-case) are in boldface. According to the convention, a, a, A denote a scalar, a vector and a matrix, respectively. (·) T , (·) * , (·) H and (·) −1 denote the transpose, the conjugate, the conjugate transpose (Hermitian) and the inverse.
II. RELATED WORK
Recently, several papers containing different aspects of MEC have been published. Many previous studies design an offload scheme or a resource management strategy, such as methods to offloading workloads from user devices to edge systems [21] , [22] or to allocate computing resources to each user [1] , [23] . However, there is currently little literature related to the transmission capabilities between devices and mobile edges. To achieve efficient data processing and transmission, [3] proposed a multilayer data flow processing system to fully utilize the computation capacities of the network. Assuming a basic three-node MEC system, the author of [24] developed an efficient four-slot transmission protocol for joint computing and communication, which could improve the energy efficiency of delay constraint calculations. Most authors of papers set the communication delay between the device and the mobile network edge to zero, and only considered the allocation and optimization of computing resources. In fact, for high-speed applications with mass data, the communication ability between the two may not be able to match the ideal computing speed of MEC. Therefore, research on transmission capabilities is of great significance.
For this purpose, we introduced mmWave technology combined with Massive MIMO into WLAN. There are some papers about that technology [25] - [31] ; they mainly focus on the physical layer performance, including resource management [25] , [26] , beamforming [27] , [28] , channel estimation [29] , modulation model [30] , interference elimination [31] , and so on.
Owing to the unique characteristics of millimeter waves, the propagation characteristics of the physical layer have changed. In order to meet the expectation of directional transmission, low latency, and higher data rates, new MAC protocols for mmWave systems are needed. Due to the high path loss of mmWave systems, the author of [32] proposed a TrackMAC protocol to track highly directional beams that had been allocated to users according to a specific beamforming scheme, which would reduce interference and increase resource sharing gain. Based on the quantification of the resource utilization and physical layer overhead, [17] compares analog, full-digital and hybrid architectures of MAC layer design for mmWave systems, from which the author concluded that a full-digital design with low resolution has lower overhead than others. The novel Directional MAC protocol for Basic Stations (DMBS) in [33] extends the results of [17] , and takes full advantage of spatial reusability.
However, most of the aforementioned research focuses on the physical structure of the MAC layer, and presents little on its frame structure. Hence, this work is based on the framework related to [33] , which modifies the frame structure of MAC protocol for mmWave massive MIMO systems, adopts its specific character and considers spatial resource for performance improvement.
In addition, mmWave massive MIMO systems allow more concurrent links compared to traditional wireless communication systems due to the narrower beam [34] . Consequently, it is also significant to introduce a method to avoid collision and mitigate interference among users in MAC-layer due to a mass of users sharing the same wireless physical link. Some researchers focus on how to schedule users to mitigate interference and enhance capacity in the MAC layer. Considering the unique focusing effects of time reversal (TR) and massive MIMO systems, [35] proposes a novel MAC-layer scheduler with robust performance on imperfect channel-state information. Parallelizing scheduling within one RBG, the scheme proposed in [36] eliminates redundant post-scheduling operations by introducing power-based weights to amend link adaptation deviation in each RB scheduling, which is suitable for uplink MAC-layer scheduling in massive MIMO-OFDM systems in 5G.
Nevertheless, the scheduling schemes mentioned in the aforementioned works are all based on a static situation. Hence, in this paper, we draw on the idea of the resource block in LTE and design a dynamic scheduling method, which can adjust the distribution of physical links between users dynamically.
III. SYSTEM MODEL
MmWave massive MIMO systems utilize the selectivity of channel fading in time, frequency, and space. We first analyze the mechanism of mmWave massive MIMO technology to improve capacity of WLAN with MEC.
We introduce mmWave massive MIMO into WLAN with MEC, and equip the access point (AP) with a large number of antennas to serve more users at the same time. As shown in Figure 1 , the AP is equipped with many antennas, and each user is only equipped with a single antenna. Users can get high QoS without increasing the complexities of hardware.
The channel capacity of a tradition point-to-point MIMO system is
where I n r represents the identity matrix of n r × n t , n r and n t represent the number of receiving and transmitting antennas respectively. G represents the channel matrix of n r × n t , where ''(·) H '' represents conjugate transpose, and scalar ρ represents the signal noise ratio (SNR). The result of singular
where and are unitary matrix of n r × n r and n t × n t respectively, and D v is diagonal matrix of n r × n t . The diagonal elements of D v are singular values and can be expressed as {v 1 , v 2 , · · · · · · v min(n t ,n r ) }. The channel capacity can be obtained as
Now we discuss the upper and lower bounds of channel capacity. Let min(n t ,n r )
where Tr() represents the trace of matrix. The range of channel capacity is
). (5) Assuming that the channel matrix has been normalized, then (4) can approximate as
Then, (5) can be rewritten as log 2 (1+ρn r ) ≤ C ≤ min(n t , n r ) · log 2 (1+ ρ max(n t , n r ) n t ).
As can be seen from (7), the lower bound of channel capacity occurs when there is only one singular value is nonzero, VOLUME 7, 2019 and all others are zero. At this time, the rank of the channel matrix is 1, which occurs when the transmission route is lineof-sight or antennas are too correlated to distinguish multiple paths. In addition, the upper bound of channel capacity occurs when all singular values are nonzero and equal. At this time, the matrix is full rank, which happens when the coefficients of the channel matrix are independent and identically distributed (i.i.d) random variables.
Then, we discuss the change of channel capacity when the number of transmitting or receiving antennas increases.
When the number of transmitting antennas n t increases, the number of receiving antennas n r does not change and rows vectors of the channel matrix are uncorrelated to each other, we will get
At this time, the channel capacity can approximate as
We see that the channel capacity of (9) reaches the upper bound of (7) , which means that the number of transmitting antennas in the mmWave massive MIMO system is much larger than the number of receiving antennas, and row vectors of G are uncorrelated to each other, because the downlink users are separated from each other geographically. Therefore, the channel capacity can reach the upper bound when the mmWave massive MIMO system satisfies the precondition of (9).
In the mmWave MIMO system, the optimal transmission environment is one in which the singular values of the channel matrix tend to be large and stable values when the channel matrix coefficients are independent identically distributed. At this time, the channel capacity can reach the maximum, that is, the upper bound, of (7) . Because the channel matrix's singular values of the mmWave massive MIMO system tend to be large stable values, the transmission environment tends to be optimal, which can make channel capacity reach the upper bound.
In summary, the mmWave massive MIMO system can greatly improve physical performance at the expense of increasing antenna cost. This is therefore a promising way to introduce the massive MIMO technology into WLAN, in order to improve the MAC-layer channel capacity.
IV. PROTOCOL STRUCTURE
In this section, we introduce the massive MIMO into WLAN and propose an LSMWN-MAC (Large-scale MIMO Based Wireless Network MAC) protocol suitable for a massive MIMO environment. The protocol is a multi-user MIMO downlink protocol, which uses the resource pre-allocation. It adopts the combination of both TDMA and FDMA techniques to reduce the interaction time between the AP and the user and combination of both SDMA and FDMA techniques to improve the network throughput. Finally, we model the protocol.
A. POSTULATED CONDITIONS 1) There are N channels available, and all channels have the same bandwidth. Packets transmitted on different channels do not affect each other, because no channels overlap. The AP and all nodes know how many channels are available in advance.
2) The AP is equipped with a large number of antennas (several hundred or more) in the center of a cell. There are M users in the cell, and each user equipped with an antenna is separate from each other geographically. 3) Because of the synchronization of nodes in the network, all nodes start the corresponding operations strictly at the specified time. 4) The AP can estimate the channel state accurately for precoding the transmitted data packet. 5) The channel state does not change within a time frame in the downlink. 6) The number of users carried by the AP on each downlink is U , that is, there are U destination nodes. Because the AP is equipped with a large number of antennas, the number of users capable of transmitting data simultaneously through beamforming is no longer limited by the number of antennas, but by the length of time during which the channel state remains unchanged.
B. PROTOCOL STRUCTURE
In this subsection, we design a downlink multi-user MAC protocol based on massive MIMO. The protocol is based on the principle that multiple degree of freedom of multi-antenna enables APs to serve multiple users simultaneously. The protocol time frame structure in the downlink is shown in Figure 2 . We divide the time frame in the transmission process into four phases.
Phase 1: The AP determines the maximum number of users allowed to access the system at the same time according to the number of effective receiving antennas. Users obtain transmission opportunities through competition. After the nodes with transmission opportunities are determined, the AP transmits the Multi-user Ready to Send (MU-RTS) frame, which contains the addresses of U (U<M) downlink destination nodes, to all users in channel 1. This process is similar to the transmission process of Ready to Send (RTS) frames in the RTS/CTS protocol. In the RTS/CTS protocol, all users sense channel state before sending a frame. When the channel state is idle, users send RTS frames to compete for transmission opportunities. In the MU-MIMO scenario of the LSMWN-MAC protocol, the U nodes of the M nodes obtain transmission opportunities. The AP sends MU-RTS frames containing the destination addresses of these nodes.
Phase 2: M nodes receive the MU-RTS frame in channel 1 and obtain the addresses of the U destination nodes from it to determine whether they are obtaining the transmission opportunity. The node that gets the transmission opportunity replies to the Clear to Send (CTS) frame in order, using the TDMA/FDMA. The AP estimates the channel state information (CSI) of the corresponding node on the corresponding channel through the CTS frame for subsequent resource allocation and precoding, which is similar to the channel estimation method of the TDD mode. The AP can use the uplink channel estimation information to perform downlink precoding in coherence time according to channel reciprocity. The overhead of using the AP for channel estimation is pretty low.
Because the AP needs to estimate the CSI through the CTS frame replied by the user, the interaction between the AP and the user is an essential part of the multi-user MIMO MAC protocol. The application scenario of the protocol designed in this paper is a hotspot area with many users, and it uses massive MIMO downlink to carry many users at the same time. With the traditional method, interaction time will be too long to decrease the proportion of data frame transmission time.
In the design of the interaction mode, this paper draws on the idea of resource blocks in LTE and divides the frequency band and time into N subchannels and multiple time slots separately, making the protocol a multi-channel multi-user MAC protocol. We allocate each small resource block to the users to reply to the AP by CTS frames, thereby reducing interaction time. The specific allocation manner is as follows:
The user decides which resource block transmits the CTS frame according to the order of the address list of the destination node in the MU-RTS frame. Assuming that there are N channels with sufficient intervals and U destination nodes, the reply CTS can be completed by P = U N ([·] means round down) time slots. For example, if 40 users need to transmit in the downlink and 10 subcarriers are available, then 40/10 = 4 time slots will allow the 40 sites to reply to the CTS frame. The first to the tenth site in the address list select the first to the tenth subcarriers of the first slot in turn to reply to the CTS frame. Similarly, the eleventh to the twentieth site select the first to the tenth subcarriers of the second slot in turn. By analogy, the user U selects the subcarrier Q (Q = U %N and ''%'' means remainder) of the time slot P. The user sends a CTS frame at the beginning of each time slot, and the AP receives the 40 CTS frames correctly, thus estimating the channel and preparing for downlink transmission.
The number of required time slots is calculated according to the number of available channels and users carried in the downlink by the AP, which can be adjusted dynamically. Consequently, the duration of this phase can be dynamically changed.
Phase 3: The AP estimates the CSI according to the received CTS frame, and allocates resources accordingly. The estimated CSI of the AP is the user's channel matrix G. Let G i,j represent the channel matrix of the ith user in channel j. The AP transmits block by SDMA/FDMA in the downlink. The spatial and spectrum resources are available to the user. Therefore, the AP needs to conduct beamforming and allocate subcarrier for the user.
The resources of the OFDMA/SDMA system include spectrum resources and space resources, and the resource allocation problem involves subcarrier allocation, user spatial grouping, and power allocation. We divide the resource allocation problem of the system into two steps. The first step is to select users, that is, to allocate a group of users on each subcarrier. Therefore, we need to first group user spatially. The second step is to allocate bit and power for each user on each subcarrier. 1) user spatial grouping In a multi-user MIMO system, the geographical locations of different users are independent of each other, and the channel fading is also spatially irrelevant. Therefore, with a suitable resource allocation algorithm, we can obtain multi-user spatial diversity gain. In practice, the number of transmitting antennas at the base station or the AP is generally limited, but the number of users is large, resulting in a few downlink users. Therefore, we need to select some users for transmission. The goal of resource allocation is to select a group of users according to different optimization goals, and to optimize system performance through some resource allocation methods. The basic idea of user spatial grouping is to put users with strong spatial orthogonality into a group. If there is a difference among user priorities, we first select the user with the highest priority, and select the remaining users who are orthogonal to it into a group. Then we select the highest priority users among the remaining users. We repeat the previous operation until the grouping is complete.
2) bit and power allocation
When the SNR is high, the channel capacity obtained by the water-filling power algorithm is similar to that obtained by the average power allocation algorithm. Therefore, in order to reduce the complexity, we assume that the power is evenly allocated. Complex joint resource optimization in the spatial, time, and frequency domains is translated into the problem of selecting the optimal spatial user group on each subcarrier. According to the resource allocation method of multi-user in the spatial frequency domain, the users are first spatially grouped; then, the user group is placed on the most suitable subcarrier. In the LSMWN-MAC protocol, we divide the bandwidth and time into N subchannels and multiple time slots significantly, and allocate resource blocks to the users to send CTS frames. The user decides the resource block it uses based on the order of the destination node address list in the MU-RTS frame. Users who send CTS frames on a same channel are classified into a same spatial user group. For example, user 1, user N + 1, . . . , user (U − Q) replying in channel m become a space group. The AP obtains corresponding channel matrix G 1,m , G N +1,m ,. . . , G (U −Q),m according to the CTS frames replied by users, thereby constituting the channel state matrix G = [G 1,m G N +1,m ... G (U −Q),m ] of channel m. In other words, the resources are already allocated in advance according to the order of destination address list (the channel used by the user and the space group are determined in advance). In this protocol, the AP does not need to allocate the resource; it is only necessary to precode according to G of the corresponding channel, and send data frames to the spatial user group in the channel simultaneously by beamforming.
However, the premise of all current resource allocation algorithms is that the AP knows all Gs of every user on each sub-channel, and the optimization of resource allocation is performed on this basis. However, because the user sends a CTS frame on a certain sub-channel in the protocol, the AP can only estimate G of the user on its sub-channel and does not know G of the user on other sub-channels, therefore hindering global optimization of resource allocation.
As shown in Figure 2 , the AP conducts beamforming on N channels at the same time and transmits data frames to U users by SDMA/OFDMA simultaneously.
Phase 4: The user who received the data frame replies to the Acknowledgement (ACK) frame in the same way as the method described in phase 2.
In summary, this section designs a multi-channel multiuser downlink MAC protocol based on mmWave massive MIMO.
C. PROTOCOL MODEL ANALYSIS
In this subsection, we model the protocol and calculate its saturated throughput in theory. Because we design a downlink protocol in this section, only downlink data is sent; only the AP sends data to the user node, and no node transmits data to the AP. Therefore, there is no need to consider the competition. The AP sends data to the user node at the beginning of each time frame.
We assume that the number of channels is N , the AP is equipped with K antennas, and the number of users in the downlink is U . The downlink frame duration is
where T MU −RTS represents the MU-RTS frame duration. The AP can obtain the channel matrix G n of the channel n accurately through channel estimation. Using G n to precode, we can implement SDMA. Due to the use of massive MIMO, the AP will perform well only by using a simple linear precoding technique. In this chapter, we use matched filtering to pre-code and use G H n as a precoding matrix, where ''(·) H '' represents conjugate transposition. Then the signal received by the user in channel n is:
where y and s represent receiving and transmitting signal respectively. w ∼ N (0, σ 2 ) is an additive Gaussian noise vector. The users in channel n are determined by pre-allocation. For simplicity, we make the number of users U in the downlink an integer multiple of the number of channels N . Then, the number of users in each channel is L = U /N . Therefore, y, s and w are L × 1 column vector. G n is L × K matrix and G * n is K × L matrix. According to [37] , the channel matrix G n , which combines a small-scale fading matrix H n with a large-scale fading matrix D, is given by
The coefficient g nku of matrix G n is:
where h nku represents the fast fading coefficient (small-scale fading coefficient) of the user u to antenna k of the AP in channel n. We assume that the small-scale fading coefficients are i.i.d complex Gaussian, i.e., h nku ∼ CN (0, 1). h nku remains unchanged in a downlink frame. √ β u is the slow fading coefficient (large-scale fading coefficient) of the user u to the AP. √ β u of different users are independent of each other. If d u is the distance between user u and the AP, b 0 is the path-loss at reference distance d 0 , α is the path-loss exponent, and z mk is the channel gain due to shadowing noise, we model the large-scale fading coefficient β u as [38] 
For simplicity, we ignore the effect of shadowing noise. According to [39] , the SINR (signal to interference plus noise ratio) of the received signal of user u in channel n is given by:
where p u represents the line u of the matrix G n , i.e., the channel vector of the user u to the AP and q l represents the precoding vector for user l.
According to the law of large numbers, l=L l=1,l =u p u q l 2 tends to zero when the AP uses a large number of antennas (K L) ideally [34] , which means that interference between users in a cell is eliminated. This is the reason why we can achieve a good SINR even using simple linear precoding. So (15) can be simplified as
For simplicity, we use binary phase shift keying (BPSK) modulation. The bit error ratio (BER) of receiving terminal of the user u obtained by coherent detection method in a Rayleigh channel is given by
The probability that a binary sequence with a bit rate of B has v errors during T , which follows a Poisson distribution, is given by
where BER is not for a specific user. We assume that the packet length is R bit, and the probability of at least one error bit within R bit is 1 − P(v = 0). We make the user drop a packet as long as one bit is wrong in this packet, i.e., the packet loss ratio for user u is:
The data is sent to U users in one downlink frame, that is, there are U data packets. The average number of received packets is:
The saturated throughput is given by
where payload represents the length of a data packet, that is, the length of the information portion after the auxiliary information of both the packet header and the packet trailer is removed.
V. THE MLSMWN-MAC PROTOCOL
We use the method of resources pre-allocation in the protocol proposed in Section IV. The user determines the channel used during data transmission and the space user group to which it belongs in advance, according to the destination address list in the MU-RTS frame. Because the AP can only obtain the CSI of the user in a single channel, we cannot optimize the global resource allocation under the condition of limited CSI; such a fixed manner of resource allocation cannot adapt to channel changes dynamically and optimize resource allocation well. Therefore, we propose the MLSMWN-MAC (Modified Large-scale MIMO Based Wireless Network MAC) protocol, which can optimize resource allocation by allocating resources dynamically and improve throughput.
A. PROTOCOL STRUCTURE
The structure of the MLSMWN-MAC protocol is almost the same as that proposed in subsection IV-B. The difference is that we no longer use the AP but the user node to estimate the channel state in the MLSMWN-MAC protocol in order to ensure the AP obtains enough channel state information for resource allocation. The channel state is fed back to the AP by the CTS frame. We assume that the user node can estimate the channel state information in each channel and feedback to the AP accurately. At the same time, the channel state does not change within a time frame. As shown in Figure 3 , the transmission process of the protocol is divided into four phases.
Phase 1: The AP obtains the opportunity for downlink transmission through competition. The MU-RTS frame is transmitted in all channels if the competition is successful. The MU-RTS frame contains the addresses of U (U < M ) downlink destination nodes.
Phase 2: U destination nodes receive the MU-RTS frame in N channels, thereby estimating channel matrixes of N channels and feeding back to the AP respectively by encapsulating them into CTS frames. In this protocol, in order to achieve global optimization, we obtain all CSI of U users on N channels by channel estimation through users, which is similar to the channel estimation method of the FDD mode. Although the channel estimation overhead increases with the increase of the number of antennas, the complexity of downlink channel estimation and the amount of feedback data of the massive MIMO OFDMA system used in the protocol are both low, based on the channel sparsity characteristics of massive MIMO OFDMA system.
The user replies to the CTS frame in order, according to the destination address list, which is the same as the method described in subsection IV-B. In this way, the AP obtains all CSIs of the U users in N channels and can optimize resource allocation. Although this method increases the complexity of the user device, it can be used to improve the network performance if conditions permit.
Phase 3: In this phase, the AP allocates resources to optimize network throughput first. For simplicity, we assume that U is an integer multiple of N . Due to the advantages of massive MIMO, precoding can eliminate interference within users in the SDMA system. The user groups in different spaces do not affect the performance of users. Therefore, this protocol does not consider spatial optimization in resource allocation, but only considers the optimization of spectrum resource allocation; then, users will be grouped into different user groups automatically.
The AP allocates R = U N users in each channel. According to the resource allocation method of OFDMA system, the AP can obtain the CSI of U users on N channels respectively, so we will calculate the instantaneous SNR of them according to these CSI. We put these users on the corresponding channels, in descending order of SNR. Therefore, U N users on each channel form a spatial user group automatically, which can be used for SDMA.
For the LSMWN-MAC protocol, we cannot use it for global resource optimization because all users transmit CTS frames on one subchannel. The AP estimates only the channel matrices G of users on this channel, and does not know G of them on other channels. However, for the MLSMWN-MAC protocol, the AP knows G of all users on each subchannel, which can be used for global resource optimization.
We make the AP precode according to the channel matrix of the corresponding channel and use beamforming for transmitting data frames to the spatial user groups simultaneously. As shown in FIGURE 3, the AP conducts beamforming in N channels at the same time and transmits DATA frames to U users simultaneously by SDMA/FDMA. Phase 4: The user who received the DATA frame replies to the ACK frame via the same method as described in phase 2.
VI. PERFORMANCE EVALUATION A. PARAMETER SETTINGS
We assume that the channel state does not change within a downlink frame but changes at its beginning. Table 1 summarizes the parameters used in the simulations.
B. SIMULATION RESULTS IN LSMWN-MAC
Here, we first verify the feasibility of the model. Next, we evaluate the performance of the proposed LSMWN-MAC protocol. Consider an mmWave massive MIMO system. We analyze the impact of several parameters, i.e., transmit SNRs, the number of channels, and the number of downlink users. The overall saturated throughput of the system can be calculated according to (21) .
1) VERIFY THE FEASIBILITY
In the following, we compare the theoretical model with the simulation results. When the SNR of the transmitting signal is set to 20dB and the number of channels to 6. The saturated throughput obtained by the theoretical model is nearly similar to that of the simulation results, indicating that the theoretical model in this paper is correct. Figure 4 shows the comparison between the theoretical model and the simulation result.
2) IMPACT OF TRANSMIT SNRs
Next, we investigate the impact of transmit SNRs on the saturated throughput by the different number of antennas for different transmit SNRs. When the number of channels is set to 6, and the number of downlink users to 10, according to a typical mmWave massive MIMO system, as shown in Figure 5 , the curves increase as transmit SNR increases, and all then tend to be stable. The reason is that the higher transmit SNR, the higher receive SNR of users, and the lower the bit error rate and packet loss rate, resulting in higher throughput. However, when we increase the SNR to VOLUME 7, 2019 the threshold, the packet loss rate is already low enough and almost no longer changes even though the SNR is still increased, resulting in a stable saturated throughput.
In addition, when the transmit SNR is low, massive MIMO can only increase the saturated throughput slightly (for example, when K = 256, the throughput increases by 0.49Gb/s compared with 802.11ad; when K = 196, it only improves 0.35 Gb/s). This is because the noise power is approximately equal to the transmission power when the transmit SNR is low. At this time, the increase in the number of antennas cannot compensate for the interference of noise on the transmission process, resulting in a high bit error rate (BER). However, when the SNR increases gradually, the greater the number of antennas, the larger the slope of the curve, that is, the faster the saturated throughput increases. As the SNR continues to increase, the saturated throughputs of mmWave massive MIMO systems are several times that of 802.11ad (for example, when K = 256, it increases by 4.8 times; when K = 196, it increases by 3.9 times). When the number of antennas increases, the sum of single channels capacities increases, causing a decrease in BER and an increase in throughput.
Furthermore, with the increase of the number of antennas, the transmit SNR corresponding to the saturated throughput threshold decreases (for example, when K = 256, the SNR is about 30; however, K = 8, SNR=45). This is because when K is small, the inter-user interference (IUI) is relatively large, and the transmission of data packets is not only affected by noise but also by other users. As K increases, the channel hardening characteristic emerges, resulting in the decreasing of IUI, and the system is almost only interfered by noise. Therefore, for mmWave massive MIMO systems, a slight increase in SNR can make the signal power larger than the sum of noise power and the interference power, so that the saturated throughput reaches the threshold earlier than 802.11ad. Hence, when the AP uses large-scale antenna arrays, a small transmit SNR can make the systems achieve good performance.
Finally, we can observe that as K increases, the gaps of saturated throughput thresholds become smaller (for example, when K increases from 8 to 64, the throughput threshold increases by 2.94 Gb/s; however, when K increases from 192 to 256, that only increases by 0.75Gb/s), that is, the system performance improves slower gradually. The reason is that in terms of spatial resource, the antenna directivity is not high, and the coverage areas between beams are large when K is small. When K increases, the antenna directivity improves, and the beams become narrow, resulting in small coverage areas and low inter-beam interference. However, when K is relatively large, the antenna directivity is already high, and the degree of beam overlap is small. Increasing K on this basis cannot improve system performance significantly, leading to a result that the gaps in saturated throughput thresholds become smaller. In practice, the increase of K will make hardware more complex. Therefore, it is necessary to consider both system performance and hardware complexity comprehensively to determine the number of AP antennas.
3) IMPACT OF THE NUMBER OF CHANNELS
Here, we analyze the impact of the number of channels on the saturated throughput. From Figure 5 , we can conclude that there are no apparent differences among all saturated throughputs of mmWave massive MIMO systems with the different number of antennas when the transmit SNR is less than 20dB. However, when it increases to 20dB, the saturated throughput increases dramatically. Hence, we set the transmit SNR to 20dB to investigate the impacts of other parameters on system performance. As shown in Figure 6 , we compare saturated throughputs for systems with a different number of antennas in terms of channel number. We can see that the saturated throughputs first increase and then decrease, as the number of channels increases. The reason for increased throughput is in the second phase of the protocol, U users need [U /N ] time slots to reply to the CTS frame. When the number of users remains unchanged, the required timeslots will decrease as the number of channels increases, resulting in a decrease in total downlink frame time used. Therefore, the number of transmitted downlink frames and received data packets increases in a fixed time, increasing throughput.
However, with the increasing of channel number, the interchannel interference (ICI) will increase rapidly, leading to a result that the negative impact of interference gradually approaches and exceeds the positive effect of the increase of the number of channels. When the two are equivalent, the saturated throughput reaches a threshold and then decreases as the number of channels increases. Therefore, it is critical to select the appropriate number of channels to achieve optimal system performance in practice.
In addition, when K increases, the number of channels corresponding to the saturated throughput thresholds also increases (for example, when K = 64, the number of channels is 5, and when K = 256, that is 7). Therefore, mmWave massive MIMO systems are more resistant to ICI.
4) IMPACT OF THE NUMBER OF DOWNLINK USERS
Now, we investigate the impact of the number of channels on the saturated throughput. From Figure 6 , we can conclude that when the number of channels is 6, the saturated throughput of mmWave massive MIMO systems with the different number of antennas are all close to the maximum approximately. Hence, we set the number of channels to 6, and the transmit SNR to 20dB, in order to investigate the impact of the number of downlink users on system performance. As shown in Figure 7 , we compare saturated throughputs for systems with a different number of antennas in terms of the number of downlink users. All curves show an upward trend as the number of users increases. The reason is that as the number of users increases, the sum of data packets received by all users increases. Hence, the received SNR increases, leading to the system saturated throughput improvement. Furthermore, the greater the number of antennas, the more total packets that users can receive, and the higher the system saturated throughput.
Moreover, the curves all become flat gradually or even decline as the number of users increases. The reason is that when the number of users increases, the inter-user interference(IUI) increases too. Although the massive MIMO system can reduce the inter-cell user interference to a certain extent owing to its channel-hardening characteristic, when the number of users increases, the user distribution becomes denser, and the beams allocated to different users will have serious conflicts. As a result, the probabilities of collision and loss of the data packet increase during transmitting, that is, the packet loss rate increases and the system throughput tends to be stable or worse.
C. SIMULATION RESULTS IN MLSMWN-MAC
Then we discuss the performance of MLSMWN-MAC protocol. Similarly, we analyze the impact of several parameters, i.e., transmit SNRs, the number of channels, and the number of downlink users.
1) IMPACT OF TRANSMIT SNRs
Firstly, we investigate the impact of transmit SNRs on the saturated throughput by the different protocols for different transmit SNRs when the number of channels and downlink users are 6 and 10, respectively. Solid lines depict the saturated throughputs of the systems using the LSMWN-MAC protocol, and dashed lines depict that of the systems using the improved protocol -MLSMWN-MAC protocol.
From Figure 8 , we can observe that for different K, the saturated throughputs of systems using the MLSMWN-MAC protocol are always greater than those using the LSMWN-MAC protocol when the SNR is increased gradually. For example, when K = 128, the saturated throughput increases by 2.2 Gb/s; when K = 256, that increases by 0.7 Gb/s. This is because each user sends its own CSI of all channels to the AP in the MLSMWN-MAC protocol so the AP can allocate resources dynamically according to all CSIs. However, in the LSMWN-MAC protocol, the AP can only obtain the CSI of the user of a certain channel, so resource allocation cannot be considered globally. Hence, the performance of the system using the modified protocol greatly improves. Moreover, to further illustrate the good performance that this modified protocol can achieve, we compare the maximum throughput that the system with the modified protocol can achieve and the upper limit of the mmWave massive MIMO system. We use the black dashed line in Figure 8 to show the upper limit. We can conclude that as the number of antennas increases, the system throughput increases gradually and approaches the upper limit.
In addition, the saturated throughput of systems with a different number of antennas has a similar result. Compared to the LSMWN-MAC protocol, the differences in saturated throughput due to an increase in the number of antennas in the MLSMWN-MAC protocol are reduced. The reason is that for the MLSMWN-MAC protocol, the saturated throughput of systems equipped with a different number of antennas all almost reach the theoretical optimal value. However, for the LSMWN-MAC protocol, there is a large gap between the saturated throughput of the system and the theoretical optimal value, and the number of antennas is still a critical variable affecting throughput. Hence, the MLSMWN-MAC protocol more significantly improves performance of the systems with a relatively small number of antennas. Therefore, for the modified protocol, excellent system performance can be achieve with a small number of antennas.
2) IMPACT OF THE NUMBER OF CHANNELS
Then, we compare saturated throughputs for systems with the different number of antennas for different protocols in terms of the number of channels. As shown in Figure 9 , for different K, the curves still all increase first, then decline as the number of channels increases. In addition, the system throughputs of the MLSMWN-MAC protocol are all greater than that of the LSMWN-MAC protocol. For example, when K=128, the saturated throughput increases by 1.5Gb/s after using the modified protocol; when K=256, that increases by 1.0Gb/s. Hence, we can also conclude that using the modified protocol greatly improves the performance of the system.
In addition, the number of channels corresponding to the saturated throughput threshold of the system using the MLSMWN-MAC protocol declines relative to the LSMWN-MAC protocol, because the CSI of all users of each channel are needed for resource allocation. When the number of channels increases, ICI also increases, resulting in an increase in the probability of packet error or loss for transmitting CSI. Therefore, the increased number of channels has a certain degree of effect on throughput.
3) IMPACT OF THE NUMBER OF DOWNLINK USERS
As shown in Figure 10 , we compare saturated throughputs for systems with a different number of antennas for different protocols in terms of the number of downlink users. We can conclude that when the number of downlink users is relatively small, the saturated throughputs of the systems with different antenna numbers are all improved significantly, that is, about 2.4 Gb/s. However, as the number of downlink users continues to increase, the curves become flat gradually and then decline. The reason is that in the MLSMWN-MAC protocol, all users receive MU-RTS frames on N channels, FIGURE 10. Comparison of saturated throughputs for systems with the different number of antennas for different protocols in terms of the number of downlink users for the transmit SNR = 20dB and the number of channels N = 6. thereby estimating the channel matrix of N channels, and then feeding back to the AP. When the number of users is too large, the collision probabilities of data packets are so large that packet loss is more frequent, resulting in a decrease in saturated throughput.
Therefore, the MLSMWN-MAC protocol is more suitable for systems with fewer users. However, when the number of users increases to a certain extent, the static protocol, LSMWN-MAC protocol, is needed to ensure the throughput.
VII. CONCLUSION
In this paper, we have introduced mmWave massive MIMO technology into WLAN with MEC service, proposed a method for the pre-allocating wireless resource, and designed the LSMWN-MAC protocol in mmWave massive MIMO systems. We have used TDMA/FDMA to reduce interaction time between the AP and users and SDMA/FDMA to transmit data, which makes full use of the mmWave spatial resources and improves network throughput significantly. Then, we have proposed the modified protocol, MLSMWN-MAC protocol, and the improved resource allocation method for the shortcomings of the pre-allocation scheme of the LSMWN-MAC protocol. We have used the method of dynamic resource allocation to make the systems adapt to real-time changes in the channel. Finally, we have analyzed and simulated the two protocols separately. The simulation results show that both protocols significantly improve saturated throughput, thereby meeting user demand for high-speed Internet. MLSMWN-MAC performs better than the LSMWN-MAC protocol in most cases. However, when the number of users is large, the static LSMWN-MAC protocol achieves better system performance. Therefore, for the networks with MEC, the proposed protocols can increase its communication performances significantly, which will solve the rate mismatch between high-speed cloud computing and low-speed uploading and downloading of devices.
Future work will delve into how users interact with the AP in the uplink. At the same time, and the wireless resource allocation in uplink.
