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Abstract. First-order model counting emerged recently as a novel rea-
soning task, at the core of efficient algorithms for probabilistic logics such
as MLNs. For certain subsets of first-order logic, lifted model counters
were shown to run in time polynomial in the number of objects in the
domain of discourse, where propositional model counters require expo-
nential time. However, these guarantees apply only to Skolem normal
form theories (i.e., no existential quantifiers). Since textbook Skolemiza-
tion is not sound for model counting, these restrictions precluded efficient
model counting for directed models, such as probabilistic logic programs,
which rely on existential quantification. Recently, we presented a novel
Skolemization algorithm for model counting problems that eliminates ex-
istential quantifiers from a first-order logic theory without changing its
weighted model count. Our Skolemization procedure extends the appli-
cability of first-order model counters to probabilistic logic programming.
For the first time, this enables lifted inference with these representations.
Keywords: Lifted probabilistic inference, Probabilistic logic programs,
Skolemization
1 Introduction
A number of inference algorithms for probabilistic logic programs are based on
weighted model counting (WMC). In model counting one counts the number
of satisfying assignments of a propositional sentence. In WMC, each assignment
has an associated weight and the task is to compute the sum of the weights of all
satisfying assignments. For example, exact inference algorithms for ProbLog [10]
encode probabilistic inference as a WMC task, which can then be solved by
knowledge compilation [6] or exhaustive DPLL search [19].
WMC plays an important role in inference for first-order probabilistic repre-
sentations in general. These became popular in recent years, in statistical rela-
tional learning [12] and probabilistic logic learning [7], which are concerned with
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modeling and learning complex logical and probabilistic interactions between
large numbers of objects. Efficient algorithms reduce exact probabilistic infer-
ence to a WMC problem on a propositional knowledge base [3, 11, 10]. Encoding
first-order probabilistic models into propositional logic retains a key advantage
of the Bayesian network algorithms: WMC naturally exploits determinism and
local structure in the probabilistic model. A disadvantage is that the high-level
first-order structure is lost. Poole [18] observed that knowing the symmetries
that are abundant in first-order structure can speed up probabilistic inference.
Lifted inference algorithms reason about groups of objects as a whole, simi-
lar to the high-level reasoning of first-order resolution. This has lead Van den
Broeck et al. [2] and Gogate and Domingos [13] to propose weighted first-order
model counting (WFOMC) as the core reasoning task underlying lifted infer-
ence algorithms. WFOMC assigns a weight to interpretations in finite-domain,
function-free first-order logic, and computes the sum of the weights of all models.
Counting models at the first-order level has computational advantages. For
certain classes of theories, knowing the first-order structure gives exponential
speedups [21]. For example, counting the models of a first-order universally quan-
tified CNF with up to two logical variables per clause can always be done in time
polynomial in the size of the domain of discourse. In contrast, a propositionaliza-
tion of these CNFs will often have a treewidth polynomial in the domains size,
and propositional model counting runs in exponential time. One major limita-
tion, however, is that lifted model counters require input in Skolem normal form
(i.e., without existential quantifiers). This makes it inefficient to apply them to
probabilistic logic programs.
In this paper we show how a recently introduced Skolemization procedure
[22] can be used to apply WFOMC to probabilistic logic programs and thereby
perform lifted probabilistic inference for probabilistic logic programs.
2 Background
In this section, we briefly review first-order logic and model counting.
2.1 First-order logic
Throughout this paper, we will work with the function-free finite-domain frag-
ment of first-order logic (FOL). An atom P(t1, . . . , tn) consists of predicate P/n of
arity n followed by n arguments, which are either constants from a finite domain
D = {A,B, . . . } or logical variables {x, y, . . . }. We use y to denote a sequence
of logical variables. A literal is an atom or its negation. A formula combines
atoms with logical connectives and quantifiers ∃ and ∀. A logical variable x is
quantified if it is enclosed by a ∀x or ∃x. A free variable is one that is not quan-
tified. A sentence is a formula without free variables. A formula is ground if it
contains no logical variables. A clause is a disjunction of literals and a CNF is
a conjunction of clauses. The groundings of a quantifier-free formula is the set
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of formulas obtained by instantiating the free variables with any possible combi-
nation of constants from D. The grounding of ∀x, φ and ∃x, φ is the conjunction
resp. disjunction of all groundings of φ.
2.2 Weighted First-order Model Counting
We will now introduce the Weighted First-order Model Counting (WFOMC)
task [2]. Given (i) a sentence ∆ in FOL containing predicates P, (ii) a set of
constants D, including the constants in ∆, and (iii) a pair of weight functions
w, w¯ : P → R, the weighted first-order model count (WFOMC) is
WFOMC(∆,D,w, w¯) =
∑
ω|=D∆
∏
l∈ω0
w¯(pred(l))
∏
l∈ω1
w(pred(l)),
where ω0 and ω1 consist of the true, respectively false, literals in the model ω,
and pred maps literals to their predicate.
The weight functions assign a weight to each predicate. The weight of a
positive (negative) literal is the weight of its predicate in w (w¯). The weight of a
model is the product of its literal weights. Finally, the total count is the sum of
the weights of all Herbrand models of ∆. Note that we permit predicate weights
to be negative numbers, which is crucial for the Skolemization algorithm.
3 Skolemization for WFOMC
A sentence without existential quantifiers is typically obtained using Skolemiza-
tion, which eliminates existential quantifiers from a sentence by replacing exis-
tentially quantified variables by Skolem constants and functions. The result is
not logically equivalent to the original formula, but only equisatisfiable (i.e., sat-
isfiable precisely when the original formula is satisfiable). Because it introduces
functions, WFOMC cannot be applied to the resulting sentence.
In this section we repeat the novel Skolemization technique for WFOMC
introduced in [22]. It takes as input a triple (∆,w, w¯) whose ∆ is an arbitrary
sentence and returns a triple (∆′,w′, w¯′) with the same weighted model count
and whose ∆′ is in Skolem normal form (i.e., no existential quantifiers). Such a
∆′ can then be turned into first-order CNF using standard transformations and
passed on to WFOMC. The proposed technique does not introduce functions.
The algorithm eliminates existential quantifiers one by one3. Its basic build-
ing block is the following transformation.
Definition 1. Suppose that ∆ contains a subexpression of the form ∃x, φ(x,y),
where φ(x,y) is an arbitrary sentence containing the free logical variables x and
y. Let n be the number of variables in y. First, we introduce two new predicates:
3 The Skolemization algorithm is implemented in the WFOMC system: http://dtai.
cs.kuleuven.be/wfomc
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the Tseitin predicate Z/n and the Skolem predicate S/n. Second, we replace the
expression ∃x, φ(x,y) in ∆ by the atom Z(y), and append the formulas
∀y,∀x, Z(y) ∨ ¬φ(x,y)
∀y, S(y) ∨ Z(y)
∀y,∀x, S(y) ∨ ¬φ(x,y).
The functions w′ and w¯′ are equal to w and w¯, except that w′(Z) = w¯′(Z) =
w′(S) = 1 and w¯′(S) = −1.
In the resulting theory ∆′, a single existential quantifier is now eliminated. This
building block can eliminate single universal quantifiers as well. When ∆ contains
a subexpression ∀x, φ(x,y), we replace it by ¬∃x,¬φ(x,y), whose existential
quantifier can be eliminated with Definition 1.
The repeated application of Definition 1 comprises a modular Skolemiza-
tion algorithm. It will terminate with a sentence in Skolem normal form and,
moreover, this can be achieved in time polynomial in the size of ∆.
4 Skolem Normal Form Encoding of Probabilistic Logic
We will ilustrate in this section how the proposed Skolemization technique can
extend the scope of first-order model counters to probabilistic logic programs.
For this paper, we explain lifted inference for the ProbLog language [8, 10]. The
results, however, generalize to other probabilistic logic languages, such as PRISM
[20] or Primula [14].
Consider a probabilistic logic program that induces the distribution PrD(.)
for domain D. A WFOMC encoding of this model is a triple (∆,w, w¯) which
guarantees that for any sentence φ (usually a conjunction of literals) and domain
D, we have that
PrD(φ) =
WFOMC(∆ ∧ φ,D,w, w¯)
WFOMC(∆,D,w, w¯)
.
ProbLog Representation ProbLog extends logic programs with facts that
are annotated with probabilities. A ProbLog program Φ is a set of probabilistic
facts F and a regular logic program L. A probabilistic fact p :: a consists of a
probability p and an atom a. A logic program is a set of rules, with the form
Head : - Body, where the head is an atom and the body is a conjunction of literals.
For example, the program
0.1 :: Attends(x).
0.3 :: ToSeries(x).
Series : - Attends(x), ToSeries(x).
expresses that if more people attend a workshop, it more likely turns into a series
of workshops. The first two lines are probabilistic facts F , and the last line is
the logic program L.
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The semantics of a ProbLog program Φ are defined by a distribution over the
groundings of the probabilistic facts for a given domain of constants D .4 The
probabilistic facts pi :: ai induce a set of possible worlds, one for each possible
partition of ai in positive and negative literals. The set of true ai literals with the
logic program L define a well-founded model. The probability of such a model
is the product of pi for all true ai literals and 1− pi for all false ai literals.
For the domain D = {A,B} (two people), the above first-order ProbLog
program represents the following grounding:
0.1 :: Attends(A).
0.1 :: Attends(B).
0.3 :: ToSeries(A).
0.3 :: ToSeries(B).
Series : - Attends(A), ToSeries(A).
Series : - Attends(B), ToSeries(B).
This ground ProbLog program contains 4 probabilistic facts which corresponds
to 24 possible worlds. The weight of, for example, the world in which Attends(A)
and ToSeries(A) are true would be 0.1 · (1 − 0.1) · 0.3 · (1 − 0.3) = 0.0189 and
the model would be {Attends(A), ToSeries(A), Series}.
Encoding a ProbLog Program The transformation from a ProbLog program
to a first-order logic theory is based on Clark’s completion [4]. This is a transfor-
mation from logic programs to first-order logic. For certain classes of programs,
called tight logic programs, it is correct, in the sense that every model of the logic
program is a model of the completion, and vice versa. Intuitively, for each pred-
icate P, the completion contains a single sentence encoding all its rules. These
rules have the form P(x) : - bi(x,yi), where bi is a body and yi are the variables
that appear in the body bi but not in the head. The sentence encoding these
rules in the completion is ∀x, P(x)⇔ ∨i ∃yi, bi(x,yi). If the program contains
cyclic rules, the completion is not sound, and it is necessary to first apply a
conversion to remove positive loops [16].
Definition 2. The WFOMC encoding (∆,w, w¯) of a tight ProbLog program has
∆ equal to Clark’s completion of L. For each probabilistic fact5 p ::a we set the
weight function to w(pred(a)) = p and w¯(pred(a)) = 1− p.
Again, a Skolem normal form is required to use WFOMC. However, we get
this form only when the variables that appear in the body of a rule also appear
4 Our treatment assumes a function-free and finite-domain fragment of ProbLog.
Starting from classical ProbLog semantics, one can obtain a finite function-free do-
main for a given query by exhaustively executing the Prolog program and keeping
track of the goals that are called during resolution.
5 If multiple probabilistic facts are defined for the same predicate, auxiliary predicates
need to be introduced.
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in the head of that rule. This is not the case for most Prolog programs. For
example, if we apply Definition 2 to the example above, an existential quantifier
appears in the sentence:
Series⇔ ∃x, Attends(x) ∧ ToSeries(x).
Furthermore, w maps Attends to 0.1 and ToSeries to 0.3, and w¯ maps Attends
to 0.9 and ToSeries to 0.7. Both w and w¯ are 1 for all other predicates. This
example is not in Skolem normal form and requires Skolemization before it can
be processed by WFOMC algorithms. Therefore, current algorithms resort to
grounding the quantifier which removes part of the first-order structure and
makes the WFOMC encoding specific to the domain D.
Applying Skolemization Skolemization followed by CNF conversion gives a
∆′ equal to
Series ∨ ¬Z
¬Series ∨ Z
∀x, Z ∨ ¬Attends(x) ∨ ¬ToSeries(x)
Z ∨ S
∀x, S ∨ ¬Attends(x) ∨ ¬ToSeries(x)
This sentence is in Skolem normal form and can now be processed by WFOMC
algorithms.
A simple ProbLog program as the one above is identical to a noisy-or struc-
ture [5], popular in Bayesian networks. Negative parameters have also come
up for optimizing calculations for the noisy-or structure [9] and this particular
structure has been lifted to the first-order case by Kisynski and Poole [17]. The
approach followed by Kisynski and Poole [17] can be considered a special case
of the Skolemization algorithm applied to a noisy-or structure.
Inference Given the resulting CNF, we computed the probability of Series
using both propositional WMC and lifted WFOMC. The results are depicted in
Fig. 1a and show a significant speedup for the lifted approach with respect to
propositional inference.
If we extend the example to express that we are mainly interested in attendees
that have joint publications, we obtain:
0.1 :: Attends(x).
0.3 :: ToSeries(x).
Series : - Attends(x), Coauthor(x, y), Attends(y), ToSeries(x, y).
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which after Skolemization and conversion to CNF becomes:
Series ∨ ¬Z
¬Series ∨ Z
∀x, Z ∨ ¬Attends(x) ∨ ¬Coauthor(x, y) ∨ ¬Attends(y) ∨ ¬ToSeries(x, y)
Z ∨ S
∀x, S ∨ ¬Attends(x) ∨ ¬Coauthor(x, y) ∨ ¬Attends(y) ∨ ¬ToSeries(x, y)
Because of the extra logic variable, propositional inference becomes exponen-
tial in the size of the domain (see Fig. 1b). Lifted inference on the other hand is
polynomial in the size of the domain resulting in an exponential speedup.
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(b) For the extended workshop example.
Fig. 1: Computing the probability of Series.
5 Conclusions
In this paper we show how a recently introduced Skolemization procedure [22]
can be used to apply WFOMC to probabilistic logic programs and perform
lifted inference, which is potentially exponentially faster. The liftability theorems
that define classes of theories for which WFOMC is domain-liftable [15] and
approaches for lifted learning [1] are now also applicable to probabilistic logic
programs.
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