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The purpose of this paper is to show that various classes of operators having a common collection of root
spaces whose closed linear span equals the entire space have dense sets of common cyclic vectors.
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1. Introduction
The purpose of this paper is to show that various classes of operators having a common collec-
tion of root spaces whose closed linear span equals the entire space have dense sets of common
cyclic vectors.
Recall that a bounded linear operator T :X → X on a Banach space is cyclic with cyclic vector
x˜ if the orbit {T kx˜: k  0} of x˜ under T has dense linear span in X. A vector x˜ is a common
cyclic vector for a collection of operators T on X if x˜ is a cyclic vector for each T in T.
In 1978, Wogen [15] showed that the collection of co-analytic Toeplitz operators T ∗φ with
nonconstant symbol φ in the Hardy space H∞ acting on the Hardy space H 2 of the unit disc
has a dense set of common cyclic vectors. This line of research was pursued by several authors
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reproducing kernel Hilbert space of analytic functions.
More recently, Ross and Wogen [9] have studied common cyclic vectors for collections of
multiplication normal operators Mφ :L2(μ) → L2(μ) defined by Mφ :f → φf where μ is a
compactly supported measure on the complex plane C. Cyclicity of multiplication normal oper-
ators for the special case μ is an atomic measure was studied by Wermer [14], Brown, Shields,
and Zeller [2], Nikol’skiı˘ [6,7], and Scroggs [12], amongst others, and culminated in work of
Sarason [10,11] and Sibilev [13].
The setting for Wermer’s work is as follows. Let H be a Hilbert space and let {en: 1 n} be
an orthonormal basis for H. Let T be the collection of all bounded linear operators T :H → H
for which there exists a bounded sequence {λn: 1  n} of distinct complex numbers for which
T (en) = λnen for all n  1. That is, T is the class of all bounded linear operators on H which
are diagonalizable with respect to the orthonormal basis {en: 1  n}. A vector x ≡∑∞n=1 xnen
in H fails to be cyclic for some operator T in T if and only if there exists a nonzero vec-
tor y in H for which 0 ≡ 〈T kx, y〉 for all k  0. Wermer observed that in this case, we
have 0 = ∑∞k=0〈T kx, y〉/zk+1 = ∑∞k=0∑∞n=0 λknxn〈en, y〉/zk+1 = ∑∞n=0 wn/(z − λn) when-
ever |z| > ‖T ‖ where here wn ≡ xn〈en, y〉. Series of the form ∑∞n=0 wn/(z − λn) are called
Wolff–Denjoy series. The first nontrivial example of a Wolff–Denjoy series vanishing almost
everywhere with respect to Lebesgue area measure on the complex plane was due to Wolff [16]
in 1921. Since that time, Wolff–Denjoy series were studied by Borel, Carleman, Beurling and
others, largely from the perspective of analytic continuation (please see the recent monograph of
Ross and Shapiro [8]). In 1995, Sibilev [13] gave a definitive result for a Wolff–Denjoy series∑∞
n=0 wn/(z − λn) to vanish for almost all z in the complex plane in terms of the rate of decay
of the coefficients {wn: 1 n} for bounded sequences {λn: 1 n} of complex numbers.
The purpose of this paper is to show that various classes of operators which are natural exten-
sions of the diagonal operators discussed above have dense sets of common cyclic vectors using
techniques similar to those of Wermer and Sibilev.
We now describe the class of operators studied in this paper. We let X be an arbitrary Ba-
nach space, we let {rn: 1  n} be an arbitrary bounded sequence of positive integers, and we
let {en(i): 1  n; 1  i  rn} be an arbitrary linearly independent collection of unit vectors
whose closed linear span is all of X. For notational convenience, we define Xn ≡ span{en(i): 1
i  rn} for all n 1. We consider collections T of bounded linear operators T :X → X for which
there exist bounded sequences {λn: 1 n} of distinct complex numbers and bounded collections
{an(i, j): 1 n; 1 i, j  rn} of complex numbers such that for each n 1, T |Xn = λn Id+Nn
where Nn is the operator whose matrix representation with respect to {en(j): 1 j  rn} is the
rn × rn matrix
Nn ≡
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 an(1,2) an(1,3) · · · an(1, rn − 1) a(1, rn)
0 an(2,3) · · · an(2, rn − 1) a(2, rn)
0 · · · an(3, rn − 1) a(3, rn)
. . .
0 an(rn − 1, rn)
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
In particular, T consists of operators having each subspace Xn = span Ker(T − λn Id)rn as a root
space with associated eigenvalue λn which depends on the operator T ∈ T. We also require that
the eigenvalues {λn: 1 n} of the operators T in T are sparse (in a sense made precise below)
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= 0 for all n 1 and
all i = 1,2,3, . . . , rn − 1.
The study of cyclic vectors of diagonal operators mentioned above corresponds to the special
case whereby X is a Hilbert space and {en(1): 1 n} is an orthonormal basis for X. The case of
Jordan operators whereby Nn is identically 1 on the super-diagonal and has zeros elsewhere was
studied in [3].
The main result of this paper is Theorem 4 which states that every collection of operators T of
the form described above has a dense set C of common cyclic vectors. The outline of the proof
of this result is as follows. By means of contradiction, we assume that there exists a vector x
in C which is not cyclic for some operator T in T. So there exists a nonzero functional L on X
which annihilates every vector T rx in the orbit of x under T . That is, 0 ≡ L(T rx) for all r  0.
Hence 0 ≡∑∞r=0 L(T rx)/zr+1 whenever |z| > ‖T ‖. By rearranging the terms in the expression
for
∑∞
r=0 L(T rx)/zr+1, we obtain a series
∑∞
i=1
∑rj
j=1
wi,j
(z−λi )j of Wolff–Denjoy type.
It is known that if a series f (z) ≡∑∞i=1∑rjj=1 wi,j(z−λi)j of Wolff–Denjoy type vanishes iden-
tically whenever |z| is large, the poles {λn} of f are sparse, and the coefficients {wi,j } decay
rapidly, then the coefficients {wi,j } must vanish identically. This result, which is stated below, is
known as the Uniqueness Theorem for series of Wolff–Denjoy type (see [3]). The case rn ≡ 1 for
all n 1 is due to Sibilev (see the Main Theorem on p. 152 and Corollary 1 on p. 148 of [13]).
The set C is defined in such a way that the coefficients {w(i, j)} satisfy the decay rate speci-
fied in the Uniqueness Theorem. By examining the exact expression for wi,j , we conclude that
L(en(j)) = 0 for all n 1 and all j = 1,2,3, . . . , rn. Since the closed linear span of the en(j) is
all of X, we conclude that L is the zero functional, a contradiction. We now state the Uniqueness
Theorem for series of Wolff–Denjoy type.
We say that a set {λn: 1  n} of complex numbers is sparse if for each positive integer s,
there exists a triangle having one vertex at λs whose interior does not contain any of the points
{λn: 1 n}.
Theorem 1 (Uniqueness Theorem). Let Λ be any positive number. Let
f (z) =
∞∑
i=1
rj∑
j=1
wi,j
(z − λi)j
be a series of Wolff–Denjoy type and suppose that f (z) = 0 whenever |z| > Λ, that {λi : 1 i}
is a sequence of distinct complex numbers which is sparse, and that there exists a constant γ
for which ∑∞i=k∑rij=1 |wi,j | γ exp(−bk) for all k  1 where b1 ≡ 0 and bk ≡∑ki=2 i/ ln i for
k  2. Then wi,j ≡ 0 for all i  1 and all j  1.
2. Common cyclic vectors
In this section, we show that for each fixed bounded sequence {rn: 1 n} of positive integers
and each linearly independent collection of unit vectors {e(i, j): 1 i < ∞; 1 j  ri} whose
closed linear span is all of X, the corresponding class of operators T has a dense set of common
cyclic vectors.
We begin by determining the entries of the powers of an upper-triangular matrix. Let t be any
positive integer and let {a(i, j): 1  i, j  t} be any collection of complex numbers for which
a(i, j) ≡ 0 whenever j < i. We consider powers of the strictly upper-triangular matrix
J. Marín Jr., S.M. Seubert / J. Math. Anal. Appl. 327 (2007) 1046–1054 1049N ≡
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 a(1,2) a(1,3) · · · a(1, t − 1) a(1, t)
0 a(2,3) · · · a(2, t − 1) a(2, t)
0 · · · a(3, t − 1) a(3, t)
. . .
0 a(t − 1, t)
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
In order to compute the powers of N, we define the t × t matrices E(i, j) having a one in the
(i, j) entry and zeros elsewhere. In this notation, N =∑ti,j=1 a(i, j)E(i, j). It is easy to see that
E(i, j)E(k, l) = E(i, δj,k) where δj,k = 0 for j 
= k and δj,k = 1 when j = k.
For notational convenience, for each positive integer r, we denote by α(i, j, r) the (i, j) entry
of the t × t matrix Nr. That is, Nr =∑ti,j=1 α(i, j, r)E(i, j). The following results is easily
obtained by induction.
Lemma 2. Nr =∑ti,j=1 α(i, j, r)E(i, j) where
α(i, j, r) =
t∑
i3=1
t∑
i4=1
t∑
i5=1
· · ·
t∑
ir+1=1
a(i, i3)a(i3, i4)a(i4, i5) · · ·a(ir+1, j)
whenever r  2, α(i, j,1) = a(i, j), and α(i, j,0) = δi,j .
We now derive an expression for L(T rx) in terms of the entries of T . Recall that for each
operator T in T, there exists a bounded sequence {rn: 1  n} of positive integers, a bounded
sequence {λn: 1  n} of distinct complex numbers which is sparse, and a bounded collection
{an(i, j): 1 n; 1 i, j  rn} of complex numbers such that for each n 1, T |Xn = λn Id+Nn
where Nn =∑rni1=1∑rni2=1 αn(i1, i2, rn)En(i1, i2) and En(i, j) is the rn × rn matrix having a one
in the (i, j) entry and zeros elsewhere.
Lemma 3. If x ≡∑∞n=1∑rnj=1 xn(j)en(j) is a vector in X for which the series converges in
norm, L is a linear functional on X, and T is in T, then
L
(
T rx
)= ∞∑
n=1
r∑
s=0
rn∑
i1=1
rn∑
i2=1
λr−sn
(
r
s
)
αn(i1, i2, s)xn(i2)L
(
en(i1)
)
.
Proof. Since (λn Id + Nn)r =
r∑
s=0
λr−sn
(
r
s
)
Nsn and En(i1, i2)en(j) = δi2,j en(i1), we have that
L
(
T rx
)= L
( ∞∑
n=1
(λn Id + Nn)r
rn∑
j=1
xn(j)en(j)
)
=
∞∑ r∑
λr−sn
(
r
s
)
L
(
Nsn
(
rn∑
xn(j)en(j)
))
n=1 s=0 j=1
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∞∑
n=1
r∑
s=0
λr−sn
(
r
s
)
L
(
rn∑
i1=1
rn∑
i2=1
αn(i1, i2, s)En(i1, i2)
rn∑
j=1
xn(j)en(j)
)
=
∞∑
n=1
r∑
s=0
rn∑
i1=1
rn∑
i2=1
λr−sn
(
r
s
)
αn(i1, i2, s)xn(i2)L
(
en(i1)
)
. 
Theorem 4. Define b1 ≡ 0 and bk ≡∑ki=2 i/ ln i for all k  2 and let T be the set of all bounded
linear operators T on X for which there exist a bounded sequence {λn: 1 n} of distinct complex
numbers which are sparse and a bounded collection {an(i, j): 1 n; 1 i, j  rn} of complex
numbers such that T |Xn = λn Id + Nn for each n  1. Define C to be the set of all vectors
x ≡∑∞n=1∑rnj=1 xn(j)en(j) in X for which there exists a constant γx (depending on x) such
that |xn(j)|  γx{e−bi − e−bi+1}/√ri whenever 1  i and 1  j  ri , and 0 
= xi(ri) for all
1 i. Then C is a dense set of common cyclic vectors for T.
Proof. Since T is in T, there exists a bounded sequence {rn: 1  n} of positive integers, a
bounded sequence {λn: 1  n} of distinct complex numbers which is sparse, and a bounded
collection {an(i, j): 1  n; 1  i, j  rn} of complex numbers such that T |Xn = λn Id + Nn
where Nn =∑rni1,i2=1 an(i1, i2)En(i1, i2). Moreover, every vector x ≡∑∞n=1∑rnj=1 xn(j)en(j)
in C is such that the series converges absolutely in norm by choice of {bn: 1 n}.
We proceed by induction on R ≡ sup{ri : 1 i}. For R = 1, rn ≡ 1 for all n 1. By means
of contradiction, assume that there exists a vector x in C which is not cyclic for some opera-
tor T in T. So there exists a nonzero functional L on X for which 0 ≡ L(T rx) for all r  0.
Hence, whenever |z| > ‖T ‖, we have that 0 =∑∞r=0 L(T rx)/zr+1 =∑∞r=0∑∞n=1 λrnxn(1)×
L(en(1))/zr+1 = ∑∞n=1 xn(1)L(en(1))∑∞r=0 λrn/zr+1 = ∑∞n=1 xn(1)L(en(1))/(z − λn) where
the interchange of summation is justified by an application of the Fubini–Tonelli Theorem.
Since x is in C, there exists a constant γx such that |xn(1)|  γx{e−bn − e−bn+1} and so
|xn(1)L(en(1))| γx‖L‖e−bn . It follows from the Uniqueness Theorem that xn(1)L(en(1)) ≡ 0
for all n  1. Since x is in C, we have that xn(1) 
= 0 for all n  1 and so L(en(1)) ≡ 0 for all
n 1. Since the closed linear span of the en(1) is all of X, we have that L is the zero functional,
a contradiction.
For the inductive step, suppose that the result holds for any T,C, and {ei(j): 1 i; 1 j  ri}
whenever sup{ri : 1 i} R − 1. We show that the result holds whenever sup{ri : 1 i}  R.
By means of contradiction, assume that there exists a vector x in C which is not cyclic for some
operator T in T. So there exists a nonzero functional L on X for which 0 ≡ L(T rx) for all r  0.
By Lemma 3, L(T rx) =∑∞n=1∑rs=0∑rni1=1∑rni2=1 λr−sn (rs)αn(i1, i2, s)xn(i2)L(en(i1)).
We define w(n, s) ≡ ∑rni1=1∑rni2=1 αn(i1, i2, s)xn(i2)L(en(i1)) for notational convenience
whenever n  1 and s  0. By Lemma 2, we have whenever s  2 that αn(i1, i2, s) =∑rn
i3=1
∑rn
i4=1 · · ·
∑rn
is+1 a(i1, i3)a(i3, i4) · · ·a(is+1, i2). Recall that an(k, l) = 0 unless l > k.
Hence, in order for w(n, s) to be nonzero, we must have that 1  i1 < i3 < i4 < · · · < is <
is+1 < i2  rn. In particular, w(n, s) is zero unless s  rn − 1 whenever s  2. By differenti-
ating the geometric series, we have that
∑∞
k=j−1 λk−j+1
(
k
j−1
)
/zk+1 = 1/(z − λ)j (see [3], for
instance), and so∑∞r=s λr−sn (rs)/zr+1 = 1/(z−λn)s+1 for all n 1. Hence, whenever |z| > ‖T ‖,
we have that
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∞∑
r=0
L
(
T rx
)
/zr+1
=
∞∑
r=0
∞∑
n=1
r∑
s=0
λr−sn
(
r
s
)
w(n, s)/zr+1
=
∞∑
n=1
∞∑
r=0
r∑
s=0
λr−sn
(
r
s
)
w(n, s)/zr+1
=
∞∑
n=1
∞∑
s=0
∞∑
r=s
λr−sn
(
r
s
)
w(n, s)/zr+1
=
∞∑
n=1
rn−1∑
s=0
w(n, s)
∞∑
r=s
λr−sn
(
r
s
)
/zr+1
=
∞∑
n=1
rn−1∑
s=0
w(n, s)/(z − λn)s+1
=
∞∑
n=1
rn∑
j=1
w(n, j)/(z − λn)j ,
where the interchange of summation is justified by an application of the Fubini–Tonelli Theorem.
We now show that the coefficients {w(n, s): 1  n; 0  s  rn − 1} satisfy the decay
rate of the Uniqueness Theorem. Since T is in T, there exists a constant K  1 such that
|λn|  K for all n  1 and all i and j in {1,2, . . . , rn}. It follows by Lemma 2 using simple
estimates that |αn(i1, i2, s)|  KsRs−1. Moreover, since x ≡ ∑∞i=1∑rij=1 xi(j)ei(j) is in C,
there exists a constant γx such that |xi(j)|  γx{e−bi−bi+1}/√ri whenever i  1 and 1 
j  ri . Again, it follows from simple estimates that |w(i, j)|  γxKjRj+1‖L‖{e−bi − e−bi+1}
and so
∑∞
i=k
∑ri
j=1 |w(i, j)|  γx‖L‖KRRR+2e−bk . Hence by Theorem 1, 0 ≡ w(n, s) =∑rn
i1=1
∑rn
i2=1 αn(i1, i2, s)x(n, i2)L(en(i1)) for all n  1 whenever 0  s  rn − 1 from which
it follows by Lemma 2 that
0 =
rn∑
i1=1
rn∑
i2=1
· · ·
rn∑
is+1=1
an(i1, i3)an(i3, i4)an(i4, i5) · · ·an(is+1, i2)x(n, i2)L
(
en(i1)
)
for all n 1 whenever 2 s  rn − 1.
In order to apply the inductive hypothesis that the result holds whenever sup{rn: 1  n} 
R − 1, we need only consider those positive integers n for which rn = R ≡ sup{ri : 1  i}.
Throughout the remainder of this proof, let n be any positive integer for which rn = R. We also
take r = R − 1 for the remainder of this proof.
Letting s = r, we have that
0 ≡
rn∑
i1=1
rn∑
i2=1
· · ·
rn∑
ir+1=1
an(i1, i3)an(i3, i4)an(i4, i5) · · ·an(ir+1, i2)xn(i2)L
(
en(i1)
)
.
Since an(s, t) = 0 for t  s, we have that an(i1, i3)an(i3, i4) · · ·an(ir+1, i2) is nonzero only if
1 i1 < i3 < i4 < · · · < ir < ir+1 < i2  rn = R = r + 1, whence 2 i3,3 i4, . . . , r − 1 ir ,
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an(2,3)an(3,4) · · ·an(rn − 1, rn) 
= 0 and since x is in C, we have that xn(rn) 
= 0. Hence
L(en(1)) = 0 whenever rn = R.
Using an argument similar to the one in the preceding paragraph, it follows by induction
s = r, r − 1, r − 2, . . . ,2,1 that L(en(k)) = 0 whenever k = 1,2, . . . , rn − 1.
When s = 1, we have that
0 =
rn∑
i1=1
rn∑
i2=1
αn(i1, i2,1)x(n, i2)L
(
en(i1)
)= rn∑
i1=1
rn∑
i2=1
an(i1, i2)x(n, i2)L
(
en(i1)
)
.
But L(en(k)) = 0 for k = 1, . . . , rn − 2 and so 0 =∑rni2=1{an(rn − 1, i2)xn(i2)L(en(rn − 1)) +
an(rn, i2)xn(i2)L(en(rn))}. But an(i, j) = 0 for j  i and so 0 = an(rn − 1, rn)xn(rn)×
L(en(rn − 1)). Since Nn is cyclic, we have that an(rn − 1, rn) 
= 0 and since x is in C, we
have that xn(rn) 
= 0. Hence L(en(rn − 1)) = 0.
When s = 0, we have that αn(i1, i2,0) = δi1,i2 by Lemma 2 and so 0 =
∑rn
i1=1
∑rn
i2=1 αn(i1,
i2,0)xn(i2)L(en(i1)) =∑rnk=1 xn(k)L(en(k)) = xn(rn)L(en(rn)). Since x is in C, xn(rn) 
= 0 and
so L(en(rn)) = 0.
We have just shown that if T is in T, x is in C, and L in X∗ is such that 0 ≡ L(T rx) for all
r  0 where sup{ri : 1 i} = R, then L(en(k)) = 0 for all k ∈ {1,2, . . . , rn} whenever rn = R.
We now appeal to the inductive hypothesis. Define N to be the set of all positive in-
tegers n for which rn  R − 1. Then T˜ ≡ T |X˜ is an operator on the Banach space X˜ ≡
span{ei(j): i ∈ N; 1  j  ri} which is in a class T˜ for which sup{ri : i ∈ N}  R − 1. Con-
sider the collection of unit vectors {ei(j): i ∈ N; 1 j  ri} and the corresponding set C˜ in X˜.
Then x˜ ≡∑n∈N∑rnj=1 xn(j)en(j) is in C˜ and L˜ ≡ L|X˜ is in X˜∗. Since L(en(k)) = 0 for all
k ∈ {1,2, . . . , rn} whenever rn = R, we have that 0 ≡ L(T rx) = L˜(T˜ rx) for all r  0.
It follows from the inductive hypothesis that L˜ is the zero functional on X˜, and subsequently
that L is the zero functional on X, a contradiction.
A routine argument shows that C is dense in X. The result follows. 
3. Generalizations
In this section, we discuss generalizations of our main result Theorem 4 on collections of
operators T having dense sets of common cyclic vectors.
Throughout this paper, we have taken X to be an arbitrary Banach space, {rn: 1  n} an
arbitrary bounded sequence of positive integers, and {en(i): 1  n; 1  i  rn} an arbitrary
collection of linearly independent unit vectors whose closed linear span is all of X. For nota-
tional convenience, we defined Xn ≡ span{en(i): 1  i  rn} for all n  1, and we denoted by
T the collection of all bounded linear operators T :X → X for which there exists a bounded
sequence {λn: 1  n} of distinct complex numbers which is sparse and a bounded collection
{an(i, j): 1 n; 1 i, j  rn} of complex numbers such that for each n 1, T |Xn = λn Id+Nn
where Nn =∑rni=1∑rnj=1 an(i, j)En(i, j).
As it happens, the collection of operators T may be relatively small for a given collection of
unit vectors {en(j): 1 n; 1 j  rn} even when rn ≡ 1. For instance, if X is a Hilbert space
and {λn: 1 n} is a collection of complex numbers, then there exists a bounded linear operator
T on X for which T (en) = λnen if and only if the matrix {(1−λjλk)〈ej , ek〉} is positive-definite.
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Furthermore, the hypothesis that the collection {an(i, j): 1  n; 1  i, j  rn} be bounded
does not follow from the boundedness of T . That is, there exists a bounded linear operator T
on X for which there exists a sequence {λn: 1  n} of complex numbers which is sparse and
an unbounded collection {an(i, j): 1 n; 1 i, j  rn} of complex numbers such that for each
n 1, T |Xn = λn Id+Nn. The sequence {λn: 1 n} is bounded by ‖T ‖ since T en(1) = λnen(1)
for all n  1. Moreover, it follows that {an(1,2): 1  n} is bounded by 2‖T ‖ since T en(2) =
an(1,2)en(1) + λnen(2) for all n  1. However, the collection {an(i, j): 1  n; 1  i, j  rn}
need not be bounded. This typically occurs when some en(i) is in the closed linear span of the
remaining unit vectors {em(j): en(i) 
= em(j)}.
Nonetheless, the techniques of the proof of Theorem 4 can be used to show that vari-
ous collections of bounded linear operators T :X → X for which T |Xn = λn Id + Nn with{an(i, j): 1  n; 1  i, j  rn} unbounded have dense sets of common cyclic vectors. In fact,
it is possible to show that various collections of unbounded linear maps on X have dense sets
of common cyclic vectors. We now describe a typical result. As before, we let X be any Banach
space, {rn: 1 n} be any bounded sequence of positive integers, and {en(i): 1 n; 1 i  rn}
be any linearly independent set of unit vectors whose closed linear span is all of X. For each
n 1, we define Xn ≡ span{en(i): 1 i  rn}. We define T∞ to be the set of all densely defined
linear maps on X for which there exists a bounded sequence {λn: 1  n} of distinct complex
numbers which is sparse and a collection {an(i, j): 1  n; 1  i, j  rn} of complex numbers
such that T |Xn = λn Id + Nn for all n 1. If T′ is any subcollection of linear maps T from T∞
whose entries {an(i, j): 1 n; 1 i, j  rn} satisfy a common growth rate and whose domains
contain all vectors x ≡∑∞n=1∑rnj=1 xn(j)en(j) with rapidly decaying coefficients xn(j), then T′
has a dense set C′ of common cyclic vectors. The exact decay rate imposed on the coordinates
xn(i) of the vectors x comprising C′ depends on the common growth rate on the entries of the
linear maps comprising the collection T′.
Finally, if T˜ is the set of all bounded linear operators T :X → X for which there exists a
bounded sequence {λn: 1 n} of distinct complex numbers which are sparse and a bounded col-
lection {an(i, j): 1 n; 1 i, j  rn} of complex numbers such that for each n 1, either T |Xn
or (T |Xn)∗ assumes the form λn Id+Nn, then T˜ has a dense set C˜ of common cyclic vectors. The
set C˜ consists of those vectors x in C, as defined in Theorem 4, which, in addition, are such that
xn(1) 
= 0 for all n 1. The proof of this result is similar to that of the proof of Theorem 4 and
uses the fact that the vectors x =∑∞n=1∑rnj=1 xn(j)en(j) in C˜ are such that ∑rnj=1 xn(j)en(j) is
cyclic for both λn Id +Nn and (λn Id +Nn)∗ on Xn for each n 1. This result extends to collec-
tions of linear maps for which the collections {an(i, j): 1 n; 1 i, j  rn} are unbounded but
satisfy a common growth rate as in the preceding paragraph.
It is unknown as to whether or not these results hold for collections of operators whose eigen-
values {λn: 1 n} are not sparse or whose eigenspaces {Xn} have dimensions {rn: 1 n} which
are unbounded.
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