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Hormo-;za;:e- .< 
An important design goal of a distributed file system, a component of many 
distributed systems, is to provide UNIX file access semantics, e.g., the result of any 
write system call is visible by all processes as soon as the call completes. In a 
distributed environment, these semantics are difficult to implement because processes 
on different machines do not share kernel cache and data structures. Strong data 
consistency guarantees may be provided only at the expense of performance. 
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This work investigates the time costs paid by AFS 3.0, which uses a callback 
mechanism to provide consistency guarantees, and those paid by AFS 4.0 which uses 
typed tokens for synchronization. AFS 3.0 provides moderately strong consistency 
guarantees, but they are not like UNIX because data are written back to the server 
only after a file is closed. AFS 4.0 writes back data to the server whenever there are 
other clients wanting to access it, the effect being like UNIX file access semantics. 
Also, AFS 3.0 does not guarantee synchronization of multiple writers, whereas AFS 
4.0 does. 
In this work, file operation times for AFS 3.0 were measured and their depen-
dencies on the degree of sharing of a file were determined. The cases of sharing that 
were studied were: all-readers; 1-writer, n-readers; all-writers. In the all-readers and 
the all-writers cases, the time for a read or write was independent of the number of 
clients sharing the file, but for the 1-writer, n-readers case, the time for a write was 
linearly dependent on the number of readers. AFS 4.0 operation times were modeled 
in terms of RPCs and data transfers between clients and server. The models suggest 
that the AFS 4.0 file operation times should show the same relationship to the level of 
file sharing as their AFS 3.0 counterparts. But for the all-writers case, there will not 
be any consistency problem, as found in AFS 3.0. This stronger consistency provided 
by AFS 4.0, is at an extra cost of two RPCs and two data transfers for every write 
in the all-writers case. Our measurements, models and a careful study of the system 
tell us that AFS is unsuitable for transaction oriented operations but it is suitable for 
most large distributed environments that are rapidly expanding and geographically 
scattered. 
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CHAPTER I 
INTRODUCTION 
The distinction between distributed systems and centralized systems is not 
clearly defined. Tanenbaum and Van Renesse [1985] define a distributed system as 
one that looks to its users like an ordinary centralized system but runs on multi-
ple, independent central processing units; the user views the system as a "virtual 
uniprocessor" and not as a collection of distinct machines. 
Distributed systems are in use in many fields of computer applications. Their 
benefits are sought whenever a new application is designed or an old application is im-
proved. Networking enables systems to be designed to serve geographically scattered 
users or organizations. Distributed processing enables systems and applications to be 
based on more than one computer, with processing and other system responsibilities 
distributed among them. Some of the major benefits to be drawn from a distributed 
system are responsiveness to users, extensibility, allowing sharing of information and 
resources, and continuous availability. The two main drawbacks of such a system are 
dependence on network performance and reliability, and difficulties of making private 
information secure. 
The design of a distributed system is much more complex than that of a 
centralized system. Also, the fact that its components are scattered may degrade 
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performance due to communication delays and numerous other factors. This work 
aims at studying some of the time costs that have to be paid by a distributed file 
system versus a centralized or non-distributed file system. In this chapter, we shall 
first motivate the area of research and then explain what a distributed file system 
is, describe its design goals and implementation strategies, and give some related 
definitions and concepts. We will then describe the work done for this thesis and 
finally give a summary of the chapters to follow. 
1.1 MOTIVATION BEHIND DISTRIBUTED SYSTEMS 
There are many driving forces behind the present interest in distributed sys-
tems. VLSI processors are becoming more and more powerful and inexpensive. The 
cost of memory components is falling, too. These factors are making it attractive to 
think about systems that are large and composed of many processors. These systems 
have advantages both in terms of cost and performance over centralized systems. 
In general, distributed systems are easier to expand than centralized systems. 
The need for more processing power is met by adding extra processors to the system, 
without disturbing the rest of the system. Ease of growth is important for most 
systems. Also, the presence of many components in a distributed system makes it 
highly reliable and available. In many cases, the failure of one component of the 
system can be compensated by other similar components without affecting the users. 
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Another factor enabling growth in the area of distributed systems is the cur-
rent availability of high speed computer communication technologies at lower costs. 
Distributed systems use such technologies for communication among the various pro-
cessors. 
Increasingly diverse application facilities like performing operations remotely, 
retrieval of complex information, highly interactive graphics, and highly interactive 
user interfaces are required by users these days. The high processing power and other 
requirements of such applications can be met by distributed systems. 
Finally, many organizations are geographically scattered. The users at one 
location may need to access information at other locations. Distributed systems are 
most suitable for these organizations as they enable a user to get the same facilities 
and access the same information, irrespective of his or her geographic location. For 
example, a user may access his or her mailbox from any machine, located anywhere 
in the system. 
1.2 DISTRIBUTED FILE SYSTEMS 
A distributed file system is an essential component in most distributed systems. 
Its function is to provide file services to its clients. It differs from a centralized file 
system by the fact that its clients and storage devices are dispersed among several 
machines, yet it is expected to provide the same basic file services as a centralized 
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file system. Some examples of these services are file creation, file deletion, opening 
a file, closing a file, reading from a file, and writing into a file. Its implementation, 
however, is different from that of a centralized file system and much more complex. 
1.2.1 Design goals 
Designing a distributed file system is a complex and challenging task. The 
following are some of the design goals of such a system. 
• High performance remote file access. Since many of the files accessed are 
expected to be remote in a distributed system, remote file access should be 
efficient in order to achieve overall good system performance. 
• Data consistency. Since there may be several clients accessing the same file 
concurrently, an important goal of a distributed file system is to coordinate 
concurrent accesses in order to provide strong data consistency guarantees. 
• Low network and server loads. Since network and server loads have been 
identified to be major system bottlenecks in a distributed file system, an impor-
tant design goal should be to keep both these loads to a minimum, of course, 
without affecting other issues like data consistency. 
• Scaling. A major goal of a distributed file system is the ability to scale the 
size of the system. Systems are forever increasing in size and to be able to do 
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so gracefully is a challenge of such a system design. 
• Transparency. Although a distributed file system is a collection of many 
dispersed components, it must appear to a user as a centralized system. In 
other words, the fact that it is distributed should be transparent to its users. 
We shall identify the various forms of transparency in Section 1.3. 
• Protection and security. The large number of machines and other compo-
nents in such a system, and the fact that they are dispersed, makes the provision 
of protection and security very difficult. Nevertheless, a distributed file system 
must provide strong protection and security measures. 
• Reliability and availability. Another important goal of a distributed file 
system is to provide increased reliability and availability to its users. Failure of 
any component of the system must minimally affect the users and they should 
be able to continue with their work without the knowledge of failures. 
1.2.2 Implementation strategies in brief 
We will now discuss some implementation techniques used to achieve some of 
the goals listed above. High performance remote file access can be implemented by 
caching (described in Section 1.3). Having a local copy of a file makes communica-
tion with the file's home location via the network unnecessary on every file access, 
thereby increasing access speed. Caching also increases concurrency of access by sev-
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eral clients. But, it complicates the issue of data consistency among multiple clients 
when some of them are updating the same file concurrently. Different systems adopt 
different strategies for providing data consistency guarantees. In the next chapter, 
we shall be exploring the approaches taken in AFS (AFS is a trademark of Transarc 
Corporation), Locus (Locus is a trademark of Locus Computing Corporation), and 
Sun NFS (NFS is a trademark of Sun Microsystems Inc.). As an additional bene-
fit, caching also reduces network and server load, which is another design goal of a 
distributed file system. 
High reliability and availability are usually achieved by file replication. Several 
replicas of the same file are kept on different machines. Failure or unavailability of 
one replica is hidden by the use of the other copies. The main problem with file 
replication is coordinating updates of the replicas. 
1.3 DEFINITIONS AND CONCEPTS 
A number of terms and concepts are important in understanding a distributed 
system and also in understanding the work done for this thesis. The terms local, 
remote, server, and client come up in the context of almost all distributed systems. 
Message passing and remote procedure calls (RP Cs) are important as they are means 
of communication among the distributed components of such a system. The terms 
marshalling and unmarshalling need to be understood in the context of RPCs. Trans-
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parency is one of the most important design goals of these systems and hence, needs 
to be explained. Caching is important for fast data accesses, and synchronization and 
consistency semantics are crucial for data consistency. 
UNIX (UNIX is a trademark of AT&T) file access semantics. Most dis-
tributed systems try to emulate conventional UNIX semantics for file accesses in a 
distributed environment. In standard UNIX, when multiple processes open a file, the 
system guarantees that each file operation sees the effects of the ones that preceded it. 
This is implemented easily in a non-distributed environment by having the processes 
share the same data structures and caches, and by using locks on these data structures 
to serialize requests. But, since distributed systems support remote file operations, 
and the processes sharing a file may not reside on the same machine, implementing 
UNIX file access semantics becomes quite complex. 
Local and remote. A distributed system usually consists of a collection 
of loosely coupled machines interconnected by a communication network. From the 
point of view of a specific machine in a distributed system, the rest of the machines 
and their resources are remote, whereas its own resources are referred to as local. 
Server and client. A server consists of a service process running on a single 
machine providing a particular type of service to its clients. Sometimes the machine 
running the service software is also called the server. A client is a process that can 
use the service provided by a server. The machine running the client process is also 
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called a client. 
Message passing. Message passing is a means of communication between 
a client and a server. A client process that wants some service sends a message to 
the server and then waits for a reply message. In the simplest form, the system just 
provides two primitives: SEND and RECEIVE. The SEND operation specifies the 
destination and provides the message and the RECEIVE operation tells from whom 
a message is desired, potentially including "anyone", and provides a buffer in which 
to store the incoming message. No initial setup is required and no connection is 
established. The reader is referred to Tanenbaum and Van Renesse [1985] for further 
details. 
RPC. The process of a client sending a request to a server and blocking until 
the server sends a reply looks very similar to a traditional procedure call from the 
client to the server. This model is called "remote procedure call" and is discussed in 
Spector [1982], and Birrel and Nelson [1984]. The goal of an RPC implementation is 
to make the semantics of interprocess communication across machines as similar as 
possible to those of local procedure calls. 
Marshalling and unmarshalling. Marshalling is the process of taking the 
arguments or results of a remote procedure call and assembling them into a form that 
is suitable for transmission across the network. Unmarshalling is the reverse process; 
it is the disassembling of marshalled data on arrival. 
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Transparency. Transparency is defined as hiding distribution from the user, 
such that the system is perceived as a whole, rather than as a collection of independent 
components. This is a major goal in the design of any distributed system. ANSA has 
enumerated a collection of eight forms of transparency that we have found useful in 
understanding a distributed system. These are described below [ANSA 1987). 
• Access transparency refers to the ability to use the same operations for accessing 
a file, irrespective of whether the file is local or remote to a client. 
• Location transparency enables files to be accessed without the users having any 
knowledge of their location. 
• Concurrency transparency refers to the ability of several users to use shared 
data without any interference or data inconsistencies. 
• Replication transparency allows several instances of the same file to be used to 
increase reliability and performance, without the users having any knowledge 
about the replicas. 
• Failure transparency refers to the ability to hide system failures, allowing users 
to complete their tasks undisturbed, in the presence of faults. 
• Migration transparency allows the movement of files from one site to another 
without affecting the operation of users. 
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• Performance transparency refers to the ability of a system to be reconfigured to 
improve performance as loads on the system vary, without affecting the opera-
tion of users. 
• Scaling transparency allows a system to be expanded in scale without changing 
the basic system structure. 
Consistency semantics. Consistency semantics in a distributed file system 
specify the semantics of multiple clients accessing one file simultaneously. These 
semantics specify when modification of data by a client should be observable by other 
clients. Ideally, a system should have single-machine-like consistency semantics, i.e., 
writes to an open file by a client are immediately visible to other clients who have 
the same file open. 
Synchronization. The term synchronization refers to the control of concur-
rent file accesses by several clients, such that the accesses produce consistent results. 
The consistency semantics of a system determine how synchronization of concurrent 
accesses is to be done. 
Caching. The term caching refers to the fetching of data from the server by 
a client to its local disk or memory for repeated use. Caches reduce communication 
delays that would otherwise be required to fetch blocks from servers. They also reduce 
contention for the network and for the server machines. Since server CPUs appear 
to be the bottleneck in distributed file systems, client caching offers the possibility 
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of greater system scalability as well as increased performance [Nelson et al. 1988]. 
In the case of several clients accessing the same file, caching increases concurrency of 
operations and hence speed. 
Caching, however, introduces the overhead and complexity of ensuring consis-
tency between cached data and their primary storage location. This reduces some 
of its performance benefits. A caching strategy must also deal with complications of 
communication delays and failures, and server crashes. 
1.4 ABOUT THIS WORK 
Many distributed file systems go to extremes to provide exactly the same 
consistency semantics in a distributed environment that are provided in a single ma-
chine environment. This is often at great cost of performance. Other distributed 
file systems go to the other extreme, providing good performance, but at the cost 
of extremely weak consistency guarantees. Ideally, a good compromise between per-
formance and consistency guarantees should be achieved for optimum results. The 
AFS 3.0 file system attempts to provide the best of both worlds, providing useful file 
system consistency guarantees along with good performance [Kazar 1988]. AFS 4.0 
attempts to provide even stronger guarantees at little extra cost of performance over 
AFS 3.0. 
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1.4.1 Problem definition 
This work investigates the costs in time that need to be paid by AFS 3.0 for 
the kind of consistency guarantees that it provides. It also aims at studying how these 
costs would be affected in AFS 4.0, which promises to provide stronger guarantees. 
We will identify certain file access operations for a centralized system and some 
communication operations across machine boundaries, and call them primitives. The 
corresponding file access operations will be studied for the distributed environment 
provided by AFS and will be analyzed and compared with their centralized system 
counterparts. 
Let p1 ,p2 , ••• ,pn be the times taken by certain primitive file and communi-
cation operations in a non-distributed environment. Let C be the time taken by an 
AFS 3.0 operation, which can be approximated by some function, <I>, of the primitive 
operations: 
<P(pi, P2, ... , Pn) ~ C. 
In practice, it is impossible to determine a function <I> that exactly predicts 
the performance of an operation. The time taken by a file operation is affected by 
numerous factors such as scheduling, other processes running in the system, and pre-
vious operations. We will study the algorithms for some of the AFS 3.0 operations 
and determine a simple, explicable, approximate function <I> for each of these opera-
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tions. We will measure the times taken by the primitive operations and predict the 
performance of AFS 3.0 operations using these <Ps. We will also measure C for each 
operation and reconcile with our predicted performance. 
Having studied and analyzed the AFS 3.0 results, we will study some of the 
AFS 4.0 algorithms for various file operations and attempt to predict the performance 
of AFS 4.0. 
1.4.2 Benefits of this work 
One of the major benefits of this work is an increased understanding of how 
distributed systems in general, and AFS in particular, operate. We have gained ad-
ditional understanding of high performance distributed file system protocols and file 
caching strategies. This increased understanding can help users, developers and com-
puter scientists to improve upon their future work, and also in further development 
of similar systems. 
As a side benefit, we have learned a lot about how the Ultrix File System 
(UFS) operates. Normally, as a user, one is not expected to go into as much depth 
in understanding the operation of a file system as was required in this work to design 
the various experiments. For example, we found out details about the kernel buffer 
cache, the disk block size, and a lot more, as we shall be seeing in Chapter 3. 
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1.5 SUMMARY OF THE CHAPTERS 
In the next chapter, we survey some of the currently available distributed file 
systems. AFS 3.0 and AFS 4.0 will be discussed in detail, being the subject matter of 
this thesis. A comparison of the consistency semantics provided by these systems will 
be made. The design of the experiments will be presented in Chapter 3. The results 
and their analysis will be presented in Chapter 4. We will also include an analysis 
of expected results of similar experiments in AFS 4.0 in Chapter 4. In Chapter 5, 
the concluding chapter, we shall summarize the work done and propose some future 
work. 
CHAPTER II 
AFS AND SOME OTHER DISTRIBUTED FILE SYSTEMS 
In this chapter, we shall survey a number of existing distributed file systems, 
with particular emphasis on aspects of synchronization and consistency semantics. 
AFS will be discussed in detail, and Locus and NFS will be described briefly and 
comparisons will be made with AFS. 
2.1 AFS 3.0 
AFS 3.0 was released as an official product by Transarc Corporation in May 
1990. AFS development began at Carnegie Mellon University (CMU) in 1983, when 
AFS was called the Andrew File System. The project was taken over by Transarc 
in 1989. AFS is distinguished by the feature of being highly scalable. It provides 
a location transparent, access transparent distributed computing environment. AFS 
aims at spanning over 5000 workstations. The following description of AFS is based 
on Kazar [1988] and Howard et al. [1988]. 
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2.1.1 Overview of AFS 3.0 
The AFS 3.0 file system is based on a client-server model. Client and server 
machines are distinct, i.e., a machine can either be a client or a server, but not both. 
The client machines are also called workstations. The machines are interconnected 
by Local Area Networks (LANs). The naming scheme of the file system is such that a 
user cannot determine the home location of a file from its name alone. The file access 
operations invoked by a user are the same whether the file is stored remotely or locally. 
AFS files are protected by regular UNIX protection bits, and the directories are 
protected by access control lists. Since AFS has been designed for large environments, 
it supports diverse hardware and operating systems. Based on the observation that 
the server load is often a distributed file system's bottleneck, AFS achieves scalability 
by attempting to offload work from the server as much as possible by the use of 
caching. 
2.1.2 Caching in AFS 
AFS clients cache data from the server to reduce server and network load and 
improve performance. Each client has a cache manager that manages the local cache. 
There are two separate caches in each client, the status cache and the data cache. The 
status cache is resident in the memory to enable fast access of file status information, 
and the data cache is resident on the local disk. 
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Caching in AFS 3.0 is done in chunks of 64 Kbytes. The original design 
of caching whole files in Andrew was abandoned for AFS 3.0, mainly because the 
associated disk latency was too high for large files, and files bigger than the size of 
the local cache could not be cached. Several clients may each have a cached copy of 
the same file. Since there may be several cached copies of a file at different locations, 
the problem of data consistency among these copies and that kept at the file's home 
location arises. AFS 3.0 handles cache consistency by a mechanism called the callback 
mechanism. 
2.1.3 Synchronization and consistency semantics 
The cache manager in each client considers its cached file data to be valid as 
long as it has a callback on the file. A callback is a guarantee given by the server 
to a client that the client will be notified if any other client modifies data. Such a 
notification is called callback breaking. As long as a client has a callback on a file, all 
its reads and writes to the file are directed to its locally cached copy. Hence, callbacks 
drastically reduce the number of cache validation requests that would otherwise have 
been sent to the server, thereby reducing both server and network load. Whenever 
a client's callback for a file is broken, before any further reads of that file, the client 
must invalidate its cached copy of the file and get a new callback along with the new 
data. 
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When a client modifies a file, the cache manager updates it on the appropriate 
server after the file has been closed or the user explicitly calls fsync. For files larger 
than one chunk, new data are propagated from the client to the server synchronously 
with the close call, i.e., the call does not return until the new data are written to 
the server. For smaller files, however, the write-back is asynchronous, i.e., the close 
call can return before all the new data are written to the server. 
In summary, the occasions when the cache manager contacts the servers are: 
on opening a file for which a callback has not already been established, on reading file 
data after a callback has been broken, on closing a locally modified file, on invocation 
of the fsync call, and on reading or writing chunks not already available in the client's 
memory or disk. 
For pathname translation, the cache manager fetches each component in a 
pathname and a callback is established for the fetched component if it is not already 
cached with an established callback. Directory lookups are done locally. The caching 
policy for modifications to directories is different from that for modifications to files. 
Modifications to a directory are made directly on the server responsible for that 
directory. This policy for directories has been adopted for integrity reasons. Changes 
are also made to the cached copy to avoid fetching the directory again. 
Since data are written back to the server only after a close call, the file access 
semantics provided by AFS 3.0 are not the same as those provided by single-system 
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UNIX, where new data are visible by all processes as soon as the write system call 
completes. On the other hand, if every write has to contact the server to write back 
data, some of the benefits of caching to improve performance are lost. The open/ close 
granularity for data consistency, instead of read/write granularity, has been found to 
be suitable for most applications, without causing any consistency problems. So, 
the tradeoff between strict UNIX semantics and performance has been considered 
practical. 
2.1.4 Problems with the callback mechanism 
Callbacks are associated with an entire file, rather than with a particular range 
of bytes within the file. Hence, if two clients are reading and writing disjoint parts 
of the same file, the callbacks are broken unnecessarily. This adds to network traffic 
and server load, and the clients lose some time on re-establishment of their callbacks. 
The AFS 3.0 use of the callback mechanism does not guarantee synchroniza-
tion for multiple writers. It is only capable of handling synchronization for a single 
exclusive writer and multiple readers. This, however, does not affect most applica-
tions. 
Callback synchronization is another problem that had to be addressed in AFS 
3.0. It occurs when a file server issues a callback promise at "the same time" that the 
file server sends a callback breaking message associated with the same file. The client-
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server interface not being precise enough, the cache manager cannot tell if the breaking 
message is for the callback promise just returned, or if it is for a previous one, resulting 
in the client not knowing whether or not it has a callback on the particular file. Several 
solutions to this problem were considered [Kazar 1988]. Solving it by locking certain 
data structures was difficult, because it was almost impossible to determine a valid 
locking hierarchy that avoided deadlock. There was also a proposal to add a version 
number to the callback database at the file server, but too many complicated issues 
were involved. A quick, ad hoc solution, based upon the observation that a client can 
always discard a callback without affecting data consistency, was adopted instead. 
Whenever a callback promise from the server is immediately followed by the receipt 
of a callback breaking message for the same file, the cache manager simply discards 
the promise. With the estimate that only a few promises were wrongly discarded 
per week in an environment of several hundred workstations, the ad hoc solution was 
considered satisfactory. 
Network failures also have the potential of causing problems in the callback 
mechanism. The callback algorithms depend upon the reliable delivery of callback 
breaking messages. Temporary network failures can prevent the timely delivery of 
these messages, or the messages may not be delivered at all. Let us consider a 
situation where a callback breaking message from a server does not reach a client 
due to network failure. When the client tries to contact the server next, it will fail 
and know that it has not been receiving callback breaking messages. But, between 
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the time that the network failure occurred and the time the client actually failed to 
contact the server, the client wrongly believed that it had the most up-to-date data 
in its cache. To limit the time during which a client runs with incorrect data, the 
cache manager on every client probes each file server from which it has a callback 
promise every ten minutes. When such a probe returns a callback database version 
number different from the one stored at the client, the client knows that there has 
been a temporary network failure, and that it has to get a new version of the callback 
database. 
2.2 AFS 4.0 
AFS 4.0 [Kazar et al. 1990) is a follow-on of AFS 3.0 and is also a product 
of Transarc Corporation. AFS 4.0 employs a collection of modular components, in-
cluding Hewlett-Packard's NCS 2.0 remote procedure call facility, Hewlett-Packard's 
PasswdEtc authorization component, and MIT's Kerberos authentication system. 
2.2.1 Overview of AFS 4.0 
Kazar et al. [1990] describe the AFS 4.0 system as a "distributed file system 
designed for high performance, low network load, easy operation and administration, 
and interoperability with other file systems". The design of AFS 4.0 borrows a great 
deal from the design of AFS 3.0. One of the design goals of AFS 4.0 is to improve on 
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the known areas of weakness of AFS 3.0. Some of the notable improvements made by 
AFS 4.0 over AFS 3.0 are the use of caching algorithms that are more efficient and 
provide UNIX file access semantics, and in the area of interoperability with existing 
systems. Other differences between AFS 3.0 and AFS 4.0 include POSIX-compliant 
access control lists, provision for diskless clients, and provision for lazy replication of 
files. The reader is referred to Kazar et al. [1990] for a detailed description of these 
issues. 
2.2.2 Improved caching algorithms 
AFS 4.0 clients cache data from the file server, just like AFS 3.0 clients, to 
enable high performance file accesses. The client caches are managed by a cache 
manager present in every client. The caching algorithms have been greatly improved 
to support strict single-system UNIX semantics for shared files. These improved 
algorithms also reduce network traffic. Cache consistency is managed by the use of 
typed tokens. Tokens are guarantees given by the server to a client that conflicting 
operations will not be performed by other clients without first notifying the client 
holding the guarantee. With the possession of tokens, the clients may proceed with 
various file operations without contacting the server. 
Tokens, being typed, can describe various kinds of guarantees that might be 
useful to the clients for better system performance. The callback system in AFS 
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3.0 cannot represent the full set of guarantees that are provided by tokens, because 
callbacks are untyped. 
Tokens are associated with byte ranges of a file. If there are clients simultane-
ously accessing data from disjoint parts of the same file, they may proceed without 
any hindrance from the server, unlike AFS 3.0, where a callback is associated with 
an entire file. 
2.2.3 Synchronization and consistency semantics 
AFS 4.0 provides single-system UNIX file access semantics to its clients for 
shared files, whether they access the data remotely or locally. One design goal of AFS 
4.0 is to minimize the communication between clients and servers by transmitting data 
across the network only when they are shared. The clients are allowed to proceed 
with file operations on cached data without contacting the server. At the same time, 
the server blocks operations at other sites that will lead to data inconsistencies. To 
achieve this, there is a token manager at each server. The token manager maintains 
a record of what tokens have been granted to what clients and for what files. In 
other words, the token manager keeps a record of what operations various clients 
might perform on any file without contacting the server. It is the task of token 
manager to ensure that no new guarantees are given to a client before incompatible 
outstanding guarantees are invalidated. This process of invalidating a token is called 
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token revocation. 
As mentioned earlier, AFS 4.0 supports a variety of token types. Every token 
may not be compatible with every other token. The token manager may have to revoke 
some outstanding tokens if it is about to grant a new token that is incompatible with 
the already granted tokens. The token types that are used in AFS 4.0 are described 
below: 
• Open tokens give the holder the right to open a file without contacting the 
file server. There are several subtypes of the open tokens for the different 
open modes. The subtypes are OpenForRead, OpenFor Write, OpenExclusive, 
OpenShared, OpenDelete, and OpenPreserve. Further description of the open 
token types is beyond the scope of this work. 
• Lock tokens allow the holder to set locks within a particular byte range within 
a file for reading or writing. With the possession of such a token, a client can 
proceed with locking byte ranges in its locally cached copy and is assured that 
conflicting locks will not be set on the file by other clients, without the server 
revoking the token first. The subtypes for lock tokens are read lock (ReadLock) 
and write lock ( WriteLock) . 
• Status tokens allow the holder to access a cached copy of the status informa-
tion of a file. A read status token ( StatusRea<i) allows the holder to use the 
cached copy of the status information without contacting the server. A write 
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status token (StatusWrite) allows the holder to modify its cached copy of the 
status information without notifying the server. 
• Data tokens are of two types, the read data token ( DataRead) and the write 
data token (Data Write). A read data token allows the holder to cache and use 
a copy of the relevant file data without repeatedly contacting the server, either 
for re-reading or validating the data. A write data token allows the holder to 
update the data in a cached copy without writing the data back to the server 
or notifying the server. In order to execute a write system call, a client must 
possess a write status token, as well as an appropriate write data token. 
Tokens of any type are generally compatible with tokens of any different type, 
as they are associated with separate components of a file. Read and write data 
tokens are incompatible if their byte ranges overlap. Read and write status tokens 
are incompatible. Read and write lock tokens are incompatible if their byte ranges 
overlap. The compatibility matrix of the various token types is given in Figure 2.1. 
Tokens are used in the AFS 4.0 file system by modifying all the vnode functions 
to first call the token manager to obtain the tokens required for the operations they 
want to perform, and then to perform the operations. Some operations explicitly 
return the tokens after they are done. Other operations do nothing at all after they 
are done with the tokens, and allow the tokens to be revoked by the token manager 
whenever it is required. 
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At the time a token manager has to revoke a token, it first notifies the client to 
which the token was granted. If the token was for reading, it just has to be returned. 
If it was for writing, the client must write back all data that it has modified locally 
and return the token along with the data. 
2.3 SYNCHRONIZATION IN LOCUS 
The Locus distributed system [Walker et al. 1983; Popek and Walker 1985] 
was developed at the University of California, Los Angeles, and has been operational 
for about ten years. The system is upward compatible with UNIX, and some of 
its features are read/write replication with UNIX semantics, full implementation of 
nested transactions, and a considerable degree of fault tolerance. Although Locus 
allows file replication, the file access semantics are like standard UNIX. The repli-
cation approach in Locus is meant to increase availability for reading files, but not 
for modifying files and is advantageous for applications that exhibit a high read to 
write ratio. Locus relies on a heavily modified UNIX kernel. Remote operations are 
implemented by kernel to kernel communication between sites. 
In order to understand the synchronization strategies in Locus, some terminol-
ogy must be introduced. Locus distinguishes three types of sites performing different 
types of functions in accessing files. 
• Using Sites (US) are those that issue requests to open and access a remote file. 
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X: Always incompatible 
X': Incompatible when 
byte ranges overlap 
OR: OpenForRead OW: OpenForWrite 
OE: OpenExcl usi ve OS: OpenShared 
OD: Open Delete OP: OpenPreserve 
RL: ReadLock WL: WriteLock 
RS: ReadStatus WS: WriteStatus 
DR: DataRead DW: Data Write 
~ORIOWIOEIOSIODIOPIRLIWLIRSIWSIDRIDWI 
OR x x 
ow x x x 
OE x x x x x x 
OS x x x 
OD x x x x x x 
OP x x 
RL X' 
WL X' X' 
RS x 
ws x x 
DR X' 
DW X' X' 
Figure 1. Compatibility matrix of different AFS token types. 
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• Storage Sites (SS) are those that store copies of the file. 
• The Current Synchronization Site ( CSS) for a file is a single site that enforces 
synchronization policies for that file. It selects an SS for every open request for 
a file. The CSS maintains a version number and a list of physical locations for 
the file. 
With every open of a file, a message is sent to the file's CSS for performing 
access synchronization. When the CSS gets the message, the US of the file is given 
a version number for the file. For all read or write accesses, the US uses this version 
number to ensure that the SS with which it is communicating has the most recent 
data. These events take place both for directories searched for pathname translation 
and ordinary data files. However, for directory operations originating at an SS for 
a file, the initial communication with the CSS for obtaining a version number is 
foregone, and the process simply accesses the locally cached copy of the data. The SS 
then transmits any directory changes to the CSS and the CSS, in turn, propagates 
them to all other SSs and USs at the time the directory modification takes place. 
Locus uses tokens to synchronize concurrent file accesses, and somewhat re-
sembles AFS 4.0 in this regard. There are two main types of tokens, the file offset 
token and the file data token. Processes descending from the same ancestor share the 
same file descriptors and, hence, the same file offsets. These processes use the file 
offset token. A site can proceed with operations on a file offset only if it possesses 
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a corresponding file offset token. Processes sharing the same inode use the file data 
token. There are of two subtypes of the file data tokens, the shared read token and 
the exclusive write token. Locus enforces a single exclusive writer, multiple readers 
policy. A site with the write token is the only one that can modify the file, but any 
site with a read token can read it. All these types of tokens are managed by the token 
managers located at the SSs of the files. 
Cached data are guaranteed to be valid as long as a site has the data token 
for a file. When a data token is granted to a site, both the inode and the data need 
to be fetched from the file's SS. When a write data token is taken away from a site, 
the inode and the modified data have to be copied back to the SS of the file. 
This mechanism ensures that each access sees the most recent data. Serial-
izability of access is enforced by locking files partly or entirely. If a process cannot 
obtain a lock, it can either choose to fail, or it can wait for the lock to be released by 
the process currently holding it. 
Locus cannot be scaled to a very large distributed system. A single synchro-
nization site per file has the potential of becoming a system bottleneck for files that 
are very heavily accessed. Also, to provide UNIX semantics, complex synchronization 
of accesses must be done. This results in lot of communication traffic and server load, 
which is another potential system bottleneck. 
30 
2.4 SYNCHRONIZATION IN THE SUN NFS 
The Sun Network File System (NFS) [Sandberg et al. 1985; Walsh et al. 
1985] is a modification of the UNIX operating system that provides file services in 
a distributed environment. Manufacturers of workstations and server machines have 
widely adopted it, and it has also been installed in MS-DOS on IBM PCs and other 
non-UNIX operating systems. 
NFS views interconnected machines as independent entities with independent 
file systems. There is no concept of a globally shared file system, as there is in 
Locus or AFS. Also, unlike AFS 3.0, it does not distinguish between client and server 
machines. A machine may run both client and server software. NFS provides remote 
access to conventional UNIX files. It is possible to mount remote directories that 
have been exported by other computers as part of the file name space in the local 
file store. The remote services offered by NFS are implemented using RPCs between 
kernel spaces. 
An important feature of an NFS server is its statelessness. Servers do not 
maintain any information about their clients. So, a procedure call to the server 
always has to provide a full set of arguments, such as the unique file identifier and file 
offset. The main advantage of this philosophy is easy recovery after a server crash, 
because no server state is involved at any time. 
NFS employs caching techniques to improve performance, just like the other 
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file systems that we have described. It uses caching both in client and server com-
puters. Remote operations use locally cached data (subject to some consistency 
constraints described later). There are two types of caches, the file blocks cache and 
the file attributes cache. A client checks with the server for validity of the cached 
attributes on an open. Only if the client finds that the attributes are up to date, does 
it use the cached file blocks. The attribute cache is updated whenever the NFS cache 
heuristic indicates that there might be new information on the server. 
NFS deals with cache consistency using a simple heuristic. File data are as-
sumed to be valid for three seconds and directory data are assumed to be valid for 
30 seconds after they are fetched from the server. So, cached information is invali-
dated every three seconds for files and every 30 seconds for directories, and the clients 
communicate with the server to obtain any new data at the end of these time intervals. 
This simple cache consistency approach has both advantages and disadvan-
tages. It is easy to implement, compared to AFS and Locus where the consistency 
semantics are much more complex. Also, NFS is a fairly efficient implementation of 
a distributed file system since it makes extensive use of the cache, thereby reducing 
load on the server and the network considerably. But, the main disadvantage is that 
the associated cache consistency guarantees are too weak and unsuitable for many 
applications, particularly those that have to use the most recent versions of several 
files concurrently. New files cached on a machine may not be visible on other ma-
chines for 30 seconds. Also, these semantics do not allow NFS to provide concurrency 
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control for file accesses, hence, NFS cannot provide UNIX semantics for files that are 
opened by more than one client concurrently. 
NFS attempts to solve the concurrency control problem by using modify dates, 
which record the date and time of the last modification to each file. But NFS is still 
unable to provide the same consistency guarantees as UNIX. The main drawback of 
this approach is that the modify date enquiries have to be made whether the file is 
shared or not. Another approach adopted by NFS to solve this problem is to allow the 
clients to write through, i.e., the results of an update are transmitted to the server's 
disk before the write system call completes and returns control to the user program. 
2.5 COMPARING AFS TOKENS WITH OTHER SEMANTICS 
According to Kazar et al. [1990], "tokens implement the strongest possible 
consistency guarantee for users of a shared file: when one user modifies a file, other 
users see it as soon as the write system call is complete". In this section, we will 
compare token passing with the synchronization mechanism of some of the other 
distributed file systems that have been described in this chapter: AFS 3.0, Locus and 
NFS. 
In Section 2.2.2, tokens and their relationships with AFS 3.0 callbacks have 
already been described. In summary, tokens, being typed, can provide a full set 
of useful guarantees, unlike callbacks, which are overloaded. Tokens are associated 
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with byte ranges, so there is improved concurrency of file access in AFS 4.0. The 
open/ close granularity of data consistency in AFS 3.0 is made finer by the use of 
tokens in AFS 4.0. Tokens allow the provision of read/write consistency guarantees, 
like UNIX, by requiring the writing of data back to the server whenever there are 
other clients wanting to share it. The effect is the same as that achieved by writing 
back data to the server after every write system call. 
Locus and AFS 4.0 provide essentially the same strong synchronization guar-
antees. But, while Locus enforces a single exclusive writer and multiple reader policy 
for concurrent file accesses, AFS 4.0 also guarantees synchronization for concurrent 
writers. Also, Locus has to communicate with the CSS for every file open, which is a 
system bottleneck for heavily accessed files. AFS 4.0 attempts to solve this bottleneck 
problem by allowing read-only file replication. In order to read a replica, a client ob-
tains a token from the server, but the server does not maintain any information about 
these tokens. The server simply allows the clients to cache chunks of the read-only 
file replica. Thus, the burden of token handling is eliminated from the servers for the 
read-only files. 
NFS has a different approach for providing cache consistency guarantees. 
Cached file data are assumed to be valid for three seconds, and cached directories 
are assumed to be valid for 30 seconds. This mechanism works well for many applica-
tions. While it is easy to implement, it has its problems. For applications that modify 
data more frequently than every three or 30 seconds, the consistency guarantee is too 
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weak because the new data are not visible by other clients before these intervals are 
over. On the other hand, for applications that modify data less frequently than every 
three or 30 seconds, the clients make unnecessary communications with the server, 
adding to the network and server load. Also, data will be written back to the server 
at these intervals, even if there is no other client wanting to share the file. 
CHAPTER III 
EXPERIMENT DESIGN 
We have designed several experiments for measuring the times taken by certain 
UFS and AFS 3.0 operations. All the experiments have the basic structure of doing 
certain operations between two time recordings. They are mainly designed to mea-
sure the time taken for a primitive operation or for a composite operation of several 
primitives. The experiments may be categorized into the following: measurements 
of time taken by the UFS primitive file operations, measurements of time taken by 
communication operations, and measurements of time taken by AFS 3.0 operations 
under various conditions. 
The UNIX gettimeofday system call is used to determine an instant of time 
in the experiments. The design of our programs largely depends on what is being 
measured, the clock quantization error of the machine being used, the time taken 
by the gettimeofday call itself, and several other machine and operating system 
dependent features, which we shall be discussing shortly. 
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3.1 DESCRIPTION OF MACHINE AND OPERATING SYSTEM 
The machines used for the measurements are Pmax 2100s running the Ultrix 
Worksystem V2.0. The Ultrix file system uses blocks of size 8 Kbytes, and has 307 
memory buffers, each of size 4 Kbytes, for the file system buffering. The kernel data 
buffer is flushed every 30 seconds. The machine has a clock frequency of 256 Hertz, 
i.e., each clock tick represents a quantum of about 3.9 ms. The file system supports 
a maximum of 61 open file descriptors per process. These are some of the important 
parameters that affect the design of the experiments. 
The chunk size for AFS 3.0 is currently 64 Kbytes. When data are cached 
from the server by the client, it is done in units of chunks. 
3.2 ERROR MINIMIZATION 
The two main sources of systematic error in time measurements are the reso-
lution of the machine clock and the time taken for the gettimeofday call itself. 
One clock tick on the machine used represents about 3.9 ms. Every measure-
ment calls gettimeofday twice, once before the commencement of the operations 
being measured and once after the operations are over. The difference of the two 
gives the elapsed time. 
Figure 2. shows that the maximum error introduced by these two calls is one 
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quantum per experimental run. The time reported by a call is always that of the 
beginning of a quantum and the actual occurrence of the events may take place 
anywhere within that quantum. We have considered four extreme cases in the figure 
and determined that the absolute maximum error introduced is one quantum. This 
is a large error for those measurements that take times on the order of 10 ms or less. 
To minimize this error, the time for a large number of operations is measured, instead 
of measuring the time for one operation. We will call this large number N. The error 
per operation then gets averaged down. 
We will now examine the maximum error that could be introduced by the 
gettimeofday call. Let the time taken to execute one such call be t units. Let 
us assume that the time reported by gett imeofday is x units into the execution of 
the call. So the first call introduces an error of ( t - x) units and the second call 
introduces an error of x units. Therefore, the total error that can be introduced by 
the two calls is (t - x) + x units, which is equal to t units, i.e., the time taken by 
one gettimeofday call. One gettimeofday call has been measured to take about 50 
to 60 µs. Fortunately, this is a lot less than the clock quantization error, and gets 
averaged out along with it. 
The number of operations, N, for an experiment is determined by two factors. 
First, N is chosen so that the error per individual operation measured is low or almost 
negligible. Second, N should be such that the total time for all the operations in each 
experimental run is well under 30 seconds, which is the interval at which the kernel 
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flushes the data buffers to the disk. This flush time may hit our readings at most 
once because none of the measurements taken exceeds 30 seconds. So, some of the 
readings may be higher than the others. This can be accounted for by the time taken 
by the system buffer flush. There are other factors that may restrict N in certain 
experiments. These factors will be mentioned in the experiment descriptions. 
The maximum systematic error per operation introduced in any of our mea-
surements is the sum of the error introduced by the clock quantization and that 
introduced by the gettimeofday calls, divided by the number of operations timed 
per experimental run and is given by, 
(3.9ms + .060ms)/ Noperations 
= 3.96/ N ms/operation 
3.3 MEASURING THE PRIMITIVE FILE OPERATION TIMES 
The UFS file system primitive operations of interest to us in our experiments 
are the following: 
1. read from a file (read) 
2. write into a file (write) 
3. open a file (open) 
4. close a file (close) 
39 
T1: initial time recorded 
T2: final time recorded 
t1: actual occurrence of start of events 
t2: actual occurrence of close of events 
x: quantum associated with first gettimeofday call 
y: quantum associated with second gettimeof day call 
q: one quantum of time 
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Error introduced by the above four cases: 
CASE ERROR DUE TO ERROR DUE TO ABSOLUTE TOTAL 
FIRST CALL SECOND CALL ERROR 
I 0 0 0 
II 0 -q q 
III q 0 q 
IV q -q 0 
Figure 2. Clock quantization error. 
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5. create a file ( creat) 
6. delete a file (unlink) 
7. flushing data on to the disk (fsync) 
8. setting the read/write index (lseek) 
The read and write experiments have various flavors: reading from a memory 
buffer, reading from a disk, writing into a memory buffer, and writing to a disk. 
These experiments involve running of one process only, doing the operation 
to be measured. They are relatively simple since no synchronization has to be done 
among processes. The files on which these experiments are performed reside in the 
/tmp directory. The machines used are configured so that this directory is always on 
the local disk. In the following, texperiment will indicate the time measured in each 
experiment and toperation will indicate the time taken by the operation denoted by the 
subscript. 
Lseek. The design of this experiment is simple. A large number of instances of 
this operation is done between two time recordings and the elapsed time is averaged 
out to obtain the time for one operation. One reason why this time needs to be 
measured is that, in the read and write experiments, every read or write to be 
timed will be paired with an lseek to have control over which byte is to be read or 
written. 
iexperiment = 10, 000 * i1seek 
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Open and close. The system has been found to support 61 open file de-
scriptors per process, apart from the stdin, stdout and stderr, by doing a simple 
experiment. In the open and close experiments, this limit restricts N. In each run, 
the time for opening a single file 61 times is measured and the unit time calculated. 
Close is measured paired with open. Since the kernel keeps around a name translation 
cache for files recently used, one untimed open has to be done initially, to ensure that 
all the opens considered for the readings are done on a file in a directory already in 
this cache. 
For the open experiment, 
lexperiment = 61 * topen 
For the close experiment, 
lexperiment = 61 * (topen + lc1ose) 
Creat and unlink. These two primitives are measured in the same exper-
iment. The design of this experiment is similar to that used to measure topen, and 
here too, N is restricted by the maximum number of file descriptors supported per 
process by the file system. First, the time for creating 61 different files on the local 
disk is measured. Then the time for unlinking these 61 files is measured. It has been 
ensured that all files being created have new and unique names so that none of them 
are present in the name translation cache before running the experiment. 
texperiment(l) = 61 * tcreat 
texperiment(2) = 61 *tun/ink 
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Buffered read and write. These two experiments have similar design. In 
both of them, an untimed read from a particular block is first done to get the block 
into the memory buffer from the disk. Once the block is in the memory, a large 
number of reads from the same block or writes into the same block is measured and 
the unit time calculated. Both these two, however, have to be measured paired with 
an lseek to ensure that the read or write occurs in the same block. 
For buffered read, 
texperiment = 10, 000 * (tlseek + tbuf..read) 
For buffered write, 
texperiment = 10, 000 * (ttseek + tbuf_write) 
Fsync. This function forces any dirty blocks onto the disk. The time per 
fsync depends on how many blocks need to be flushed out, i.e, how many blocks 
have been written since the last buffer flush. The time to do a buffered write and the 
flushing out of one dirty block has to be measured as a pair in order to dirty a block 
to ensure that it will be written on the disk. The effective fsync time can be found 
by subtracting the time for a buffered write and an lseek, which have already been 
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measured. 
texperiment = 1000 * (tlseek + tbuf_write + tfsync) 
Disk read. The design of the disk read experiment is slightly trickier than the 
others. Before doing any measurement, it must be ensured that the block from which 
data are being read is not already in the memory. The Ultrix system on which the 
experiments were performed uses 307 data buffers, each of size 4 Kbytes, so reading in 
the whole of a 1.2 Mbyte file (which is not the file from which the reads will be done) 
will ensure that nothing of relevance to our measurement is in the memory. Now, 
performing every read from a new block of the experimental file will ensure that it 
hits the disk. Care must be taken that these reads are not very close to the end of 
a block to avoid read aheads. This measurement has to be paired with an lseek to 
ensure that every read is from a new disk block. 
The Ultrix file system fetches data from the disk in blocks of size 8 Kbytes, 
so, each block fetched uses two memory buffers. Hence, the number of reads that can 
be done to hit the disk before we need to clear the memory of relevant data again is 
153 (= floor(307 /2)). This restricts N and we time 153 reads in our experiment. It 
has been found to be large enough to keep the relative error low, and small enough to 
keep the total measurement time below 30 seconds, which are some of our experiment 
design constraints, as explained earlier. 
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iexperiment = 153 * (tlseek + tdisk...:read) 
Disk write. The disk write experiment is similar to disk read. The 1.2 Mbyte 
file, which is not of relevance, is first read to overwrite any block of the experimental 
file that may already exist in the memory. The writes that will be measured should be 
done on the last byte of a block to force the scheduling of an asynchronous disk write. 
This should be followed by a read from approximately the middle of the same block 
to time how long the read is held up by the asynchronous disk write. Hence, this 
time recording consists of four components: two lseeks, a buffered write, a buffered 
read, and a disk write. Already knowing the first three, the fourth component can 
be calculated. Like the disk read experiment, we can time 153 writes, and the relative 
error has been found to be low. 
iexperiment = 153 * (2 * i1seek + ibuf...:read + ibuf_write + tdisk_write) 
3.4 MEASURING THE COMMUNICATION TIMES 
The communication times that have been measured for our experiments are 
described in the following sections. 
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3.4.1 Datagram communication 
The datagram sendto and recvfrom functions have been used for interprocess 
communication in the AFS 3.0 shared file experiments. Hence, the times taken by 
these two communication primitives have to be measured. 
The time for a sendto can be measured in isolation because it is a nonblocking 
operation, but this is not the case for recvfrom. The structure of the program to 
measure sendto is identical to that of lseek described earlier. After opening a 
datagram socket and doing the necessary binding, the time for a large number of 
sendto operations is measured. 
Since recvfrom is a blocking function, it cannot be timed alone and has to be 
timed paired with a sendto. The sending program is made the master program and 
the receiving program the slave. The initial time is noted before the first sendto and 
the final time is noted after the last sendto. So, for the last sendto, the corresponding 
recvf rom time is not seen in the elapsed time. 
For the sendto experiment, 
iexperiment = 10, 000 * isendto 
For the sendto/recvfrom experiment, 
iexperiment = 10, 000 * isendto + 9, 999 * irecvfrom 
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The time for the sendto/recvfrom pair is measured for communication both 
within and across machine boundaries. 
3.4.2 Remote Procedure Calls 
The other communication primitive that has been measured is the time for a 
null RPC. Null RPC time is defined as the time taken to do an RPC between a client 
and a server where the remote procedure itself does no work, i.e., executes no lines of 
code and returns. No parameter passing is involved either, so there is no parameter 
to be marshalled or unmarshalled. As explained in Chapter 2, RPC is the means of 
communication between AFS servers and AFS clients. The measurement was done 
between client and server user-spaces for convenience. However, in the AFS 3.0 file 
operations, the RPCs take place between kernel-space in the client end and user-space 
in the server end. This is expected to take less time than RPCs between user-spaces. 
Some existing software has been used for the RPC time measurements. This 
software uses the Rx package, which is an RPC protocol that allows arbitrary amounts 
of data in a request or a response and provides support for end-to-end authentication 
and security. The protocol also allows clients and servers to adapt to the differences in 
their relative performance, and to network delays. The protocol guarantees exactly-
once RPC semantics in the absence of crashes or network failures. In the presence of 
such faults, a call may potentially execute more than once. 
47 
A typical Rx RPC call consists of the following stages: The client sends a 
number of packets constituting a request, to a selected server. The server computes 
the result and transmits this back to the client in a sequence of response data packets. 
Any given call is half duplex. The server does not send a response until it has received 
the entire set of request packets from the client, and the client in turn, does not begin 
the next call until it receives all the response packets from the server. 
3.5 THE AFS 3.0 MEASUREMENTS 
We will categorize the AFS 3.0 measurements into experiments that do not 
involve sharing of a file and those that do involve sharing of a file. 
3.5.1 Design of unshared file experiments 
The unshared file AFS experiments are similar in design to those for measuring 
the primitives, except for the major differences discussed below. 
• File location. In the measurement of primitive times, the experimental files 
were kept in the /tmp directory, which is always mounted on the local disk of 
a machine. In the AFS 3.0 case, the experimental files have to be kept on a 
file server whose disk is remote to the machine on which the experiments are 
performed. 
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• Disk read and write experiment structure. To measure disk read and 
write times, we must clear the local cache or buffer of relevant data so that the 
read or write hits the server's disk. How we achieve this is different for AFS 3.0 
from the UFS experiments. In UFS, this was achieved by filling in the kernel 
buffer with irrelevant data (by reading in a large file that was not the subject 
of our experiment). In the AFS 3.0 case, we use a pioctl call to flush any 
information or data pertaining to a file out of the local cache. However, we do 
not flush the server's cache and this is a potential source of error in the disk read 
and write AFS experiments, because some readings will involve the server's disk 
latency and caching of data from the server's disk to memory whereas some will 
not. 
In the non-distributed case, every read or write was done from a new block, 
which ensured hitting the disk because data are read into memory in blocks. In 
case of AFS 3.0, this has to be done from a new chunk (instead of a block) to 
force access from the server's disk. This is because, data are moved from the 
server to the client in chunks of size 64 Kbytes in AFS 3.0. 
For these read and write measurements, data transfer time that is large relative 
to the systematic errors described in Section 3.2 is involved. So, it is sufficient 
to time one operation without these errors playing any significant role. The 
write has to be timed along with a close to actually wait for the disk write 
to take place because, in AFS 3.0, this is a way to ensure that all updates 
49 
are propagated to the server. As described in Chapter 2, this propagation is 
synchronous for files larger than one chunk and asynchronous for those smaller 
than one chunk. Our file of interest is of size 1.2 Mbyte, and hence, the close 
call returns only after the new data have been propagated to the server. 
For the disk read experiment, 
iexperiment = i/seek + tread 
For the disk write experiment, 
iexperiment = i/seek + iwrite + ic1ose 
3.5.2 Design of the shared file experiments 
The shared file experiments involve multiple processes. One process is the 
master process and the others are slave processes. The slave processes are started 
first. After performing any required initialization operations, all the slaves block 
expecting a 'go' signal from the master before proceeding further. As part of the 
initialization code, each process does the necessary socket bindings. Each process 
also reads the chunk containing the byte to be accessed from the server to the local 
cache so that all the processes are in the same initial state of having the relevant data 
in the local cache and holding callbacks on the file. 
The operation to be measured is initiated in the master, so the timings are 
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taken in the master. All the processes access the same byte of the same file so that 
we can see the effects of sharing. This file resides on a server machine and the readers 
or writers are run on client machines, one process per client machine. The client 
machines are all Pmax 2100s, as described in Section 3.1. 
In order to synchronize the file accesses, signals are sent back and forth between 
the master process and the slave processes. These signals consist of sending and 
receiving bytes through datagram sockets. Figure 3. shows the master and slave 
processes and how they communicate. Let P0 denote the master process and P1 
through Pn denote the slave processes. Initially, each slave is waiting for a signal 
from the master to do its operation. After P0 has done the desired operation, it 
signals P1 (step 1 of Figure 3.). P1 in turn reports to P0 (step 2) after it is done. Po 
then signals P2 (step 3) to go and P2 gets back to P0 when it is done (step 4). In this 
way, the operations are made to take place sequentially from P0 to Pn. This entire 
sequence of operations is done several times in a loop in order to average out errors. 
The signals also serve the purpose of consistency checking. Instead of sending 
any arbitrary byte as a signal, the byte accessed by a process is sent. The receiver 
of that byte can make consistency checks after it accesses that byte from the file and 
compares it with the byte received. 
Three experiments were performed: the all-readers case, the 1-writer, n-readers 
case and the all-writers case. Figure 4. gives the pseudo-code for the all-readers case 
pl 
p 
2 
P0 is the master process. 
1 
2 
p 
0 
Pi, where 1 < i <= n, are the slave processes. 
2n 
2n-1 
p 
k 
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pn 
Arrows indicate interprocess communication. The originating end represents a sendto 
and the other end represents a recvf rom. One round trip consists of a byte going 
from steps 1 through 2n. 
Figure 3. Interprocess communication in the shared file experiments. 
and Figure 5. gives the pseudo-code for the other two cases. 
The all-readers case. In this case, all the processes from Po through Pn are 
readers. Figure 4. gives the structure for the master and slave processes. Since the 
time for a read is comparable to the clock granularity, one read cannot be timed 
alone. The time for several round trips, i.e., a byte traveling from Po back to P0 
through all the slave processes, as explained in Figure 3., has to be measured. We 
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timed 100 round trips. Since there are a total of n + 1 processes, a round trip will 
consist of n + 1 lseeks and reads, and 2n sendtos and recvfroms. Knowing the 
time for an lseek and a sendto/recvfrom pair, the time per read can be calculated. 
Readings were taken varying n from 1 to 7, which was the limitation posed by 
the number of machines available for the experiments. For n + 1 machines, which is 
the total number of machines in any run, 
texperiment = 100 * {(n + 1) * (t1aeek + tbuf_read) + 2 * n * (tsendto + trecvfrom)} 
The 1-writer, n-readers case. Here, the master process is made the writer 
and the slaves are made the readers. Figure 5. gives the program structure for the 
master and slave processes. The byte is incremented before writing so that the readers 
can identify that the update has taken place. A write is followed by an fsync to 
force the new data back to the server before any readers can access them. In AFS 
3.0, this is the only way the readers can read consistent data without having to close 
the file. To keep the experiment simple, we have not done any opens or closes of the 
file between time recordings. Instead, we do an fsync, to get the new data across 
the network. In the master process, we only timed one write and one fsync because 
this time has been found to be well above the clock granularity. 
Like the all-readers case, n is varied from 1 to an upper limit of 7, and readings 
for each of these cases are taken. 
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texperiment = tbuf _write + t f sync 
The all-writers case. In the all-writers case, all the processes are made 
writers. The structure of the master and slave programs is identical to the 1-writer, 
n-readers case except that the slaves, too, are writers here. The pseudo-code for this 
experiment is given in Figure 5 .. The time for a write and an fsync is measured 
similarly . 
texperiment = tbuf _write + t Jsync 
3.6 LOAD ON THE CLIENTS, SERVERS, AND NETWORK 
All the measurements are taken at a time when the load on the clients and 
the server is at a minimum and stable. It has been observed that such loads and 
their variance can give very unpredictable results, i.e., the readings taken at one 
moment can be very different from those taken a little while later. Readings taken 
under the conditions of a varying environment are almost impossible to analyze. So, 
all the readings have been taken with the server off-loaded as much as possible and 
clients running the bare minimum daemon processes. The readings have been taken 
between midnight and very early the next morning to achieve such a stable and low 
load environment. This also is the time when the network load is at a minimum and 
stable, which is another important factor in getting reliable and repeatable results. 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~----~~~~-
MASTER PROCESS SLAVE PROCESSES 
1. lseek 1. lseek 
2. read 2. read 
3. start timer 3. loop 100 times 
4. loop 100 times 4. recvfrom master 
5. lseek 5. ls eek 
6. read 6. read 
7. loop for each slave 7. do validity check 
8. sendto slave 8. sendto master 
9. recvfrom slave 9. end loop 
10. do validity check 
11. end loop 
12. end loop 
13. end timer 
14. print time per round trip 
Figure 4. Program structure for all-readers case. 
MASTER PROCESS (WRITER) 
1. lseek 
2. read 
3. loop 20 times 
4. increment byte 
5. start timer 
6. write 
7. fsync 
8. end timer 
9. print time 
10. loop for each slave 
11. sendto slave 
12. recvfrom slave 
13. do validity check 
14. end loop 
15. end loop 
SLAVE PROCESSES 
(READERS/WRITERS) 
1. lseek 
2. read 
3. loop 20 times 
4. recvf rom master 
5. ls eek 
6. read/write 
7. do validity check 
8. sendto master 
9. end loop 
Figure 5. Program structure for 1-writer, n-readers, and all-writers cases. 
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CHAPTER IV 
EXPERIMENT RESULTS AND ANALYSIS 
In this chapter, we shall present the results obtained in the various experiments 
and analyze them, explaining any unusual behavior wherever appropriate. The max-
imum systematic error for some of these measurements has been indicated to give an 
idea of how accurate these readings are. The maximum error is given by the total 
maximum error due to clock quantization and gettirneofday call, divided by N for 
an experiment (Section 3.2). 
4.1 RESULTS OF THE MEASUREMENT OF PRIMITIVES 
Figures 4.1 and 4.2 show the results of the measurement of primitive file op-
erations. Figure 4.1 shows the times as they were recorded in the experiments. As 
explained in Chapter 3, not all operations of interest could be timed in isolation, and 
some experiments measured other operations as well. Figure 4.2 shows the times of 
the isolated operations after subtracting the times for other operations measured in 
the experiments. All times in Figure 4.2 are based on the mean values of Figure 4.1. 
Since these are nondivisible primitive file operations, there is not much of an 
explanation to be given about the results. The variance in the readings is probably 
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due to the operating system scheduling activities. For some of the cases, the variance 
is found to be within the limit of maximum error. These experiments might have been 
least affected by environmental factors like scheduling of other system processes. 
4.2 RESULTS OF COMMUNICATION TIME MEASUREMENTS 
Figure 4.3 gives the communication times that have been measured. The 
sendto/recvfrom pair time is for sending and receiving one byte through a datagram 
socket. The RPC times are the time for doing one null RPC between two machines. 
Null RPCs are explained in Section 3.4. 
The RPC time that is of interest to us, is that between the kernel-space of a 
client and user-space of a server. The RPC time between user-spaces is 10 ms. The 
RPC time between kernel-spaces has shown to be 3.2 ms or 32% of the time between 
user-spaces [Chutani 1990]. We will use an intermediate value of about 6 ms as the 
lower bound of a kernel-space to user-space RPC time. Since the times measured 
are for null RPCs and those actually involved in the AFS file operations are not null 
RPCs, the times taken will be higher. But, it is not possible to quantify an upper 
limit for the time taken by an RPC. 
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Experiment Mean Mode Min Max Sigma Max Error 
(ms) (ms) (ms) (ms) (ms) 
open 0.512 0.512 0.448 0.640 0.042 0.065 
experiment (-12.5%) (25%) (12.69%) 
close 0.632 0.642 0.512 0.770 0.051 0.065 
experiment (-18.9%) (21.8%) (10.28%) 
creat 51.015 50.266 50.010 59.550 2.110 0.065 
experiment (-2.0%) (16.7%) (0.12%) 
unlink 16.959 16.777 16.713 20.042 0.659 0.065 
experiment (-1.5%) (18.2%) (0.38%) 
lseek 0.051 0.050 0.050 0.056 0.002 0.0004 
experiment (-1.0%) (10.9%) (0.80%) 
fsync 50.217 50.165 50.114 50.594 0.133 0.004 
experiment (-0.2 %) (0.8%) (0.01 %) 
buf read 0.280 0.277 0.258 0.305 0.009 0.0004 
experiment (-7.9%) (8.9%) (0.15%) 
buf write 0.600 0.602 0.552 0.638 0.017 0.0004 
experiment (-8.0%) (6.3 %) (0.07%) 
disk read 25.011 24.687 24.508 26.985 0.624 0.026 
experiment (-2.0%) (7.9%) (0.10%) 
disk write 58.632 58.284 58.284 60.4 79 0.574 0.026 
experiment (-0.6%) (3.1 %) (0.00%) 
Figure 6. Experiment results for primitive measurements. 
Operation Other Components Experim. Time Operation Time 
(ms) (ms) 
open none 0.512 0.512 
close open 0.632 0.120 
creat none 51.015 51.015 
unlink none 16.959 16.959 
lseek none 0.051 0.051 
fsync lseek, buLwrite 50.217 49.617 
buf read lseek 0.280 0.229 
buf write lseek 0.600 0.549 
disk read ls eek 25.011 24.960 
disk write 2 lseeks, buf..read, 58.632 57.752 
buLwrite 
Figure 7. Effective primitive operation times. 
Operation II Time (ms) I 
sendto/recvfrom 
pair between 
clients 
client u-sp to 
server u-sp RPC 
server u-sp to 
client u-sp RPC 
client k-sp to 
server k-sp RPC 
server k-sp to 
client k-sp RPC 
u-sp: user-space 
k-sp: kernel-space 
2.4 
10.0 
10.0 
3.21 
3.21 
1 From Chutani [1990]. 
Figure 8. Communication times. 
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4.3 AFS 3.0 RESULTS AND ANALYSIS 
In this section, we present and analyze the unshared file experiment results 
and the shared file experiment results for AFS 3.0. 
4.3.1 Unshared file results and analysis 
Figures 4.4 and 4.5 show the results of the measurement of primitive times. 
Figure 4.4 shows the times as they were recorded in the experiments. As explained 
in Chapter 3, not all operations of interest have been timed in isolation, but some 
required the use of other operations, whose times are known. Figure 4.5 shows the 
effective times of the operations of interest after having subtracted the times for other 
operations from the mean values given in Figure 4.4. We shall discuss each operation 
and account for the times taken by them. We will also compare these AFS results 
with the UFS results. A table of comparisons is presented in Figure 13 .. 
Open. The client does an RPC to the server to obtain a callback for the file 
it wants to open. The time we see is mainly the RPC time. The rest of the open 
algorithm merely does what the UFS open algorithm does and the time taken for this 
is insignificant compared to that taken by the RPC. 
Close. The time taken for an AFS close operation is almost the same as 
that for a UFS close. The close algorithms do essentially the same things in UFS 
60 
and AFS 3.0, if there were no updates made to the file that was closed, which was 
the case in our experiment. 
Creat. The AFS creat operation allocates a new inode, just like the UFS 
creat. All directory entry updates are made directly on the server for which an RPC 
is required from the client to the server. We conclude that this algorithm is quite 
efficient since it does not take any extra time compared to the UFS case. Rather, 
it takes about 20% less time. This is because the two systems implement things 
differently and the directory searching and inode allocation algorithms in AFS are 
more efficient than their UFS counterparts. 
Unlink. As creat, unlink involves one RPC from the client to the server. 
The inode is deallocated and updates to the directory entry are made directly on the 
server. 
Lseek. This operation takes exactly the same time in UFS as in AFS. All this 
algorithm does is set the value of an index to be used for any future file accesses. 
Fsync. The AFS 3.0 fsync forces data back from the client to the server in 
units of chunks. In our experiment we updated one chunk, so most of the time that 
we see is transfer time of 64 Kbytes of data from client to server. From the disk read 
experiment (analyzed below), it has been found that this transfer time is about 340 
ms. About 6 to 10 ms elapses in making an RPC from client to server for doing the 
fsync. A UFS fsync writes back 8 Kbytes of data, whereas an AFS fsync writes 
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back 64 Kbytes of data. So, it is not appropriate to compare the times taken by the 
two. 
Buffered read. There is about 0.6 ms difference between a UFS read from 
a memory buffer and AFS 3.0 read from memory buffer. This is because, in AFS 
3.0, the kernel has to lock the memory buffer before any data access and determine 
whether or not the data are still valid, i.e., whether the server has broken the callback 
on the file. 
Buffered write. Like buffered read, the difference in time between a UFS 
write and AFS 3.0 write into the kernel buffer is about 0.6 ms. But, unlike read, 
write does not do any validity check on the data before writing. The difference in 
time is simply because we are seeing two different systems that implement things 
differently. 
Disk read. In this experiment, we have read the byte from the end of a chunk 
to determine the data transfer time for a chunk from server to client. The time for 
one read from the end of a chunk is 360 ms, which includes two RPCs and the data 
transfer time. One RPC is to do a status read (because all information has been 
flushed out to make the read hit the server's disk) and another is to do the data read. 
Assuming that each RPC takes about 10 ms, the data transfer time for one chunk is 
about 340 ms. Since UFS disk reads are done in blocks of 8 Kbytes, it should not be 
compared with the AFS disk reads. 
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The time to read from the beginning of a chunk has been found to be a lot 
less than the time to read from the end of the chunk. In fact, increasing the read 
offset within a chunk increases the read time. This is because, once the piece of data 
to be accessed has been brought to the client machine's memory, the kernel allows 
the reading process to proceed with the requested data and fetches the rest of the 
data asynchronously. Figure 11. gives the offset versus time per read. A plot of the 
readings, as found in Figure 12., shows that the relationship between byte offset and 
read time approximates a step function. The read time increases with every step of 
8 Kbytes offset, by a step of approximately 30 ms. This shows that as soon as the 
amount of new data fetched is equal to a block size (8 Kbytes), the kernel allows the 
client process to use this block. 
Disk write. Writing to the server's disk takes almost double the time taken 
to read from the server's disk. This is because we are seeing a two way data transfer. 
First, data are fetched from the server to the client and then, on the close, data are 
written back from the client to the server. Three RPCs are involved here. One to do 
a status read (for the same reason as the disk read), one to get the new chunk of data 
to the client's disk since it is not already there (due to the flushing of the cache), and 
one to write the data back the server after the file is closed. Like f sync and disk 
read, it is not appropriate to compare the UFS and AFS disk write times since the 
unit of transfer is different in the two cases. 
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Experiment Mean Mode Min Max Sigma Max Error 
(ms) (ms) (ms) (ms) (ms) 
open 6.999 7.044 6.916 7.044 0.051 0.065 
experiment (-1.2%) (0.6%) (0.92%) 
close 7.130 7.172 7.044 7.263 0.041 0.065 
experiment (-1.2%) (1.5%) (0.91 %) 
creat 40.885 40.469 40.020 43.158 1.002 .065 
experiment (-2.1%) (5.6%) (0.16%) 
unlink 37.338 36.499 36.371 43.606 1.677 0.065 
experiment (-2.6%) (16.8%) (0.17%) 
lseek 0.050 0.050 0.050 0.052 0.001 0.0004 
experiment (-0.2 %) (3.8%) (0.80%) 
fsync 403.261 403.423 402.201 404.244 0.544 .004 
experiment (-0.3%) (0.2%) (0.00%) 
buf read 0.862 0.875 0.764 0.915 0.034 0.0004 
experiment (-11.3%) (6.2%) (0.05%) 
buf write 1.205 1.192 1.101 1.281 0.039 0.0004 
experiment (-8.7%) (6.3%) (0.04%) 
disk read 360.328 359.352 343.728 410.130 13.283 3.96 
experiment (-4.6%) (13.8%) (1.09%) 
disk write 725.149 710.892 679.644 871.038 40.120 3.96 
experiment (-6.3%) (20.1 %) (0.55%) 
Figure 9. Results of unshared file AFS experiments. 
Operation Other Components Experim. Time Operation Time 
(ms) (ms) 
open none 6.999 6.999 
close open 7.130 0.131 
creat none 40.885 40.885 
unlink none 37.338 37.338-
lseek none 0.050 0.050 
fsync lseek, buLwrite 403.261 402.056 
buf read ls eek 0.862 0.812 
buf write lseek 1.205 1.155 
disk read none 360.328 360.328 
disk write lseek, buLwrite, close 725.149 723.813 
Figure 10. Effective AFS operation times for unshared files. 
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Byte Offset Read Time 
(Kbytes) (ms) 
2 97.650 
6 101.556 
10 132.804 
14 124.992 
18 156.240 
22 160.146 
26 187.488 
30 195.300 
34 230.454 
38 234.360 
42 273.420 
46 261.702 
50 300.762 
54 308.574 
58 332.010 
62 339.822 
Figure 11. Byte offset within a chunk vs. read time. 
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Figure 12. Plot of byte offset within a chunk vs. read time. 
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Operation UFS Time AFS 3.0 Time 
(ms) (ms) 
open 0.512 6.999 
close 0.120 0.131 
creat 51.015 40.885 
unlink 16.959 37.338 
lseek 0.051 0.050 
fsync* 49.617 402.056 
buf read 0.229 0.812 
buf write 0.549 1.155 
disk read* 24.960 360.328 
disk write* 57.752 723.813 
*Note: The unit of the amount of data transferred from disk to memory is different 
in the two cases. It is 8 Kbytes for UFS and 64 Kbytes for AFS 3.0. 
Figure 13. Comparing UFS and AFS 3.0 operation times. 
4.3.2 Shared file results and analysis 
The three cases of sharing that have been studied are: the all-readers case, in 
which all processes sharing a file are reading from it; the 1-writer, n-readers case, in 
which one process is writing and all other processes are reading; and the all-writers 
case, in which all the processes sharing the file are writing. The results for the three 
cases will be found in Figures 14., 16., and 17., respectively. We shall discuss the 
three cases one-by-one and analyze the results. 
To understand the analyses, the reader must be familiar with the experiment 
design discussed in detail in Section 3.5.2 and the program structure given in Figures 
4. and 5 .. 
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(i) The all-readers case. Figure 14., shows that the time per read remains 
constant (within experimental error), irrespective of the number of readers. The 
mean value of the time per read is nearly the same as the unshared file buffered 
read experiment. Let us walk through the scenario of what is happening to explain 
this behavior. Figure 4. shows the sequence of operations taking place. Our timer 
has been started after a point when all the readers have obtained their callbacks 
from the file server by opening the file and reading the relevant chunk into the local 
cache. All these processes have the guarantee that their callbacks will be broken if 
any client sends modified data to the server. From this point on, each process does 
its reads from its local copy without communicating with the server. Since, in our 
experiment, all the processes are reading and no updates are made to the file, none 
of the processes receives any callback breaking message from the server. Hence, there 
is no communication between the server and the clients in our time measurements. 
So, the time per read does not vary with the number of readers. 
(ii) The 1-writer, n-readers case. Figures 15. and 16. show that the time 
per write linearly increases with increase in the number of readers. Figure 5. shows 
the sequence of operations taking place. Initially, since all the processes have done a 
read to get the chunk to their local cache, all of them have callback guarantees from 
the server. Now, when the writer wants to write, the server will have to break all these 
callbacks given to the readers before the write can take place. Each callback breaking 
involves an RPC from the server to the client. If there are n readers, the total time 
No. of Readers 
2 
3 
4 
5 
6 
7 
8 
Operations Timed Total Time 
(ms) 
2 lseeks + 2 reads 6.812 
+ 2 send-recvs 
3 lseeks + 3 reads 12.140 
+ 4 send-recvs 
4 lseeks + 4 reads 19.557 
+ 6 send-recvs 
5 lseeks + 5 reads 22.120 
+ 8 send-recvs 
6 lseeks + 6 reads 27.463 
+ 10 send-recvs 
7 lseeks + 7 reads 34.737 
+ 12 send-recvs 
8 lseeks + 8 reads 41.080 
+ 14 send-recvs 
For the time per read, 
mean= 0.819 
min= 0.527 (-35.7 %) 
max= 1.239 (51.2 %) 
sigma = 0.24 7 
Time per Read 
(ms) 
0.956 
0.796 
1.239 
0.534 
0.527 
0.798 
0.886 
Figure 14. Results of the all-readers case. 
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taken for breaking the callbacks is (n * tRPc), i.e, with every reader introduced, the 
time taken per write should increase by an RPC time. 
In Figure 16., we see that the time increment with every reader introduced 
is higher than expected. The average increment is about 32 ms with every reader 
introduced, which is greater than an RPC time of 10 ms. This can be explained by 
the fact that the callback breaking function takes an array of fids as a parameter. The 
unmarshalling of this array in the client involves several kernel memory allocations 
in the client, each of which can be slow. 
(iii) The all-writers case. Figure 17. shows that the time for a write and 
fsync combination remains constant (within experimental errors), irrespective of the 
number of writers. The mean value is nearly the same (within 2.35%) as that of the 
unshared file write and fsync combination time. At first, one would expect that the 
time would linearly increase just like the previous case, but it does not. The reason 
is that AFS 3.0 does not guarantee synchronization among multiple writers, whereas 
it does for multiple readers. 
The scenario at start, i.e., before any writes have taken place, is just the same 
as our other file sharing experiments. The sequence of operations taking place is shown 
in Figure 5 .. Each client has read a chunk into its local cache and has a callback on 
the file. We ignore the first reading as it involves breaking these callbacks. Any 
subsequent writes that take place do not involve callback breaking. The writes are 
850 
l 800 
write + fsync 
time (ms) 
750 
700 
650 x 
1 
x 
x 
x 
x 
2 3 4 5 
Number of readers 
Figure 15. Plot of number of readers vs. (write + fsync) time. 
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6 7 
Number of Readers 
1 
2 
3 
4 
5 
6 
7 
(write + fsync) Time 
(ms) 
647.874 
681.754 
720.874 
754.326 
782.137 
811.667 
844.009 
For the time increment, 
mean = 32.689 
min= 27.811 (-14.9 %) 
max= 38.746 (18.5 %) 
sigma = 3.8287 
Increment in Time 
(ms) 
-
33.880 
38.746 
33.826 
27.811 
29.530 
32.342 
Figure 16. Results of the I-writer, n-readers case. 
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directed to the locally cached copy. The server does not intervene because writing 
clients are not given any consistency guarantees. Hence, the time per write and 
fsync combination remains constant no matter how many writers are accessing the 
file concurrently. 
The associated data consistency in these semantics for writers is definitely not 
like single-system semantics. But, it has been implemented in this way to prevent the 
clients from communicating with the servers for every write. In normal operation, 
cases where multiple clients are updating the same file at any one time arise rarely, 
except in database applications, for which AFS 3.0 was not designed. Moreover, 
to guarantee synchronization among multiple writers, every write system call would 
No. of Writers Time per (write + fsync) 
2 
3 
4 
5 
6 
7 
8 
(ms) 
403.806 
407.712 
427.800 
422.964 
404.178 
416.454 
406.410 
For the time per write & fsync combination, 
mean= 412.794 
min= 403.806 (-2.2 %) 
max= 427.800 (3.6 %) 
sigma= 9.659 
Figure 17. Results of the all-writers case. 
72 
have to do validity checks to see if the most recent data are available in the local cache. 
This has the potential of degrading performance in a system where, in practice, there 
is seldom any case of multiple writers and no such validity checks are required. So, 
for the kind of applications for which AFS 3.0 has been designed, synchronization 
guarantees for multiple writers were deemed unnecessary. 
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4.4 ANALYSIS OF AFS 4.0 
The cases that are of most interest to us for our analysis here, are those of 
file sharing. Under the conditions of no sharing of files, AFS 3.0 and AFS 4.0 file 
operations will involve the same number of RPCs and the same number of data 
transfers between client and server. The data transfer time can be affected if AFS 4.0 
chooses to use a different chunk size as the unit of transfer. In AFS 4.0, the RPCs 
between clients and servers take place between their kernel-spaces, unlike AFS 3.0, 
in which the client end of RPCs is in the kernel-space but the server end is in the 
user-space. Also, it is expected that in the final version of AFS 4.0, a totally different 
RPC package (Hewlett-Packard's NCS 2.0), with potentially better performance, will 
be used. The above two factors will reduce RPC time and effectively reduce the time 
for the file operations that are dependent on it. 
In our analysis, we are interested in the data tokens. To briefly review the 
compatibility of data tokens (Section 2.2.3): write data tokens are incompatible with 
each other and with read data tokens if their byte ranges overlap; read data tokens 
do not clash with each other, even if their byte ranges do overlap. 
In this section, we will briefly discuss in what ways the AFS 4.0 experiments 
would be different from those of AFS 3.0. We will then take up the three cases of 
sharing that we studied for AFS 3.0 and predict the results for AFS 4.0, followed by 
a summary. 
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4.4.1 How the experiments would differ from those in AFS 3.0 
The most significant difference in the experiment structure would be that, in 
AFS 4.0, we would not have to do an fsync following a write to transmit new data 
across network. This is because in AFS 3.0, new data are visible across the network 
only after the file is closed by the updating client, unless that client explicitly does an 
fsync. In AFS 4.0, new data will be visible across network before the file is closed. 
The other difference is that, to study the effects of sharing, one would have to 
make sure in AFS 4.0 that the byte ranges accessed by the different clients overlap. 
If there are no conflicts, the effects of sharing cannot be seen. In AFS 3.0, it does not 
matter whether the byte ranges of a file overlap or not. Callbacks do not describe 
byte ranges and, as long as bytes from the same file are accessed by multiple clients, 
we can see the effects of sharing. 
4.4.2 The three cases of interest 
In order to understand the descriptions given in this section, the reader must 
be familiar with the experiments described in Section 3.5.2 and Figures 4. and 5 .. To 
find a relationship between the time for a file operation and the degree of sharing of 
the file, we will go through the sequence of all the significant events taking place for 
each of the three cases. As we have described, we start timing at a point when all 
the processes have brought the relevant chunk in their local cache and hence, all of 
75 
them have data read tokens. 
For all the three cases, we will indicate any RPC or data transfer within paren-
theses, whenever they occur. We will show the datagram sendto/recvfrom pairs, but 
these will not be considered in our analyses as they are part of our experiment design 
and not of the token managing algorithms. Data transfer will be denoted by DT 
and the time taken by an RPC and a data transfer will be denoted by tRPC and 
ivr respectively. In our prediction of the performance of AFS 4.0, we would only 
be interested in these two times because, in a distributed file system, it is these that 
account for most of the time taken by an operation. The rest of the time taken by 
an operation is nearly the same as that taken in a non-distributed environment. It is 
usually insignificant compared to the large RPC and data transfer times. 
The following paragraphs show the sequence of operations for the three cases 
of interest. The numbers on the left show the sequence number of an operation, where 
1 < k < n. The comments in parentheses indicate whether a step involves an RPC, 
a data transfer or a send-recv communication. 
(i) The all-readers case. 
0. Po through Pn have data-read tokens 
1. 
2. 
3. 
3k+l. 
3k+2. 
3k+3. 
3n+l. 
3n+2. 
3n+3. 
P0 wants to read and already has data-read token 
Po reads from locally cached copy 
since there have been no updates 
P0 signals P1 
Pk wants to read and already has data-read token 
Pk reads from locally cached copy 
since there have been no updates 
Pk signals Pk+I via P0 
Pn wants to read and already has data-read token 
Pn reads from locally cached copy 
since there have been no updates 
Pn signals Po 
Go back to step 1 for next round trip 
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(send-recv) 
(2 send-recvs) 
(send-recv) 
From the above sequence of events, we find that there are no costs that are 
dependent upon the number of concurrent readers. Except for the RPCs that need 
to be done initially to get the appropriate tokens and the data transfer from the file 
server to the client (if the chunk is not already in the local cache), the performance 
is almost identical to a non-distributed system. This behavior is also identical to the 
AFS 3.0 case. 
0. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
4k+5. 
4k+6. 
4k+7. 
4k+8. 
4n+5. 
4n+6. 
4n+7. 
4n+8. 
(ii) The 1-writer, n-readers case. 
P0 through Pn have data-read tokens 
Po wants to write and requests data-write token 
P1 through Pn requested to give up token 
P1 through Pn give up tokens 
P0 granted data-write token 
P0 writes to locally cached copy 
Po signals P1 
P1 wants to read and requests data- read token 
P0 requested to give up token 
P0 writes back to the server and gives up token 
P1 granted data-read token and fetches new data 
P1 reads from locally cached copy 
P1 signals P2 via Po 
Pk wants to read and requests data-read token 
Pk granted data-read token and fetches new data 
Pk reads from locally cached copy 
Pk signals Pk+l via P0 
Pn wants to read and requests data-read token 
Pn granted data-read token and fetches new data 
Pn reads from locally cached copy 
Pn signals Po 
Go back to step 1 for next round trip 
(RPC) 
(n RPCs) 
(send-recv) 
(RPC) 
(RPC) 
(DT) 
(DT) 
(2 send-recvs) 
(RPC) 
(DT) 
(2 send-recvs) 
(RPC) 
(DT) 
( send-recv) 
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We will look at the total cost for a vri te in terms of RP Cs and data transfers. 
It is given by the steps 1 through 5, i.e., between when the writer wants to write and 
the write actually takes place. 
iwriterw = ( n + 1) * iRPC 
Now, n+l is the total number of clients, say N. So, 
iwriterw = N * t RPG 
Hence, vri te time is directly proportional to the total number of clients ac-
cessing the file concurrently. This behavior is identical to the AFS 3.0 case. 
The time per read, like the all- readers case, does not depend on the number 
of clients accessing the file and is given by, 
For the first reader after the writer i.e., for P1 
treadrw = 2 * ( tnpc + tvT) 
For all other readers, i.e., for Pi, where 1 < i <= n 
treadrw = t RPG + t DT 
(iii) The all-writers case. 
0. P0 through Pn have data-read tokens 
1. 
2. 
3. 
4. 
5. 
6. 
6k+l. 
6k+2. 
6k+3. 
6k+4. 
6k+5. 
6k+6. 
6n+l. 
6n+2. 
6n+3. 
6n+4. 
6n+5. 
6n+6. 
P0 wants to write and requests data-write token 
P1 through Pn requested to give up data-read tokens 
P1 through Pn give up tokens 
Po granted data-write token and fetches new data 
P0 writes to locally cached copy 
Po signals P1 
Pk wants to write and requests data-write token 
Pk-l requested to give up data-write token 
Pk-l writes back data to server and gives up token 
Pk granted data-write token and fetches new data 
Pk writes to locally cached copy 
Pk signals Pk+ 1 via Po 
Pn wants to write and requests data-write token 
Pn-l requested to give up data-write token 
Pn-l writes back data to server and gives up token 
Pn granted data-write token and fetches new data 
Pn writes 
P n signals Po 
Go back to step 6k+ 1 for next round trip 
(RPC) 
(n RPCs) 
(DT) 
(send-recv) 
(RPC) 
(RPC) 
(DT) 
(DT) 
(2 send-recvs) 
(RPC) 
(RPC) 
(DT) 
(DT) 
(send-recv) 
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Here, we will ignore the first round trip as a steady state of operation has not 
yet been reached. The first round trip is different from the rest of the round trips 
due to the fact that all the processes have data-read tokens for the first round trip 
but not for the subsequent ones. The time per write system call for a general round 
trip is given by, 
twrite == 2 * (tRPC + tnT) 
It involves two RPC times and two data transfer times, but does not depend 
on the number of processes concurrently accessing the file. In the respect of its 
independence on the number of processes, the behavior is identical to the AFS 3.0 
case. However, the consistency guarantees are stronger in AFS 4.0, and doing an 
fsync is not required, to make new data visible across the network. 
4.4.3 Summary 
We will now summarize what we have learned from the above three cases. 
For multiple read-only clients there is no extra cost involved in the time per read 
operation, once the readers have obtained their appropriate tokens, which is a one 
time event that takes place once per client. But whenever there is a writing client in 
addition to the readers, the performance deteriorates linearly for the writer, with the 
number of concurrent accesses made to the file by different readers. For the readers, 
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although the time per read is independent of the number of clients accessing the file 
concurrently, the operation time itself is high, involving RPCs and data transfers. 
Finally, for the all-writers case, again there is no dependence of the write time on 
the numbers of concurrent accesses made, but the operation time is high due to the 
RPCs and data transfers involved in providing consistency guarantees for the case of 
multiple writers. 
It should be noted that the 1-writer, n-readers case that we have studied is a 
pathological case, where multiple clients are trying to access the same byte subrange of 
the same file, with the write and read calls of different clients deliberately interleaved 
with each other. In normal operation, such a situation seldom arises except in large 
database applications, and there too, at the most two to three processes may try 
to access the same byte range of the same file at the same time. Nevertheless, it is 
worthwhile and interesting to study such unusual and worst case behaviors so that 
if they ever occur, one can come up with explanations and possibly, solutions. This 
study also helps in determining the kind of uses for which the system is best suited 
by pointing out the areas of strength and weakness. 
CHAPTER V 
CONCLUSIONS 
In this chapter, we first summarize the work that we have done. We then give 
some observations and implications of this work. Finally we provide some proposals 
for future work for AFS and for distributed systems in general. 
5.1 SUMMARY 
In this work, we first explored the UFS primitive file operations and, in the 
process of doing so, a lot about how the file system works was learned. Minute details 
of these operations and of the file system had to be studied in order to design suitable 
experiments for measuring the times taken by these operations. For example, to 
measure the time for a read that hits the disk, we had to devise a way to clear the 
kernel buffers of relevant data. UNIX does not provide any such system call. So, the 
total size of the file system buffer had to be determined so that it could be completely 
filled by reading data from an irrelevant file, thereby overwriting any relevant data 
already present in the memory. 
Next, we surveyed three of the currently available distributed file systems with 
special emphasis on the synchronization techniques used by them. The strongest 
83 
data consistency guarantees are given by the AFS 4.0 token scheme, with minimal 
extra cost in performance. NFS provides relatively weak consistency guarantees since 
cached data are assumed to be valid only for a limited period of time. Locus, on the 
other hand, provides strong guarantees but at the expense of communication with the 
synchronization site for every file update, which degrades performance and is the po-
tential system bottleneck. AFS 4.0 attempts to solve this problem by communicating 
with the server only when the data are shared and by allowing read-only replication 
of files, for which tokens are not required. 
We described AFS 3.0 analytically, made some performance measurements and 
reconciled the two, thereby clarifying our understanding of how the system works. 
We determined that most of the time taken by a distributed file system operation, 
compared "io a centralized file system operation, can be accounted for by the RP Cs 
and data transfers between clients and servers. In the RPCs used in AFS 3.0, most of 
the time is spent in network communication, and in marshalling and unmarshalling 
arguments and results. We studied the AFS 3.0 consistency semantics for concurrent 
file accesses by several clients, finding that it uses open/ close granularity, rather than 
read/write granularity. These semantics were adopted for practical reasons and have 
been found to cause few problems. 
But, it can always be argued that the consistency guarantees of AFS 3.0 are 
not strong enough. AFS 4.0 is designed to provide a stronger set of guarantees. vVe 
studied AFS 4.0 analytically and explored the likely differences in behavior from its 
84 
predecessor, AFS 3.0. To provide stronger guarantees, AFS 4.0 has to incur the cost 
of a few extra RPCs in some operations, as compared to AFS 3.0. But it is expected 
that, since the RPCs are between kernel-spaces in AFS 4.0 and an improved RPC 
package is used, the performance of AFS 4.0 will be improved. 
5.2 OBSERVATIONS AND IMPLICATIONS 
A great deal has been learned from studying the implementation and function-
ing of AFS. Many of these lessons can be applied in implementing future distributed 
file systems. 
We have learned that caching is important in achieving good performance 
in a distributed file system, by comparing the results of our file access experiments 
involving access from the server's disk and from the local cache. Powerful cache 
consistency guarantees are very useful to most people, from beginners to sophisticated 
users of the system. Callbacks provide strong synchronization guarantees and their 
use handles about 97 to 99 percent [Kazar 1988] of the requests that would otherwise 
contact the file server. 
We have seen that most distributed file system operations can be decomposed 
into primitive operations, including RPCs and data transfers. We have determined 
some cost estimation functions (<I>, defined in Section 1.4.1) for some of the distributed 
file system operations, as a function of the primitives, after studying the relevant 
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algorithms. These functions can be useful for doing a sensitivity analysis of the 
system. The effect of the change in the time performance of any of the primitive 
operations on the overall file system performance can be studied from these functions, 
without having to perform any experiments. For example, if a new RPC package is 
used, the performance can be determined by measuring the time for an RPC and 
then applying the <I> functions. If there is a change in the file system algorithms 
themselves, but they still employ the primitives that have been measured, we could 
still determine the distributed file operation times by simply determining the new <I>s. 
From our analysis of AFS, we can speculate the types of uses to which the 
system is best suited. AFS 3.0 is unsuitable for database applications because no 
consistency guarantees are given for concurrent writers. AFS 4.0 is not very suitable 
either, because, although it provides the strongest consistency guarantees, the per-
formance is not good enough for database applications. But, AFS is very suitable for 
large environments like geographically scattered organizations and big universities, 
since it is fast and provides enough functionality to support the UNIX file system. 
For this environment, no specialized transaction facility is required. In general, AFS 
is suitable for all UNIX applications in a location transparent and rapidly expanding 
distributed environment. 
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5.3 FUTURE WORK 
Our measurements have been done in an environment with a low and stable 
load. This is unrealistic. Some kind of realistic load can be placed on the servers, 
clients and network to do measurements that are more meaningful in evaluating the 
day-to-day operation of AFS. Such loads are hard to determine but can be based 
on statistical observations of everyday loads. It would be useful to see how the 
performance of AFS would deteriorate under heavy loads. 
To study the effects of the degree of sharing on file access time, we were 
limited by the number of client machines available for the experiments. It would be 
interesting to see if the behavior predicted remains the same with a higher degree of 
sharing. 
No throughput measurements have been done in this work, which would be 
another interesting and worthwhile thing to measure. Throughput measurement fig-
ures are generally available for many systems and a comparative study could be made 
using these available figures to determine the areas of strength and weakness of AFS. 
An example of a throughput measurement would be to measure how many times a 
byte can be passed between two sites in one second. 
We have used only Pmax 2100 machines and the Ultrix operating system for 
our measurements. The measurements could also be done on other machines to which 
AFS has been ported, and other operating systems supported by AFS. Even more 
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interesting would be to study the performance of AFS on a heterogeneous set of 
machines, because that is the kind of environment in which AFS is expected to work. 
In this work, we have only predicted the performance of AFS 4.0. Actual mea-
surements must be done on AFS 4.0 to see how close the predictions are to reality. 
AFS 4.0 provides stronger consistency guarantees than AFS 3.0 and it would be in-
teresting to determine the costs in performance required to provides these guarantees. 
We have studied the performance of AFS in a LAN environment. High scal-
ability, access transparency, and some other features of AFS give it the potential of 
having good performance in a Wide Area Network (WAN) environment. In fact, an 
experimental wide area file system has already been installed which spans CMU, MIT, 
University of Michigan, Stanford University, Transarc Corporation and many other 
sites. It would be beneficial to run our test suites on this experimental file system to 
determine the performance and compare it with the LAN performance. One could 
determine whether AFS is suitable for operating on a nationwide WAN and if so, one 
could point out the areas that need to be tuned for better performance. The reader 
is referred to Spector and Kazar [1989] for details about the potential performance of 
AFS in a WAN environment. 
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