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Hypergeometric tau functions τ (t, T, t∗) as ∞-soliton tau
function in T variables
A. Yu. Orlov∗
Abstract
We consider KP tau function of hypergeometric type τ(t, T, t∗), where the set t is the
KP higher times and T, t∗ are sets of parameters. Fixing t∗, we find that τ(t, T, t∗) is
an infinite-soliton solution of different (dual) multi-component KP (and TL) hierarchy,
where the roles of the variables t and T are interchanged. When τ(t, T, t∗) is a polynomial
in t, we obtain a N -soliton solution of the dual hierarchy. Parameters of the solitons are
related to the Frobenius coordinates of partitions in the Schur function development of
τ(t, T, t∗).
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1 Introduction
Hypergeometric tau functions [9],[10],[11] were introduced to generalize a notion of hypergeo-
metric functions of matrix argument [13],[12]. These tau functions are series over partitions of
the form
τ(n, t, T, t∗) = cn(T )
∑
λ∈P
e
∑∞
i=1
Tn−i−Tn+λi−isλ(t)sλ(t
∗) , (1.0.1)
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where T = {Tm, m = 0,±1,±2, . . .} are arbitrary parameters, the sλ denotes the Schur function,
and P is the set of all partitions. The factor cn(T ) = τ(n, 0, T, 0)
−1 is not important in the
context of the present paper and is given by (4.0.24)-(4.0.26) in the Appendix.
Considered as a function of the variables t = (t1, t2, . . .), series (1.0.1) is a KP tau function,
where the set t plays the role of KP higher times; the second set of parameters t∗ is related to a
second KP hierarchy. As a function of n, t, t∗, series (1.0.1) is a Toda lattice (TL) tau function.
If the variables T solve the periodicity condition Ti = Ti+N , then (1.0.1) is a tau function
of the so-called N-periodic TL. Certain known hypergeometric functions of many variables
(considered in [13],[12]) can be obtained by specializing the variables t, T , and t∗. We note
that the hypergeometric tau functions yields a perturbative asymptotic expansion for a set of
known matrix integrals [14],[18],[15]. They were also used to construct new solvable matrix
integrals [16].
A special interest in this kind of tau functions is in a set of applications. Tau functions
arising in supersymmetric gauge theories [2],[3], in the problem of counting of Hurwitz numbers
[4], of counting of Gromov-Witten invariants of P 1 [5], of computation of intersection numbers
on Hilbert schemes [6] - are of the hypergeometric type. Tau functions, which were considered
in [7],[8] in the context of c = 1 strings, are also of the hypergeometric type.
In the present paper, we specialize the variables t∗, and study tau function (1.0.1) as a
function of the variables T . We succeed to do it when t∗ belongs to any of four special families,
given by (2.0.67),(2.0.68), (2.0.69), and (2.0.70) below. We find that series (1.0.1) is a multi-
soliton tau function of a different integrable hierarchy, which we call a dual hierarchy (the type
of the hierarchy is defined by the choice of t∗). The variables T of (1.0.1) turn out to be linear
combinations of the time variables n˜(m), t˜(m), t˜(m)∗, m = 1, . . . , p of the new hierarchy (namely,
it is the so-called p component TL (and KP) hierarchy). Sometimes, we omit the arguments n
and t∗ and use the notations τ(t, T ) and τ(t, T, t∗), instead of τ(n, t, T, t∗).
The present letter is a development of the preprint [1].
First, we briefly review some facts and notions.
Soliton theory. The KP hierarchy of integrable equations [20],[25], which is the most
popular example in the soliton theory, consists of the semi-infinite set of nonlinear integral-
differential evolutionary equations
∂tmu = Km[u] , m = 1, 2, . . . , (1.0.2)
which are commuting flows: [∂tk , ∂tm ] u = 0. The first nontrivial one is the Kadomtsev-
Petviashvili equation
∂t3u =
1
4
∂3t1u+
3
4
∂−1t1 ∂
2
t2
u+
3
4
∂t1u
2 , (1.0.3)
which, originally, served in the plasma physics [20], now plays a very important role both,
in physics and in mathematics. Another very important equation is the equation of two-
dimensional Toda lattice (TL)
∂t1∂t∗1φn = e
φn−1−φn − eφn−φn+1 (1.0.4)
first integrated in [27] and carefully studied in [28] in the framework of [25]. This equation
gives rise to TL hierarchy which contains derivatives with respect to the higher times t1, t2, . . .
and t∗1, t
∗
2, . . . .
The key point of the soliton theory, at present, is a notion of tau function, introduced
by Sato (for the KP tau-function see [25]). The tau function is a sort of a potential, which
respectively gives rise both to the TL and KP hierarchies. It depends on two semi-infinite sets
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of the higher times t1, t2, . . . and t
∗
1, t
∗
2, . . ., and on the discrete variable n: τ = τ(n, t, t
∗). More
explicitly, we have [25],[28]:
u = 2∂2t1 log τ(n, t, t
∗) , φn(t, t
∗) = − log τ(n + 1, t, t
∗)
τ(n, t, t∗)
(1.0.5)
Three examples of tau functions.
(1) The vacuum TL tau function is
τ(t, t∗) = e
∑∞
m=1
mtmt
∗
m (1.0.6)
This is the simplest example of (1.0.1), where T = 0.
(2) The N-soliton tau function of the TL and the KP hierarchies are defined by a set
of parameters {pi, qi, ai} , i = 1, . . . , N, pi 6= qi; the parameters pi, qi determines the velocity
of the soliton labeled by a number i; while the ai determines the initial location of the soliton
number i. The N-soliton KP and TL tau function is the series
τ solitons(n, t, t∗) = c(t, t∗)

 N∑
p=0
∑
1≤i1<···<ip
∏
k<m
cikime
ηi1+···+ηip

 = (1.0.7)
c(t, t∗)

1 + N∑
i=1
eηi +
N∑
1≤i<j
cije
ηi+ηj + · · ·

 , (1.0.8)
where
ηi = ξ(n, t, t
∗, pi)− ξ(n, t, t∗, qi) + log ai
pi − qi , (1.0.9)
ξ(n, t, t∗, p) = n log p+
∞∑
m=1
tmp
m −
∞∑
m=1
t∗mp
−m , (1.0.10)
cij =
(pi − pj)(qi − qj)
(pi − qj)(qi − pj) (1.0.11)
and
c(t, t∗) = e
∑∞
m=1
mtmt
∗
m (1.0.12)
is the vacuum TL tau function. The series inside the brackets in (1.0.7) terminates when the
number of solitons, N , is finite. If we are interested in the KP case, the values of the variables
t∗ are irrelevant.
We are also interested in the fermionic representation of this soliton solution [25] (see Ap-
pendix A for notations):
τ solitons(n, t, t∗) = 〈n|eH(t)e
∑N
i=1
aiψ(pi)ψ∗(qi)eH
∗(t∗)|n〉 (1.0.13)
In what follows, we are interested in a degenerate case of soliton tau function (1.0.13) (’reso-
nances’), the case when some of the pi are identical (and the same about the variables qi), as
described in (2.0.44) below.
(3) The polynomial TL tau functions, which yields rational solutions of the TL hierar-
chy, were found by K.Takasaki. He found rather general class of solutions of the TL hierarchy
in the form of double series in the Schur functions over partitions (definitions see below) [29]:
τ(n, t, t∗) =
∑
λ,µ
Kλµ(n)sλ(t)sµ(t
∗) , (1.0.14)
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where the coefficients Kλµ can be presented as certain determinants or, alternatively, just solve
special bilinear equations [25]. Series (1.0.14) gives rise to a general KP and TL solution, see
[29]; the so-called rational solutions one finds as special cases of (1.0.14), for instance, any
polynomial tau function gives rise to a rational KP and TL solution.
We can show that series (1.0.1) is a special example of Takasaki series (1.0.14). Our goal is
to show that series (1.0.1) (in particular, the terminating ones, which gives rise to a rational
solution of the KP hierarchy) can be viewed as a special soliton solution of a different (”dual”)
hierarchy in the case when we fix the parameters t∗ in one of the ways described below by
(2.0.26),(2.0.27),(2.0.28), (2.0.29) and by (2.0.67),(2.0.68),(2.0.69), (2.0.70). These are exactly
the specializations of the parameters t∗, which we find in many applications of hypergeometric
type series (1.0.1). By now, we failed to generalize our results for a different specialization of
t∗, and for the Takasaki series of general type (1.0.14).
Partitions. Polynomial functions of many variables are parameterized by partitions. A
partition is any (finite or infinite) sequence of non-negative integers in the decreasing order:
λ = (λ1, λ2, . . . , λr, . . .) , λ1 ≥ λ2 ≥ . . . ≥ λr ≥ . . . ≥ 0 (1.0.15)
The numbers λi in (1.0.15) are called the parts of the λ. The number of the non-vanishing parts
is the length of the λ, denoted by ℓ(λ). The sum of the parts is the weight of the λ, denoted by
|λ|. If n = |λ|, we say that the λ is a partition of n. The zero partition (for which λ1 = 0) is
denoted by 0.
The diagram of a partition (or the Young diagram) may be defined as the set of points (or
nodes) (i, j) ∈ Z2 such that 1 ≤ j ≤ λi. Thus, the Young diagram is viewed as a subset of
entries in a matrix with the l(λ) lines and the λ1 rows. We denote the diagram of λ by the
same symbol λ.
For example,
is the diagram of (3, 3, 1). The weight of this partition is 7, the length is equal to 3.
The partition whose diagram is obtained by the transposition of the diagram λ with respect
to the main diagonal is called the conjugated partition and denoted by λ′.
Another notation is due to Frobenius. Suppose that the main diagonal of the diagram of λ
consists of r nodes (i, i) (1 ≤ i ≤ r). Let αi = λi−i be the number of nodes in the ith row of λ
to the right of (i, i), for 1 ≤ i ≤ r, and let βi = λ′i− i be the number of nodes in the ith column
of λ below (i, i), for 1 ≤ i ≤ r. We have α1 > α2 > · · · > αr ≥ 0 and β1 > β2 > · · · > βr ≥ 0.
Then, we denote the partition λ by
λ = (α1, . . . , αr|β1, . . . , βr) = (α|β) (1.0.16)
One may say that the Frobenius notation corresponds to a decomposition of a diagram λ into
main hooks, where the biggest hook is (α1|β1), next one is (α2|β2), and so on up to the smallest
hook, which is (αr|βr). The corners of the main hooks are situated at the main diagonal of
the diagram. For instance, the partition (3, 3, 1) consists of the two main hooks (2, 2) and (1, 0):
4
and
In the Frobenius notation this is (2, 1|2, 0). If λ = (α|β), then λ′ = (β|α)
The τ functions of hypergeometric type.
Let us consider a function r, which depends on a single variable n, the n is an integer. Given
partition λ, we define
rλ(x) =
∏
i,j∈λ
r(x+ j − i) (1.0.17)
Namely, the rλ(n) is the product of the r over all nodes of Young diagram of the partition λ,
at each node, the argument of the r is defined by the entry, i, j, of the node. The number j− i
is zero on the main diagonal; the j − i is called the content of the node with an entry i, j.
For instance, for the partition (3, 3, 1) the diagram is
so, our rλ(x) is equal to r(x+ 2)(r(x+ 1))
2(r(x))2r(x− 1)r(x− 2).
For zero partition we set r0 ≡ 1.
It was shown [22] that
τr(n, t, t
∗) =
∑
λ
rλ(n)sλ(t)sλ(t
∗) (1.0.18)
(where the sum ranges all partitions including the zero partition) is a TL and a KP tau function,
which we call the tau function of hypergeometric type. Via the change of variables
r(m) = eTm−1−Tm (1.0.19)
we rewrite it in form (1.0.1).
The Schur functions sλ(t), sλ(t
∗) are defined with the help of
sλ(t) = det hλi−i+j(t)1≤i,j≤l(λ) , exp
∞∑
m=1
zmtm =
∞∑
k=0
zkhk(t) , (1.0.20)
and for k < 0, we set hk = 0 . Here, the hk(t) is called the elementary Schur function, or, the
same, the complete symmetric function, see [19].
For instance, if we choose the r to be rational function, then for t∗ = (1, 0, 0, . . .) and for
tm = tr X
m m = 1, 2, . . ., we verify [9],[10], that we obtain a known hypergeometric function,
which is called the hypergeometric function of matrix argument, see (7.0.54).
The equation
∂t1∂t∗1φn = r(n)e
φn−1−φn − r(n+ 1)eφn−φn+1 , (1.0.21)
(which is similar to the Toda lattice equation) holds for
φn(t, t
∗) = − log τr(n+ 1, t, t
∗)
τr(n, t, t∗)
(1.0.22)
The tau function τr(n, t, t
∗) and the tau function τ(n, t, T, t∗), see Appendix A, are solutions
of (1.0.21) and of (4.0.31) respectively, these tau functions are identical up to the multiplication
by the number cn, independent of t, t
∗, see (4.0.22). So, it is enough to study one of them, say,
τ(n, t, T, t∗).
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2 The tau-functions τ (t, T ) as a soliton tau function of a
dual hierarchy
First of all, we rewrite sum (1.0.1), using the Frobenius notations (α|β) for each partition λ;
(α|β) = (α1, . . . , αk|β1, . . . , βk), where k is the number of the main hooks in the diagram of a
partition λ. We restate (1.0.1) as
τ(n, t, T, t∗) = cn(T )

1 + ∞∑
k=1
∞∑
α1>···>αk≥0
β1>···>βk≥0
e
∑k
i=1
(Tn−βi−1−Tn+αi )s(α|β)(t)s(α|β)(t
∗)

 (2.0.23)
Remark 1 . Actually, one can restrict the sum over the infinite sets of the non-negative
integers {αi ∈ Z≥0, i = 1, 2, . . .} (and {βi ∈ Z≥0, i = 1, 2, . . .}) to any subset Sα ⊆ Z≥0
(respectively, Sβ ⊆ Z≥). It means, that the sum range not all partitions, but only the set we
denote by S,
τ(n, t, T, t∗) = cn(T )
∑
λ∈S
e
∑∞
i=1
Tn−i−Tn+λi−isλ(t)sλ(t
∗) (2.0.24)
= cn(T )

1 +
∞∑
k=1
∑
α1>···>αk≥0
αi∈Sα
∞∑
β1>···>βk≥0
βi∈Sβ
e
∑k
i=1
(Tn−βi−1−Tn+αi)s(α|β)(t)s(α|β)(t
∗)

 (2.0.25)
In the case when S 6= P , for simplicity we set n = 0; the detailed study see in the forthcoming
paper.
We introduce the notations:
t∞ = (1, 0, 0, 0, . . .) , (2.0.26)
t(a) = (
a
1
,
a
2
,
a
3
, . . .) , (2.0.27)
t(∞, q) = (t1(∞, q), t2(∞, q), . . .), tm(∞, q) = 1
m(1− qm) , m = 1, 2, . . . , (2.0.28)
t(a, q) = (t1(a, q), t2(a, q), . . .) , tm(a, q) =
1− (qa)m
m(1− qm) , m = 1, 2, . . . (2.0.29)
In the sequel, we fix t∗ to be one of (2.0.26),(2.0.27),(2.0.28), (2.0.29).
Lemma 1 . Let (α|β) = (α1, . . . , αk|β1, . . . , βk) be the Frobenius notation for a partition.
Then,
s(α|β)(t∞) =
∏k
i<j(αi − αj)(βi − βj)∏k
i,j=1(αi + βj + 1)
1∏k
i=1 αi!
∏k
i=1 βi!
, (2.0.30)
s(α|β)(t(a)) =
∏k
i<j(αi − αj)(βi − βj)∏k
i,j=1(αi + βj + 1)
k∏
i=1
(a)αi+1
αi!
k∏
i=1
(−)βi(−a)βi
βi!
, (2.0.31)
s(α|β)(t(∞, q)) =
∏k
i<j(q
αi+1 − qαj+1)(q−βj − q−βi)∏k
i,j=1(q
−βi − qαj+1)
1∏k
i=1(q; q)αi
∏k
i=1(q; q)βi
, (2.0.32)
s(α|β)(t(a, q)) = (2.0.33)∏k
i<j(q
αi+1 − qαj+1)(q−βj − q−βi)∏k
i,j=1(q
−βi − qαj+1)
k∏
i=1
(qa; q)αi+1
(q; q)αi
k∏
i=1
(−)βiq(a−1)βi(q1−a; q)βi
(q; q)βi
(2.0.34)
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The proof follows from the formulae:
s(α|β)(t) = det s(αi|βj)(t)|i,j=1,...,k , (2.0.35)
s(αi|βj)(t∞) =
1
H(αi|βj)
=
1
(αi)!(βi)!(αi + βj + 1)
, (2.0.36)
where the H(αi|βj) is the product-of-hook-length [19] of the partition (αi|βj), and from
(a)(α|β) =
s(α|β)(t(a))
s(α|β)(t∞)
, (2.0.37)
(a)(α|β) =
k∏
i=1
(−)βi(a)αi+1(1− a)βi , (2.0.38)
where
(a)k :=
Γ(a + k)
Γ(a)
= a(a+ 1) · · · (a + k − 1), (2.0.39)
and from the similar relations in the q-case:
s(αi|βj)(t(∞, q)) =
q
1
2
(β2
i
+βi)
H(αi|βj)(q)
=
q
1
2
(β2
i
+βi)
(q; q)αi(q; q)βi(1− qαi+βj+1)
, (2.0.40)
(qa; q)(α|β) =
∏
(i,j)∈(α|β)
(1− qa+j−i) = s(α|β)(t(a, q))
s(α|β)(t(∞, q)) , (2.0.41)
(qa; q)(α|β) =
k∏
i=1
(−)βiqaβi− 12 (β2i+βi)(qa; q)αi+1(q1−a; q)βi , (2.0.42)
where
(qa; q)k := (1− qa)(1− qa+1) · · · (1− qa+k−1) , (qa; q)0 := 1 (2.0.43)
Next, let us consider a second TL hierarchy with the higher times, which we denote by
n˜, t˜, t˜∗. We study the infinite number of solitons tau function of a degenerate form
τ solitons(n˜, t˜, t˜∗) = 〈n˜|eH(t˜)e
∑∞
i≥0,j>0
aijψ(zi)ψ
∗(z−j)eH
∗(t˜∗)|n˜〉 , (2.0.44)
where all zi (i ∈ Z) are different, and
t˜ = (t˜1, t˜2, t˜3, . . .), t˜
∗ = (t˜∗1, t˜
∗
2, t˜
∗
3, . . .) (2.0.45)
(as we see, (2.0.44) is related to (1.0.13), where there are identical numbers among the pi, i =
1, 2, . . ., and identical numbers among the qi, i = 1, 2, . . .).
We develop (2.0.44) in the aij variables and use (4.0.18), (4.0.19) and (4.0.17). We obtain
τ solitons(n˜, t˜, t˜∗)e−
∑∞
m=1
mt˜m t˜
∗
m = (2.0.46)
1 +
∞∑
k=1
∑
α1>···>αk≥0
β1>···>βk≥0
(
det aαiβj |ki,j=1
)
〈0|
k∏
i,j=1
eξ(n˜,t˜,t˜
∗,zαi)−ξ(n˜,t˜,t˜
∗,z−βj )ψ(zαi)ψ
∗(z−βj)|0〉 (2.0.47)
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= 1 +
∞∑
k=1
∑
α1>···>αk≥0
β1>···>βk≥0
eξ(n˜,t˜,t˜
∗,zαi)−ξ(n˜,t˜,t˜
∗,z−βj )
∏k
i<j(zαi − zαj )(z−βi − z−βj )∏k
i,j(z−βi − zαj )
(
det aαiβj |ki,j=1
)
,
(2.0.48)
where the sum ranges all partitions (α|β) = (α1, . . . , αk|β1, . . . , βk), k = 1, 2, 3, . . ., and the
ξ(n˜, t˜, t˜∗, z) is the function defined by (1.0.10).
Now, compare (2.0.48) and (2.0.23). We identify the ξ with the T . The factor det aij
is identified with the Schur function sλ(t), while the factor describing the interaction of the
solitons is identified with sλ(t
∗) . The Lemma 1 yields
Theorem 1 Let τ(n, t, T, t∗) is defined by (1.0.1), and τ solitons(n˜, t˜, t˜∗) is defined by (2.0.44),
where
aij = aij(t) = s(i|j)(t) , (2.0.49)
and where, for a given n, and for a given set of the numbers zm, m = 0,±1,±2, . . ., the variables
n˜, t˜, t˜∗ are related to the variables T as
Tn+m =
∞∑
k=1
(zkmt˜k − z−km t˜∗k) + n˜ log zm + Cm+n (2.0.50)
(here the Cm+n are constants independent of n˜, t˜, t˜
∗), and
cn = e
Tn−1+···+T1+T0 = e
∑n
m=1(
∑∞
k=1
(zk−m t˜k−z
−k
−mt˜
∗
k
)+n˜ log z−m+Cn−m) , n > 0 , (2.0.51)
cn = e
−Tn−···−T−2−T−1 = e−
∑−1−n
m=0 (
∑∞
k=1
(zkm t˜k−z
−k
m t˜
∗
k
)+n˜ log zm+Cm+n) , n < 0 . (2.0.52)
and c0 = 1. We have
(A) If
zm = m+ α+ 1 , m ≥ 0 , z−m = −m+ α , m > 0 , (2.0.53)
Cm+n = − logm! , m ≥ 0 , Cm+n = − log(−m)! , m < 0 , (2.0.54)
then
τ solitons(n˜, t˜, t˜∗)e−
∑∞
k=1
kt˜k t˜
∗
kcn = τ(n, t, T, t∞) (2.0.55)
(B) If
zm = m+ α+ 1 , m ≥ 0 , z−m = −m+ α , m > 0 , (2.0.56)
Cm+n = log
(a)m+1
m!
, m ≥ 0 , Cm+n = log (−)
m(a)−m
(−m)! , m < 0 , (2.0.57)
then
τ solitons(n˜, t˜, t˜∗)e−
∑∞
k=1
kt˜k t˜
∗
kcn = τ(n, t, T, t(a)) (2.0.58)
(C) If
zm = q
m+1 + b , m ≥ 0 , z−m = q−m + b , m > 0 , (2.0.59)
Cm+n = − log(q; q)m , m ≥ 0 , Cm+n = − log(q; q)−m , m < 0 . (2.0.60)
then
τ solitons(n˜, t˜, t˜∗)e−
∑∞
k=1
kt˜k t˜
∗
kcn = τ(n, t, T, t(∞, q)) (2.0.61)
(D) If
zm = q
m+1 + b , m ≥ 0 , z−m = q−m + b , m > 0 , (2.0.62)
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Cm+n = log
(qa; q)m+1
(q; q)m
, m ≥ 0 , Cm+n = log (−)
mq−(a+1)m(q1−a; q)−m
(q; q)−m
, m < 0 , (2.0.63)
then
τ solitons(n˜, t˜, t˜∗)e−
∑∞
k=1
kt˜k t˜
∗
kcn = τ(n, t, T, t(a, q)) (2.0.64)
In these relations the α and the b are arbitrary complex numbers.
Remark 2 By the Remark 1, we can restrict sum in (1.0.1) over all partitions to the subset S.
In particular, the polynomial tau function of type (1.0.1) is related to the soliton tau function
with a finite number of solitons.
Remark 3 . We note that the higher times t of the KP hierarchy we started with are integrals
of motion for (solitonic) tau function (2.0.44) of the second TL hierarchy. And vice versa:
the higher times n˜, t˜, t˜∗ play the role of integrals of motion for the original KP hierarchy. We
therefore call these hierarchies the dual ones.
Remark 4 . Let us note that the action of SL(2) group on the lattice of the solitonic spectral
parameters {zi , i = 0,±1,±2, . . .}:
zi → azi + b
czi + d
(2.0.65)
do not change the factors (1.0.11) which describe the interaction of the solitons. Action (2.0.65)
affects only exponents ξ as a certain change of the variables n˜, t˜ and t˜∗. (The corresponding
infinitesimal action on the tau function of the dual hierarchy is described in terms of the Virasoro
generators, L−1 =
∑∞
m=2mt˜m∂t˜m−1 and L0, L1 (see [35] for details) and their counterparts
L¯1, L¯0, L¯−1 [8]).
Let us point out that a different relation between the rational and the soliton solutions (the
duality) was studied in [34]. An infinite number soliton solutions with the spectral parameters
lying on the lattice appeared in the papers [32], [33] in a different way and in a different context.
In their cases, there is no the degeneration, described above, which results in the appearance
of the determinant det aαiβj in (2.0.46), which was important to interpret the Schur function
sλ(t).
We now are going to fix the variables t∗ in a way generalizing the previous one.
Multi-component TL.
A p is a positive integer. We consider the higher times of the form:
t[p] = (0, . . . , 0, t1︸ ︷︷ ︸
p
, 0, . . . , 0, t2︸ ︷︷ ︸
p
, 0, . . .) , t∗[p] = (0, . . . , 0, t∗1︸ ︷︷ ︸
p
, 0, . . . , 0, t∗2︸ ︷︷ ︸
p
, 0, . . .) (2.0.66)
Let us introduce the notations:
t[p]∞ = (0, . . . , 0, 1︸ ︷︷ ︸
p
, 0, 0, . . .) , (2.0.67)
t[p](a) = (0, . . . , 0,
a
1︸ ︷︷ ︸
p
, 0, . . . , 0,
a
2︸ ︷︷ ︸
p
, 0, . . .) , (2.0.68)
t[p](∞, q) = (0, . . . , 0, t1(∞, q)︸ ︷︷ ︸
p
, 0, . . . , 0, t2(∞, q)︸ ︷︷ ︸
p
, 0, . . .) , (2.0.69)
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t[p](a, q) = (0, . . . , 0, t1(a, q)︸ ︷︷ ︸
p
, 0, . . . , 0, t2(a, q)︸ ︷︷ ︸
p
, 0, . . .) , (2.0.70)
where tm(∞, q) and tm(a, q) are the same as in (2.0.28) and (2.0.29).
The first output is that by Appendix B we obtain that each of the tau functions τr(n, t
[p],
t[p]∞), τr(n, t
[p], t[p](a)), τr(n, t
[p], t[p](∞, q)) and τr(n, t[p], t[p](a, q)) is just the product of tau
functions we obtained above.
Let us consider a set of partitions λ(m) = (α
(m)
1 , α
(m)
2 , . . . , α
(m)
k(m)
|β(m)1 , β(m)2 , . . . , β(m)k(m)), where
m = 1, . . . , p and k(1) + · · · + k(p) = k, where p and k are two positive integers. Consider the
set of numbers {α(m)ki p +m − 1|i = 1, . . . , k(m), m = 1, . . . , p} and put them in the decreasing
order: α1 > α2 > · · · > αk > 0 (by the construction of numbers αk the decreasing order
is strict ). Similarly consider the set {β(m)ki p + m − p|i = 1, . . . , k(m), m = 1, . . . , p} and put
them in the decreasing order: β1 > β2 > · · · > βk > 0. Let us consider the partition λ =
(α1, . . . , αk|β1, . . . , βk). We can prove the following lemma.
Lemma 2 . For the partitions (α(m)|β(m)) = (α(m)1 , . . . , α(m)k |β(m)1 , . . . , β(m)k ), wherem = 1, . . . , p
and the partition (α|β) = (α1, . . . , αk|β1, . . . , βk) described above, we have
s(α|β)(t
[p]
∞) = (−)σ(α,β)
p∏
m=1
∏k(m)
i<j (α
(m)
i − α(m)j )(β(m)i − β(m)j )∏k
i,j=1(α
(m)
i + β
(m)
j + 1)
1∏k(m)
i=1 α
(m)
i !β
(m)
i !
, (2.0.71)
s(α|β)(t
[p](a)) = (−)σ(α,β)
p∏
m=1
∏k(m)
i<j (α
(m)
i − α(m)j )(β(m)i − β(m)j )∏k
i,j=1(α
(m)
i + β
(m)
j + 1)
k(m)∏
i=1
(a)
α
(m)
i
+1
α
(m)
i !
(−1)β(m)i (−a)
β
(m)
i
β
(m)
i !
,
(2.0.72)
s(α|β)(t
[p](∞, q)) = (2.0.73)
(−)σ(α,β)
p∏
m=1
∏k(m)
i<j (q
α
(m)
i
+1 − qα(m)j +1)(q−β(m)j − q−β(m)i )∏k
i,j=1(q
−β
(m)
i − qα(m)j +1)
1∏k(m)
i=1 (q; q)α(m)
i
(q; q)
β
(m)
i
, (2.0.74)
s(α|β)(t
[p](a, q)) = (−)σ(α,β)
p∏
m=1
∏k(m)
i<j (q
α
(m)
i
+1 − qα(m)j +1)(q−β(m)j − q−β(m)i )∏k(m)
i,j=1(q
−β
(m)
i − qα(m)j +1)
(2.0.75)
·
k(m)∏
i=1
(qa; q)
α
(m)
i
+1
(q; q)
α
(m)
i
(−1)β(m)i q(a−1)β(m)i (q1−a; q)
β
(m)
i
(q; q)
β
(m)
i
(2.0.76)
Soliton solutions of multi-component TL (p-TL). The following expression is an ex-
ample of tau function of the multi-component TL:
τ solitons(n˜(1), . . . , n˜(p); t˜(1), . . . , t˜(p); t˜∗(1), . . . , t˜∗(p)) = (2.0.77)
〈n˜|e
∑p
m=1
∑∞
k=1
H
(m)
k
t˜
(m)
k e
∑p
m,n=1
∑∞
i≥0,j>0
amn
ij
ψ(m)(z
(m)
i,m
)ψ∗(n)(z−j,n)e
∑p
m=1
∑∞
k=1
H
(m)
−k
t˜
(m)
−k |n˜〉 (2.0.78)
where the sets (t˜
(m)
1 , t˜
(m)
2 , . . .) , (t˜
(m)
−1 , t˜
(m)
−2 , . . .), m = 1, . . . , p are higher times of multi-component
TL hierarchy and
n˜ = (n˜(1), . . . , n˜(p)) (2.0.79)
are p-TL discrete variables such that n˜(1) + · · ·+ n˜(p) = 0, and where
H
(m)
k =
+∞∑
n=−∞
ψ(m)n ψ
∗
n+k
(m) , k 6= 0 , (2.0.80)
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ψ(m)n := ψnp+m−1 , ψ
∗
n
(m) := ψ∗np+m−1 , (2.0.81)
ψ(m)(z) :=
∞∑
k=−∞
zkψ
(m)
k , ψ
∗(m)(z)dz :=
∞∑
k=−∞
z−k−1ψ∗k
(m) (2.0.82)
This soliton tau function is defined by numbers amnij (i ≥ 0, j > 0, n,m = 1, . . . , p) and the set
of zj,m where m = 1, . . . , p and j runs over all integers.
We have the generalization of the Theorem 1.
Theorem 2 Let τ solitons(n˜(1), . . . , n˜(p); t˜(1), . . . , t˜(p); t˜∗(1), . . . , t˜∗(p)) is defined by (2.0.78) and
amnij = a
mn
ij (t) = s(ip+m−1|jp+n−1)(t) , (2.0.83)
and
T
(m)
k = Tpk+m−1 , m = 1, . . . , p , (2.0.84)
T
(m)
k =
∞∑
n 6=0
(zk,m)
nt˜(m)n − n˜(m) log zk,m + C(m)k , k ∈ Z , (2.0.85)
where C
(m)
k are some constants, specified below
Then
(A)
τ solitons(n˜(1), . . . , n˜(p); t˜(1), . . . , t˜(p); t˜∗(1), . . . , t˜∗(p))e−
∑p
m=1
∑∞
n=1
nt˜
(m)
n t˜
∗(m)
n = τ
(
n, t, T, t[p]∞
)
(2.0.86)
where the l.h.s. describe the ∞-soliton solution, with the parameters:
zk,m = k + α
(m) + 1 , k ≥ 0 , z−k,m = −k + α(m) , k > 0 , m = 1, . . . , p , (2.0.87)
C
(m)
k = − log k! , k ≥ 0 , C(m)k = − log(−k)! , k < 0 . (2.0.88)
(B)
τ solitons(n˜(1), . . . , n˜(p); t˜(1), . . . , t˜(p); t˜∗(1), . . . , t˜∗(p))e−
∑p
m=1
∑∞
n=1
nt˜
(m)
n t˜
∗(m)
n = τ(n, t, T, t[p](a))
(2.0.89)
where the l.h.s. describe the ∞-soliton solution with the parameters
zk,m = k + α
(m) + 1 , k ≥ 0 , z−k,m = −k + α(m) , k > 0 , (2.0.90)
C
(m)
k = log
(a)k+1
k!
, k ≥ 0 , C(m)k = log
(−)k(a)−k
(−k)! , k < 0 . (2.0.91)
(C)
τ solitons(n˜(1), . . . , n˜(p); t˜(1), . . . , t˜(p); t˜∗(1), . . . , t˜∗(p))e−
∑p
m=1
∑∞
n=1
nt˜
(m)
n t˜
∗(m)
n = τ(n, t, T, t[p](∞, q))
(2.0.92)
where the l.h.s. describe the ∞-soliton solution with the parameters
zk,m = q
k+1 + b(m) , k ≥ 0 , z−k,m = q−k + b(m) , k > 0 , (2.0.93)
C
(m)
k = − log(q; q)k , k ≥ 0 , C(m)k = − log(q; q)−k , k < 0 . (2.0.94)
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(D)
τ solitons(n˜(1), . . . , n˜(p); t˜(1), . . . , t˜(p); t˜∗(1), . . . , t˜∗(p))e−
∑p
m=1
∑∞
n=1
nt˜
(m)
n t˜
∗(m)
n = τ(n, t, T, t[p](a, q))
(2.0.95)
where the l.h.s. describe the ∞-soliton solution with the parameters
zk,m = q
k+1 + b(m) , k ≥ 0 , z−k,m = q−k + b(m) , k > 0 , (2.0.96)
T
(m)
k,0 = log
(qa; q)m+1
(q; q)m
, m ≥ 0 , T (m)k,0 = log
(−)kq−(a+1)k(q1−a; q)−k
(q; q)−k
, k < 0 (2.0.97)
In the relations above α(m) and b(m) are arbitrary complex numbers, and t[p]∞, t
[p](a), t[p](∞, q)
and t[p](a, q) are specified respectively by (2.0.67),(2.0.68),(2.0.69) and (2.0.70).
3 Matrix models as soliton solutions
Let us describe without details the relation of asymptotic series for certain matrix models to
the ∞-soliton solutions which are the subject of the Theorem 1. More details about asymtotic
series of matrix models one can find in [15],[18].
3.1 Normal matrix model
A good example of tau function of hypergeometric type (1.0.1) is the asymptotic perturbation
series of the model of normal matrices with an axial symmetric interaction term (this term
defines the set of variables T in (1.0.1)). The model of normal matrix has a set of interesting
applications, mentioned below.
A matrix M is called normal if it commutes with its hermitian conjugated M+:
[M,M+] = 0 (3.1.1)
One can bring the matrix M to its diagonal form via an unitary matrix U : M = UZU+,
where Z = diag(z1, . . . , zn), the zi are eigenvalues of the M . It is clear that M
+ = UZ¯U+,
where the diagonal matrix Z¯ is the complex conjugated of Z.
The model of normal matrices is defined by its partition function as follows
Z(n, t, t∗;V ) =
∫
dΩ(M)eTrV1(M)+TrV2(M
+)+TrV (M,M+) (3.1.2)
The integration measure is defined as
dΩ(M) = d∗U |∆(z)|2
n∏
i=1
d2zi (3.1.3)
where d∗U is the Haar measure over the unitary group U(n) and ∆(z) is the notation for the
Vandermont determinant:
∆(z) = det zn−ki |i,k=1,...,n =
n∏
i<k
(zi − zk) (3.1.4)
For the case n = 1 one puts ∆(z) = 1.
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The potentials V1(M), V2(M
+) and V (M,M+) are defined by their Taylor expansion as
follows
V1(M) =
∞∑
m=1
tmM
m, V2(M) =
∞∑
m=1
t∗m
(
M+
)m
, V (M,M+) =
∞∑
k,m=1
vkmM
k(M+)m ,
(3.1.5)
where the tm, t
∗
m, vkm are complex numbers.
After the change of variables M → (U,Z) and the integration over U(n) one obtains
Z(n, t, t∗;V ) = C
∫
c
· · ·
∫
c
|∆(z)|2
n∏
i=1
eV1(zi)+V2(z¯i)+V (zi,z¯i)d2zi , (3.1.6)
where the integration is going over complex planes of eigenvalues zi. C is a number related to
the volume of the unitary group.
The model of normal matrices has applications in the description of quantum Hall droplets.
It was shown in [31], the particular case of the model when vkm = δk,1δm,1, in its 1/n → ∞
limit is related to the interface dynamics of a water spot inside an oil film, and that it is also
related to certain old posed problems of complex analysis.
Now, we derive the perturbative expansion of partition function (3.1.6) in the coupling
constants t and t∗. We set
eT0−Tm = A
∫ +∞
0
zme
∑∞
k=1
vkz
k
dz (3.1.7)
Then, according to [18], we have the following asymptotic series:
INM(n, t, t∗;V ) = τr(n, t, t
∗) = INM(n, 0, 0;V )
∑
(α|β)
s(α|β)(t)s(α|β)(t
∗)e
∑k(α|β)
i=1
(Tn−βi−1−Tn+αi) ,
(3.1.8)
which, for the choice of the times t∗, according to (2.0.67),(2.0.68),(2.0.69), (2.0.70), can be
interpreted as the infinite-soliton solution of the Theorems 1,2.
For instance, on the level of perturbation series the matrix integral
INM(n, t(p)(a), t∗(p)(a);V ) =
∫
dΩ(M)eTrU(MM
+) det(1−Mp)−a det(1− (M+)p)−a (3.1.9)
factorizes into the product of the p tau functions of the ∞-soliton type.
3.2 Two-matrix model
Let us evaluate the following integral over n by n matricesM1 andM2, whereM1 is a Hermitian
matrix and M2 is an anti-Hermitian one
I2MM(n, t, t∗) =
∫
eTrV1(M1)+TrV2(M2)e−TrM1M2dM1dM2 , (3.2.1)
where the integration measure is
dM1dM2 =
n∏
i=1
d(M1)iid(M2)ii
n∏
i<j
dℜ(M1)ijdℜ(M2)ijdℑ(M1)ijdℑ(M2)ij (3.2.2)
and
V1(M1) =
∞∑
m=1
tmM
m
1 , V2(M2) =
∞∑
m=1
t∗mM
m
2 (3.2.3)
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It is well-known [36] that this integral reduces to the integral over eigenvalues xi and yi of
matrices M1 and M2 respectively.
We have [15]
I2MM(n, t, t∗) =
Cn
(2π)n
∑
λ
(n)λsλ(t)sλ(t
∗) , (3.2.4)
where we remember that according to (1.0.17)
(n)λ =
∏
i,j∈λ
(n+ j − i) = Γ(n + 1 + λ1)Γ(n+ λ2) · · ·Γ(λn)
Γ(n + 1)Γ(n) · · ·Γ(1) , (3.2.5)
and Cn incorporates the volume of unitary group.
Thus we have the following perturbation series [15]
I2MM(n, t, t∗)
I2MM(n, 0, 0)
=
∑
λ
(n)λsλ(t)sλ(t
∗) (3.2.6)
It means that for the choice of times, t∗, according to (2.0.67),(2.0.68),(2.0.69), or (2.0.70),
partition function (3.2.1) can be interpreted as the infinite-soliton solution of the Theorem 1.
For instance, on the level of perturbation series, the matrix integral
I2MM(n, t(p)∞ , t
(p)
∞ ) =
∫
eTrM
p
1+TrM
p
2 e−TrM1M2dM1dM2 (3.2.7)
factorizes into the product of p tau functions of the ∞-soliton type.
3.3 Hermitian one matrix model
The partition function for the one matrix model with an even potential is
Z(N, g, g4) =
∫
dMe−N
g
2
TrM2−N
∑
m>2
g2m
2m
TrM2m , (3.3.1)
where M is N by N Hermitian matrix, and dM =
∏n
i=1 dMii
∏n
i<j dℜMijdℑMij.
It follows from [15] and from Appendix B, that the asymptotic series of the one matrix
model with the even potential enjoys the factorization property:
Z(2N, g, g4) = τr(1)(N, t, t
∗)τr(2)(N, t, t
∗) , (3.3.2)
Z(2N + 1, g, g4) = τr(1)(N + 1, t, t
∗)τr(2)(N, t, t
∗) , (3.3.3)
where
t = (0,−Ng4/4,−Ng6/6,−Ng8/8, . . .) , t∗ = (1/(2Ng), 0, 0, 0, . . .) = 1/(2Ng)t∞ (3.3.4)
Therefore, each factor in (3.3.2) is the subject of (2.0.55) and has the form of an ∞-soliton
solution.
In (3.3.2),(3.3.3)
r(1)(k) = 2k(2k − 1), r(2)(k) = (2k + 1)(2k) , (3.3.5)
which defines Tm in (2.0.23) for the tau functions τr(1)(N+1, t, t
∗) and τr(2)(N, t, t
∗) via (1.0.19).
Remark. In case t∗k = δk,4, we note that the series for the τr(1,2)(N, t, t
∗) can be obtained as
the perturbation series for the respective partition functions
τr(1,2)(N, t, t
∗) = CN
∫
e
−TrM2
2Ng4 det
(
1−
√−2M
gN
)−N± 1
2
dM (3.3.6)
Here, the integration ranges Hermitian N by N matrices M , and CN is the normalization
constant. Thus, the asymptotic series for integral (3.3.6) has the form of an ∞-soliton tau
function.
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4 Appendix A. Toda lattice tau functions of hypergeo-
metric type [9],[10]
We shall use the fermionic representation of the paper [21] and [25] (see also [28]).
The KP tau function of the hypergeometric type has the fermionic representation (this
result is indicated in [9]; the details of the proof can be found in [15]),
τr(n, t, t
∗) = 〈n|eH(t)e−A(t∗)|n〉 , (4.0.7)
which a special case of the fermionic representation of the KP tau function [25], where
H(t) =
∞∑
m=1
Hmtm , A(t
∗) =
∞∑
m=1
Amt
∗
m , (4.0.8)
Hm =
∞∑
k=−∞
ψkψ
∗
k+m , m 6= 0 , (4.0.9)
Am = −
∞∑
n=−∞
r(n) · · · r(n−m+ 1)ψnψ∗n−m , m = 1, 2, . . . (4.0.10)
Here, {ψm}, {ψ∗m} (m ∈ Z) are the fermionic operators, which satisfy the usual anti-commutation
relations
[ψj , ψ
∗
k]+ = δjk, [ψj , ψk]+ = 0, [ψ
∗
j , ψ
∗
k]+ = 0, j, k ∈ Z , (4.0.11)
The vacuum state of a charge n in (4.0.7) is defined as
|n〉 := ψn−1 · · ·ψ1ψ0|0〉 , n > 0 , |n〉 := ψ∗n · · ·ψ∗−1|0〉 , n < 0 , (4.0.12)
where the vacuum state |0〉 is characterized by
ψm|0〉 = 0, m < 0; ψ∗m|0〉 = 0, m ≥ 0 (4.0.13)
Due to (4.0.9) and (4.0.10), we have two different abelian group actions, respectively gener-
ated by the set {Hn, n = 1, 2, . . .} and by the set {An, n = 1, 2, . . .}. However, operators from
different sets do not commute with each other. We also define
H∗(t∗) =
∞∑
m=1
H−mt
∗
m , (4.0.14)
where Hm are given in (4.0.9). Then, we have A(t
∗) = H∗(t∗) for r ≡ 1.
We also recall the so-called Wick rule , which is useful in calculations
〈n|w1 · · ·w2m+1|n〉 = 0 , 〈n|w1 · · ·w2m|n〉 =
∑
σ
sgnσ〈n|wσ(1)wσ(2)|n〉 · · · 〈n|wσ(2m−1)wσ(2m)|n〉 ,
(4.0.15)
where wk, k = 1, 2, . . . is any liner combination of the fermionic operators ψi and ψ
∗
i (i =
0,±1,±2, . . .), and where σ ranges all permutations satisfying σ(1) < σ(2), . . . , σ(2m − 1) <
σ(2m) and σ(1) < σ(3) < · · · < σ(2m− 1) (here, σ(k) is the result of the action of the element
σ of the permutation group on the number k)
These linear combinations
ψ(z) =
+∞∑
m=−∞
ψmz
m , ψ(z)∗ =
+∞∑
m=−∞
ψ∗mz
−m−1 (4.0.16)
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are of most use. By (4.0.15) we have
〈n|ψ(z1) · · ·ψ(zk)ψ∗(z−1) · · ·ψ∗(z−k)|n〉 =
(
z1
z−1
)n
· · ·
(
zk
z−k
)n ∏k
i<j(zi − zj)(z−i − z−j)∏k
i,j=1(zi − z−j)
(4.0.17)
We have the simple relations
eH(t)ψ(z)e−H(t) = ψ(z)eξ(t,z), eH(t)ψ∗(z)e−H(t) = ψ∗(z)e−ξ(t,z), (4.0.18)
e−H
∗(t∗)ψ(z)eH
∗(t∗) = ψ(z)e−ξ(t
∗,z−1), e−H
∗(t∗)ψ∗(z)eH
∗(t∗) = ψ∗(z)eξ(t
∗,z−1) (4.0.19)
where
ξ(t, z) =
∞∑
m=1
zmtm (4.0.20)
We now consider Toda lattice (TL) [21],[28]. Our notations n, t, t∗ correspond to the respec-
tive notations s, x,−y in [28].
We consider TL tau-function (1.0.1), which depends on the three sets of variables t, T, t∗
and on n ∈ Z:
τ(n, t, T, t∗) = 〈n|eH(t) exp
(
∞∑
−∞
Tm : ψ
∗
mψm :
)
eH
∗(t∗)|n〉 , (4.0.21)
where : ψ∗mψm := ψ
∗
mψm − 〈0|ψ∗mψm|0〉. With respect to the KP and the TL dynamics, the
variables Tn have a meaning of integrals of motion.
Hypergeometric functions (7.0.47),(7.0.50),(7.0.60),(7.0.54) listed in the Appendix are ratios
of tau-functions (4.0.21) evaluated at special values of times n, t, T, t∗ [9],[10].
Let us mark that tau functions (4.0.21) with special choice of T variables were considered
in [8],[7] in the context of c = 1 string theory.
Tau-function (4.0.21) is linear in each eTn . Let r(m) = eTm−1−Tm, m ∈ Z. Then
τr(n, t, t
∗) = cn(T )
−1τ(n, t, T, t∗) =
τ(n, t, T, t∗)
τ(n, 0, T, 0)
= (4.0.22)
1 +
∑
λ6=0
e(Tn−1−Tλ1+n−1)+(Tn−2−Tλ2+n−2)+···+(Tn−l−Tλl+n−l)sλ(t)sλ(t
∗) (4.0.23)
The sum ranges all different partitions excluding the partition 0.
We have
c−1n = τ(n, 0, T, 0) = e
−Tn−1−···−T1−T0 = e−nT0
n−1∏
k=0
(r(k))n−k , n > 0 , (4.0.24)
c−1n = τ(0, 0, T, 0) = 1 , n = 0 , (4.0.25)
c−1n = τ(n, 0, T, 0) = e
Tn+···+T−2+T−1 = e−nT0
−n−1∏
k=0
(r(k))−k−n , n < 0 . (4.0.26)
The KP and TL tau-function τ(n) = τr(n, t, t
∗) obeys the following Hirota equation:
τ(n)∂t∗1∂t1τ(n)− ∂t1τ(n)∂t∗1τ(n) = r(n)τ(n− 1)τ(n+ 1) (4.0.27)
The equation
∂t1∂t∗1φn = r(n)e
φn−1−φn − r(n+ 1)eφn−φn+1 , (4.0.28)
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which is similar to the Toda lattice equation holds for
φn(t, t
∗) = − log τr(n+ 1, t, t
∗)
τr(n, t, t∗)
(4.0.29)
Equations (4.0.28) and (4.0.27) are still true in case the function r has zeroes.
If the function r has no integer zeroes, using the change of variables
ϕn = −φn − Tn , (4.0.30)
we obtain Toda lattice equation in the standard form [28]:
∂t1∂t∗1ϕn = e
ϕn+1−ϕn − eϕn−ϕn−1 (4.0.31)
As we see from (4.0.30), the variables Tn have the meaning of asymptotic values of the fields φn
for the class of tau-functions (4.0.21) which is characterized by the property ϕn → 0 as t1 → 0.
5 Appendix B. Multi-component case
Proposition 1 Let p be a positive integer. Given i = 1, 2, . . . , p, we have
τr(np+i, t
[p], t∗[p]) = τr(1)(n+1, t, t
∗) · · · τr(i)(n+1, t, t∗)τr(i+1)(n, t, t∗) · · · τr(p)(n, t, t∗) , (5.0.32)
where i = 1, . . . , p, and each τr(m)(j, t, t
∗) (with j = n, n+1) is given by (4.0.7) with the function
r, defined by
r(m)(k) = R(kp+m− 1) , m = 1, . . . , p, k ∈ Z , (5.0.33)
where
R(k) = r(k)r(k − 1) · · · r(k − p+ 1) , (5.0.34)
and where the times t[p], t∗[p] in the l.h.s. are related to the times
t = (t1, t2, t3, . . .) , t
∗ = (t∗1, t
∗
2, t
∗
3, . . .) (5.0.35)
in the r.h.s. by (2.0.66).
Proof. Following [25], we introduce the colored fermions according to ψ
(m)
k := ψkp+m−1, ψ
∗(m)
k :=
ψ∗kp+m−1, m = 1, . . . p and k ∈ Z, where we call m the color of fermions ψ(m)k , ψ∗(m)k . Then,
expectation value (4.0.7) factorizes into the product of p expectation values over all colors.
Let (α1, α2, . . . |β1, β2, . . .) be the Frobenius notation of the partition λ. We introduce
r
(m)
λ (k) = rλ˜(k +m− p+ 1) , m = 1, . . . , p , (5.0.36)
where λ˜ is the partition (pα1, pα2, . . . |pβ1, pβ2, . . .).
Let us consider a set of partitions λ(m) = (α
(m)
1 , α
(m)
2 , . . . , α
(m)
k(m)
|β(m)1 , β(m)2 , . . . , β(m)k(m)), m =
1, . . . , p. We consider the numbers {α(m)ki p + m − 1|i = 1, . . . , k(m), m = 1, . . . , p}, and label
them in such a way that α1 > α2 > · · · > αK > 0, where K = k(1) + · · · + k(p) (by the
construction, the decreasing order is strict ). Similarly, we consider the numbers {β(m)ki p+m−
p|i = 1, . . . , k(m), m = 1, . . . , p}, and label them in the same way: β1 > β2 > · · · > βK > 0. Let
us consider the partition λ = (α1, . . . , αK |β1, . . . , βK). Similarly to (5.0.32), we obtain
p∏
m=1
sλ(m)(t) = (−)cλsλ(t[p]), sλ(0, . . . , 0, 1, 0, . . . , 0, 0, . . .) = (−)cλ
p∏
m=1
H−1
λ(m)
, (5.0.37)
where the sign factor (−)cλ originates from the reordering of the fermions in the expectation,
and can be obtained as sign
∏
i,j(h
(m2)
i −h(m1)j ), here we keep the notation hi of for the so-called
shifted weights ℓ(λ) + λi − i. We write each integer h as a product of p groups of ℓ(λ)p integers
h(m) with m = 0, . . . , p− 1 denoting their congruence modulo p.
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6 Appendix C. Applications of the tau functions of the
hypergeometric type
Here, we only point out the correspondence between the tau functions of hypergeometric type
and objects introduced in different papers.
(A) Two-dimensional Yang-Mills theory [38] and a particular case of the so-called non-local
Yang-Mills theory [39] (which are both considered on a disk) result in the following partition
function:
Z(U1, U2) =
∑
R
ξR(U
−1
1 )ξR(U
−1
2 )e
A
∑∞
m=1
amCm(R) (6.0.38)
where am are some constants (in 2D Yang-Mills theory all of am vanish except a2 which is related
to the coupling constant [38]), and where the summation runs over irreducible representations
of the gauge group; U1 and U2 are the path-ordered exponentials (Wilson loops) of the gauge
field on the boundaries, A is the area of the disk, and Cm, m = 1, 2, . . ., are the Casimirs of
the gauge group SU(N):
Cm(R) =
N∑
i=1
[(λi +N − i)m − (N − i)m] (6.0.39)
Chosing
mtm = TrU
m
1 , mt
∗
m = TrU
m
2 (6.0.40)
we find that (6.0.38) is of form (1.0.1).
(B) The generating function for double Hurwitz numbers was introduced in [4] in the study
of the Gromov-Witten potential, and has form (1.0.1)
τ(P, P ′, β, q) =
∑
λ
q|λ|eβf2(λ)sλ(P )sλ(P
′) (6.0.41)
where P and P ′ are related to t and t∗, and where f2 is
f2(λ) =
1
2
∑
i
[
(λi − i+ 1
2
)2 − (−i+ 1
2
)2
]
(6.0.42)
Choosing t = t∗ = e
u
2 t∞ := (e
u
2 , 0, 0, . . .) (as was done in [4],[5]), one obtains the following
version of 1D Toda lattice from (1.0.21):
e−u
d2
du2
φn = r(n)e
φn−1−φn − r(n+ 1)eφn−φn+1 (6.0.43)
Under a special reduction: n = log t1t
∗
1 + const (which reminds Benjamin-Ono reduction [37])
one obtains so-called equivariant Toda equation, see [4]. In this case the β is the t˜2 of (2.0.55),
while all other t˜k vanish.
(C) Supersymmetric gauge theory [2],[3]. In [2] the softly broken supersymmetric N = 4
theory, which is supersymmetric N = 2 gauge theory (with the gauge group U(N)) is considered.
The evaluation of the 4D Euclidean path integral in the Ω background yields in the U(1) case
(the Abelian gauge theory) the partition function
Z(Λ) = e−
1
12
∑
k
Λ2|k|µ(k)2, µ(k) =
∏
i<j
(
ki − kj + j − i
j − i
)
(6.0.44)
It is related to our notations as follows: k = (k1, k2, . . .) → λ = (λ1, λ2, . . .), Λ2 = r. Then, it
is the tau function of hypergeometric type, where t = t∗ = t∞. The case N > 1 is also related
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to the tau function (1.0.1) after certain transformation. In [2] the 5D supersemmetric theory
with the eight supercharges, compactified on the circle S1 of circumference β was also studied.
In U(1) case, the evaluation of the path integral yields the partition function
Z(β,Λ) = Λ
1−N2
12 eγh¯(0|β,Λ)
∑
k
(βΛ)2|k|µ(k)2, µ(k) =
∏
i<j
(
sinh βh¯
2
(ki − kj + j − i)
sinh βh¯
2
(j − i)
)
(6.0.45)
It is tau function (1.0.6) with t = t∗ = t(∞, q).
(D) The intersection numbers on Hilbert schemes [6]. The identification is the following.
The notations m, t, s and x corresponds to the respective notations n, t, t∗ and T in the present
paper. The notation τ(t, s, x,m) in [6] corresponds to the τ(n, t, T, t∗). The τ(t, s, x,m) in the
paper [6] is the generating function of the equivariant intersection numbers on Hilbert schemes
of points on the affine plane.
(E) An example of solvable matrix integral [16] (σ is the partition (m, . . . ,m), ℓ(σ) = n)
∫
U(n)
detU∓m det(1−XU)−a det(1− U−1Y )−bd∗U = 1
(n)σ
{
(a)σ detX
m
(a˜)σ det Y m
}
2F1
(
a˜, b˜
n+m
∣∣∣∣∣XY
)
,
(6.0.46)
where m ≥ 0 and where a˜ = a +m, b˜ = b for the upper sign and where a˜ = a, b˜ = b+m for
lower sign in the l.h.s. of (6.0.46). The notations (n)σ, (a)σ one finds in (7.0.56) . The Gauss
hypergeometric function 2F1 of the matrix argument one finds in (7.0.52), it is an example of
the hypergeometric tau function, see [9]. In the case m = 0, −a = −b = p ∈ Z≥0 the integral
(6.0.46) was evaluated as determinant of p by p matrix in the recent paper [40] via replica
method. Let us also mark that 2F1(a, b; c|X) with integer a, b, c solves Painleve V equation
[41].
7 Appendix D. Hypergeometric functions of matrix ar-
gument
The hypergeometric functions, considered below, are examples of the hypergeometric tau func-
tions [9],[10].
Ordinary hypergeometric functions. First, let us recall that the generalized hypergeo-
metric function of one variable x is defined as
pFs (a1, . . . , ap; b1, . . . , bs; x) =
∞∑
n=0
(a1)n · · · (ap)n
(b1)n · · · (bs)n
xn
n!
(7.0.47)
where (a)n is the Pochhammer’s symbol
(a)n =
Γ(a + n)
Γ(a)
= a(a+ 1) · · · (a+ n− 1) . (7.0.48)
This hypergeometric function solves the equation
 s∏
k=0
(
x
d
dx
+ bk − 1
)
− x
p∏
j=1
(
x
d
dx
+ aj
)
pFs (a1, . . . , ap; b1, . . . , bs; x) = 0 , b0 = 1
(7.0.49)
Given number q, |q| < 1, the so-called basic hypergeometric series of one variable is defined
as
pΦs (a1, . . . , ap; b1, . . . , bs; q, x) =
∞∑
n=0
(qa1; q)n · · · (qap ; q)n
(qb1; q)n · · · (qbs; q)n
xn
(q; q)n
. (7.0.50)
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Here, (qa, q)n is the q-deformed Pochhammer’s symbol,
(b; q)0 = 1, (b; q)n = (1− b)(1− bq1) · · · (1− bqn−1) . (7.0.51)
Both series converge for all x in case p < s + 1. In case p = s + 1, they converge for |x| < 1.
We refer these well-known hypergeometric functions as ordinary hypergeometric functions.
The multiple hypergeometric series related to Schur polynomials [12],[26],[30].
There are several well-known different multi-variable generalizations of the hypergeometric
series of one variable [12, 26]. If one replaces the sum over n to the sum over partitions
λ = (λ1, λ2, . . .), and replaces the single variable x to a Hermitian matrix X , he obtains the
generalization of the hypergeometric series, which is called the hypergeometric function of matrix
argument X with indices a and b [13],[12]:
pFs
(
a1, . . . , ap
b1, . . . , bs
∣∣∣∣∣X
)
=
∑
λ
l(λ)≤N
(a1)λ · · · (ap)λ
(b1)λ · · · (bs)λ
Zλ(X)
|λ|! . (7.0.52)
Here, the sum ranges all different partitions λ = (λ1, λ2, . . . , λk), where λ1 ≥ λ2 ≥ · · · ≥
λk, whose length ℓ(λ) = k ≤ N . The X is a Hermitian N × N matrix, and Zλ(X) is the
zonal spherical polynomial for the symmetric spaces of the following types: GL(N,R)/SO(N),
GL(N,C)/U(N), or GL(N,H)/Sp(N), see [26]. The definition of symbol (a)λ depends on the
choice of the symmetric space:
(a)λ = (a)λ1(a−
1
α
)λ2 · · · (a−
k − 1)
α
)λk , (a)0 = 1 , (7.0.53)
where we respectively substitute the values of the parameter α as α = 2, α = 1 and α = 1
2
for
the symmetric spaces GL(N,R)/SO(N), GL(N,C)/U(N), and GL(N,H)/Sp(N). Function
(7.0.52) actually depends on eigenvalues of matrix X , which are xN = (x1, . . . , xN) . We con-
sider only the case of the symmetric space GL(N,C)/U(N). Then, zonal spherical polynomial
Zλ(X) is proportional to the Schur function sλ(x1, x2, ..., xN) corresponding to the partition λ
[19].
For this choice of the symmetric space, the hypergeometric function can be rewritten as
follows:
pFs
(
a1, . . . , ap
b1, . . . , bs
∣∣∣∣∣X
)
=
∑
λ
l(λ)≤N
(a1)λ · · · (ap)λ
(b1)λ · · · (bs)λ
sλ(x
N)
Hλ
, (7.0.54)
where Hλ is the-product-of-hook’s-length:
Hλ =
∏
(i,j)∈λ
hij , hij = (λi + λ
′
j − i− j + 1) (7.0.55)
and
(a)λ = (a)λ1(a− 1)λ2 · · · (a− k + 1)λk , (a)0 = 1 (7.0.56)
Taking N = 1, we get (7.0.47).
It was shown [9],[10], that hypergeometric function (7.0.54) is tau function (1.0.18):
pFs
(
a1 + n, . . . , ap + n
b1 + n, . . . , bs + n
∣∣∣∣∣X
)
= τr(n, t, t∞) , (7.0.57)
where
r(k) =
p∏
i=1
(k + ai)
s∏
i=1
(k + bi)
−1 (7.0.58)
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and
tm = Tr X
m , m = 1, 2, 3, . . . (7.0.59)
Thus, the hypergeometric function (7.0.54) is a subject of (2.0.55) of the Theorem 1.
Let |q| < 1. The multiple basic hypergeometric series related to the Schur functions were
suggested by L.G.Macdonald and studied by S.Milne [30]. These series are
pΦs
(
a1, . . . , ap; b1, . . . , bs; q,x
N
)
=
∑
λ
l(λ)≤N
(qa1 ; q)λ · · · (qap; q)λ
(qb1 ; q)λ · · · (qbs; q)λ
qn(λ)
Hλ(q)
sλ
(
xN
)
, (7.0.60)
where the sum ranges all different partitions λ = (λ1, λ2, . . . , λk), where λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0,
k ≤ |λ|, and whose length l(λ) = k ≤ N . The multiplier (qc; q)λ, associated with a partition λ,
is expressed in terms of the q-deformed Pochhammer’s Symbols (qc; q)n (7.0.51):
(qc; q)λ = (q
c; q)λ1(q
c−1; q)λ2 · · · (qc−k+1; q)λk . (7.0.61)
The multiple qn(λ), defined on a partition λ, is
qn(λ) = q
∑k
i=1
(i−1)λi , (7.0.62)
and q-deformed the-product-of-hook’s-length (the so-called hook polynomial) Hλ(q) is
Hλ(q) =
∏
(i,j)∈λ
(
1− qhij
)
, hij = (λi + λ
′
j − i− j + 1) , (7.0.63)
where λ′ is the conjugated partition.
For N = 1, we get (7.0.50).
Let us note that in the limit q → 1 series (7.0.60) (up to a multiplier) reduces to (7.0.54),
see [26].
It was shown [9],[10], that the hypergeometric function (7.0.54) is tau function (1.0.18):
pΦs (a1, . . . , ap; b1, . . . , bs; q,X) = τr(n, t, t(∞, q)) (7.0.64)
where t(∞, q) is given by (2.0.28), and where
tm = Tr X
m , m = 1, 2, 3, . . . , (7.0.65)
r(n) =
∏p
i=1(1− qai+n)∏s
i=1(1− qbi+n)
(7.0.66)
Thus, the Milne hypergeometric function (7.0.60) is also a subject of (2.0.61) of the Theorem
1.
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