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Large archives of Ottoman documents are challenging to many his-
torians all over the world. However, these archives remain inacces-
sible since manual transcription of such a huge volume is difficult.
Automatic transcription is required, but due to the characteristics of
Ottoman documents, character recognition based systems may not
yield satisfactory results. It is also desirable to store the documents
in image form since the documents may contain important draw-
ings, especially the signatures. Due to these reasons, in this study
we treat the problem as an image retrieval problem with the view
that Ottoman words are images, and we propose a solution based on
image matching techniques. The bag-of-visterms approach, which
is shown to be successful to classify objects and scenes, is adapted
for matching word images. Each word image is represented by a set
of visual terms which are obtained by vector quantization of SIFT
descriptors extracted from salient points. Similar words are then
matched based on the similarity of the distributions of the visual
terms. The experiments are carried out on printed and handwritten
documents which included over 10,000 words. The results show
that, the proposed system is able to retrieve words with high accu-
racies, and capture the semantic similarities between words.
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Figure 1: Characters in Ottoman Alphabet. Ottoman alphabet
has 5 more additional characters than Arabic alphabet which
consists of 28 basic characters. Ottoman characters which are
different from Arabic are indicated with bounding rectangles.
1. INTRODUCTION
Large archives of historical documents remain inaccessible due
to the huge amount of work required for manual annotation or tran-
scription and the difficulty in building automatic systems.
Ottoman archives, as being one of the largest collection of histor-
ical documents, hold over 150 million documents ranging from mil-
itary reports to economic and political correspondence, belonging
to the Ottoman era. Large number of researchers from around the
world are interested in accessing the archived material [13]. How-
ever, many documents are in defective editions or in manuscript
format and manual transcription and indexing of Ottoman texts re-
quire a lot of time and effort, causing most of these documents
inaccessible.
The Ottoman script is a connected script based on Arabic alpha-
bet with additional vocals and characters from Persian and Turkish
languages [8] (Figure 1) and therefore shares the difficulties faced
in Arabic [4]. Similar to Arabic, in Ottoman scripts each character
can have four different forms according to the position of the char-
acter in the word (beginning, middle, end and isolated). Another
common property of Ottoman and Arabic is that there are only a
few vowels. Therefore, transcription of a word strongly depends on
the context of the document and vocabulary of the reader. Some-
times two different words can be written as the same, but suitable
one is selected according to the context of the document.
Although character recognition is a well studied area [9, 27, 26],
there are not many studies on recognition of Arabic characters [1,
4, 2, 10] and recognition or retrieval of Ottoman documents is al-
most untouched other than a few studies [16, 20, 22, 3]. Recogni-
341
Figure 2: Some calligraphy styles in Ottoman script.
tion of Ottoman characters is difficult, if not impossible, with the
traditional character recognition systems, due to the skewed and
elongated characteristics of writing.
The main difficulty of Ottoman documents is due to the differ-
ent calligraphy styles heavily used in writing. Ottoman calligraphy
was a respected and encouraged art during Ottoman Empire and
therefore many calligraphy styles were founded and improved by
Ottomans [6]. Some examples of different calligraphy styles are
shown in Figure 2.
In Ottoman documents, different types of drawings, such as minia-
tures and signatures are also widely used. Some royal documents
which are called as Firmans [15] are shown in Figure 3. As can
be seen, the documents are very complicated and they look like
drawings rather than simple writings as aimed in calligraphy.
These characteristics of Ottoman documents suggest us to treat
the problem as an image retrieval problem rather than a traditional
character recognition problem. With the proposed method, the doc-
uments are first segmented into words, which are considered as im-
ages rather than collection of characters, and then words are re-
trieved based on their visual descriptors using the image matching
techniques.
With the assumption that the curvature or connection points, or
the dots which are commonly used in Ottoman characters, are im-
portant visual features, we make use of the salient points which are
shown to be successful in representing such distinctive areas and
heavily used for matching. Specifically, we used SIFT operator for
detecting and representing salient points [11]. Then, we use the
Figure 3: Example Firmans (royal documents)
bag-of-words approach which is recently adopted from statistical
text analysis literature for classifying objects and scenes [24, 17,
23]. The descriptors extracted from the salient points are vector
quantized to have a set of visual terms and then the words are rep-
resented as collections of these visual terms. Then, the similarity
of words are found based on the similarity of the visual term distri-
butions.
In the following, first some related studies on character recogni-
tion and document retrieval are reviewed. After describing the data
set, and explaining the preprocessing methods for obtaining words,
the proposed method for matching words will be discussed. Finally,
detailed experimental results will be presented and the results will
be compared with Dynamic Time Warping approach which is used
for a similar problem.
2. RELATED WORK
In [21], matching on bywords is proposed by using different
combinations of five feature categories: angular line features, co-
centric circle features, projection profiles, Hu’s moment and geo-
metric features. Another study [7] make use of atomic segments
and Viterbi algorithm in order to create an Arabic text recognition
system.
Edwards et al. [5] described a generalized HMM model in order
to make a scanned Latin manuscript accessible to full text search.
The model is fitted by using transcribed Latin as a transition model
and each of 22 Latin letters as the emission model.
Chan et al. [4] presented a segmentation based approach that uti-
lizes gHMMs with a bi-gram letter transition model. Their lexicon-
free system performs text queries on off-line printed and handwrit-
ten Arabic documents.
Saykol et al. [20] used the idea of compression for content-based
retrieval of Ottoman documents. They create a code book, for the
characters and symbols in the data set and processed the queries by
the help of this codebook. Scale invariant features named distance
and angular span are used in the formation of the codebook.
Recently, Rath and Manmatha [18] proposed a word-image match-
ing technique for retrieval of historical documents by making use
of dynamic time warping and show that the documents can be ac-
cessed effectively without requiring recognition of characters with
their word spotting idea. They use intensity, background-ink transi-
tion, lower and upper bound of the word as the features for match-
ing process. They make experiments with seven different methods,
which showed that their projection based DTW method results in
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Figure 4: Example documents used in the study: top: large-
printed, bottom left: rika, bottom right: small-printed.
the highest precision [12]. In their another study [19] they used a
Hidden Markov Model based automatic alignment algorithm in or-
der to align text to handwritten data. Experiments are done on the
same dataset as before and they claim that this algorithm outper-
forms the previous DTW approach.
Srihari et al. [25] proposed a system using word matching idea
after a prototype selection step. They make use of 1024 binary
features in word matching step and acquired promising results for
a dataset with various writers.
In our previous study [3], Ottoman words are matched using a
sequence of elimination techniques which are mainly based on ver-
tical projection profiles.
3. DATA SETS
In this study, we used three different sources to construct our data
sets (Figure 4). Two of these sources are in printed form. The first
one, referred as small-printed, is a relatively small data set consist-
ing of 6 documents about arrangements of the libraries. This data
set, consisting of 823 words, is manually transcribed for automatic
evaluation. The second data set, referred as large-printed, consists
of 9524 words extracted from the first 25 pages of a book. This
data set is used to show that the proposed method scales to large
volumes. Although, both of these data sets are in printed form, the
scale of the characters slightly differ. The third data set, referred as
rika, consists of handwritten words which are written with a widely
used calligraphy style named Rika, which is especially used in doc-
uments about governmental issues. It consists of 3 pages with 257
words and is also manually annotated for evaluation.
4. WORD SEGMENTATION
For extracting words from documents, simple and commonly
used techniques are adopted. First, documents are binarized using
the OTSU method [14]. Then, lines and words are segmented using
smoothed horizontal and vertical projection profiles respectively.
Since documents are carefully scanned, and the writing styles used
are mostly written on straight lines, rectification is not required.
With the evaluations on small-printed data set, 100% line seg-
mentation and 82% word segmentation performances are obtained.
Figure 5 shows some errors in word segmentation. Only on rika
data set, after automatic binarization and line segmentation steps,
manual word segmentation is performed due to the difficulty of the
data set.
Figure 5: Some examples of word extraction errors. Red boxes
are the wrong extractions and green boxes are the correct ex-
tractions. One reason for the segmentation errors is the phrases
with very small gaps in between the words. This situation is
seen in the phrase at the upper left corner, meaning Public Li-
braries, which could not be split into two words because of the
tails of the letters near spaces. Similarly, the words at the bot-
tom left are also unextracted due to elongated letters. On the
other hand, isolated format of some consecutive characters may
result in large gaps causing over-segmentation as seen in the
words at the right.
We should note that better methods could be applied for prepro-
cessing, but our focus is on representation of words after segmen-
tation, and therefore in this stage we choose the simplest methods
with the knowledge that better segmentation would result in better
retrieval performance.
We should also mention that word segmentation errors could be
tolerated with the proposed approach. For example, if a single word
is wrongly segmented into two parts, it is likely that the subparts
will be matched with the original word with relatively large scores
since the proposed approach is able to capture the semantic rela-
tions between words which have common parts.
5. WORD MATCHING
Rather than further segmenting the words into characters and
matching words based on consecutive characters as in traditional
methods, in this study the words are considered as images and
directly matched using visual features extracted from the entire
words.
In this study, we represent the words using SIFT descriptors of
the keypoints [11]. As Figure 6 shows, the keypoints usually cor-
respond to distinctive areas on the characters, such as dots, high
curvature or connection points.
Then, rather than matching words based on similarity of indi-
vidual keywords, we prefer to use bag-of-words approach where
the images are treated as documents with each image being rep-
resented by a histogram of visual terms. The visual terms, usually
referred as visterms, are obtained by vector quantization of the fea-
ture vectors. We use k-means for vector quantization and represent
the segmented words with the normalized distribution of visterms.
The similarity of two words are then found by using symmetric
KL-divergence of the two distributions.
In the following, we discuss a method to generate better visterms
by making use of a codebook.
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Figure 6: Example words with extracted keywords and visterm
distributions.
Figure 7: Four different forms of three example letters, nun, ha
and shin respectively.
6. VISTERM GENERATION
Characters in Ottoman alphabet may have four different forms
according to the position in the word: initial, middle, final, and
isolated (see Figure 7). Usually, these different forms of the same
character are very similar. Also, although some characters may
include some common parts, the similarity among these different
forms is higher than the similarity to other characters.
Based on these observations, we force the keypoints in differ-
ent forms of the same character to be in the same cluster and the
keypoints of different characters to be in separate clusters, by com-
puting an error measure for different k values in k-means while
obtaining the visterms.
For this purpose, a codebook of 117 elements which includes up
to four different forms of 31 characters in the alphabet is created
by also considering different connections to other characters. This
codebook is then used to choose the best number of clusters, k, in










Here C is the number of characters in the alphabet, ci is the
number of clusters that a character c appears, M is the number of
clusters, and mj is the number of different characters that the clus-
ter j includes. The error measure corresponds to the sum of the
average number of clusters for a character with the average number
of characters for a cluster. We assume that a character is in a clus-
ter if a keypoint belonging to any form of that character is in that
cluster.
Figure 8: Example query results on codebook.
Using 1256 keypoints from the codebook, by incrementing k val-
ues by 10 between 20 and 200, the minimum error is achieved for
k = 110.
In order to test the effectiveness of this method, we use the clus-
ters obtained by the codebook and perform queries on each ele-
ment in the codebook using the proposed method. Figure 8 shows
two examples of character queries. As can be seen, different forms
of the same character can be successfully matched, and the wrong
matches are usually due to similar sub-patterns.
Although, this codebook could also be used for initializing the k-
means, since the results were not very different than using random
initialization, we prefer not to use the codebook further. In the ex-
periments, only k=110 value is used to set the number of clusters,
but the clusters are randomly initialized using the elements of the
working data set.
7. EXPERIMENTAL RESULTS
The experiments are carried out on all of the three data sets.
Since, small-printed and rika sets are manually annotated, quanti-
tative results are obtained on these data sets in the form of mAP
(mean Average Precision) values. In order to test the effect of
mixed writing styles we also build another data set, which we refer
as combined, by combining small-printed and rika data sets. Due
to difficulty of annotating large-printed data set consisting of over
9500 words only qualitative results are given on this data set.
Figure 9 shows example query results for three words on large-
printed data set and Figure 10 shows example query results for two
words on rika data set. As figures show, other instances of the query
words are correctly retrieved within the top matches.
Due to characteristics of Turkish language new words can be
generated from a common stem using suffixes. Therefore, it is im-
portant to also match these words which are semantically similar.
As can be seen from the figures, the proposed system is also able
to capture the semantic similarities.
Figure 11 shows retrieval results for some selected words on
small-printed and large-printed data sets. In this experiment, the
words which are semantically similar are also considered as cor-
rect matches. As can be seen, the black dots, corresponding to
relevant images, are mostly on the left, showing that most of the
words are matched either with other instances of the same word or
with semantically similar words with high accuracies.
Table 1 shows the mAP values on small-printed, rika and com-
bined data sets. Clusters are obtained on each data set separately.
Each word in a data set is used as a query and all the other words
in that data set are ranked according to their similarity to the query
word. The query word is always found as the first match, therefore
the results when we use all words as query are higher (the number
of words which appear only once is 472 for small-printed, 174 for
rika, and 648 for combined). Note that, not the similar words but
only the exact matches are considered for quantitative results.
There are only 10 words which are common in small-printed
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Figure 9: Example query results for the first 15 matches on
large-printed data sets. Exact matches are shown by green col-
ors, and matched similar words are shown in blue colors. The
first query word olanmeans existed, the second word ordu
means army and the third word milletinmeans nation’s.
Note that, in the second query, a similar word orduya mean-
ing to army is also retrieved.
Table 1: mAP results using proposed method. The results are
reported on small-printed, and rika data sets together with the
combined data set which is the combination of these two data
sets. Three cases are evaluated: all words: all of the words
are used as query, frequent the ones which appear only once
are skipped and the rest is used for query, common: only the
words which are common in small-printed and rika are used
for query.
small-printed rika combined
all words 0.84 0.91 0.81
frequent words 0.62 0.71 0.54
common words 0.55 0.61 0.30
and rika, most of which are stop words, such as one, each,
what, which, like, all. Since, most of these words are
short words, the performance is low and when the data sets are
mixed mAP values decrease further. However, as Figure 12 shows,
we are still able to capture the similarities even for different writ-
ing styles. Therefore, we believe that the proposed system can be
used to retrieve words written by different people in very different
writing styles.
8. COMPARISON WITH DTW METHOD
The most similar work to ours is the study of Rath and Manmatha
[18], where Dynamic Time Warping (DTW) is used for matching
words in single-author historical documents. This method is used
for comparison to evaluate the success of our proposed method.
Vertical Projection Profiles (VPP) are obtained for each word in
small-printed and rika data sets, and then DTW is used for match-
ing.
With DTW method we obtain mAP values 0.94 for all words and
Figure 10: Example query results on rika data set. Exact
matches are shown by green colors, and matched similar words
are shown in blue colors. The first query word istiklal
means independence, and the second word benim means
my. Note that, in the second query, a similar word beni mean-
ing me is also retrieved.
.
0.86 for words appearing more than once. When compared with
Table 1, the results of DTW method is better when mAP values
are used for comparison. It is an expected result, since the DTW
method is very successful in matching the exact instances of the
words.
However, as discussed above, in Turkish new words are gener-
ated from a common stem using suffixes. For example, the words
meaning libraries, to library, to libraries, from
library, at library are all derived from a single stem mean-
ing library. For a better retrieval of Ottoman documents these
words should also be considered but DTW method is unable to cap-
ture these similarities as shown in Figure 13.
9. CONCLUSION
In this study, we propose a method for retrieval of Ottoman docu-
ments without requiring character recognition. We show that, large
number of historical documents can be indexed by using the im-
age retrieval techniques. The proposed system matches the words
with high accuracies and also captures the semantic similarity of
words. Since words are treated as images, the proposed system can
be extended to match words in different documents with different
writing styles and authors. Although this system is evaluated on
Ottoman documents, it could be adopted to other languages.
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