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Abstract
We will create a class of generalized ellipses and explore their ability to define a distance on
a space and generate continuous, periodic functions. Connections between these continuous,
periodic functions and the generalizations of trigonometric functions known in the literature
shall be established along with connections between these generalized ellipses and some
spectrahedral projections onto the plane, more specifically the well-known multifocal ellipses.
The superellipse, or Lame´ curve, will be a special case of the generalized ellipse. Applications
of these generalized ellipses shall be explored with regards to some one-dimensional systems
of classical mechanics. We will adopt the Ramberg-Osgood relation for stress and strain
ubiquitous in engineering mechanics and define a general internal bending moment for which
this expression, and several others, are special cases. We will then apply this general bending
moment to some one-dimensional Euler beam-columns along with the continuous, periodic
functions we developed with regard to the generalized ellipse. This will allow us to construct
new solutions for critical buckling loads of Euler columns and deflections of beam-columns
under very general engineering material requirements without some of the usual assumptions
associated with the Ramberg-Osgood relation.
Keywords— Ramberg-Osgood, Euler beam-column, generalized ellipses, critical buckling
loads, nonlinear mechanics, periodic behavior
xiv
1 Introduction
1.1 Generalized Sine and Cosine
In the last half-century generalized trigonometric functions have experienced an increase
in interest, largely with regard to the study of eigenvalues of p-Laplace expressions. In
recent years there has been demonstrated several applications of these expressions beyond
their strict mathematical study and into the application of these functions to the field of
mechanics. The beginnings of the generalized trigonometric functions can be traced back to
the elliptic integral first studied by Giulio Fagnano, Leonhard Euler, and later by Adrien-
Marie Legendre. A beautifully written history of the development of the elliptic integrals
can be found in [1]. Elliptic functions were first introduced by Niels Henrik Abel who studied
them as the inverses of elliptic integrals. His work would be improved and expanded upon by
Karl Weierstrauss and Carl Gustav Jacobi. These functions are not descriptions of ellipses
as classicaly understood, but elliptic curves. They are called such because much of the early
investigations were in connection to defining the arclength of ellipses. They have found
ubiquitous use in the modern age in cryptography, mechanics, and even played a role in
Andrew Wiles proof of Fermat’s Last Theorem. Many interesting elliptic functions and their
properties have been built out of this work over the interceding two centuries since they were
first described.
The generalized trigonometric functions upon which we shall be expanding share some
relations to the elliptic integrals of the 19th century. While Weierstrauss, Abel, Jacobi, and
others may have played upon the edges of these functions, there is no indication in the lit-
erature that they noticed or pursued them in their work [2]. In fact, these functions seem
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to have gone unrecognized until they were addressed by Erik Lundberg [3] in his 1879 thesis
Underso¨kningar om hypergoniometriska funktioner af komplexa variabla samt om temper-
aturangifvelser, but this work did not see wide dissemination. Lundberg’s contributions to
this field were not even largely known until recently when they were introduced by Jaak
Peetre [4] who found his thesis in a collection of reprints once belonging to Mittag-Leffler.
The only other person known to engage in this subject before the close of the 19th century
was a German secondary school director Ernst Meissel, though his work was almost entirely
unpublished and appeared only in brief notes [5]. Meissel was considered among the greatest
master calculators of his day. Raymond Clare Archibald [6] compared him with Weierstrauss,
Hermann Grassman, and Johannes Tropfke. Jaak Peetre again provides us with an overview
of Meissel’s contributions as well as a scientific biography of his life [5].
After Meissel, work on these functions would again dissappear almost entirely from the
record until it was picked up by David Schelupsky [7] more than 70 years later. In 1959,
Schelupsky published A Generalization of the Trigonometric Functions in which he anchors
a generalization of the traditional sine and cosine trigonometric functions to the second order
ordinary differential systems they solve, which had been studied only briefly in the latter half
of the 19th century. In 1963 Frank David Burgoyne [8] in his very brief paper Generalized
Trigonometric Functions carries on the work of Schelupsky and connects it with the earlier
work of Alfred Cardew Dixon [9], Oscar Sherman Adams [10], and Mariette Laurent [11].
He investigates some differential parametrizations of an expression of the ellipse
∣∣∣x
a
∣∣∣n + ∣∣∣y
b
∣∣∣n = 1 (1.1)
which is frequently referred to in the literature as the superellipse, or the Lame´ curve after
Gabriel Lame´. The superellipse is closely related to the generalized trigonometric functions
as currently studied in the literature.
An important element of the modern investigation of ordinary differential equations is
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identifying the existence of eigenvalues and eigenfunctions. This would take a prominent
position in the research into generalized trigonometric functions in the last half of the 20th
century. In 1977 Pavel Dra´bek [12] first considered the existence of eigenvalues and eigen-
functions in relation to these systems in his article Ranges of a-homogeneous Operators and
Their Perturbations. In 1984 Mitsuharu Oˆtani [13] determined explicitly the eigenvalues,
eigenfunctions, and zeros of some nonlinear elliptic equations involving the p-Laplace oper-
ator in his paper A Remark on Certain Nonlinear Elliptic Equations. After Oˆtani, a central
focus of future research into these functions would be the properties of the p-Laplacian.
In 1992 Jaak Peetre [14] would uncover relations between these periodic functions and K-
functionals in his article The Differential Equation y
′p−yp = ±1(p > 0). Peter Lindqvist [15]
would closely follow this work with his 1993 paper Note on a Nonlinear Eigenvalue Problem
in which he investigated the relations between eigenvalues of p-Laplace type systems whose
exponents were complex conjugates of one another. Lindqvist would follow this with a more
comprehensive introduction [2] to the theory of generalizing trigonometric functions in his
1995 paper Some Remarkable Sine and Cosine Functions. In their 1999 paper On the Closed
Solution to Some Nonhomogeneous Eigenvalue Problems with p-Laplacian. Pavel Dra´bek
and Rau´l Mana´sevich [16] would close out the century by characterizong solutions to these
differential systems as inverses of the incomplete Beta function.
Entering into the new millennium Lindqvist and Peetre [17] jointly published a solution
given by Jonathan M. Borwein in a very brief article Generalized Trigonometric Functions
in which they establish the existence of the generalized tangent function as the ratio of
the generalized sine to the generalized cosine just as in the classical case. In 2006 Binding
et al [18] published Basis Properties of Eigenfunctions of the p-Laplacian where they built
upon previous observations scattered throughout the literature and discussed some of the
basis properties of sequences of eigenfunctions related to the p-Laplacian and the complex
conjugate pairs previously investigated by Lindqvist. They demonstrated the surprising
result that the eigenfunctions of the the nonlinear eigenvalue problem associated with the
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p-Laplacian form a Riesz basis of L2(0, 1) and a Schauder basis of Lq(0, 1), 1 < q < ∞.
In 2008 H. Germano Pava˜o and E. Capelas de Oliveira [19] published On a General Class
of Trigonometric Functions and Fourier Series in which they generated the Fourier series
of some particular generalized trigonometric functions and explored their use in caluclating
numerical series. P.J. Bushell and D.E. Edmunds [20] established some new identities and
inequalities of the generalized sine and cosine functions in their 2012 work Remarks on Gener-
alized Trigonometric Functions, and expanded upon the basis properties of p-eigenfunctions
first introduced eight years prior. Six months later, Edmunds would join Petr Gurka and
Jan Lang [21] in publishing Properties of Generalized Trigonometric Functions in which they
demonstrated that the generalized trigonometric functions can approximate functions from
every space Lq(0, 1), 1 < q <∞, and introduced an addition formula involving the complex
conjugate pairs investigated by Lindqvist in 1993. In this same year Dongming Wei et al [22]
published Some Generalized Trigonometric Sine Functions and Their Applications in which
they established relations between the generalized trigonometric functions and Hamiltonian
systems. Up to this point no where in the literature had there been considered physical
applications of these functions. By establishing this connection to the Hamiltonian they
opened up the use of these functions, which previously were largely of academic interest, to
many of the problems of Lagrangian mechanics. They presented solutions to some nonlinear
mass-spring systems as a demonstration of the application of the generalized trigonometric
functions. Since then, very few researchers have discussed physical applications of the gener-
alized trigonometric functions with the exception of Dattoli et al [23] who discussed damped
harmonic oscilators in 2016 and Shingo Takeuchi [24] who uploaded a manuscript to the
arXve three months ago investigating the application of generalized trigonometric functions
of two parameters to the study of inviscid primitive equations of oceanic and atmospheric
dynamics.
The review just presented can be considered fairly comprehensive up until the 21st cen-
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tury. The body of work on generalized trigonometric functions began to grow at a more rapid
pace in the first decade of the new millennium. In the last ten years the breadth of work
and results available in the literature has exploded. So much so, that we could not hope but
to present a brief overview of the work that has been contributed by both established and
new authors. Among the most important and impressive contributions over the last decade
has been the recognition of the basis properties of these functions and their introduction
into the problems of mechanics; specifically, the recognition of the inherent connection be-
tween these functions and the well-studied Hamiltonian. Work continues on better defining
and approximating these special functions to make them more easily applicable to everyday
problems.
But, suppose that we could do more. When generalizing a system there are many prop-
erties we might choose to carry over as necessary qualities of a generalization. Let’s consider
the Gamma function for a moment. The Gamma function is a generalization of the factorial
which takes real numbers as its argument instead of integers. The first element we would
need for such a generalization is that the Gamma function is equivalent to the factorial for
integer arguments, but this singular requirement is far too broad to be useful. Another
property of the factorial we could impose on a generalization is its recurrence relation.
Γ(1) = 1
Γ(x+ 1) = xΓ(x)
(1.2)
for any x ∈ R+. Yet, once again we find that even with this second requirement there are
an infinite number of ways to generalize this expression. There is one last property we must
apply from the factorial onto the Gamma function. Bohr-Mollerup theorem provides that
if we also include the condition that Γ be logarithmically convex, as the discrete series of
factorials are, then the function Γ is uniquely determined over the positive reals. Emil Artin
[25] provides a discussion of these conditions in his very short book The Gamma Function.
We can conclude from this the necessary conditions for constructing a proper generalization
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of a system — a generalization must possess a set of specific properties of the system upon
which it is based such that these properties uniquely determine the generalization. There
may be an infinite number of generalizations of a specific system which meet this requirement,
and we might imagine that the number of such generalizations increases with the complexity
of the system we are trying to generalize. It is important to first identify the key properties
we wish our generalization to have and then to ensure that these properties will provide us
with uniqueness.
Up to the present, all of these generalized sine and cosine functions have been presented
by way of their inherent connections to the p-Laplace operator and the Lame´ curve. One
other property we may note is that the resultant functions are periodic with a single max-
imum and minimum over their period. Though this is not strictly a necessary property of
a generalization, it will be imposed here to narrow the focus of our work. In Chapter 2 we
will introduce the concept of the generalized ellipse, which is a continuous closed path on
the plane that moves about the origin with each x value and each y value on the circumfer-
ence appearing uniquely in each quadrant. This can be considered a generalization of the
superellipse, which holds an inherent connection to the generalized trigonometric functions
and can itself be considered a generalization of the circle, which holds deep relations to
the traditional sine and cosine functions. The qualities we have thus far stated guarantee
that there is a single maximum and minimum value for both x and y. It also implies the
existence of periodic parametrizations of x and y because the path is closed. However, there
are many ways to parametrize a curve. Like with the Gamma function, these two properties
are not enough to guarantee uniqueness. For this we must turn to the differential qualities
of the system we are describing, specifically the connections both it and the sine and cosine
functions share with the system of first order ordinary differential equations

y′ = x
x′ = −y
(1.3)
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We will demonstrate that the same sort of connection that is shared by the usual sine and
cosine functions, the circle, and the linear system (1.3) exists between the generalized sine
and cosine functions, the generalized ellipse, and the nonlinear system of first order ordinary
differential equations 
y′ = f(x)
x′ = −g(y)
(1.4)
We shall further establish the connection between (1.4) and the second order ordinary
differential equation
(f−1(y′))′ + g(y) = 0 (1.5)
which will connect the p-Laplace operator well-studied in the current generalization of the
trigonometric functions to the one-dimensional generalized Laplace operator (f−1(y′))′.
Introducing these elements by way of the ordinary differential equation (1.4) will allow
us to provide an implicit parametrization of the generalized ellipse and to demonstrate the
uniqueness of this parametrization by showing that existence and uniqueness is satisfied for
(1.4), thus demonstrating the proposed necessary conditions for a generalization.
We will consider the effects of the size of the ellipse on its expression over the plane, and
the expression of the periodic functions it generates by way of its related initial conditions.
We will also briefly address the connection between the generalized ellipse and how we define
a distance over the plane, and then provide several examples of these generalized ellipses and
their periodic functions. In the chapters which follow this we will continue the work of Wei
et al and consider mechanical applications of these new generalized ellipses in describing the
critical buckling loads of one-dimensional Euler columns. A focus of this work will be the
Ramberg-Osgood material relation for stress and strain, which can be quite intractable to
work with even in the one dimensional case. In the section which follows we will discuss this
expression with more depth.
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1.2 Ramberg and Osgood
Walter Ramberg and William Osgood were working at the National Advisory Committee
for Aeronautics in 1943. NACA was the precursor organization to the modern day National
Aeronautics and Space Administration, which superceded its predecessor in 1958. They
worked on various projects in experimental mechanics from the compressive and tensile
strength of sheet metal, to dynamic testing of models and the strength of aircraft structures
[26]. In the year prior to 1943, C. S. Aitchison and James A. Miller [27] had published results
from mechanical tests on Aluminums Alloys, Carbon Steel, and Chromium Nickel steel. The
data published by Aitchison and Miller described a highly nonlinear material which lacked
a clear yield point unlike more common materials such as structural steel. Nonlinearity was
not a new concept in materials science. Fewer than 20 years prior Heinrich Hencky [28]
had independently rediscovered the von Mises yield criterion laid out by Richard Edler von
Mises [29] in 1913.
Ramberg and Osgood sought to describe the material test data collected by Aitchison and
Miller. Unlike other highly ductile materials which may exhibit extreme nonlinear behavior
over its entire domain, the test results suggested a material that for very small forces behaved
almost exactly linear and whose amount of nonlinearity gradually increased the more it was
deformed, but there was no distinct point at which the material transitioned from linear
behavior to nonlinear behavior. In engineering mechanics it is usual to discuss the stress
and strain of a material. It is necessary to describe the stress behavior of a material as a
function of its strain in order to easily introduce the material relationship into the systems
of mechanics. In that year Ramberg and Osgood [30] suggested a rather novel approach.
In a low-level classified report, as most were at such facilities during the second world war,
titled Description of Stress-Strain Curves by Three Parameters they proposed an anlytical
expression which described strain as a function of stress.
 =
σ
E
+K
( σ
E
)n
(1.6)
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where  is strain, σ is stress, E is Young’s linear modulus, and K and n are material con-
stants. They based this work on some ideas presented by J. L. Holmquist and A. Nadai [31]
five years prior. Note that for very small forces where the nonlinear term is no longer domi-
nant (1.6) becomes  ≈ σ
E
which is precisely the expression of a linear material, σ = E, in
its inverted form. With an expression like (1.6) it is expected that the slope of the material
curve be equivalent to that of the comparable linear model near the origin. The year after its
publication H. N. Hill [32] would present a brief paper titled Determination of Stress-Strain
Relations from ”offset” Yield Strength Values where he proposed a simple method for deter-
mining the material constants in (1.6). Other than Hill’s contribution, not much was done
in the decade after regarding this expression. In the 76 years since, the Ramberg-Osgood
expression has become the de facto standard in both industry and government [33–36] for
describing the behavior of a litany of materials from the aluminum alloy it was first used to
model as well as titanium and stainless steel, to materials as varied as concrete, soil, and
bone. In this section we shall explore the development of this material expression within
engineering and the sciences, and the manner in which it is used today.
When Ramberg and Osgood published their proposed nonlinear material model, there
was still ongoing research in engineering mechanics under simpler linear relationships. Two
years after their technical note, K. E. Bisshopp and D. C. Drucker [37] published a short
paper Large Deflection of Cantilever Beams where they introduced a method for determin-
ing the deflection of Euler beams which did not rely upon the standard small deflection
assumption (See Appendix A.1). The Ramberg Osgood expression would recieve its first
serious introduction to engineering mechancis in 1956 by way of Paul H. Denke [38], who
worked for Douglas Aircraft Company. In his paper The Matric Solution of Certain Nonlin-
ear Problems in Structural Mechanics, he considered nonlinearities resulting from plasticity
in the context of a matrix formulation of the Maxwell-Mohr equations applied to solutions
in the analysis of indeterminate structures using an iterative Newton-Raphson method. In
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this paper, however, he only considers the Ramberg-Osgood expression as contributive to
plastic behaviors using a secant yield stress approximation in its application. A decade later,
in 1966 W. R. Jensen, W. E. Falby, and N. Prince [39] published a technical report titled
Matrix Analysis Methods for Anisotropic Inelastic Structures while working for Grumman
Aircraft Engineering Corporation, but they assumed a linear piece-wise approximation of
(1.6). In that same month, T. J. Mentel [40], also working for Grumman, applied the secant
modulus technique for the plastic behavior of a material under a Ramberg-Osgood relation in
his paper Study and Development of Simple Matrix Methods for Inelastic Structures. In the
following year, Movses J. Kaldjian and William R. S. Fan [41] at The University of Michigan
published a report Earthquake Response of a Ramberg-Osgood Structure, which considered
the application of the Ramberg-Osgood expression to understanding the complex behaviors
of structures during an earthquake event. However, they make the erroneous claim that as
n in (1.6) tends to one we can recover the purely linear case and as n tends to infinity we
recover the linear elastic/purely plastic material case. If we allow n → 1 in (1.6) we do in
fact achieve a linear expression, but we do not recover the linear Young’s model because the
coefficients of the formerly nonlinear portion of the expression are still there. In this case
the model would be composed of  = σ
E
(1 + K) for some coefficient K. We could perhaps
consider that the limit as n → ∞ describes purely plastic behavior over the plastic range,
but the actual limit of the nonlinear portion of the expression would achieve nonexistence
under inversion, though this is not quite as serious an error as in the former. It will be-
come more apparent moving forward, but it is no small statement to say, that the elastic
Ramberg-Osgood expression has never actually been fully utilized in a direct sense, and in
many cases was misunderstood, in engineering mechanics. Denke, Jensen et al, and Mentel
each only utilized (1.6) for its properties of plasticity, but never fully considered the effects of
the linear and nonlinear portions of the inverse of (1.6) working in tandem over the full range
of stresses. These simplifications coupled with the impracticality of many of the approaches
taken up to this point made the Ramberg-Osgood expression less than ideal for engineering
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application.
It would be another decade before the Ramberg-Osgood expression was picked up again
under any kind of serious analysis. In 1976 Ralph Papirno [42] at the Army Materials and
Mechanics Research Center published a report Computer Analysis of Stress-Strain Data:
Program Description and User Instructions in which he outlines the theoretical and pro-
grammatic methodology of curve fitting collected data to the Ramberg-Osgood expression.
Rather than attempt to fit the full set of measured data directly to the expression, he as-
sumed a piece-wise approach fitting the elastic set of data before the assumed material yield
to (1.6) and then adopting a pure power-law expression for plastic behavior. This has proven
to be the best fit for collected data of materials of a Ramberg-Osgood type. Eight months
later G. Prathap and T. K. Varadan [43] would expand upon the work of Bisshopp and
Drucker in considering the Ramberg-Osgood expression applied to the large deflections of
cantilever beams in a brief note The Inelastic Large Deformations of Beams. While they
initially considered the material expression (1.6), they then made a sinusoidal assumption
about the distribution of the results based upon the linear solution of the cantilever beam
being sine based. This assumption is then used only to estimate the tip deflections of the
beam. In 1980 G. Szuladzinski [44] in his paper Bending of Beams with Nonlinear Material
Characteristics would characterize the Ramberg-Osgood expression using the absolute value
and the sign of the argument of the nonlinear term, which effectively defined (1.6) as an
invertible functiond defined over all the reals. From here forward we shall likewise charac-
terize the Ramberg-Osgood expression as such, and we shall lump our material parameters
into single coefficients in order to simplify its expression.
 = aσ + b|σ|n−1σ (1.7)
where we fix a = 1
E
for Young’s modulus E, and b and n are material constants derived from
fitting (1.7) to some provided set of material testing data.
11
As we begin to move into the last quarter of the 20th century there would be two impor-
tant developments with regard to the Ramberg-Osgood expression. The first is the expansion
of the application of an expression of the form of (1.7) to materials beyond the initial class
of metals described by Ramberg and Osgood in 1943. In 1973 Ezio Faccioli et al [45] pre-
sented a paper titled Probabilistic Analysis of Nonlinear Seismic Response of Stratified Soil
Deposits as part of the Proceedings of the 5th World Conference on Earthquake Engineering
in Rome. In this work they make the conceptual connection between the application of
Ramberg-Osgood, which had only recently been used to model structural response during
an earthquake, and the behavior of the underlying soil. Following this initial work modeling
the properties of soil using the Ramberg-Osgood expression several authors would adopt
and refine its application — Constantopoulos [46] in 1973, Streeter et al [47] in 1974, K
Nakagawa and K Soga [48] in 1995, Zsolt Szilvagyi and Richard P Ray [49] 2018, as well as
countless other authors spanning the 46 years hence during which it has become a widely
used model for the mechanical response of soil. In 1966 James McElhaney [50] published
data in Dynamic Response of Bone and Muscle Tissue wherein he conducted laboratory
stress tests on embalmed human femoral cortical bones. In 1971 Jack Wood [51] published a
similar set of stress data in Dynamic Response of Human Cranial Bone in which he conducts
laboratory stress tests on cortical bone in order to determine the stress-strain responses, but
it would not be until 1983 when Timothy K Hight [52] demonstrated the applicability of the
Ramberg-Osgood expression to accurately modeling the mechanical response of bone by es-
tablishing a proper fit of Wood’s data in his paper Mathematical Modeling of the Stress-Strain
Rate of Bone Using the Ramberg-Osgood Equation. In the years since, the Ramberg-Osgood
expression has become a widely used model to describe the mechanical behavior of bones.
It has similary been well established in the literature over the last few decades that the
Ramberg-Osgood expression is a valid model for concrete [53–55], and just over a year ago
in 2018 Yarger et al [56] published data on the mechanical properties of spider silk which
suggests the Ramberg-Osgood expression may find applicability in this broader biological
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field, though the authors do not make this direct assertion. The number of materials which
adhere to a relationship like (1.7) are too numerous to cover here, but this material behavior
has been shown to be ubiquitous within physical mechanics.
The second important development in the application of the Ramberg-Osgood expression
at the end of the 20th century is its introduction to continuum mechanics. The major elements
in the implementation of engineering continuum mechanics we shall concern ourselves with
are the tensor, specifically the hydrostatic and deviatoric tensors, and the effective yield
criterion, for which in nearly all cases with regard to metals the von Mises yield criterion
is used. The theory behind the application of these principles is quite extensive in the
literature, and to attempt to cover the topic with the depth it deserves would be a burden
to both the author and the reader. We shall assume that the reader possesses an appropiate
familiarity with these topics, and for the reader who does not we refer to several excellent
sources involving its implementation — there is the easy-to-digest online-based textbook
by Bob McGinty [57], the similarly modern text by Norman E. Dowling [58] Mechanical
Behaviors of Materials, or the classic work of Rodney Hill [59] The Mathematical Theory of
Plasticity.
It is usual in discussing the hydrostatic and deviatoric tensors to consider the hydrostatic
tensor a component of elastic deformation and the deviatoric tensor a component of plastic
deformation. When implementing these concepts in more than one dimension, a yield cri-
terion is used to modify the deviatoric tensor. For ductile metals this is almost always the
von Mises criterion. For other types of materials there exist various yield criterions which
can approximate that material’s behavior. When implementing (1.7) into this form of con-
tinuum mechanics where there is an assumed division of elastic and plastic behavior, there
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is a similar division of behavior assumed within (1.7).
e = aσ (1.8a)
p = b|σ|n−1σ (1.8b)
 = e + p (1.8c)
where e in (1.8a) is called the elastic strain, which is precisely the linear term in (1.7), p
in (1.8b) is called the plastic strain, which is precisely the nonlinear term in (1.7), and the
total strain within the material  is the sum of their parts (1.8c). The characterization of
the Ramberg-Osgood expression into linear elastic and purely nonlinear plastic parts as in
(1.8) is sometimes referred to as the general Ramberg-Osgood model [60].
We might think of the implementation of a yield criterion as an approximation of the
plastic deformation limit. Specifically for Ramberg-Osgood, a scalar for the von Mises yield
is found and is calculated as part of the expression for nonlinear plastic strain (1.8b), and
this calculation of the yield value is then used to modify the deviatoric tensor as an average
value for the expression of plasticity of an isotropic material. In 1981 Krzysztof Molski
and Grzegorz Glinka [61] derived the yield criterion for a Ramberg-Osgood material in their
paper A Method of Elastic-Plastic Stress and Strain Calculation at a Notch Root. For a
detailed explanation of how all of this is actually implemented in a modern commercial
engineering software suite, the reader is strongly encouraged to consult Section 4.3.9 of the
Abaqus Theory Guide [62].
As the title suggests, the focus of this work is the modeling of nonlinear elasticity with
regard to one-dimensional mechanics. We will further stipulate that our focus shall be nonlin-
ear, non-hyperelastic engineering material behaviors. Beyond the theory of hyperelasticity,
there is still much room for the introduction of methods to handle nonlinear elastic behav-
iors within engineering mechanics. In 1981 Gilbert Lewis and Frank Monasa [63] studied the
deflections of cantilever beams with a simple point load under a material power-law relation-
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ship, and in 2002 Kyungwoo Lee [64] studied cantilever beams made of a power-law material
under a combined loading. As recently as 2007, M. Brojan et al [65] published Buckling and
post-buckling of a nonlinearly elastic column in which they described the critical buckling
loads of a fixed-free column under a pure power-law material relationship, and in 2012 in the
same journal, Wasuroot Saetiew and Somchai Chucheepsakul [66] published Post-buckling of
simply supported column made of nonlinear elastic materials obeying the generalized Ludwick
constitutive law in which they consider the buckling of simply supported columns under a
modified Ludwick power-law material.
With respect to Ramberg-Osgood, regardless of the type of material being considered or
the number of dimensions it is being considered in, computationally, elasticity is presumed
to be linear. This suggests that in either case the current understanding both in the engi-
neering academic literature and in the industry application is insufficient for describing the
behavior of a material whose elasticity obeys the complex realtionship that is the inverse of
(1.7).
Leonhard Euler was the first person to set out the foundations of what we might refer to
as a modern understanding of mechanics [67]. Euler was not the first to study mechanics and
much progress had been made from the time of antiquity until then [68], but it was Euler
along with Bernoulli who first gave us the work that would lead to the theory of beams and
columns which bears their names. In 1760 Euler [69] published Du mouvement d’un corps
solide quelconque lorsqu’il tourne autour d’un axe mobile wherein he proves that any body
contains a principal axis of rotation. Joseph-Louis Lagrange connected the idea of Eulers
principle axes to the eigenvectors of the inertia matrix. This work would later be carried
on by Augustin-Louis Cauchy who would use the term racine characte´ristique to refer to
what we would today call the eigenvalue. Eigenvalues would take upon a prominent role
in the study of mechancis and mathematics forward from here. They would likewise play a
major role in the development of the generalized trigonometric functions as we saw in the
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previous section. The reader may wish to refer to the works of Truesdell [67,68] or Thomas
Hawkins [70] for a more complete understanding of these developments and their place in
history.
Two theories were proposed at the end of 19th century in order to model the inelastic
buckling of columns. In 1889 Friedrich Engesser [71] proposed the tangent modulus approach
to the modeling of nonlinear inelastic column buckling, and two years later in 1891 Armand
Gabriel Conside´re [72] proposed the double modulus theory. Just under 20 years later
Theodore von Ka´rma´n [73] would publish his reduced modulus theory. In 1946 F. R. Shanley
[74] while working for Lockheed Aircraft Coporation published The Column Paradox where
in a single page document he laid out the paradoxical nature of the arguments implied by
Engesser and Conside´re establishing the approximative nature of both approaches with the
tangent modulus playing the role of the upper bound and the double modulus the lower
bound of the correct solution. A year later [75] he would publish Inelastic Column Theory
in which he proposes a means to resolve this problem. After Shanley some important analysis
in this field would appear by Duberg and Wilder [76] to then be followed by the well-known
method of finite elements. These works concern themselves primarily with plastic behavior
of the column material in relation to buckling. There are many works scattered throughout
the literature regarding piece-wise approaches to nonlinear material behavior and functional
approximations of established material behaviors, but there is very little in the engineering
literature with regard to undiluted nonlinear functions, such as the inverse of (1.7), and
nearly all such works which do attempt to address it eventually devolve into some manner of
unnecessary simplification. None of them are capable of explicitly defining the distribution of
curvature along the length of the member based upon a full implementation of the material
expression. There has been some very recent and growing interest in the type of elastic
nonlinearity [77,78] which we hope to address.
In 1987 Vadim Komkov [79] published Variational Principles for Nonlinear Buckling
of Elastic Columns (A Revival of Eulers Theory) in which he reintroduces the contextual
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connection of Euler’s work on the buckling of columns and the complete elliptic integrals of
the first kind, of which Euler himself was among the very first to study. Komkov further
goes on to point out that the original work of Euler and Bernoulli lacked any assumptions
of linearity. This simplification would later be added by Lagrange. Quoting Truesdell as
Komkov does:
That many of these results (of Euler) are often attributed to later authors
may be due to the fact that Euler’s work became more generally known through
later publications, in which he gave more verbal description but less mathemat-
ical detail. In particular, the later literature, including Euler’s own subsequent
papers, unfortunately emphasizes the misleading connection between buckling and
proper numbers of the linearalized theory, insufficient to predict the magnitude of
bending.
This linearity lamented by both Truesdell and Komkov, and instituted by Lagrange, is not
the material linearity so prevalent in mechanics, but the linearization of the sine term in
Euler’s initial result.
As we have just seen in the literature, there is still much room for improvement of the
implementation of a nonlinear elastic theory with regard to the Euler beam-column model.
In this work we hope to finally satisfy this theory and bring full circle the ideas that began
with columns and elliptic functions in the 18th century, which were then carried forward to
the work of eigenvalues, eigenfunctions, and elliptic integrals in the 19th century, and on
towards the generalized trigonometric functions and nonlinear eigenvalue problems of the
20th century having then led to the generalized ellipses to be presented herein. Now we shall
return this work to the problem of the buckling of columns first studied by Euler in the form
of an executable theory that will find use in the varied applications of engineering mechanics
in order to address nonlinear elastic expressions. It will allow us to present solutions with
regard to Euler beams and column buckling for materials which exhibit nonlinear elastic
behavior of the inverse of (1.7), among others, and for which the very recent works of
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Lewis and Monasa [63], Lee [64], Brojan et al [65], and Saetiew and Chucheepsakul [66]
are special cases, and we will do so without relying upon the approximative approaches
employed by Christensen [80], Prathap and Varadan [43], Sadiku [81], Eren [82], and others.
The application of the generalized ellipses will further allow us to present solutions to the
classical problem of column buckling which are explicit with respect to the axial force P
when Lagrange’s linearization assumption is made and implicit in P if we adopt Euler’s
original formula.
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2 Generalized Ellipses
In this chapter we will explore generating some continuous, periodic functions with a single
maximum and single minimum over its period. The most well-known and well-studied of
such functions in the maths and sciences are the sine and cosine functions. These functions
possess many properties and connections to other areas of mathematics which make them
important in the systems which we use to define the physical world. There have been many
attempts at generalizing these functions, which have given rise to the so-called generalized
trigonometric functions. These functions do not all share the many convenient inherent
properties of the sine and cosine functions native to the Euclidean plane, but each possess
some or many properties of them. The sine and cosine functions share a deep connection to
the unit circle. There are many functions which possess the properties we seek that share a
connection to the ellipse, which in a certain context can be thought of as a generalization of
the circle. The Superellipse, or Lame´ ellipse, is intimately connected to the current power-
law based understanding of the generalized sine and cosine functions. We will define a
generalized elliptic shape as a particular set of curves which form a closed path about the
origin, but these functions will not share many of the properties of the unit circle or the
superellipse. In fact, most of these generalized ellipses do not even possess any focal points
under a Euclidean metric.
For some closed intervals ΩF ,ΩG ⊆ R and ΘF ,ΘG ⊆ R+ we define the generalized ellipse
as the sum of two functions F : ΩF → ΘF and G : ΩG → ΘG equal to some constant c ∈ R+
such that
F (x) +G(y) = c (2.1)
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We define F and G as continuous, unimodal(See Appendix B.4.1), real-valued functions
such that for some minima at F (ξ∗) at ξ∗ ∈ ΩF and for any ξ1, ξ2 ∈ ΩF where ξ∗ < ξ1 < ξ2
F (ξ∗) < F (ξ1) < F (ξ2) (2.2)
and for any ξ3, ξ4 ∈ ΩF where ξ4 < ξ3 < ξ∗
F (ξ∗) < F (ξ3) < F (ξ4) (2.3)
and similarly for G.
Such a function may be sublinear or superlinear on either side of its minima.
We can think of the functions F and G as needing to pass a horizontal line test such that
over ΘF and ΘG any horizontal line always intersects exactly two points on the functions F
and G, each on either side of the minima, except at the minima where it intersects only the
point (ξ∗, F (ξ∗)), and similarly for G.
For any minima we can shift the functions F and G across the plane such that the minima
occur at the origin where F (0) = G(0) = 0. If the minimum of F occurs at some c1 and we
define F (c1) = c2, and the minimum of G occurs at some c3 and we define G(c3) = c4 we
can shift the constitutive functions of the generalized ellipse such that their minima occur
at the origin and the equation of the ellipse (2.1) becomes
F (x+ c1)− c2 +G(y + c3)− c4 = c− c2 − c4 (2.4)
By subtracting c2 and c4 from the right hand side the generalized ellipse will merely be
shifted across the plane without any change in the relation between x and y. That is, we
shift the x, y pairs on the circumference, but we do not change their relationship to one
another. This also suggests that horizontal shifts in F and G shift the ellipse horizontally
and vertically across the plane, but vertical shifts in F and G will alter the size of the
20
circumference of the ellipse.
When the usual bi-focal ellipse is centered at the origin with its major axis coincident
with the x axis it is said to be in canonical position. We will refer to the generalized ellipse as
being in canonical position when both minima of the constitutive functions of the generalized
ellipse are at the origin such that in (2.1) x = y = 0 if and only if c = 0.
The constitutive functions F and G may be bounded by a horizontal or vertical asymp-
tote. These bounds will only affect the size and expression of the generalized ellipse. If either
of F or G are bounded by some horizontal asymptote then there is some value c for which
(2.1) will no longer produce a continuous path on the plane. If either F or G are bounded by
some vertical asymptote then c may also be unbounded. As c → ∞ the generalized ellipse
will maintain a continuous circumference, but it will be bounded on the plane by the x or y
value at which the asymptote occurs.
For the remainder of this chapter we will assume that all generalized ellipses are in
canonical position and F,G→∞ if and only if x, y → ±∞. Most of our results will admit
obvious generalizations to the non-canonical case or F and G functions with asymptotic
bounds.
Proposition 1. The generalized ellipse in canonical position can be reflected about the line
y = x and this is the same as swapping the functions F and G.
Flipping a parametric equation about the line y = x is the same as swapping the x and y
terms. We can accomplish this by swapping the functions F and G such that (2.1) becomes
G(x) + F (y) = c (2.5)
Proposition 2. If F or G is even, the generalized ellipse in canonical position is symmetric
about the y axis or x axis respectively.
Assume that F is an even function. The behavior of x along the generalized ellipse is
the same for positive values of x as it is for negative values because F is even. That is,
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the behavior of the x dependent function is mirrored on either side of the y axis. Suppose
the function G is not even. It would behave the same on both sides of the y axis on the
upper half plane and another way on both sides of the y axis on the lower half plane, which
supports the symmetry of the ellipse about the y axis. Similarly for G an even function.
2.1 Continuity
Theorem 1. The set of all generalized ellipses for some F and G
{(x, y) ∈ R2 : F (x) +G(y) = c, ∀c ∈ R+} (2.6)
forms a minimal covering of the plane.
Consider two sets
UF = UG = [0, c] ⊂ R+ (2.7)
We can develop a mapping between UF and UG such that the first element in UF is paired
with the last element in UG and we pair the elements moving up in UF and down in UG such
that for some uF ∈ UF and some uG ∈ UG
uF + uG = c (2.8)
This is a continuous, one to one, and onto mapping which satisfies the relation in (2.1).
We will consider four seperate domains
X+ = [0, d1] ⊂ R+ (2.9a)
X− = [−d2, 0] ⊂ R− (2.9b)
Y+ = [0, d3] ⊂ R+ (2.9c)
Y− = [−d4, 0] ⊂ R− (2.9d)
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and we will separate F and G into four mappings — F+, F−, G+, and G− such that
F−1+ : UF → X+ (2.10a)
F−1− : UF → X− (2.10b)
G−1+ : UG → Y+ (2.10c)
G−1− : UG → Y− (2.10d)
We then construct pairs of x and y such that for any (uF , uG) ∈ UF ×UG which satisfies
(2.8) there is a unique x+ ∈ X+, x− ∈ X−, y+ ∈ Y+, and y− ∈ Y− from the mappings in
(2.10) for which we associate
(x+, y+) ∈ X+ × Y+ (2.11a)
(x−, y+) ∈ X− × Y+ (2.11b)
(x−, y−) ∈ X− × Y− (2.11c)
(x+, y−) ∈ X+ × Y− (2.11d)
Each of the pairings in (2.11) corresponds to points in quadrants 1, 2, 3, and 4, re-
spectively, on the plane. By nature of the monotonicity of the mappings in (2.10) and the
pairings in (2.11) each x value and each y value must appear in each quadrant only once.
Lemma 1. For any fixed 0 < c ∈ R+ the generalized ellipse (2.1) forms a closed, continuous
path about the origin.
For some pair of x and y in each quadrant associated with a uF and uG let us consider
a δ-ball with δ ≥ 0 about each uF and uG where if we add some value in the δ-ball to uF
we must subtract this same value from uG in order to maintain the relationship in (2.8).
Because of the continuity and monotonicity of each of the mappings in (2.10), for some
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interval (uF − δ, uF + δ) ∈ UF and (uG − δ, uG + δ) ∈ UG there is an εi ≥ 0 such that
F−1+ ((uF − δ, uF + δ)) ⊆ (x+ − ε1, x+ + ε2) ⊆ [0, d1] (2.12a)
F−1− ((uF − δ, uF + δ)) ⊆ (x− − ε3, x− + ε4) ⊆ [−d2, 0] (2.12b)
G−1+ ((uG − δ, uG + δ)) ⊆ (y+ − ε5, y+ + ε6) ⊆ [0, d3] (2.12c)
G−1− ((uG − δ, uG + δ)) ⊆ (y− − ε7, y− + ε8) ⊆ [−d4, 0] (2.12d)
Each of the bounded intervals in (2.12) translate directly into the x, y pairs we generated
in (2.11). We can consider what this means for the behavior of the curve on the plane about
a particular point in each quadrant for some fixed c ∈ R+.
(a) Quadrant 1 (b) Quadrant 2 (c) Quadrant 3 (d) Quadrant 4
Figure 2.1: A graphical representation of the bounded behavior of the curve over the plane about a point
in each quadrant. For some δ-ball defined over UF and UG there must be some x, y pairs
within the shaded regions.
For any δ-ball which contains points in UF and UG there exists εi× εj rectangles about a
point in each quadrant corresponding to the shaded regions in Figure 2.1 which must contain
some x, y pairs. As δ → 0 so too must each ε, but by the monotonicity and continuity of the
mappings in (2.10) for any δ > 0 there must be some open interval about x and y bounded by
εi and εj. As x→ 0 in each quadrant the pairs must approach the y-axis and as y → 0 they
must approach the x-axis. As x → 0 in quadrants one and two both paths converge to the
same point on the positive y-axis at its maximum value, (0, d3), and similary for every other
axis on the boundary of the other quadrants. Thus, (2.1) must describe a continuous path
on the plane that passes through each quadrant with x and y nonrepeating in any quadrant
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and finite if and only if c <∞. This path only passes through the origin if x = y = 0 which
can occur if and only if c = 0. All other paths must move about the origin.
Lemma 2. The generalized ellipse (2.1) expands and contracts continuously over the plane
with respect to c.
We will adopt much of the argumentative structure of Lemma 1. To expand or contract
the generalized ellipse we must change the value of the constant c. Consider a δ-ball about
a point uF ∈ UF and uG ∈ UG such that for any change in c there is an appropiate change in
uF and uG. If we add or subtract some value to c we must add or subtract a value to both
uF and uG, instead of adding to one and subtracting from the other as in Lemma 1, such
that we maintain a summation to the new constant.
Suppose we add some amount δ > 0 to c. For some arbitrary c > 0 we can define a set
δ = [0, δ] ⊂ R+ such that there is a one to one and onto mapping between δ and UF , and
δ and UG. This mapping will sum elements of each set in order so the relation in (2.1) is
satisfied such that
uF + δ1 + uG + δ2 = c+ δ (2.13)
for some δ1, δ2 ∈ δ which sums to δ1 + δ2 = δ, and similarly for subtraction.
For any such c and δ there is always some ε > 0 such that there are εi × εj rectangles
about a point in each quadrant which contain some x, y pairs, but because we are adding
to, or subtracting from, both uF and uG rather than adding to one and subtracting from
the other the εi × εj rectangles will now appear in the areas of expansion about the point
in each quadrant which were empty in Figure 2.1 — i.e., expansion and contraction of the
generalized ellipse occurs in a transverse direction to the circumference as shown in Figure
2.2. If the x, y point sits on an axis then the ε orthogonal to that axis is zero and the point
must move strictly along the axis parallel to the nonzero ε upon which it sits.
25
(a) Quadrant 1 (b) Quadrant 2 (c) Quadrant 3 (d) Quadrant 4
Figure 2.2: A graphical representation of the bounded behavior of the expansion and contraction of the
curve over the plane about a point in each quadrant.
For any −∞ < x < +∞ on the plane such that F (x) = c1 <∞ and any −∞ < y < +∞
on the plane such that G(y) = c2 < ∞ there exists some c ∈ R+ such that c1 + c2 = c. So,
every point in R2 is in (2.6). For some fixed c the generalized ellipse forms a continuous path
about the origin, each x and y value on this path appears uniquely in each quadrant, and
the generalized ellipse expands and contracts transversely to its path for all c ∈ R+. Thus,
each point (x, y) appears uniquely in (2.6).
2.2 Distance
Space has a very broad definition in mathematics, often simply defined as — a set with some
additional structure. We can use the generalized ellipses to provide this additional structure
over the plane.
Let us consider the generalized ellipse with the constant on the right hand side defined
by some function H : [0,∞) → [0,∞) such that it is strictly monotone, zero at the origin,
and H →∞ if and only if d→∞.
F (x) +G(y) = H(d) (2.14)
where H(d) = c ∈ R+. This construction is similar to the generalized ellipse in (2.1), except
rather than fixing the constant and using this to define a set of x and y we will be providing
an x and y in order to define the constant. For a point on the plane ai = (xi, yi) we will
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define the distance between two such points as
d(ai, aj) = H
−1 (F (xj − xi) +G(yj − yi)) (2.15)
A metric is frequently referred to in the literature as a distance function. We wish to
explore under what conditions metrics and other types of spaces can be formed by a particular
generalized ellipse, so we will refer to (2.15) as the distance function but this is not meant
to imply that it defines a metric. We will use (2.15) to explore the conditions on F,G, and
H necessary to generate a space with whatever particular properties we desire.
For some distance function over the plane there are four basic conditions which must be
satisfied to qualify as a metric:
1. d(ai, aj) ≥ 0
2. d(ai, aj) = 0 ⇐⇒ ai = aj
3. d(ai, aj) = d(aj, ai)
4. d(ai, ak) ≤ d(ai, aj) + d(aj, ak)
The last three conditions are usually sufficient for defining a metric because they imply the
first condition.
Conditions 1 and 2 are implied by the construction of the generalized ellipse in canon-
ical position. A distance over a space which satisfies these first two conditions is called a
premetric. The last two conditions will require some constraints on F,G, and H.
Proposition 3. If both F and G are even, then (2.15) defines a semimetric.
Condition 3 requires that the distance necessary to go from a point a1 to a point a2 is
the same distance to go from a2 to a1. Proposition 2 establishes the conditions for F and G
under which there may be a guaranteed symmetry about the axes. This suggests requiring
both functions F and G be even, but F and G not necessarily the same function, is necessary
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and sufficient for satisfying condition 3. If Conditions 1, 2, and 3 are satisfied, then (2.15) is
referred to as a semimetric in the literature.
Proposition 4. There exists an H such that (2.15) satisfies the triangle inequality.
The necessary conditions for satisfying this are far less apparent than the first three.
While the exact forms each of F , G, and H which satisfy subadditivity are not individually
obvious, we might loosely say that it is necessary for H to be linear or superlinear and its
initial order should be at least as large as or larger than that of F and G. This is a very
vague statement, so lets review some conditions of the triangle inequality to get a better
grasp of this concept.
The monotonicity of F , G, and H have several implications for subadditivity. Let’s
assume these functions are even. If |x3−x2|, |x2−x1| < |x3−x1| then F (x3−x2), F (x2−x1) <
F (x3−x1) and similarly for the arguments of G and H. If it is not even then we would have
to handle the positive and negative arguments of F , G, and H seperately, but it is not overly
that important we make this distinction now. Our concern will be with how the monotonic
behaviors of F , G, and H interact to produce subadditivity. If |x3−x2|, |x2−x1| > |x3−x1|
then subadditivity is likely satisfied for those values. The more difficult case is when the
arguments for the functions on the right are less than the ones on the left and how they might
still sum to a greater distance. To that aim we introduce a simplification of notation which
is not meant to replace the lengths between points, but to make reviewing the interactions of
the function behavior more tractable. We will define the lengths x3−x1 = x and y3−y1 = y
and we will assume that the point a2 lies between a1 and a3 such that x1 < x2 < x3 and
y1 < y2 < y3. We can then define an α, β ∈ [0, 1] such that x2−x1 = αx, x3−x2 = (1−α)x,
y2 − y1 = βy, and y3 − y2 = (1 − β)y. For some F , G, and H the triangle inequality must
satisfy
H−1 (F (x) +G(y)) ≤ H−1 (F (αx) +G(βy)) +H−1 (F ((1− α)x) +G((1− β)y)) (2.16)
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The essence of what the triangle inequality asks on the plane is if the direct distance
from a1 to a3 is the shortest way to get to a3, or can we pass through some point a2 on our
way to a3 which is shorter.
Define,
D = F (x) +G(y), D1 = F (αx) +G(βy), and D2 = F ((1− α)x) +G((1− β)y) (2.17)
(a) Some F (and similarly for G) (b) Some H−1
Figure 2.3: Figure 2.3a plots a high growth F (x) and Figure 2.3b plots the inverse of H. Each of these
plots show the effect of the growth of the curve on the values used in the distance function
(2.16).
Because the continuous functions F , G, and H are bounded for any finite values, even
though Figure 2.3a suggest that F and G may have a very high growth rate such that
F (x) +G(y) >> F (αx) +G(βy), F ((1− α)x) +G((1− β)y) (2.18)
Figure 2.3b suggests there exists an H which can be chosen as a crude blugeon to force
(2.16) to satisfy subadditivity. We merely need some H whose inverse has a rapid initial
growth rate, which then continually decreases similar to Figure 2.3b, such that the sum of
the resultants of the two smaller arguments have sufficient size to be larger than the resultant
of the larger argument. In general we would want to choose the minimal H such that this
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is satisfied. This is why subadditivity fails in Lp spaces for 0 < p < 1. The inverse of H in
the distance function defined by this space is a power function with the exponent 1
p
, which
is a function whose growth rate is continually increasing. If we replace the exponent of H
in such an Lp space with
1
p
such that its inverse has exponent p and F and G still have p as
their exponent then subadditivity is satisfied for 0 < p < 1.
When Proposition 4 and Proposition 3 are satisfied, (2.15) defines a metric. A space
which satisfies Proposition 4 but not Proposition 3 is referred to as a quasimetric.
Another type of space to consider is a normed space. A norm defined over a space has
all of the properties familiar to a metric but most importantly requires the norm to be
absolutely homogeneous. For some norm || · || and vector v on a vector space with scalar a
||av|| = |a|||v|| (2.19)
Proposition 5. If F,G, and H are homogeneous of the same order and define a metric then
(2.15) defines a norm.
This does not imply that F = G = H is a necessary condition for satisfying (2.19),
but that each of these functions must be homogeneous of the same order. For example
F = c1|x|k and G = c2|y|k satisfy this requirement though they are not equivalent if c1 6= c2.
However, due to the homogeneity of F and G a simple substitution can be used to remove
the coefficients. Equivalent homogeneity among the constitutive functions of the generalized
ellipse is necessary and sufficient for defining a norm. Let us consider such a distance function.
d(a1, a2) = H
−1(F (x2 − x1) +G(y2 − y1)) (2.20)
If H is homogeneous of order k then H(aξ) = |a|kH(ξ) and the inverse of H is homoge-
neous of order 1
k
such that H−1(aξ) = |a| 1kH−1(ξ), and similarly for F and G (See Appendix
B.3.2). This implies the distance function (2.20) is homogeneous of order one.
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Corollary 1. If both F and G are homogeneous of order k and H is homogeneous of some
higher order m such that 0 < k
m
= ` ≤ 1, then (2.15) defines an `-seminorm.
Suppose F and G are homogeneous of order k and H is homogeneous of order m. The
resultant distance function would be homogeneous of order k
m
. If 0 < ` = k
m
≤ 1 then (2.15)
is called an `-seminorm. If k > m such that ` > 1, then the order of H is less than that of
both F and G and the triangle inequality is not satisfied. It is this failure of the triangle
inequality which does not allow us to classify the distance function as a seminorm despite
its homogeneity.
Proposition 6. If F,G, and H are convex and define a norm, then (2.15) defines a Banach
space.
Lastly, we will consider the stronger case of a Banach space. A Banach space enjoys all of
the properties of a metric space and a normed space with the addition that the normed space
be complete. Completeness is an important property of Euclidean space. We can leverage
the extensive existing work done in the literature on defining Birnbaum-Orlicz spaces and
see that in addition to the requirements of defining metric and normed spaces for generalized
ellipses we must further require that F , G, and H be convex. Then, a set of such generalized
ellipses defines a Birnbaum-Orlicz space (See Appendix C).
2.3 Ordinary Differential Equations
We can construct a system of first order ordinary differential equations

y′ = f(x), x(0) = a
x′ = −g(y), y(0) = b
(2.21)
where we use the notation h′ = d
dt
h(t), and we define d
dx
F (x) = f(x) and d
dy
G(y) = g(y).
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The system in (2.21) admits the relation
f(x)x′ + g(y)y′ = 0 (2.22)
which when integrated from 0 to t recovers an expression similar to (2.1)
F (x(t)) +G(y(t)) = F (a) +G(b) (2.23)
We can now more easily see the relation to the Hamiltonian first suggested by Wei in [22].
If we take (2.1) to be the Hamiltonian Hˆ(x, y, t) = c for the constant c ∈ R+, then we have
∂Hˆ
∂x
= f(x) and
∂Hˆ
∂y
= g(y) (2.24)
such that (2.21) satisfies Hamilton’s relationship.
When f(x) = x, g(y) = y, a = 1, and b = 0 this becomes the simple linear system of
first order ordinary differential equations which can be solved by the usual sine and cosine
functions.
The system in (2.21) admits an integral solution of the form
∫ y(t)
b
dy
f (F−1 (F (a) +G(b)−G(y))) = t (2.25)
By adding and subtracting an integral with constant bounds zero and b we may refor-
mulate this expression.
∫ y(t)
0
dy
f (F−1 (F (a) +G(b)−G(y))) −
∫ b
0
dy
f (F−1 (F (a) +G(b)−G(y))) = t (2.26)
The second integral on the left hand side in (2.26) is a constant and the inverse of the
first integral will give the solution y(t). We need only add the constant to both sides and
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take the inverse of the integral expression. We will define the solution as
y(t) = fSg(a, b, t+ aϕb(b)) (2.27a)
x(t) = fCg(a, b, t+ aϕb(b)) (2.27b)
aϕb(c) =
∫ c
0
dy
f (F−1 (F (a) +G(b)−G(y))) (2.27c)
where the function aϕb(c) represents a phase shift in the periodic function with aϕb(0) = 0.
For any fixed, finite a, b, the constant on the right hand side in (2.23) can be presumed
to satisfy F (a) + G(b) = c ∈ R+. We can adjust the initial conditions such that for some
x(0) = x0 and y(0) = 0, F (a) + G(b) = F (x0) = c ∈ R+ for some fixed c < ∞. As (2.27)
suggests, any change in initial conditions such that the total sum of F (a) + G(b) remains
unchanged is merely a phase shift of the periodic functions.
These expressions may describe a generalized ellipse, but they cannot describe all gener-
alized ellipses as defined at the beginning of this chapter. Adopting (2.21) offers an implicit
parametrization of the generalized ellipse, but it also imposes some differentiability require-
ments on F and G, and some continuity requirements on their derivatives. This system is a
second order ordinary differential equation and there are a couple of ways to represent it as
such. We can differentiate y′, which produces y′′ = f ′(x)x′. Using the relationships given in
(2.21) we can express this as
y′′ + f ′(f−1(y′))g(y) = 0 (2.28)
Another way to construct a second order ordinary differential equation from (2.21) is to
take the inverse expression f−1(y′) = x implied by (2.21) and differentiate both sides.
(
f−1(y′)
)′
+ g(y) = 0 (2.29)
If we define f−1(y′) = |y′|p−2y′ then this is precisely the p-Laplacian so well studied in
the traditional generalized sine and cosine functions.
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The majority of these continuous, periodic functions change their inherent form as the
initial conditions vary, but some generalized ellipses allow for a standard curve which does
not change its base form under changes in its initial conditions. This occurs whenever all
of the initial conditions can be lumped into a single parameter, removed from the integral,
and passed as an argument of the resultant generalized trigonometric function. A good
example of this is the pure power-law functions when used as the consitutive functions for
the generalized ellipse. In this case all initial conditions and coefficients of the consitutive
functions can be lumped together. We shall define
λ(a, b, ci) (2.30)
such that λ is some function of the initial conditions a and b and possibly other parameters
ci of the constitutive functions as appropiate. Curves in standard form, if they exist, will be
denoted with a lowercase fsg such that
fSg(a, b, t) = fsg(λt) (2.31)
In the case of the power-law functions used to describe the usual generalized sine and
cosine functions the exponents of F and G are frequently used as the subscripts of the
generalized trigonometric functions previously known in the literature, written as sp,q or
simply sp when p = q. We will allow a similar notation.
fSg(a, b, t) = psq(λt) (2.32)
One of the most obvious properties of such continuous, periodic functions is that any
changes to the initial conditions results in a change in λ, but not in the standard curve
fsg. The new parameter λ merely stretches or shrinks the curve horizontally much like a
frequency which modifies the usual sine and cosine functions.
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2.3.1 Existence and Uniqueness
In general a parametrization of a curve is nonunique, so we have to develop some means of
constructing a parametrization which satisfies the qualities we seek with respect to x and
y. Because of the continuity of the circumference of the generalized ellipse we may assume
that there exists a parametrization of x and y such that they are continuous and periodic
functions. By connecting the idea of the generalized ellipse to the ordinary differential equa-
tion (2.28) we introduced an implicit parametrization of the changes in the values of x and y
which define the circumference of the generalized ellipse. This ordinary differential equation
can be used as a generator of parametrizations of the ellipse, but it may not be capable
of parametrizing all generalized ellipses, and we may find there are cases where existence
and uniqueness are not satisfied. This would not necessarily invalidate the existence of a
parametrization of these generalized ellipses, but merely of the usefullness of the differential
generator.
There are many approaches to investigating the phase plane of a system in order to deter-
mine the particular properties of that system. In the proof which follows, specifically Lemma
4, we will address the issue of periodicity. For a system whose functions are as generally
described as ours, the author is unaware of any approach which conclusively demonstrates
periodicity, with most simply being inconclusive or at best demonstrating the existence of a
central equilibrium, but with no definitive result as to the stability of that equilibrium with
regard to periodicity. So, a different approach is developed which will rely heavily upon the
continuity and covering results of Section 2.1. This approach is specific to the construction
of the system being described. While the author is unaware of its explicit use anywhere else
in the literature, it seems probable that it has been utilized before given its simplicity and
dependence upon fundamental principles.
Let us consider three sets X ⊆ R, Y ⊆ R, and T ⊆ R. We will define their complements
in R as X ∗ ⊆ R \ X , Y∗ ⊆ R \ Y , and T ∗ ⊆ R \ T . There shall also be two sets T ∗x and T ∗y
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such that T ∗x ∪T ∗y = T ∗. The elements of these sets shall be referred to as x∗ ∈ X ∗, y∗ ∈ Y∗,
t∗ ∈ T ∗, and more specifically for the subsets of T ∗, t∗x ∈ T ∗x and t∗y ∈ T ∗y .
Theorem 2. For any generalized ellipse defined by (2.1), if F is C2 over some X and G
is C2 over some Y then there exists unique continuous, periodic solutions x(t) and y(t) to
(2.21) defined for all t ∈ R.
We assume that the minima of our constitutive functions occur at the origin such that
they would produce a generalized ellipse in canonical form with F (0) = G(0) = 0, and
F → +∞ as x → ±∞ and G → +∞ as y → ±∞. For simplicity we will focus mostly on
the function F , but the arguments are equivalent for G.
Lemma 3. If a and b are finite then x and y are bounded.
We defined the system of first order ordinary differential equations (2.21) using the ex-
pression for the generalized ellipse (2.1), and were able to recover this expression by inte-
grating (2.22). By definition of the behaviors of the constitutive functions F and G, for any
−∞ < a < +∞ and −∞ < b < +∞ we have the sum 0 ≤ F (a) + G(b) < +∞. Because
both F,G → +∞ if and only if x, y → ±∞ as long as a and b are finite so too must be x
and y.
Lemma 4. If a and b are finite then x and y are periodic.
Theorem 1 shows that (2.6) forms a minimal covering of the plane. In Lemma 1 we
showed that for every fixed c ∈ R+ the expression (2.1) creates a generalized ellipse about
the origin with a continuous, closed circumference on the plane. In Lemma 2 we showed
that the generalized ellipse is continuous with respect to c under expansion or contraction
such that x = y = 0 is a solution to (2.1) if and only if c = 0 and (2.6) forms a minimal
covering of the plane. Each generalized ellipse for a fixed c constitutes a set of solutions to
(2.21), or a phase path, for some a, b ∈ R such that F (a) + G(b) = c. Because (2.21) is an
autonomous system phase paths cannot cross. Therefore, the system must describe a centre
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and is periodic.
Any point x where F is not differentiable we shall call x∗ and similarly for y and G. So,
X ∗ and Y∗ are the sets of points where F and G are not differentiable. We can look at some
of these behaviors generally. Because F and G are continuous and unimodal all derivatives
of F and G to the right of the origin are greater than or equal to zero and all derivatives to
the left are less than or equal to zero. Let us refer to the right and left derivatives of F at a
point as dF
dx+
and dF
dx−
and similarly for G over y. The minimum at the origin is differentiable
if and only if dF
dx+
(0) = dF
dx−
(0) = 0, otherwise 0 ∈ X ∗. When a point along a continuous curve
is not differentiable there are two cases to consider — either the slope becomes infinite at
that point or dF
dx+
6= dF
dx−
. Any point where this happens is an element of X ∗ and similarly for
G and Y∗, and so their complements are the sets of x and y where F and G are differentiable.
Lemma 5. X ∗ and Y∗ have Lebesgue measure zero.
Lebesgue’s theorem for the differentiability of monotone functions (See Appendix B.4.2)
shows that if a function is monotone then it is differentiable almost everywhere. The real-
valued unimodal functions F and G defined over all R have minima at the origin and are
strictly monotone and continuous on either side of the minima. This suggests that F and G
are differentiable almost everywhere on R. Thus, the sets X and Y have full measure in R,
and X ∗, Y∗ have zero measure in R.
Lemma 6. There is no interval of points x and y where F and G have a slope of zero.
This statement is somewhat similar to the concept of Lebesgue’s theorem used in the
previous Lemma. Because the behavior of F and G is strictly monotone to the right of
the minimum and to the left of the minimum by the definition given for these functions in
(2.2) and (2.3), for any two points x1 and x3 where the derivative of F is zero there must
be some x2 where the derivative of F is not zero such that x1 < x2 < x3. With F and G
continuous, if there were some interval (x1, x3) over which the derivative were zero then the
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strictly monotonic conditions (2.2) and (2.3) would be violated.
Define the set
D = {(x, y, t) : |x− x0| ≤ α1, |y − y0| ≤ α2, |t− t0| ≤ β}, αi, β > 0 (2.33)
such that D = X × Y × T ⊆ R3.
Lemma 7. If F is C1 over X and G is C1 over Y, then existence for x and y in (2.21) is
satisfied over D.
By definition F and G are differentiable over X and Y , but differentiability is not enough
to guarantee existence. We require that f and g also be continuous in X and Y (See
Appendix B.5). We could consider points in X and Y at which F and G are differentiable,
but f and g are not continuous. It has been shown generally that it is possible that the set
of discontinuities of the derivative of a function may have positive measure. We could allow
a set of discontinuities in f and g due to differentiation to be at most zero measure and
include these points in X ∗ and Y∗, respectively, such that their measure does not change.
Because (2.21) is autonomous there is a T over which existence is satisfied, and as long as
X ∗ and Y∗ maintain zero measure and F and G are C1 everywhere else, then existence is
satisfied for (x, y, t) ∈ D in the Peano sense.
Lemma 8. T ∗ has Lebesgue measure zero.
For every x∗ ∈ X ∗ and y∗ ∈ Y∗ we shall associate a {t∗x,i} ∈ T ∗x and {t∗y,j} ∈ T ∗y . By
the construction of (2.21) the slope of y is defined by the function f , so for any x∗ where y′
is not properly defined in the sense of existence for (2.21) there cannot be an interval in x
where f(x) is not defined. Likewise, for any y∗ where existence is not satisfied, by Lemma
6 there cannot follow an interval in x such that f(x) is zero, which implies there can be no
interval in T ∗x , T ∗y associated with any x∗, y∗.
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By construction of (2.21) y is increasing when x > 0 and decreasing when x < 0, and
x is increasing when y < 0 and decreasing when y > 0, so over a single period of x(t) or
y(t) there is at most two t∗x and t
∗
y associated with each x
∗ and y∗. For some period T ,
x(t) = x(t+nT ) and y(t) = y(t+nT ) for all n ∈ Z. Thus, the number of repeated periods of
x and y over all t is countable and so there is a countable set {t∗x,i} and {t∗y,j} each with zero
measure associated with each x∗ and y∗. Because the set of all x∗ and y∗ has zero measure
as does each {t∗x,i} and {t∗y,j}, then {t∗x,i} ∪ {t∗y,j} = T ∗ must also have zero measure.
Lemma 9. If F is C2 over X and G is C2 over Y then solutions in D are extendable to
D† = R× R× [0,∞).
By requiring F be C2 over X and G be C2 over Y then we can easily see that we have sat-
isfied uniqueness over D (See Appendix B.6). D defines an open set because any points not
in D have Lebesgue measure zero. Because all solutions are bounded by Lemma 3, for any
a, b ∈ D we can extend the solution in D by taking the limit as it approaches the boundaries
of D (See Appendix B.7). We can precisely define this limit using (2.1). Any point x∗ where
F is not differentiable and any point y∗ where G is not differentiable is necessarily known.
By the continuity of the unique solution guaranteed by the continuous differentiability of f
and g the limits at the boundaries of D will necessarily approach these points. Similarly for
any point t∗ where we could not establish existence due to its association with x∗ and y∗.
Because there can exist no intervals not in D and all points x∗, y∗, t∗ 6∈ D have zero measure
we can extend the solutions from D to D†. Boundedness of x and y further suggests that
existence and uniqueness in the Carathe´odory sense is also satisfied.
As we alluded to at the beginning of this section, there are many functions which may
satisfy the definitions of F and G in (2.2) and (2.3), but do not satisfy Theorem 2. This
should not be construed to imply that these generalized ellipses do not have parametrizable
continuous, periodic x and y, but merely that there is a limitation in the extent of the
application of the differential generator (2.21) to produce these parametrizations. Because
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the boundedness and periodicity of x and y are such strong properties independent of the
specific behavior of the derivatives of F and G, with a bit of extra work we could likely extend
the definition of these solutions under even weaker conditions than the twice continuous
differentiability over sets of full measure necessary in Theorem 2.
2.4 Properties of the Generalized Ellipse
Corollary 2. If F = G, the generalized ellipse (2.1) is symmetric about the y = x line.
Take the resultant system
F (x) + F (y) = c (2.34)
By Proposition 1 we can invert a parametric equation like (2.1) by simply switching x
and y, which introduces no changes to (2.34).
Corollary 3. If F = G, then y(t) = x(T1 − t).
By Corollary 2 the generalized ellipse defined by (2.1) is symmetric about the line y = x.
Starting at the point where the ellipse intersects this line in the first quadrant we rotate along
the circumference counterclockwise. The behavior of y as we move in a counterclockwise
direction is the same as the behavior of x if we were to rotate from the same starting
position in a clockwise direction by virtue of its symmetry about y = x. The point where
we started corresponds to the portion of the period at T 1
2
, where the subscript indicates a
half rotation in the first quadrant. The symmetry also implies that the period over each of
these half rotation must be the same such that T1 = 2T 1
2
. This suggests that y(t) is equal
to x(t) shifted by the first quarter period T1 rotating in the opposite direction such that
y(t) = x(T1 − t).
Corollary 4. If both F and G are even, then y and x are antiperiodic.
By Proposition 2, if we take both F and G to be even then the generalized ellipse is
symmetric about both the y and x axis. This suggests that the behavior of both y and x
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in quadrant 1 are mirrored in each of the other three quadrants. Because of this symmetry,
rotating about the ellipse one half period changes the signs of y and x but their values are
preserved, which is the definition of antiperiodicity. (See Appendix B.2)
Definition 1. The function y with period T shall be called subperiodic if
y(t) = y(T2 − t), ∀t ∈ [0, T2]
y(t) = y(T4 − t), ∀t ∈ [T2, T4]
The function x shall similarly be called such if it satisfies
x(t) = x(T4 − t), ∀t ∈ [0, T1], [T3, T4]
x(t) = x(T3 − T1 − t), ∀t ∈ [T1, T3]
This definition merely states that for each of the half period segments which lie above
the t axis and below it, the functions can be independently reflected symmetrically about
the midpoint of these domains. This can be contrasted with an antiperiodic function, which
is a much stronger condition for a function to have. Subperiodicity is not a condition over
an entire function, but only over a natural half-period segment of each of x and y. A
subperiodic function need not be antiperiodic, and in general an antiperiodic function need
not be subperiodic. However, under the constraints placed upon F and G in (2.2) and (2.3),
if a function is antiperiodic it will also be subperiodic.
Corollary 5. If F is even, then y is subperiodic. Similarly for x and even G.
By Proposition 2 if F is even then the generalized ellipse is symmetric about the y axis.
This suggests the parametrized function y(t) increases in the first quadrant rotating from
zero to T1 the same as it does in the second quadrant rotating from T2 to T1, and similary for
41
quadrants three and four, which satisfies the definition of subperiodicity. A similar argument
can be had for x and even G.
Corollary 6. If both F and G are even functions, then y(t) is an odd function and x(t) is
an even function.
This follows directly from combining Corollaries 4 and 5. If y(t) is antiperiodic then the
distribution of the period is symmetric such that T1 =
T
4
, T2 =
T
2
, T3 =
3T
2
, T4 = T for
some period T and it satisfies
y(t+ nT2) = −y(t), ∀ n odd (2.35)
and if subperiodicity is likewise satisfied
y(t) = y(T2 − t), ∀t ∈ [0, T2] (2.36a)
y(t) = y(T4 − t), ∀t ∈ [T2, T4] (2.36b)
Antiperiodicity of y suggests that the only change in (2.36) for each domain of t is the
sign of y. Together (2.35) and (2.36) suggest
y(−t) = −y(t), ∀t (2.37)
which is the definition of an odd function.
If x is antiperiodic
x(t+ nT2) = −x(t), ∀ n odd (2.38)
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and if subperiodicity is satisfied
x(t) = x(T4 − t), ∀t ∈ [−T1, T1] (2.39a)
x(t) = x(T3 − T1 − t), ∀t ∈ [T1, T3] (2.39b)
The antiperiodicity further suggests that the only difference between the two subperiodic
segments is a change in the sign of x. (2.38) and (2.39) together suggest
x(−t) = x(t), ∀t (2.40)
which is the definition of an even function.
Corollary 7. If the conditions of Theorem 2 are satisfied, solving for y(t) is equivalent to
swapping the functions f and g, the boundary conditions a and b, and solving for x(−t).
This result is due to Proposition 1. Swapping the functions and the boundary conditions
is the same as reflecting the generalized ellipse about the line y = x with no change in the
relationship between x and y. The flip only changes the direction of rotation about the
ellipse, which results in a sign change for the parameter t. This can be expressed as
fSg(a, b, t+ aϕb(b)) = gCf (b, a,−t+ bϕa(a)) (2.41)
Proposition 7. If F and G are homogeneous, then the periodic functions generated by the
generalized ellipse can be placed in standard form, fsg and fcg.
If F and G are homogeneous then so are their derivatives, integrals, and inverses (See
Appendix B.3.2). This homogeneity allows the initial conditions to be removed from the
integral and passed as a coefficient of t. Simple power-law functions for F and G of the form
c1|ξ|p satisfy this. If we consider the specific case of F and G as such functions, we may
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define any such generalized sine function with
1
qc1
(
qc1
pc2
) 1
q
|x0|
q−qp+p
q
∫ y
0
dz
(1− |z|p) p−1p
=
1
λq
B
(
y;
1
p
,
1
q
)
= t (2.42)
where the constant outside of the integral is 1
λ
and B is the incomplete beta function. Both
sides of (2.42) are mutiplied by λq, and the inverse of the incomplete beta function can be
taken to define the generalized sine, psq.
Proposition 8. Most generalized ellipses do not have a Euclidean focal point.
All multifocal ellipses can be expressed by a finite polynomial (See Appendix B.8), but
by the very broad requirements we placed on defining (2.1) F and G need not even be
rational functions. Thus, on the Euclidean plane most generalized ellipses do not have even
a single focal point. However, if we consider each generalized ellipse in its natural space
then by definition it has one focal point at the origin. We can also extend the concept of
the multifocal n-ellipse to the generalized n-ellipse using the distance function (2.15) we
developed in Section 2.2
{(x, y) ∈ R2 :
n∑
i=1
H−1 (F (x− xi) +G(y − yi)) = d} (2.43)
where n = 1 corresponds to the generalized ellipses we have been discussing in this chapter
and (xi, yi) are the focal points.
We could further expand upon the generalized ellipses we used to generate continuous,
periodic functions and use F and G to define some generalized hyperbolic sine and cosine
functions. We need only replace the addition operation in (2.1) with subtraction. Many of the
properties we have developed in this chapter are dependent upon the specific behaviors of the
constitutive functions F and G and the symmetries they induce in the generalized ellipse.
We can easily adapt most of them directly to generalized hyperbole and the generalized
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hyperbolic functions they generate.
2.4.1 Defining the Period
The period of the functions x and y are dependent upon the specific parametrization cho-
sen to describe them. As a very general description, the period is the measure over the
parametrization that it takes for a full cycle of the periodic function to complete. This
makes defining the period just as difficult as defining the parametrization of the generalized
ellipse itself. The period of the classical sine and cosine functions can be defined as the
circumference C divided by the radius r, C
r
= 2pi. In this instance the period is constant.
It is immutable under any change to the radius of the circle because the arclength of the
circumference of the circle changes proportionally with the change in radius such that the
ratio is always the same value. This growth invariance is not true of generalized ellipses
except under special circumstances.
We can divine some properties of the period from the properties of generalized ellipses
we have developed. By Proposition 2 the symmetry implied by F or G being even functions
suggests that for F even it is sufficient to describe the half period over the generalized ellipse
on the right half plane and then multiply by two to find the full period. Similary for an even
G we can describe the half period over the upper half plane and multiply by two. If both
F and G are even we can find the quarter period over one quadrant and multiply by four.
If F = G we can find the half period on either side of the line y = x and multiply by two.
If F = G and is even, we can find the one eighth period over the first eighth turn of the
generalized ellipse and multiply this by eight to find the full period.
For any appropiate initial conditions x(0) = a and y(0) = b in (2.21) there is an x(0) = x0
with y(0) = 0 such that F (a) + G(b) = F (x0). The set of initial conditions x0 and 0 will
produce the same system of parametrized x(t) and y(t) as a and b, but with x and y shifted
horizontally with respect to t.
The generalized ellipses which can be described by the second order ordinary differential
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equation (2.28) provide a means of defining the period by way of the implicit parametrization
of x and y. We need to solve the definite integral over the known intersects of the generalized
ellipse.
There are six points of intersection on the generalized ellipse which we can use to define
the period for any system — the known axial intersects and where the ellipse intersects the
line y = x. We will adopt the same notation as we did in (2.10) to define F and G over
their positive arguments and negative arguments. For the parametrized function y(t) with
x0 > 0 the four axial intersects are 0, G
−1
+ (F+(x0)), 0, and −G−1− (F+(x0)). Along the line
y = x we must solve for y(t) in the constitutive equation of the generalized ellipse. In the
first quadrant F+(y) +G+(y) = F+(x0) and in the third quadrant F−(y) +G−(y) = F+(x0).
In total there are four nonzero values of y(t) which we must use as the bounds of integration.
We will define these nonzero values in their order of rotation by y1, y2, y3, and y4.
T =
∣∣∣∣∣
∫ y1
0
dy
f+
(
F−1+ (F+(x0)−G+(y))
)∣∣∣∣∣+
∣∣∣∣∣
∫ y2
y1
dy
f+
(
F−1+ (F+(x0)−G+(y))
)∣∣∣∣∣
+
∣∣∣∣∣
∫ y2
0
dy
f−
(
F−1− (F+(x0)−G+(y))
)∣∣∣∣∣+
∣∣∣∣∣
∫ y3
0
dy
f−
(
F−1− (F+(x0)−G−(y))
)∣∣∣∣∣
+
∣∣∣∣∣
∫ y4
y3
dy
f−
(
F−1− (F+(x0)−G−(y))
)∣∣∣∣∣+
∣∣∣∣∣
∫ y4
0
dy
f+
(
F−1+ (F+(x0)−G−(y))
)∣∣∣∣∣
(2.44)
If F = G, then by Corollary 2 we can use the symmetry of the generalized ellipse about
the line y = x such that we need only find the sum of the second, third, and fourth integrals
and then multiply by two to find the total period. By Proposition 2, if F is even we can find
the period by taking the sum of the first, second, and sixth integral and multiply by two.
If G is even we can sum the second, third, and fourth integrals and multiply by two to find
the period. If both F and G are even, it is sufficient to sum the first and second integrals
and multiply by four. By combining Proposition 2 and Corollary 2 if F = G is even then we
need only find the first integral and multiply by eight.
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Figure 2.4: The discernible values of y along the circumference of the generalized ellipse based on the
known symmetries generated by F and G.
Consider the case when F and G are some power law such that f(x) = c1|x|p−2x and
g(y) = c2|y|q−2y with constant coefficients c1 and c2, and p, q > 0. F and G are both even
functions, so it is sufficient to solve for the sum of the first and second integrals in (2.44)
and multiply this by four. We can combine these two integrals into a single integral.
1
c1
(
c1
p
) p−1
p
∫ ( qc1
pc2
|x0|p
) 1
q
0
dy(
c1
p
|x0|p − c2q |y|q
) p−1
p
(2.45)
which may be simplified into
|x0|1−p
c1
∫ ( qc1
pc2
|x0|p
) 1
q
0
dy(
1− qc1
pc2
|y|q
|x0|p
) p−1
p
(2.46)
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We will introduce the substitution
y =
(
qc1
pc2
|x0|p
) 1
q
z and dy =
(
qc1
pc2
|x0|p
) 1
q
dz (2.47)
which transforms the integral (2.46) into
1
c1
(
qc1
pc2
) 1
q
|x0|
q−qp+p
q
∫ 1
0
dz
(1− |z|q) p−1p
(2.48)
The total period T can then be described by
T =
4
qc1
(
qc1
pc2
) 1
q
|x0|
q−qp+p
q B
(
1
p
,
1
q
)
=
4
qc1
(
qc1
pc2
) 1
q
|x0|
q−qp+p
q
Γ
(
1
q
)
Γ
(
1
p
)
Γ
(
1
q
+ 1
p
) (2.49)
where B is the Beta function and Γ is the usual Gamma function. When c1 = c2 = 1 and
p = q = 2 we have the usual sine and cosine system which define the unit circle on the plane
and (2.49) reduces to T = 2pi.
We began this Section by noting that for a circle the ratio of circumference C and radius
r is the constant 2pi for any choice of r and associated C. As the circle increases in size this
relationship does not change and the period of the sine and cosine functions is invariant with
respect to the size of the circle they describe.
Conjecture 1. For some function F = G = H which defines a normed space, and its dual
space defined by F∗, the generalized ellipse composed by F (x) + F∗(y) = c produces period
invariant parametrized functions x and y for all constants c ∈ R+.
We can easily demonstrate this is the case for the functions F and F∗ which define the
Lp spaces and their associated duals. We developed the expression of the period (2.49) using
power-law functions with powers p and q with p, q ≥ 1. Because of the homogeneity of
the power functions the choice of c1 and c2 have no affect on the invariability of x and y
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with respect to the initial condition x0. We may consider the p and q power functions to
be the constitutive functions of some Lp and Lq spaces respectively. The exponent on the
initial condition x0 in (2.49) is zero whenever the Ho¨lder equality
1
p
+ 1
q
= 1 is satisfied
which suggests that this term reduces to one. For some Lp space this equality defines Lq, its
dual space. Because the initial condition vanishes the period does not change as x0 changes
growing the generalized ellipse in size.
(a) |x| 94 + |y| 95 (b) |x|7 + |y| 76 (c) |x|4 + |y| 43
(d) p = 94 and q =
9
5 (e) p = 7 and q =
7
6 (f) p = 4 and q =
4
3
Figure 2.5: Plots of y(t) and x(t) and their associated generalized ellipses for power-law systems which
satisfy Conjecture 1. Figures 2.5d and 2.5a are plotted for initial conditions x0 = 0.5, 1, 2, 3,
Figures 2.5e and 2.5b, and Figures 2.5f and 2.5c are plotted for initial conditions x0 =
1, 1.1, 1.2, 1.3.
Figure 2.5 shows plots of some parametrized x and y functions which satisfy Conjecture
1 for Lp spaces. In each plot the periods of the functions are invariant to changes in the
initial conditions. The functions F and G which define the generalized ellipses are both even
and as such the parametrized functions y(t) and x(t) are antiperiodic, and even and odd
respectively. It is evident from the images in Figure 2.5 that y manifests a more squared
wave and x a more triangular shaped wave. In fact in the limiting case of the Ho¨lder equality
as p → ∞ and q → 1, y(t) approaches a pure square wave and x(t) a pure triangle wave.
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By Theorem 2 such a system is parametrizable by the differential generator (2.21). For a
properly chosen H the space defined by the generalized ellipse composed of a function F and
F∗ which is invariant with respect to distance constitutes a metric.
Figure 2.6: A plot of the invariant periods for Lp spaces which satisfy Conjecture 1.
Figure 2.6 plots the value of the invariant periods produced by the generalized ellipses
composed by the constitutive functions of an Lp space and its dual space Lq where the Ho¨lder
identity 1
p
+ 1
q
= 1 is satisfied. As p→ 1 the period approaches 4 and as p→∞ the period
also approaches 4. The only unique value of invariant periods is when p = 2 corresponding
to the Euclidean plane L2 with period 2pi. This is an obvious result of Proposition 1. The
generalized ellipse defined by the L2 norm is the only one which produces no change under
reflection about the line y = x.
Like Banach spaces, which generalize the Euclidean property of completeness over a
normed space, this periodic invariance is an important property of the natural periodic
functions defined over a Euclidean space which is not normally found in most generalized
spaces but which under these conditions may be induced. We can see from the example
of Lp spaces that these spaces are probably not themselves norms because they do not
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satisfy absolute homogeneity. Only the Euclidean plane L2 appears to meet this requirement
because it is its own dual space. Lindqvist, Peetre, and others [18,83,84] have noted the basis
properties associated with the generalized trigonometric functions that satisfy Conjecture 1.
2.5 Examples of Continuous, Periodic Functions
y′′ + |y|9y = 0 (2.50a)
F (x) =
1
2
x2, G(y) =
1
11
|y|11 (2.50b)
(a) The generalized elipses. (b) Periodic, continuous functions.
Figure 2.7: Plots of the system defined by (2.50) with parameters b = 0, a = 0.7071, 1, 2, and 3,
which correspond to the generalized ellipses starting from the middle going out. The plots
at the top on the right are the curves y(t) and the plots on the bottom are x(t) with the
initial conditions corresponding to the solid line, dashed line, dotted line, and dash-dot line,
respectively.
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y′′ + y
1
3 = 0 (2.51a)
F (x) =
1
2
x2, G(y) =
3
4
y
4
3 (2.51b)
(a) The generalized ellipses. (b) Periodic, continuous functions.
Figure 2.8: Plots of the system defined by (2.51) with parameters b = 0, a = 0.7071, 1, 2, and 3,
which correspond to the generalized ellipses starting from the middle going out. The plots
at the top on the right are the curves y(t) and the plots on the bottom are x(t) with the
initial conditions corresponding to the solid line, dashed line, dotted line, and dash-dot line,
respectively.
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y′′ + ef
−1(y′)−1 (ey−1 − e−1) = 0 (2.52a)
F (x) = ex−1 − xe−1, G(y) = ey−1 − ye−1 (2.52b)
(a) The generalized ellipse. (b) Periodic, continuous functions.
Figure 2.9: Plots of the system defined by (2.52) with parameters b = 0, a = 2.0074, 3.42113, 3.79709,
and 4.0789, which correspond to the generalized ellipses starting from the middle going out.
The plots at the top on the right are the curves y(t) and the plots on the bottom are x(t) with
the initial conditions corresponding to the solid line, dashed line, dotted line, and dash-dot
line, respectively.
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y′′ +
(
ef
−1(y′)−1 + 1
) (
ey−1 + y
)
= 0 (2.53a)
F (x) = ex−1 +
1
2
x2 − xe−1, G(y) = ey−1 + 1
2
y2 − ye−1 (2.53b)
(a) The generalized ellipses. (b) Periodic, continuous functions.
Figure 2.10: Plots of the system defined by (2.53) with parameters b = 0, a = 2.21336, 4.70527, 6.20952,
and 7.16741, which correspond to the generalized ellipses starting from the middle going
out. The plots at the top on the right are the curves y(t) and the plots on the bottom are
x(t) with the initial conditions corresponding to the solid line, dashed line, dotted line, and
dash-dot line, respectively.
54
y′′ +
√
(y′)2 + 1 sinh y = 0 (2.54a)
F (x) = cosh(x), G(y) = cosh(y) (2.54b)
(a) The generalized ellipses. (b) Periodic, continuous functions.
Figure 2.11: Plots of the system defined by (2.53) with parameters b = 0, a = cosh 3 ≈ 10.06766,
cosh 5 ≈ 74.2099, cosh 8 ≈ 1490.47916, and cosh 12 ≈ 81377.39571, which correspond
to the generalized ellipses starting from the middle going out. The plots at the top on
the right are the curves y(t) and the plots on the bottom are x(t) with initial conditions
x0 = 3, 3.5, 4, 4.5 corresponding to the solid line, dashed line, dotted line, and dash-dot
line, respectively.
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y′′ + ey − 1 = 0 (2.55a)
F (x) =
1
2
x2, G(y) = ey − y (2.55b)
(a) The generalized ellipses. (b) Periodic, continuous functions.
Figure 2.12: Plots of the system defined by (2.55) with parameters b = 0, a =
√
6,
√
10, 3
√
2, and 2
√
6,
which correspond to the generalized ellipses starting from the middle going out. The plots
at the top on the right are the curves y(t) and the plots on the bottom are x(t) with the
initial conditions corresponding to the solid line, dashed line, dotted line, and dash-dot
line, respectively.
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y′′ − 1
2
(y′)3y = 0 (2.56a)
F (x) = 2
√
|x|, G(y) = 1
2
y2 (2.56b)
(a) The generalized ellipses. (b) Periodic, continuous functions.
Figure 2.13: Plots of the system defined by (2.56) with parameters b = 0, a = 0.5, 0.7, 0.9, and 1.1,
which correspond to the generalized ellipses starting from the middle going out. The plots
at the top on the right are the curves y(t) and the plots on the bottom are x(t) with the
initial conditions corresponding to the solid line, dashed line, dotted line, and dash-dot
line, respectively.
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Each of the preceding examples were selected in order to demonstrate the various prop-
erties of the generalized ellipse and its associated continuous, periodic functions covered in
Section 2.4. Some physical implementations of these functions are more apparent than oth-
ers, such as their application to nonlinear mass-spring systems or the problem of the pull-in
voltage of micro-mechanical cantilever switches. A cantilever switch can be described by the
general Hamiltonian given in (2.29) with a pull-in voltage force added to the right hand side
0AV
2
2(d0 − y)2 (2.57)
where 0 is the permittivity of free space, A is the exposed area of the moving plate, V
is the voltage applied to the system, d0 is the thickness of the initial air gap between the
movable plate and the fixed surface, and y is the same dependent variable of the second
order ordinary differential equations we have been studying [85]. Because the pull-in voltage
is dependent only upon y and all other parameters are constant values, we can fold it into
the description of the constitutive function g(y). Effectually, for certain values of y this
will shift the constitutive function such that its minimum is no longer at the origin creating
a non-canonical generalized ellipse, but if the initial conditions exceed a particular amount
which occurs when the plate makes contact with the surface, the circumference is broken and
the parametrized functions are no longer periodic. We did not explicitly cover the case of
non-canonical generalized ellipses nor did we address constitutive functions with asymptotic
limits, which this application would require. Although this is beyond the purview of this
document, it is mentioned here because it demonstrates the expansive application of these
functions beyond the usual mass-springs and will be the subject of future investigation.
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3 The General Bending Moment
The well-known classical internal bending moment M takes the integral of the product of
the stress function and its vertical distance from the neutral axis over the cross-sectional
area of the member
M(κ) =
∫
A
σ(κy)y dA (3.1)
where A is the cross-sectional area of the member, κ is the curvature along the neutral axis,
σ is the stress function, and y is the vertical axis.
We wish to generalize this expression and define some of its properties so that we may use
it in the classical equations of mechanics. The stress functions we are dealing with are the
classical stress-strain engineering relations. Some of the classical stress-strain relations used
in engineering are the linear Young’s, Hollomon and Ludwik power-law, Ramberg-Osgood,
graphene, Mooney-Rivlin, and Neo-Hookean models. All of these uniaxial mathematical
functions generated by data taken from simple hydraulic material stress tests are continuous
and monotonic. We shall limit our stress function σ accordingly, and only consider functions
which are continuous and monotonically increasing through the origin.
Let us consider a beam-column member of length L with a rectangular cross-section of
height H and width B; with L significantly larger than either H or B.
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Figure 3.1: A beam-column element with length L, neutral axis coincident with the x axis, and cross-
section with height H along the y axis and width B along the z axis.
Deflections of the member are presumed to occur along the x and y directions, which is
what induces the internal bending moment.
Theorem 3. A beam-column member with a rectangular cross-section and a continuous,
monotonic, odd material relationship σ that passes through the origin and is bounded over
some Ω ⊆ R with a continuously differentiable inverse has an internal bending moment
M(κ) = 2B
κ2
ψ
(
σ
(
κH
2
))
such that
(i) Both M and ψ are monotone and continuous.
(ii) The inverse of M is differentiable everywhere over Ω.
(iii) The inverse of ψ is not differentiable everywhere.
(iv) Both M and ψ are odd.
We introduce a substitution into (3.1) which relies upon the invertibility implied by the
monotonicity of the stress function.
η = σ(κy) and dη = κσ′(κy)dy (3.2)
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This transforms (3.1) into
M(κ) =
1
κ2
∫ B
2
−B
2
∫ σ(κH2 )
σ(−κH2 )
ησ−1(η)
dσ−1(η)
dη
dηdz (3.3)
Many of the standard engineering stress-strain relations are unbounded over the entire
real line such that σ(y)→∞ as y →∞. We introduced boundedness over some subdomain
of the reals Ω ⊆ R such that σ and its inverses are bounded over the domain of integration
in (3.3). We required that the inverse of the function σ be continuously differentiable over
Ω. Even a function which is not itself continuously differentiable may satisfy this, such as a
power law function σ(y) = K|y| 1m , 1 ≤ m <∞. This seemingly extra condition on σ has no
bearing on the direct integration of (3.1) to derive the moment because the differentiability
of σ is not a necessary condition for integration. Requiring the function σ to be odd allows
us to simplify (3.3) by changing the lower bound of each integral to zero and multiplying
by four. Symmetric material behavior is also generally implied for many expressions in
one-dimensional mechanics, such as the Euler beam model, but the general moment can be
developed under this approach without that requirement.
Each of the factors of the product in the integrand in (3.3) are bounded and continuous
over the domain of integration and as such are Riemann integrable. The product of bounded,
continuous functions is bounded and continuous, and is itself Riemann integrable. We will
define the antiderviative of the integrand as some special function ψ which is different for
each type of material behavior σ.
ψ(ξ) =
∫
ξσ−1(ξ)
dσ−1(ξ)
dξ
dξ (3.4)
We shall explore explicit derivations of ψ for particular material relationships in Section
3.1.
The result in (3.4) allows us to characterize the internal bending moment for a rectangular
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cross-section as a function of some general material relationship.
M(κ) =
2B
κ2
ψ
(
σ
(
κ
H
2
))
(3.5)
The expression (3.5) and the more direct moment derivation from (3.1) that does not
rely upon the inverse substitution are equivalent. Using (3.5) and its properties discussed
below will allow us to invetigate the equations of mechanics for functions σ which cannot be
expressed directly, the most important of these being Ramberg-Osgood.
(i)
M is a function of κ, not y or z. Because σ is monotone and continuous and we integrate
(3.1) with respect to y and z, this continuous monotonicity with respect to κ is preserved.
In (3.3) by Theorem 3, σ−1 is monotone increasing because σ is, as is a straight line with
positive slope through the origin. The derivative of σ−1 is positive everywhere because σ−1
is, which results in the product in the integrand being positive everywhere and zero at the
origin. The product of bounded continuous functions is also bounded and continuous. The
integral of a function which is positive everywhere is monotone increasing, and therefore
invertible, and the integral of a bounded continuous function is also continuous proving the
corollary.
(ii)
We required in Theorem 3 that the inverse of σ be differentiable everywhere over Ω, which
suggests that these derivatives are bounded. From this we may infer that the derivatives of
σ may be unbounded and always greater than zero.
dσ(ξ)
dξ
≥ δ > 0 (3.6)
Because the derivatives of σ are unbounded and greater than zero, so too are the deriva-
tives of M .
dM(κ)
dκ
=
∫
A
∂σ(κy)
∂κ
y2dA ≥ δ
∫
A
y2dA > 0 (3.7)
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If all the derivatives of M are strictly greater than zero then the derivatives of its inverse
are bounded. (See Appendix B.3.1)
(iii)
The derivative of ψ is the integrand in (3.4). The first two terms must be zero at zero. In
order for the derviative of ψ to be something other than zero the derivative of the inverse of
σ must approach infinity at the origin more quickly than the product of the first two terms
approaches zero. However, by construction the derivative of the inverse of σ is bounded.
Therefore the derivative of ψ is always zero at zero for any material relationship σ which fits
our definition. This implies that its inverse is not differentiable at zero.
(iv)
In Theorem 3 we required σ to be odd. M is a function of κ and in (3.1) only σ is a
function of κ. So, the integrand is odd with respect to κ and remains so under integration
because we are not integrating with respect to κ.
In (3.3), σ−1 is also odd. Because σ−1 is odd, its derivative is even, thus the product of
the three factors in (3.3) is even.
The integral of an even function is an odd function proving the corollary.
3.1 Examples of the Generalized Bending Moment
The inverse approach for developing a generalized internal bending moment described in
Theorem 3 was developed specifically to handle the Ramberg-Osgood material relationship
due to its known difficulty when used in the equations of mechanics. We accomplished
this by introducing a substitution when defining the moment, which took advantage of
the invertibility of expressions of σ. Defining the moment by directly integrating (3.1) is
equivalent to deriving it from (3.5). Below, the inverse approach is used to derive some known
moment expressions of well-established material relationships followed by the aforementioned
Ramberg-Osgood material expression.
Note that the graphs of the moments in Figures 3.2, 3.3, and 3.4 tend to take upon
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the qualities of the material which they describe. The strict power-law Hollomon material
realtionship (3.9a) is not differentiable at the origin because its slope becomes infinite, and so
too does its moment M in Figure 3.3c. In contrast to this, the stress σ for a Ramberg-Osgood
material is defined by the inverse of (3.11a) which has finite, positive, non-zero slope at the
origin and so too does its moment M in Figure 3.4c. In fact, unlike the strict power-law, the
moment for a nonlinear material of Ramberg-Osgood type is differentiable everywhere.
σ(ξ) = Eξ (3.8a)
σ−1(ξ) =
1
E
ξ (3.8b)
ψ(ξ) =
ξ3
3E2
(3.8c)
M(ξ) = EIξ (3.8d)
(a) A linear stress-strain rela-
tionship, σ().
(b) The function of integration
ψ for a linear material.
(c) Internal bending moment
M for a linear material.
Figure 3.2: We plot the linear stress-strain relationship, the associated special function ψ, and the in-
ternal bending moment for a Young’s modulus of E = 193, 054 Pascals, and rectangular
cross-section with B = 0.00635 meters and H = 0.00635 meters.
The linear material relationship (3.8a) with Young’s modulus E > 0 is perhaps the most
well-studied in all of mechanics. The necessary elements of the inverse approach in Theorem
3 are given in (3.8) from which it is easy to derive the well-known expression of the internal
bending moment M in (3.8d).
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σ(ξ) = K|ξ| 1m−1ξ (3.9a)
σ−1(ξ) =
1
Km
|ξ|m−1ξ (3.9b)
ψ(ξ) =
m|ξ|2mξ
(2m+ 1)K2m
(3.9c)
M(ξ) = KIm|ξ| 1m−1ξ (3.9d)
(a) A nonlinear stress-strain re-
lationship, σ().
(b) The function of integration
ψ for a nonlinear material.
(c) Internal bending moment
M for a nonlinear material.
Figure 3.3: We plot the nonlinear stress-strain relationship, the associated special function ψ, and the
internal bending moment for a nonlinear power-law Hollomon material with material coeffi-
cient K = 4.92, strain-hardening exponent m = 0.15823, and rectangular cross-section with
B = 0.00635 meters and H = 0.00635 meters.
The power-law material relationship (3.9a), sometimes referred to as the Ludwick or
Hollomon relationship, is another well-studied material realtionship and is often used with
materials that are highly nonlinear, but its lack of differentiability at the origin can make it
cumbersome for very small forces. The material exponent is taken to be 1 ≤ m < ∞ and
material coefficient K > 0. In (3.9d) we define the power-law moment of inertia Im as
Im =
mH
2m+1
m B
(2m+ 1)2
m+1
m
(3.10)
This expression for the moment M derived using the inverse approach is equivalent to
the well-established expression for the internal bending moment in the literature [43] [64].
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σ−1(ξ) = aξ + b|ξ|n−1ξ (3.11a)
ψ(ξ) =
1
3
a2ξ3 +
n+ 1
n+ 2
ab|ξ|n+1ξ + n
2n+ 1
b2|ξ|2nξ (3.11b)
M(ξ) =
2B
ξ2
ψ
(
σ
(
H
2
ξ
))
(3.11c)
(a) A nonlinear stress-strain re-
lationship, σ().
(b) The function of integration
ψ for a nonlinear material.
(c) Internal bending moment
M for a nonlinear material.
Figure 3.4: We plot the nonlinear stress-strain relationship, the associated special function ψ, and the
internal bending moment for a nonlinear Ramberg-Osgood material with coefficients a =
5.1799e−6, b = 1.75018e−18, exponent n = 6.32, and rectangular cross-section with B =
0.00635 meters and H = 0.00635 meters.
The expression for σ under a Ramberg-Osgood relationship is not explicitly defined for
general parameters a, b > 0, and n > 1. Its value can only be known by some numerical
evaluation of σ−1. This means that for Ramberg-Osgood the expressions are not neatly
reducible as for the linear and simple power-law models. It is worth noting that the Ramberg-
Osgood relationship (3.11a) can be thought of as the sum of both inverse linear and power-law
relationships. In (3.11b) the function ψ for Ramberg-Osgood contains the forms of ψ for
both linear and power-law models with the addition of the central term resulting from the
collective integration of this expression. This implies that a piecewise sum of resultants
from these more basic models, as in the general Ramberg-Osgood model (1.8), is insufficient
to produce the full behavior induced by a Ramberg-Osgood relation where nonlinearity is
presumed present over the entire domain.
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4 Euler Beam-Columns
There are two types of beam-columns and three types of loadings we will consider. We
assume all of our beam-columns adhere to the usual Euler assumptions of behavior (See
Apendix A.2), and we shall consider combined loadings for simple beam deflections and
pure axial loads when discussing column buckling. The first case we will consider is a simply
supported beam of length L and rectangular cross-section with an evenly distributed load w
across its length, and a point load P in the middle of the beam. We shall follow this with
the same beam configuration with only an axial load P .
Figure 4.1: A staticly deflected simply supported beam with a rectangular cross section of heigh H,
width B, length L, and neutral axis parametrized by s.
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(a) An evenly distributed combined loading
(b) An axial loading
Figure 4.2: Figure 4.2a is a combined loading with an evenly distributed load w across the length of
the beam and a point load P perpendicular to the beam at its center. Figure 4.2b is an
axial point load P applied at the right support. The left support represented by a triangle
is fixed both vertically and horizontally, but is allowed to rotate freely. The right support
represented by a circle is fixed vertically but is allowed to move horizontally and to rotate
freely.
The horizontal axis is x and the vertical axis is y. The coordinate origin is assumed to
be at the left fixed position of the beam. The symmetricaly distributed combined loading
results in a horizontal deflection of the beam along the x axis by δx. The neutral axis of the
deflected beam is parametrized as s ∈ [0, L]. It is assumed that the beam itself does not
undergo any elongation or shrinkage and remains of length L. The configuration of the beam
and its deflection carries several assumed constraints on its potential behavior. The vertical
deflection of the beam is zero at the two supports at (0, 0) and (L−δx, 0). The slope of θ(s) is
zero at L
2
and some fixed, finite non-zero angle at the two supports such that θ(0) = −θ(L).
We can further presume from the loading that the deflection is symmetric along the length
of the beam and θ(s) = −θ(L− s), ∀s ∈ [0, L]. Because the beam is allowed to freely rotate,
at both of its pinned supports the change in the angle θ(s) is zero — dθ
ds
(0) = dθ
ds
(L) = 0.
The second type of beam-column configuration we will consider is a cantilever of length
L and rectangular cross-section with one fixed end and one free end, an evenly distributed
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load w, and a point load P applied at an angle α on the free end.
Figure 4.3: A staticly deflected cantilever beam with a rectangular cross section of heigh H, width B,
length L, and neutral axis parametrized by s.
Figure 4.4: A combined loading of a cantilever beam with an evenly distributed load w across the length
of the beam and a point load P applied at the free end of the beam at an anlge α. The
left support represented by slanted lines along a wall is fixed vertically, horizontally, and
rotationally. The right end of the beam is allowed to move freely.
Similar to the simply supported beam, the horizontal axis is x and the vertical axis
is y. The coordiante origin is assumed to be at the left fixed position of the beam. The
symmetricaly distributed combined loading results in a horizontal deflection of the beam tip
along the x axis by δx and a vertical deflection along the y axis by δy. The neutral axis of
the deflected beam is parametrized as s ∈ [0, L]. It is assumed that the beam itself does
not undergo any elongation or shrinkage and remains of length L. The configuration of the
beam and its deflection carries several assumed constraints on its potential behavior. The
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vertical deflection of the beam at the fixed end (0, 0) is zero and the vertical deflection at the
free end (L− δx, δy) is δy. The angle θ(s) at the fixed end is zero and some finite maximum
greater than zero over s at the free end such that θ(L) ≥ θ(s), ∀s. The change in angle θ(s)
is zero at its free end where dθ
ds
(L) = 0 and the change in angle achieves its maximum over s
at the fixed end such that dθ
ds
(0) ≥ dθ
ds
(s), ∀s.
The only real distinction between these two different beam models is in their respective
boundary conditions, which are a natural result of their physical constraints.
4.1 The Euler Model
In order to construct the common Euler beam-column model we must relate the moment in
two contexts. There is the direct moment, taken as a force multiplied by some orthogonal
distance from a point of rotation, and the internal bending moment. We make this choice
to directly relate the two major elements of the model across the same framework in order
that we may divine some fact about the system it describes — namely, the spatial effects of
the external action and the internal reaction.
There are three types of direct moments we may consider from the different configurations
in Figures 4.2 and 4.4. For the the simply supported beam in Figure 4.2a
M =
∫ L
2
s
w(x(µ)− x(s))dµ+ 1
2
P (L− δx − x(s)), ∀s ∈
[
0,
L
2
]
(4.1)
and for the simply supported beam in Figure 4.2b
M = −Py(s) (4.2)
It is sufficient to consider the simply supported beam in (4.1) only over half of its length
because of the expected symmetry of the deflection.
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For the cantilever beam in Figure 4.4
M =
∫ L
s
w(x(µ)− x(s))dµ+ P sinα(L− δx − x(s)) + P cosα(δy − y(s)) (4.3)
If we take the angle α = pi
2
in (4.3), this corresponds to a vertical load P and the (δy− y)
term vanishes. The two forms of the moment (4.1) and (4.3) are then nearly identical. We
can think of the simply supported beam as two cantilever beams attached in the middle at
their fixed ends. The center of the symmetrically deflected simply supported beam is the
same as the fixed end of the cantilever, and the two supported ends of the simply supported
beam are the free ends of the two cantilevers.
We must differentiate the moments in order to develop expressions that are not dependent
upon either of x or y, but on θ and the parameter s. We shall rely upon the relations
dx
ds
= cos θ(s) and dy
ds
= sin θ(s). (See Appendix A.1)
The derivative of (4.1) is
dM
ds
= −
(
w
(
L
2
− s
)
+
P
2
)
cos θ(s) (4.4)
and the derivative for the axial case (4.2) is
dM
ds
= −P sin θ(s) (4.5)
For the cantilever beam, the derivative of (4.3) is
dM
ds
= −w (L− s) cos θ(s)− P sin(α + θ(s)) (4.6)
In order to complete the necessary elements of the relation we must take the derivative
of the internal bending moment we developed in Chapter 3 with respect to the parameter s.
The internal bending moment is defined as a function of curvature κ which can be expressed
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as κ = dθ
ds
.
dM
ds
= Λ(κ)
dκ
ds
(4.7)
with Λ defined as a result of differentiating M in (3.5).
Λ(µ) := −4B
µ3
ψ
(
σ
(
µ
H
2
))
+
BH
µ2
dψ
dσ
(
σ
(
µ
H
2
))
dσ
dµ
(
µ
H
2
)
(4.8)
If we equate the derivative of each of the three types of direct moments (4.1), (4.2), and
(4.3) with the derivative of the internal bending moment (4.7) we can develop a general
second order ordinary differential equation.
d2θ
ds2
=
dM
ds
(θ, s)
Λ
(
dθ
ds
) (4.9)
Once the function θ(s) has been determined we can use it to derive the cartesian coor-
diantes of the displaced member by way of the relations
x(s) =
∫ s
0
cos θ(s) ds (4.10a)
y(s) =
∫ s
0
sin θ(s) ds (4.10b)
In general it is necessary to determine both the function θ(s) and the integrals (4.10)
numerically. The most common approach is to turn (4.9) into a system of two first order
ordinary differential equations and apply a Runge-Kutta method to solve.

dθ
ds
= ω
dω
ds
=
dM
ds
(θ,s)
Λ(ω)
(4.11)
Depending upon the choice of material behavior σ it may be more computationally pru-
dent to introduce a substitution into (4.11). The expression in (4.8) has the function σ
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scattered throughout. With an appropiate substitution we may remove σ entirely from the
expression. This is especially useful for Ramberg-Osgood materials for which there is no
direct way to express σ, but there is for σ−1. For how this is used to handle dσ
dµ
in (4.8) see
(B.7) in Appendix B.3.1.
Consider the substitution dθ
ds
= σ−1(ω) 2
H
, which shall result in the system of two first
order ordinary differential equations

dθ
ds
= σ−1(ω) 2
H
dω
ds
=
2σ−1(ω)3 dM
ds
(θ,s)
BH2
(
σ−1(ω) dψ
dω
(ω)−2 dσ−1
dω
(ω)ψ(ω)
) (4.12)
4.2 Axially Loaded Euler-Column Buckling
In the specific case of an axially loaded member with no other external forces, the sec-
ond order ordinary differential equation in both the simply supported and cantilever beam
configurations is simplified to
d2θ
ds2
+
1
Λ
(
dθ
ds
)P sin θ = 0 (4.13)
This system has the same form as (2.28) we investigated in Chapter 2. By equating the
two first order terms we can solve for the function f .
f ′(f−1(θ′)) =
1
Λ(θ′)
(4.14)
This suggests
f−1(θ′) =
∫
Λ(θ′)dθ′ = M(θ′) (4.15)
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From this we can develop the system of two first order ordinary differential equations.

θ′ = M−1(ω)
ω′ = −P sin θ
(4.16)
We cannot remove P entirely from the expressions resultant from (4.16), which will
produce a difficult relationship implicit in P . By assuming a sufficiently small deflection
we can make the approximation sin θ ≈ θ, which simplifies the first order system in (4.16).
This is the same linearization of Euler’s formula instituted by Lagrange. Each of the two
beam-column configurations have different boundary conditions to complete the system. The
axially loaded simply supported column is described by

θ′ = M−1(ω), ω(0) = 0
ω′ = −Pθ, θ(0) = θ0
(4.17)
and for the axially loaded cantilever column

θ′ = M−1(ω), ω(0) = ω0
ω′ = −Pθ, θ(0) = 0
(4.18)
For the axially loaded cantilever beam-column in (4.18) we can describe the integral
solution suggested by this system from (2.25).
∫ θ(s)
0
dθ
M−1
(M−1 (M(ω0)− P2 θ2)) = s (4.19)
where M is the antiderivative of M−1.
A simple substitution can be used to remove the load P from the integral. Take θ = 1√
P
ξ
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and dθ = 1√
P
dξ.
1√
P
∫ θ(s)
0
dξ
M−1
(M−1 (M(ω0)− 12ξ2)) = s (4.20)
which has general solution
θ(s) = M−1(ω)Sξ(ω0, 0,
√
Ps) (4.21)
Because both functions in (4.18) are even, the generalized ellipse they describe is sym-
metric about both axes and as such it has an evenly distributed period suggesting that for
the quarter period T1 described in the first quadrant the full period T = 4T1.
The generalized periodic function (4.21) will be zero at nT
2
for every n ∈ N. When s = 2L
the function θ is zero. We can solve for the load P by equating the two arguments when
they both produce zero.
√
P2L = n
T
2
=⇒ Pcrit =
(
nT
4L
)2
(4.22)
The system (4.17) is the same as (4.18) with the intial conditions switched. This repre-
sents a quarter period phase shift of the two continuous, periodic functions θ and ω. The
system has general solution
θ(s) = M−1(ω)Sξ
(
0, θ0,
√
Ps+
T
4
)
(4.23)
Similarly to the cantilever case, (4.23) will be zero when s = L and when the total sum
of its argument is (2n+ 1)T
4
for every n ∈ N. With this we can solve for the load P .
√
PL+
T
4
= (2n+ 1)
T
4
=⇒ Pcrit =
(
nT
2L
)2
(4.24)
The subscript crit is somewhat misleading. Only in the linear case is there predicted a
critical load where the member under stress will remain straight until buckling suddenly at
some specific force. In every nonlinear case the model predicts that the member will always
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buckle by some infinitessimal amount even for very small forces and will gradually increase
in its buckling as the force increases until failure because of the dependence on the initial
condition for nonlinear systems. This is because only the linear model will have a period
that is invariant with respect to the initial conditions of the model. For every nonlinear
material, as the chosen initial conditions change the period T changes proportionally.
The premise of this type of model is based upon the observation that when a member
deflects with the specific uniformity of external force which we have described, the shape it
takes in the one-dimensional context along its neutral axis is some uniform curve. In the
linear case it is a simple sine curve. In the nonlinear case we have merely created several
periodic functions, which were generalizations of the sine and cosine curves that match the
neutral axis when layed over the deflected member. This curve is presumed to be a sufficiently
predictive model about the physical behavior of the member. The generalized periodic
functions we have built and their respective periods T are dependent only upon the cross-
sectional area of the member and its internal forces. We may consider this as a representation
of the internal action of a general member with these cross-sectional dimensions. In order to
apply this general curve to a specific member we must fit the natural period T of the general
curve to the presumed period, 2L or 4L, of the specific curve of the member we are trying
to model. This is done by the ratio 2L
T
for the simply supported beam-column and 4L
T
for
the cantilever beam-column. For the basic buckling mode when n = 1, this suggests that
the critical buckling model has similar form to an inverse square law.
P =
1(
2L
T
)2 and P = 1(4L
T
)2 (4.25)
We made some assumptions about the manner of deflection during the construction of
the model. Namely, the deflection assumption where κ = dθ
ds
. This limits the potential shape
of the deflected member. The particular constraints on the symmetric application of force
placed further restrictions on the possible behavior of the member. In this specific case
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of the beam-column we applied an axial force that implied a symmetric deflection of the
member which allowed us to model the member with these generalized periodic functions.
However, all of this together only creates a space of potential equilibrium positions of the
static model. That is, by these assumptions we have placed strict constraints on what
the equilibrium position can be, but these assumptions alone cannot tell us which specific
equilibrium position the member will take. The force P tells us specifically which of the
potential positions are the equilibrium for the static model. For a specific force P , every
potential position other than the equilibrium position is unstable.
Figure 4.5: The force P projects the equilibrium state (solid line) through the potential deflected posi-
tions of the member (dashed lines) from the at rest position to the specific deflected position.
Another way of saying this is, P is the amount of force necessary to project the equilibrium
state of the at rest member to the deflected member.
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5 Numerical Examples and Validation
5.1 Perpendicularly Loaded Beam-Column Members
Experimental and computational results regarding large deflections of cantilever beams have
been gleaned from the literature. These results are presented in Tables 5.1 and 5.2 below and
compared to the computational results from the model developed in Chapter 4 for the same
material parameters and model constraints. The computational model developed from the
work in the present document was evaluated in the Python programming language using a
fourth order Runge-Kutta method to solve for θ in (4.12) and a simple Simpson rule was used
to numerically evaluate the integrals in (4.10) in order to solve for the cartesian displacement
of the beam.
Data taken from Bele´ndez et al [86] is compared to the model given in Chapter 4 in
Table 5.1 for a linear material. Only vertical tip deflections are compared in the table. A
beam of length L = 0.4m, height H = 0.0004m, base B = 0.025m, evenly distributed load
w = 0.758N/m, and Young’s modulus E = 194.3GPa is considered. P is the downward
force on the tip of the beam given in Newtons, δye is the experimental value of the vertical
deflection of the beam tip in meters, δyc is the computational value in meters using the
traditional method, and δy is the computational value in meters from the method proposed
in Chapter 4. All values are in metric units of Newtons and meters with forces in the
downward, negative direction.
Data taken from Lewis and Monasa [63] is compared to the model given in Chapter 4 in
Table 5.2 for a power-law material. A beam of length L = 0.508m, height H = 0.00635m,
base B = 0.0254m, evenly distributed load w = 0N/m, nonlinear coefficient K = 0.46GPa,
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P δye δyc δy
0.000 0.089 0.0898 0.0898
0.098 0.149 0.1516 0.1517
0.196 0.195 0.1960 0.1961
0.294 0.227 0.2270 0.2273
0.392 0.251 0.2495 0.2496
0.490 0.268 0.2661 0.2660
0.588 0.281 0.2785 0.2785
Table 5.1: A comparison of the magnitude of the measured experimental vertical tip deflection, δye , with
the calculated deflection, δyc , and the currently proposed method, δy, for a common linear
material behavior.
P δyc δy δxc δx
9.4211 0.0303 0.0301 0.0010 0.0008
17.9001 0.1122 0.1114 0.0143 0.0138
34.0103 0.2714 0.2705 0.0911 0.0900
44.0693 0.3272 0.3265 0.1400 0.1400
51.9824 0.3559 0.3553 0.1721 0.1711
Table 5.2: A comparison of the calculated vertical and horizontal tip deflections in the literature, δyc
and δxc , with the calculated deflections of the currently proposed method, δy and δx, for a
nonlinear power-law material behavior.
and power exponent m = 2.16 is considered. P is the downward force on the tip of the
beam given in Newtons, δyc and δxc are the computational vertical and horizontal deflection
values in meters from the traditional method, and δy and δx are the computational values in
meters from the method proposed in Chapter 4. All values are in metric units of Newtons
and meters with forces in the downward, negative direction.
In the comparisons in Tables 5.1 and 5.2 we can see that there was very good agreement
between the experimental data from [86], the traditional computational models for both
material behaviors from [86] and [63], and the computational model developed in Chapter 4.
In-plane graphs of the deflected cantilever beam members are compared under different
material models in Figures 5.1, 5.2, and 5.3 for the purpose of analyzing the differences in
behavior of the beam for comparable material parameters. We compare the linear Young’s
model, which for small sub-yield forces should be approximate to the Ramberg-Osgood
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model, and we present the Hollomon model which should be comparable to the Ramberg-
Osgood model for larger forces. In the case of Figure 5.3 we will push the behavior of the
model well past yield. Our concern in this case is not to adhere to the strict mechanical
assuptions, but to make a specific point about material model behavior and its expression
as will become apparent later.
We develop a beam of length L = 1.016m, height H = 0.00635m, base B = 0.00635m,
an evenly distribted load w = 0.003101197N/m, and material parameters for 304 Stainless
Steel [87] with linear coefficient 1/E = a = 5.1799e − 6m/kN , nonlinear coefficient b =
1.75018e − 18(m/kN)n, and exponent n = 6.32. The model was developed in the Python
programming language and was sovled using a fourth order Runge-Kutta model for θ and
a Simpson integration rule to solve for the cartesian displacement. Comparable material
values are taken for the linear and power-law models.
In Figure 5.1 the linear Young’s and Ramberg-Osgood models are compared for small
internal force values well below yield along the length of the beam. In Figure 5.2 the linear
Young’s, power-law, and Ramberg-Osgood models are compared for maximum values of
internal force in the neighborhood of yield. In Figure 5.3 the power-law and Ramberg-
Osgood models are compared for force values beyond yield but below ultimate.
In Figure 5.1 all external forces were selected so that all internal forces are far below
yield. In the smallest force comparison we can see that both the linear Young’s model and
the Ramberg-Osgood model are in near perfect agreement, which is what we should expect
because the Ramberg-Osgood material model converges to the linear Young’s model as it
approaches the origin. When we apply a slightly higher sub-yield force to the beam in
Figure 5.1 we can see that the two models diverge in their agreement. Even for these elastic
forces well below yield there is nearly a 1
3
greater vertical displacement predicted by the
nonlinear elastic Ramberg-Osgood model. The reasons why can be seen in the curvature
plot in Figure 5.1. The distribution of curvature for a linear model is always linear, but not
so for a nonlinear model. The two distributions of curvature agree for the smallest applied
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Figure 5.1: A comparison of the displaced cross section of the beam using linear Youngs material model
and the Ramberg-Osgood material model for varying end loads. Plots were constructed
using Python.
force as we would expect for their similar displacements, but for the larger force their is
a greater prediction of curvature near the fixed end of the beam where internal forces are
largest. Note that as the moment along the length of beam decreases towards the free end
where it vanishes that the Ramberg-Osgood model converges to the linear model’s curvature
distribution.
In Figure 5.2 all three of the material models in question are compared. The load was
chosen such that the maximum internal force sits just below the assumed offset-yield for
the chosen material in the middle of what is often referred to as the ”knee” of the material
curve, the region in which a material with an ill-defined yield point dramatically changes
from dominant elastic to dominant plastic behavior. This is traditionally the most difficult
part of a materials curve to model. There is great disagreement between the three models.
The Ramberg-Osgood model is again deflected about another half of the displacement of
the linear Young’s model and far past the Hollomon model. Note the tendency of the
distribution of curvature for the power-law Hollomon model to converge quickly to zero,
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Figure 5.2: A comparison of the displaced cross section of the beam using linear Youngs material model,
nonlinear Hollomon power law model, and the Ramberg-Osgood material model. Plots were
constructed using Python.
Figure 5.3: A comparison of the displaced cross section of the beam using nonlinear Hollomon power
law material model and the Ramberg-Osgood material model for varying end loads. Plots
were constructed using Python.
unlike the Ramberg-Osgood models convergence to the linear model.
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In Figure 5.3 we compare the nonlinear Ramberg-Osgood model and the power-law model
for an applied force that takes the beam past yield, but below ultimate. There is closer
agreement for the lesser force between these two models than was had in Figure 5.2. For the
larger force there is near perfect agreement between the vertical tip deflections of the two
models, but note that the horizontal deflections differ by about 0.04 meters. Further note
how the shape of the deflected beams differ. The Ramberg-Osgood model has less curvature
near the fixed end, but crosses over the deflected power-law beam to sit below it. The reason
draws us back to the distribution of curvature. It is the distribution of curvature along a
beam which dictates its deflected shape. Just because two beams agree in their vertical
tip displacement does not mean they deflect in the same manner. As we can see in Figure
5.3 it is possible that they have completely different deflected shapes depending upon the
material model suggesting the tip deflection approach in [43] does not accurately reflect the
full behavior of the beam response.
The simply supported beam-column can be conceptually described by two cantilever
members, so the preceding work in this section is presented as an acceptable validation of
perpendicularly loaded simply-supported members.
5.2 Axially Loaded Beam-Column Members
For the axially loaded beam-column members we will first show that the general results
presented in (4.22) and (4.24) are reducible to the explicitly known results in the literature
for the linear and power-law material cases. This is easiest to show for the linear material
case where the moment is described as
M(ξ) = EIξ =⇒ M−1(ξ) = 1
EI
ξ (5.1)
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with which we may define (5.2) independent of P in order to describe the total period T in
(4.22) and (4.24). 
ξ′ = 1
EI
ω
ω′ = ξ
(5.2)
This system describes the usual sine and cosine relationship with the addition of the
coefficient in θ′. This changes the period such that
T = 2
√
EIpi (5.3)
If we insert this period into equations (4.22) and (4.24), for the cantilever beam we have
Pn =
n2pi2EI
4L2
(5.4)
which is the exact result for the classical axially loaded cantilever beam-column. For the
simply supported beam we have
Pn =
n2pi2EI
L2
(5.5)
which is the exact result for the classical axially loaded simply supported beam-column.
The moment for a simple power-law was derived in (3.9d). For some material coefficient
K, material exponent 1 ≤ m <∞, and nonlinear second moment of area Im, we can describe
the inverse of the internal bending moment
M−1(ξ) =
(
1
KIm
)m
|ξ|m−1ξ (5.6)
where as in (5.2) we will use (5.6) to define the system independently of P in order to describe
the total period T . 
ξ′ =
(
1
KIm
)m
|ω|m−1ω
ω′ = ξ
(5.7)
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The two constitutive functions for θ′ and ω′ are both power-law functions for which the
period was derived in (2.49). For some initial condition ω0 we can define the period of this
system.
T = 4
√
(KIm)m
2(m+ 1)|ω0|m−1B
(
1
m+ 1
,
1
2
)
(5.8)
where B is the Beta function.
We can insert this into (4.22) to find the critical buckling load of a cantilever beam for
a power-law material.
Pn =
n2(KIm)
m
2L2(m+ 1)|ω0|m−1B
(
1
m+ 1
,
1
2
)2
(5.9)
Giving the same treatment to the simply supoprted beam (4.24) we have
Pn =
2n2(KIm)
m
L2(m+ 1)|ω0|m−1B
(
1
m+ 1
,
1
2
)2
(5.10)
Two year ago in [65] a critical buckling load for an axially loaded cantilever beam-column
with a power-law material was presented dependent upon the angle θL at the free end. We
may convert the result in (5.9), which is dependent upon the initial condition ω0, by taking
advantage of the relation
ω0 =M−1
(
P
2
θ2L
)
(5.11)
where M−1 is the inverse of the antiderivative of M−1 as previously defined in (4.19). This
can be found by integrating (2.22) from zero to L instead of from zero to s. Inserting this
expression into (5.9) recovers the recently known result in [65].
In this section we have demonstrated the viability of the methods presented herein, but
the application of the internal bending moment can be extended beyond the two simple
beam models and two beam-column loadings we have discussed to other beam supports
and loading conditions. The generalized ellipses can likewise extend the application of these
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results to other systems, such as the problem of pull-in voltage for micro-mechanical switches
which was alluded to at the end of Chapter 2. Such a problem will require the application of
both the general bending moment and the generalized ellipse. The generalized ellipse may
also have applications to problems in computer vision and data manipulation. The set of
generalized ellipses and the periodic functions they define can also be made more general
than what has been presented here. All of these are currently being investigated by the
author and will be the subject of future research.
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A Mechanics
A.1 Curvature
The curvature of a circle κ is defined as the reciprocal of the radius ρ
κ =
1
ρ
(A.1)
The curvature at a point on a plane curve can be approximated at a point by a circle of
some appropiate radius. The curvature along the length of the plane curve can be given by
transcribing a circle of some appropiate radius at each point along the length of the curve.
Figure A.1: A diagram of the segmentaiton of a linear section of curvature.
The arc length of a circle is given by l = ρθ for radius ρ and angle θ. We can consider
the infinitessimal length and angle dl = ρdθ and divide both sides by dx.
dl
dx
= ρ
dθ
dx
(A.2)
With w(x) the vertical distance of the curve as shown in Figure A.11 we can use the
1BeamBendingUpdated.svg by Bbanerje is licensed under CC BY-SA 3.0
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trigonometric relationship
θ = arctan
dw
dx
(A.3)
Differentiating both sides of (A.3) gives the relationsip
dθ
dx
=
d2w
dx2
1 +
(
dw
dx
)2 (A.4)
Now we consider the pythagorean form of the infinitessimal slope.
dl2 = dx2 + dw2 (A.5)
We can then divide both sides by dx2 and solve for dl
dx
.
dl
dx
=
√
1 +
(
dw
dx
)2
(A.6)
Then we substitute (A.4) and (A.6) into (A.2) and solve for the curvature 1
ρ
.
1
ρ
=
d2w
dx2(
1 +
(
dw
dx
)2) 32 (A.7)
If dw
dx
is significantly less than one we can approximate (A.7) by
1
ρ
≈ d
2w
dx2
(A.8)
We can determine more explicitly what we mean by approximating with some simple
calculations. The approximation that goes with the small angle assumption relies upon the
denominator in (A.7) being very near one. For some very small deviation ε from one we can
define exactly how small dw
dx
is.
dw
dx
=
√
(1 + ε)
2
3 − 1 (A.9)
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We compare some explicitly computed values of ε and dw
dx
in Table A.1 and Figure A.2
below in order to illustrate the amount of error associated with the term in the denominator
of (A.7). This places an effective limit on the allowable deflections of a specific member for
which the standard approximation (A.8) widely used in mechanics is applicable. We can see
that the amount of deviation ε from one is much smaller than the slope of w.
Figure A.2: A log-log axis plot of the deviation from one in the denominator associated with values of
the slope of w.
dw
dx
2.58e-2 2.58e-3 2.58e-4 2.58e-5 2.58e-6 2.58e-7 2.58e-8 2.58e-9
ε 1e-3 1e-5 1e-7 1e-9 1e-11 1e-13 1e-15 1e-17
Table A.1: We compare the associated values of the change in deflection dwdx and error ε from equation
(A.9).
In order to increase the accuracy for beam deflections which no longer satisfy an accept-
able amount of deviation of the curvature for the particular system being implemented, the
full expression of the curvature in (A.7) must be used, which greatly increases the difficulty
of the system being solved.
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We have assumed all of our functions are dependent upon the x axis for their argument.
In the context of beam deflections it is sometimes useful to parametrize the movements of
the member by the neutral axis. In its undeflected state the neutral axis is coincident with
the x axis, but changes under deflection. We can take the neutral axis to be some s and
parametrize all of the necessary elements as such. We consider the parametrizations x(s),
w(s), θ(s), and so forth. For small angles of deflection we can define the curvature as the
derivatives of the angle θ parametrized by s.
κ =
dθ
ds
(A.10)
and by associating the infinitessimal length dl coincident with the parameter s of the neutral
axis we can use (A.3) to define
sin θ(s) =
dw
ds
and cos θ(s) =
dx
ds
(A.11)
In modern mechanics the curvature (A.10) is equivalently described as the magnitude of
the rate of change of the unit tangent vector T.
κ =
∣∣∣∣∣∣∣∣dTds
∣∣∣∣∣∣∣∣ (A.12)
By couching the curvature in terms of the change in the tangents along the curve with
respect to the parameter s we can avoid the small angle assumptions and associated error
necessary in (A.8) and Figure A.2 in order to make the resultant mechanical systems more
differentiably manageable.
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Figure A.3: The change in angle between the tangents, T1 and T2, along an osculating circle is equiv-
alent to the change in angle between the radius of the circle ρ.
A.2 Euler Columns
In 1757 Leonhard Euler [69] derived the well-known formula for the critical buckling load of
a straight column
Pcrit =
pi2EI
(KL)2
(A.13)
where Pcrit is the critical buckling load, E is the linear Young’s modulus of the material
the column is made of, I is the second area of moment, L is the unsupported length of the
column, and K is the column effective length factor, which is a measure of the effective
column length that varies with the type of supports the column has. For pin-pin simply
supported columns and fixed-free cantilever columns K = 1.
There are several inherent assumptions in an Euler model which must be satisfied
1. The material is homogeneous and isotropic
2. Axial compression only
3. Free of initial stress
4. The weight of the column is neglected
5. The column is initially straight
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6. Pin joints have no rotational friction
7. The cross-section of the column is uniform
8. All strains are elastic
9. The length of the column is large compared to the cross-section
10. The column fails only by buckling, i.e. — internal stresses may not exceed the yield of
the material
This formula was derived under the context of the Euler-Bernoulli beam theory which
assumes that plane sections perpendicular to the neutral axis remain so even under de-
formation. We could contrast this with Timoshenko beam theory which lacks this central
assumption. Timoshenko’s theory is more effective for thicker beam-columns where internal
shearing forces have a greater presence, but for sufficiently long and slender columns these
shear forces become negligible compared to the internal bending moment and they can be
neglected.
103
B Properties of Functions
B.1 Convexity and Concavity
For a function of one variable f : X → R, the function f for all x1, x2 ∈ X and µ ∈ [0, 1] is
called convex if it satisfies the inequality
f(µx1 + (1− µ)x2) ≤ µf(x1) + (1− µ)f(x2) (B.1)
If we place a strict inequality in (B.1) then f is called strictly convex. A function is
called concave and strictly concave if the inequalities are reversed. This inequality is known
as Jensen’s inequality. It merely generalizes the notion that the secant line of a function lies
above the graph of that function between any two points on the function, x1 and x2.
There are many equivalent statements to (B.1) for single variables and extensions to
several variables. For instance, if a function is twice continuously differentiable it is convex
if and only if its Hessian matrix is positive definite on the interior of the convex set.
Every norm is a convex function, and by [88] it is sufficient to show that for some function
f : R+ × R+ → R of two variables x ∈ R+ and y ∈ R+ with a scalar α > 0 if
f(αx, αy) = αf(x, y) (B.2)
and f is convex in y, then f is also convex in x.
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B.2 Antiperiodicity
A function f is called antiperiodic with antiperiod τ if for all n = 1, 3, · · ·
f(t+ nτ) = −f(t) (B.3)
If f is antiperiodic with antiperiod τ then it is also periodic with period 2τ , but periodicity
does not necessarily imply antiperiodicity. The most common examples of this behavior are
the sine and cosine functions which have period 2pi and antiperiod pi which give the well-
known relation
sin(t+ npi) = − sin t (B.4)
B.3 Inverse Functions
B.3.1 Differentiation
We can define the derivative of the inverse of a function by way of the derivative of the
function itself. Consider some continuous, monotone function f .
f(f−1(x)) = x (B.5)
We can differentiate both sides of (B.5)
f ′(f−1(x))
df−1
dx
(x) = 1 (B.6)
where f ′ = d
ds
f(s). Dividing both sides of (B.6) by the derivative of f will give us the
derivative of its inverse.
df−1
dx
(x) =
1
f ′(f−1(x))
(B.7)
We need not necessarily require that either f or its inverse be differentiable everywhere
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for the other to be. Consider a simple root function f(x) = xp for 0 < p < 1 where f ′ →∞
as x→ 0. This means that f is not differentiable at the origin, however by the definition of
the derivative of its inverse (B.7) as f ′ →∞ in the denominator the derivative of its inverse
goes to zero.
If a continuous monotone function is differentiable everywhere and its derivatives are
always finite and greater than zero such that 0 < f ′ < ∞, or finite and less than zero such
that −∞ < f ′ < 0, then its inverse is likewise differentiable everywhere. For some continuous
monotone f and any point ξ where f ′(ξ) = 0 its inverse will not be differentiable at ξ, and
for any point ξ∗ where f ′(ξ∗) =∞ the derivative of its inverse will be zero at ξ∗.
B.3.2 Homogeneity
If a continuous monotone function with an inverse is homogeneous of order k, its inverse is
homogeneous of order the reciprocal of k. Consider such a function f
f(ax) = akf(x) =⇒ ax = f−1(akf(x)) =⇒ f−1(akf(x)) = af−1(f(x)) (B.8)
and so f−1 must be homogeneous of order 1
k
.
The derivative of f is homogeneous of order k − 1 and its integral is homogeneous of
order k + 1
d
dx
f(ax) = af ′(ax) =
d
dx
akf(x) = akf ′(x) =⇒ f ′(ax) = ak−1f ′(x) (B.9)
and similarly for F the antiderivative of f
∫
f(ax)dx =
1
a
F (ax) = ak
∫
f(x)dx = akF (x) =⇒ F (ax) = ak+1F (x) (B.10)
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B.4 Monotonic Functions
B.4.1 Unimodal Functions
Unimodal functions are often used in probability and distribution, such as the normal distri-
bution, and they derive their name as a portmanteau of unique and mode because unimodal
functions have a single mode. A common definition of a unimodal function f is a function
where at some point f(x0) = a it is monotonically increasing for x ≤ x0 and monotonically
decreasing for x ≥ x0 and there are no other local maxima other than a. Some authors also
apply the term unimodal where f is monotonically decreasing for x ≤ x0 and monotonically
increasing for x ≥ x0.
B.4.2 Differentiability
Lebesgue’s theorem for the differentiability of monotonic functions states rather simply that
for some monotone function f on an interval (a, b), which may be either bounded or un-
bounded, f is differentiable almost everywhere on (a, b). The function f need not even be
continuous.
Proof of this theorem is covered extensively in the literature. For a simple proof consult
the text by Frigyes Riesz and Be´la Szo¨kefalvi-Nagy [89], and for a more extensive analysis
which includes functions that are not continuous consult the text by John von Neumann [90].
B.5 Existence Theorems
Existence and uniqueness theorems for ordinary differential equations are well established in
the literature. We will present these theorems, but for brevity not their complete proofs. The
interested reader may consult Chapters 1 and 3 of [91] or any text on ordinary differential
equations for a thorough review of the arguments.
The existence theorem was first introduced by Giuseppe Peano in 1886 [92], but it was
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incorrect. He published a correct proof of his theorem in 1890 [93].
Consider the ordinary differential equation
dy
dt
= f(y(t), t), y(t0) = y0 (B.11)
Define an open subset D ⊂ R× R such that
D = {(y, t) : |y − y0| ≤ β, |t− t0| ≤ α}, α, β > 0 (B.12)
If f is continuous on the open interval D it is necessarily bounded by some K > 0 such
that |f(y, t)| ≤ K for all (y, t) ∈ D and the initial value problem (B.11) is said to have at
least one solution defined over the interval |t− t0| ≤ min
(
α, β
K
)
.
This theorem is extensible to systems of n equations. Consider a system of n first order
ordinary differential equations
dyi
dt
= fi(y1, . . . , yn, t), i = 1, 2, . . . , n (B.13)
such that
dy
dt
= f(y, t), y(t0) = y0 (B.14)
and define an open region Dn ⊂ Rn+1 such that
Dn = {(y1, . . . , yn, t) : ||y − y(t0)|| ≤ β, |t− t0| ≤ α}, α, β > 0 (B.15)
and the point y0 = (y1(t0), . . . , yn(t0), t0) ∈ Dn.
If f is continuous in Dn, then the initial value problem (B.13) is said to have at least one
solution defined over the interval |t− t0| ≤ min
(
α, β
K
)
with
K = sup
||y−y0||≤β
|t−t0|≤α
||f(y, t)|| (B.16)
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By continuous we mean that each fi is a continuous function of y1, . . . , yn, t.
The essential argument being presented is that if there exists a discontinuity for any
yi, t within this region then there is no fi at those points. Because we define the derivative
of yi by this fi there can be no derivative of yi at these points either, which contradicts
the implied existence of the differential dyi
dt
= fi(y1, . . . , yn, t) for the points associated with
the discontinuity. An important caveat to note here is that this does not necessarily imply
that there does not exist a function which can satisfy other conditions at such points and
solve the differential system everywhere else, but merely that such a function would not
be differentiable at the points of discontinuity. Thus, we lack existence if we define the
derivatives of such a function by some mapping of the function itself. This observation is
important in the theory of continuation of solutions presented in Section B.7.
Constantin Carathe´odory proved a generalization of Peano’s existence theorem under
even more mild conditions. His theorem begins similary to Peano’s where for some expression
of the form (B.11) with f defined overD if f is continuous in y for each fixed t, f is measurable
in t for each fixed y, and there exists a Lebesgue integrable function g : [t0−α, t0+α]→ [0,∞)
such that |f(y, t)| ≤ g(t), ∀(y, t) ∈ D, then the differential equation has a solution in a
neighborhood of the initial condition in the extended sense. For a proof of the single equation
(B.11) which is extensible to the system (B.13) consult the older but very manageable text
by Earl A. Coddington and Norman Levinson [94], or see [95] which handles a system of the
form (B.13) directly.
B.6 Uniqueness Theorems
In the previous section we established some means by which we may guarantee that solutions
to an ordinary differential equation exist, but it would be much more desirable if we could
show that such solutions are also unique. As with existence there are several uniqueness
theorems such as those of Robert D. Moyer [96] or the more general one, of which Moyer’s is a
special case, by Hiroshi Okamura [97]. We shall endeavor to present the uniqueness theorems
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which follow naturally from the existence theorems we have presented. Namely, the Picard-
Lindelo¨f theorem, also referred to as the Cauchy-Lipschitz theorem, and Carathe´odory’s
uniqueness theorem.
In the Peano existence theorem we have already established the necessity that the function
fi be continuous in Dn. For uniqueness under the Picard-Lindelo¨f theorem we need only
extend this requirement such that fi is Lipschitz continuous in Dn. Showing that fi is
differentiable in Dn is a sufficient condition for establishing Lipschitz continuity.
To grant uniqueness under the Carathe´odory existence theorem we require a condition
similar to Lipschitz continuity as in Picard-Lindelo¨f. To satisfy existence we defined a func-
tion g(t) which bounded |f(y, t)|, ∀(y, t) ∈ Dn. If we define a function h(t) such that
|f(y1, t)− f(y2, t)| ≤ h(t)|y1−y2|, for all (y1, t), (y2, t) ∈ Dn then for any (y0, t0) ∈ Dn there
exists a unique solution in Dn.
Proofs for both of these theorems can be readily found in the literature. Most texts on
ordinary differential equations will include Picard-Lindelo¨f uniqueness theorem such as [94].
For Carathe´odory’s uniqueness theorem the reader may wish to consult the text by Jack K.
Hale [95].
B.7 Continuation of Solutions
The standard existence and uniqueness theorems prescribe a means of guaranteeing solutions
for systems of ordinary differential equations like (B.14) over some specific domain Dn. It
is possible under certain conditions to extend solutions beyond Dn. These methods are
frequently referred to in the literature as either the method of continuation of solutions
or extension of solutions. Such solutions over Dn may be referred to as extendable. The
conditions for extending solutions are relatively mild. If continuity of unique solutions is
satisfied then we need only make the additional requirement that |fi| be bounded.
We will state this theorem more formally. If each fi in (B.14) is continuously differentiable
in Dn such that there is some unique solution φ defined on a finite interval (t1, t2) that passes
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through a point (y0, t0) ∈ Dn such that t1 < t0 < t2 and |fi| < M < ∞ over all Dn then
the limits limt→t1 φ(t) and limt→t2 φ(t) exists. In fact, such solutions may even be extendable
onto an interval beyond the limit.
Many proofs of this statement appear in the literature. Consult the text by Coddington
and Levinson [94] for a simple proof that, though in an older work, is quite easy to follow,
or Appendix A of the text [98] for a more contemporary exposition.
B.8 n-ellipse
The n-ellipse, which is also referred to as the multifocal ellipse, or sometimes the polyel-
lipse, egglipse, k-ellipse, and somewhat less frequently as the Tschirnhaus’sche Eikurve after
Ehrenfried Walther von Tschirnhaus, is a generalization of the usual ellipse, which has two
foci, into an ellipse with n foci. We define the circumference of the n-ellipse as the set of
points on the plane where the sum of the distances from the focal points to some (x, y) is a
constant.
{(x, y) ∈ R2 :
n∑
i=1
√
(x− xi)2 + (y − yi)2 = d} (B.17)
This can further be thought of as a generalization of the circle which has a single foci at the
center when n = 1.
The first person to study multifocal ellipses was James Clerk Maxwell in 1846 [99] inspired
by a painter in Edinburgh by the name of D. R. Hay [100]. The n-ellipse, for any number
of foci n, is a closed convex, curve that is smooth unless it passes through a foci [101]. It is
established in the literature [102] that if n is odd then the curve of the multifocal ellipse is
satisfied by an algebraic function of degree 2n, and if n is even the degree of the function is
2n−( n
n/2
)
. The n-ellipses can further be thought of as special cases of the spectrahedra [103].
n-ellipses have several applications in computation and programming dealing with large sets
of data.
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C Spaces
C.1 Banach Spaces
A Banach space is a complete vector space with a norm. A space X is called complete, or
sometimes Cauchy, if for every Cauchy sequence of points in X there is a limit that is also
in X. This is often stated more succinctly as — every Cauchy sequence in X converges in
X. A Cauchy sequence is more formally defined as a sequence x1, x2, x3, . . . where for every
positive real number  there exists an N < m,n for m,n ∈ N such that
|xm − xn| <  (C.1)
The completeness of the vector space is a property of Euclidean space not found in most
vector spaces and when attempting to generalize the notion of Euclidean space it can be a
desirable property to require.
C.1.1 Birnbaum-Orlicz Spaces
Birnbaum-Orlicz spaces are generalizations of the Lp spaces for 1 ≤ p <∞, and as such are
Banach spaces. The point of generalizing Lp spaces is to further extend the completeness
property of Euclidean space found in Banach spaces to a larger class of functions. The central
feature of the constitutive functions of the Lp spaces which is being extended to functions
defining Birnbaum-Orlicz spaces is their convextiy. Over the last several decades there have
been many ways of defining the exact necessary properties of these functions in order to
constitute a Banach space and these functions have been known by many different names. A
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note published by Oslanc¸liol in 2015 [104] provides a good overview on the similarities and
differences between Young’s functions, N-functions, Orlicz functions, and their associated
spaces. The main, general feature of all of these is that some form of convexity of the
constitutive function exists which is what allows the space to be complete.
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