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Stochastic Primal-Dual Algorithm for Distributed Gradient
Temporal Difference Learning
Donghwan Lee
Abstract—The goal of this paper is to study a distributed version of
the gradient temporal-difference (GTD) learning algorithm for a class of
multi-agent Markov decision processes (MDPs). The temporal-difference
(TD) learning is a reinforcement learning (RL) algorithm that learns
an infinite horizon discounted cost function (or value function) for a
given fixed policy without the model knowledge. In the multi-agent MDP
each agent receives a local reward through a local processing. The agents
communicate over sparse and random networks to learn the global value
function corresponding to the aggregate of local rewards. In this paper,
the problem of estimating the global value function is converted into a
constrained convex optimization problem. Then, we propose a stochastic
primal-dual distributed algorithm to solve it and prove that the algorithm
converges to a set of solutions of the optimization problem.
I. INTRODUCTION
The goal of this study is to develop a multi-agent gradient
temporal-difference (GTD) learning algorithm [1], [2] for policy
evaluation with a class of multi-agent Markov decision processes
(MDPs). The class of multi-agent MDPs considers distributed reward
function which is only accessible by each local agent as illustrated
in Figure 1. The limited sharing of reward information can motivated
by the increased need of keeping privacy for data processing systems.
In the multi-agent MDPs, each agent i receives local reward fol-
lowing a given fixed local policy πi. The proposed distributed policy
evaluation algorithm enables all the agents to achieve consensus on
the global value function. Due to its potential applicability, distributed
multi-agent MDPs have been a topic of significant research activ-
ity [3]–[8]. Potential applications can be found in distributed machine
learning, distributed resource allocation, and robotics.
Literature Review: Recently, distributed RL methods have been pre-
sented in [3]–[8]. A distributed Q-learning (QD-learning) algorithm
was proposed in [3]. The focus of [3] is to learn an optimal Q-factor,
defined in [9] for a global reward expressed as a sum of local rewards,
while each agent is only aware of its local reward. This work therefore
addresses the multi-agent optimal policy design problem. In [3], the
authors assumed that each agent observes the global state and action.
Distributed actor-critic algorithms were explored in [4] in a similar
setting. Each agent acquires local observations and rewards, but it
tries to learn an optimal policy that maximizes the long-term average
of total reward, which is a sum of local rewards. It was assumed
that each agent’s state transition is independent of each other. In a
more recent work [5], consensus-based actor-critic algorithms were
studied, where the authors considered coupling between the agents’
state transitions relying on the assumption that each agent observes
the entire joint states and actions by all the agents.
In [6], a distributed policy evaluation was studied with the GTD
from [1], [2] combined with consensus steps. The study focused on
the scenario that there exists only one global reward, each agent
behaves according to their own behavior policy πi, and the agents
cooperate to learn the value function of the target policy π; thereby,
it is a multi-agent off-policy learning scheme. It was also assumed
that each agent can only explore a subset of the MDP states.
The authors in [7] considered multiple RL agents with identical
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Fig. 1. Distributed reinforcement learning over network
reward function operated in independent MDPs, and developed a
consensus-based GTD to accelerate the convergence speed. In [8],
gossip based distributed temporal difference (TD [9]) learning was
investigated. Compared to prior work, the main difference in [8] is
that all the agents know the global reward, but they have different
linear function approximation architectures and parameters of dif-
ferent dimensions. Agents cooperate to find a value function with
a linear function approximation consisting of aggregated features
of all agents to reduce computational and memory complexities.
Lastly, the papers [10], [11] addressed distributed consensus-based
stochastic gradient optimization algorithms for general convex and
non-convex objective functions, respectively. Whenever the learning
goal can be expressed as a minimization of an objective function
and its unbiased gradient estimates are available (e.g., the residual
method [12]), algorithms in [10], [11] can be applied.
The primal-dual saddle-point approach to the multi-agent optimiza-
tion [13] was considered in [14]–[19]. Regarding the RL algorithms,
the GTD was interpreted as a primal-dual algorithm in [6] by using
Lagrangian duality theory. The recent work [20] also studied a primal-
dual reinforcement learning algorithm for linear programming form
of the MDP problem. Finally, a primal-dual algorithm variant of the
GTD was studied in [21] with proximal operator approaches.
Statement of Contributions: The first distributed GTD algorithm
in [6] considered a multi-agent policy evaluation problem over a
communication network operated with distributed reward functions.
The proposed GTD algorithm extends the method in [6] with several
new features. The main difference relies on the fact that the proposed
approach casts the multi-agent policy evaluation problem as a single
saddle-point optimization problem, while the algorithm in [6] applies
an averaging consensus approach. The saddle-point problem can be
addressed by the stochastic primal-dual method, and hence some
analysis tools from optimization perspective, such as [13], [20], can
be applied. Compared to [6], its main advantages are as follows: (a)
the algorithm guarantees to converge under stochastic communication
networks, and to the authors’ knowledge, no existing multi-agent
TD algorithms established the convergence under the stochastic
setting; (b) based on the standard analysis in optimization community,
non-asymptotic convergence is established with convergence rates,
which is new; (c) this study provides a saddle-point framework of
the distributed RL, which offers more algorithmic flexibility and
generalizability such as additional cost constraints and objective,
for example, entropic measures and sparsity promoting objectives.
The proposed method is mainly motivated by [6] and also by the
continuous-time consensus optimization algorithm from [14]–[16].
The recent primal-dual reinforcement learning algorithm from [20]
also inspired the development in this paper. Preliminary results have
been submitted to [22]. Compared to [22], this work includes the
following new components: (a) We consider a generalized problem
with stochastic networks. (b) This paper provides a new conver-
gence proof based on the stochastic primal-dual approach, while
the result in [22] only provides an asymptotic convergence based
on the stochastic approximation method [23]. In the course of the
analysis, we develop a new convergence analysis of a general class of
stochastic primal-dual methods. (c) The algorithm in [22] is modified
to improve convergence properties of the algorithm.
The remainder of this paper is organized as follows: In Sec-
tion 2, we introduce preliminaries including notation, basic facts
on the graph theory and reinforcement learning, assumptions on the
communication network model. In Section 3, we briefly introduce
a basic notion of the distributed RL and the main problem formu-
lation. Section 4 studies the derivation of the main distributed RL
algorithm and its convergence, and provides simulation results. Most
technical proofs are included in Appendix of the online supplemental
material [22]. Finally, we give our concluding remarks in Section 5.
II. PRELIMINARIES
A. Notation and terminology
The following notation is adopted: Rn denotes the n-dimensional
Euclidean space; Rn×m denotes the set of all n×m real matrices;
R+ and R++ denote the sets of nonnegative and positive real
numbers, respectively, AT denotes the transpose of matrix A; In
denotes the n×n identity matrix; I denotes the identity matrix with
appropriate dimension; ‖ · ‖2 denotes the standard Euclidean norm;
‖x‖D :=
√
xTDx for any positive-definite D; λmin(A) denotes
the minimum eigenvalue of A for any symmetric matrix A; |S|
denotes the cardinality of the set for any finite set S ; E[·] denotes
the expectation operator; P[·] denotes the probability of an event;
[x]i is the i-th element for any vector x; [P ]ij indicates the element
in i-th row and j-th column for any matrix P ; if z is a discrete
random variable which has n values and µ ∈ Rn is a stochastic
vector, then z ∼ µ stands for P[z = i] = [µ]i for all i ∈ {1, . . . , n};
1n ∈ Rn denotes an n-dimensional vector with all entries equal
to one; dist(S , x) denotes the standard Euclidean distance of a
vector x from a set S , i.e., dist(S , x) := infy∈S ‖x − y‖2; for
any S ⊂ Rn, diam(S) := supx∈S,y∈S ‖x − y‖2 is the diameter
of the set S ; for a convex closed set S , ΓS(x) is the projection
of x onto the set S , i.e., ΓS(x) := argminy∈S ‖x − y‖2; a
continuously differentiable function f : Rn → R is convex if
f(y) ≥ f(x) + (y − x)T∇f(x),∀x, y ∈ Rn and ρ-strongly convex
if f(y) ≥ f(x)+ (y−x)T∇f(x)+ (ρ/2)‖x−y‖2,∀x, y ∈ Rn [24,
pp. 691]; fx(x¯) is a subgradient of a convex function f : R
n → R
at a given vector x¯ ∈ Rn when the following relation holds:
f(x¯) + fx(x¯)
T (x− x¯) ≤ f(x)for all x ∈ Rn [13, pp. 209].
B. Graph theory
An undirected graph with the node set V and the edge set E ⊆
V×V is denoted by G = (E ,V). We define the neighbor set of node i
as Ni := {j ∈ V : (i, j) ∈ E}. The adjacency matrix of G is defined
as a matrix W with [W ]ij = 1, if and only if (i, j) ∈ E . If G is
undirected, then W = W T . A graph is connected, if there is a path
between any pair of vertices. The graph Laplacian is L = H −W ,
where H is a diagonal matrix with [H ]ii = |Ni|. If the graph is
undirected, then L is symmetric positive semi-definite. It holds that
L1|V| = 0. If G is connected, 0 is a simple eigenvalue of L, i.e.,
1|V| is the unique eigenvector corresponding to 0, and the span of
1|V| is the null space of L.
C. Random communication network
We will consider a random communication network model con-
sidered in [25]. In this paper, agents communicate with neighbor-
ing agents and update their estimates at discrete time instances
k ∈ {0, 1, . . .} over random time-varying network G(k) :=
(E(k),V(k)), k ∈ {1, 2, . . .}. Let Ni(k) := {j ∈ V(k) : (i, j) ∈
E(k)} be the neighbor set of agent i, W (k) be the adjacency matrix
of G(k), and H(k) be a diagonal matrix with [H(k)]ii = |Ni(k)|.
Then, the graph Laplacian of G(k) is L(k) := H(k) − W (k).
We assume that G(k) is a random graph that is independent and
identically distributed over time k. A formal definition of the random
graph is given below.
Assumption 1. Let F := (Ω,B, µ) be a probability space such that
Ω is the set of all |V| × |V| adjacency matrices, B is the Borel σ-
algebra on Ω and µ is a probability measure on B. We assume that
for all k ≥ 0, the matrix W (k) is drawn from probability space F .
Define the expected value of the random matrices
W (k),H(k), L(k), respectively, by
W := E[W (k)], H := E[H(k)], L := E[L(k)] = H−W
for all k ≥ 0. An edge set induced by the positive elements of
the matrix W is E := {(j, i) ∈ V × V : [W]ij > 0}. Consider
the corresponding graph (E,V), which we refer to as the mean
connectivity graph [25]. We consider the following connectivity
assumption for the graph.
Assumption 2 (Mean connectivity). The mean connectivity graph
(E,V) is connected.
Under Assumption 2, 0 is a simple eigenvalue of L [26, Lemma 1].
It implies that L1|V| = 0 holds, and later this assumption is used for
local copies of learning parameters to reach a consensus.
D. Reinforcement learning overview
We briefly review a basic RL algorithm from [27] with linear
function approximation for the single agent case. In general, a
Markov decision process is characterized by a quadruple M :=
(S ,A, P, r, γ), where S is a finite state space (observations in
general), A is a finite action space, P (s, a, s′) := P[s′|s, a] rep-
resents the (unknown) state transition probability from state s to s′
given action a, rˆ : S × A × S → [0, σ], where σ > 0 is the
bounded random reward function, and γ ∈ (0, 1) is the discount
factor. If action a is selected with the current state s, then the
state transits to s′ with probability P (s, a, s′) and incurs a random
reward rˆ(s, a, s′) ∈ [0, σ] with expectation r(s, a, s′). The stochastic
policy is a map π : S × A → [0, 1] representing the probability
π(s, a) = P[a|s], P pi denotes the transition matrix whose (s, s′)
entry is P[s′|s] =∑a∈A P (s, a, s′)π(s, a), and d : S → R denotes
the stationary distribution of the observation s ∈ S . We also define
rpi(s) as the expected reward given the policy π and the current state
s, i.e.
rpi(s) :=
∑
a∈A
∑
s′∈S
π(s, a)P (s, a, s′)r(s, a, s′).
The infinite-horizon discounted value function with policy π and
reward rˆ is
Jpi(s) := E
[ ∞∑
k=0
γkrˆ(sk, ak, sk+1)
∣∣∣∣∣ s0 = s
]
,
where E in the equation stands for the expectation taken with respect
to the state-action trajectories following the state transition P pi. Given
pre-selected basis (or feature) functions φ1, . . . , φq : S → R, Φ ∈
R
|S|×q is defined as a full column rank matrix whose s-th row vector
is φ(s) :=
[
φ1(s) · · · φq(s)
]
. The goal of RL with the linear
function approximation is to find the weight vector w such that Jw :=
Φw approximates the true value function Jpi . This is typically done
by minimizing the mean-square Bellman error loss function [2]
min
w∈Rq
MSBE(w) :=
1
2
‖rpi + γP piΦw − Φw‖2D , (1)
where D is a symmetric positive-definite matrix and rpi ∈ R|S|
is a vector enumerating all rpi(s), s ∈ S . For online learning, we
assume that D is a diagonal matrix with positive diagonal elements
d(s), s ∈ S . In the model-free learning, a stochastic gradient descent
method can be applied with a stochastic estimates of the gradient
∇wMSBE(w) = (γP piΦ − Φ)TD(rpi + γP piΦw − Φw). The
temporal difference (TD) learning [9], [27] with a linear func-
tion approximation is a stochastic gradient descent method with
stochastic estimates of the approximate gradient ∇wMSBE(w) ∼=
(−Φ)TD(rpi+γP piΦw−Φw), which is obtained by dropping γP piΦ
in ∇wMSBE(w). If the linear function approximation is used, then
this algorithm converges to an optimal solution of (1). The GTD
in [2] solves instead the minimization of the mean-square projected
Bellman error loss function
min
w∈Rq
MSPBE(w) :=
1
2
‖Π(rpi + γP piΦw)− Φw‖2D, (2)
where Π is the projection onto the range space of Φ, denoted by
R(Φ): Π(x) := argminx′∈R(Φ) ‖x − x′‖2D . The projection can be
performed by the matrix multiplication: we write Π(x) := Πx, where
Π := Φ(ΦTDΦ)−1ΦTD. Compared to the standard TD learning,
the main advantage of the GTD algorithms [1], [2] is their off-policy
learning abilities.
III. DISTRIBUTED REINFORCEMENT LEARNING OVERVIEW
In this section, we introduce the notion of the distributed RL, which
will be studied throughout the paper. Consider N RL agents labelled
by i ∈ {1, . . . , N} =: V . A multi-agent Markov decision process
is characterized by (S , {Ai}i∈V , P, {rˆi}i∈V , γ), where γ ∈ (0, 1) is
the discount factor, S is a finite state space, Ai is a finite action space
of agent i, a := (a1, . . . , aN) is the joint action,A :=∏Ni=1Ai is the
corresponding joint action space, rˆi : S×A×S → [0, σ], σ > 0, is a
bounded random reward of agent i with expectation ri(s, a, s
′), and
P (s, a, s′) := P[s′|s, a] represents the transition model of the state
s with the joint action a and the corresponding joint action space A.
The stochastic policy of agent i is a mapping πi : S×Ai → [0, 1] rep-
resenting the probability πi(s, ai) = P[ai|s] and the corresponding
joint policy is π(s, a) :=
∏N
i=1 πi(s, ai). P
pi denotes the transition
matrix, whose (s, s′) entry is P[s′|s] = ∑a∈A P (s, a, s′)π(s, a),
d : S → R denotes the stationary state distribution under the policy
π. In particular, if the joint action a is selected with the current state s,
then the state transits to s′ with probability P (s, a, s′), and each agent
i observes a random reward rˆi(s, a, s
′) ∈ [0, σ] with expectation
ri(s, a, s
′). We assume that each agent does not have access to other
agents’ rewards. For instance, there exists no centralized coordinator;
thereby each agent does not know other agents’ rewards. In another
example, each agent/coordinator may not want to uncover his/her
own goal or the global goal for security/privacy reasons. We denote
by rpii (s) the expected reward of agent i, given the current state s
rpii (s) :=
∑
a∈A
∑
s′∈S
π(s, a)P (s, a, s′)ri(s, a, s′).
Throughout the paper, a vector enumerating all rpii (s), s ∈ S is
denoted by rpii ∈ R|S|. In addition, denote by Pi(s, a, s′i) the state
transition probability of agent i given joint state s and joint action a.
We can consider one of the following two scenarios throughout the
paper.
1) All agents can observe the identical state s. For example,
transitions of multiple ground robots avoiding collisions with
each other may depend on other robots actions and states, while
they needs to know the global state, e.g., locations of all robots.
2) All agents observe different states, while each agent’s state
transition is independent of the other agents’ states and actions,
i.e., they are fully decoupled. For example, each agent observes
its own state which is sampled independently from the state
transition probability of the MDP. For another instance, if N
drones maneuver in a shared space with different altitudes, they
do not interact with each other. Another example is multiple
robots navigating separated regions so that they do not affect
other agents’ transitions.
Throughout the paper, we will assume that the MDP with given π
has a stationary distribution.
Assumption 3. With a fixed policy π, the Markov chain P pi is ergodic
with the stationary distribution d with d(s) > 0, s ∈ S .
In addition, we summarize definitions and notations for some
important quantities below.
1) D is defined as a diagonal matrix with diagonal entries equal to
those of d.
2) Jpi is the infinite-horizon discounted value function with policy
π and reward rˆ = (rˆ1 + · · ·+ rˆN)/N defined as Jpi satisfying
Jpi = 1
N
∑N
i=1 r
pi
i + γP
piJpi .
3) We denote ξ := mins∈S d(s).
The goal is to learn an approximate value of the centralized reward
rˆ = (rˆ1 + · · ·+ rˆN )/N as stated below.
Problem 1. The goal of each agent i is to learn an approximate
value function of the centralized reward rˆ = (rˆ1 + · · ·+ rˆN)/N .
The first step to develop a decentralized algorithm to solve Prob-
lem 1 is to convert the problem into an equivalent optimization
problem. In particular, we can prove that solving Problem 1 is
equivalent to solving
min
w∈C
N∑
i=1
MSPBEi(w), (3)
where MSPBEi is defined as MSPBEi(w) :=
1
2
‖Π(rpii +
γP piΦw) − Φw‖2D for all i ∈ {1, 2, . . . , N}, C ⊂ Rq is assumed
to be a compact convex set which includes an unconstrained global
minimum of (3).
Proposition 1. Solving (3) is equivalent to finding the unique solution
w∗ to the projected Bellman equation
Π
(
1
N
N∑
i=1
rpii + γP
piΦw∗
)
= Φw∗. (4)
Moreover, the solution is given by
w∗ = (ΦTD(I − γP pi)Φ)−1ΦTD 1
N
N∑
i=1
rpii . (5)
Proof. Since (3) is convex, w∗ is an unconstrained global solutions,
if and only if
∇w
N∑
i=1
MSPBEi(w
∗) = 0
⇔− (ΦTD(I − γP pi)Φ)T (ΦTDΦ)−1ΦTD
×
N∑
i=1
(rpii − (I − γP pi)Φw∗) = 0.
Since ΦTD(I − γP pi)Φ is nonsingular [9, pp. 300], this im-
plies (ΦTDΦ)−1ΦTD
∑N
i=1 (r
pi
i − (I − γP pi)Φw∗) = 0. Pre-
multiplying the equation by Φ yields the projected Bellman equa-
tion (4). A solution w∗ of the projected Bellman equation (4)
exists [9, pp. 355]. To prove the second statement, pre-multiply (4)
by ΦTD to have
ΦTD
(
1
N
N∑
i=1
rpii + γP
piΦw∗
)
= ΦTDΦw∗,
where we use Π := Φ(ΦTDΦ)−1ΦTD and ΦTDΠ =
ΦTDΦ(ΦTDΦ)−1ΦTD = ΦTD. Rearranging terms, we have
ΦTD 1
N
∑N
i=1 r
pi
i = Φ
TD(I − γP pi)Φw∗. Since ΦTD(I − γP pi)Φ
is nonsingular [9, pp. 300], pre-multiply both sides of the above
equation by (ΦTD(I − γP p¯i)Φ)−1 to obtain (5). The solution is
unique because the objective function in (3) is strongly convex.
Remark 1. If Φ = I|S|, then the results are reduced to those of
the tabular representations. Therefore, all the developments in this
paper include both the tabular representation and the linear function
approximation cases.
To develop a distributed algorithm, we first convert (3) into the
equivalent consensus optimization [28]
min
wi∈C
N∑
i=1
MSPBEi(wi) (6)
subject to w1 = w2 = · · · = wN , (7)
where (7) implies the consensus among N copies of the parameter w.
To make the problem more feasible, we assume that the learning pa-
rameters wi, i ∈ V , are exchanged through a random communication
network represented by the undirected graph G(k) = (E(k),V(k)).
In the next section, we will make several conversions of (6) to arrive
at an optimization form, which can be solved using a primal-dual
saddle point algorithm.
IV. PRIMAL-DUAL DISTRIBUTED GTD ALGORITHM
(PRIMAL-DUAL DGTD)
In this section, we study a distributed GTD algorithm to solve Prob-
lem 1. To this end, we define stacked vector and matrix notations to
save space.
w¯ :=


w1
...
wN

 , r¯pi :=


rpi1
...
rpiN

 , rˆ(s, a, s′) =


rˆ1(s, a, s
′)
...
rˆN(s, a, s
′)

 ,
P¯ pi := IN ⊗ P pi, L¯ := L⊗ I|S|, D¯ := IN ⊗D,
Φ¯ := IN ⊗ Φ, Π¯ := IN ⊗ Π, B¯ := Φ¯T D¯(IN|S| − γP¯ pi)Φ¯.
To proceed, we start with the MSPBE loss function in (6) of the
previous section, which can be compactly expressed as
N∑
i=1
MSPBEi(wi)
=
1
2
(Φ¯T D¯r¯pi − B¯w¯)T (Φ¯T D¯Φ¯)−1(Φ¯T D¯r¯pi − B¯w¯),
where ⊗ is the Kronecker’s product. Note that by the mean connec-
tivity Assumption 2, the consensus constraint (7) can be expressed
as L¯w¯ = 0, as L has a simple eigenvalue 0 with its corresponding
eigenvector 1|S| [26, Lemma 1]. Motivated by the continuous-
time consensus optimization algorithms in [14]–[16], we convert the
problem (6) into the augmented Lagrangian problem [24, sec. 4.2]
min
w¯
1
2
(Φ¯T D¯r¯pi − B¯w¯)T (Φ¯T D¯Φ¯)−1(Φ¯T D¯r¯pi − B¯w¯) + w¯T L¯L¯w¯
(8)
subject to L¯w¯ = 0,
where a quadratic penalty term w¯T L¯L¯w¯ for the equality constraint
L¯w¯ = 0 is introduced. If the model is known, the above problem is an
equality constrained quadratic programming problem, which can be
solved by means of convex optimization methods [29]. Otherwise,
the problem can be still solved using stochastic algorithms with
observations. The latter case is our main concern. To develop model-
free stochastic algorithms, some issues need to be taken into account.
First, the gradient of the objective function evaluation involves the
double sampling problem. Second, the inverse matrix (Φ¯T D¯Φ¯)−1
in the objective function (8) needs to be removed. In GTD [2], this
problem is resolved using a dual problem [6]. Following the same
direction, we convert (8) into the equivalent optimization problem
min
ε¯,h¯,w¯
1
2
ε¯T (Φ¯T D¯Φ¯)−1ε¯+
1
2
h¯T h¯ (9)
subject to

B¯ I 0L¯ 0 −I
L¯ 0 0



w¯ε¯
h¯

+

−Φ¯T D¯r¯p¯i0
0

 = 0,
where ε¯ and h¯ are newly introduced parameters. The next key step is
to derive its Lagrangian dual problem, which can be obtained using
standard approaches [29].
Proposition 2. The Lagrangian dual problem of (9) is given by
min
θ¯,v¯,µ¯
ψ(θ¯, v¯, µ¯) (10)
subject to B¯T θ¯ − L¯T v¯ − L¯T µ¯ = 0,
where ψ(θ¯, v¯, µ¯) := 1
2
θ¯T (Φ¯T D¯Φ¯)θ¯ − θ¯T Φ¯T D¯r¯p¯i + 1
2
v¯T v¯.
Proof. The dual problem can be obtained using standard manipula-
tions as in [29, Chap. 5]. Define the Lagrangian function
L(ε¯, h¯, w¯, θ¯, v¯, µ¯)
=
1
2
ε¯T (Φ¯T D¯Φ¯)−1ε¯+
1
2
h¯T h¯+ θ¯T (Φ¯T D¯r¯pi − B¯w¯ − ε¯)
+ v¯T (L¯w¯ − h¯) + µ¯T L¯w¯
=
1
2
ε¯T (Φ¯T D¯Φ¯)−1ε¯− θ¯T ε¯+ 1
2
h¯T h¯− v¯T h¯+ θ¯T Φ¯T D¯r¯pi
− (θ¯T B¯ − v¯T L¯− µ¯T L¯)w¯,
where θ¯, v¯, µ¯ are Lagrangian multipliers. If we fix (θ¯, v¯, µ¯), then
the problem minε¯,h¯,w¯ L(ε¯, h¯, w¯, θ¯, v¯, µ¯) has a finite optimal value,
when θ¯T B¯ − v¯T L¯ − µ¯T L¯ = 0. The optimal solutions satisfy ε¯ =
(Φ¯T D¯Φ¯)θ¯, h¯ = v¯. Plugging them into the Lagrangian function, the
dual problem is obtained.
One can observe that the inverse matrix (Φ¯T D¯Φ¯)−1 no more
appears in the dual problem (10). To solve (10), we again construct
the following Lagrangian function of (10) as in [6]:
L(θ¯, v¯, µ¯, w¯) := ψ(θ¯, v¯, µ¯) + [B¯T θ¯ − L¯T v¯ − L¯T µ¯]T w¯, (11)
where w¯ is the Lagrangian multiplier. For effectiveness of the
algorithm, we further modify (11) by adding the term −(κ/2)w¯T L¯w¯:
L(θ¯, v¯, µ¯, w¯) :=ψ(θ¯, v¯, µ¯) + [B¯T θ¯ − L¯T v¯ − L¯T µ¯]T w¯
− (κ/2)w¯T L¯w¯, (12)
where κ ≥ 0 is a design parameter. Note that the solution of
the original problem is not changed for any κ ≥ 0. The term,
−(κ/2)w¯T L¯w¯, is added to accelerate the convergence in terms of
the consensus of w¯.
Since the Lagrangian function (12) is convex-concave, the follow-
ing property holds:
max
w¯
min
θ¯,v¯,µ¯
L(θ¯, v¯, µ¯, w¯) = min
θ¯,v¯,µ¯
max
w¯
L(θ¯, v¯, µ¯, w¯). (13)
It is also known that the solutions of (10) are identical to solutions
(θ¯∗, v¯∗, µ¯∗, w¯) of the saddle point problem [13]
L(θ¯∗, v¯∗, µ¯∗, w¯) ≤ L(θ¯∗, v¯∗, µ¯∗, w¯∗) ≤ L(θ¯, v¯, µ¯, w¯∗), (14)
for all (θ¯, v¯, µ¯, w¯). In the following, we formally introduce the
definition of the saddle point.
Definition 1 (Saddle point [13]). Consider the map L : X×W → R,
where X and W are compact convex sets. Assume that L(·, w) is
convex over X for all w ∈ W and L(x, ·) is concave over W for
all x ∈ X . Then, there exists a pair (x∗, w∗) that satisfies
L(x∗, w) ≤ L(x∗, w∗) ≤ L(x,w∗), ∀(x,w) ∈ X ×W.
The pair (x∗, w∗) is called a saddle point of L. The saddle point
problem is defined as the problem of finding saddle points (x∗, w∗).
It can be also defined as solving minx∈X maxw∈W L(x,w) =
maxw∈W minx∈X L(x,w).
Definition 2 (ε-saddle set). For any ε ≥ 0, the ε-saddle set is defined
as
Hε :={(x∗, w∗) ∈ X ×W :
L(x∗, w)− L(x,w∗) ≤ ε,∀x ∈ X , w ∈ W}.
According to [29, Section 5.5.3, pp. 243], any saddle point
(θ¯∗, v¯∗, µ¯∗, w¯) satisfying (14) must satisfy the following KKT con-
dition although its converse is not true in general:
0 =∇θ¯L(θ¯∗, v¯∗, µ¯∗, w¯∗)
=(Φ¯T D¯Φ¯)θ¯∗ − Φ¯T D¯r¯pi + Φ¯T D¯(IN|S| − γP¯ pi)Φ¯w¯∗,
0 =∇v¯L(θ¯∗, v¯∗, µ¯∗, w¯∗) = v¯∗ − L¯w¯∗,
0 =∇µ¯L(θ¯∗, v¯∗, µ¯∗, w¯∗) = L¯w¯∗,
0 =∇w¯L(θ¯∗, v¯∗, µ¯∗, w¯∗)
=L¯v¯∗ + L¯µ¯∗ − Φ¯T (IN|S| − γP¯ pi)T D¯Φ¯θ¯∗ − κL¯w¯∗. (15)
However, by investigating the KKT points, we can induce useful
properties of the saddle point. We first establish the fact that the set
of saddle points corresponds to the set of optimal solutions of the
consensus optimization problem (7).
Proposition 3. The set of all the KKT points satisfying (15) is given
by
R := {θ¯∗} × {v¯∗} × F∗ × {1N ⊗ w∗},
where v¯∗ = 0, w∗ is the unique solution of the projected Bellman
equation (4),
θ¯∗ =(Φ¯T D¯Φ¯)−1Φ¯T D¯(−r¯pi + Φ¯w¯∗ − γP¯ p¯iΦ¯w¯∗)
=(Φ¯T D¯Φ¯)−1Φ¯T D¯
(
−r¯pi + 1N ⊗ 1
N
N∑
i=1
rpii
)
,
and F∗ is the set of all solutions to the linear equation for µ¯
F∗ := {µ¯ : L¯µ¯ = Φ¯T (IN|S| − γP¯ pi)T D¯Φ¯θ¯∗}. (16)
Proof. The proof is given in the online supplemental material [22].
Since the set of saddle points of L in (11) is a subset of the KKT
points, we can conclude the following result.
Corollary 1. The set of all the saddle points, H0, satisfying (14) is
given by H0 := {θ¯∗} × {v¯∗} × F˜∗ × {1N ⊗ w∗}, where v¯∗ = 0,
w∗ is the unique solution of the projected Bellman equation (4), F˜∗
is some subset of F∗, F∗ and θ¯∗ are defined in Proposition 3.
It will be useful for the later analysis to have more information on
the set F˜∗. We can prove that F˜∗ is an affine space.
Lemma 1. F˜∗ is an affine space.
Proof. By the saddle point property in (14), Fˆ∗ = F˜∗ if and only if
L(θ¯∗, v¯∗, µ¯∗, w¯∗) = L(θ¯∗, v¯∗, µ¯, w¯∗),∀µ¯ ∈ Fˆ∗, which is equivalent
to µ¯T L¯w¯∗ = µ¯∗T L¯w¯∗,∀µ¯ ∈ Fˆ∗, proving that Fˆ∗ = F˜∗ is an affine
space.
Proposition 1 presents a point w∗ in W∗. By Lemma 1, we can
also calculate a point in F˜∗.
Proposition 4. We have µ¯∗ = L¯†Φ¯T (I − γP¯ pi)T D¯Φ¯θ¯∗ ∈ F˜∗.
Proof. Since F∗ is the set of solutions of the linear equation
L¯µ¯ = Φ¯T (I − γP¯ pi)T D¯Φ¯θ¯∗, F∗ is the set of general solu-
tions of the linear equation, which are given by the affine space
µ¯ = L¯†Φ¯T (I − γP¯ pi)T D¯Φ¯θ¯∗ + (L¯†L¯ − I)z, where L¯† is a
pseudo-inverse of L¯ and z ∈ R|S|N is arbitrary. In addition, since
F˜∗ ⊆ F∗ and F˜∗ is also affine by Lemma 1, one concludes that
µ¯ = L¯†Φ¯T (I − γP¯ pi)T D¯Φ¯θ¯∗ ∈ F˜∗.
For some technical reasons that will become clear later, algorithms
to find a solution need to confine the search space of an algorithm to
compact and convex sets which include at least one saddle point in
R˜ in Corollary 1. To this end, we compute a bound on at least one
saddle point (θ¯∗, v¯∗, µ¯∗, w¯∗) in the following lemma.
Lemma 2. w¯∗, v¯∗ and θ¯∗ satisfy the following bounds:
‖w¯∗‖∞ ≤ 1
1− α
√
|S|
λmin(ΦTΦ)
(
1√
ξ
‖ΠJpi − Jpi‖D + σ
)
‖v¯∗‖∞ ≤ cv¯, ∀cv¯ ≥ 0,
‖θ¯∗‖∞ ≤ 2σ|S|
√
N
ξλmin(ΦTΦ)
,
where ξ := mins∈S d(s) as defined in Section III. Moreover, there
exists a µ¯∗ ∈ F˜∗ such that
‖µ¯∗‖∞ ≤ ‖L†‖∞‖Φ‖2∞2σ|S|2
√
N
ξλmin(ΦTΦ)
.
For the pseudo-inverse of the graph Laplacian in [30], we can use
the expression L† = (L+ 1N1TN/N)
−1 − 1N1TN/N .
Proof. See Appendix of [22].
Lemma 2 provides rough estimates of the bounds on the sets that
include at least one saddle point of the Lagrangian function (11).
Define the cube Bβ := {x ∈ R|S|N : ‖x‖∞ ≤ β} and
Cθ¯ = Bcθ¯+βθ¯ , Cv¯ = Bcv¯+βv¯ , Cµ¯ = Bcµ¯+βµ¯ , Cw¯ = Bcw¯+βw¯
for βθ¯, βv¯ , βµ¯, βw¯ > 0. Then, the constraint sets satisfy θ¯
∗ ∈ Cθ¯ ,
v¯∗ ∈ Cv¯ , w¯∗ ∈ Cw¯, and Cµ¯∩F∗ 6= ∅. Estimating cθ¯, cv¯, cµ¯, cw¯ > 0
requires additional analysis or is almost infeasible in most real
applications. However, in practice, we can consider sufficiently large
parameters cθ¯, cv¯ , cµ¯, cw¯ > 0 so that they include at least one
solution. With this respect, we assume that sufficiently large sets
Cθ¯, Cv¯, Cµ¯, Cw¯ satisfy Cµ¯ ∩ F∗ 6= ∅. For simpler analysis, we also
assume that the solutions are included in interiors of the compact
sets.
Assumption 4. The constraint sets satisfy θ¯∗ ∈ Cθ¯ , v¯∗ ∈ Cv¯ , w¯∗ ∈
Cw¯, and Cµ¯ ∩ F∗ 6= ∅.
Under Assumption 4, finding a saddle-point in (13) can be reduced
to the constrained min-max saddle point problem
min
θ¯,v¯,µ¯
max
w¯
L(θ¯, v¯, µ¯, w¯)
subject to w¯ ∈ Cw¯, (θ¯, v¯, µ¯) ∈ Cθ¯ × Cv¯ ×Cµ¯.
For notational convenience, introduce the notation
x¯ :=

θ¯v¯
µ¯

 , x¯∗ :=

θ¯∗v¯∗
µ¯∗

 ,
W := Cw¯, X := Cθ¯ × Cv¯ × Cµ¯.
Then, the saddle-point problem is minx¯∈X maxw¯∈W L(x¯, w¯), and
the primal-dual algorithm [13] to solve it is
x¯k+1 = ΓX (x¯k − αkLx¯(x¯k, w¯k)), (17)
w¯k+1 = ΓW (w¯k + αkLw¯(x¯k, w¯k)). (18)
Assume that if the exact gradients are not available, while only their
unbiased stochastic estimations are given. In this case, the stochastic
primal-dual algorithm can find a solution under certain conditions
x¯k+1 = ΓX (x¯k − αk(Lx(x¯k, w¯k) + εk)),
w¯k+1 = ΓW(w¯k + αk(Lw(x¯k, w¯k) + ξk)),
where ǫk and ξk are random variables with zero mean. In our
case, stochastic estimates of the Lagrangian function (12) can be
obtained by using samples of the state, action, and rewards. The
overall algorithm is given in Algorithm 1. Note that the averaged
dual variables can be computed recursively [9, pp. 181].
The next proposition states that the averaged dual variable con-
verges to the set of saddle points in terms of the duality gap reduction.
Proposition 5. Consider Algorithm 1, assume that the step-size
sequence, (αk)
∞
k=0, satisfies αk = α0/
√
k + 1 for some α0 > 0,
and let
x¯k :=

θ¯kv¯k
µ¯k

 , θ¯k :=


θ
(1)
k
...
θ
(N)
k

 , v¯k :=


v
(1)
k
...
v
(N)
k

 ,
µ¯k :=


µ
(1)
k
.
..
µ
(N)
k

 , w¯k :=


w
(1)
k
.
..
w
(N)
k

 ,
and xˆT =
1
T
∑T−1
k=0 x¯k and wˆT =
1
T
∑T−1
k=0 w¯k be the averaged
dual iterates generated by Algorithm 1 with T ≥ 1. Then, for any
ε > 0, δ ∈ (0, 1/e), if
T ≥ (2α0
√
2C + 1)2(Ω + ε)Ω
α20C
1
ε2
ln
(
1
δ
)
=: ω(ε, δ),
then P[(xˆT , wˆT ) ∈ Hε] ≥ 1 − δ holds, where C > 0 is some real
number such that
‖Lx(xk, wk) + εk‖2 ≤ C, ‖Lw(xk, wk) + ξk‖2 ≤ C,
Ω := α0C
2+Cdiam(X )+Cdiam(W), and e is the natural number.
Proof. The complete proof combines the lines of the proof of [13]
for a deterministic primal-dual algorithm, and the proof of [20] for
a stochastic primal-dual algorithm for a specific form of the linear
Algorithm 1 Distributed GTD algorithm
1: Set κ ≥ 0 and the step-size sequence {αk}∞k=0.
2: for agent i ∈ {1, . . . , N} do
3: Initialize (θ
(i)
0 , v
(i)
0 , µ
(i)
0 , w
(i)
0 ).
4: end for
5: for k ∈ {0, . . . , T − 1} do
6: for agent i ∈ {1, . . . , N} do
7: Sample (s, a, s′) with s ∼ d, a ∼ πi(·|s), s′ ∼ P (s, a, ·),
rˆi := rˆi(s, a, s
′).
8: Update parameters according to
θ
(i)
k+1/2 =θ
(i)
k − αk[φφT θ(i)k + φφTw(i)k − γφ(φ′)Tw(i)k − φrˆi]
v
(i)
k+1/2
=v
(i)
k − αk

v(i)k −

|Ni(k)|w(i)k − ∑
j∈Ni(k)
w
(j)
k



 ,
µ
(i)
k+1/2
=µ
(i)
k + αk

|Ni(k)|w(i)k − ∑
j∈Ni(k)
w
(j)
k

 ,
w
(i)
k+1/2
=w
(i)
k − αk

|Ni(k)|v(i)k − ∑
j∈Ni(k)
v
(j)
k


− αk

|Ni(k)|µ(i)k − ∑
j∈Ni(k)
µ
(j)
k


+ αk(φφ
T θ
(i)
k − γφ′φT θ(i)k )
− αkκ

|Ni(k)|w(i)k − ∑
j∈Ni(k)
w
(j)
k

 ,
where Ni(k) is the neighborhood of node i on the graph G(k),
φ := φ(s), φ′ := φ(s′).
9: Project parameters:
θ
(i)
k+1 = ΓCθ¯ (θ
(i)
k+1/2), v
(i)
k+1 = ΓCv¯ (v
(i)
k+1/2),
µ
(i)
k+1 = ΓCµ¯(µ
(i)
k+1/2), w
(i)
k+1 = ΓCw¯ (w
(i)
k+1/2).
10: end for
11: end for
12: Output The averaged wˆ
(i)
T =
1
T
∑T
k=0 w
(i)
k , i ∈ V , and last,
w
(i)
T , i ∈ V , dual iterates.
programming. The proof is rather straightforward, while some details
tailored to our problem setting need some attentions. We defer the
proof to Appendix B of the online supplemental document [22].
Proposition 5 provides a convergence of the iterates of Algorithm 1
to the ε-saddle set, Hε, with O(1/ε2) samples (or O(1/
√
T )
rate). For the specific L for our problem, we can obtain stronger
convergence results with convergence rates.
Proposition 6 (Finite-time convergence). Consider Algorithm 1 and
the assumptions in Proposition 5. Fix any ε > 0 and δ ∈ (0, 1/e),
where e is the natural number. If T ≥ ω((κ/2)ε, δ), then
P[w¯TT L¯w¯T ≤ ε] ≥ 1− δ, (19)
where the function ω : R× R→ R is defined in Proposition 5.
Moreover, if
T ≥ ω
(
min{λmin(Φ¯T D¯Φ¯Φ¯T D¯Φ¯), 1}
2
√
λmax(Φ¯T D¯Φ¯Φ¯T D¯Φ¯ + I)
ε, δ
)
,
then
P[‖θ¯T − θ¯∗‖22 + ‖v¯T ‖22 ≤ ε] ≥ 1− δ. (20)
Proof. The proof is based on Proposition 5, the strong convexity of
L in some arguments, and the Lipschitz continuity of the gradient
of L. By Proposition 5, if T ≥ ω(ε, δ), then with probability 1− δ,
(xˆT , wˆT ) ∈ Hε, meaning that
L(θ¯T , v¯T , µ¯T , w¯)− L(θ¯, v¯, µ¯, w¯T ) ≤ ε. (21)
holds for all w¯ ∈ W, (θ¯, v¯, µ¯) ∈ X . Setting w¯ = w¯∗, (θ¯, v¯, µ¯) =
(θ¯∗, v¯∗, µ¯∗) in (21) and using the definition of the saddle-
point, we have ε ≥ L(θ¯T , v¯T , µ¯T , w¯∗) − L(θ¯∗, v¯∗, µ¯∗, w¯T ) ≥
L(θ¯∗, v¯∗, µ¯∗, w¯∗) − L(θ¯∗, v¯∗, µ¯∗, w¯T ) = κ2 w¯TT L¯w¯T , where the
second inequality is due to Definition 1 and the first equality
follows by using the definition (12) and the KKT condition (15).
Replacing ε with (κ/2)ε yields the first result. Moreover, setting
w¯ = w¯∗, (θ¯, v¯, µ¯) = (θ¯∗, v¯∗, µ¯∗) in (21) and using the def-
inition of the saddle-point, we have ε ≥ L(θ¯k, v¯k, µ¯k, w¯∗) −
L(θ¯∗, v¯∗, µ¯∗, w¯k) ≥ L(θ¯k, v¯k, µ¯k, w¯∗) − L(θ¯∗, v¯∗, µ¯∗, w¯∗) =
f(θ¯k, v¯k, µ¯k) − f(θ¯∗, v¯∗, µ¯∗), where f(·, ·, ·) = L(·, ·, ·, w¯∗). It
is easily prove that f has a Lipschitz gradient with parameter√
λmax(Φ¯T D¯Φ¯Φ¯T D¯Φ¯ + I), i.e., .
‖∇f(θ¯, v¯, µ¯)−∇f(θ¯′, v¯′, µ¯′)‖2
≤
√
λmax(Φ¯T D¯Φ¯Φ¯T D¯Φ¯ + I)
∥∥∥∥∥∥

 θ¯ − θ¯′v¯ − v¯′
µ¯− µ¯′


∥∥∥∥∥∥
2
Therefore, using [31, Prop. 6.1.9] and using the fact
that (θ¯∗, v¯∗, µ¯∗) is a minimizer of f , one concludes
1
2
√
λmax(Φ¯T D¯Φ¯Φ¯T D¯Φ¯+I)
‖∇L(θ¯k, v¯k, µ¯k, w¯∗‖22 ≤ ε.
After algebraic manipulations with (15), we obtain
min{λmin(Φ¯T D¯Φ¯Φ¯T D¯Φ¯),1}
2
√
λmax(Φ¯T D¯Φ¯Φ¯T D¯Φ¯+I)
(‖θ¯− θ¯∗‖22+‖v¯‖22) ≤ ε. The second result
is obtained by replacing ε with min{λmin(Φ¯
T D¯Φ¯Φ¯T D¯Φ¯),1}
2
√
λmax(Φ¯T D¯Φ¯Φ¯T D¯Φ¯+I)
ε.
The first result in (19) implies that the iterate, w¯T , reaches a
consensus with at most O(1/ε2) samples or at O(1/√T ) rate.
Similarly, (20) implies that the squared norm of the errors of θ¯T and
v¯T , ‖θ¯T − θ¯∗‖22+‖v¯T ‖22, converges at O(1/
√
T ) rate. However, (19)
does not suggest anything about the convergence rate of ‖w¯T −w¯∗‖22
and ‖µ¯T − µ¯∗‖22. Still, their asymptotic convergence is guaranteed
by Proposition 5. The main reason is the lack of the strong convexity
with respect to these variables. One possible way to resolve this
issue is to add the regularization term (ρ/2)µ¯T µ¯ − (ρ/2)w¯T w¯ to
the Lagrangian L with a small ρ > 0 so that L(θ¯, v¯, µ¯) is strongly
convex in θ¯ and strongly concave in µ¯, while the saddle-points are
slightly altered depending on ρ.
Remark 2. The last line of Algorithm 1 indicates that both the
averaged iterates, wˆ
(i)
T =
1
T
∑T
k=0 w
(i)
k , i ∈ V , and the last
iterate, w
(i)
T , i ∈ V , can be used for estimates of the solution. The
result in [22] proves the asymptotic convergence of the last iterate
of Algorithm 1 by using the stochastic approximation method [23].
For the convergence, the step-size rules should satisfy αk > 0, αk →
0,
∑∞
k=0 αk = ∞,
∑∞
k=0 α
2
k < ∞, called the Robbins-Monro rule.
An example is αk = α0/(k + β) with α0, β > 0. On the other
hand, Proposition 5 and Proposition 6 prove the convergence of the
averaged iterate of Algorithm 1 with convergence rates by using
tools in optimization. The step-size rule is αk = α0
√
k + β with
α0, β > 0, which does not obey the Robbins-Monro rule.
Example 1. In this example, we provide a comparative analysis using
simulations. We consider the Markov chain
P pi =


0.1 0.1 · · · 0.1
0.1 0.1 · · · 0.1
.
.
.
.
.
.
. . .
.
.
.
0.1 0.1 · · · 0.1

 ∈ R10×10,
where π is not explicitly specified, |S| = 10, γ = 0.9, feature vector
φ(s) = exp(−(s− 5)2/200) ∈ R, local expected reward functions
rpi1 =
[
0 0 0 0 0 0 0 0 0 10
]T
,
rpi2 =
[
0 0 0 0 0 0 0 0 0 0
]T
,
rpi3 =
[
0 0 0 0 0 5 0 0 0 0
]T
,
rpi4 =
[
0 0 0 5 0 0 0 0 0 0
]T
,
rpi5 =
[
10 0 0 0 0 0 0 0 0 0
]T
,
and the five RL agents over the network given in Figure 2, where
each edge is randomly disconnected with probability 0.5.
Fig. 2. Network topology of five RL agents.
For a comparative analysis, we consider an extension of the GTD
algorithm [2] with the averaging consensus algorithm [13], given
in Algorithm 2 of the supplemental material [22], which is called the
averaging DGTD in this example. We note that the overall results
are sensitive to design parameters such as the step-size rules, and
hence, fair comparisons may not be possible in general. Instead, we
examine results with several different settings.
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Fig. 3. Evolution of iterates of the proposed DGTD (solid lines with different
colors for agents), Algorithm 1, and the single-agent GTD [2] with the last
iteration output and the step-size rule, αk = 1/
√
k + 100.
Figure 3 depicts evolutions of the iterates of the proposed DGTD
(solid lines with different colors for agents), Algorithm 1, and the
single-agent GTD [2] with the last iteration output, w
(i)
T , θ
(i)
T , i ∈ V ,
and the step-size rule, αk = 1/
√
k + 100. The corresponding result
for the averaging DGTD is given in Figure 4. For Algorithm 1,
we set κ = 10. The results empirically suggest that the proposed
DGTD outperforms the averaging DGTD in terms of the discrep-
ancy between the evolutions of the single-agent GTD [2] and the
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Fig. 4. Evolution of iterates of the averaging DGTD (solid lines with different
colors for agents), and the single-agent GTD [2] with the averaged iteration
output and the step-size rule, αk = 1/
√
k + 100.
distributed schemes. We also obtain similar results with the step-size
rule αk = α0/(k + β) with α0, β > 0.
Evolutions of the iterates of the proposed DGTD (solid lines
with different colors for agents), Algorithm 1, and the single-
agent GTD [2] with the averaged iteration output, wˆ
(i)
T =
1
T
∑T
k=0 w
(i)
k , i ∈ V , and the same step-size rule are given in the
supplemental material [22].
V. CONCLUSION
In this paper, we studied a distributed GTD learning for multi-agent
MDPs in the form of stochastic primal-dual algorithms. In this frame-
work, each agent receives local reward through a local processing,
while information exchange over random communication networks
allows them to learn the global value function corresponding to a
sum of local rewards. Possible future research includes its extension
to actor-critic and Q-learning algorithms.
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APPENDIX A
PROOF OF PROPOSITION 3
The KKT condition in (15) is equivalent to the linear equations:
∇θ¯L(θ¯∗, v¯∗, µ¯∗, w¯∗) = (Φ¯T D¯Φ¯)θ¯∗ − Φ¯T D¯r¯pi + Φ¯T D¯(IN|S| − γP¯ pi)Φ¯w¯∗ = 0, (22)
∇v¯L(θ¯∗, v¯∗, µ¯∗, w¯∗) = v¯∗ − L¯w¯∗ = 0, (23)
∇µ¯L(θ¯∗, v¯∗, µ¯∗, w¯∗) = L¯w¯∗ = 0, (24)
∇w¯L(θ¯∗, v¯∗, µ¯∗, w¯∗) = L¯v¯∗ + L¯µ¯∗ − Φ¯T (IN|S| − γP¯ pi)T D¯Φ¯θ¯∗ − κL¯w¯∗ = 0. (25)
Since the mean connectivity graph (E,V) of G(k) is connected by Assumption 2, the dimension of the null space of L is one. Therefore,
span(1|V|) is the null space, and (24) implies the consensus w
∗ = w∗1 = · · · = w∗N . Plugging (24) into (23) yields v¯∗ = 0. With v¯∗ = 0, (25)
is simplified to
L¯µ¯∗ = Φ¯T (IN|S| − γP¯ pi)T D¯Φ¯θ¯∗. (26)
In addition, from (22), the stationary point for θ¯ satisfies
θ¯∗ = (Φ¯T D¯Φ¯)−1Φ¯T D¯(r¯pi − Φ¯w¯∗ + γP¯ piΦ¯w¯∗). (27)
Plugging the above equation into (26) yields
L¯µ¯∗ =Φ¯T (IN|S| − γP¯ p¯i)T D¯Φ¯θ¯∗
=Φ¯T (IN|S| − γP¯ p¯i)T D¯Φ¯(Φ¯T D¯Φ¯)−1Φ¯T D¯(r¯pi − Φ¯w¯∗ + γP¯ piΦ¯w¯∗). (28)
Multiplying (28) by (1⊗ I)T on the left results in
(ΦTD(I|S| − γP pi)Φ)T (ΦTDΦ)−1ΦTD
(
1
N
N∑
i=1
rpiii + γP
piΦw∗ − Φw∗
)
= 0.
Since ΦTD(I − γP¯ pi)Φ is nonsingular [9, pp. 300], pre-multiplying both sides of the last equation with ((ΦTD(I − γP¯ pi)Φ)T )−1 results
in
(ΦTDΦ)−1ΦTD
(
1
N
N∑
i=1
rpiii + γP
piΦw∗ − Φw∗
)
= 0. (29)
Pre-multiplying (29) with ΦT from left yields the projected Bellman equation in Proposition 1, and w∗ is any of its solutions. In particular,
multiplying (22) by (1⊗ I)T from left, a KKT point for w¯∗ is expressed as w¯∗ = 1⊗ w∗ with
w∗ =(ΦTD(I − γP pi)Φ)−1ΦTD
(
1
N
N∑
i=1
rpiii − Π
(
− 1
N
N∑
i=1
rpiii + Φw
∗ − γP piΦw∗
))
=(ΦTD(I|S| − γP pi)Φ)−1ΦTD 1
N
N∑
i=1
rpiii .
From (28), µ¯∗ is any solution of the linear equation (28). Lastly, (29) can be rewritten as
0 = (Φ¯T D¯Φ¯)−1Φ¯T D¯
(
1N ⊗ 1
N
N∑
i=1
rpiii + γP¯
piΦw¯∗ −Φw¯∗
)
.
Subtracting (27) by the last term, we obtain θ¯∗ = (Φ¯T D¯Φ¯)−1Φ¯T D¯
(
−r¯pi + 1N ⊗ 1N
∑N
i=1 r
pii
i
)
. This completes the proof.
APPENDIX B
PROOF OF LEMMA 2
To prove Lemma 2, we will first prove a bound on w∗ ∈ W∗.
Lemma 3. If w∗ is an optimal solution presented in Proposition 1, then
‖w∗‖∞ ≤ 1
1− α
√
|S|
λmin(ΦTΦ)
(
1√
ξ
‖ΠJpi − Jpi‖D + σ
)
.
Proof. We first bound the term ‖Φw∗‖∞ as follows:
‖Φw∗‖∞ = ‖Φw∗ − Jpi + Jpi‖∞
≤ ‖Φw∗ − Jpi‖∞ + ‖Jpi‖∞
≤ ‖Φw∗ − Jpi‖2 + ‖Jpi‖∞
≤ 1
ξ
‖Φw∗ − Jpi‖D + ‖Jpi‖∞
≤ 1√
ξ
1
1− α‖ΠJ
pi − Jpi‖D + ‖Jpi‖∞
≤ 1√
ξ
1
1− α‖ΠJ
pi − Jpi‖D + σ
1− α ,
where the first inequality follows from the triangle inequality, the second inequality uses ‖ · ‖∞ ≤ ‖ · ‖2, the third inequality uses
√
xTx ≤√
xTDx/mins∈S d(s) =
√
xTDx/
√
ξ, the fourth inequality comes from [9, Prop. 6.10], and the last inequality uses the bound on the
rewards. On the other hand, its lower bound can be obtained as
‖Φw∗‖∞ ≥ 1√|S|‖Φw∗‖2 ≥ 1√|S|‖w∗‖2
√
λmin(ΦTΦ) ≥ 1√|S|‖w∗‖∞
√
λmin(ΦTΦ),
where the first inequality comes from ‖v‖2 ≤ √n‖v‖∞ for any v ∈ Rn and the second inequality uses ‖Φw∗‖2 =
√
(w∗)TΦTΦw∗ ≥√
(w∗)Tλmin(ΦTΦ)w∗ =
√
λmin(ΦTΦ) ‖w∗‖2. Combining the two relations completes the proof.
Proof of Lemma 2: The first bound easily follows from w¯∗ = 1N ⊗ w∗ and Lemma 3. Since v¯∗ = 0 from Proposition 3, the second
inequality is obvious. For the third bound, we use the expression for θ¯∗ in Proposition 3 to prove
‖Φ¯T θ¯∗‖∞ =
∥∥∥∥∥Π¯
(
−r¯pi + 1⊗ 1
N
N∑
i=1
rpiii
)∥∥∥∥∥
∞
≤
∥∥∥∥∥Π¯
(
−r¯pi + 1⊗ 1
N
N∑
i=1
rpiii
)∥∥∥∥∥
2
≤ 1√
ξ
∥∥∥∥∥Π¯
(
−r¯pi + 1⊗ 1
N
N∑
i=1
rpiii
)∥∥∥∥∥
D
≤ 1√
ξ
∥∥∥∥∥−r¯pi + 1⊗ 1N
N∑
i=1
rpiii
∥∥∥∥∥
D
≤ 1√
ξ
∥∥∥∥∥−r¯pi + 1⊗ 1N
N∑
i=1
rpiii
∥∥∥∥∥
2
≤ 1√
ξ
√
N |S|
∥∥∥∥∥−r¯pi + 1⊗ 1N
N∑
i=1
rpiii
∥∥∥∥∥
∞
≤2σ
√
N |S|√
ξ
,
where the first inequality follows from ‖ · ‖∞ ≤ ‖ · ‖2, the third inequality follows from the nonexpansive property of the projection (see [9,
Proof of Prop. 6.9., pp. 355] for details), and the fact that ‖v‖2 ≤ √n ‖v‖∞ for any v ∈ Rn is used in the fifth inequality. Lower bounds
on ‖Φ¯T θ¯∗‖∞ are obtained as
‖Φ¯T θ¯∗‖∞ ≥ 1√
N |S|‖Φ¯
T θ¯∗‖2 ≥ 1√
N |S|
√
λmin(Φ¯T Φ¯)‖θ¯∗‖2 =
√
λmin(ΦTΦ)
|S| ‖θ¯
∗‖2 ≥
√
λmin(ΦTΦ)
|S| ‖θ¯
∗‖∞.
Combining the two inequalities yields the third bound. For the last inequality, we use Proposition 4 and obtain a bound on L¯†Φ¯T (I −
γP¯ pi)T D¯Φ¯θ¯∗ ∈ F˜∗
‖µ¯‖∞ =‖L¯†Φ¯T (I − γP¯ pi)T D¯Φ¯θ¯∗‖∞
≤‖L¯†‖∞‖Φ¯T (I − γP¯ pi)T D¯Φ¯‖∞‖θ¯∗‖∞
≤‖L†‖∞‖Φ‖2∞‖(I − γP pi)TD‖∞‖θ¯∗‖∞
≤|S|‖L†‖∞‖Φ‖2∞‖θ¯∗‖∞
≤|S|‖L†‖∞‖Φ‖2∞2σ|S|
√
N
ξλmin(ΦTΦ)
,
where the third inequality follows from the fact that absolute values of all elements of (I − γP pi)TD are less than one, and the fourth
inequality uses the bounds on ‖θ¯∗‖∞.
APPENDIX C
PROOF OF PROPOSITION 5
To prove the first statement of Proposition 5, we consider a more general convex-concave function L : X ×W → R, where X and W
are compact convex sets. The goal is to find a saddle point (x∗, w∗) defined in Definition 1 over the set X ×W . In addition, consider an
algorithm of the following form:
xk+1 = ΓX (xk − αk(Lx(xk, wk) + εk)), (30)
wk+1 = ΓW(wk + αk(Lw(xk, wk) + ξk)), (31)
where Lx(x,w) and Lw(x,w) are the gradients of L(x,w) with respect to x and w, respectively, and (εk, ξk) is a random variable with
zero mean. To proceed, define the history of the algorithm until time k, Fk := (ε0, . . . , εk−1, ξ0, . . . , ξk−1, x0, . . . , xk, w0, . . . , wk) related
to Algorithm 1.
Proposition 7. Assume that there exists a constant C > 0 such that
‖Lx(xk, wk) + εk‖2 ≤ C, (32)
‖Lw(xk, wk) + ξk‖2 ≤ C. (33)
In addition, we assume that the step-size sequence (αk)
∞
k=0 satisfies αk = α0/
√
k + 1. Let xˆT =
1
T
∑T−1
k=0 xk and wˆT =
1
T
∑T−1
k=0 wk be
the averaged dual iterates generated by (30) and (31) with T ≥ 1. Then, for any ε > 0, δ ∈ (0, 1/e), if
T ≥ (2α0
√
2C + 1)2(Ω + ε)Ω
α20C
1
ε2
ln
(
1
δ
)
,
then
P[(xˆT , wˆT ) ∈ Hε] ≥ 1− δ,
where Ω := α0C
2 + Cdiam(X ) +Cdiam(W) and e is the natural number.
The proof of Proposition 7 is mainly based on results in [20] and [13]. Below, we list several technical lemmas for the proof. Basic iterate
relations given in [13] are introduced in the following lemma.
Lemma 4 (Basic iterate relations [13]). Let the sequences (xk, wk)
∞
k=0 be generated by the stochastic subgradient algorithm in (30) and (31).
Then, we have:
1) For any x ∈ X and for all k ≥ 0,
E[‖xk+1 − x‖2|Fk] ≤ ‖xk − x‖2 + α2kE[‖Lx(xk, wk) + εk‖2|Fk]− 2αk(L(xk, wk)− L(x,wk)).
2) For any w ∈ W and for all k ≥ 0,
E[‖wk+1 − w‖2|Fk] ≤ ‖wk − w‖2 + α2kE[‖Lw(xk, wk) + ξk‖2|Fk] + 2αk(L(xk, wk)− L(xk, w)).
Proof. The result can be obtained by the iterate relations in [13, Lemma 3.1] and taking the expectations.
Fix any x ∈ X and w ∈ W , define E (1)k := ‖xk − x‖2 and E (2)k := ‖wk − w‖2. Using the notations, we can prove the following.
Lemma 5. Suppose (32) and (33) hold. Then, for any x ∈ X , w ∈ W , we have
1
T
T−1∑
k=0
(L(xk, wk)− L(x,wk)) ≤ diam(X ) + α
2
0C
2α0
√
T
+
1
T
T−1∑
k=0
√
k + 1
2α0
(E (1)k+1 − E[E (1)k+1|Fk])︸ ︷︷ ︸
=:Ψ1
and
− diam(W) + α
2
0C
2α0
√
T
− 1
T
T−1∑
k=0
√
k + 1
2α0
(E (2)k+1 − E[E (2)k+1|Fk])︸ ︷︷ ︸
=:Ψ2
≤ 1
T
T−1∑
k=0
(L(xk, wk)− L(xk, w))
with probability one.
Proof. We will prove the first inequality. The second inequality can be obtained in the same way. We let αk = α0/
√
k + 1, use
E[‖Lx(xk, wk) + εk‖2|Fk] ≤ C in (32), and rearrange terms in Lemma 4 to have L(xk, wk) −L(x,wk) ≤
√
k+1
2α0
(E (1)k − E[E (1)k+1|Fk]) +
α0
2
√
k+1
C2. By adding these relations over k = 0, . . . , T − 1, dividing by T , and rearranging terms, we have
1
T
T−1∑
k=0
(L(xk, wk)− L(x,wk)) ≤ 1
T
T−1∑
k=0
√
k + 1
2α0
(E (1)k − E (1)k+1)︸ ︷︷ ︸
Φ1
+
1
T
T−1∑
k=0
√
k + 1
2α0
(E (1)k+1 − E[E (1)k+1|Fk]) +
1
T
T−1∑
k=0
α0
2
√
k + 1
C2
︸ ︷︷ ︸
Φ2
.
The term Φ1 on the right-hand side can be written by
Φ1 =
1
2α0T
T−1∑
k=0
√
k + 1(E (1)k − E (1)k+1)
≤ 1
2α0T
(
E (1)0 +
T−1∑
k=1
(
√
k + 1−
√
k)E (1)k
)
≤diam(X )
2α0T
+
1
2α0T
(
√
T − 1)diam(X )
=
diam(X )
2α0
√
T
with probability one. For the term Φ2, we have
1
T
∑T−1
k=0
1√
k+1
C2 = 1
T
∑T
k=1
C2√
k
≤ C2 1
T
∫ T
0
1√
t
dt = C
2√
T
, and the desired result
follows.
Lemma 6. Suppose (32) and (33) hold. Then, for any x ∈ X , w ∈ W , we have
L(xˆT , w)− L(x, wˆT ) ≤ diam(X ) + diam(W) + 2α
2
0C
2
2α0
√
T
+
1
T
(Ψ1 +Ψ2).
Proof. Applying the results of Lemma 5 and using the convexity and concavity of L with respect to x and w, respectively, yield
1
T
T−1∑
i=0
L(xk, wk)− L(x, wˆT ) ≤ diam(X ) + α
2
0C
2
2α0
√
T
+
1
T
Ψ1, (34)
− diam(W) + α
2
0C
2
2α0
√
T
− 1
T
Ψ2 ≤ 1
T
T−1∑
k=0
L(xk, wk)− L(xˆT , w). (35)
Multiplying (35) by −1 and combining it with (34), we obtain the desired result.
Lemma 6 proves the convergence of the duality gap except for the last term 1
T
(Ψ1 + Ψ2). To prove the convergence of the last term,
define Ek := E (1)k + E (2)k , k ≥ 0, and
MT := Ψ1 +Ψ2 =
T−1∑
k=0
1
2αk
(Ek+1 − E[Ek+1|Fk]).
Then, one easily prove that E[MT+1|FT ] = MT , and hence, (MT )∞T=0 is a Martingale. To prove the convergence, we use the Berstein
inequality.
Lemma 7 (Berstein inequality for Martingales [32]). Let (MT )∞T=0 be a square integrable martingale such that M0 = 0. Assume that
∆MT ≤ b, ∀T ≥ 1 with probability one, where b > 0 is a real number and ∆MT is the Martingale difference defined as ∆MT :=
MT −MT−1, T ≥ 1. Then, for any ε ∈ [0, b] and a > 0,
P
[
1
T
MT ≥ ε, 1
T
〈M〉T ≤ a
]
≤ exp
(
− Tε
2
2(a+ bε/3)
)
,
where
〈M〉T :=
T−1∑
k=0
E[(Mk+1 −Mk)2|Fk] =
T−1∑
k=0
E[∆M2k+1|Fk].
Lemma 8. Suppose (32) and (33) hold. Then, we have ∆MT+1 :=MT+1−MT = 12αT (ET+1−E[ET+1|FT ]) ≤ b with probability one,
where b = α0C
2 + 2Cdiam(X ) + 2Cdiam(W).
Proof. Noting that MT+1 −MT = 12αT (E
(1)
T+1 − E[E (1)T+1|FT ]) + 12αT (E
(2)
T+1 − E[E (2)T+1|FT ]), we obtain the bounds
1
2αk
(E (1)k+1)− E[E (1)k+1|Fk]) =
1
2αk
‖ΓX (xk − αkLx(xk, wk)− αkεk)− x∗‖2
− 1
2αk
E[‖ΓX (xk − αkLx(xk, wk)− αkεk)− x∗‖2|Fk]
=
1
2αk
(‖ΓX (xk − αkLx(xk, wk)− αkεk)− xk‖22 + ‖xk − x∗‖22
− 2(xk − x∗)T (ΓX (xk − αkLx(xk, wk)− αkεk)− xk)
− E[‖ΓX (xk − αkLx(xk, wk)− αkεk)− xk‖22|Fk]− ‖xk − x∗‖22
− E[(ΓX (xk − αkLx(xk, wk)− αkεk)− xk)T (xk − x∗)|Fk]) (36)
≤ 1
2αk
‖ΓX (xk − αkLx(xk, wk)− αkεk)− xk‖22
+
1
αk
‖xk − x∗‖2‖ΓX (xk − αkLx(xk, wk)− αkεk)− xk‖2
+
1
αk
E[‖xk − x∗‖2‖ΓX (xk − αkLx(xk, wk)− αkεk)− xk‖2|Fk] (37)
≤αk
2
‖Lx(xk, wk) + εk‖22 + ‖xk − x∗‖2‖Lx(xk, wk) + εk‖2
+ ‖xk − x∗‖2E[‖Lx(xk, wk) + εk‖2|Fk] (38)
≤(αkC2 + 4Cdiam(X ))/2,
where (36) follows from the relation ‖a−b‖22 = ‖a‖22+‖b‖22−2aT b for any vectors a, b, (37) follows from the Cauchy-Schwarz inequality, (38)
follows from the nonexpansive map property of the projection ‖ΓX (a) − ΓX (b)‖2 ≤ ‖a − b‖2, and the last inequality is obtained after
simplifications. Similarly, one gets 1
2αk
(E (2)k+1 − E[E (2)k+1|Fk]) ≤ (αkC2 + 4Cdiam(W))/2. Combining the last two inequalities, we obtain
the desired conclusion.
Lemma 9. Suppose (32) and (33) hold. Then, 1
T
〈M〉T ≤ a holds with probability one, where a = (2α0C2 + 2Cdiam(X ) +
2Cdiam(W))2/4.
Proof. Using E[Ek|Fk] = Ek, we have
E[|Mk+1 −Mk|2|Fk] = 1
4α2k
E[|Ek+1 − E[Ek+1|Fk]|2|Fk]
=
1
4α2k
E[|Ek+1 − Ek − E[Ek+1 − Ek|Fk]|2|Fk]
≤ 1
4α2k
E[E[|Ek+1 − Ek|2|Fk]|Fk]
=
1
4γ2k
E[| E (1)k+1 + E (2)k+1 − E (1)k − E (2)k︸ ︷︷ ︸
=:Φ1
|2|Fk], (39)
where the inequality follows from the fact that the variance of a random variable is bounded by its second moment. For bounding (39), note
that Φ1 is written as
Φ1 = ‖xk+1 − x∗‖22 − ‖xk − x∗‖22 + ‖wk+1 − w∗‖22 − ‖wk − w∗‖22.
Here, the first two terms have the bound
‖xk+1 − x∗‖2 − ‖xk − x∗‖2 =‖ΓX (xk − αkLx(xk, wk)− αkεk)− xk‖2
− 2(ΓX (xk − αkLx(xk, wk)− αkεk)− xk)T (xk − x∗) (40)
≤‖ΓX (xk − αkLx(xk, wk)− αkεk)− xk‖22
+ 2‖ΓX (xk − αkLx(xk, wk)− αkεk)− xk‖2‖xk − x∗‖2 (41)
≤α2k‖Lx(xk, wk) + εk‖22 + 2αk‖Lx(xk, wk) + εk‖2‖xk − x∗‖2 (42)
≤αk(α0C2 + 2Cdiam(X )) (43)
where (40) follows from the relation ‖a− b‖22 = ‖a‖22 + ‖b‖22 − 2aT b for any vectors a, b, (41) follows from the Cauchy-Schwarz
inequality, (42) is due to the nonexpansive map property of the projection ‖ΓX (a)− ΓX (b)‖2 ≤ ‖a− b‖2, (43) comes from (32) and (33).
Similarly, the second two terms in Φ1 are bounded by αk(α0C
2+2Cdiam(W)). Combining the last two results leads to Φ1 ≤ αk(2α0C2+
2Cdiam(X ) + 2Cdiam(W)), and plugging the bound on Φ1 into (39) and after simplifications, we obtain E[|Mk+1 −Mk|2|Fk] ≤
(2α0C
2 + 2Cdiam(X ) + 2Cdiam(W))2/4, which is the desired conclusion.
Proof of Proposition 7: Fix any x ∈ X , w ∈ W . We apply the Bernstein inequality in Lemma 7 with a Lemma 9 and b in Lemma 8 to
prove
P
[
1
T
MT ≥ βε, 1
T
〈M〉T ≤ a
]
= P
[
1
T
MT ≥ βε
]
≤ exp
(
− Tβ
2ε2
2(a+ bβε/3)
)
with any β ∈ (0, 1) and ε > 0. By Lemma 7, for any δ ∈ (0, 1), exp
(
− Tβ2ε2
2(a+bβε/3)
)
≤ δ holds if and only if
T ≥ 2(a+ bβε/3)
β2ε2
ln(δ−1).
Therefore, if T ≥ 2(a+bβε/3)
β2ε2
ln(δ−1) =: Π1, then with probability at least 1−δ, we haveMT /T ≤ βε, which in combination with Lemma 6
implies L(xˆT , w)− L(x, wˆT ) ≤ C0/
√
T + βε, where
C0 :=
diam(X ) + diam(W) + 2α20C
2α0
.
Similarly, C0 ≤ ε(1− β) holds if and only if T ≥ C
2
0
ε2(1−β)2 . If δ ∈ (0, 1/e), then ln(1/δ) ≥ 1, and the last inequality holds if
T ≥ C
2
0
ε2(1− β)2 ln(δ
−1) =: Π2
Therefore, if T ≥ Π1 and T ≥ Π2, then with probability at least 1− δ, we have
L(xˆT , w)− L(x, wˆT ) ≤ C0/
√
T + βε ≤ (1− β)ε+ βε = ε.
Now, we determine β ∈ (0, 1) to simplify the result. First, Π1 and Π2 are replaced with their upper bounds
Π2 ≤ 1
(1− β)2
(
diam(X ) + diam(W) + α20C
α0
)2
1
ε2
ln
(
1
δ
)
and
Π1 ≤ 8(α0C
2 + Cdiam(X ) + Cdiam(W) + ε)(α0C2 + Cdiam(X ) + Cdiam(W))
β2
1
ε2
ln
(
1
δ
)
,
respectively, and solve for β ∈ (0, 1) the inequality Π1 ≥ Π2 to obtain β =
√
8α2
0
C√
8α2
0
C+1
. Plugging this β into Π1 ≥ Π2, we conclude that if
T ≥ (2α0
√
2C + 1)2(Ω + ε)Ω
α20C
1
ε2
ln
(
1
δ
)
,
then with probability at least 1− δ, L(xˆT , w)− L(x, wˆT ) ≤ ε. From the inequality, we conclude
P[(xˆT , wˆT ) ∈ Hε] ≥ 1− δ.
This completes the proof. 
We now present a sketch of the proof of Proposition 7.
Proof of Proposition 5: Since the reward is bounded by σ, it is straightforward to prove that the stochastic estimates of the gradient are
bounded, and the inequalities in (32) and (33) are satisfied. Then, the first statement is proved by using Proposition 7. 
APPENDIX D
COMPARISON ALGORITHM
Algorithm 2 Distributed GTD with averaging
1: Set κ ≥ 0 and the step-size sequence {αk}∞k=0.
2: for agent i ∈ {1, . . . , N} do
3: Initialize (θ
(i)
0 , w
(i)
0 ).
4: end for
5: for k ∈ {0, . . . , T − 1} do
6: for agent i ∈ {1, . . . , N} do
7: Sample (s, a, s′) with s ∼ d, a ∼ πi(·|s), s′ ∼ P (s, a, ·), rˆi := rˆi(s, a, s′).
8: Update parameters according to
δ
(i)
k = rˆi + γ(φ
′)T θ(i)k − φT θ(i)k ,
w
(i)
k+1/2
= w
(i)
k + αk(φ− γφ′)(φT θ(i)k ),
θ
(i)
k+1 = θ
(i)
k + αk(δ
(i)
k − φT θ(i)k )φ,
w
(i)
k+1 =

w(i)k+1/2 + ∑
j∈Ni
w
(j)
k+1/2

 /(|Ni|+ 1)
where Ni(k) is the neighborhood of node i on the graph G(k), φ := φ(s), φ′ := φ(s′).
9: end for
10: end for
11: Output The averaged, wˆ
(i)
T =
1
T
∑T
k=0 w
(i)
k , i ∈ V , and last, w(i)T , i ∈ V , iterates.
APPENDIX E
ADDITIONAL SIMULATION I
APPENDIX F
ADDITIONAL SIMULATION II
In this section, we study examples that illustrate potential applicability of the proposed approach. In the following examples, we consider
multi-agents navigation problems.
Example 2. Consider a 20[m] × 20[m] continuous space X with three robots (agent 1 (blue), agent 2 (red), and agent 3 (black)), which
patrol the space with identical stochastic motion planning policies π1 = π2 = π3 = π. We consider a single integrator system for each
agent i: x˙i(t) = ui(t) with the control policy ui(t) = −h(xi(t)− ri) employed from [33], where t ∈ R+ is the continuous time, h ∈ R++
is a constant, ri is a randomly chosen point in X with uniform distribution over X . Under the control policy ui(t) = −h(xi(t)− ri), xi(t)
globally converges to ri as t → ∞ [33, Lemma 1]. When xi is sufficiently close to the destination ri, then it chooses another destination
ri uniformly in X , and all agents randomly maneuver the space X . The continuous space X is discretized into the 20 × 20 grid world
S . The collaborative objective of the three robots is to identify the dangerous region using individually collected reward (risk) information
by each robot. The global value function estimated by the proposed distributed GTD learning informs the location of the points of interest.
The three robots maneuver the space and detect the dangers together. For instance, these regions represent those with frequent turbulence
in commercial flight routes or enemies in battle fields. Each robot is equipped with a different sensor that can detect different regions, while
a pair of robots can exchange their parameters, when the distance between them is less than or equal to 5. We assume that robots do not
interfere with each other; thereby we can consider three independent MDPs with identical transition models. The three regions and robots
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Fig. 5. Evolution of iterates of the proposed DGTD (solid lines with different colors for agents), Algorithm 1, and the single-agent GTD [2] (dashed lines)
with the averaging iteration output and the step-size rule, αk = 1/
√
k + 100.
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Fig. 6. Evolution of iterates of the averaging DGTD (solid lines with different colors for agents), and the single-agent GTD [2] with the averaging iteration
output and the step-size rule, αk = 1/
√
k + 100.
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Fig. 7. Three dangerous regions that can be detected by three different UAVs.
are depicted in Figure 7, where the blue region is detected only by agent 1 (blue circle), the red region is detected only by agent 2 (red
circle), and the black region only by agent 3 (black circle).
For each agent, the detection occurs only if the UAV flies over the region, and a reward rˆ = 100 is given in this case. In the scenario
above, the reward is given, when turbulence is detected: Algorithm 1 is applied with γ = 0.5 and Φ = I|S| (tabular representation).
We run Algorithm 1 with 50000 iterations, and the results are shown in Figure 8. The results suggest that all agents successfully
estimate identical value functions, which are aware of three regions despite of the incomplete sensing abilities and communications.
The obtained value function can be used to design a motion planning policy to travel safer routes. The animation can be found
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Fig. 8. Example 2. 2D plots of value functions of three different agents.
in https://www.youtube.com/watch?v=CkHbUS65pLQ.
Example 3. Consider a 20[m] × 20[m] continuous space X with three robots (agent 1 (blue), agent 2 (red), and agent 3 (black)), which
navigate the space with different policies. Agent 1 (blue) is the leader, which periodically travels a rectangular path, while the other two
agents (agent 2 (red) and agent 3 (black)) are followers, which maintain a horizontal formation on the left and right sides of the leader
agent 1 using the consensus-based formation control scheme [34, Theorem 3.8]. The vertical formation line is maintained to be orthogonal
to the leader’s moving direction. The formations are illustrated in Figure 9. The goal is to find a value function that informs the three regions
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Fig. 9. Three regions and robots.
in Figure 9 represented by black rectangles. For example, one can imagine robots flying over corn fields and trying to detect regions infested
by harmful insects. The value function can be used to design an intelligent motion planning policy of the robots to eradicate the insects
more efficiently. The formation of three robots allows them to cover the space and detect the regions more efficiently. The current state is
the coordinate of one of the three robots randomly chosen with the uniform distribution, and the current state information is broadcasted
from the leader to the followers. All robots are equipped with identical sensors that can detect the regions, whenever the regions intersect
with each agent’s circular sensing range with radius 0.5 indicated in Figure 9 with blue dotted circles. The reward rˆi = 100 is given to the
agent i, if the agent’s current coordinate is the same as the current state and its sensor detects the region. The followers can communicate
only with the leader, resulting in a fixed communication topology.
We again run Algorithm 1 with γ = 0.5 and Φ = I|S| (tabular representation). With 50000 iterations, the results are shown in Figure 10,
where each figure depicts a 2D plot of the value functions of all agents. The result again demonstrates the validity of the proposed approach.
The animation can be found in https://www.youtube.com/watch?v=9p-Pi8w9S6U&t=18s.
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Fig. 10. 2D plots of value functions of three different agents.
