Abstract-The rich information in the power spectral density (PSD) matrix of a received signal can be extracted in different ways for various purposes in signal processing. Care, however, must be taken when distances between PSD matrices are considered because these matrices form a Riemannian manifold in the signal space. In this paper, two Riemannian distances (RD) are introduced for the measurement of distances between PSD matrices on the manifold. The principle by which the geodesics on the manifold can be lifted to a Euclidean subspace isometric with the tangent space of the manifold is also explained and emphasized. This leads to the concept that any optimization involving the RD on the manifold can be equivalently performed in this Euclidean subspace. The application of this principle is illustrated by the development of iterative algorithms to find the Riemannian means and Riemannian medians according to the two RD. These distance measures are then applied to the detection of narrow-band sonar signals. Exploration of the translation of measure reference as well as the application of optimum weighting show substantial improvement in detection performance over classical detection method.
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For a multi-sensor system, the signal covariance or PSD matrices can be established readily: The M -channel signal is first divided into epochs, each of T seconds. The nth epoch can now be represented by an M × T matrix S n , having s n (t) = [s n 1 (t) · · · s nM (t)]
T as its tth column vector. If T is chosen so that {s n (t)}, t = 1, · · · , T , can be considered as wide-sense stationary vectors, then its ensemble mean and covariance can be approximated by taking the corresponding time averages, i.e., μ n = E[s n ] ≈ 1 T T t=1 s n (t) =μ n and R n (τ )=E[{s n (t + τ ) −μ n }{s n (t) − μ n } H ] ≈ 1 T T t=1 {s n (t + τ ) −μ n }{s n (t) − μ n } H , with E(.) denoting the expected value. Taking the DFT of the M × M covariance matrix R n (τ ), we obtain the Hermitian, positive semi-definite PSD matrix of the signal [7] , i.e., at frequency ω,
In practice, efficient algorithms [8] for computing the PSD matrix of the measured data are available. Both covariance and PSD matrices contain similar information. Here, we focus on the use of PSD matrices for signal processing in this paper. Being positive semi-definite and Hermitian symmetric, the PSD matrices are structurally constrained and thus form a manifold M in the real linear vector space H of all M × M matrices [9] , [10] . Therefore, the commonly used Euclidean distance (ED) may not be appropriate for measuring the distance between two PSD matrices; rather, we should use the Riemannian Distance (RD) that measures along the surface of the manifold. RD have recently been developed and studied especially with reference to spectral analysis, [11] , [12] and have been extended to multivariate spectral densities [13] . A general approach to establish a RD may lie in the concept of "non-commutative division" [14] generalizing the Fisher information metric to matrices [15] . In particular, in [16] each signal covariance matrix is assumed strictly positive definite and Toeplitz and is reconstructed from the reflection coefficients estimated from observed data samples. The RD between these reconstructed matrices can then be deduced [17] . Two gradient descent algorithms are developed to find the p-mean of the matrices which can then be applied to CFAR radar signal detection. This paper also addresses the application of RD in signal processing. Two recently developed RD (together with their weighted versions) suitable for signal processing are first reviewed and are applied to the PSD matrices constructed directly from the data. The concept of the existence of a Euclidean subspace isometric to the tangent space of the Riemannian manifold is utilized to develop efficient algorithms for locating the mean and median of PSD matrices on the manifold. These results are then applied to the problem of sonar signal detection which, together with the development of a weighting matrix optimum for this application, shows very encouraging results.
Notations: The imaginary unit is denoted by j = √ −1. Vectors and matrices are represented by lower and upper cases of bold letters respectively, e.g., a and A. The inner product norm, the trace and the Hermitian conjugate of a square matrix are denoted by · , tr(·) and (·) H respectively, while the inner product of vectors or matrices is denoted by ·, · . Vector spaces and subspaces, as well as manifolds are denoted by upper case script letters, in particular, a Euclidean space is denoted by H, a manifold by M, the tangent space to a point in H is denoted by T H (·), and the tangent space to a point in M is denoted by T M (·), etc.
II. DISTANCES BETWEEN TWO PSD MATRICES
From Section I, we see that the PSD matrices of a signal epoch S n constitute a series of points at different frequencies on M. As a measure of the dissimilarity between the mth and nth epochs, we may establish a distance measure between the two curves of PSD matrices by summing all the distances between the curves P m (ω) and P n (ω) at the discrete frequency ω i in the range of [ω min , ω max ]. Thus, we need to first establish the distance between P m (ω i ) and P n (ω i ). (Henceforth, for notational brevity, we will omit the dependence of P on ω i , with the understanding that these points P m and P n represent PSD matrices at the same frequency.)
A. Euclidean Distance (ED)
ED is an inner product [18] distance which is the most commonly used distance measure in signal processing because it coincides with the usual concept of distance in a 3-dimensional space and also represents many important physical quantities. We can regard an M × M matrix as a point in the M 2 complex signal space so that the distance between two such matrices A and B is defined as:
Eq. (2), often called the Frobenius distance [19] , is induced by the inner product norm, and is the ED between A and B.
B. Riemannian Distance (RD)
From Section I, the distance between two PSD matrices should be measured along the surface of the manifold. Now, the length of the path between the two points on the manifold M is given by [20] :
and g P (Ṗ,Ṗ) is an inner product metric (called a Riemannian metric) defined on M. The curve on the manifold linking two PSD matrices P m and P n having the minimum length is called a geodesic, and the length of the geodesic is the RD between the two points, i.e.,
Alternatively, the measurement of RD between PSD matrices P ∈ M can be developed [21] by establishing a mapping π : M → H where H denotes the Euclidean space of all M × M complex matrices. This mapping π associates each point P ∈ M withP π(P). Then,P is still an M × M complex matrix but may no longer be positive semi-definite or Hermitian, i.e.,P ∈ H. By choosing a particular mapping π, together with an appropriate Riemannian metric, we can find a Euclidean subspace U H P in H which is isometric with T M (P), the tangent space at P on the manifold M. Thus, the RD on the manifold can be expressed directly in the Euclidean subspace U H in which ED is the distance measure. Following this approach, three different closed-form expressions of RD for the PSD matrix manifold have been obtained and studied [22] .
We use the mapping π such that P =PP H , i.e.,P = P 1/2 U whereP ∈ H, P ∈ M, U is unitary, and choose the Riemannian metric on M as g P (A, B) = 1 2 trAK with A, B ∈ T M (P), and KP+ PK = B. Then, P m and P n can be lifted toP m ,P n ∈ U H by letting
rm withΣ being the singular value matrix, and U m and U rm being the left and right singular vector matrices of P 1/2 n P 1/2 m respectively. The RD is then
Use the mapping π such that P =P 2 , and choose the Riemannian metric g P (A, B) = A, K where PK + KP + 2PKP = B, with A, B ∈ T M (P), then the RD between P m and P n on M is:
3) RD d R 3 : Use the mapping π: P = exp(P), and choose the Riemannian metric g P (A, B) = tr(P −1 AP −1 B) where A, B ∈T M (P), then the RD between P m and P n in M is
where λ i are the eigenvalues of P −1 m P n .
Remarks:
a) RD d R 1 is known as Bures metric [23] , [24] in quantum mechanics and as Wasserstein distance [25] in probability measures.
b) RD d R 3 has been in use for many years in mathematics and physics [10] , [26] , [27] . Total and Base Spaces -Isometry between U H and T M : The inverse of the mapping π in the development of RD above can be looked upon as a projection π −1 : H → M, such that P is an "image" on the manifold M of the (non-unique) pointsP in the Euclidian space H. M and H are often called the base space and the total space respectively and the linking between the two spaces is called the fibre above P [20] . Any point along the fibre satisfies the mapping π which brings P toP by a lifting process, and returnsP to P by a projecting process, along the fibre. We may conceive now that the geodesic between P m and P n on M can be lifted along the fibres to a subspace U H ⊂ H isometric with T M , the tangent space of M. The isometry between U H and T M means that the RD between two points d R (P m , P n ) on the manifold M is equal in length to the ED d E (P m ,P n ) betweenP m andP n ∈ U H .
We will use these concepts in the ensuing sections to carry out optimizations involving the geodesics by lifting the matrices on M to the corresponding U H where the optimization can be performed in equivalent ED. The alternating lifting, optimization and projection can be carried out iteratively until a solution is reached.
Weighting of RD: The feature matrices can be emphasized or de-emphasized by the weighting of a RD on M. Weighting is usually designed according to prior information for the facilitation of the application. This will be demonstrated in Section IV. Weighting of a RD can be effected by applying a positive definite Hermitian weighting matrix W to the PSD feature matrices such that we write W = ΩΩ H , where Ω is M × K, K ≤ M , and we let P m W = Ω H P m Ω and P n W = Ω H P n Ω be the weighted versions of P m and P n , respectively. It is easy to see that P m W and P n W are also positive semi-definite Hermitian matrices, i.e., P m W , P n W ∈ M. The distance between two weighted PSD matrices then results in a weighted RD. For a full-ranked weighting matrix W, the three weighted RD are respectively [22] ,
with
and
. From (7c), it can be seen that d R 3 is weight-invariant for a full-ranked square weighting matrix W. Thus, to take full advantage of available prior information in signal processing, we only look at the application of d R 1 and d R 2 in this paper.
III. MEAN AND MEDIAN OF PSD MATRICES
For real scalars, the mean and the median minimizes respectively the sum of the squared distances, and the sum of the absolute distances from the points [28] . We can generalize these properties to define the mean and median of M × M PSD matrices, {P n , n = 1, · · · , N}, by using the geometric distance d measured between two matrices. Thus, we have, F1: Lifting the geodesic between P m and P n from M to U H described in the last section can be equivalently carried out by first lifting P m to a fixed point say, to P 1/2 m and then lifting P n toP n = P
Thus, we can equivalently perform the optimization in U H in terms of ED. F3: For a set of N M × M matrices {P n } ∈ H, the sample averageC = 1 N N n =1P n minimizes the sum squared ED:
(This can be seen by noting that g E is quadratic and by equating the differential of the right side with respect to C to zero.) Using these facts, the algorithm for locating C R 1 is as follows: Algorithm RMn1 (Alg RMn1):
n ∀ n. 5) Evaluate the new arithmetic mean:
n . (6) Update the Riemannian mean on manifold: 
where C 0 ∈ M. The estimated RMn can be located at this convergent point such that C R 1 = C 0 . Proof of Theorem 1 is shown in Appendix A. The proof of Theorem 1 uses F1 and F2 to find an isometry of M and uses F3 to establish a contraction (i.e., g
E ) leading to the convergence of the process. Isometry between U H and T M establishes that C R 1 is arrived at when optimality is achieved in U H . The same reasoning can be used later in the proofs of convergence for other algorithms.
An important contribution [15] for locating RMn 1 employs an auxiliary matrix and transforms the problem into a convex semi-definite relaxation (SDR) problem, thereby finding the true optimum RMn 1 . The following example compares the numerical efficiency and accuracy of Alg RMn1 in finding the mean of PSD matrices according to d R 1 with that in [15] .
Example 1: We first generate N = 6 M -dimensional (M = 4) zero-mean complex random Gaussian vectors
For each vector β n , we form the PSD matrix P n such that
We now find the estimated RMn C R 1 of these six PSD matrices using Eq. (9) of Alg RMn1. We also employ the convex SDR algorithm (Alg SDR) established in [15] and evaluate the optimum RMn C OpR 1 . Both algorithms yielded identical numerical results giving unnumbered Eq. shown at the bottom of this page, with the sum-square distance in both cases given by
For each iteration of mapping from base to total spaces in Alg RMn1, we need to perform a SVD (O(M 3 )) for the (N + 1) matrices. For K iterations, the complexity is O(K · N · M 3 ). For Alg SDR [15] , the estimated complexity is O(N · M 2 ) 3.5 . The two algorithms were run on a Dell Inspiron 15 5000 series laptop computer. For this example, Alg RMn1 needs K = 9 iterations and a CPU time of 0.0287 sec for convergence, while for Alg SDR, the CPU time needed is 0.5964 sec.
The above example shows that both algorithms result in the same optimal RMn, however, Alg RMn1 is significantly higher in computational efficiency than Alg SDR. Many other examples with differently distributed random vectors as well as different M and N have been carried out and similar degree of accuracy and high efficiency of Alg RMn1 are observed.
Continuity of Estimated RMn Obtained By Alg RMn1:
In Section II, we are reminded that P n in fact stands for P n (ω i ). Now, if P n (ω i ) is a continuous function of ω, then it can be shown that the estimated RMn C R 1 using Alg RMn1 is also continuous. This is stated in the following theorem:
Proof of Theorem 2 is shown in Appendix B.
III.1.2) RMn According to d W R 1 :
We weight the PSD matrices by a positive definite matrix W = ΩΩ H such that P n W = Ω H P n Ω is the weighted versions of P n . Consider some central point C ∈ M and let C W = Ω H CΩ. It is easy to see that C W , P n W ∈ M. Now, we use the mapping P =PP H to lift C W and P n W to the isometric Euclidean space so thatP n
being unitary matrices, then using the expression of weighted RD1 in Eq.(7a), we have
(11) 
RMn1 cannot be applied directly to the minimization of (11) since the right side cannot be put in the form of (P n W 1 −C W ) 2 and be optimized in the Euclidean subspace (F3). However, we can use the following lemma:
Lemma 1: The last term of (11) is lower-bounded by,
Proof:
and U c are the left and right singular vector matrices of P
] which is Eq. (12) . Putting this lower bound into (11), we can write:
Eq. (13) 
W is obtained by iteratively applying Alg RMn1 on the weighted PSD matrices P n W .
III.1.3) RMn According to d R 2 and d W R 2 :
Since the lifting of P n from the manifold for d R 2 is by the mapping P =P 2 , we
n . The lifting of weighted PSD matrices must also satisfy the same mapping. Thus, for
In either case, the problem is to find the RMn C R in Eq.(8a) that minimizes the sum square of
Theorem 3: For PSD matrices {P n , n = 1, · · · , N}, the RMn according to d R 2 and the weighted RMn according to d W R 2 are respectively given by
Proof of Theorem 3 can be shown readily by substituting d R 2 and d W R 2 correspondingly into Eq.(8a) and equating the differentials of the objective functions w.r.t.C to zero.
B. The Riemannian Medians of PSD Matrices

3.2.1) Euclidean Median -Algorithm Alg EMd
The objective function of Eq.(16) has been proved to be convex [33] and a convergent algorithm based on the steepest descent has been proposed as follows: Algorithm Alg EMd:
We evaluate Γ iteratively such that
where 0 ≤ α ≤ 2 and Alg RMd1:
3.2.2) Riemannian Medians According to
, and employ Alg EMd to locate the EMd in H, i.e.,Γ
E =Γ (i,J ) with J being the last iteration of Alg EMd. 6) Update the RMd on manifold: 
(18) Again, the terms under the square root sign cannot be written as (P n W 1 −Γ W and Alg EMd cannot be applied directly. As in Section III.1.2, we seek to minimize its upper bound: 
W are respectively obtained by iteratively applying Alg RMd1 on the PSD matrices P n and the weighted PSD matrices P n W .
3.2.3) Riemannian Median According to d R 2 and d W R 2 :
For the two cases of unweighted and weighted RD2, the respective RMd are defined by substituting the respective RD into Eq.(8b). Using the lifting mappingP = P 1/2 , the objective functions can be re-written respectively as
P n W −Γ W , to which we can apply Alg EMd directly. The optimum EMd so obtained can then be projected directly via the projection mapping P =P 2 to provide us with Γ R 2 and Γ R w 2 respectively. We note that since the mapping from M onto U H uses the fixed identity matrix I, we need no re-iteration of the lifting after the first projection. Thus, we have
Theorem 5: The Riemannian medians according to d R 2 and d W R 2 can be obtained using Algorithm Alg EMd such that
W are the respective EMd's obtained by applying Alg EMd on the two sum ED in the respective re-written objective functions.
IV. APPLICATION TO THE DETECTION OF SONAR SIGNALS
We now show the concepts and results in Sections II and III being applied to the detection of narrow-band sonar signals:
A common arrangement of a passive sonar system [37] is in the form of a linear array of uniformly spaced hydrophone sensors collecting acoustic signals from different directions to the array. The received signal is then passed on to a Fourier analyzer followed by a beamformer for the determination of frequency contents and directional features 1 [39] , [40] . The ambient noise -The acoustic noise field is caused by wind, waves, currents, ocean creatures, and even distant shipping. These sources are both natural and man-made, and exhibit different directional and spectral characteristics. Temporal dependence of ambient noise is often described by Wenz's curve [34] , showing its non-whiteness nature. In most practical situations where passive sonars are involved, the assumption of stationary Gaussian noise is valid for the processor integration 1 The beam output may undergo further processing before signal detection.
time which is in the order of a few minutes [36] . Moreover, if the bandwidth of interest is not excessive, the power spectrum of noise does not vary a great deal within the band. Thus, in our consideration, the ambient noise will be modeled as an ergodic, zero-mean Gaussian process with a power spectrum that is flat over the bandwidth of interest. Furthermore, we assume that the noise output from sensor to sensor are uncorrelated.
Passive acoustic signatures of vessels [36] [37] [38] -The signals of a target vessel originate from the rotation of the propulsion system, vibration of the propeller, as well as from the rotation and vibration of auxiliary machinery in the vessel. These rotations and vibrations generate a broad, continuous spectral component as well as different sets of narrowband sinusoids often referred to as tonals. Either of these two components may become the dominant part of the radiated signal depending on the depth (say, a submarine) and the speed of the vessel. Both the broadband spectrum and the narrowband tonals are major components of the signature of a vessel. Here in this paper, we focus on the detection of the tonals. Multi-path propagation of these sinusoidal tonals through the ocean renders their behaviour very similar to random narrowband Gaussian signals [35] , [39] [40] [41] . Thus, here in our studies, we assume the received narrowband signal to be an ergodic zero-mean Gaussian process, the spectrum of which is symmetric about the center frequency, located within the kth bin of the FFT. The shape of the cavitation (broadband signal) spectrum, on the other hand, is a function of the propeller size, depth and speed, and in the absence of these specifics, we will treat this broadband spectrum as flat over the range of frequency of interest. The detection of the narrowband signal components may be hindered by the presence of the broadband counterparts, and vice versa [40] . In this paper, such broadband interference in narrowband tonal detection is treated as broadband noise [39] , [41] , lowering the signal-to-noise (S/N) level accordingly.
A. Received Signal and Classical Detection Method
Consider a uniform linear array having P sensors in total, each separated by a distance Δ. For detection purpose, a length of the signal collected by each of the P sensor is sampled and divided into M segments. The DFT of the beam of the mth signal segment from direction θ at frequency kω is given by B m (kω, θ) = In classical hypothesis testing, we compare the signal power
at kω with the mean noise power,Z ν . In practice,Z ν is not known and has to be estimated, yielding Z ν which can then be used to form the detection rule:
where r c is a positive number set at a constant false alarm rate (CFAR) [4] using the a priori probability density function of noise power [41] . There are various methods [41] to obtain Z ν , the most common being the split window moving average (SWMA) method which assumes that the frequency bins in the neighborhood of the bin of interest contain noise only and calculate the mean of 2L random samples, L-samples on either side of kΩ. The coefficients of window size 2L + 1 are then
, a 0 = 0 Now, by varying r c from 0 → ∞, we can plot the complete receiver operating characteristics (ROC) [42] which displays the probability of detection P D , with the corresponding probability of false alarm P FA , and thus completely specifies the performance of the detector.
B. Signal Detection on the PSD Matrix Manifold
We now apply the concept of PSD matrix manifold to the case of narrowband sonar signal detection described above.
IV.2.1) The Binary Decision Rule on the Manifold M:
Our detection problem is a binary problem deciding if the content in kω is noise only or (signal + noise). For this purpose, we form the M × M PSD matrix P k = β(kω, θ)β H (kω, θ) where the beam vector β is given by Eq.(21) for each frequency kω. Suppose we can separate these matrices into two groups: N for the noise matrices and S for the (signal+noise) matrices. Let us now denote the noise centre by M ν and the signal centre by M s where "centre" is used to indicate either mean or median among the noise or signal PSD matrices. Then, for P k ∈ N , our hypothesis asserts that there is a certain similarity between P k and M ν . Thus, setting the fixed false alarm rate at α%, we can choose r α to be the distance away from M ν such that there is no more than α% of the noise PSD matrices further away from M ν than this distance. We can obtain the value of r α from prior knowledge of the histogram distribution of normalized noise PSD matrices. Any PSD matrix within the distance of r α from M ν will be decided as noise. Thus, our decision rule in this case will be [43] , [44] 
Similar to Eq. (22), Eq.(23) uses M ν as a reference for deciding if a PSD matrix P k is a noise or a signal. On the other hand, we may also translate our decision reference to the origin. In that case, on average, we expect the PSD matrix P k for the frequency bin kω to have the form,
since the binary hypothesis implies, on average, P k is either M s or 0. Hence, our hypothesis testing rule in this case is:
By choosing different distance measures of (23) and (24), we have different detectors.
Varying the value of r α , the ROC of the different detectors can be obtained and a comparison of the performance can be made.
IV.2.2) Choice of Decision Reference:
If ED is used in the decision rules of Eqs. (23) and (24), the two rules are identical because
However, if RD (either d R 1 or d R 2 ) is used in the two decision rules, we have two different rules of detection since (23) and (24), we have
For Eq.(26b), since the distance is measured after the reference has been shifted from C to 0, hence some of these shifted points along the geodesic may no longer be on M. The distance from 0 to all these shifted points must however still be positive, hence absolute value is taken in Eq.(26b) to maintain positivity. Even so, the property d(x, y) = 0 ⇔ x = y is still violated when tr(P k ) = tr(M ν ), i.e., this distance does not distinguish between the P k satisfying this condition. Since this happens on a set of measure zero (in the Lebesgue sense), we can still treat Eq.(26b) as a proper metric almost everywhere.
Comparison of the two RD in Eqs. (26a) and (26b) with Eq. (25) shows that both represent distortions of the ED. Such distortions of distance involve stretching in some part and contracting in others. This means that by measuring in terms of RD, the distributions of the noise and signal PSD matrices with respect to the new distance measure are altered according to the distance distortion. As a result, the probability of false alarm P FA , and the probability of missing P M , will be affected. We illustrate these effects by studying the distributions of signal and noise matrices (at SNR = 0 db) and mark off different distances expressed in Eqs. (25), (26a) and (26b) to see the corresponding false alarm and miss rates.
Figs 1 (a) and (b) show respectively the values of "equi-P FA " and "equi-P M " at different measured distances. The abscissa in both figures denote measurement in ED. For the same false alarm rate, Fig. 1(a) shows the corresponding distances of Eqs. (26a) and (26b) plotted respectively as the red dashed line and the blue full line. Fig. 1(b) shows the corresponding distances of Eqs. (26a) and (26b) for the same "miss" rate as measured in ED. Careful examination of the two figures shows that the positions of the red dashed lines are essentially the same in both figures, indicating that for a point on the red dashed line in Fig. 1(a) having the same P FA as the corresponding d E , the same point in Fig. 1(b) also lies on the equi-P M red dashed line. Thus, there is no significant difference in performance using the two different measures. On the other hand, the position of the blue full line in Fig. 1(b) is slightly shifted to the left from its position in Fig. 1(a) , indicating that for the same P FA , the corresponding distance measured by Eq.(26b) has a lower P M . A different SNR does not change much of this outcome. Hence, it can be concluded that by shifting the reference of distance measure from C to 0 yields performance gain. Similar observations persist if d R 1 is used in Eqs. (23) and Eq. (24) . Therefore, in the following tests of detection performance using RD, we will employ the decision rule of Eq. (24) .
IV.2.3) Optimum Weighting Matrix for Signal Detection:
We have seen from Section II, that the purpose of weighting a distance is to use prior information for increasing the efficiency of signal processing. For signal detection, the weighting matrix should thus enhance the dissimilarity between (signal + noise) and noise. We may define similarity between two PSD matrices P m and P n as σ(P m , P n ) = tr (P H m P n ). Suppose our library of collected PSD matrices are divided into two classes: S, of signals, and N , of normalized noise, then, we can seek for a weighting matrix which maximizes the correlation between matrices of similar classes and minimizes the correlation between dissimilar classes. In particular, if M sW and M ν W are respectively the weighted Riemannian central points of the signal and noise PSD matrices, we seek for an optimum weighting matrix Since the central points for both weighted RD d W R 1 and d W R 2 are determined by methods which assume the weighting to be fixed, to find the optimum weighting in terms of these central points as in Eq. (27) necessitates an iterative procedure. In any case, we need the solution of the optimum weighting for fixed central points. For that we have the following theorem.
Theorem 6: Let the objective function be:
where Π s and Π ν are respectively some central points among the signal and noise PSD matrices. Let The proof of Theorem 6 is shown in Appendix C. Remarks on Theorem 6 1) If we choose K = M , we reach both mininum and maximum, i.e., the objective function becomes a constant. However, the resulting weighting matrix W = I, which does not have any effect. To have the largest possible effect of weighting, we choose 
. Depending on whether we want to maximize or minimize F o , we form Ω op using the first, or the last, M − 1 columns of Ω 0 in the way as decribed in Theorem 6. Then exit. Otherwise, let Π
Let i → (i + 1) and go to Step 3. The above algorithm is common to both weighted RD d R 1 and d R 2 as well as to whether we choose the mean or the median as the central point, except
Step 5 where we specify the mapping for lifting and projecting for the specific RD we are using, together with the choice of mean or median.
IV.2.4) Computer Experiments and Performance Comparison:
We now examine the performance of the hypothesis testing rule for different distance measures by computer simulations: From our library of collected signal and noise matrices, we calculate a nominally optimum weighting matrix for the RD. Then, we generate a signal comprising of a set of sinusoids having random amplitudes and phase to be transmitted through additive white Gaussian noise and received by the uniform linear array of hydrophones. The angle of arrival of the signal at θ = 60 o . After processing, we obtain, for each frequency bin, the output of the beamformer β k given in Eq. (21) . The SNR, ρ, in the ensuing paragraphs refers to the SNR measured here. The outer product P k of β k at the kth frequency bin is subjected to the detection process. We estimate the running average (both mean and median) of the noise matrices from the 2L neighbouring samples of the SWMA filter for the various RD using the different algorithms in Section III.
We then substitute one by one the various distance measures
, together with the corresponding means and medians into Eqs. (23) and (24) for the signal matrix in each frequency bin, and examine the number of false alarms and number of misses for a particular value of r α . Varying r α from 0 to ∞ will yield the whole range of P FA and P D , giving us the ROC of the different detectors. We present some of our simulation results in the following:
Case 1: We first verify the effect of reference translation on the performance of RD detectors as discussed in Section IV.2.2. We compare the performance of the two binary hypothesis test rules in Eqs. (23) and (24) . Here, we only show the use of RD d R 2 , since the use of other RD reveals similar performance improvement when the reference is translated from C to 0. Fig. 2 shows the ROC performance of the two binary hypothesis testing rules Eqs. (23) and (24) using d = d R 2 and C = C R 2 at SNR of 0 dB and 3 dB respectively. Clearly, the performance is in favour of moving the reference from C R 2 to 0. For the same P FA , moving reference to 0 results in a gain of just over 2% in P D for SNR of 0 dB and a gain approximately 2.5% in P D for SNR of 3 dB. Several other tests have been carried out and similar gains are observed when d R 1 is used. In the following examples, for RD detectors, we will only show the ROC performance of the decision rule of Eq.(24) with reference translated to 0.
Case 2: Fig. 3 shows the ROC of different detectors at SNR of 0 dB having 5 narrow-band signals present in the spectrum of 500 frequency bins. Figs 3(a) and (b) respectively show , the difference in performance between using the mean or the median is negligible, and the performance when the medians are used as the reference central point are omitted here.) It can be seen that, as expected, using PSD matrices as feature for detection yields results superior to using signal power (Z x (kω)). In this case when ρ = 0 db, the improvement in P D can be over 3% for the same P FA . The use of optimum weighting further improves the performance of detection using unweighted PSD matrices by another 3% -the use of weighted RD d W R 1 and d W R 2 being best in performance. In both weighted and unweighted cases, the ED is only marginally below the two RD. Detection of signals at other SNR are also tested and similar performance ranking is observed.
As a further comparison of the different detectors, we show in Fig. 4 , P D vs SNR for P FA fixed at 0.01. For lower P D , the gain in SNR by the weighted RD detector over the classical power spectrum detector is approximately 1.3 dB. This gain increases as the P D and SNR increase.
Case 3: When the number of signals N s present in the spectrum range increases, some of these line spectra may fall into the SWMA window, and introduces bias into the estimation of the noise centres. In these cases when interference of other signals are present, the use of the medians instead of the means provides robustness to the estimation and to the detection. ) Also, for clarity of separation of the different performance lines, we only present here the ROC in the P FA range as shown. In Fig. 5(a) , we can see the effect of increasing N s from 5 to 100 making the performance of every unweighted detector deteriorate. However, for the detectors using the mean as the reference, the performance deteriorate more significantly than those using the median. At P F = 0.14 for example, the P D of the RD detectors using median and mean drop by approximately 2% and 2.5% respectively. On the other hand, the ED detectors using median and mean drop by 3% and over 9% respectively. Similar robustness of using the median is shown in Fig. 5(b) for the optimally weighted RD and ED detectors. Such detection robustness using the median over the mean as the central point reference has been studied in [41] for the scalar case, and later, in [16] for the case of the PSD matrices. This example confirms their observations. Case 4: Here in this example, we examine the case when there is only one signal and apply the optimum power spectrum detector using the Neyman-Pearson (N-P) criterion [42] assuming all the parameters of the signal and noise are known. This detector is sometimes called the clairvoyant detector. We compare the performance of the unweighted and weighted d R 2 detectors (performance of d R 1 detectors are identical) with that of the clairvoyant detector in this case. Fig. 6 shows the performance comparison at SNR = 0 dB. For most of the range of P FA , the clairvoyant detector is superior, having up to 5% gain in P D for the same P FA over the weighted d R 2 detector. However, when P FA is below .03, the weighted d R 2 detector outperforms the clairvoyant detector gaining as much as 5% in P D when P FA is around .001.
Knowing exactly the distributions of the noise and signal power, the clairvoyant detector derives an optimum (in the N-P sense) threshold for the likelihood ratio test, using signal power as the feature for detection. The information of the power values and distributions have to be estimated in the case of the weighted and unweighted d R 2 detectors. However, these detectors employ this and also the information of the estimated cross power to arrive at a distance measure assisting the decision. Thus, while the clairvoyant detector is higher in performance for most of the range of P FA , in the case of very low P FA , the extra information of estimated cross power yield better performance for the d R 2 detectors.
V. CONCLUSION
In this paper, we examined the use of the signal PSD matrix as the feature for signal processing. We introduced the concept of the PSD matrix manifold and how the distance between these matrices could be measured in terms of RD. The concept of lifting the geodesic from the Riemannian manifold to the isometric Euclidean space was emphasized since optimization problems involving the RD on the manifold could be lifted to and performed in the isometric Euclidean space in terms of ED. This concept was employed in locating the mean and the median of a group of PSD matrices on the manifold and various algorithms for the different RD were then developed. The Riemannian means and the Riemannian medians were then applied to the detection of narrow-band sonar signals for which the optimum weighting matrix for the RD was introduced and derived. The results of such an application show that processing the PSD matrices for detection provides superior detector performance compared to the classical binary decision rule based on CFAR test.
The geometric-statistical properties of PSD matrices have been studied by several researchers. Apart from new algorithms estimating the mean and median, important research directions are emerging: 1) Mean/median estimation for Toeplitz structures [17] , [48] , [49] , and extension to block-Toeplitz space-time covariance matrices for radar and sonar signal processing [50] , [51] . 2) Density estimation: Non parametric approach [53] − [55] based on kernel method on Riemannian manifold [52] , and parametric approach based on the maximum entropy density [56] − [59] . 3) Locally stationary signals: When the signal is only locally stationary, distance between SPD matrices should be replace by distance between paths of SPD matrices on the Riemannian manifold [60] − [62] . 4) Geodesic shooting: When the process mean is not equal to zero, the distance between two multivariate Gaussian densities is given by Fisher metric, but no longer in a closed form. we need "geodesic shooting" method to compute the distance [63] . In signal processing, RD has been studied for statistical operations and applied to interpolation, filtering, and restoration of PSD matrices [64] , [65] , as well as in classification [66] , [67] . More recently, d R 1 and d R 2 have been applied in EEG classification, robust beamforming and MIMO radar signal design [68] [69] [70] [71] [72] . With more useful mathematical tools developed in the subject, signal processing on the PSD matrix manifold will become more widely used and more applications will emerged.
APPENDIX
A. Theorem 1: Convergence of Alg RMn1
Proof: At the ith iteration, we haveC (i) = (C (i) ) 1/2 , and
where U n andC (i) is equal to the RD between P n and C (i) on the manifold, i.e.,
By lettingC
n , we ensure (by F3) that the sum of the squared ED from allP
Now, let C (i+1) =C (i)C (i)H and repeat the process such
Since the RD between P n and C (i+1) is the shortest path length, the ED between the corresponding lifted pointsP (i+1) n and C (i+1) will also be the shortest straight line, giving
Finding the sample average of all {P
, and together with Eqs. (30) and (32), we can form a sequence of inequalities such that i.e.,C (∞) =C (∞) . From this point onwards, further application of the algorithm will repeatedly yield the same minimum value of 
B. Theorem 2: Continuity of RMn1
Proof: Given P n is continuous, i.e., δP n = P n (ω + δω) − P n (ω) 
Part b):
We now prove that C R 1 (ω) is continuous by showing that in each iteration of Alg RMn1, the matrices obtained in all the steps are continuous.
Step 1 we conclude that lim δω →0 δC (i) → 0, i.e.,C (i) (ω) is continuous.
Step 3: We carry out the SVD (P n . Notice that the right hand side of the above equation is continuous because it is a product of continuous matrices. For notational simplicity, we write A n = P 1/2 n C (i) P 1/2 n . According to the following theorem [46] ,
where δA n is the perturbation matrix of A n and σ(·) denotes eigenvalue of the matrix. Then, if δA n → 0, σ(A n + δA n ) → σ(A n ). Now, for A n , and (A n + δA n ), the eigenvalue and eigenvector relationships can be written as Step 4: We obtainP
n which is continuous since it is a product of two continuous matrices.
Step 5: We evaluate the new arithmetic mean such thatC is continuous in every iteration. Let K be the final count of iteration to locate the estimated RMn such that C R 1 = C (K ) .
Hence C R 1 (ω) is continuous.
