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C∗-ALGEBRAS WITH NORM CONTROLLED DUAL LIMITS
AND NILPOTENT LIE GROUPS.
HEDI REGEIBA AND JEAN LUDWIG
Abstract. Motivated by the description of the C∗-algebras of 5 dimensional
nilpotent Lie groups as algebras of operator fields defined over their spectra, we
introduce the family of C∗-algebras with norm controlled dual limits and we
show that the C∗-algebras of the 5 dimensional nilpotents Lie groups belong
to this class.
1. Introduction.
1.1. In recent papers, the C∗-algebra of the Heisenberg groups, of threadlike
groups and “ax+ b′′-like groups have been described as algebras of operator fields
(see [6] and [7]). For this description a precise understanding of the topology of the
spectrum of these groups was essential (see for instance [1] for the case of threadlike
groups). In this paper we study the group C∗-algebra of all connected nilpotent
Lie groups of dimension ≤ 5 as algebra of operator fields. This family of Lie groups
has been classified by several authors, a list can be found for instance in [9]. It con-
tains the Heisenberg groups of dimensions 3 and 5 and also the threadlike groups
F4 and F5 . There are 6 simply connected nilpotent un-decomposable Lie groups
of dimension 5. Thanks to Kirillov’s orbit picture of the spectrum of a connected
simply connected nilpotent Lie group, we have an description of the spectrum of
these groups in terms of the structure of the space of its co-adjoint orbits. But the
orbit theory is only an algorithm, it does not give us any details about the result
of computations. The topology of the orbit space or the behaviour of the operators
π(F ), F ∈ C∗(G) as π varies in the spectrum is different for each of these groups
and must be studied case by case.
The paper begins with section 2, where some definitions, methods and results are
presented which are needed in the sequel. In section 3, a family of C∗−algebras,
which we call C∗-algebras with norm controlled dual limits (see Definition 3.3) is
introduced. This is a family of separable CCR-algebras A, for which there exists a
finite increasing family S0 ⊂ S1 ⊂ . . . ⊂ Sd = Â of closed subsets of the spectrum
Â of A, such that for i = 1, · · · , d, the subsets Γ0 = S0 and Γi := Si \ Si−1 have
separated relative topologies and which have the property that for every converging
sequence γ = ((γk,Hk))k ⊂ Si with limit set L(γ) ⊂ Si−1 there exists a sequence
(σ˜γ,k)k : CB(Si−1) 7→ B(Hk) (here CB(Si−1) denotes the C∗-algebra of continuous
bounded operator fields defined over Si−1) of linear mappings, which is uniformly
bounded in k, such that for every a ∈ A we have that limk ‖γk(a) − σ˜k(a)‖op = 0.
These C∗-algebras are then completely determined by the topology of their spectra
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(in particular by the limit sets L(γ) of properly converging sequences in Â) and
these mappings (σ˜γ,k)k (see Theorem 3.5).
We then study the 6 groups of dimension ≤ 5 case by case and we show that all
of them have C∗-algebras with norm controlled dual limits. For the Heisenberg and
the threadlike groups this has already be shown in the paper [6]. There remains
then only the 4 groups G5,2, G5,3, G5,4 and G5,6, which are treated separately in
the sections 6,7,8 and 9. Since the structure of the dual space of these groups are
different for each of them, we must determine the topology of Ĝ group by group
and construct by hand for every limit set O of a properly converging sequence in
g∗/G these essential mappings σO,k.
To understand these mappings σO,k, one has to recall a theorem of Fell, (see [4]),
where he shows that in the case of a properly converging net O = (πk)k ⊂ Â of a
C∗ -algebra A, with limit set L, one has that
lim
k
‖πk(a)‖op = sup
π∈L
‖π(a)‖op, a ∈ A.
To implement that theorem we need the mappings σO,k. We shall construct for our
limit sets L for every k ∈ N, an increasing sequence of countable subsets Lk of L
and a sequence of positive numbers εk such that limk εk = 0 and such that
⋃
k Lk
is dense in L. Furthermore for every π ∈ Lk and k ∈ N, we shall find an orthogonal
projection Pk,π on the Hilbert space Hk of πk, such that
∑
π∈Lk Pk,π = IHk and a
linear mapping Uk,π : Hπ → Hπk such that∑
π∈Lk
‖Pk,π ◦ πk(a) ◦ Pk,π − Uk,π ◦ π(a) ◦ U∗k,π‖op ≤ εk‖a‖, a ∈ C∗(G).
This results for the 5 dimensional groups lead to the following question.
Do the C∗-algebras of connected nilpotent Lie groups have all this property of
norm controlled dual limits?
In several forthcoming papers it will be shown that the answer to this question
is yes for all groups of dimension 6.
2. Preliminaries.
2.1. Orbit picture. Kirillov’s orbit theory for a connected simply connected nilpo-
tent Lie group G tells us that for every irreducible unitary representation π of G
there exists an ℓ ∈ g∗ and a polarization p ⊂ g at ℓ (i.e. a subalgebra p of g of
dimension d = dim(g)+dim(g(ℓ))2 with the property 〈ℓ, [p, p]〉 = {0}) such that π is
equivalent to the induced representation πℓ,p = ind
G
Pχℓ of the unitary character
χℓ = e
−2πiℓ◦log |P from P = exp(p) to G. Furthermore for two linear functionals
ℓ, ℓ′ on g and the Pukanszky polarizations p at ℓ ( resp p′ at ℓ′), the representations
πℓ,p and πℓ′,p′ are equivalent if and only if ℓ and ℓ
′ are contained in the same G-orbit
(see [2]). Let [π] denote the unitary equivalence class of a unitary representation π
of G. The Kirillov map
K : g∗/G→ Ĝ; Ad∗(G)ℓ→ [πℓ,p]
is a homeomorphism of the orbit space g∗/G onto Ĝ (see [5]).
C∗-ALG WITH NO CON DU LIM AND NIL LIE GRO. 3
2.2. Some definitions and results. We indicate here some definitions, methods
and results, which will be needed in the sequel.
(1)
Definition 2.1. Let H = exp(h) be a closed connected subgroup of a
connected nilpotent Lie group G = exp(g) and let χℓ : H → T; χℓ(h) =
e−2πi〈ℓ,log(h)〉, h ∈ H(ℓ ∈ g∗), be a unitary character of H . The quotient
space G/H has a unique left invariant measure dg˙. With this measure we
can define the Hilbert space H = HH,ℓ = L2(G/H, ℓ) by
L2(G/H, ℓ) := {ξ : G→ C, ξ mesurable, ξ(gh) = χℓ(h−1)ξ(g), h ∈ H, g ∈ G,
‖ξ‖22 :=
∫
G/H
|ξ(g)|2dg˙ <∞}.
The group G acts by left translation on this space and defines a unitary
representation
σℓ,h(g)ξ(u) := ξ(g
−1u), ξ ∈ L2(G/H, ℓ), g, u ∈ G
called the induced representation of χℓ (from H to G).
If h is polarization at ℓ, then the representation σℓ,h is irreducible and we
denote it sometimes by πℓ,h. If we take a Malcev basis B = {X1, · · · , Xd} of
g relative to h, which means that the subspaces gj := span{Xj, · · · , Xd, h}
is a subalgebra of g and that g = ⊕dj=1RXj ⊕ h is a direct sum, then the
mapping EB : Rd ×H 7→ G,EB(t1, · · · , td) := exp(t1X1) · · · exp(tdXd)h is
a diffeomorphism and it allows us to identify the Hilbert space L2(G/H, ℓ)
with the space L2(Rd). We shall consider in the following pages always the
representations σℓ,h as representations on the space L
2(Rd).
It is well known that for F ∈ L1(G) the operator πℓ,h is a kernel operator
with kernel function
Fℓ,h(s, t) =
∫
H
F (sht−1)χℓ(h)dh, s, t ∈ G.
If H is a normal subgroup of G, then the function Fℓ,h can be written as
Fℓ,h(s, t) = F̂
h(st−1,Ad∗(t)ℓ|h), s, t ∈ G,
where
F̂ h(s, q) :=
∫
H
F (sh)e−2πi〈q,log(h)〉dh, s ∈ G, q ∈ h∗.
We denote for a normal subgroup H = exp(h) by L1c = L
1
c,h the subspace
of L1(G) consisting of all F ’s in L1(G) for which F̂ h ∈ C∞c (G/H × h∗).
This space L1c is dense in L
1(G) and hence it is also dense in C∗(G). The
functions F̂ h satisfy the covariance condition
F̂ h(sh, q) = χq(h
−1)F̂ h(s, q), s ∈ G, h ∈ H, q ∈ h∗.
The vector space L1c is of course dense in L
1(G) and hence also in C∗(G).
Since for every F ∈ L1c the function F̂ h is smooth with compact support
on G/H × h∗, there exists a function ϕ ∈ Cc(G/H) such that
|F̂ h(s, q)| ≤ ‖q‖|ϕ(s)|, s ∈ G, q ∈ h∗.
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(2) We shall often use in the sequel the following fact.
Let F : Rd × Rd → C be a smooth function with compact support for
which there exists some continuous function ϕ : Rd → R+ with compact
support, such that
|F (x, y)| ≤ ϕ(x − y), x, y ∈ Rd.
Then by Young’s inequality, for the kernel operator TF defined on L
2(Rd)
by
TF (ξ)(x) :=
∫
Rd
F (x, y)ξ(y)dy for ξ ∈ L2(Rd), x ∈ Rd,
its operator norm ‖TF‖op is bounded by the L1-norm ‖ϕ‖1 of ϕ.
(3) Let G be a second countable locally compact group with a continuous action
by homeomorphisms G×S → S, (g, s)→ g ·s on a second countable locally
compact space S. Denote for s ∈ S the stabilizer of s in G by Gs.
Let O = (Ok) be a sequence of G-orbits in S. We say that O converges
with multiplicity 1 to the G-orbit O, if there exists for every k ∈ N an
element sk ∈ Ok and an s ∈ O, such that limk sk = s and such that for any
compact subset K of S, for which the intersection of the interior K˙ of K
with G · s is not empty, there exists a compact subset C ⊂ G, such that for
k large enough, for any g 6∈ CGsk we have that g · sk 6∈ K.
(4) Let g be a nilpotent Lie algebra. We fix an euclidean scalar product on
g. Let (ℓk)k∈N be a converging sequence in g∗ with limit ℓ. Let (hk)k
be a sequence of subalgebras of g, such that dim(hk) = n − d, k ∈ N,
for some d ∈ N∗, and such that 〈ℓk, [hk, hk]〉 = {0}, k ∈ N. We pick for
every k ∈ N an orthonormal Malcev basis of Bk = {Zk1 , · · · , Zkn } such
that hk = span{Zkn−d, · · · , Zkn} and we can assume (passing if necessary to
a subsequence), that the vectors Zkj converge for every j = 1, · · · , n to a
vector Zj . Then B := {Z1, · · · , Zn} is an orthonormal Malcev basis of g
which passes through h := span{Zn−d, · · · , Zn}. Then h is subalgebra of
g and 〈ℓ, [h, h]〉 = {0}. Let Hk := exp(hk), k ∈ N and H = exp(h). Let
σk := σℓk,hk and σ = σℓ,h. This gives us the following
Proposition 2.2. The representations σk converge weakly to the represen-
tation σ. This means that for every ξ, η ∈ L2(Rd), for every a ∈ C∗(G):
lim
k→∞
〈σk(a)ξ, η〉 = 〈σ(a)ξ, η〉.
Proof. Take first F ∈ Cc(G) and ξ, η ∈ Cc(Rd). We have then that:
〈σk(F )ξ, η〉 =
∫
Rd
∫
Rd
ξ(u)Fk(u, v)η(v)dudv,
where
Fk(u, v) :=
∫
Rn−d
F (Ek(u)Ek,d(h)Ek(v)
−1)χk(Ek,d(h))dh, u, v ∈ Rn
and where Ek = EBk , Ek,d = Ek|Rn−d , k ∈ N. We get similar expression for
k =∞, i.e. for EB etc. It is easy to see that the supports of the functions
fk : R
d × Rd × Rn−d defined by
fk(u, v, h) := ξ(u)F (Ek(u)Ek,d(h)Ek(v)
−1)η(v),
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are contained in a common compact set and that the functions converge
point-wise to the function
f(u, v, h) := F (E(u)Ed(h)E(v)
−1)χ(Ed(h)),
where Ed = EB|Rn−d . Therefore by Lebegue’s theorem of dominated con-
vergence we have that
lim
k→∞
〈σk(F )ξ, η〉 = 〈σ(F )ξ, η〉.
The proposition now follows from the density of Cc(G) in C
∗(G) and the
density of Cc(R
d) in L2(Rd). 
Theorem 2.3. Let (πk)k ⊂ Ĝ be a sequence which converges with mul-
tiplicity 1 to a single limit point π. Then there exists a subsequence (also
indexed by k for simplicity of notations), a Hilbert space H, for every k ∈ N
a concrete realization (σk,H) of πk and a concrete realization (σ,H) of π,
such that
lim
k
‖σk(a)− σ(a)‖op = 0, a ∈ C∗(G).
Proof. We write πk ≃ σk, k ∈ N, where σk = indGPkχℓk , k ∈ N, where ℓk is an
element in the Kirillov orbit of πk and where Pk = exp(pk) is a polarization
at ℓk. Since πk converges to π, We can assume that limk ℓk = ℓ for some
ℓ in the orbit of π and that (passing to a subsequence) limk pk = p in the
sense of the preceding Proposition 2.2. Then p is a polarization at ℓ, since
π is the only limit of the sequence (πk)k.
Let j(∅) be the minimal dense ideal of C∗(G) i.e. the Pedersen ideal of
C∗(G). Since (πk)k converges with multiplicity 1 to π it follows from [8]
that for very a ∈ j(∅) the operators σk(a), k ∈ N, and σ(a) are finite rank
and that
lim
k
tr(πk(a)) = tr(π(a)).
Take now a = a∗ ∈ j(∅). Then
‖σk(a)− σ(a)‖2H−S
= tr(σk(a)
2) + tr(σ(a2))− tr(σk(a) ◦ σ(a))− tr(σ(a) ◦ σk(a))
= tr(σk(a)
2) + σ(a2)− 2tr(σk(a) ◦ σ(a)))
→ tr(σ(a)2) + σ(a2)− 2tr(σ(a) ◦ σ(a)))
= 0,
by Proposition 2.2, the continuity of the trace and the fact that σ(a) has
finite rank. Hence
lim
k
‖σk(a)− σ(a)‖op = 0.
The theorem now follows from the density of j(∅) in C∗(G).

(5) Denote for a measurable subset S ⊂ X of a measure space (X,µ) the
multiplication operator with the indicator of a measurable subset S on
L2(X,µ) by MS .
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Proposition 2.4. Let (X,µ) a measure space, let (σi)i∈I be a family of
bounded linear operators on the Hilbert space H = L2(X,µ), such that
‖σi‖op ≤ C, ∀i ∈ I, for some C > 0. Suppose furthermore that there
exists families (Ti,j)i∈I(j = 1, · · · , N) and (Si)i∈I of measurable subsets of
X such that Ti,j ∩ Ti′,j = ∅, (j = 1, · · · , N), Si ∩ Si′ = ∅ whenever i 6= i′.
Then the linear operator
σ =
N∑
j=1
∑
i∈I
MTi,j ◦ σi ◦MSi
is bounded by NC.
Proof. Let us write
σj :=
∑
i∈I
MTi,j ◦ σi ◦MSi , j = 1, · · · , N.
Then σ =
∑N
j=1 σ
j and for ξ ∈ L2(X,µ), j ∈ {1, · · · , N} we then have:
‖σj(ξ)‖22 =
∫
X
∣∣∣∣∣∑
i∈I
MTi,j ◦ σi ◦MSi(ξ)(x)
∣∣∣∣∣
2
dµ(x)
≤
∑
i∈I
∫
Ti,j
|σi(MSi(ξ))(x)|2dµ(x)
≤
∑
i∈I
∫
X
|σi(MSi(ξ))(x)|2dµ(x)
≤
∑
i∈I
C2
∫
X
|MSi(ξ(x))|2dµ(x)
= C2
(∑
i∈I
∫
Si
|ξ(x)|2dµ(x)
)
≤ C2
∫
X
|ξ(x)|2dµ(x)
= C2‖ξ‖22.
Hence ‖σ‖op ≤ NC. 
(6)
Remark 2.5. Let (X,µ), (Y, ν) be two measure spaces. Let Y → L2(X,µ); y →
ξ(y)) be an integrable mapping. Then we have that:∥∥∥∥∫
Y
ξ(y)dν(y)
∥∥∥∥
2
≤
∫
Y
‖ξ(y)‖2dν(y)
i.e.(∫
X
∣∣∣∣∫
Y
ξ(y)(x)dν(y)
∣∣∣∣2 dµ(x)
)1/2
≤
∫
Y
(∫
X
|ξ(y)(x)|2dµ(x)
)1/2
dν(y).
(7)
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Definition 2.6. We say that a net(γi)i∈I in a topological space Γ goes to
infinity, if the net contains no converging subnet.
In particular, a sequence of orbits Ω = (Ωk)k∈N ⊂ g∗ goes to infinity, if
for any compact subsetK ⊂ g∗ there exists an index k0 such thatK∩Ωk = ∅
whenever k ≥ k0.
Proposition 2.7. (Riemann-Lebesgue Lemma) Let A be a C∗-algebra. If
a net (πk)k ⊂ Â goes to infinity, then limk ‖πk(a)‖op = 0 for all a ∈ A.
Proof. We know from [3] Proposition 3.3.7, that for every c > 0 and a ∈
A, the subset
{
π ∈ Â; ‖π(a)‖op ≥ c
}
is quasi-compact. This shows that
limk ‖πk(a)‖op = 0, if the net (πk)k goes to infinity. 
(8) Let G be a locally compact group and H a closed normal subgroup of G.
Then the canonical projection PG/H : L
1(G) 7→ L1(G/H) defined by:
PG/HF (x) :=
∫
H
F (xh)dh, F ∈ L1(G), x ∈ G,
is a surjective homomorphism (see [10]). Let
H⊥ =
{
π ∈ Ĝ, π(H) = IHπ
}
.
Then
ker(PG/H ) =
{
F ∈ L1(G), π(F ) = 0, π ∈ H⊥} .
The mapping PG/H extends then to a surjective ∗-homomorphism (also
denoted by PG/H) of C
∗(G) onto C∗(G/H).
3. A special class of C∗-algebras.
Definition 3.1. Let A be a C∗−algebra with spectrum Â. We choose for every
γ ∈ Â a representation (πγ ,Hγ) in the equivalence class γ. Let l∞(Â) be the algebra
of all bounded operator fields defined over Â by
l∞(Â) :=
{
φ = (φ(πγ) ∈ B(Hγ))γ∈Â, ‖φ‖∞ := sup
γ
‖φ(πγ)‖op <∞
}
.
We define for a ∈ A its Fourier transform F(a) = â by:
F(a)(γ) = â(γ) := πγ(a), γ ∈ Â.
Then â is a bounded field of operators over Â, i.e. â ∈ l∞(Â). The mapping
F : A→ l∞(Â); a 7→ â
is a isometric ∗-homomorphism.
For a closed subset S ⊂ Â, denote by CB(S) the ∗-algebra of all uniformly
bounded operator fields (ψ(γ) ∈ B(Hi))γ∈S∩Γi,i=1,··· ,d, which are operator norm
continuous on the subsets Γi ∩ S for every i ∈ {1, · · · , d} for which Γi ∩ S 6= ∅. We
provide the algebra CB(S) with the infinity-norm:
‖ϕ‖S := sup
γ∈S
‖ϕ(γ)‖op.
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Definition 3.2. Let A be a separable CCR C∗-algebra, i.e. for every irreducible
representation (π,H) of A, the image of π is the algebra of compact operatorsK(H).
We suppose that there exists a finite increasing family S0 ⊂ S1 ⊂ . . . ⊂ Sd = Â
of closed subsets of the spectrum Â of A, such that for i = 1, · · · , d, the subsets
Γ0 = S0 and Γi := Si \Si−1, i = 1, . . . , d, are Hausdorff in their relative topologies.
Furthermore we assume that for every i ∈ {0, · · · , d} there is a Hilbert space Hi
and for every γ ∈ Γi a concrete realization (πγ ,Hi) of γ on the Hilbert space Hi.
The set S0 is the collection X of all characters of A.
Definition 3.3. We say that our C∗-algebra A has norm controlled dual limits
(NCDL for short), if for every a ∈ A:
(1) The mappings γ → F(a)(γ) are norm continuous on the different sets Γi.
(2) For any i = 0, · · · , d, and for any converging sequence contained in Γi with
limit set outside Γi, there exists a properly converging sub-sequence γ =
(γk)k∈N, a C > 0 and for every k ∈ N a linear mapping σ˜γ,k : BC(Si−1)→
B(Hi), which is bounded by C‖‖Si−1 , such that
limk→∞ ‖F(a)(γk)− σ˜γ,k(F(a)|Si−1‖op = 0,
limk→∞ ‖σ˜γ,k(F(a)|Si−1)∗ − σ˜γ,k(F(a)∗|Si−1)‖op = 0.
(By the condition 1) the restriction of F(a) to the limit set L(γ) is contained
in CB(Si−1).
Definition 3.4. Let D∗(A) be the set of all operator fields ϕ defined over Â such
that
(1) ϕ(γ) ∈ K(Hi) for every γ ∈ Γi, i = 1, · · · , d.
(2) The field γ is uniformly bounded, i.e. we have that ‖γ‖ := supγ∈Â ‖ϕ(γ)‖op <∞.
(3) The mappings γ → ϕ(γ) are norm continuous on the different sets Γi.
(4) We have for any sequence (γk)k∈N ⊂ Â going to infinity, that limk→∞ ‖ϕ(γk)‖op =
0.
(5) Let γ = (γk)k∈N and σ˜k,γ , k ∈ N, as in the point 2. of Definition 3.3.
Then the restriction of ϕ to the subset L(γ) is contained in CB(Si−1) by
conditions 2. and 3. and we assume that:
limk→∞ ‖ϕ(γk)− σ˜γ,k(ϕ|Si−1)‖op = 0,
limk→∞ ‖σ˜γ,k(ϕ|Si−1)∗ − σ˜γ,k(ϕ∗|Si−1)‖op = 0.
We remark immediately that for every a ∈ A, the operator field F(a) is contained
in the set D∗(A). It turns out that D∗(A) is a C∗-sub-algebra of l∞(Â) and that
A is isomorphic to D∗(A).
Theorem 3.5. Let A be a separable C∗-algebra with norm controlled dual limits.
Then the subset D∗(A) of the C∗-algebra l∞(Â) is a C∗-sub-algebra of l∞(Â) which
is isomorphic with A under the Fourier transform.
Proof. We see that the conditions 1. to 4. imply that D∗(A) is a closed involution-
invariant subspace of l∞(Â). For i = 0, · · · , d, let D∗i be the set of all operator fields
defined over Si, satisfying conditions 1. to 5. on the sets Sj , j = 1, · · · , i. Then
the sets D∗i are closed sub-spaces of the C
∗-algebra l∞(Si). Let IC be the closed
two-sided ideal in A generated by the elements of the form ab− ba, a, b ∈ A. Then
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the space of characters S0 = X of A is the spectrum of A/IC and D∗0 equals the
algebra C0(S0) of continuous functions on S0 vanishing at infinity by the conditions
1., 2., 3. and 4. Since F(C∗(A))|S0 = C0(S0) it follows that D∗0 = F(A)|S0 .
Let us assume now that for some 1 ≤ i < d we have that D∗j = F(A)|Sj , j =
1, · · · , i − 1. We shall prove then that D∗i = F(A)|Si . We know already that
F(A)|Si is an algebra sitting in the closed sub-space D∗i ⊂ l∞(Si) and it follows
from its definition that the restriction of D∗i to Si−1 is contained in D
∗
i−1. Let
ϕ, ψ ∈ D∗i . By our assumption, there exists a, b ∈ A such that ϕ|Si−1 = â|Si−1 and
ψ|Si−1 = b̂|Si−1 . The product ϕ ◦ ψ satisfies then also the conditions 1.to 4. for
i. We shall show that it too satisfies condition 5. for i. Indeed we have for any
properly converging sequence (γk)k ⊂ Γi with limit set outside Γi that:
‖ϕ(γk) ◦ ψ(γk)− σ˜γ,k(ϕ ◦ ψ|Si−1)‖op
= ‖ϕ(γk) ◦ ψ(γk)− σ˜γ,k(ϕ|Si−1 ◦ ψ|Si−1)‖op
= ‖ϕ(γk) ◦ ψ(γk)− σ˜γ,k(â|Si−1 ◦ b̂|Si−1)‖op
≤ ‖ϕ(γk) ◦ ψ(γk)− σ˜γ,k(ϕ|Si−1) ◦ σ˜γ,k(ψ|Si−1)‖op
+ ‖σ˜γ,k(ϕ|Si−1) ◦ σ˜γ,k(ψ|Si−1)− â(γk) ◦ b̂(γk)‖op
+ ‖â(γk) ◦ b̂(γk)− σ˜γ,k(â|Si−1 ◦ b̂|Si−1)‖op
= ‖ϕ(γk) ◦ ψ(γk)− σ˜γ,k(ϕ|Si−1) ◦ σ˜γ,k(ψ|Si−1)‖op
+ ‖σ˜γ,k(â|Si−1) ◦ σ˜γ,k (̂b|Si−1)− â(γk) ◦ b̂(γk)‖op
+ ‖(̂ab)(γk)− σ˜γ,k(âb|Si−1)‖op.
This shows that limk→∞ ‖ϕ◦ψ(γk)−σ˜γ,k(ϕ◦ψ|Si−1)‖op = 0 and so ϕ◦ψ ∈ D∗i . Hence
the subspace D∗i is a C
∗-sub-algebra of L∞(Si) containing the algebra F(A)|Si .
In order to prove that D∗i = F(A)|Si , by Stone-Weierstrass it suffices to show
that the spectrum of D̂∗i equals that of F(A)|Si , i.e. that every element in D̂∗i
is an evaluation at some point in Si. Let π ∈ D̂∗i . Consider the kernel Ki−1 of
Ri−1, the restriction mapping from D∗i into l
∞(Si−1). If π(Ki−1) = {0}, then we
can consider π as being a representation of the quotient algebra D∗i /Ki−1. But
the image of Ri−1 is contained in D∗(Si−1) and contains F(A)|Si−1 and so by
assumption Ri−1(D∗i ) = F(A)|Si−1 . Hence D∗i /Ki−1 ≃ F(A)|Si−1 and therefore π
is an evaluation at a point in Si−1. If π(Ki−1) 6= {0}, then we look at the restriction
of π to this ideal. The elements in Ki−1 are operator fields defined on Si which are
norm continuous, which go to 0 at infinity and by condition 5., for any properly
converging sequence γ ⊂ Γi with limit outside Γi, for every ϕ ∈ D∗i , we have that
lim
k→∞
‖ϕ(γk)‖op = lim
k→∞
‖ϕ(γk)− σ˜γ,k(ϕ|Si−1)‖op = 0.
This shows that Ki−1 ⊂ C0(Γi,K(Hi)). On the other hand the elements of
F(A)|Si ∩ Ki−1 separate the points of Γi (see Proposition 2.11.2 in [3] for de-
tails). Therefore by the theorem of Stone-Weierstrass the algebras C0(Γi,K(Hi))
and Ki−1 coincide. This tells us that π is an evaluation at a point in Γi, since the
spectrum of the algebra C0(Γi,K(Hi)) is homeomorphic to Γi. We conclude that
F(A)|Si = D∗i . 
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4. The list of the nilpotent Lie algebras of dimension ≤ 5 according
to [9].
There are 8 un-decomposable nilpotent non-abelian Lie algebras of dimension
≤ 5: the Heisenberg Lie algebras of dimension 3 and 5, h1 and h2, the thread-like
Lie algebras of dimension 4 and 5, f4 and f5, the step 2 Lie algebra g5,2, two step 3
Lie algebras, g5,3 and g5,4 and the step 4 Lie algebra g5,6.
(1) The Heisenberg Lie algebras hn, n ≥ 1 :
Let hn be the nilpotent Lie algebra of dimension 2n+1 spanned by the
basis
B = span {X1, · · · , Xn, Y1, · · · , Yn, Z}
equipped with the Lie bracket
[Xi, Yj ] = δi,jZ, i, j = 1, · · · , n.
(2) The thread-like Lie algebras fn, n ≥ 4 :
Let fn be the nilpotent Lie algebra spanned by the basis B = span{Xn, · · · , X1}
equipped with the Lie brackets:
[Xn, Xj] = Xj−1, j = n− 1, · · · , 2.
(3) the step 2 Lie algebra g5,2 :
Let g5,2 be the nilpotent Lie algebra spanned by the basis B = span{A,B,C, U, V }
equipped with the Lie brackets
[C,A] = −U, [C,B] = V.
This is a semi-direct product of R with R4.
(4) The step 3 Lie algebras g5,3 and g5,4:
• Let g5,3 be the nilpotent Lie algebra spanned by the basis B = span{A,B,C, U, V }
equipped with the Lie brackets
[A,B] = U, [A,U ] = V, [B,C] = V.
This is a semi-direct product of R with h1 × R.
• Let g5,4 be the nilpotent Lie algebra spanned by the basis B = {A,B,C, U, V }
equipped with the Lie brackets
[A,B] = C, [A,C] = U, [B,C] = V.
This is a semi-direct product of R with f4 × R.
(5) The Step 4 Lie algebra g5,6 :
Let g5,6 be the nilpotent Lie algebra spanned by the basis B = {A,B,C, U, V }
equipped with the Lie brackets
[A,B] = C, [A,C] = U, [A,U ] = V, [B,C] = V.
This is a semi-direct product of R with f4.
5. The C∗−algebras of Hn, n ≥ 1 and Fn, n ≥ 4.
The C∗-algebras of Hn and of Fn have been realized as algebras of operator
fields in [6]. It is shown there that the corresponding C∗-algebras have the norm-
controlled dual limit property.
We give some details on the spectrum of these groups.
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5.1. The groups Hn. The orbit space h
∗
n/Hn consists of two layers:
(1) the set of characters X = Γn0 =
∑n
j=1 RX
∗
j + RY
∗
j ,
(2) the set Γn1 of flat orbits:
Γn1 =
Ωλ = λZ∗ + Z∗⊥ = λZ∗ +
n∑
j=1
RX∗j + RY
∗
j , λ ∈ R∗
 .(5.1)
It is easy to see the relative topology of Γn1 is Hausdorff, that Ωλ goes to
infinity if λ goes to infinity and that
lim
λ→0
Ωλ = Γ
n
0 .
The irreducible representation πλ associated to λ ∈ R∗ acts on L2(Rn)
and for F ∈ L1(Hn) the operator πλ(F ) is a kernel operator with kernel
function Fλ given by
Fλ(s, t) := F̂
2,3(s− t,−λ
2
(s+ t), λ), s, t ∈ Rn
where
F̂ 2,3(s, t, λ) :=
∫
Rn×R
F (s, u, z)e−2iπ(t·u+λz)dudz.
5.2. The groups Fn, n ≥ 4. For n ≥ 4, let fn be the n−dimensional real nilpotent
Lie algebra with basis {X1, . . . , Xn} and non-trivial Lie brackets
[Xn, Xn−1] = Xn−2, . . . , [Xn, X2] = X1.
For all ℓ = ξ1X
∗
1 + . . .+ ξn−1X
∗
n−1 and t ∈ R let
t · ℓ = Ad∗(exp(tXn))ξ
=
(
0, ξn−1 − tξn−2 + . . .+ 1
(n− 2)!(−t)
n−2ξ1, . . . , ξ2 − tξ1, ξ1
)
.
We define the function ℓ̂ on R by
ℓ̂(t) := (t · ξ)n−1 = ξn−1 − tξn−2 + . . .+ 1
(n− 2)! (−t)
n−2ξ1.
The mapping ℓ → ℓ̂ intertwines the Ad∗−action and translation in the following
way:
t̂ · ξ(s) = (s · (t · ξ))n−1 = ((s+ t) · ξ)n−1 = ξ̂(s+ t), for s, t ∈ R.
This identifies the dual space f∗n with the space Pn−2 ⊕R, where Pn−2 denotes the
space R[X,≤ n− 2] of real polynomials of degree≤ n−2. A co-adjoint orbit Ωℓ then
corresponds to the translates {ℓ(t)P, t ∈ R} of some polynomial P ∈ R[X,≤ n− 2].
We can parameterize the orbit space f∗n/Fn with the sets
n−2⋃
j=1
Γnj ,
where Γnj := {ℓ ∈ f∗n, ℓ(Xk) = 0, k = 1, . . . , j − 1, j + 1, ℓ(Xj) 6= 0} .
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Example 5.1. (1) For n = 4 : The 4−dimensional thread-like algebra let F4
is the 4−dimensional thread-like group which the multiplication is given by
(a, b, c, u)(a′, b′, c′, u′) = (a+ a′, b+ b′, c+ c′ − a′b, u+ u′ − a′c+ a
′2b
2
).
Let {A,B,C, U} be the canonical basis of f4. For all ℓ = αA∗ + βB∗ +
ρC∗ + µU∗ and t ∈ R, the co-adjoint action is given by:
t · ℓ = (α, β − ρt+ µt
2
2
, ρ− µt, µ)
and
ℓ̂(t) := β − ρt+ µt
2
2
.
We can parameterize the orbit space f∗4/F4 in the following way. First we
have a decomposition
f∗4/F4 = Γ
4
2 ∪ Γ41 ∪ Γ40,
where
Γ42 = {ℓ ∈ f∗4, ℓ(U) 6= 0, ℓ(C) = 0}
Γ41 = {ℓ ∈ f∗4, ℓ(U) = 0, ℓ(C) 6= 0, ℓ(B) = 0}(5.2)
Γ40 = {ℓ ∈ f∗4, ℓ(U) = 0, ℓ(C) = 0}.
(2) For n = 5 : The 5−dimensional thread-like algebra let F5 is the 5−dimensional
thread-like group which the multiplication is given by
(a, b, c, u, v)(a′, b′, c′, u′, v′) = (a+a′, b+b′, c+c′−a′b, u+u′−a′c+a
′2b
2
, v+v′−a′u+a
′2c
2
−a
′3b
6
).
Let {A,B,C, U, V } be the canonical basis of f5. For all ℓ = αA∗ + βB∗ +
ρC∗ + µU∗ + νV ∗ and a ∈ R, the co-adjoint action is given by:
t · ℓ = (α, β − ρt+ µt
2
2
− ν t
3
6
, ρ− µt+ ν t
2
2
, µ− νt, ν).
and
ℓ̂(t) := β − ρt+ µt
2
2
− ν t
3
6
.
We can parameterize the orbit space f∗5/F5 in the following way. First we
have a decomposition
f∗5/F5 = Γ
5
3 ∪ Γ52 ∪ Γ51 ∪ Γ50,
where
Γ53 = {ℓ ∈ f∗5, ℓ(V ) 6= 0, ℓ(U) = 0},
Γ52 = {ℓ ∈ f∗5, ℓ(V ) = 0, ℓ(U) 6= 0, ℓ(C) = 0},
Γ51 = {ℓ ∈ f∗5, ℓ(V ) = 0, ℓ(U) = 0, ℓ(C) 6= 0, ℓ(B) = 0},
Γ50 = {ℓ ∈ f∗5, ℓ(V ) = 0, ℓ(U) = 0, ℓ(C) = 0}.
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6. The C∗−algebra of the group G5,2.
6.1. The description of the groups G5,2 and of the three other ones of dimension
5, of their co-adjoint orbits and irreducible representations can be found in [9].
We shall describe in this and in the following sections for our 4 remaining groups
the limit sets of properly converging sequences O = (πk)k in their dual spaces and
we are explicitly constructing the mappings σO,k. In this way it will turn out that
the C∗-algebra of every connected Lie group of dimension ≤ 5 has norm controlled
dual limits.
6.2. Recall that the Lie algebra of g5,2 is spanned by the basis B = span{A,B,C, U, V }
equipped with the Lie brackets
[C,A] = −U, [C,B] = V.
The Lie algebra g5,2 has a two-dimensional centre z = span{U, V }. The group
G5,2 = exp(g5,2) can be realized as R
5 with the Campbell-Baker-Hausdorff multi-
plication
(a, b, c, u, v)(a′, b′, c′, u′, v′)
= (a+ a′, b+ b′, c+ c′, u+ u′ +
1
2
(ac′ − a′c), v + v′ + 1
2
(b′c− bc′)).
For all (a, b, c, u, v) ∈ G5,2, (α, β, ρ, µ, ν) ∈ g∗5,2 we obtain the following expression
for Ad∗(a, b, c, u, v) :
Ad∗(a, b, c, u, v)(x, y, t, µ, ν) = (x − µc, y + νc, t+ µa− νb, µ, ν)(6.1)
We give now a description of the co-adjoint orbits:
(1) The generic elements (α, β, ρ, µ, ν) in g∗5,2 are those for which r
2
µ,ν = r
2 =
µ2 + ν2 6= 0. It follows from equation (6.1) that a generic orbit O is
determined by 3 parameters (β, µ, ν) ∈ R3, rµ,ν 6= 0:
O = Oβ,µ,ν = {xA∗ + yB∗ + cC∗ + µU∗ + νV ∗, c ∈ R, νx+ µy = βrµ,ν} .
In particular, if µ, ν 6= 0, then the element
βrµ,ν
ν
A∗ + µU∗ + νV ∗(6.2)
is contained in Oβ,µ,ν and if ν = 0 then the functional
βsign(µ)B∗ + µU∗(6.3)
belongs to Oβ,µ,0.
We take a new basis Bµ,ν of g5,2. For that, letting µ˜ := µrµ,ν , ν˜ := νrµ,ν
we put:
Bµ,ν := {Aµ,ν := µ˜A− ν˜B,Bµ,ν := ν˜A+ µ˜B, C, U, V }.(6.4)
Let also
Zµ,ν = µ˜U + ν˜V, Tµ,ν = ν˜U − µ˜V.
Then:
[Aµ,ν , C] = Zµ,ν , [Bµ,ν , C] = Tµ,ν
〈ℓβ,µ,ν , [Aµ,ν , C]〉 = rµ,ν .
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In this basis for any R = xAµ,ν + bBµ,ν + yC + zZµ,ν + tTµ,ν , resp
R′ = x′Aµ,ν+b′Bµ,ν+y′C+z′Zµ,ν+t′Tµ,ν in g we obtain the multiplication:
R · R′ = (x+ x′)Aµ,ν + (b+ b′)Bµ,ν + (y + y′)C +
+
(
z + z′ +
1
2
(xy′ − x′y)
)
Zµ,ν +
(
t+ t′ +
1
2
(by′ − b′y)
)
Tµ,ν .(6.5)
We see that the vectors Aµ,ν , Bµ,ν , Zµ,ν span the three dimensional Heisen-
berg Lie algebra, that Bµ,ν is contained in the stabilizer of the linear form
ℓβ,µ,ν and that Tµ,ν is contained in the kernel of the restriction of ℓβ,µ,ν to
the centre of gµ,ν . In the dual basis B∗µ,ν of the basis Bµ,ν the orbit Oβ,µ,ν
(for some β ∈ R) of the element
ℓβ,µ,ν = βB
∗
µ,ν + µU
∗ + νV ∗,
is given by:
Oβ,µ,ν = {aA∗µ,ν + βB∗µ,ν + cC∗ + µU∗ + νV ∗, a, c ∈ R}.(6.6)
The stabilizer of ℓβ,µ,ν is the set
g5,2(ℓβ,µ,ν) = span{Bµ,ν, U, V }.
We can take as polarization at ℓβ,µ,ν the sub-algebra
p := span{A,B,U, V }, P := exp(p).
We denote by Γ5,21 the orbit space of this layer and we parametrize it by
Γ5,21 := {ℓβ,µ,ν ≡ (β, µ, ν), β ∈ R, (µ, ν) ∈ R2, r2 = µ2 + ν2 6= 0}.(6.7)
(2) The second layer, denoted by
Γ5,20 = (g
∗
5,2/G5,2)char ≃ R3(6.8)
is the collection of all characters ℓα,β,ρ = αA
∗ + βB∗ + ρC∗, α, β, ρ ∈ R.
Their orbits are the one point sets {ℓα,β,ρ}
Theorem 6.1.
(1) On the set Γ5,21 the dual topology is Hausdorff.
(2) Let O = (Oβk,µk,νk)k be a sequence such that limk rk = 0. Then this se-
quence has a converging sub-sequence if and only if lim infk |βk| is finite. If
O is properly converging, then, passing to a sub-sequence (also denoted by
the same symbol for simplicity of notations) we can assume that limk βk = β
exists, that the sequences of vectors (A∗k = A
∗
µk,νk)k, resp. (B
∗
k = B
∗
µk,νk)k
converges to a A∗∞, resp. B
∗
∞ in g
∗
5,2 and then
L(O) = RA∗∞ + β∞B
∗
∞ + RC
∗ ⊂ Γ5,20 .
Proof. (1) The point 1) is evident.
(2) If lim infk |βk| exists in R, then we take a sub-sequence (indexed also by
(βk)k for simplicity of notation) such that limk βk = β exists in R and such
that the sequences of vectors (A∗k = A
∗
µk,νk
)k, resp. (B
∗
k = B
∗
µk,νk
)k con-
verges to a A∗∞, resp. B
∗
∞ in g
∗
5,2. It follows then from the description (6.6)
of the coadjoint orbits that the limit set L(O) of the sub-sequence is the set
described in the theorem. If lim infk |βk| = +∞, then limk{|〈Ok, Bk〉|} =
{|βk|} = +∞. Hence O goes to infinity

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6.3. The unitary dual of G5,2. The spectrum of the group G5,2 can be identified
by Kirillov’s orbit theory with the orbit space g∗5,2/G5,2 = Ĝ5,2 := Γ
5,2
1 ∪ Γ5,20 . For
every (β, µ, ν) ∈ R × (R × R)∗, we take the irreducible representation πβ,µ,ν =
ind
G5,2
P χβ,µ,ν which is associated to Oβ,µ,ν . This representation acts on the Hilbert
space L2(R) and is given by the formula
πβ,µ,ν(x, b, y, z, t)ξ(s)
= e−2iπ(βb+rµ,νz+rµ,νxs−
rµ,ν
2 xy)ξ(s− y), s ∈ R, ξ ∈ L2(R), (x, b, y, z, t) ∈ G5,2,
using the coordinates coming from the basis
Bµ,ν := {Aµ,ν , Bµ,ν , C, Zµ,ν , Tµ,ν}
and formula (6.5). Since G5,2 is nilpotent, by Lie’s theorem every irreducible fi-
nite dimensional representation of G5,2 is one-dimensional. Any one-dimensional
representation is a unitary character χα,β,ρ, (α, β, ρ) ∈ R3, of G5,2 which is given
by
χα,β,ρ(a, b, c, u, v) = e
−2iπ(αa+βb+ρc), (a, b, c, u, v) ∈ G5,2.
For F ∈ L1(G5,2), let
F̂ (α, β, ρ) := χα,β,ρ(F ) =
∫
G5,2
F (a, b, c, 0, 0)e−2πi(αa+βb+ρc)dadbdc, α, β, ρ ∈ R,
and
‖F‖∞,0 := sup
α,β,ρ∈R
|χα,β,ρ(F )| = ‖Fˆ‖∞.
Definition 6.2. Define for a ∈ C∗(G5,2) its Fourier transform F(a) ∈ L∞(Ĝ5,2)
by
F(a)(β, µ, ν) := πβ,µ,ν(a) ∈ B(L2(R)), (β, µ, ν) ∈ Γ5,21
and
F(a)(α, β, ρ) := χα,β,ρ(a), α, β, ρ ∈ R.
Definition 6.3. For all F ∈ L1(G5,2), and (β, µ, ν) ∈ Γ5,21 the operator πβ,µ,ν(F )
is a kernel operator with kernel function Fβ,µ,ν given by:
Fβ,µ,ν(s, x) = F̂
µ,ν(
rµ,ν
2
(s+ x)A∗µ,ν + βB
∗
µ,ν + (s− y)C∗ + rµ,νZ∗µ,ν)
in the coordinates coming from the basis Bµ,ν . Here the symbol F̂µ,ν denotes the
function
F̂µ,ν(s, q) :=
∫
P
F (exp(sC)p)e−2πi〈q,log p〉dp, s ∈ R, q ∈ p∗.
Indeed, for for ξ ∈ L2(R) and s ∈ R we have
πβ,µ,ν(F )ξ(s) =
∫
R5
F (x, b, y, z, t)πβ,µ,ν(x, b, y, z, t)ξ(s)dxdbdydzdt
=
∫
R5
F (x, b, y, z, t)e−2iπ(βb+rµ,νz+rµ,νxs−
rµ,ν
2 xy)ξ(s− y)dxdbdydzdt
=
∫
R
(∫
R4
F (x, b, s− y, z, t)e−2iπ(βb+rµ,νz+ rµ,ν (s+y)x2 )ξ(y)dxdbdzdt
)
dy
=
∫
R
F̂µ,ν(
rµ,ν
2
(s+ x)A∗µ,ν + βB
∗
µ,ν + (s− y)C∗ + rµ,νZ∗µ,ν)ξ(y)dy.(6.9)
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The following proposition is a consequence of Formula (6.9).
Proposition 6.4. For any a ∈ C∗(G5,2) and (β, µ, ν) ∈ Γ5,21 , the operator πβ,µ,ν(a)
is compact, the mapping Γ5,21 → B(L2(R)) : (β, µ, ν) 7→ πβ,µ,ν(a) is norm continu-
ous in (β, µ, ν) and tending to 0 for rµ,ν going to infinity.
Definition 6.5. Let as before for µ2+ν2 6= 0, Aµ,ν := µ˜A− ν˜B, Bµ,ν := ν˜A+ µ˜B.
Choose a Schwartz-function η in S(R) with L2−norm equal to 1. For (α, ρ) ∈ R2
we define the function ηµ,ν(α, ρ) by
ηµ,ν(α, ρ)(s) := r
1
4
µ,νe
2iπsρη
(
r
1
2
µ,ν(s+
α
rµ,ν
)
)
, s ∈ R.(6.10)
6.4. A C∗−condition. The C∗-conditions for the group G5,2 can be copied from
the corresponding conditions for the Heisenberg groups (see [6]).
Lemma 6.6. Let ξ ∈ S(R). Then,
ξ =
1
rµ,ν
∫
R2
〈ξ, ηµ,ν(α, ρ)〉ηµ,ν (α, ρ)dαdρ.
Proof. The proof is the same as the proof of Lemma 2.8 in [Lud,Tur]. 
Definition 6.7. 1. For all (α, ρ) ∈ R2 and k ∈ N, let Pµ,ν(α,ρ) be the orthogonal
projection onto the one dimensional subspace Cηµ,ν(α, ρ).
2. Define for h ∈ C0(R3) the linear operator
σβ,µ,ν(h) :=
1
rµ,ν
∫
R2
h(αA∗µ,ν + βB
∗
µ,ν + ρC
∗)Pµ,ν(α,ρ)dαdρ(6.11)
Proposition 6.8. (see Proposition 2.11 in [6])
(1) For every (β, µ, ν) ∈ Γ5,21 and h ∈ S(R2) the integral (6.11) converges in
operator norm.
(2) σβ,µ,ν(h) is compact and ‖σβ,µ,ν(h)‖op ≤ ‖h‖∞.
(3) The mapping σβ,µ,ν : C0(R
2)→ F1 is involutive, i.e. σβ,µ,ν(h∗) = σβ,µ,ν(h)∗, h ∈
C∗(R2), where by σβ,µ,ν we denote also the extension of σβ,µ,ν to C0(R2).
Theorem 6.9. Let a ∈ C∗(G5,2) and let ϕ be the operator field ϕ = F(a). Then
the function ϕ(β) : (α, ρ) → F(a)(α, ρ) is contained C0(R2). Let γ = (γk =
(βk, µk, νk))k be a properly converging sequence in Γ
5,2
1 having its limit set L(γ) =
RA∗∞ + βB
∗
∞ + RC
∗ in Γ5,20 . Then
lim
k→∞
‖ϕ(γk)− σγk(ϕ(β))‖op = 0.(6.12)
Proof. The proof is the same as that of Theorem 2.12 in [Lud-Tur]. 
7. The C∗−algebra of the group G5,3.
Recall that the Lie algebra of g5,3 is spanned by the basis B = span{A,B,C, U, V }
equipped with the Lie brackets
[A,B] = U, [A,U ] = V, [B,C] = V.
This Lie algebra has a one-dimensional centre z = RV. The group G5,3 can be
realized as R5 with the Campbell-Baker-Hausdorff multiplication
(a, b, c, u, v)(a′, b′, c′, u′, v′)
= (a+ a′, b+ b′, c+ c′, u+ u′ − a′b, v + v′ − a′u+ a
′2b
2
− b
′c
2
+
bc′
2
).
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For all (a, b, c, u, v) ∈ G5,3, (α, β, ρ, µ, ν) ∈ g5,3 we obtain the following expression
for Ad∗(a, b, c, u, v) :
Ad∗(a, b, c, u, v)(α, β, ρ, µ, ν)
= (α− µb− νu− ν ab
2
, β + µa− νc+ ν a
2
2
, ρ+ νb, µ+ aν, ν).(7.1)
We give now a description of the co-adjoint orbits:
(1) The generic orbits: They have a non-zero value ν on the central element
V. It follows from (7.1) that we can characterize such an orbit O by ν ∈ R.
There exists in each generic orbit Oν a unique element ℓν which is zero on
the vectors A,B,C, U, i.e. ℓν = νV
∗ and so
Oν = {(a, b, c, u, ν), (a, b, c, u) ∈ R4}.
We denote by Γ5,32 = (g
∗
5,3/G5,3)gen this family of generic co-adjoint orbits,
parameterized by the set Γ5,32 := {ℓν ≡ ν; ν ∈ R}.
(2) The second layer is given by the set of linear functionals, which are 0 on V,
but not 0 on U , we can characterize such an orbit O by the pair (ρ, µ) ∈ R2
and so
Oρ,µ = {(a, b, ρ, µ, 0), (a, b) ∈ R2}.
(3) The last layer, denoted by Γ5,30 = (g5,3/G5,3)char ≃ R3 is the collection of
all characters ℓα,β,ρ = αA
∗ + βB∗ + ρC∗, α, β, ρ ∈ R. Their orbits are the
point set {ℓα,β,ρ}.
Theorem 7.1. (1) On the set Γ5,32 ( resp on the set Γ
5,3
1 ) the dual topology is
Hausdorff.
(2) Let O = (Oνk)k ⊂ Γ5,32 be a sequence, such that lim
k→∞
νk = 0. Then O is
properly converging and L(O) = Γ5,31 ∪ Γ5,30 .
(3) Let O = (Oρk,µk)k be a sequence such that lim
k→∞
µk = 0. If O has a limit
then ρ := limk ρk exists in R. Conversely, if limk ρk = ρ exists, then the
sequence O converges and L(O) = RA∗ + RB∗ + ρC∗.
Proof. The proof is straight forward. 
7.1. The Fourier transform for C∗(G5,3).. The spectrum of the group G5,3 can
be identified by Kirillov’s orbit theory with the orbit space g∗5,3/G5,3 = Ĝ5,3 =
Γ5,32 ∪ Γ5,31 ∪ Γ5,30 .
(1) Let ℓ ∈ Γ5,32 , its orbit Oℓ is of dimension 4. A polarization at ℓν = νV ∗
is given by p = pν := span{C,U, V }. We realize then πν := indG5,3Pν χν .
The Hilbert space L2(G5,3/Pν , χν) is in fact isometric to L
2(R2), let E :
R2 → G5,3, E(a, b) := exp(aA)exp(bB) and S = exp(RA)exp(RB) =
E(R2). Then G5,3 = S.Pν as topological product and the mapping λ :
L2(G5,3/Pν , χν) → L2(R2) defined by λξ(t) := ξ(E(t)), t ∈ R2, is uni-
tary. Let us compute the operator πℓ(F ) for F ∈ C∗(G5,3) explicitly. For
ξ ∈ L2(R2), s ∈ S, p ∈ Pν we have
πℓ(F )ξ(t) =
∫
G5,3/Pν
ξ(s)
(∫
Pν
F (ts−1p)e−2iπ〈s.ℓ,p〉dp
)
ds.
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For t = E(a, b) and s = E(a′, b′) we get
πℓ(F )ξ(a
′, b′) =
∫
R2
F̂Pν (a′ − a, b′ − b, E(a, b).ℓ|pν )e
−2iπνa2(b′−b)
2 ξ(a, b)dadb.
(2) Let ℓ = ℓρ,µ ∈ Γ5,31 . A polarization at ℓ is given by pρ,µ = span{B,C,U, V }.
We take πρ,µ := ind
G5,3
Pρ,µ
χρ,µ. This representation acts on the Hilbert space
L2(G5,3/Pρ,µ, χρ,µ) ≃ L2(R) and for F ∈ L1(G5,3), ξ ∈ L2(R), we have:
πρ,µ(F )ξ(a
′) =
∫
R
F̂Pρ,µ(a′ − a, a · pρ,µ)da, where pρ,µ = ℓρ,µ|pρ,µ .
(3) Any one-dimensional representation is a unitary character χα,β,ρ, (α, β, ρ) ∈
R3, of G5,3 which is given by
χα,β,ρ(a, b, c, u, v) = e
−2iπ(αa+βb+ρc), (a, b, c, u, v) ∈ G5,3.
For F ∈ L1(G5,3), let
F̂ (α, β, ρ) := χα,β,ρ(F ) =
∫
G5,3
F (a, b, c, 0, 0)e−2iπ(αa+βb+ρc)dadbdc, α, β, ρ ∈ R.
Definition 7.2. Define for a ∈ C∗(G5,3) its Fourier transform F(a) ∈ l∞(Ĝ5,3) by
aˆ(ν) = F(a)(ν) := πν(a) ∈ K(L2(R2)), ν ∈ Γ5,32 ;
aˆ(ρ, µ) = F(a)(ρ, µ) := πρ,µ(a) ∈ K(L2(R)), (ρ, µ) ∈ Γ5,31 ;
aˆ(α, β, ρ) = F(a)(α, β, ρ) := χα,β,ρ(a) ∈ C∗(R3).
Proposition 7.3. For any a ∈ C∗(G5,3) and ν ∈ Γ5,32 (resp (ρ, µ) ∈ Γ5,31 ), the op-
erator πν(a) (resp the operator πρ,µ) is compact, the mapping Γ
5,3
2 → K(L2(R2)) :
ν 7→ πν(a) (resp the mapping Γ5,31 → K(L2(R)) : (ρ, µ) 7→ πρ,µ(a)) is norm contin-
uous in ν (resp in (ρ, µ)) and tending to 0 for ν going to infinity (resp for ρ or µ
going to infinity).
7.2. The changing of layers condition.
• Passing from Γ5,32 to Γ5,31 ∪Γ5,30 . Let O = (Oℓk)k ⊂ Γ5,32 be a properly converging
sequence where ℓk = (0, 0, 0, 0, νk), k ∈ N such that limk νk = 0. Let pk := (ℓk)|p.
By Theorem 7.1 the restriction of the limit set L(O) to p is the closed set L =
L(O)|p = {(ρ, µ, 0), ρ ∈ R, µ ∈ R}.
Definition 7.4. For k ∈ N let:
εk := |νk| 12 ,
Iki,j :=
{
(c, u, νk) ∈ p∗; iε
1
4
k ≤ c < iε
1
4
k + ε
1
2
k and jεk ≤ u < jεk + εk
}
,
Uki,j :=
{
(x, y) ∈ R2; (xA+ yB) · pk ∈ Iki,j
}
, j ∈ Z∗.
Finally:
Uk :=
⋃
i,j∈Z∗
Uki,j .
Let also for k ∈ N, i, j ∈ Z :
xkj :=
jεk
νk
, yki :=
iε
1
4
k
νk
, gki,j = x
k
jA+ y
k
i,jB.
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Let for i, j ∈ Z∗, k ∈ N∗ :
pki,j := (iε
1
4
k , jεk, 0).
An easy computation gives:
gki,j.pk = (iε
1
4
k , jεk, νk) = p
k
i,j + (0, 0, νk).
Proposition 7.5. Let K be a compact subset, for k large enough we have that
KUki,j ⊂
1⋃
i′,j′=−1
Uki′+i,j′+j =: V
k
i,j .
Proof. We can suppose that KP is contained in [−M,M ]2P for some M > 0. For
r = (u, v) ∈ K ⊂ G5,3/P and s = (x, y) ∈ Uk we have that
(rs).pk = (νkv + νky, νkx+ νku, νk)
and
(x, y) ∈ Uki,j
⇔ (x, y) · pk ∈ Iki,j
⇒
{
jεk ≤ νkx < jεk + εk,
iε
1
4
k ≤ νky < iε
1
4
k + ε
1
2
k ,
⇒
{
(j − 1)εk ≤ νkx+ νku < (j + 1)εk + εk,
(i − 1)ε 12k ≤ νky + νkv < (i+ 1)ε
1
4
k + ε
1
2
k .
It follows that KUki,j ⊂
1⋃
i′,j′=−1
Uki′+i,j′+j . 
Definition 7.6. For k ∈ N∗ Let
Rk =
[
− εk|νk| ,
εk
|νk|
]
×
[
− ε
1
2
k
|νk| ,
ε
1
2
k
|νk|
]
.
Lemma 7.7. For k ∈ N∗ large enough, for any i, j ∈ Z∗ we have the set Uki,j is
contained in Rk + gki,j.
Proof. Let s = (x, y) ∈ Uki,j . Then:
(x, y) · pk ∈ Iki,j
⇐⇒

jεk ≤ νkx < jεk + εk ⇒ |x− xkj | ≤ εk|νk| ⇒ x ∈
[
− εk|νk| ,
εk
|νk|
]
+ xkj ,
iε
1
4
k ≤ νky < iε
1
4
k + ε
1
2
k ⇒ |y − yki | ≤ ε
1
2
k
|νk| ⇒ y ∈
[
− ε
1
2
k
|νk| ,
ε
1
2
k
|νk|
]
+ yki .
=⇒ s ∈ Rk + gki,j ,

Lemma 7.8. For k ∈ N∗ large enough, for i, j ∈ Z∗ and any (x, y) ∈ Uki,j we have
that
‖(xA+ yB) · pk − ((xA + yB) · (gki,j)−1) · pki,j‖ ≤ 3ε
1
2
k .
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Proof. For (x, y) ∈ Uki,j we have that (x, y) = (x′ + xkj , y′ + yki,j) where |νkx′| ≤ εk
and |νky′| ≤ ε
1
2
k . Therefore
‖((x′ + xkj )A+ (y′ + yki,j)B)pk − (x′A+ y′B) · pki,j‖
= ‖(νky′ + νkyki , νkxkj + νkx′, νk)− (iε
1
4
k , jεk, 0)‖
= ‖(νky′ + iε
1
4
k , jεk + νkx
′, νk)− (iε
1
4
k , jεk, 0)‖
= ‖(νky′, νkx′, νk)‖
= |νky′|+ |νkx′|+ |νk|
≤ ε 12k + εk + |νk| ≤ 3ε
1
2
k .

Definition 7.9. Let for β, ρ, µ ∈ R, let
ℓβ,ρ,µ = βB
∗ + ρC∗ + µU∗, ℓβ,µ = βB∗ + µU∗, and ℓρ,µ = ρC∗ + µU∗ ∈ g∗5,3.
The sub-algebra p := pβ,µ = span{B, p} is a polarization at ℓβ,µ and at ℓβ,ρ,µ,
which gives us the equivalent representations πβ,µ = ind
G5,3
P χℓβ,µ ∈ Ĝ5,3 and
πβ,ρ,µ = ind
G5,3
P χℓβ,ρ,µ . Let uβ,ρ,µ be the unitary operator which gives the equiva-
lence between both representations. We take the direct integral representation
τρ,µ :=
(∫ ⊕
R
πℓβ,ρ,µdβ,
∫ ⊕
R
L2(G5,3/P, χℓβ,ρ,µ)dβ
)
.(7.2)
This representation τρ,µ is in fact equivalent to the representation σρ,µ := ind
G5,3
P χℓρ,µ
and a unitary intertwining Uρ,µ operator is given by:
Uρ,µ : L
2(G5,3/P, χρ,µ) 7→
∫ ⊕
R
L2(G5,3/P, χℓρ,µ)dβ,
Uρ,µ(ξ)(β)(g) : =
∫
R
ξ(gexp(sB))e−2iπsβds, g ∈ G5,3, β ∈ R.
Hence for every a ∈ C∗(G5,3) we have that
‖σρ,µ(a)‖op = sup
β∈R
‖πℓβ,ρ,µ(a)‖op.(7.3)
Definition 7.10.
• Let CO = CB(L(O),B(L2(R2))) be the C∗-algebra of all continuous, uni-
formly bounded mappings φ : L(O) 7→ B(L2(R2)) from the locally compact
space L(O) into the algebra of bounded linear operators B(L2(R2)) on
the Hilbert space L2(R2). By the Theorem 7.1 we observe that for any
a ∈ C∗(G5,3), the operator field aˆ|L(O) is contained in CO. Furthermore,
for ℓ = ρC∗ + µU∗ ∈ g∗5,3, we obtain a representation σ˜ρ,µ = σ˜ℓ on the
Hilbert space L2(R2) of the algebra CO defined by:
σ˜ℓ(φ)ξ := U
−1
ℓ
(∫ ⊕
R
u∗β,ρ,µ ◦ φ(β, µ) ◦ uβ,ρ,µ
(
Uℓ(ξ)(β)
)
dβ
)
, φ ∈ CO.(7.4)
• Define for k ∈ N and φ ∈ CO the linear operator σ˜k,O(φ) by
σ˜k,O(φ) :=
∑
i∈Z
∑
j∈Z
MV ki,j ◦ σ˜(gki,j)−1·pki,j (φ) ◦MUki,j ,(7.5)
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where σ˜ℓ for ℓ = (g
k
i,j)
−1 · pki,j , is an in Equation (7.4). For a ∈ C∗(G5,3)
we have that σk,O(a) = σ˜k,O(â|L(O)).
Proposition 7.11. Let a ∈ C∗(G5,3). Then:
lim
k→∞
‖πℓk(a)− σk,O(a)‖op = 0.
Proof. Let ε > 0. Take first F ∈ L1c(G5,3). Let us choose a compact subset K ⊂ p∗
and an M > 0 such that the function R2 × p∗ ∋ ((x, y), p) → F̂P (E(x, y), p) is
supported in [−M,M ]2 ×K. By Proposition 7.5 we have for k large enough:
πℓk(F ) ◦MUki,j = MV ki,j ◦ πℓk(F ) ◦MUki,j , i, j ∈ Z.
The kernel function Fk of the operator πℓk(F )◦MUki,j−MV ki,j ◦σ˜(gki,j)−1·pki,j (F )◦MUki,j
is given by
Fk(s, t) = 1V ki,j (s)1Uki,j (t)
(
F̂P (st−1, t · pk)− F̂P (st−1, t(gki,j)−1 · pki,j)
)
Since the function (s, p) → |F̂P (s, p)|2 is in C∞c (G5,3/P, p∗) there exists a non-
negative continuous function with compact support ϕ : G5,3/P → R+ such that for
any q, p ∈ p∗, s ∈ G5,3/P :
|F̂P (s, q)− F̂P (s, p)| ≤ ϕ(s)‖q − p‖.
It follows then from Lemma 7.7 and Lemma 7.8 that for k ∈ N large enough,
i, j ∈ Z, s ∈ G5,3/P :
|Fk(s, t)| ≤
∣∣∣F̂P (st−1, t · pk)− F̂P (st−1, t(gki,j)−1 · pki,j)∣∣∣
≤ 3ε 12kϕ(st−1).
Using now Young’s estimate, we see that for k large enough and i, j ∈ Z :
‖πℓk(F )− σ˜k,O(F )‖op ≤ 3ε
1
2
k ‖ϕ‖1.

• Passing from Γ5,31 to Γ5,30 .
Definition 7.12. Choose a Schwartz-function η in S(R) with L2−norm equal to
1. For (α, β) ∈ R2 we define the function ηµ(α, β) by
ηµ(α, β)(s) := |µ| 14 e2iπsαη(|µ| 12 (s+ β
µ
)), s ∈ R.(7.6)
Lemma 7.13. Let ξ ∈ S(R). Then,
ξ =
1
|µ|
∫
R2
〈ξ, ηµ(α, β)〉ηµ(α, β)dαdβ.
Definition 7.14. 1. For all (α, β) ∈ R2 and k ∈ N, let Pµ(α,β) be the orthogonal
projection onto the one dimensional subspace Cηµ(α, β).
2. Define for h ∈ C0(R2) the linear operator
σρ,µ(h) :=
1
|µ|
∫
R2
h(αA∗ + βB∗ + ρC∗)Pµ(α,β)dαdβ.(7.7)
Proposition 7.15. (see Proposition 2.11 in [6])
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(1) For every (ρ, µ) ∈ Γ5,31 and h ∈ S(R2) the integral (7.7) converges in oper-
ator norm.
(2) σρ,µ(h) is compact and ‖σρ,µ(h)‖op ≤ ‖h‖∞.
(3) The mapping σρ,µ : C0(R
2)→ F1 is involutive, i.e. σρ,µ(h∗) = σρ,µ(h)∗, h ∈
C∗(R2), where by σρ,µ we denote also the extension of σρ,µ to C0(R2).
Theorem 7.16. Let a ∈ C∗(G5,3) and let ϕ be the operator field ϕ = F(a). Then
the function ϕ(0) : (α, β) → F(a)(α, β) is contained C0(R2). Let γ = (γk =
(ρk, µk))k be a properly converging sequence in Γ
5,3
1 having its limit set L(γ) =
RA∗ + RB∗ + ρC∗ in Γ5,30 . Then
lim
k→∞
‖ϕ(γk)− σγk(ϕ(ρ))‖op = 0.(7.8)
Proof. The proof is the same as that of Theorem 2.12 in [Lud-Tur]. 
8. The C∗−algebra of the group G5,4.
Recall that the Lie algebra of g5,4 is spanned by the basis B = {A,B,C, U, V }
equipped with the Lie brackets
[A,B] = C, [A,C] = U, [B,C] = V.
This Lie algebra has a two-dimensional centre z = span{U, V }. The group G5,4 =
exp(g5,4) can be realized as R
5 with the Campbell-Baker-Hausdorff multiplication
(a, b, c, u, v) · (a′, b′, c′, u′, v′)
= (a+ a′, b+ b′, c+ c′ − a′b, u+ u′ − a′c+ a
′2b
2
, v + v′ +
bc′
2
− b
′c
2
+
a′b′b
2
).
For all (a, b, c, u, v) ∈ G5,4, (α, β, ρ, µ, ν) ∈ g∗5,4 we obtain the following expression
for Ad∗(a, b, c, u, v) :
Ad∗((a, b, c, u, v))(α, β, ρ, µ, ν)
= (α− bρ− cµ− µab
2
− ν b
2
2
, β + ρa− νc+ ν ab
2
+ µ
a2
2
, ρ+ µa+ νb, µ, ν).
We give now a parameterization of the co-adjoint orbits: The generic elements
ℓ = (α, β, ρ, µ, ν) in g∗5,4, are those for which a non-zero value rµ,ν =
√
µ2 + ν2. As
in (6.4) we take a new basis Bµ,ν of g5,4. For that, letting µ˜ := µrµ,ν , ν˜ := νrµ,ν we
put:
Bℓ = Bµ,ν := {Aµ,ν = Aℓ := µ˜A+ ν˜B,Bµ,ν = Bℓ := −ν˜A+ µ˜B, C, U, V } .
In the dual basis B∗ℓ of the basis Bℓ the orbit Oℓ of the element ℓ = ℓβ,µ,ν =
βB∗ℓ + µU
∗ + νV ∗ is given by:
Oℓ =
{
aA∗ℓ + (β +
c2
2rµ,ν
)B∗ℓ + cC
∗ + µU∗ + νV ∗, a, c ∈ R
}
.(8.1)
It follows from this description that the function
Q : ℓ = aA∗ℓ + bB
∗
ℓ + cC
∗ + µU∗ + νV ∗ → 2brℓ − c2
is G5,4−invariant on this set. The stabilizer g5,4(ℓ) of ℓ is the sub-algebra
g5,4(ℓ) = span{Bℓ, U, V }.
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We denote by Γ5,42 the orbit space of this family of generic co-adjoint orbits param-
eterized by the set
Γ5,42 := {ℓβ,µ,ν ≡ (β, µ, ν), β ∈ R, (µ, ν) ∈ R2 \ {(0, 0)}}
Since G5,4/exp(z) = H1 we can decompose the orbit space g
∗
5,4/G5,4, and hence
also the dual space Ĝ5,4, into the disjoint union
g∗5,4/G5,4 = Γ
5,4
2 ∪˙Γ11∪˙Γ10,
where Γ10 and Γ
1
1 are as in (5.1).
8.1. Limit sets of properly converging sequences in Γ5,42 .
Theorem 8.1. The sequence (Oβk,µk,νk)k goes to infinity if and only if the real
sequence (
√
µ2k + ν
2
k + εkβk + (εk − 1)βkrk)k goes to infinity, where for k ∈ N:
εk :=
{
1 if βk > 0
0 if βk ≤ 0.
Proof. Suppose that the sequence of orbits does not tend to infinity. Then there is a
convergent sub-sequence (rkj ) and convergent sequence (cj) such that (
2βkj rkj+c
2
j
2rkj
)
is convergent. Multiplying by 2rkj we see that (2βkjrkj+c
2
j) is convergent and hence
(βkjrkj ) and (βkj ) are convergent. Hence (
√
µ2kj + ν
2
kj
+ εkjβkj + (εkj − 1)βkjrkj )
is convergent and so (
√
µ2k + ν
2
k + εkβk + (εk − 1)βkrk) does not tend to infinity.
Conversely, suppose that (
√
µ2k + ν
2
k+εkβk+(εk−1)βkrk) does not tend to infinity.
Then there is a convergent sub-sequence (rkj ) such that (βkjrkj ) is also convergent.
We may choose convergent sequence (cj) such that 2βkjrkj + c
2
j = 0 for all j. Then
(0, 0, cj, µkj , νkj ) ∈ Okj and the sequence of functionals converges as j →∞. Hence
the sequence of orbits (Ok) does not tend to infinity. 
Theorem 8.2.
(1) On the set Γ5,42 the dual topology is Hausdorff.
(2) Let O = (Oℓk = OβkB∗k+µkU∗+νkV ∗)k (where Bk := Bℓk , k ∈ N) be a se-
quence in Γ5,42 with limk rk = limk
√
µ2k + ν
2
k = 0. We can assume (passing
if necessary to a sub-sequence) that the real sequence (µ˜k)k (res. (ν˜k)k)
converges to µ˜ (resp. to ν˜). Then the sequence of vectors (Ak = Aℓk)k,
resp. (Bk = Bℓk)k converges to the vector A∞ = µ˜A + ν˜B (resp. to
B∞ = −ν˜A+ µ˜B).
• If O has a limit, then d := limk→∞(−2βkrk =: dk) exists and d ≥ 0.
• Suppose now that O = (Oℓk = OβkB∗k+µkU∗+νkV ∗)k is a properly con-
verging sequence in Γ5,42 . If O admits a limit in Γ11 ∪ Γ10, then its limit
set L(O) is given by:
(a) if d 6= 0 then L(O) = {O√d,O−√d}.
(b) if d = 0, then the number β∞ := lim supk βk is contained in
[−∞,+∞[ and
(8.2) L(O) =
{
RA∗∞ + [β∞,+∞[B∗∞ if β∞ ∈ R
RA∗∞+]−∞,+∞[B∗∞ = Γ10 if β∞ = −∞.
Proof.
(1) The point 1) is evident.
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(2) • Let O be such a sequence in Γ5,42 having a limit. Let ℓ be a point in
a limit orbit of the sequence O and let mk = akA∗k + (βk + c
2
k
2rk
)B∗k +
ckC
∗ + µkU + νkV ∗ ∈ Ok, k ∈ N, such that limkmk = ℓ. Then:
ℓ(B∞) = lim
k
mk(Bk)
= lim
k
2βkrk +mk(C)
2
2rk
.
This shows that limk(2βkrk+mk(C)
2) = 0 since limk rk = limk
√
µ2k + ν
2
k =
0, i.e. limk(−2βkrk) = ℓ(C)2 =: d.
• (a) Let now O be properly convergent and suppose that d > 0.
For k large enough, we have that βk > 0 and then the ele-
ment mk,± := ±
√−2βkrkC∗ + µkU∗ + νkV ∗ of Ok converges
to ±√dC∗. Hence the orbits O±√d are contained in L(O). On
the other hand, every other ℓ in the limit set L(O) satisfies the
relation d = ℓ(C)2, which means that ℓ(C) = ±√d. Hence
L(O) = {O√d,O−√d}.
(b) If now d = 0, we see in a similar manner that the limit of the
sequence O must be characters, i. e. vanish on C. Choose
a sub-sequence (also denoted by O for simplicity), such that
limk βk = β∞. Take any sequence(
mk = akA
∗
k + (
2βkrk + c
2
k
2rk
)B∗k + ckC
∗ + µkU∗ + νkV ∗ ∈ Ok
)
k
which converges to ℓ = aA∗ + bB∗∞ ∈ L(O) for some a, b ∈ R.
Since
b = lim
k→∞
(βk +
c2k
2rk
) = lim
k
βk + lim
k
c2k
2rk
≥ lim
k
βk = β∞,
it follows that β∞ ≤ b < +∞. On the other hand, for any
a ∈ R, b > β∞, we have that b ≥ βk for k large enough and the
sequence(
mk = aA
∗
k + bB
∗
k +
√
(b− βk)2rkC∗ + µkU∗ + νkV ∗ ∈ Ok
)
k
converges to aA∗∞ + bB
∗
∞, since limk βkrk = 0. Hence, since
L(O) is closed,
L(O) = RA∗∞ + [β∞,+∞[B∗∞( resp. L(O) = RA∗∞+]−∞,+∞[B∗∞).

8.2. The Fourier transform. Let ℓ ∈ Γ5,42 , then dim(Oℓ) = 2. A polarization at
ℓ = ℓβ,µ,ν = βB
∗
ℓ + µU
∗ + νV ∗ is given by pℓ = pµ,ν = span{Bℓ, C, U, V }. Then
G5,4 = exp(RAℓ)Pℓ and Pℓ = exp(RBµ,ν)P as topological products. We take πℓ :=
ind
G5,4
Pℓ
χℓ. Its Hilbert space is isomorphic to L
2(R) and for g = exp(sAℓ)p, s, u ∈
R, p ∈ Pℓ and ξ ∈ L2(R) we have
πℓ(g)ξ(u) = e
−2πi〈exp(u−s)Aℓ)·ℓ,log(pℓ)〉ξ(u− s),
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and so for F ∈ L1(G5,4):
πℓ(F )ξ(t) =
∫
G5,4
F (g)πℓ(g)ξ(t)dg
=
∫
R
F̂Pℓ(s− t, s.ℓ|pℓ)ξ(s)ds.(8.3)
Here
F̂Pℓ(s, q) =
∫
Pℓ
F (exp(sAℓ)p)χq(p)dp, q ∈ p∗ℓ , s ∈ R.
and s ·q = exp(sAµ,ν) ·q, q ∈ p∗ℓ . For F ∈ L1c(G5,4), the function F̂Pℓ is of compact
support in s ∈ R and Schwartz in the variable q ∈ p∗ℓ .
Definition 8.3. The Fourier transform aˆ = F(a) of an element a ∈ C∗(G5,4) is
defined as the field of bounded linear operators over the dual space of G5,4, but
where we put all the unitary characters of G5,4 together to form the representation
π0 (here π0 is the left regular representation of the group G5,4). This gives us the
set Γ5,42 ∪ Γ11 ∪ Γ10 and we define for a ∈ C∗(G5,4) the operator field:
â(β, µ, ν) = F(a)(β, µ, ν) := πβ,µ,ν(a) ∈ K(L2(R)), (β, µ, ν) ∈ Γ5,42 ;
â(ρ) = F(a)(ρ) := πρ(a) ∈ K(L2(R)), ρ ∈ Γ11;
â(0) = F(a)(0) := π0(a) ∈ C∗(R2) ⊂ B(L2(R2)).
8.3. The continuity condition. We have seen in Theorem8.2, that the topology
of the sub-set Γ5,42 is Hausdorff. This means for the F’s in C
∗(G5,4), that the
functions π → ‖π(F )‖op are continuous on this set.
Theorem 8.4. The mapping Γ5,42 → B(L2(R)) : ℓ 7→ πℓ(F ) is norm-continuous for
all F ∈ C∗(G5,4).
8.4. Passing from Γ5,42 to Γ
1
1 ∪ Γ10..
Definition 8.5. Let O = (Oℓk=βkB∗k+µkU∗+νkV ∗) be a properly converging se-
quence in Γ5,42 such that limk(rk =
√
µ2k + ν
2
k) = 0. We can assume (passing if
necessary to a subsequence) that limk u˜k = µ˜ and limk ν˜k =: ν˜ exist too. Let
dk := −2βkrk > 0 and tk =
√−2βk
rk
=
√
dk
rk
, k ∈ N.
By Theorem 8.2 and its notations, d = limk dk exists. If d = 0, then β∞ := limk βk
exists in [−∞,+∞[ and the limit set ofO is the set L(O) = {RA∗µ,ν+[β∞,+∞]B∗µ,ν}
where A∗ℓ = µ˜A
∗ + ν˜B∗ and B∗ℓ = −ν˜A∗ + µ˜B∗. Otherwise, i.e. if d 6= 0, the limit
set L(O) is given by L(O) = {√dC∗,−√dC∗}. Recall that:
exp ((tk + s)Ak) · pk =
(
βk +
rk(s+ tk)
2
2
)
B∗k + ((s+ tk)rk)C
∗ + µkU∗ + νkV ∗
= s
(
rk
s
2
+ rktk
)
B∗k + ((s+ tk)rk)C
∗ + µkU∗ + νkV ∗, k ∈ N.
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If d 6= 0.. We consider first the case where d := limk dk 6= 0. Let
qk =
√
dkC
∗, k ∈ N∗.
Let us compute:
exp((s+±tk)Ak) · pk − exp(sAk) · (±qk)
=
(
βk +
rk(s+±tk)2
2
−±
√
dks
)
B∗k +
(
rk(±tk + s)−±
√
dk
)
C∗ + µkU∗ + νkV ∗
=
(
rks
2
2
)
B∗k + (rks)C
∗ + µkU∗ + νkV ∗.
Let (Rk)k be a sequence in R+ such that limk R
2
krk = 0, limk Rk = +∞. Let for
k ∈ N :
Jk = [−Rk, Rk],
Ik,± := (±tk + Jk),
Ik,2,± := (±tk + 2Jk).
Our condition on Rk tells us that limk
Rk
tk
= 0 and so Ik,+ ∩ Ik,− = ∅ for k large
enough.
Lemma 8.6. Let K be a compact subset of p∗. Then exp((R \ (Ik,+ ∪ Ik,−))Ak) ·
ℓk|p ∩K = ∅ for k large enough.
Proof. Take R > 0 such that K ⊂ [−R,R]. For s > 0, s 6∈ Ik,+ we have either
s > tk + Rk or 0 ≤ s ≤ tk −Rk (for k large enough): In the first case:
|exp(sAk) · ℓk(Bk)| = |((s− tk) · (tk · ℓk))(Bk)|
=
∣∣∣∣(s− tk)(rk (s− tk)2 + rktk
)∣∣∣∣
≥ Rk
√
dk ≥ Rk
√
d
2
( for k large enough).
In the second case:
|exp(sAk) · ℓk(Bk)| = |((s− tk) · (tk · ℓk))(Bk)|
=
∣∣∣∣(s− tk)(rk (s− tk)2 + rktk
)∣∣∣∣
≥ Rk
(
tkrk − (tk − sk)rk
2
)
≥ Rk
√
d
4
( for k large enough).
Similarly for s < 0, s 6∈ Ik,−. This means that for k large enough, exp(tAk) ·ℓk 6∈ K
for t 6∈ Ik,±. 
Definition 8.7. Let CO = CB(L(O),B(L2(R))) be the C∗-algebra of all continu-
ous, uniformly bounded mappings φ : L(O) 7→ B(L2(R)) from the locally compact
space L(O) into the algebra of bounded linear operators B(L2(R)) on the Hilbert
space L2(R).
Let for k ∈ N∗,
σk,± = ind
G5,4
Pk
χexp(±tkAk)·(
√
dkC∗)
, π√dkC∗ = ind
G5,4
Pk
χ√dkC∗
and let uk,± be the unitary intertwining operator between π√dkC∗ and σk,±.
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(1) Let for φ ∈ CO, k ∈ N,
σ˜k,O(φ) = σ˜k(φ) := MIk,2,+ ◦ uk,+ ◦ φ(
√
dk) ◦ u∗k,+ ◦MIk,+
+ MIk,2,− ◦ uk,− ◦ φ(−
√
dk) ◦ u∗k,− ◦MIk,− ∈ B(L2(R)).(8.4)
(2) For a ∈ C∗(G5,4) let
σk,O(a) := σ˜k,O(â|Γ11).
Theorem 8.8. Let O = (Oℓk=βkB∗k+µkU∗+νkV ∗) be a properly converging sequence
in Γ5,42 with limit set L = {O√d,O−√d} where d = −2 limβk
√
µ2k + ν
2
k = limk(−2βkrk), k ∈
N. Then for every a ∈ C∗(G5,4), we have that
lim
k→∞
‖πℓk(a)− σk,O(a)‖op = 0.
Proof. Let F ∈ L1c(G5,4). Let for k ∈ N∗
pk := pℓk , Pk = Pℓk = exp(RBk) · P = exp(pk).
The normal subgroup Pk = exp(pk) is a polarization at ℓk for every k. Let for
k ∈ N∗ :
Fk(u, t) := F̂
Pk(exp(uAk), exp(tAk) · ℓk|pk), u, t ∈ R.
Then the kernel function Kk of the linear operator πℓk(F ) is given by:
Kk(s, t) = Fk(s− t, t), s, t ∈ R.
Since F ∈ L1c(G5,4), there is an M > 0 such that Fk(s − t, t) = 0, if |s − t| > M
and together with Lemma 8.6 we have therefore for k large enough that
πℓk(F ) = MIk,2,+ ◦ πℓk(F ) ◦MIk,+ +MIk,2,− ◦ πℓk(F ) ◦MIk,− .
The kernel function Fk of the operator πℓk(F )− σ˜k,O(F ) is given by
Fk(s, t) = 1Ik,2,+(s)1Ik,+(t)
(
F̂Pk(exp((s− t)Ak), exp((t+ tk)Ak) · ℓk|pk)
− F̂Pk(exp((s− t)Ak), exp(tAk) · qk)
)
+ 1Ik,2,−(s)1Ik,−(t)
(
F̂Pk(exp((s− t)Ak), exp((t− tk)Ak) · ℓk|pk)
− F̂Pk(exp((s− t)Ak), exp(tAk) · (−qk))
)
Since F ∈ L1c(G5,4), there exists a continuous function ϕ ≥ 0 on G5,4/Pk with
compact support, such that
|F̂Pk(exp(sAk), ℓ|pk)− F̂Pk(exp(sAk), ℓ′|pk)| ≤ ϕ(s)‖ℓ|pk − ℓ′|pk‖, s ∈ G5,4, ℓ, ℓ′ ∈ g∗5,4.
It follows for t = v + tk ∈ Ik,+, s = u+ tk ∈ Ik,2,+ that
|F̂Pk(exp(u − v)Ak), (v + tk) · ℓk|pk)− F̂Pk(exp(u− v)Ak), v · qk)|
≤ ϕ(u − v)‖exp((v + tk)Ak) · pk − exp(vAk) · qk‖
≤
(
|rkv
2
2
|+ |rkv|+ |µk|+ |νk|
)
ϕ(u− v)
≤
(
rkR
2
k
2
+ rkRk + |µk|+ |νk|
)
ϕ(u − v),
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for k large enough. Similarly for t ∈ Ik,−, s ∈ Ik,2,−. Since limk rkR2k=0, Young’s
inequality implies that
lim
k→∞
‖πℓk(F )− σ˜k,O(F )‖op = 0.
L1c(G5,4) being dense in C
∗(G5,4) the theorem follows. 
If d = 0. We suppose now that limk(dk = −2βkrk) = 0.
Definition 8.9. Let O = (Oℓk=βkB∗k+µkU∗+νkV ∗) be a properly converging se-
quence in Γ5,42 . We can suppose that limk βk = β∞ exists in [−∞,+∞[ and that
limk µ˜k = µ˜, limk ν˜k = ν˜. Let as before Ak := µ˜kA+ ν˜kB, Bk := −ν˜kA+ µ˜kB and
Aℓ = µ˜A+ ν˜B, Bℓ = −ν˜A+µ˜B. The limit set is given by L(O) = RA∗ℓ+[β∞,∞[B∗ℓ
if β∞ ∈ R otherwise L(O) = Γ10.
(1) Let (εk)k ⊂ R+ be a decreasing sequence converging to 0 such that limk εkrk =
+∞,
(2) let
tkj := j
√
2εk
rk
, k ∈ N, j ∈ Z.
Then:
exp((tkj + s)Ak) · pk
=
(
βk + rk
(tkj + s)
2
2
)
B∗k + (rk(t
k
j + s))C
∗ + µkU∗ + νkV ∗
=
(
βk + j
2εk + rkj
√
2εk
rk
s+ rk
s2
2
)
B∗k +
(
rkj
√
2εk
rk
− rks
)
C∗ + µkU∗ + νkV ∗
=
(
βk + j
2εk + j
√
2εkrks+ rk
s2
2
)
B∗k +
(
j
√
2εkrk + rks
)
C∗ + µkU∗ + νkV ∗.
Let
pkj := exp(t
k
jAk) · pk = (βk + j2εk)B∗k + (j
√
2εkrk)C
∗ + µkU∗ + νkV ∗,
(8.5)
qkj := (βk + j
2εk)B
∗
k + j
√
2εkrkC
∗.
Let s ∈ [tkj , tkj+1[, j ∈ Z. Then for k large enough:
‖exp((tkj + s)Ak) · pk − exp(sAk) · qkj ‖ = |rk
s2
2
|+ |rks|+ |µk|+ |νk|
≤ |rk
(tkj+1 − tkj )2
2
|+ |rk(tkj+1 − tkj )|+ |µk|+ |νk|
≤ εk +
√
2rkεk + |µk|+ |νk|
< ε
1
2
k .(8.6)
Definition 8.10. Let for k ∈ N and j ∈ Z:
Ik,j := [t
k
j , t
k
j+1[,
Ik :=
⋃
j∈Jk
Ik,j .
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Lemma 8.11. For all R > 0, j ∈ Z, we have that R + Ik,j ⊂ Ik,j ∪ Ik,j+1, for k
large enough.
Proof. This follows from the fact that limk(t
k
j+1 − tkj ) =
√
2εk
rk
=∞. 
Definition 8.12.
(1) Let for k ∈ N and j ∈ Z
σk,j := ind
G5,4
P χexp(±tkAk)·qkj
and let uk,j be the unitary intertwining operator between π−j√2εkrkC∗ and
σk,j .
(2) Let as before CO be the C
∗-algebra of all continuous bounded mappings
from L(O) into B(L2(R)). Let for φ ∈ CO:
σ˜k,O(φ) =
∑
j∈Z
(MIk,j+1 +MIk,j ) ◦ uk,j ◦ σk,j(φ) ◦ u∗k,j ◦MIk,j .(8.7)
(3) For a ∈ C∗(G5,4) let
σk,O(a) = σ˜k,O(â|L(O)).
The proof of the next proposition is similar to that of Proposition 2.4.
Proposition 8.13. The linear mappings σ˜k,O, k ∈ N, are bounded by 2.
Theorem 8.14. Let O = (Oℓk=βkB∗k+µkU∗+νkV ∗)k be a properly converging se-
quence in Γ5,42 with the properties of Definition 8.9. Then for every a ∈ C∗(G5,4),
we have that
lim
k→∞
‖πℓk(a)− σk,O(a)‖op = 0.
Proof. Let F ∈ L1c(G5,4). Then, for k large enough, we have by Lemma 8.11 that
πℓk(F ) =
∑
j∈Z
(MIk,j +MIk,j+1) ◦ πk(F ) ◦MIk,j .
Therefore the kernel function Fk,j of the operator (MIk,j + MIk,j+1 ) ◦ (πk(F ) −
σ˜k,j(F )) ◦MIk,j is given by:
Fk,j(s, t) = 1Ik,j∪Ik,j+1 (u+ t
k
j )(F̂
Pk(u− v, (v + tkj ) · pk)− F̂Pk(s− t, v · qkj )),
with s = u+ tkj , t = v + t
k
j .
Since F ∈ L1c(G5,4) there exists a continuous function ϕ ≥ 0 on R with compact
support, such that
|F̂Pk(s− t, p)− F̂Pk(s− t, q)| ≤ ϕ(s− t)‖p− q‖
for every k ∈ N and every p, q ∈ p∗k. Hence, by (8.6)
|Fk,j(s, t)| ≤ 1Ik,j∪Ik,j+1 (u+ tkj )1Ik,j (v + tkj )
×|F̂Pk(u − v, (v + tkj ) · pk)− F̂Pk(s− t, v · qkj )|
≤ ϕ(u − v)‖(v + tkj ) · pk − v · qkj ‖
≤ ε 12k ϕ(u − v).
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It follows now from Young’s inequality and from the properties of the sequence
(Ik,j)j that
‖πℓk(F )− σ˜k,O(F )‖op ≤ 2ε
1
2
k ‖ϕ‖1.(8.8)
Since L1c(G5,4) is dense in C
∗(G5,4) and since the mappings σk,O are all bounded in
k by a fixed constant, it follows that relation (8.8) also holds for a ∈ C∗(G5,4). 
9. The C∗-algebra of the group G5,6.
Recall that the Lie algebra g5,6 is spanned by the basis B = {A,B,C, U, V }
equipped with the Lie brackets
[A,B] = C, [A,C] = U, [A,U ] = V, [B,C] = V.
It has a one-dimensional centre z = RV . The group G5,6 = exp(g5,6) can be realized
as R5 with the multiplication
(a, b, c, u, v) · (a′, b′, c′, u′, v′)
= (a+ a′, b+ b′, c+ c′ − a′b, u+ u′ − a′c+ a
′2b
2
, v + v′ − a′u+ bc
′
2
− b
′c
2
+
a′bb′
2
+
a′2c
2
− a
′3b
6
).
We use the euclidean scalar product on g5,6 to identify g
∗
5,6 with g5,6 = R
5 and we
we obtain the following expression for Ad∗(a, b, c, u, v):
Ad∗((a, b, c, u, v))(α, β, ρ, µ, ν)
= (α− ρb− µc− µab
2
− νu− ν b
2
2
− ν ac
2
− ν a
2b
6
, β + ρa+ µ
a2
2
− νc+ ν ab
2
+ ν
a3
6
,
ρ+ µa+ νb+ ν
a2
2
, µ+ νa, ν).
We give now a description of the co-adjoint orbits:
The generic orbits: if ν 6= 0. The orbit Oν of the element ℓν = (0, 0, 0, 0, ν)
is given by:
Oν = {(a, b, c, u, ν), a, b, c, u ∈ R}.
The stabilizer of ℓν is the set g5,6(ℓν) = span{V }, we denote by Γ5,63 the
orbit space of this layer and we parametrize it by
Γ5,63 := {ℓν ≡ ν, ν ∈ R∗}.(9.1)
Since G5,6/V = F4 we can decompose the orbit g
∗
5,6/G5,6 and hence also the dual
space Ĝ5,6, into the disjoint union
g∗5,6/G5,6 = Γ
5,6
3 ∪˙Γ42∪˙Γ41∪˙Γ40.
Theorem 9.1. Let O = (Oνk)k ⊂ Γ5,63 be a sequence, such that lim
k→∞
νk = 0. Then
O is properly converging and L(O) = Γ42 ∪ Γ41 ∪ Γ40.
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9.1. The Fourier transform.
Definition 9.2. Let F ∈ L1(G5,6), the operator πℓ is a kernel operator with kernel
function
F̂Pℓ(s, t, ℓ|Pℓ) =
∫
Pℓ
F (spt−1)χℓ(p)dp, s, t ∈ G5,6/Pℓ,
where Pℓ = exp(pℓ) and pℓ is a polarization at ℓ.
For ℓ = (0, 0, 0, 0, ν) ∈ Γ5,63 , therefore the abelian sub-algebra p = span{C,U, V }
is a polarization at ℓ. We realize then πℓ,P = πℓ as πℓ := ind
G5,6
P χℓ. The Hilbert
space L2(G5,6/P, ℓ) is in fact isomorphic to L
2(R2): let E : R2 → G5,6, E(a, b) :=
exp(aA)exp(bB) and S = exp(RA)exp(RB) = E(R × R). Then G = S.P as
topological product and the mapping U : L2(G5,6/P, ℓ) → L2(R2) defined by
Uξ(t) := ξ(E(t)), t ∈ R2, is unitary. We identify now πℓ with the correspond-
ing representation on L2(R2). Let us compute the operator πℓ(F ) for F ∈ C∗(G5,6)
explicitly. For ξ ∈ L2(R2), t = (a′, b′) ∈ S, p ∈ P we have:
πℓ(F )ξ(t)
=
∫
G5,6/P
ξ(s)
(∫
P
F (tps−1)e−2iπ〈s.ℓ,p〉dp
)
ds (where s.ℓ = Ad∗(s).ℓ)
=
∫
G5,6/P
F̂P (ts−1, s.ℓ|p)ξ(s)ds
=
∫
G5,6/P
F̂P (a′ − a, b′ − b, (a, b).p)e−2iπ(νab(b′−b)+ν a(b
′
−b)2
2 +
νa3(b′−b)
6 )ξ(a, b)dadb.
(9.2)
Definition 9.3. Let as before P = exp(p) and π0 = ind
G5,6
P χ0 be the left regular
representation of G5,6 on the Hilbert space L
2(G5,6/P ) ≃ L2(R2). Then the image
π0(C
∗(G5,6)) is just the C∗−algebra of R2 considered as an algebra of convolu-
tion operators on L2(R2) and π0(C
∗(G5,6)) is isomorphic to the algebra C0(R2) of
continuous functions vanishing at infinity on R2 via the abelian Fourier transform
F̂ (a, b) :=
∫
G5,6
F (g)e−2iπℓa,b(log g)dg, a, b ∈ R, F ∈ L1(G5,6).
Definition 9.4. The Fourier transform aˆ = F(a) of an element a ∈ C∗(G5,6) is
defined as to the field of bounded linear operators over the dual space of G5,6, but
where we put all the unitary characters of G5,6 together to form the representation
π0. This gives us the set Γ
4
0 ∪ Γ41 ∪ Γ42 ∪ Γ5,63 and we define for a ∈ C∗(G5,6) the
operator field:
aˆ(ν) = F(a)(ν) := πν(a) ∈ K(L2(R2)), ν ∈ Γ5,63 ;
aˆ(β, µ) = F(a)(β, µ) := πβ,µ(a) ∈ K(L2(R)), (β, µ) ∈ Γ42;
aˆ(ρ) = F(a)(ρ) := πρ(a) ∈ K(L2(R)), ρ ∈ Γ41;
aˆ(0) = F(a)(0) := π0(a) ∈ C∗(R2) ⊂ B(L2(R2)).
Theorem 9.5. The mapping Γ5,63 7→ B(L2(R2)) : ℓ → πℓ(F ) is norm-continuous
for all F ∈ C∗(G5,6).
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Theorem 9.6. For every sequence (Oℓk)k ⊂ g∗5,6/G5,6 going to infinity we have
that
lim
k
‖πℓk(F )‖op = 0.
9.2. Passing from Γ5,63 to Γ
4
2 ∪ Γ41 ∪ Γ40. Let O = (Oℓk)k ⊂ Γ5,63 be a properly
converging sequence where ℓk = (0, 0, 0, 0, νk), k ∈ N such that limk νk = 0. Let
pk := (ℓk)|p. By Theorem 9.1 the restriction of the limit set L(O) to p is the closed
set L = L(O)|p = {(ρ, µ, 0), ρ ∈ R, µ ∈ R}.
Definition 9.7. For k ∈ N let:
εk := |νk| 34 ,
Iki,j :=
{
(c, u, νk) ∈ p∗; iε
1
4
k −
j2ε2k
2νk
≤ c− u
2
2νk
< iε
1
4
k −
j2ε2k
2νk
+ ε
1
2
k and jεk ≤ u < jεk + εk
}
,
Uki,j :=
{
(x, y) ∈ R2; (xA+ yB) · pk ∈ Iki,j
}
, j ∈ Z.
Finally:
Uk :=
⋃
i,j∈Z
Uki,j .
Choose now the sequence Rk, such that limkRk = +∞, limk Rkδk = 0. Let also
for k ∈ N, i, j ∈ Z :
xkj :=
jεk
νk
, yki,j :=
(xkj,4)
2
2
+
iε
1
4
k
νk
, gki,j = x
k
jA+ y
k
i,jB.
Let for i, j ∈ Z, k ∈ N∗ :
pki,j := (iε
1
4
k , jεk, 0).
An easy computation gives:
gki,j · pk = (iε
1
2
k , jεk, νk) = p
k
i,j + (0, 0, νk).
Proposition 9.8. Let K be a compact subset, for k large enough we have that
KUki,j ⊂
1⋃
i′,j′=−1
Uki′+i,j′+j =: V
k
i,j .
Proof. We can suppose that KP is contained in [−M,M ]2P for some M > 0. For
r = (u, v) ∈ KP ⊂ G5,6/P and s = (x, y) ∈ Uk we have that
(rs).pk = (νkv + νky + νkxu + νk
x2
2
+ νk
u2
2
, νkx+ νku, νk)
we have
(x, y) ∈ Uki,j
⇔ (xA+ yB) · pk ∈ Iki,j
⇒
{
jεk ≤ νkx < jεk + εk,
iε
1
4
k − j
2ε2k
2νk
≤ νky < iε
1
4
k − j
2ε2k
2νk
+ ε
1
2
k ,
⇒
{
(j − 1)εk ≤ νkx+ νku < (j + 1)εk + εk,
(i− 1)ε 14k − j
2ε2k
2νk
≤ νky + νkv < (i+ 1)ε
1
4
k − j
2ε2k
2νk
+ ε
1
2
k .
C∗-ALG WITH NO CON DU LIM AND NIL LIE GRO. 33
It follows that KUki,j ⊂
1⋃
i′,j′=−1
Uki′+i,j′+j . 
Definition 9.9. For k ∈ N∗ Let
Rk =
[
− εk|νk| ,
εk
|νk|
]
×
[
− ε
1
2
k
|νk| ,
ε
1
2
k
|νk|
]
.
Lemma 9.10. For k ∈ N∗ large enough, for any i, j ∈ Z, the set Uki,j is contained
in Rk + gki,j.
Proof. Let s = (x, y) ∈ Uki,j Then:
(xA+ yB) · pk ∈ Iki,j
⇐⇒

jεk ≤ νkx < jεk + εk ⇒ |x− xkj | ≤ εk|νk| ⇒ x ∈
[
− εk|νk| ,
εk
|νk|
]
+ xkj ,
iε
1
4
k − j
2ε2k
2νk
≤ νky < iε
1
4
k − j
2ε2k
2νk
+ ε
1
2
k ⇒ |y − yki,j | ≤ ε
1
2
k
|νk| ⇒ y ∈
[
− ε
1
2
k
|νk| ,
ε
1
2
k
|νk|
]
+ yki,j .
=⇒ s ∈ Rk + gki,j .

Lemma 9.11. For k ∈ N∗ large enough, for i, j ∈ Z and any (x, y) ∈ Uki,j we have
that
‖(xA+ yB) · pk − ((xA + yB) · (gki,j)−1) · pki,j‖ ≤ 4ε
1
2
k .
Proof. For (x, y) ∈ Uki,j we have that (x, y) = (x′ + xkj , y′ + yki,j) where |νkx′| ≤ εk
and |νky′| ≤ ε
1
2
k . Therefore
‖((x′ + xkj )A+ (y′ + yki,j)B)pk − (x′A+ y′B) · pki,j‖
= ‖(νky′ + νkyki,j + νkx′xkj + νk
(xkj )
2
2
+ νk
x′2
2
, νkx
k
j + νkx
′, νk)− (iε
1
4
k + jεkx
′, jεk, 0)‖
= ‖(νky′ + iε
1
4
k −
j2ε2k
2νk
+ jεkx
′ +
j2ε2k
2νk
+ νk
x′2
2
, jεk + νkx
′, νk)− (iε
1
4
k + jεkx
′, jεk, 0)‖
= ‖(νky′ + νk x
′2
2
, νkx
′, νk)‖
= |νky′ + νk x
′2
2
|+ |νkx′|+ |νk|
≤ ε 12k +
|νk| 12
2
+ εk + |νk|
≤ 4ε 12k .

Definition 9.12. Define for k ∈ N and φ ∈ CO the linear operator σ˜k,O(φ) by
σ˜k,O(φ) :=
∑
i∈Z
∑
j∈Z
MV ki,j ◦ σ˜(gki,j)−1·pki,j (φ) ◦MUki,j ,(9.3)
where σ˜ℓ for ℓ = (g
k
i,j)
−1 · pki,j , is an in Equation (7.4). For a ∈ C∗(G5,6) we have
that σk,O(a) = σ˜k,O(â|L(O)).
The proof of the next proposition is similar to that of Proposition 7.11.
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Proposition 9.13. Let a ∈ C∗(G5,6). Then:
lim
k→∞
‖πℓk(a)− σk,O(a)‖op = 0.
We have treated now all simply connected, connected undecomposable Lie groups
of dimension ≤ 5. The other simply connected connected groups of dimension ≤ 5
are of the form G1 ×Rd, with G1 undecomposable and dim(G1) + d ≤ 5. It is easy
to extend our methods to these groups to. We have thus established the following
theorem:
Theorem 9.14. The C∗-algebra of every connected nilpotent Lie group of dimen-
sion ≤ 5 has norm controlled dual limits.
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