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 1．緒   言
 通常の動的システムは時間軸の方向に推移則を定めることにより表現が可能とたるが，1方
向だけでたく2方向に推移則を定めて初めて表現できるシステムも存在する．これは例えば分
布定数系を有限差分近似して解析するときに出現したり（Jain（ユ977），Jain et a］．（ユ978）），む
だ時間系を2つのオペレータにより表現するときに現われたり（Eising et al．（1981）），また
ディジタル画像処理において処理の容易なように画像を一種の回帰モデルで表わすとき
（Attasi（1976），Roesser（1975））に多く見受けられる．それらのシステムは通常のシステムに
対し2次元システムと呼ばれ，前述のような問題から最近，特に着目されている．これらは2つ
の適当たオペレータを定義すると，伝達関数が2変数の有理関数（時に無理関数）により記述
されるシステムであり，1次元システム（以後，通常の動的システムをこう呼ぶ）とのアナロジー
から状態変数モデルがAttasi，Roesserらにより提起されたのを契機として制御理論的側面か
らも活発に研究されている（Attasi（1976），Roesser（1975））．特に安定で要求される特性を有
する2次元ディジタルフィルタの設計などの要請から，状態フィードバックによる2次元シス
テムの安定化問題（Kaczorek（1983），Paraskevopou1os（1979）），その状態フィードバックを
実現するためのオブザーバ構成問題（確率場においてはフィルタリング）（雛元（1981），
Hinamoto et a1．（1982），雛元値（1984），川路地（1983）），伝達関数表現から2次元状態空
間モデルを導出する実現問題（Eising（1978．1980）），より簡単な実現のためのシステムの非干
渉化問題（Paraskevopou1os（1982）），任意の特性を実現するための2次元モデル追従問題
（サーボ問題も含む）（Yasuda（1981））などに多くの関心が寄せられている．
 本稿ではこれらに対し，共分散関数が変数分離型にたる簡単たモデルとしてAttasiによって
提案された2次元システムの状態変数モデル（Attasi（1976））（厳密にはそれを若干一般化した
もの）についてモデル規範形適応制御系（Mode1Reference Adaptive C㎝tro1System：
MRACS）を構成する手法を論じる．
 適応制御とは，事前に完全なシステム同定ができたかったために未知パラメータを含んだり，
動作条件，環境条件などの変化により結果的に変動パラメータを含むような制御対象に対して，
制御装置の特性を実時間で自動調整し制御系の性能を常に良好た状態に保つ制御方式のことで
ある．その中でも特に制御系に要求される性能を規範モデルの形式で表現し，規範モデルの出
力に制御対象の出力が追従するように，制御装置のパラメータを自動調整する方式のものはモ
デル規範形適応制御系と呼ばれている（Goodwinet aI．（1984），市川他（1984），Landau（1979），
Landau et a1．（1981））．
 本稿では特性が未知な2次元システム（具体的には生成規則の定まらないディジタル画像や，
物理的たパラメータが未知の分布定数系，むだ時間系だと）に適当な入力と出力を設定したと
きに，その出力が，任意に与えられた2次元システム（規範モデノレ）の応答（2次元上のバター
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ソ）と一致するように，逐次的に対象の2次元システムを同定しながら入力を決定する問題を
取り扱う．
 2．問題設定
 問題の背景については次章で述べることとして，本章では問題の定式化を行なう．次式で表
現されるAttasi型2次元システムを制御する対象とみなす．
（2．1）
（2．2）
［lll｝；1一［二1二、1［；：llll；1・［l1・（1・1）
［㍑1一［：1二1［：lllll；1・川・（1・1）（1，1…
ここにκん（タ，ブ）∈”1はプを固定したときに6方向に更新される状態ベクトル，水平状態ベク
トルであり，同様にκ。（ク，プ）∈〃2はクを固定したときにノ方向に更新される状態ベクトル，垂
直状態ベクトルであって，初期条件はκ乃（0，后），κ砂（后，0），尾≧Oのように与えられる．またm（ク，
ブ）∈児を入力（操作量），ツ（ク，ノ）∈児を出力（制御墨）と設定する．λ1∈〃1Xn一，ん∈〃2Xn’，
ん∈〃2x”2，ろ∈〃’，C、∈児1xη1，C。∈比1x”1，C。∈比1xη2，a∈丑は全て未知とする．状態ベク
トルも未知とするが，構成の都合上，出カッ（タ，ブ），入力m（多，ノ），さらに参照用の信号として新
しく導入したツ、（タ，ブ）∈児は測定可能とする．特に〃（ク，プ）は制御対象の2次元システムとし
ての可観測性（可観測性については付録参照のこと）を満足するために制御墨y（ゴ，プ）以外に設
定した観測量であり，ここでは水平状態ベクトノレκハ（ゴ，ノ）の情報の一部を表わしていると解釈
する．
 これに対し上記の2次元システムと同様に2次元場（タ，プ）（トO，1，2，．．．；ブ＝0，1，2，．．．）で
定義された任意の一様有界た信号ル（乞，プ）（規範モデルの出力）に対して
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 （2．3）           1im｛yM（ゴ（m），ブ（m））一ツ（ゴ（n），ノ（m））｝＝0
              η一■固
が成立するように対象に加える入力勿（ク，ノ）を適応的に合成する．ただし（6（n），ノ（n））は（O，1，
2，．．．）x（O，1，2，．．．）の中の単調増加な部分列とする（付録参照）．
 注意1．適応制御においては対象の特性が未知である場合だけでたく，特性が変化する場合
も問題の対象としている．しかし数学的な問題設定にあたっては，特性が変動したときの局所
的な追従性，安定性を論じるのが困難であるために，特性が初期時点で変化してその後，特性
が一定となった場合の漸近安定性を論じる．これは特性が変動する場合に安定性を保証するた
めの最小限の必要条件と見なすこともできる．
 3．2次元システム
 本章では前章のAttasi型2次元システムの背景について述べる．時系列解析で使われる自己
回帰（AR），自己回帰移動平均（ARMA）モデルをディジタル画像に対しても適用する試みは
多くある．その際，まず最初に連続型の分布定数モデルを仮定してその後，離散化により回帰
モデルを導出する場合がある（Jain（1977），Jainet a1．（1978））．分布定数モデルとしては双曲
型，放物型，楕円型のいずれかを採用するわけであるカーミ，座標（κ，y）における画像を。（κ，y），
外乱（モデリング誤差も含む）を！（κ，ツ）とすることにより，この3つの型はそれぞれ次のよ
うに表わされる．
 双曲型モデル：
        V〃（κ，ツ）十ωル，ツ）十ωツ（κ，y）十舳（κ，ツ）＝！（κ，ツ）
 （3．1）
        o（O，ツ）＝9（ツ）  （O≦ツ＜・・）， v（κ，0）＝ん（κ） （0≦κ＜o・）
 放物型モデル：
            ○ツ（κ，ツ）一〇〃（κ，ツ）十ω（κ，ツ）＝！（κ，ツ）
 （3．2）
            o（κ，0）：9（κ），o（0，ツ）＝ゐ1（y），o（L，y）＝ん。（y）
 楕円型モデル：
      oλλ（κ，ツ）十〇〃（κ，y）十ω（κ，ツ）＝！（κ，ツ）
 （3．3）
      o（κ，0）＝9、（κ），o（κ，L）＝9。（κ），o（0，ツ）＝ん、（ツ），o（工。，y）＝ん。（y）．
これらに有限差分近似操作
           伽＝o（タル，〃y）
           〃κ≒（m｛rmH5）μκ， oツ≒（mε5－mか、）／小
           〃〃≒（m｛r m｛5－1一肌一15＋m｛一15－1）μMy
           ○凧≒（m｛。、ゴー2物十mHゴ）／（〃）2
           o〃≒（m州一2舳十物一1）／（∠ツ）2
を行なうことにより，以下のAR型の離散型モデルが得られる．
 因果的モデル（双曲型モデル）：
         Z4幻＝αゴmゴ＿15＋α2m〃＿工十α3mゴ＿15＿ユ十εむ
 （3．4）    α、＝一（1＋α、小）α。， α。＝一（1＋α。ル）α。
         α。＝一（1＋α、∠y＋α。〃十α。〃∠y）一’， ε言5＝一ム∠〃。ん
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 半因果的モデノレ（放物型モデル）：
        m｛5＝α。（m｛一。5＋m州）十α。物一、十εゴゴ
 （3．5）  o。＝小／（〃2－2小十∠ψκ2α）， α。＝ル2／（ル2－2∠y＋小〃2α）
        ε｛。＝｛（小〃2）／（ル2－2∠y＋〃〃2α）1ん
 非因果的モデル（楕円型モデル）：
      伽＝α、（m｛。、汁m。一。ゴ）十0。（m｛ゴ。工十㈱一、）十ε衛
 （3．6） α、＝∠y2／（2ル2＋2小2一ル2∠ツ2α）， α。＝ル2／（2〃2＋2ψ2一ル242α）
      ε｛。＝｛（一ル2〃2）／（2ム2＋2ψ2一〃2小2α）｝ん．
簡単で標準的た画像のモデルとして，共分散関数児（后，z）が分離型となるもの
               亙［物1＝O
 （3．7）
               R（々，Z）＝亙［mポm出用1＝σ2ρ1々一ρどI
が採用されることが多いが，これは特に上記の因果的モデルにおいて
              α。＝一舳。， 亙［ε｛。1＝0 （3．8）
              亙［ε｛ゴ・ε｛十庖5＋工］＝（1一α…）（1一α董）σ2δ尾。δ‘o
とおくことにより実現される（δ〃はクロネッヵ一のデルタ）．Attasiはこの分離型共分散関数
を有する因果的モデルを一般化して次のAttasi型状態変数モデルを作った（Attasi（1976））．
         κ（乞十1，ブ十1）＝んκ（タ，ノ）十んκ（タ，ブ十1）十λ。κ（ク十1，ノ）十ε（ク，ノ）
 （3．9）
         y（タ，ブ）＝α（ク，プ）十Dε（ゴ，ブ）
 （3．10）   λ。＝一んん＝一んん．
このAttasi型2次元システムは，ん，んの可換性の条件を緩和し，ε（タ，ノ）＝Bm（ク，プ）とおき，
λ。＝一λ・んの場合はξ（グ，ブ）＝κ（ゴ，プ十1）一λ・κ（タ，ノ），λ・＝一んλ・の場合はξ（ゴ，ブ）＝κ（タ
十1，ブ）一んκ（ク，、ノ）のように新たに状態ベクトルξ（タ，ブ）を導入することにより次のRoesser
型モデルに変換できる（D3を新たにDとおいた）（下面他（1982））．
 （I）ん＝一んんの場合：
（3．11）
［；｝；1一［づ’二」［lllll；1・［τ1・（1・1）
           y（タ，ブ）＝Cκ（5，ブ）十Dm（タ，ノ）．
（II）ん＝■んんの場合：
（、12） ［；㍑；1一［川［；1：：1；1・［工1・（1・1）
             y（多，プ）＝Cκ（ク，プ）十。0m（ク，ブ）．
上記のAttasi型2次元システムにおいて，（I）の場合を若干一般化することにより前章のモデ
ルが得られる．たお（II）の場合は（I）の場合の双対形と考えられ同様の議論が可能なので，以
後，本稿では考えたい．
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4．相対次数とパラメータ化表現
 入出力情報だけから一種の追値制御系（目標信号に出力が追従する）を構成するには，現在
加えた入力が2次元上でどの位置の出力に直接影響を与えるかを定量化しなければならない．
これは1次元システムの相対次数（伝達関数の分母と分子の次数の差）に対応する概念である．
2次元システムの相対次数は次のように定義される．
 定義．相対次数m：
 以下の条件下の時，相対次数をmとする．
 （1） a≠0のとき：
      m＝0．
 （2） a＝0のとき：
    （i）C。λ≦ん〃十’ろ＝0  （O≦∀Z≦N－1，1≦∀N≦m－2）
      C。〃ろ＝O     （0≦∀M≦m－2）
   （ii）C。λ≦ん〃十2ろ≠0  （0≦ヨZ≦m－2）
     あるいは
      C。λ㌘一1ろ≠0．
 たお不等号が成立しない場合（マイナスにたるとき），その条件は除外する．また適応制御構
成に当たってこの相対次数はあらかじめわかっているものとする．この相対次数mの定義は，
G（m）（詳細は次章）で時刻を定めたときに，G（ゴ十ノ）時点の出カッ（ゴ，ブ）に直接影響を与える
のがG（ゴ十卜m）時点の入力であるシステムの相対次数をmとする解釈に基づいている．
 注意2．制御対象のパラメータは未知であるとしているが，相対次数は既知と仮定した．相
対次数は多くの場合，対象の特性を規定する物理法則や化学法則などから決まったり（たとえ
ばNewton力学は出力を位置，入力を力としたときの力学系の相対次数が2であることを規定
するものである），輸送遅れ系などにおいては対象のむだ時間（輸送遅れ時間）をサンプリング
時間で割った値に対応しているといったことから，事前にわかっている場合が多い．上記の仮
定はこの性質に基づくものである．しかし特に相対次数が未知の場合には，例えば宮里他
（1982）だとの考慮も必要にたると思われるが，本稿では扱わたいこととする．
 上記の定義をもとにして，対象である2次元システムを入力m（ゴ，プ），出カッ（5，プ），参照用
の信号y、（ク，ブ）のみを使った表現に置き換える．次の定理を得る．
 定理1．相対次数がmであるシステム（2．1），（2．2）式において（C、，ん），（C。，λ。）が可観測
であると仮定する（可観測性については付録参照）．このとき任意に設定したハ∈”’X”1，F。∈
〃2Xn2，g、∈”1，£。∈〃2（ただしハ，ハは固有値が複素数平面上の単位円内に存在する単純
行列であり，（ハ，g。），（ハ，g。）が可制御となるように設定するものとする．可制御性について
も付録参照）に対し漸近的に次式を満足するパラメータベクトルθ〃（次元は対応する舳と同
じ）が存在する．
          m                                m
 （4．1） ツ（ダ，ノ）＝Σθ伽1、（トm＋Z，フーZ）十Σθ加、。（トm＋Z，フーZ）
          ‘＝1                        ’＝1
                           n1          ＋θ細1、（トm，プ）十θ釦1。（トm，ブ）十Σ孤舳、。（タ，フーm）
                           左三1
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           n I          ＋Σθ石〃22尾（タ，ノーm）十θ石023（タ，ノーm）十θ石024（5，フーm）
           尾三1
            m          ＋Σ］ θ5‘m（ターm＋Z－1，プーZ＋1）十θ6m（グ，ノ） ．
           j＝1
ただしベクトル。11（ク，プ），o12（ク，ノ）∈児”1，o21ゐ（タ，ブ），o22尾（6，ブ），o23（ク，ノ），o24（ゴ，ノ）∈〃2（1≦
后≦m、）は次に示す2次元システムの状態ベクトルである（状態変数フィルタ）．
           o11（6＋1，プ）：F1〃11（ク，ノ）十91m（6，ブ）
           o、。（ク十1，ノ）：F，v、。（ク，ノ）十9、ツ、（ク，プ）
（・・） 1：1：llll‡貨1：1：1：：1；丁二：l1川（1・…1）
           o。。（5，プ十1）：F．o。。（ク，ブ）十9。ツ（ク，ノ）
           〃。。（ク，ブ十1）：F．v。。（ク，ブ）十9．m（ク，プ）．
ここに。宇・（ク，ブ），o宇・（ク，ブ）はそれぞれ。1・（ク，ブ），o・・（タ，ノ）の第尾成分である．
 注意3．後で容易にわかるようにa≠Oの’ときはθ。≠Oとなって，（4．1）式においてy（タ，ノ）
にm（6，プ）が対応する（m＝O）．またa：Oのときはθ・＝Oどたりツ（ク，ブ）にm（ゴーm＋Z－1，ノ
ーZ＋1）が対応する．これはG（m）（次章で定義）で時刻を定めたとき，G（タ十ブ）時点の出力に
G（ク十ノーm）時点の入力が対応していることを示している．前述の相対次数mの定義はこの性
質に基づいて定めたものである．
 定理1の証明．まずシステムパラメータが全て既知であるとして，2次元システムに対して
同一次元オブザーバを構成する（雛元（1981），Hinamotoet a1．（1982），雛元値（1984），川
路地（1983））．
（4．3） ［lll｝1一は1二貴：1、、∴J［：lll：1；1
       ・［鮎川十［．え、1・（1・ノ）・
このとき推定誤差について
（4．4） ［：1㍑；1一［：1続；二：：；｝；1
      一［二1二負：1、、↓α1［lll111；1
が成立する．従ってん一K，C、とλrK．C。の固有値の絶対値が1未満ならば推定誤差が零に
収束することが示される（Roesser（1975））．（C、，λ、）及び（C。，λ。）の可観測性より，K1，K。
をん一K，C。とF、，ん一K．C。とF・の固有値がそれぞれ全て一致するように設定することに
よりこれが保証される．更に変数変換を行なうと（4．6）式が得られる．
            T1z1（ク，プ）二〃1（ク，ノ），  T1λ1－F1T1＝T1K1C1
 （4．5）
            T．z。（タ，ブ）＝〃。（ク，ブ）， T。λ。一F．T。＝T．K．C。
（4．6） ［；1㍑；1一［乃（、、．2α）、、、肌11111；1
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・［軌κノll・「．㌫、1～）・
ここで上式右辺第1項の行列のブロック対角成分F、，F。はこちらで設定する既知の行列であ
ることに注意する．上式の。、（ゴ，プ），o。（6，ブ）を状態変数フィルタを使って表現する．まず。、（グ，
プ）を展開する．
                  ゴー1                     ｛一1 （4．7）   o、（ゴ，ブ）＝片。、（O，プ）十Σハト々一1r。ろm（后，プ）十Σ片一ゐ‘1T，K、ツ、（々，ブ）
                  々＝O                     ゐ＝O
            n1                ト1 〃1           ＝Σ凡舳兇〃、（O，ノ）十ΣΣハブ■1舳”T、ろm（后，プ）
            ～＝1                     尾＝O～昌ユ
             ｛一1 n1            ＋ΣΣλ1プI1舳児r，K、ツ、（々，ノ）．
             島；0～＝1
ただしλ、‘，舳，ル（1≦Z≦m、）はそれぞれハの固有値，右固有ベクトル，左固有ベクトルで
ある．これに対し。、、（ク，プ），o1。（多，プ）も同様に展開できる．
             n1                ゴー1n］ （4．8）   ou（タ，プ）＝Σλ1’舳ツ細。、（O，ブ）十ΣΣλ1プ■1州〃9，m（后，プ）
             ‘三1                      々＝O互＝1
             n1                 ｛一1 m王 （4．9）    o、。（ゴ，ブ）＝Σλ1州け伽、。（0，ノ）十ΣΣλ1プー1舳児9，y、（々，ノ）．
             ’＝ユ                      尾＝O～＝1
（4．7）～（4．9）式の右辺第1項はタ→∞にともない零に収束する．従ってこの項は無視し，さらに
（ハ，g、）の可制御性（可制御性については付録参照）より此g、≠0（1≦Z≦m、）となることに着
目して以下の行列
                 η1               Lユ：Σ｛（”T1ろ）ノ（ツ加1）｝・舳”
                 工＝I（4．10）
                 n1               工、。：Σ｛（州T1K、）／（〃91）｝・州ツ五
                 ‘＝1
をv・・（ク，プ），o1・（6，ブ）に作用させる．ここで砧y・5＝δ15（1≦タ，ブ≦m・）とたることに着目する
と漸近的に次式が成立する（漸近的に零に収束する初期値項を無視したため）．
 （4．11）       ム、、o、、（タ，ブ）十L．o、。（グ，ブ）＝o、（グ，ブ）．
上記の結果を〃。（ゴ，プ）に代入して同様の展開を行なう．
         n2                ゴー王〃2 （4．12）〃。（ク，ノ）＝Σλ老jκ。〃易〃。（ク，0）十ΣΣλ老プー1κ。〃易丁。（λ。一K．C。）Tr1
         正＝1                       尾＝O互＝1
         ・1か舳，后）・ゑ舳1，冶）1・輔炉伽肌舳1，后）
          5－1物         一ΣΣλ炉一’舳必丁。K．am（ゴ，后）．
          尾±O工＝1
ただしλ。ユ，伽，y。‘（1≦Z≦m。）は昆のそれぞれ固有値，右固有ベクトル，左固有ベクトルと
する．また姶，胎（1≦力≦m・）はそれぞれL・・，L・の第力列ベクトルである．o．1ク（タ，プ），o。。力（ク，
ブ），o。。（ゴ，ブ），o。。（グ，プ）も同様に展開してそれぞれに以下の行列（ここでも（ハ，g。）の可制御性
から必g・≠0（1≦Z≦m・）となることに注意を要する）
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       lll11書1に二：1：1二：1：lllllll：llll：lllllllい功・一）
          止＝1（4．13）
          n2       工。。＝Σ｛（必丁。K。）／（必9。）｝・κ。〃£
          ～＝1
          n2       工。。＝Σ｛（一心不。K．a）／（必9。）／・κ。旦必
          エ＝1
を作用させることにより（4．11）式の導出と全く同様にして漸近的に次式が成立する（ここでも
漸近的に零に収束する初期値項は無視したため）．
      η1                 η1 （4．14） Σ工。ψo。、力（ク，ブ）十Σエ。。〃。2力（タ，ブ）十五。。o。。（6，プ）十五。。o。。（ク，ノ）＝o。（ゴ，ブ）．
     力＝1             力三1
以上の考察から2次元システムの状態変数を既知の状態変数フィルタの出力の線形変換の形式
で表現できることがわかった．一方，対象の状態変数を介した入出力関係は次のようにたる（た
だし，ここでもマイナスにたる添字については無視する．また次式の導出の詳細については付
録参照）．
         m－1 （4．15）ツ（タ，ブ）＝ΣC。λξんλ㌘■王■1ル（トm＋Z＋1，プーZ－1）十C。λ独砂（ク，ノーm）
         一＝0
                    m－2         ＋C。〃κゐ（クーm，ノ）十ΣC。地ん〃斗2ろm（トm＋Z＋1，卜Z－1）
                    王＝o
         ＋C。〃一’ろm（クーm，プ）十am（ゴ，ノ）．
上式に状態変数の状態変数フィルタによる表現式を代入すると
      θ己＝C3Aξ一A2A㌘■工rr1L11，  θ易；C3Aξ一1λ2A子■‘Tr1エユ2  （！≦Z≦m）
      θ晶＝02／1㌘rr1工11，          θ品：C2λ㌘7㌃1工12
 （4．16）  θ五々＝C3λ多丁71工21尾，      θ£尾＝C3λ多丁テ1工22尾       （1≦后≦m1）
      θ石＝C3ノエ㌘τテ1工23，   θ石＝C3λ箏7㌻1工24，   θ51＝C2λ㌘一1ろ
      θ5王＝C3ノ整’2ノし2／1㌘一‘ろ   （2≦Z≦m），   θ6＝a
とおくことにより求めるパラメータ化表現（4．1）式が得られる． （証明終）
 定理1で求めたパラメータ化表現は，システムパラメータθが既知の場合に入出力情報だけ
から，出力の相対次数分の未来値を漸近的に推定する一種の予測器にたっている．
 5．適応制御
 本章では定理1の成立も含むある条件下でLyapunovの意味で，出力誤差の漸近安定性が保
証される適応制御系を構成する．証明は一種のLyapmOv関数の候補を導入し，これの差分が
負定となるように適応則，制御則を決定することにより行なわれる．
 特にa≠0の場合は宮里（1986）で扱われているので，本稿ではa＝Oの場合に限って話を進
める．この場合，容易にθ・・＝O，θ・＝Oであることがわかる．従って以後，本稿ではθ。。，θ。双
び対応するV。、（ク，ブ）は考えたいこととする（相対次数はあらかじめ既知と仮定したから）．
 2次元システムでは1次元システムのように因果律を定義するのが必ずしも自明ではない．
2次元システムの適応制御
mm－1 ツ（〃），
。（1－m，ノ） （｛一1・ノ）
H一§
＼ §
ψナ糾1） （えプm
（えグーm、
ツ（，，ノ），〃（〃）
1，仁m＋1）
               （垂，卜m）
Fig．2． Input－output re1ation in case of relative degree m
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（ク，プ）と（プ，〆）との問でタ≦プかつプ≦グの場合に（つまり（ゴ，ブ）≦（〆，ハ）前者が後者に先
んじている（計算可能た順序が前者の方が先ということ．ただし同時刻も含む）ことが言える
だけで，このようた大小関係が定められたいものは因果律も定められたい．しかし原点から到
達できる最小計算ステップ数で因果律を導入すると，G（m）＝｛（ゴ，ブ）：ゴ十ブ＝m，ゴ，ノ≧0｝とし
てmの大小関係で因果律を定めることができる．このように考えると，（4．1）式において1つの
出カッ（タ，ブ）に対し複数の入力m（ゴーm＋Z－1，プーZ＋1）（1≦Z≦m）が対応しているが，これら
は全てG（ゴ十卜m）に属する同時刻の（原点からの最小計算ステップ数が同じ）信号であるこ
とがわかる．
 一方，入力は状態変数フィルタとシステムパラメータの推定値の関数であり，システムパラ
メータの推定値は真値に収束するように逐次定められる．その際，各々の時点において新たた
入力がそれまでに計算されている状態変数フィノレタとシステムパラメータの推定値のみを使っ
て（矛盾することたく）計算を進められるように，制御系全体（入力，出力，状態変数，シス
テムパラメータの推定値）の計算順序を定める必要がある．このため，水平方向と垂直方向の
2つの計算順序を設定し，それぞれに対応して入力を構成する方法をとる．以下に垂直方向及び
水平方向に計算順序を設定した場合の構成法を，定理2，定理3として示す．簡単のためそれぞ
れにおいてθ。1，θ。mが非零としているが，容易にそうでたい場合に拡張できる．
 （I）垂直方向に計算順序を設定する場合：
 システムパラメータと状態変数をまとめて次のように表わす．
 システムパラメータ（推定すべき未知量，推定値をθとする）
 （5．1）        θ＝［θ吾，．．．，θ㍍，θ劣，．．．，θ島，θ品，θ品，θ石、，．．．，θ石、、，θ石1，．．．，
                          θ石、、，θ石，θ晶，．．．，θみ］丁
 状態変数（設計者が（ハ，g、），（ハ，g。）を設定して（4，2）式に従って更新していく既知量）
 （5．2） ζ砂（乞，ブ）＝［〃1、（タ十1，ノー！）τ，．．．，o11（乞十m，ノーm）T，o12（ゴ十1，フー1）τ，．．．，
        0、。（ク十m，ノーm）T，0u（タ，プ）τ，01。（ク，ブ）τ，V。、、（ク十m，卜m）τ，．．．，
        0．1、、（ク十m，卜m）T，0。。1（5＋m，プーm）T，．．．，0。。”、（ク十m，ノーm）T，
        o。。（ク十m，卜m）T，m（乞，プ），．．．，m（ク十m－1，ノーm＋1）1τ．
このとき以下の定理が成立する．
220 統計数理 第35巻第2号1987
 定理2．定理1の成立に加え，次の仮定をおく．
 （i） l m（ダm＋ト1，プーZ＋1）1≦工、十五2 max  1ツ（ん，后）1，1≦Z≦m
                     （O，O〕≦（ゐ，尾）≦（｛，ゴ〕
               O≦工1＜∞，   0＜工2く∞
 （ii）1σ（ん）1＜1， σ：全ての固有値
 （iii）  θ51≠0．
 θの推定値θ（ク，ブ）を以下の適応則に従って定め，さらに以下の制御則を適用することによ
り，
 （5．3）                 1im e（ク，ブ）＝O
が成立する．
 適応則
      ＾ ．． ＾．  ．  ．．     e（ク，プ）（。．。）θ（り）＝θ（1－m・／トα（1・／）1・ζ砂（2－m，ノ）・ζ砂（。一m，フ）ζ1（にm・／）
      e（ク，プ）＝yM（タ，ブ）一y（タ，ノ）．
ただしα（ク，ブ）は任意にδ、（O＜δ、＜2），δ。（0＜δ・＜2）を定めたときに（δ。＜2一δ。），
 （5．5）                    0＜δ1＜α（ク，プ）＜2一δ2＜2
となり，さらに常にθ・・（タ，プ）≠0となるように選ぶものとする．
 制御則
 （5．6）            ツM（ク十m，ブ）＝θ（ゴ，プ）Tζ砂（タ，ブ）．
 あるいは，より具体的に
                 m  ＾（5．7）  m（タ，プ）＝｛yM（5＋m，プ）一Σθ1‘（5，ノ）τ〃11（タ十Z，ノーZ）
                 工11
           m  ＾                            ＾          一Σ＝1θ2王（ク，ノ）τ012（タ十Z，プーZ）一θ31（ク，ノ）τ011（ク，ブ）
           止＝1
           ＾                   n1 ＾          一θ32（ク，ブ）T〃I2（ク，ブ）一Σθ。1尾（ゴ，ノ）T021庄（ク十m，フーm）
                    尾＝1
           n1 ＾                            ＾          一Σθ。。島（ク，ブ）τ0。。左（タ十m，プーm）一θ。。（タ，プ）㍉。。（タ十m，プーm）
           冶＝1
           m  ＾                             ＾          一Σθ5’（ク，ノ）m（ゴ十Z－1，ノーZ＋1）｝／θ51（タ，ブ）
           ‘＝2
となる．ただし（タ，プ）においてyM（タ十m，ノ）（一種の未来値）は既知とする．
 ツ（ゴ，ノ），y、（ゴ，ブ），m（タ，ノ），ζ砂（タ，ブ），θ（タ，ノ）の計算はG（O），G（1），0（2），．．．，G（m），．．．の順
に行なう．同じG（々）の中では（6，ノ）：づ十ノ＝々；（尾，0），（后一1，1），（ト2，2），．．．，（O，后）と垂直
座標の値が小さいものから計算する．このとき（5．7）式の中に現われるm（ク，ブ）の計算に必要な
情報ζ。（ゴ，プ）とθ（ク，ブ）はすでに計算済みであるので，矛盾なく計算を進められる．
 注意4．規範モデルの出カル（ク，ノ）の未来値は既知とした．工学上のこのような問題におい
ては目標値があらかじめ与えられている場合が多いから，上記の仮定は問題がないと思われる．
定理2の証明
（5．8）
システムパラメータの同定誤差を次のように定める．
         θ（ク，ブ）…θ（ゴ，プ）一θ．
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同定誤差のノルムの2乗関数γ（タ，ノ）を定義する．
 （5．9）        γ（ク，ノ）≡θ（ク，ブ）τθ（ゴ，ノ）．
適応則と制御則を考慮して（トm，ノ）→（タ，ノ）に沿ってのγ（ゴ，ブ）の差分を計算する．
                    e（ク，ノ）2α（ク，ブ） （510） γ（zlフ）一γ（z－m・ノ）＝1＋ζ砂（、一m，フ）τζ”（、一m，フ）
／一・・州！紛嵜搬許1）／・・
ただしここで
 （5．11）            e（ク，ノ）＝θ（ゴ＿m，ブ）Tζ砂（5＿m，プ）
を利用した．γ（タ，ブ）は非負であり（トm，ノ）→（タ，プ）に沿っての差分が非正にたることからそ
の方向に収束値を有する．
 （5．12）         1imγ（ゴ十mm，ブ）   （0≦ゴ≦m－1，0≦プ）．
             η→oo
従って上記の差分値は零に収束する．ここに（5．10）式の右辺中括弧の中はζ砂（タ，プ）の有界，非
有界にかかわらず常に零より小さいから
               e（ク十mm，プ）2 （513）  11m                     ＝O  （0≦z≦m－1，O≦ノ）      伽。。1＋ζ”（ク十mm－m，ノ）Tζ”（ゴ十mm－m，ノ）
が成立する．一方，状態ベクトルζ砂（ク十mm－m，ブ）については仮定と付録より
 （5．14）  llζ。（ゴーm，ブ）ll≦M1＋M． max  l e（ん，々）1 （O≦M1＜∞，0＜M。＜∞）
                  （O，O）≦（ゐ，ゐ〕≦（｛，ゴ〕
が成立する．上式をもとにして（5．13）式について解析する．次の2通りの場合が考えられる．
 （1） e（ゴ，ブ）が有界：このとき（5．14）式よりζ”（クーm，ノ）も有界となって（5．3）式が成立す
    る．
 （2） e（ク，ノ）は特定のノについて非有界：このときζ。（ゴ，ブ）も同様に非有界となる．
（1）の場合は問題がないが，（2）の場合は次の条件を満たす発散する部分列がとれる．
       ｛ゴ”｝：（m＝0，1，2，．．、）；ゴ＝0，1，2，．．．のたかの部分列，  コノ
  （i）le（ク，プ）1≦le（多、，プ）1，∀ク≦ク、
 （ii） l e（ク、，ブ）1：  maX  l e（ん，々）1．
          （O，O〕≦（ゐ，尾，≦〔｛冊，5〕
上記の記述はあるブ（垂直座標）について，ゴ”（水平座標）方向に単調増加で，（O，O），（多、，0），（0，
ブ），（5、，プ）を含む長方形の領域で常に最大とたるようた部分列1e（タ。，ブ）1がとれることをいっ
ている．このとき（5．13）式は以下のように評価される．
（。。。）  ■・（1・・／）一  。 1・（1・・／）一
     ｛1＋ζ。（云、一m，ノ）Tζ。（ク加一m，ノ）｝1∫2  1＋llζ砂（ゴ、一m，ノ）ll
                              1e（タ、，プ）1
                      ＞                      ＝1＋M1＋M． max 1e（ん，尾）1
                              （O，O）≦（乃，尾〕≦（｛π，5〕
                           1e（ゴ、，プ）1     1
                      ＝             →   ＞0                        1＋M1＋M．le（ゴ、，ノ）l M・
                                      （m→∞）．
これは（5．1き）式に矛盾する．よって（1）の場合しかありえたい．       （証明終）
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 （II）水平方向．に計算順序を設定する場合：
表記の便宜のため状態変数を次のように書き換える．
 （5．16）    ζ乃（ゴ，ブ）＝［o、、（クーm＋2，ノ十m－2）T，．．．，〃1。（5＋1，ノー1）τ，
            o12（ターm＋2，プ十m－2）T，．．．，o12（多十1，フー！）T，
            o・・（クーm＋1，ノ十m－1）τ，o。。（トm＋1，ブ十m－1）τ，
            o・・。（ク十1，ノー1）T，．．．，o。。、、（ゴ十1，ノー1）τ，
            o。。、（タ十1，フー1）T，．．．，o。。、、（ク十1，プー1）T，
            〃・・（ゴ斗1，フー1）τ，m（クーm＋1，ノ十m－1），．．．，m（ク，ノ）1T．
こめとぎ次の定理が成立する．
 定理3．定理1の成立に加え次の仮定をおく．
  （i）  θ5m≠O
 （ii）状態変数が一様有界である．
上記の仮定のもとで以下の適応則と制御則により次式が成立する．
 （5．17）             1im e（タ十m，ノ十m（m－1））＝O．
                η一一〇〇
 適応則
  θ（タ，ノ）＝θ（クー1，フーm＋1）
                   e（タ，ノ）      一α（1・／）1・ζ尻（、一1，フー。・・）・ζ乃（、一1，ダm．1）ζ1（1■1・／－m＋1）
 α（タ，プ）は定理2と同じ条件（（5．5）式）を満足し，また今回はθ・m（ク，プ）≠0とたるように選ぶ
ものとする．
 制御則
 （5．18）         yM（グ十1，ブ十m－1）＝θ（5，ブ）Tζ乃（5，ブ）．
あるいは
                    m －            1 （5．19） m（タ，ノ）＝｛ツ〃（6＋1，ノ十m－1）一Σθ1エ（タ，ブ）㍉11（ターm＋1＋Z，ブ十m－1－Z）
                    王＝1
          m  ＾         一Σθ。’（ク，ブ）㍉、。（クーm＋1＋Z，ブ十m－1－Z）
          ‘：1
         一θ31（ク，ブ）Tv11（クーm＋1，ノ十m－1）
          ＾                              n一 ＾         一θ32（ク，プ）τo，2（乞一m＋1，ノ十m－1）一Σ1θ舳（ゴ，プ）To21ゐ（乞十1，ノー1）
                           ゐ＝1
          n1 ＾                       ＾         一Σθ・・ゐ（タ，プ）τo・。尾（タ十1，卜1）一θ。。（ク，プ）To。。（タ十1，ノー1）
          尾＝l
          m－1 ＾         一Σθ5｛（タ，プ）m（クーm＋Z，ノ十m－Z）｝／θ5m（ク，プ）
          互＝1
とする．（5．19）式は（5．18）式の別表現である．今回もル（タ十1，ノ十m－1）（未来値）が既知と
する．
 計算の順序はG（0），G（1），．．．，G（m），．．．の順に計算するのは同じであるが，G（々）において
はク十ブ＝后；（0，后），（1，后一1），（2，ト2），．．．，（々，O）と水平座標の値の小さい順に計算する．こ
のときも（5．19）式中に現われるm（ク，ブ）の計算に必要た情報ζゐ（タ，プ）とθ（ク，ノ）はすでに計算
済みであって，矛盾なく計算を進められる．
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定理3の証明 同様にγ（ク，ノ）を定め（ター1，ノーm＋1）→（ク，プ）についての差分を計算する．
（5．20）  γ（ク，プ）一γ（ター1，プーm＋1）
      ＿    e（タ，ノ）2α（ク，ノ）
1＋ζ乃（5－1，ノーm＋1）τζヵ（玄一1，フーm＋1）
・／一・・1（1，／）1劣士、1吉箏1（テ士11吉幸1）／・・
定理2の証明と同じようにして，
 （5．21）              1imγ（タ十m，ノ十m（m－1））
                 n一一〇〇
の存在が示され，これから上記の差分値の零収束性，従って
                  e（4＋n，プ十m（m－1））2 （522）  11m                                  ＝O      炉。。1＋ζ乃（ク十m－1，プ十（m－1）（m一ユ））Tζ尻（タ十m－1，プ十（m－1）（m－1））
が成立する．定理3では状態変数はあらかじめ一様有界と仮定したから，上式より（5．17）式が
得られる．                           （証明終）
 定理2においては仮定（i）～（iii）より状態変数の一様有界性と着目している出力誤差の零収
束性が導かれる．特に仮定（i）は通常の1次元システムの場合δ零点（伝達関数の分子多項式
の零点）が複素平面で単位円内のみに存在する条件，換言すると逆システムが漸近安定となる
条件を2次元システムの場合に置き換えたものである．Attasi型2次元システムは特性多項式
が2変数完全分離となるが，その逆システムの特性多項式は2変数完全分離とたらたい（下面
化（1982））．従って安定性と結びつけた形式で零点を定義できたい．仮定（i）が仮定（ii）のよ
うに明確な表現とたっていたいのはこの理由による．一方，定理3では最初から状態変数の一
様有界性を仮定して証明を行なっている．この場合は適応則が水平座標の方向にも垂直座標の
方向にも更新されるため，定理2の証明の最後の部分のj；うに一方の座標を固定して安定解析
できない．従って定理2と同様の仮定をおいても（5．22）式より（5．17）式が導けたいために一様
有界性の仮定をおいた．以上述べた安定性の議論と結びついた零点の定義と安定解析の適用範
囲の拡張は今後の課題である．
 6．数値実験
 m＝1とm＝2の簡単た場合について数値実験を行なった．相対次数の定義よりm＝1の場
合にはC。ろ≠0どたり，m＝2の場合にはC。ろ＝OでかつC。λ。仲0あるいはC。んろ≠Oとな
る．特に，m＝1の場合は定理2のみ適用可能となる．以下，m＝！の時に定理2を適用した場
合（CaseI），m＝2でC。＝0のときに（狭義のAttasi型に近い）定理3を適用した場合（Case
II），m＝2でかつC。≠Oのときに（複数の入力が同時に関与）定理2を適用した場合（Case III）
について示す．
CaseI．2次元システム：（m、＝m。＝1）
［ll｝；1一［oi5よ71［1：llll；1・［！151州1）
［｝1一［一1：1［llllll；1・
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 状態変数フィルタ：
             F、＝0．3， ハ＝0．4， g、＝g。＝1，
 規範モデル：
        yM（ゴ，ブ）＝cos｛O．1721クープ1／（タ十ブ）｝・sin｛O．172（ク十ノ）｝ ，
 設定パラメータ：
        α（ゴ，ブ）＝1．5
        θ。、（0，ノ）＝5，他の可調整パラメータの初期値はすべて零．
また状態変数の初期値はすべて零とした．計算の順序はG（O），G（1），G（2），．．．，G（50）として，
結果は（タ，ブ）の垂直座標ブについて加算平均を計算して，それを水平座標クについてプロット
した．
州一／頁・（1，1）・／（・1－1）1’ρ・
Case II．2次元システム：（m、＝n。＝1）
［：1｝；1一［Oi5よ21［：：llll；1・［㌔51・（1・1）
［㍑1＋2：1［：lllll；1，
 規範モデル：
         yM（タ，ノ）＝cos｛0．1721ターフ1／（タ十ノ）｝・1n（1＋ク十プ）．
計算の順序は同様にG（O），G（1），．．．，G（100）として結果は簡単のためe（5，ク）（6＝0～50）につ
いて示した．状態変数フィルタと設定パラメータはCaseIと同じ．ただし制御パラメータの中
のθ。、（ク，ブ）は雲とおいて（C。＝Oよりθ。、＝0とたるため．この場合，C。＝0という情報はわかっ
ているものとした），θ。。（ク，ノ）を使って（初期値はCaseIと同様に5とした）入力を計算した．
ε（づ）
1．00
 0．80
①
貿O．608
畠O－40
 0．20 一、！＼
0．00 481216202428323640         Sequence
  Fig．3． ResuIting response cuwe in Case I
44 48   ゴ
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e（れ）
  1．00
①
冒
。
α
①
｝
①
目
。o
①
能
0．80
O．60
0．40
O．20
O．00
e（4）
 1．00
O．80
O．60
O．40
0．20
O．00
0  型 8 皿2   1    20   2    28   32   36   40   44   48                                                  ゴ
Sequence
Fig．4．Resu1ting response cun7e in Case n
盾仏、舳
ゴ
4  8
Fig．5．
ユ2   16   20   24   28   32   36   40   44   48
                                      ｛
          Sequence
Resu1ting response curve in Case III
Ca．se III．2次元システム：（m1＝2，m。＝1）
箏1一［・1・
［㍑1一［κ
 1
 0
－0．1
0．15
 0
111［劣1：刻・「引・（ゴ・1）
川㍗11孔
226 統計数理 第35巻 第2号 1987
状態変数フィルタ：
ハーm㍑い一腕111・刷・一α・，
 規範モデル：
        ツM（タ，ブ）＝cos｛0．！721ターフ1／（6＋ノ）｝・sin｛O．172（タ十ノ）｝ ．
状態変数フィルタと設定パラメータはCaseIと同様．相対次数はCaseIIと同様に2である
が，制御パラメータの中のθ。。（ク，ノ），θ。。（ク，ノ）はともに非零とたる．それぞれの初期値はこれ
までと同様に5とした．たお，計算の順序と結果の表示はCaseIと同じ．
 Figure3～5にそれぞれの結果を示す．前章の定理はある条件下で出力誤差のLyapunovの
意味における漸近安定性を保証するものであるが，収束特性については述べていない．数値実
験からは総じて収束特性はよくないが，誤差の零収束性については検証された．設計パラメー
タ（適応ゲイン。（タ，ノ），状態変数フィノレタ（ハ，g・），（ハ，g・）など）を適切に選ぶことによりさ
らに収束特性は向上すると考えられるが，これについては今後の課題としたい．
 7．結   言
 Attasi型2次元システムに対し，設定した出力が任意の規範モデルの発生する一様有界た2
次元場の信号に逐次同定しだから適応的に追値する適応制御系を構成した．一般に線形2次元
システムの安定性は狭義単調増加な（タ，プ）の部分列に対して論じる場合が多いが（Roesser
（1975）），適応制御系の場合はその非線形性のために単調増加な（ク，ブ）の特定の部分列（前章の
例題では（タ，プ）→（タ十1，ノ）→（ク十2，ブ）→…や，（5，ノ）→（タ十1，プ十1）→（ク十2，プ十2）→…など）
に対してしか漸近安定性が保証されたい．本稿で，それが出力に直接影響を与える入力の2次
元場での相対的た位置，及びそれに付随して決まる可調整パラメータの更新の方向によって決
まることが明らかにたった．また相対次数も深く関与していることもわかった．
 なお，本稿では対象のパラメータだけでなく状態変数も多くは未知であるという設定をおい
た．測定可能た信号は制御墨（出力）と操作量（入力）のほかに参照用の1信号だげとしたた
め，制御系構成に必要た残りの信号は測定可能た信号よりオブザーバを使って再構成し牟．こ
のオブザーバの安定解析も含めて，2次元システムの安定解析を固有値の概念と結びつげてで
きるのは，システム行列がブロック三角構造を有する場合，つまり伝達関数の2変数が完全分
離形式とたる場合に限られる（Kaczorek（1983））．本稿で対象をAttasi型に限定したのもオブ
ザーバ構成の必要性とその安定解析を固有値の概念により行なったためである．より多くの状
態変数が測定可能であるとすることによりこれらの制約は一部緩和されると考えられる．ただ
し，これらの仮定は適用する実際の問題に応じて考慮する必要があるであろう．本手法が自然
に適用できた問題として，繰り返し型の学習制御問題がある（宮里（1985），宮里他（1987））．
この場合，あるいは一部の分布定数系，むだ時間系に適用する場合には適当た因果律を設定で
きるが，画像のモデルとして考えた場合，非因果的なシステム表現に拡張する必要性もあると
思われる．しカ＝しこのためには2次元システムの状態変数による表示そのものの根本的見直し
が不可欠であろう．
 最後に，本稿では確率的外乱の存在したい場合に議論を限った．しかし同様の議論は，2次元
場にMartinga1e Difference Sequenceを拡張し，Modi丘ed Least Square Method（数値的安
定性を保証する型のもの）を導入することにより，確率系にも適用できると思われる（Chen
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（1985），Goodwin et a1．（1984），Sin et a1．（1982））．その際，基本的た制御系の構成は本稿の場
合とほとんど変わることがたいと思われるが，これについては今後の課題としたい．
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 （1）2次元場における大小関係：
  2次元場における等号，不等号を以下のように定める．
         （ん，々）≦（ゴ，プ） く⇒  ん≦タ   and   后≦プ
 （A．1）     （ん，々）＝（タ，ノ）⇔ ん＝ゴ  and  后＝ブ
         （ゐ，々）＜（タ，ノ）⇔（々，々）≦（タ，ブ） and （ん，后）≠（ク，ノ）．
上記の等号，不等号に従って単調増加性や順序構造の概念を導入する．またこの順序にあわせ
て因果律も規定する．本稿．ではさらにG（m）によっても因果律を定めているが，これは元の等
号，不等号だけでは因果律の定まらたいもの同士の間の関係を新たに規定するものであって，上
記の大小関係に反するものではたい．
 （2）可制御性，可観測性：
 F∈”Xn，g∈”，o∈児1Xn，状態ベクトノレκ（后）∈”として以下のシステムを考える．
 （A．2）               κ（々十1）＝Fκ（后）十gm（后）
 （A．3）              y（后）＝oκ（后）
任意に状態ベクトル〃が与えられたとき，高々mステップで任意の初期状態から方に到達さ
せるようた入力の系列m（后）（0≦々≦m－1）が存在するときにシステム（F，g）を可制御である
という．
 また，ツ（0），ツ（1），．．．，ツ（m－1）を測定することにより（入力m（后）は測定可能とする）初期状
態ベクトルκ（0）が一意に決定されるとき，システム（o，F）を可観測であるという．
 なお本稿で必要となる可制御性，可観測性より導かれるいくつかの性質についてはたとえば
伊藤他（1978），第1章3節，pp．33～42，第2章2節，pp．68～80を参照のこと．
 （3）（4．15）式の導出：
 （4．15）式は，y（ク，ノ）の定義式（2．2）式に（2．1）式を代入し展開して，結果の式に入力項が現わ
れない（入力にかかる係数が零にたる）場合は再度（2．1）式を代入し，最終的に結果の式に入力
項が現われる（入力にかかる係数のうち少なくとも一つが非零とたる）まで計算を繰り返すこ
とにより得られる．この計算回数が相対次数に対応する．例えば，（2．2）式だけの場合は相対次
数m＝0とたって
 （A．4）          y（タ，プ）＝C2ル（ク，ノ）十C3κ砂（タ，プ）十am（タ，プ）
（2．1）式を代入するのが1回つまりm＝1の場合には
 （A．5） ツ（ク，ノ）＝C3λ2ル（タ，ノー1）十C3λ3κ。（ク，ノー1）十C2λ1ル（クー1，プ）十C2ろm（ター1，プ）
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代入が2回，m＝2の場合には
 （A．6）   ツ（ク，ノ）：C3λ2Aル（クー1，ノー1）十C3λ3λ2ル（タ，ノー2）十C3λ書伽（タ，ノー2）
            十C。〃κ乃（6－2，プ）十C。んろm（クー1，ノー1）十C。λ。ろm（グ2，ブ）
となる．これを一般の場合について示すために代入をm回繰り返した隼，（4．15）式が得られた
が，相対次数がm＋1であったために入力にかかる係数がすべて零，つまり定義の（2）の（i），
（ii）及び
                C。λξ〃十2＝O  （O≦Z≦m－2） （A．7）
                C。λ㌘■Iろ＝O
が成立したとして（相対次数がmでたくm＋1であると仮定するため），（4．15）式中の入力の係
数をすべて雲とおいて再度（2．1）式を代入する．
            腕一1 （A．8）  y（タ，ノ）＝ΣC。λξんλ㌘■H｛Aκ。（ト（m－Z－1）一1，フー（Z＋1））
            ’＝O
            ＋ろm（ター（m－Z一）一1，卜（Z＋1））｝
            十C。〃1んκゐ（タ，プーm－1）十λ。κ砂（ダ，卜m－1）｝
            十C。〃1んκゐ（トm－1，ノ）十6m（ターm－1，プ）｝
            m－1           二ΣC。λ≦ん〃■’κゐ（ト（m一ト1）一1，フー（Z＋1））
            ‘＝O
            ＋C。〃λ。κゐ（タ，プーm－1）十C。〃十1κ砂（タ，卜m－1）
            十C2λ㌘十1ル（クーm－1，プ）十C2λ㌘ろm（クーm－1，プ）
             m－1            ＋Σ03λξλ2λ㌘一1■‘〃（クー（m－Z－1）上1，ノー（Z＋1））
             エ＝o
            （m＋1）一1           ＝ΣC。λξん＾椛十1〕十1ル（ゴー（m＋1）十Z＋1，ノート1）
             ‘＝0
            ＋C。〃十’κ砂（タ，プー（m＋1））十C。〃十’κゐ（ト（m＋1），ブ）
             （m＋1，一2            ＋ Σ C3地λ2λ㌘十1〕一‘一2ろm（ター（m＋1）十Z＋1，ノート1）
              ！＝o
            ＋C。＾m＋’〕一’〃（ダ（m＋1），ノ）．
上式は（4．15）式においてm→m＋1としたものになっている．従ってm＋1についても成立す
ることがわかり，一般の場合も成立することが示された．
 （4） （5．14）式の導出：
 状態変数フィルタの漸近安定性（F、の全ての固有値の絶対値が1未満）から
 （A．9）                 i1府11≦Moパ．
 ただし
                  M。＞O， O＜λ＜1
とたることに着目すると次式が得られる．
                   ｛一1 （A．10）11 o11（タ，ノ）11：R〃11（0，ノ）十ΣR一局一g1m（ん，プ）
                   石；O
                      ｛一1           ≦M。λゴll〃。、（O，ノ）“十Σλ｛一κ一I〃。l19。“lm（力，ノ）1
                      ゐ＝O
・舳・・（い）ll・（息／ゴーカー・）仏11出11似。，≦、総．1，、、1州）1
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           ≦M1＋M2  max  l m（乃，后）1    （0≦M1＜∞，O＜M2＜o○）．
                （o，o〕≦（ん，危〕≦（｛一I，5〕
同様にして次式も得られる．
（A・1・）  ．一I…（ク・ノ）1I≦M・十M・、。、、≦、総、．、，、、1州・后）1
 （A．12）       ■■021点（5，ブ）一■≦M5＋M6  max  ■0字1（乃，’后）■
                       （O，O〕≦｛ゐ，尾）≦（｛，5－1〕
 （A．！3）       I－022ゐ（ク，ノ）II≦M7＋M8  max  I0そ2（乃，冶）I
                       （O，O〕≦（ゐ，々〕≦（｛，5－1）
 （A．14）       ■■023（ク，ノ）lI≦Mg＋M，o  max  l y（ん，々）I
                      （O，O〕≦（ゐ，々）≦（ゴ，5－1）
                     （0≦M。，M。，M。，M。＜∞，0＜M。，M。，M。，M。。＜・・）．
一方，仮定（ii）と（2．1），（2．2）式より
 （A．15）  l y、（ク，ブ）1≦M11＋M12  max  1m（ゐ，尾）1  （0≦M、、＜∞，0＜M、、＜oo）
                  （0，O〕≦（乃，尾〕≦｛｛一1，5〕
となることに着目すると
 （A．16）   ll o12（タ，ブ）ll≦M6＋凧  max  l m（ん，々）1   （0≦M6＜∞，O＜M4＜∞）
                  （O，O〕≦（ゐ，尾）≦（｛一2，ゴ）
が得られ，さらに（A．10），（A．16）を（A．12），（A．13）に代入する．
 （A．17）       ■I v21尾（タ，ブ）■I≦M6＋M6  max   ■m（ん，后）I
                       （O，O）≦（乃，尾〕≦（言一1，ゴー1〕
 （A．18）       ■■022尾（5，ノ）I■≦M4＋M6  max   I m（乃，后）■
                       （O，0〕≦（ゐ，左）≦（ゴー2，ゴー1）
                            （0≦凧，M＜∞，0＜M6，M6＜∞）．
以上より
 （A．19） l1ζ。（ク，ノ）l1≦M、十M．   max    ll［m（ん，后），y（〃，后’），m（タ十Z’，フーZ’）］τll
                ｛O，O）≦（ゐ，尾〕≦（｛十‘一1，ゴー‘〕
                   O≦J≦m                （O，O〕≦（〃，〆）≦（‘十m，ゴーm－1）
                  O≦エ’≦m－1
                                 （0≦〃、＜∞，0＜M。＜∞）
となり，仮定（i）を使って
 （A．20）   llζ。（グ，ブ）ll≦M。十M一。  max  lツ（ん，后）1   （O≦M。＜oo，OくM。＜∞）
                  （O，O〕≦（乃，創≦（｛十m，5）
が求められる．最後にル（ク，ブ）が一様有界であることに着目すると，
 （A．21）     11ζ砂（ク，ノ）l1≦M。十M．  max  ｛l y（ん，后）一yM（ん，尾）1＋1ル（ん，尾）1｝
                    （O，O〕≦（ゐ，尾〕≦（｛十η2，5〕
               ≦M1＋M2  max  l e（ん，后）1 （0≦M1＜∞，O＜M2＜oo）
                    （O，O）≦（ん，尾）≦（ゴ十m，5）
どたり（5．14）式が得られる．
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Adaptive Contro1for Two－Dimensiona1Systems
            Yoshihiko Miyasato
      （The Institute of Statistica1Mathematics）
   This paper deals with the prob1em of constructing mode1－reference adaptive contro1
（MRAC）for mknown Attasi－type two－dimensiona1（2D）systems．A new design method
so as to regu1ate the output error between the unknown2D system and the prescribed
reference mode1to zero asymptotica11y，is considered．
    The contents of this paper are as fo11ows．First，the prob1em is presented．Then，we
exp1ain some re1ations between2D systems and distributed parameter mode1s in digita1
image processing，and show the background of the prob1em presented in the preceding
chapter．Before constructing adaptive contro1systems，we must deine the notion of
“reIative degree”of2D systems，and derive parametrized representation using its notion．
The notion of“re1ative degree”is a natura1extension ofthat ofusua11D systems and gives
exp1icit input－output re1ation of the systems．The parametrized representation for2D
systems is obtained using2D state observers and the notion of“re1ative degree”．This
representation divides the contro11ed system into two parts，that is，the parameter vector
★hich is mknown，and the state variab1e vector which is measurab1e．The2D system to
be contro11ed is described as an inner product of those two vectors．Detai1s about2D
parametrized representation are summarized as Theorem1．Next，adaptive contro1sys－
tems are constructed based on the parametrized representations，re1ative degree，and the
sequence of computation．The two different adaptive contro1systems are shown in
Theorems2and3．In Theorem2，we consider the case where the sequence ofcomputation
is determined in consideration of vertica1coordinate．In this case，the contro1input at（グ，
ノ）on2D domain is synthesized to determine the desired output at（タ十m，プ），where m is
the re1ative degree of the2Dsystem，and thecontro1parameters are determined recursive1y
from o1d parameters at（タ＿m，プ）．Under severa1assmlptions，uniform boundedness of an
signa1s in the adaptive1oop and convergence of the output error to zero are shown in
Theorem2．In Theorem3，the case where the sequence of computation is determined in
consideration of horizonta1coordinate is treated． In this case，the contro1input at（ゴ，ノ）
is determined from the desired output at（ゴ十！，ブ十m－1），and the controI parameters at（乞，
ノ）are updated in the same way，Fina11y，some simu1ation studies where the re1ative
degrees are l and2are presented． Though the convergence property of the output error
is not necessari1y satisfactory，the output error is丘na11y shown to converge to zero．The
rate of convergence is thought to be improved by proper se1ection of design parameters，
such asα（ゴ，プ），（F、，9、）and（亙2，92），or by using new adaptive1aws，but that prob1e㎡is
1eft for our future research．
Key words：Adaptive contro1，mode1－reference adaptive control，two－dimensiona1system，Attasi－
         type，digital image processing，reIative degree．
