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Introduzione
L’Ambient Assisted Living (AAL) e` un programma di ricerca e sviluppo
che ha l’obiettivo di migliorare la qualita` della vita di persone anziane e disabili,
assistendo e supervisionando le attivita` quotidiane degli utenti per assicurare
loro sicurezza e benessere. Le finalita` del programma sono lo sviluppo di nuove
tecnologie per permettere ad anziani e disabili di vivere comodamente in casa,
migliorando la propria autonomia, garantendo buone condizioni di sicurezza
e monitorando le persone malate. Tali tecnologie potrebbero evitare in molti
casi il ricovero presso ospedali o case di riposo, permettendo cos`ı una migliore
qualita` della vita ed un risparmio per la colletivita`. L’Assisted Living e` una
filosofia di assistenza e di servizio che promuove l’indipendenza e la dignita`
della persona assistita.
L’associazione AAL e` stata fondata il 19 settembre 2007 a Bruxelles (http:
//www.aal-europe.eu/). Il parlamento europeo basandosi sull’articolo 185
del Treaty on the Functioning of the European Union (TFEU), ha deciso di
rafforzare la cooperazione degli stati partecipanti all’iniziativa. Il programma
di AAL si propone di:
• Estendere il tempo di vita delle persone nel loro ambiente preferito
aumentando la loro autonomia, sicurezza e mobilita`.
• Sostenere il mantenimento della salute e delle capacita` funzionali degli
anziani;
• Promuovere uno stile di vita migliore e piu` salutare per gli individui a
rischio;
• Rafforzare la sicurezza e prevenire l’isolamento sociale;
• Sostenere il mantenimento di una rete multifunzionale attorno agli indi-
vidui.
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• Aumentare l’efficienza e la produttivita` delle risorse utilizzate nelle so-
cieta` che si trovano ad affrontare il problema dell’invecchiamento;
Le procedure utilizzate nel campo dell’AAL includono tecnologie di per-
cezione, ragionamento, attuazione, controllo, comunicazione ed interazione.
L’AAL e` realizzato basandosi su competenze di Ambient Intelligence (AmI )
per ottenere un’interazione naturale fra esseri umani e dispositivi elettronici,
approccio che si discosta radicalmente dalle tecnologie di assistenza tradiziona-
li. Sviluppi piu` recenti nel campo dell’AmI hanno introdotto l’uso di robot per
facilitare l’interazione uomo/macchina e per rendere possibili nuovi automati-
smi. In alcuni casi, tali sviluppi prevedono l’uso di robot umanoidi con elevate
capacita` sensoriali e di attuazione, mentre in altri casi vengono sfruttate vere
e proprie ecologie robotiche, reti di piccoli dispositivi distribuiti nell’ambiente,
con lo scopo di nascondere la propria presenza agli utenti ed integrarli nell’am-
biente.
Una Ecologia Robotica (in figura 1) e` una rete di nodi computazionalmen-
te eterogenei interfacciata con sensori, attuatori e dispositivi robotici mobili.
Questa rete viene inserita in modo esteso nell’ambiente. Un nodo della rete
puo` essere molto elementare (ad esempio un sensore che rileva la temperatu-
ra dell’ambiente), o molto complesso (come un robot umanoide). Nel primo
caso, i sensori sono organizzati in una rete chiamata Wireless Sensor Network
(WSN), fornendo un’architettura distribuita in grado di monitorare le condi-
zioni fisiche ed ambientali e permettendo ai vari sensori della rete di cooperare
per il raggiungimento degli obiettivi. La costruzione di WSN, riduce la com-
plessita` dei servizi forniti ed inoltre permette l’esecuzione di servizi che non
possono essere eseguiti da un singolo dispositivo. Il concetto di ecologia riuni-
sce i campi di ambient intelligence e di autonomous robotics per generare una
nuova metodologia incentrata sulla costruzione di sistemi robotici che svolgo-
no attivita` di assistenza e servizio. E´ utilizzato un approccio in cui il robot
diventa un sistema distribuito nell’ambiente. In questo caso il termine robot
e` utilizzato nella sua interpretazione piu` generale: un sistema computerizzato
che interagisce con l’ambiente attraverso sensori e/o attuatori.
Alcuni nodi dell’ecologia possono avere una limitata potenza computazio-
nale, appena sufficiente per eseguire un’analisi sulla rete delle informazioni
provenienti dai sensori stessi. Ogni partecipante alla rete ha tipicamente una
visione parziale dell’ambiente, definita attraverso informazioni che provengono
dai propri sensori e che vengono elaborate mediante le capacita` computazionali
personali.
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.Figura 1: Robotic ecology
Si rende quindi necessario concepire un sistema di apprendimento distribuito,
comprendente sia sensori che robots che cooperano per processare i dati rile-
vati e per facilitare il raggiungimento degli obiettivi globali. In particolare, i
robots e le reti di sensori non sono piu` viste come entita` separate ed indipen-
denti, ma cooperano invece costruendo una ecologia robotica, per processare i
dati, dedurre informazioni ad alto livello e realizzare obiettivi. Per facilitare
la distribuzione di sistemi con capacita` di autoadattamento, ossia sistemi che
si adattano alle condizioni mutevoli dell’ambiente operativo, e` stato applica-
to alle reti WSN un metodo di Apprendimento Automatico al fine di ridurre
il lavoro di programmazione, prima e dopo l’installazione e calcolando dati
raccolti in ambienti non stazionari. Il termine Apprendimento Automatico
racchiude un gran numero di tecniche eterogenee che spaziano fra differenti
modelli rappresentativi. Fra tutte queste tecniche, il paradigma di Artificial
Neural Networks (ANN) e` caratterizzato da interessanti analogie con la natura
distribuita del modello WSN e pertanto e` stato preso in considerazione nelle
attuali ecologie robotiche (Haykin [2008]; He et al. [2009]).
La progettazione di un sistema di apprendimento per le ecologie robotiche e`
fortemente influenzata da alcuni aspetti chiave relativi al modello della rete
come la distributivita`, l’eterogeneita` e l’autoconfigurazione.
Un sistema di apprendimento per una ecologia robotica puo` essere proget-
tato come un sistema distribuito dove moduli di apprendimento indipendenti,
che risiedono nei singoli dispositivi, processano le informazioni ottenute dai
propri sensori e cooperano fra di loro attraverso i canali di comunicazione
dell’ecologia. L’efficienza del sistema emerge dall’interazione fra i dispositivi,
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poiche` le funzionalita` delle singole unita` sono migliorate interagendo con le
altre.
Uno degli aspetti piu` rilevanti dei moduli di apprendimento per le ecologie
robotiche e` la loro generalita`. Le reti utilizzate in questi sistemi sono estre-
mamente dinamiche, adattive ed autoorganizzanti, dove i singoli dispositivi
devono essere capaci di connettersi e disconnettersi dall’ecologia. Questa ca-
pacita` di adattamento deve essere gestita dal sistema di apprendimento, che
deve supportare la connessione dinamica di nuovi moduli (docking) e tollerare
la perdita di parti del sistema distribuito a seguito della disconnessione di di-
spositivi dalla rete (undocking).
Un progetto di ricerca, in corso di sviluppo, volto ad includere le ecologie
robotiche nel campo dell’Ambient Assisted Living e` il Robotic UBIquitous
COgnitive Network (RUBICON ) (Amato et al. [2012]), il cui scopo comprende:
• Il miglioramento della consapevolezza dell’ambiente in cui e` dislocato e
le proprie capacita` di ragionamento;
• L’adeguamento delle abilita` alle caratteristiche dell’ambiente dove e` in-
stallato ed al comportamento dei suoi residenti;
Il sistema ha come obiettivo l’assistenza agli utenti nella loro quotidianita` e la
percezione di potenziali pericoli o situazioni anomale. RUBICON e` un siste-
ma autosufficiente, adattivo e goal-oriented, che cerca di fornire soluzioni per
l’apprendimento nelle ecologie robotiche sempre piu` economiche ed efficienti,
per supportare sistemi dinamici, eterogenei e con vincoli sulle proprie capacita`
computazionali.
Un sistema adattivo e` in grado di estrarre il significato dei dati rilevati che
possono essere affetti da rumore o essere imprecisi ed imparare, in base alla
propria esperienza, quali obiettivi perseguire e come raggiungerli, piuttosto che
sfruttare strategie predefinite.
RUBICON prevede un’ecologia robotica dove sia l’analisi dei dati che la ca-
pacita` di prendere decisioni, sono distribute su tutti i componenti della rete,
in base alle singole capacita` dei dispositivi. Nello specifico, tutti i componenti
RUBICON hanno abilita` di apprendimento e di ragionamento e possono essere
connessi arbitrariamente fra loro in modo da collaborare nell’analisi dei dati e
nel processo di decisione. L’obiettivo finale di RUBICON e` quello di rendere
la rete autoadattiva ed autosufficiente.
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Nel seguito e` presentato lo sviluppo e l’implementazione di nuove funziona-
lita` per migliorare le caratteristiche di robustezza e di flessibilita` del livello di
apprendimento di RUBICON. In particolare, tali funzionalita`, comprendono la
creazione di moduli di apprendimento su dispositivi ad elevata potenza com-
putazionale, per poter utilizzare procedimenti del campo dell’apprendimento
automatico piu` idonei in particolari circostanze. Inoltre per incrementare la
robustezza della rete di sensori distributa nell’ambiente, e` stato implementato
un meccanismo di forward recovery per evitare che eventuali fallimenti nell’e-
cologia, compromettano gli obiettivi del sistema. Infine e` stato sviluppato un
meccanismo di Cross Fold Validation per la creazione e l’addestramento di una
rete neurale idonea ad eseguire task complessi.
Sono introdotti i seguenti argomenti:
• Nel capitolo 1 e` fornita una definizione dell’architettura di RUBICON
con particolare riferimento alla parte relativa all’apprendimento;
• Nel capitolo 2 e` dettagliata questa parte fornendo un maggior dettaglio
e la descrizione delle scelte implementative;
• Nel capitolo 3 sono presentate le nuove funzionalita` aggiunte e le loro
implementazioni;
• Nel capitolo 4 e` mostrato il codice realizzato per la creazione di moduli
di apprendimento su dispositivi ad elevata potenza computazionale, il
codice per eseguire un meccanismo di recupero da fallimenti ed il codice
per realizzare la procedura di Cross Fold Validation.
• Nel capitolo 5 e` descritta la fase sperimentale riguardante sia la classifi-
cazione di eventi svolti in ambito quotidiano che la localizzazione di un
dispositivo robotico in un corridoio.
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Capitolo 1
Background: Panoramica del
sistema RUBICON
RUBICON utilizza procedure all’avanguardia per realizzare tecniche di ap-
prendimento per le reti di dispositivi eterogenei; pone le sue basi sull’idea che
tutti i partecipanti possano cooperare utilizzando le proprie esperienze passate
al fine di migliorare la loro prestazione automaticamente ed in modo proattivo,
modificando il loro comportamento e le loro capacita` di percezione in risposta
ai cambiamenti nell’ambiente e delle necessita` dell’utente.
In questo capitolo verra` presentata l’architettura del sistema RUBICON (1.1),
con particolare riferimento al livello Learning che realizza il meccanismo di
apprendimento autosufficiente nelle ecologie robotiche(1.2) oltre alle tecniche,
utilizzate da RUBICON, per implementare questo procedimento(1.3).
1.1 Architettura del sistema
In figura 1.1 e` mostrata l’architettura ad alto livello di RUBICON, che si com-
pone dei sottosistemi Cognitive Layer, Control Layer e Learning Layer. Questi
componenenti sono distribuiti fra i dispositivi dell’ecologia robotica e coopera-
no attraverso il sottosistema di comunicazione (Communication Layer). Oltre
ai servizi di comunicazione, il Communication Layer fornisce anche l’accesso
diretto da parte degli altri layer ai dati provenienti dai sensori e dagli attuatori.
Il Control Layer e` un sistema multiagente che modella ogni nodo nell’ecolo-
gia come un agente autonomo con capacita` di pianificazione, monitoraggio ed
esecuzione. Il Cognitive Layer fornisce funzionalita` di apprendimento a lungo
termine, di ragionamento sugli eventi ad alto livello e sulle attivita` umane, al
fine di capire quali sono gli obiettivi dell’ecologia e per identificare le novita`
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.Figura 1.1: Architettura ad alto livello di RUBICON (Bacciu et al. [2012a])
nell’ambiente monitorato. Il ruolo del Learning Layer e` quello di localizzare e
riconoscere gli eventi e di fornire previsioni a breve termine basate sulla storia
temporale dei segnali in input, a questo scopo, il sottosistema definisce una
piattaforma di apprendimento distribuito su tutti i componenti della rete, in-
clusi i dispositivi a bassa potenza. Infatti una delle principali sfide per questo
Layer e` l’inserimento delle abilita` di apprendimento in dispositivi quali sensori
ed attuatori, che hanno limitate capacita` di memoria e di calcolo.
In figura 1.2 e` mostrata l’architettura astratta utilizzata:
Communication Layer: fornisce un meccanismo di comunicazione e di inte-
grazione fra i componenti, in particolare una struttura di collaborazione
decentralizzata fra processi in esecuzione su dispositivi differenti, realiz-
zata estendendo le tecniche utilizzate negli ambienti delle WSN e delle
ecologie robotiche;
Learning Layer: fornisce una memoria distribuita, adattiva ed autoorganiz-
zante comprendente neuroni di apprendimento indipendenti che risiedono
sui nodi dell’ecologia. Un neurone codifica i dati rilevati provenienti dai
sensori e coopera con gli altri neuroni attraverso i canali di comunicazione
sottostanti forniti dal Communication Layer;
Control Layer: fornisce un controllo ad alto livello sui nodi dell’ecologia, for-
mulando ed eseguendo azioni e strategie di configurazione per soddisfare
l’insieme degli obiettivi della rete RUBICON. Questo Layer utilizza il
Learning Layer per migliorare le capacita` di percezione dell’ecologia e
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per adeguarsi alle azioni ed alle strategie di configurazione da applicare
nell’ambiente.
Cognitive Layer: fornisce metodi di ragionamento per l’analisi delle situazio-
ni, imposta gli obiettivi dell’ecologia e fornisce la mobilita` per soddisfare
i requisiti applicativi, accumulare conoscenza e guidare le capacita` di au-
toapprendimento della rete RUBICON al fine di aumentarne le presta-
zioni nel tempo. Guida il ragionamento e l’autosufficienza dell’ecologia
analizzando gli eventi correnti, ragionando sulle informazioni e sulla sto-
ria dei precedenti dati e comportamenti utilizzati, decidendo gli obiettivi
appropriati e le priorita` per il Control Layer.
.
Figura 1.2: Architettura di RUBICON (Bacciu et al. [2011a])
1.2 Learning Layer di RUBICON
In questo paragrafo e` definito in modo piu` specifico il Learning Layer in quanto
prerequisito per i capitoli seguenti.
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Il Learning Layer e` il sistema di apprendimento primario dell’ecologia robo-
tica in RUBICON. E´ un sistema software distribuito eseguito su dispositivi
con capacita` computazionali, di rilevamento e di attuazione eterogenee che
realizza una memoria distribuita, adattiva ed autoorganizzante per l’ecologia,
comprendente un certo numero di componenti software, implementate con un
particolare linguaggio di programmazione in base all’hardware ed al sistema
operativo su cui sono in esecuzione. I flussi di dati raccolti dai trasduttori
della rete ed elaborati dal Learning Layer, sono consegnati attraverso le in-
frastrutture di comunicazione fornite del Communication Layer. Questi dati
sono processati dal componente Learning Layer per produrre un insieme di
predizioni che riguardano lo stato dell’ambiente o degli utenti monitorati dal-
l’ecologia RUBICON.
Il ruolo del Learning Layer e` quello di fornire infrastrutture di appren-
dimento generali, necessarie per realizzare le proprieta` di autoorganizzazione
e autosostenimento per rispondere alla necessita` di adattarsi ed analizzare
il contesto dell’ambiente RUBICON nel tempo, fornendo meccanismi di ap-
prendimento che sono usati dagli altri layer dell’architettura RUBICON. Gli
obiettivi del Learning Layer sono:
• Analizzare e processare i dati rilevanti per raffinare e supportare i sistemi
di controllo (Control Layer) ed il ragionamento ad alto livello (Cognitive
Layer);
• Propagare e consegnare le informazioni agli altri componenti RUBICON
sfruttando i meccanismi di comunicazione forniti dal Communication
Layer.
Il Learning Layer realizza un’infrastruttura distribuita, chiamata Learning
Network (LN), comprendente moduli di apprendimento distribuiti sull’ecologia
che interagiscono e cooperano attraverso i canali di comunicazione del Commu-
nication Layer. La LN (descritta piu` dettagliatamente nel capitolo 2) fornisce
un insieme di servizi di apprendimento di base mediante l’implementazione di
una memoria ambientale flessibile. Offre inoltre una memoria persistente per
supportare la condivisone ed il trasferimento dell’apprendimento fra i vari nodi
dell’ecologia e permette l’aggiunta e la rimozione di unita` di apprendimento
dalla rete.
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E´ possibile caratterizzare il Learning Layer in termini del comportamento
atteso di Input/Output. Basandosi sui requisiti funzionali ad alto livello, si
identificano tre modalita` operative per il Learning Layer:
Forward Computation Mode: modalita` principale del Learning Layer che
data un’informazione di input produce una predizione di output;
Learning Mode: modalita` che permette al Learning Layer di adattare i pa-
rametri della LN. Data un’informazione in input, produce una previsione
in output che e` confrontata con le informazioni supervisionate;
Management Mode: modalita` che permette la configurazione dei compo-
nenti del Learning Layer fornendo un insieme di istruzioni di gestione
appropriate.
Ognuna di queste modalita` e` caratterizzata da un insieme differente di requisiti
di I/O (figura 1.3).
Per eseguire la Forward Computation, la LN riceve in input un flusso di dati
proveniente dai sensori ed un flusso di dati proveniente da altri componenti.
Questi input sono mostrati come i due rettangoli sulla sinistra in figura 1.3.
Dati questi flussi in input, il Learning Layer produce degli outputs alla stessa
frequenza con cui arrivano le informazioni di input, mostrati, in figura, come i
tre rettangoli sulla destra.
Gli output possono essere identificati basandoci sui requisiti funzionali ad alto
livello:
Weights: valori che permettono l’attivazione di azioni specifiche e di compo-
nenti del Control Layer;
Event classification: valori che denotano l’aspettativa del Learning Layer
nella previsione dell’occorrenza di un certo evento;
Sensory predictions: outputs generali utilizzati per risolvere i task compu-
tazionali determinati dallo scenario applicativo di RUBICON.
In figura 1.3 si evidenzia inoltre l’esistenza di un componente di gestione ad
alto livello, chiamato supervisore, che mantiene una vista globale sull’ecologia
ed e` capace di fornire:
• Istruzioni di wiring (Wiring instructions) ossia messaggi di gestione che
definiscono sia la topologia interna della LN che le sorgenti fornite in
input ad ogni modulo di apprendimento nella Learning Network;
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• Istruzioni di controllo (Control instructions), istruzioni per la gestione
della configurazione e il comportamento a run-time del Learning Layer;
• Informazioni di addestramento (Training information) ossia informazioni
utilizzate per eseguire l’adattamento ai parametri del modello.
In particolare il supervisore identifica le sorgenti dati da fornire in input ad
ogni modulo di apprendimento e determina gli output associati. Questo com-
ponente inoltre determina la creazione di canali di comunicazione fra i moduli
di apprendimento che risiedono su nodi diversi dell’ecologia.
Nel sistema RUBICON il supervisore sara` un componente del Control Layer,
del Cognitive Layer o un’applicazione autonoma controllata dall’utente.
.
Figura 1.3: Interfacce ad alto livello del Learning Layer (Bacciu et al. [2011a])
La singola analisi del comportamento di Input/Output, non fornisce fon-
damenti sufficienti per la progettazione di un sistema di apprendimento per le
ecologie robotiche.
Nel seguito viene introdotta l’analisi del comportamento del sistema di appren-
dimento, formalizzando il ciclo di vita del Learning Layer dalla prima confi-
gurazione alla propria installazione ed esecuzione: Il ciclo di vita (mostrato in
figura 1.4) inizia con una fase oﬄine dove la Learning Network e` addestrata
su un insieme di configurazioni di fabbrica supervisionate per definire l’insieme
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dei tasks computazionali che il Learning Layer sara` capace di portare a termine
una volta inserito nell’installazione RUBICON (fase 2 in figura 1.4). L’obiet-
tivo della prima fase e` quello di avere un Learning Layer funzionante appena
distribuito fisicamente, capace di eseguire un insieme di tasks predefinito nelle
configurazioni di fabbrica. In pratica, addestrare il Learning Layer sui task di
fabbrica definira`:
• Un insieme di eventi da riconoscere;
• Un insieme iniziale di pesi del Control Layer per le predizioni;
• Eventualmente, tasks computazionali generali.
.
Figura 1.4: Ciclo di vita del Learning Layer (Bacciu et al. [2012a])
Dal punto di vista delle applicazioni pratiche, la prima e la seconda fase
corrispondono ad uno scenario in cui il sistema e` prima di tutto addestrato
su alcuni task di fabbrica definiti attraverso dei dati collezionati in un ap-
partamento tipo. Successivamente e` installato nell’appartamento in cui dovra`
operare al fine di eseguire la modalita` di forward computation (fase 3), in cui
la LN calcola a run-time un insieme di outputs, corrispondenti ai task com-
putazionali acquisiti, che sono sfruttati dagli altri componenti RUBICON per
realizzare gli obiettivi dell’ecologia.
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Anche se l’ambiente in cui e` inserito il sistema differisce dalle condizioni
di fabbrica, lo stesso sara` in grado di sfruttare le capacita` di generalizzazione
della LN per il proprio utilizzo durante la modalita` di forward computation.
Tuttavia queste capacita` non sono sufficienti per permettere di far aderire le
prestazioni della Learning Network alle caratteristiche dell’ambiente in cui e`
installato. A questo scopo esiste una quarta fase caratterizzata da un raffina-
mento online dei parametri della LN basandosi su segnali forniti dal supervisore
sotto forma di informazioni di apprendimento supervisionate. Durante questa
fase, le configurazioni di fabbrica sono modificate per ottimizzare la reazione
del sistema alle caratteristiche dell’ambiente reale. La quinta fase e` utilizzata
per eseguire un apprendimento incrementale (incremental learning) di nuovi
task computazionali che, come nelle condizioni di fabbrica, includono il rico-
noscimento di nuovi eventi, la previsione di nuovi pesi per il Control Layer e
l’acquisizione di nuovi task generici relativi ai dati acquisiti. Per permettere
l’apprendimento incrementale, il Learning Layer necessita di ricevere dal su-
pervisore informazioni di addestramento appropriate. Il ciclo di vita include
una sesta fase che permette la ridefinizione dinamica dell’architettura della LN
distribuita. Da una parte questa funzionalita` include l’aggiunta dinamica di
nuovi dispositivi, che consente a nuove unita` di fornire sorgenti aggiuntive di
input alla LN mediante sensori onboard o mediante componenti software oltre
a fornire risorse computazionali per ospitare nuovi moduli di apprendimen-
to per la Learning Network distribuita. D’altra parte il Learning Layer deve
supportare la disconnessione dinamica dei dispositivi, permettendo alla LN di
eseguire una recovery dei moduli di apprendimento associati e di procedere
con la modalita` di forward computation.
Le fasi discusse possono essere eseguite in ordine diverso e la numerazione in
figura 1.4 descrive solamente l’ordine di presentazione. L’ultima fase (fase 7) e`
opzionale ed inserita per suggerire che il ciclo di vita puo` essere chiuso per pro-
durre un miglioramento delle configurazioni di fabbrica e per fornire una nuova
distribuzione del Learning Layer basata sulle informazioni di addestramento
collezionate durante la vita dell’installazione RUBICON.
1.3 Reservoir computing in RUBICON
Come precedentemente asserito, in RUBICON e` utilizzato il paradigma di Ar-
tificial Neural Network (ANN) per realizzare i meccanismi di apprendimento
nei vari dispositivi costituenti l’ecologia robotica. In particolare, le capacita` di
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apprendimento nel Learning Layer sono implementate ricorrendo al paradigma
di Reservoir Computing (RC), con la classe delle Recurrent Neural Networks
(RNN) (Verstraeten et al. [2007]; Lukosevicius and Jaeger [2009]). I modelli
RNN sono appropriati per trattare le caratteristiche delle informazioni coin-
volte nelle operazioni svolte dal Learning Layer e sono largamente utilizzati
per processare e catturare la conoscenza dinamica da informazioni sequenzia-
li permettendo di fornire previsioni che dipendono dalla storia temporale dei
segnali in input. Inoltre e` stato dimostrato la loro efficienza nell’utilizzo di
flussi di dati affetti da rumore o imprecisi (Bacciu et al. [2011a]; Gallicchio
et al. [2012]). Le reti RC, sono caratterizzate da efficienza e bassi requisiti
computazionali, sono potenzialmente idonee per implementare le funzionalita`
di apprendimento negli scenari WSN limitati computazionalmente e possono
inoltre risultare idonee ad essere racchiuse all’interno dei nodi. Il paradig-
ma RC e` caratterizzato da una separazione concettuale fra la parte ricorrente
dinamica (reservoir) e la parte di output non ricorrente (readout). Come an-
ticipato, la caratteristica principale del paradigma RC e` la sua efficienza: la
parte ricorrente puo` essere lasciata non allenata dopo l’inizializzazione, mentre
l’apprendimento e` limitato alla parte di output.
Questo tipo di paradigma comprende diverse classi di modelli, fra cui il mo-
dello Echo State Network e` il piu` conosciuto (Jaeger [2001]; Jaeger and Haas
[2004]).
1.3.1 Echo State Network
Una Echo State Network (ESN) implementa un sistema dinamico a tempo
discreto, e tipicamente contiene un input layer con NU unita`, un reservoir con
NR unita` ed un output layer con NY unita`. Il reservoir ricorrente fornisce alla
rete una memoria riguardante la storia degli input, aggiornando lo stato delle
ESN ad ogni timestep.
Ad ogni timestep t:
• L’input layer colleziona i segnali di input in un vettore NU -dimensionale
chiamato u(t) che e` usato per nutrire il reservoir.
• Il reservoir aggiorna lo stato della ESN, basandosi sui nuovi input u(t) e
sullo stato precedente x(t−1), in accordo a x(t) = f(Winu(t)+Wˆx(t−1)),
dove Win e Wˆ contengono rispettivamente l’input-to-reservoir e i pesi
reservoir ricorrenti, ed f e` la funzione di attivazione, di tipo sigmoidale.
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.Figura 1.5: Architettura di una Echo State Network
• Il readout calcola l’output della ESN, combinando linearmente lo stato
della rete, in accordo a y(t) = Woutx(t), dove la matrice Wout contiene i
pesi reservoir-to-readout.
Il reservoir e` inizializzato in accordo ad un criterio fissato, e lasciato non alle-
nato. In particolare, i pesi nella matrice Win sono scelti tipicamente in maniera
random in accordo alla distribuzione uniforme nell’intervallo [−win, win], dove
win denota un parametro di input scaling. I valori diversi da 0 dei pesi nella
matrice Wˆ , ossia la matrice sparsa dei pesi ricorrenti del reservoir, sono tipica-
mente scelti da una distribuzione uniforme su [−1, 1] e sono riscalati in modo
da soddisfare la Echo State Propery (ESP) (Jaeger [2001]).
La Echo State Property afferma che lo stato della rete dipende asintotica-
mente solo dai segnali di input, mentre non vengono considerate le dipendenze
sulle condizioni iniziali (il reservoir fornisce al readout la storia dei segnali in
input). Condizioni necessarie e sufficenti per soddisfare la ESP sono forni-
te in letteratura (Jaeger [2001]). Le condizioni sufficienti, normalmente sono
considerate troppo restrittive, mentre le condizioni necessarie per la ESP sono
tipicamente adottate nell’inizializzazione della ESN. Dato che la funzione di
attivazione del reservoir e` una tangente iperbolica e che il possibile insieme di
stati reservoir e` limitato, la condizione necessaria per la ESP afferma che il
raggio spettrale della matrice Wˆ , chiamato ρ, deve essere minore di 1. Questo
significa che il sistema di transizione dello stato implementato dal reservoir, e`
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asintoticamente stabile attorno allo stato nullo (0).
L’unica parte addestrata della ESN e` il Readout lineare. Dato un in-
sieme di training T = {(u(i), ytarget(i)|i = 1, . . . , NTrain}, dove ytarget(i) e`
l’output desiderato relativo all’input u(i). Il reservoir e` eseguito utilizzando
u(i), i = 1, . . . , NTrain come segnali di input e sono collezionati i corrisponden-
ti stati reservoir x(i), i = 1, . . . , NTrain. Come conseguenza della ESP, dopo
un periodo transiente (chiamato washout), gli stati x(i) dipendono solo dalla
sequenza di input u(i). Di conseguenza, i primi stati NTransient sono scartati
in quanto possono essere affetti dalle condizioni iniziali, mentre i rimanenti
stati NTrain − NTransient sono disposti in una matrice X. I pesi del readout
nella matrice Wout sono quindi selezionati in modo da risolvere il problema dei
minimi quadrati min‖WoutX − Ytarget‖22, dove Ytarget e` la matrice in cui ogni
colonna e` un vettore di output NY -dimensionale.
1.3.2 ESN in sistemi embedded: problematiche ed ana-
lisi preliminare
Le ecologie robotiche come precedentemente indicato, sono reti di dispositivi
eterogenei e possono includere unita` con limitata capacita` di calcolo e di me-
moria. La sfida principale del Learning Layer e` l’inserimento delle abilita` di
apprendimento in questo tipo di dispositivi. In particolare l’inclusione delle
ESN nei nodi di una WSN.
Una ESN comprendente input, reservoir e readout, contiene rispettivamente
NU , NR e NY unita` e richiede di memorizzare NR(R + 1 + NU + NY ) + NY
numeri reali, dove R denota il massimo numero di pesi ricorrenti e diversi da
zero per ogni unita` reservoir. Ad esempio, assumendo una precisione per i
numeri reali a 32-bit, una ESN con NU = 1, NR = 100, NY = 1 e 10% di
connettivita`, richiede di memorizzare un numero totale di 5204 bytes. Se il
numero delle unita` reservoir scala ad NR = 50, sono necessari 1604 bytes.
Il modello ESN puo` essere specializzato generando le leaky integrator ESN
(LI-ESN), in cui le unita` di reservoir leaky integrator applicano una media
mobile esponenziale ai valori dello stato reservoir. L’uso della leaky integration
negli stati reservoir delle LI-ESN, implica una gestione migliore dei cambia-
menti delle sequenze in input in maniera piu` lenta rispetto alla frequenza di
campionamento. Data una sequenza di input s = [u(1), . . . , u(n)] nello spazio
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degli input RNU , ad ogni timestep t il reservoir della LI-ESN calcola la fun-
zione di transizione x(t) = (1 − a)x(t − 1) + af(Winu(t) + Wˆx(t − 1)), dove
x(t) ∈ RNR e` lo stato della rete al tempo t, Win ∈ RNRxNU e` la matrice di pesi
input-to-reservoir, Wˆ ∈ RNRxNR e` la matrice di pesi reservoir ricorrenti, f e` la
funzione di attivazione (si usa f ≡ tanh) ed a ∈ [0, 1] e` il parametro leaking
rate, che controlla la velocita` delle dinamiche del reservoir (valori piccoli di a
implicano una maggior lentezza delle dinamiche del reservoir). Da notare che
per a = 1 la funzione di transizione della LI-ESN si riduce al caso della ESN
standard.
Una strategia che puo` essere usata per ridurre l’occupazione di memoria di
una ESN, consiste nell’assunzione di un piccolo insieme finito di possibili valo-
ri per ogni peso diverso da zero nelle matrici non addestrate. Considerando, ad
esempio, un insieme di 8 possibili valori, ogni peso puo` essere codificato in soli
3 bits, in modo tale che i requisiti di memoria citati precedentemente possano
essere ridotti a solo 854 bytes per il caso di NR = 100, ed a 336 bytes per il
caso di NR = 50, che e` accettabile anche quando si utilizzano risorse limitate
computazionalmente, disponibili nelle piccole WSN. Inoltre, nelle applicazioni
ESN, reservoir piu` grandi portano a migliori prestazioni ma il costo (sia in
tempo che in spazio) incrementa con la dimensione del reservoir.
Per mostrare l’appropriatezza delle ESN ad essere inserite sui dispositivi con
limitazioni computazionali e di memoria, in (Bacciu et al. [2013]; Bacciu et al.
[2012b]; Bacciu et al. [2011b]) viene mostrata un’applicazione delle ESN nel
campo dell’AAL. Questa applicazione utilizza un benchmark per i movimenti
dell’utente usando i segnali RSSI (Radio Signal Strength Information, infor-
mazioni sulla potenza del segnale radio utilizzato per la comunicazione fra 2
dispositivi wireless.) in uno scenario reale.
Nell’esperimento e` usata una LI-ESN con una dimensione del reservoir NR
variabile (10,20,50,100,300,500), 10% di connettivita, un leaking rate = 0.1 ed
un raggio spettrale di q = 0.99. Per l’inizializzazione del reservoir, ogni valore
diverso da zero nelle matrici Win e Wˆ e` scelto da una distribuzione uniforme
sopra un alfabeto di 8 possibili valori, campionati uniformemente nel range
[−0.4, 0.4]. Come precedentemente dichiarato, questo schema di codifica porta
ad un requisito di memoria di solo 3 bits per peso. Il readout delle LI-ESN e`
stato allenato con una pseudo-inversion and ridge regression con parametri di
regolarizzazione λr{10−1, 10−3, 10−5} che sono selezionati su un validation set
in accordo alla procedura di selezione del modello.
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La migliore prestazione e` ottenuta usando NR = 500, come descritto in
(Verstraeten et al. [2007]). Risulta molto interessante confrontare le prestazio-
ni ottenute dalle LI-ESN con full o con reduced weight encodings (quest’ultima
codifica utilizza un numero di bits pari a d logNwe). In (Verstraeten et al.
[2007]) sono studiati i risultati analizzando il trade-off fra l’accuratezza pre-
dittiva (effectiveness) calcolata come la media proporzionale delle traettorie
classificate correttamente, ed il costo computazionale/di memoria (efficienza)
determinato dal reservoir size. Complessivamente, l’approccio proposto sem-
bra efficace, con un’accuratezza predittiva maggiore del 85% in tutti i casi
studiati. L’accuratezza scala bene con le unita` reservoir. Questa affermazione
e` particolarmente interessante in vista dell’inserimento di moduli RC sui nodi
WSN, e suggerisce che un’accuratezza predittiva eccellente puo` essere ottenuta
con una piccola grandezza del reservoir (i.e: [50, 100]).
Per memorizzare i pesi di Wˆ , per NR = 100, sono necessari circa 8 Kbytes
in caso di full weight encoding, mentre sono necessari circa 800 bytes in caso
di reduced weight encoding. Per NR = 50, i requisiti di memoria sono ridotti
maggiormente, richiedendo soltanto 2 KBytes per la full weight encoding men-
tre di soli 250 bytes per la reduced weight encoding. Inoltre, dal punto di vista
dei requisiti di potenza, si osserva che sui dispositivi IRIS utilizzati nell’esperi-
mento, con un processore da 8 MHz, la computazione LI-ESN richiede per ogni
step input-output approssimativamente 0, 7 millisecondi nel caso di NR = 50
e 2 millisecondi nel caso di NR = 100.
Questi requisiti che risultano dalle sperimentazioni sono quindi plausibili
per un processo real-time eseguito sui nodi di una WSN ed e` quindi possibile
includere le ESN sui nodi di una RUBICON ecology, rispettando i requisiti
di memoria e di potenza forniti dai vari dispositivi a capacita` computazionale
eterogenea.
Il test mostra risultati promettenti, confermando l’appropriatezza del mo-
dello ESN quando si utilizzano le dinamiche complesse dei segnali RSS. i ri-
sultati in (Gallicchio et al. [2012]), mostrano che l’accuratezza di un approccio
ESN scala con il costo di installazione (i.e: considerando il numero dei sensori
utilizzati nella WSN). In (Bacciu et al. [2011b]) e` presentato un resoconto mol-
to piu` approfondito sulla generalizzazione di previsioni ESN a configurazione
mai viste, dove le ESN addestrate a predirre i movimenti dell’utente in un’insie-
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me di stanze specifico possono essere applicate per anticipare la localizzazione
dell’utente anche in insiemi di stanze differenti. Il risultato suggerisce che l’ap-
proccio RC ha un notevole potenziale per essere distribuito nelle applicazioni
WSN reali, permettendo di immaginare scenari applicativi possibili partendo
da ESN inizialmente allenate sulle condizioni di fabbrica e successivamente
inserite in ambienti reali, preservando prestazioni predittive accettabili.
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Capitolo 2
Architettura del Learning Layer
di RUBICON
Nel capitolo precedente e` stata fornita una definizione del sistema di appren-
dimento di RUBICON, nel seguito viene introdotta una descrizione piu` det-
tagliata del Learning Layer, descrivendo l’architettura interna del componen-
te ed il meccanismo di comunicazione utilizzato. In apertura, nella sezione
2.1 sono descritti i meccanismi di comunicazione utilizzati da RUBICON, in
quanto prerequisiti per la sezione 2.2 in cui verra` dettagliata l’architettura
interna del Learning Layer. Infine, nella sezione 2.3 sono mostrati i dettagli
implementativi del software Learning Layer esistente.
2.1 Meccanismi di comunicazione in RUBICON
L’obiettivo principale dei meccanismi di comunicazione presenti in RUBICON
e` quello di permettere lo scambio di informazioni fra differenti sottosistemi
in esecuzione su dispositivi inseriti nell’ambiente (PC, robot, sensori, etc).
I meccanismi di comunicazione principali sono due: il Physically Embedded
Intelligent System (2.1.1) e la Synaptic Communication (2.1.2).
2.1.1 Physically Embedded Intelligent System (PEIS)
Il sistema PEIS permette la comunicazione e la collaborazione fra dispositivi
eterogenei in un’ecologia; e` implementato attraverso il software PEIS-kernel
con un insieme di componenti software distribuiti. PEIS adotta un modello di
comunicazione basato su di un tuplespace distribuito, include un meccanismo
di collaborazione decentralizzato fra processi in esecuzione su dispositivi dif-
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ferenti, permette una discovery automatica dei dispositivi, una comunicazione
ad alto livello ed una collaborazione attraverso un meccanismo basato sulle
sottoscrizioni. PEIS offre una blackboard di tuple condivisa che abilita una
collaborazione ad alto livello ed un’autoconfigurazione dinamica fra dispositivi
differenti attraverso lo scambio e la memorizzazione di tuple (definite come
coppie chiave-valore), usate per associare i dati ad una particolare chiave lo-
gica. Una tupla in PEIS consiste in una coppia (name, owner) dove name e` la
chiave della tupla, mentre (owner) e` l’indirizzo (Identificatore) del dispositivo
responsabile per la tupla.
In uno scenario di collaborazione fra componenti, i produttori inseriscono i
dati nel proprio tuplespace ed i consumatori attraverso sottoscrizioni a queste
tuple, accedono ai dati da usare. Attraverso un meccanismo di ricerca, ogni
dispositivo puo` cercare e consumare le tuple a cui e` interessato, permettendo
un meccanismo di comunicazione flessibile ed espressivo. PEIS basa la sua
esecuzione su un programma chiamato PEIS-init, inserito su ogni host per ini-
ziare, fermare e monitorare l’esecuzione dei componenti funzionali. Per ogni
possibile componente, il PEIS-init si sottoscrive alle tuple per impostare lo
stato di start, stop e restart delle componenti. Esegue inoltre le forks e le
executes se le varie componenti devono essere eseguite, monitora i loro inputs,
i loro outputs ed i loro stati e le ferma quando non e` piu` necessaria la loro
esecuzione.
Piu` in dettaglio, per permettere una implementazione efficiente del tuplespace
distribuito, tutte le tuple sono della forma
< peisID, compID, key, val0, . . . , valN >
dove peisID e compID sono assegnati univocamente ad ogni dispositivo e ad
ogni componente dentro di esso, key e` la chiave della tupla e val0, . . . , valN
sono i valori che la tupla fornira` a tutti i propri sottoscrittori. Il tuplespace
e` dotato delle tipiche operazioni di insert e read. Inoltre sono definite delle
primitive event-based: subscribe e unsubscribe, con cui un dispositivo puo` se-
gnalare il suo interesse ad una chiave. Quando viene eseguita un’operazione
insert viene inviata una notifica a tutti i subscribers. La gestione delle sotto-
scrizioni e del meccanismo di notifica e` eseguito dal PEIS middleware (Gennaro
et al. [2011]), in un modo trasparente.
Per condividere informazioni, i vari componenti dell’ecologia necessitano di
conoscere quali sono le tuple esistenti, quali dati contengono e la semantica
dei dati contenuti nelle tuple. C’e` il bisogno quindi di un’ontologia condivisa
nell’ecologia. L’ontologia e` memorizzata nel tuplespace, mediante le tuple as-
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sociate alla chiave riservata Description.
Il PEIS-kernel, che e` realizzato come una libreria Linux run-time, fornisce
quindi un’astrazione comune con cui ogni dispositivo puo` leggere e scrivere
dati sul tuplespace distribuito. Questa libreria software deve risiedere su ogni
CPU in esecuzione di ogni dispositivo che utilizza PEIS.
il PEIS-kernel si occupa di tutti i possibili problemi di comunicazione scopren-
do automaticamente altre istanze di se stesso che sono in esecuzione sulla rete
locale e gestendo tipi arbitrari di rete. Usando l’implementazione del tuplespa-
ce distribuito fornita dal PEIS-kernel, tutti i componenenti di PEIS possono
vedere la presenza di altre componenti e delle loro funzionalita` condivise e
comunicare fra loro.
2.1.2 Synaptic Communication
Oltre a comunicare attaverso il meccanismo di comunicazione basato sull’uti-
lizzo di PEIS (2.1.1), il Learning Layer utilizza l’astrazione fornita dai Synaptic
Channel che realizzano un canale di comunicazione punto punto fra due nodi
dell’ecologia (chiamati motes). Un canale sinaptico puo` connettere ogni tipo
di neurone del nodo sorgente (inclusi i neuroni di input, di reservoir e di out-
put) ad un neurone di input che risiede su un modulo destinazione differente.
Connettendo un neurone collocato su un nodo A con un neurone su un nodo B,
e` possibile trasmettere le letture di un trasduttore su A in modo che agiscano
da input al modulo di apprendimento sul nodo B.
Sopra a questo meccanismo di comunicazione, il Learning Layer realizza le
Synaptic Connections, connessioni fra due neuroni collocati su nodi differenti
dell’ecologia RUBICON. Una connessione sinaptica e` utilizzata per instradare
le informazioni di input ed output verso le giuste unita` della rete di appren-
dimento locale o verso le giuste posizioni dei buffer dei canali sinaptici. Una
connessione di questo tipo puo` essere remota o locale. La figura 2.1 mostra i
due tipi di connessione sinaptica:
Una connessione sinaptica scij(CAB) denota una sinapsi remota fra un neurone
i sul nodo A ed un neurone j sul nodo B, comunicanti sul canale sinaptico CAB.
In questo caso, ci sono 2 tipi di strutture dati relative a dove risiede il nodo
sorgente ed il nodo destinazione di un canale sinaptico. Il buffer ChOut−B ed
il buffer ChIn−A sono strutture dati del canale CAB e quindi appartengono al
Communication Layer di RUBICON. La connessione sinaptica e` inconsapevole
di quali valori saranno consegnati all’interfaccia ChIn−A dai neuroni remoti,
conosce soltato la destinazione nel vettore ChOut − B a cui deve instradare
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l’output del neurone nel nodo sorgente ed a quale neurone di input deve in-
stradare i valori in ogni elemento del vettore ChIn− A.
Una connessione sinaptica sckj denota una sinapsi locale fra un trasduttore k
ed un neurone di input j localizzato sullo stesso nodo. Operazionalmente, una
connessione locale non e` diversa da una connessione remota ed e` quindi possibi-
le agire in maniera trasparente sulle connessioni sinaptiche senza differenziare
fra sinapsi locali o remote.
.
Figura 2.1: Connessioni sinaptiche remote fra i nodi A e B della Learning
Network e connessioni sinaptiche locali dai sensori onboard al nodo B
2.2 Specifica del Learning Layer
Come discusso in 1.1, il Learning Layer e` un componente software, organizzato
in tre sottosistemi logici:
• Learning Network (LN);
• Learning Network Manager (LNM);
• Training Manager (TM).
Ogni sottosistema e` realizzato da un numero variabile di componenti software
che sono distribuite su un’architettura di rete eterogenea comprendente sia di-
spositivi con limitate capacita` computazionali che dispositivi potenti.
In figura 2.2 e` mostrata l’architettura interna del Learning Layer, in cui sono
visualizzati i vari sottosistemi logici come rettangoli di colore blu ed i compo-
nenti software che li compongono come rettangoli di colore verde. Sono inoltre
27
mostrate le varie interfacce del Learning Layer che si riferiscono alle varie
modalita` operazionali del sistema, in particolare si utilizzano frecce spesse di
colore verde per identificare le interfacce della modalita` forward computation,
frecce vuote e tratteggiate per identificare le informazioni di apprendimento
della modalita` di learning e frecce vuote di colore rosso per i messaggi scambia-
ti nella modalita` di management. Il sottosistema LN usa l’interfaccia Synaptic
I/O del Communication Layer per trasmettere informazioni sopra le connessio-
ni sinaptiche e fornisce un’interfaccia al supervisore che comprende i 3 output
definiti nella forward computation. Il sottosistema LNM riceve messaggi di
controllo (incluse le informazioni di wiring) dal supervisore e gestisce le con-
nessioni sinaptiche controllando l’interazione della LN con il Communication
Layer, attraverso istruzioni sinaptiche (Synaptic Instruction). Il sottosistema
TM, riceve informazioni relative all’apprendimento dal supervisore. I com-
ponenti software realizzano le funzionalita` del sottosistema Learning Layer,
interagendo fra loro mediante chiamate a funzioni locali ed utilizzando mes-
saggi remoti, in figura sono rappresentate le interazioni intralayer come frecce
blu.
.
Figura 2.2: Architettura software del sistema Learning Layer
2.2.1 Learning Network
La componente LN e` responsabile per la modalita` di forward computation
del Learning Layer, realizza la memoria dell’ecologia RUBICON mediante una
ESN distribuita sui dispositivi della rete con capacita` computazionale etero-
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genea (chiamati nodi e visualizzati in figura 2.2 come poligoni a forma di L).
In piu` la figura 2.2 mostra l’organizzazione interna di un nodo della LN, che
comprende 2 componenti:
• Un Learning Module che implementa una computazione neurale sul
nodo. Riceve input locali dai trasduttori onboard e input remoti da
moduli di apprendimento presenti su altri nodi, mediante il meccanismo
Synaptic I/O implementato dal Communication Layer. L’output della
forward computation puo` essere fornita come input ad altri moduli di
apprendimento oppure scritta sull’interfaccia di output del sottosistema
LN.
• Un Manager che si comporta come un’interfaccia di controllo del mo-
dulo di apprendimento. Riceve messaggi di configurazione e controllo
dal sottosistema LNM ed agisce in maniera appropriata sul modulo e sul
Communication Layer attraverso le Synaptic Instruction. Riceve inoltre
dal sottosistema TM, le informazioni necessarie per aggiornare il modulo
in modo tale da avere un comportamento adattivo.
Come precedentemente asserito (in 1.2), la forward computation e` la modalita`
principale del Learning Layer, data un’informazione in input, viene prodotta
una predizione in output su ogni modulo di apprendimento, ad ogni ciclo di
clock. Ogni modulo di apprendimento e` implementato da una ESN localizzata
sui nodi della rete (1.3.2). Un passo di forward computation terminato con
successo, produce una nuova attivazione dei neuroni interni al modulo di ap-
prendimento che ha eseguito la computazione e nuovi valori per i neuroni di
readout. Ogni modulo di apprendimento necessita che tutti i dati in input sia-
no disponibili per eseguire la forward computation: questi dati possono essere
generati localmente dal nodo (mediante i propri trasduttori) oppure possono
essere ricevuti da un neurone che risiede su un nodo differente. In quest’ulti-
mo caso, il Learning Layer riceve una lettura da un neurone di input remoto
attraverso una connessione sinaptica remota ed assicura che tale informazione
sia instradata e consegnata al neurone appropriato sfruttando una connessio-
ne sinaptica locale. Quindi una forward computation che include degli input
remoti, necessita di un’interazione fra i vari Learning Layer che risiedono su
nodi diversi dell’ecologia.
Ogni passo della forward computation coinvolge le seguenti strutture dati:
in vettore per collezionare le informazioni di input per l’ESN;
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r state vettore di stati reservoir che codificano la storia degli input rilevanti
per la ESN;
out vettore per collezionare l’output della ESN.
Inoltre, sono necessarie ulteriori strutture dati per rappresentare in maniera
adeguata i parametri delle ESN (i.e: le matrici Win, Wˆ e Wout) e i parametri
del modello (i.e: il raggio spettrale ρ , win ed il grado di sparsita` della matrice
Wˆ ).
Per indirizzare propriamente le strutture dati, e` assegnato un identificatore ad
ogni ESN (chiamato netID) e ad ogni neurone del modulo di apprendimento
(chiamato neuronID). Inoltre, il Learning Layer pubblica le predizioni calcola-
te dalla LN, ad ogni ciclo di clock, su di una interfaccia letta dal supervisore.
Questa interfaccia di output racchiude le predizioni calcolate da neuroni distri-
buiti nell’ecologia e ad ogni predizione e` associato un identificatore (OutputID)
relativo al readout responsabile. Un dato di output viene propagato da un no-
do della rete che ospita il modulo di apprendimento, mediante le connessioni
sinaptiche, fino all’interfaccia di output. In particolare, e` inserito su un dato
nodo della rete un modulo di apprendimento speciale chiamato outModule e
comprendente solamente neuroni in input. Per ogni neurone di input nel mo-
dulo, viene impostata una connessione sinaptica da un neurone remoto ad un
neurone del modulo. Ad ogni ciclo di clock, il modulo riceve le previsioni LN
come valori di input remoti e li pubblica sull’interfaccia del supervisore.
2.2.2 Learning Network Manager
Il sottosistema LNM e` responsabile per la modalita` di Management del Lear-
ning Layer, riceve messaggi di wiring e istruzioni di controllo dal supervisore,
che sono utilizzati rispettivamente per gestire la fase di apprendimento e la
configurazione della LN. Il Learning Network Manager e` implementato da un
componente chiamato LN Control Agent, ospitato tipicamente su un dispositi-
vo gateway (definito in sezione 2.3.1) e da un componente PEIS Wrapper che
interfaccia il Learning Layer con gli altri componenti PEIS (in figura 2.3). Ba-
sandosi sull’input del supervisore e sulle informazioni di stato del sottosistema
LN, il Control Agent fornisce il componente di gestione della LN, dotato di
istruzioni sinaptiche per impostare e distruggere i vari canali di comunicazione
ed interagisce con il sistema TM per iniziare/terminare la modalita` di learning
del layer. Il Learning Layer richiede l’allocazione di un nuovo task computa-
zionale attraverso la consegna di una richiesta di allocazione dal supervisore al
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LNM. Il componente LN Control Agent riceve la richiesta insieme ad istruzioni
wiring e ad informazioni addizionali riguardanti il tipo di task da allocare. Il
componente richiede quindi l’allocazione di un nuovo task di apprendimento
al Training Agent. Dopo che l’allocazione e` stata eseguita con successo, il LN
Control Agent riceve un identificatore per il task che sara` consegnato al su-
pervisore per future comunicazioni di gestione con il sottosistema TM. Inoltre,
il Learning Network Manager comunica con la LN per inviare le richieste di
creazione, spegnimento e reset di un particolare modulo di apprendimento ed
invia, in aggiunta, messaggi riguardanti il caricamento e lo scaricamento di
un modulo di apprendimento da/verso il Network Mirror (sezione 2.2.3) su un
nodo della rete.
Provvede anche a fornire i servizi di connessione (docking) e disconnessione
(undocking) di nodi dalla rete:
docking: Un nuovo dispositivo e` connesso all’ecologia. Il supervisore informa
il componente LN Control Agent della disponibilita` di un nuovo nodo
pronto per essere connesso alla LN e fornisce l’indirizzo di rete per acce-
dere alla risorsa. Il LN Control Agent esegue un test di connettivita` con
il Learning Layer contenuto sul dispositivo e se ha successo, aggiunge il
nuovo dispositivo alla lista di risorse disponibili dell’ecologia. Se il nuo-
vo dispositivo possiede un modulo di apprendimento, puo` essere fatto
partire dal supervisore connettendolo alla LN attraverso le istruzioni di
wiring.
undocking: Il supervisore richiede la disconnessione di un nodo al compo-
nente LN Control Agent che invia un messaggio di disconnessione al
Learning Layer contenuto sul nodo e rimuove il dispositivo dalla lista di
risorse disponibili.
2.2.3 Training Manager
Il TM e` responsabile per la modalita` di Learning del Learning Layer, riceve
messaggi dal supervisore contenenti gli Online Refinement ed i Training Data
che sono usati per aggiornare i moduli di apprendimento nella LN. Il Training
Manager e` implementato da due componenti software: il Training Agent ed
il Network Mirror e da un repository, utilizzato per memorizzare i dati di
allenamento. Piu` in dettaglio:
Training Agent: gestisce le fasi di allenamento del Learning Layer proces-
sando le istruzioni di controllo ricevute dal Learning Network Manager
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.Figura 2.3: Dettaglio architetturale del sottosistema LNM: il componente LN
Control Agent e` eseguito su un dispositivo gateway (visualizzato come un
rettangolo tratteggiato). Il sottosistema LNM interagisce con il componente
PEIS Wrapper, in esecuzione sullo stesso gateway, in modo da interfacciare il
Learning Layer con gli altri componeneti PEIS-enabled
(comprese le istruzioni wiring). Riceve inoltre messaggi di online refine-
ment dal supervisore e gestisce i learning feedback appropriati, inviandoli
ai moduli di apprendimento nella LN, attraverso l’interfaccia Manager.
In piu` riceve i dati di allenamento dal supervisore e li memorizza nel
repository sottoforma di Training Samples, che sono usati per le funzio-
nalita` di apprendimento incrementale del Learning Layer. Infine gestisce
l’apprendimento nel componente Network Mirror attraverso appropriati
messaggi di controllo. Il supervisore fornisce segnali di raffinamento re-
lativi a specifiche predizioni di output al Training Agent che istruisce la
Learning Network modificando in maniera appropriata i pesi dei neuroni
all’interno della ESN coinvolta nella predizione di output di interesse.
Questi segnali di raffinamento, sono processati localmente al modulo di
apprendimento (sul nodo che ospita la ESN).
Repository: memorizza in maniera temporanea i Training Samples sotto for-
ma di Training Set, usati dal componente Network Mirror per addestrare
ed aggiornare la LN.
Network Mirror: gestisce l’apprendimento. Mantiene una copia di tutti i
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moduli della Learning Network che sono usati per eseguire le routine di
apprendimento basandosi sul Training Set e sulle istruzioni di controllo
che provengono dal Training Agent. La rete aggiornata viene dislocata
sulla Learning Network distribuita dall’interfaccia Module Update.
Il componente Training Agent determina se i campioni (samples) memorizzati
nel repository sono sufficienti per eseguire l’addestramento della rete su un
particolare task. Quando il Training Agent decide di iniziare l’addestramento
di un nuovo task, lo comunica al componente Network Mirror che utilizzando
i dataset memorizzati anch’essi nel repository, allena le proprie copie locali
dei moduli di apprendimento coinvolti nel task. Se i dati di training forniti
dal supervisore, rappresentano una relazione input/output coerente per esse-
re appresa, il Learning Layer sara` in grado di fornire una predizione priva di
contraddizioni, per pattern di dati in input mai visti. Una volta che la copia
del modulo di apprendimento e` allenata con successo dentro al componente
Network Mirror, viene segnalato al LN Control Agent, che concede il permesso
di caricare il modulo di apprendimento aggiornato sui nodi della LN.
Infine, il supervisore fornisce segnali di raffinamento, relativi a delle predizio-
ni di output, al Training Agent. Il componenete istruisce la LN per modi-
ficare in modo appropriato i pesi dei neuroni nella ESN, che sono coinvolti
nella predizione. Il raffinamento online e` processato localmente al modulo di
apprendimento.
2.3 Dettagli implementativi
2.3.1 Configurazione hardware richiesta
L’esecuzione corretta del sistema Learning Layer necessita delle seguenti con-
figurazioni hardware:
• Uno o piu` sensori WSN. Ognuno di questi dispositivi deve includere al
suo interno le TinyOS based Communication Layer API e le Learning
Layer API (Broxvall et al. [2012]). In particolare, sono chiamati isola
i dispositivi che sono nel raggio di comunicazione fra loro e che sono
associati ad uno stesso gateway
• Un sink-node WSN per isola, su cui e` inserita la TinyOS based Commu-
nication Layer API e la Learning Layer API (Broxvall et al. [2012]);
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.Figura 2.4: Dettagli architetturali del sottosistema Training Manager: i com-
ponenti Training Agent, Network Mirror ed il Repository sono eseguiti su un
dispositivo gateway rappresentato come un rettangolo tratteggiato
Il sink node di un’isola WSN e` un sensore connesso mediante una connes-
sione USB seriale ad un PC partecipante all’ecologia. Il dispositivo esegue lo
stesso software degli altri dispositivi che fanno parte della WSN ma ha una
differenza sostanziale rispetto agli altri: il sink node ha sempre ID = 0. De-
finendo questo ID, e` assicurato che esista solo un sink per ogni isola e tutti
i partecipanti alla WSN possono riconoscere i messaggi originati dal PC, che
tipicamente e` chiamato gateway. E´ presente esattamente un gateway per isola
ma e` possibile avere piu` isole e piu` gateway nell’intera ecologia.
Il PC a cui e` collegato il sink node deve eseguire:
• Il software RUBICON gateway (Broxvall et al. [2012]);
• Il software gateway wrapper incluso nella Learning Layer API;
• Un componenete PEIS-init (Broxvall et al. [2012]);
• Una distribuzione peisjava funzionante;
• I sottosistemi Training Manager e LN Manager della Learning Layer API
insieme al componente LN Wrapper.
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2.3.2 Configurazione software implementata
Le funzionalita` del Learning Layer sono fornite dalla libreria software Core
Learning Service (CLS) API V1.0, la quale realizza un’implementazione
preliminare del Learning Layer di RUBICON.
La CLS API e` organizzata in due librerie software:
• Una Java API comprendente il software PC-side che viene eseguito sul di-
spositivo gateway e fornisce l’implementazione dei sottosistemi Learning
Network Manager e Training Manager;
• Una libreria NesC, per i dispositivi TinyOS, che fornisce l’implementazio-
ne del sottosistema LN distribuito, incluso il meccanismo di connessione
sinaptica.
La libreria CLS Java API implementa le funzionalita` gateway-side del Learning
Layer, fornite mediante diversi thread che comunicano sia attraverso le code
di messaggi che tramite il meccanismo dispatcher-listener. E´ definita un’unica
interfaccia (LLRunnableInterface) per permettere un controllo unificato sul-
l’attivazione, la gestione e la terminazione dei threads.
Il meccanismo di dispatcher-listener permette ad ogni componente di control-
lare l’oggetto principale LearningLayer, sottoscriversi ai servizi e ricevere in-
formazioni sullo stato del layer. Il sistema di message queue, al contrario, e`
usato internamente al layer per permettere la comunicazione fra i threads. Per
una correta realizzazione, e` richiesta l’installazione delle librerie Java TinyOS
e peisjava sul sistema dove e` in esecuzione la CLS Java API . Inoltre, nella
versione corrente questa libreria necessita di essere inserita sul PC che esegue
il gateway RUBICON, collegato al sink che controlla l’isola WSN.
La CLS Java API comprende 6 package visualizzabili in figura 2.5:
LearningLayerApi.generics include le strutture dati condivise sul Learnig
Layer, le interfacce standard dei threads del Learning Layer, il meccani-
smo di comunicazione inter-thread e alcune macro generiche;
LearningLayerApi.learningnetwork include il Java wrapper utilizzato per
accedere alla LN distribuita ed un’interfaccia per il gateway RUBICON
che supporta la comunicazione con i dispositivi TinyOS;
LearningLayerApi.main include la definizione dell’oggetto principale Lear-
ning Layer, l’interfaccia di LNoutput ed il wrapper per accedere alle
funzionalita` PEIS;
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LearningLayerApi.manager include l’implementazione del sottosistema LN
Manager;
LearningLayerApi.training include l’implementazione del sottosistema Trai-
ning Manager realizzando i due componenti principali: il Training Agent
ed il Network Mirror;
LearningLayerApi.test include gli scripts di esempio per testare e sperimen-
tare la libreria.
In aggiunta, il software include anche il package LearningLayer.gui utilizzato
per implementare una Graphical User Interface (GUI), per la configurazione
ed il controllo del Learning Layer. La GUI non e` ancora parte del progetto ed
e` ancora in una versione preliminare (2.3.3).
La libreria CLS NesC API, invece, fornisce le funzionalita` mote-side del
.
Figura 2.5: Il package diagram della libreria Learning Layer Java API
LearningLayer. Una spiegazione dettagliata ed esauriente di questa libreria e`
fornita in (Bacciu et al. [2012c]).
Learning Network
Le funzionalita` del sistema LN sono implementate parzialmente dalla libre-
ria CLS Java API e parzialmente dalla CLS NesC API. il package Learnin-
gLayer.learningnetwork implementa la maggior parte dei meccanismi gateway-
side e le strutture dati della LN. Il principale componente Java e` implementato
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dalla classe LearningNetworkWrapper che fornisce metodi per interagire con
la LN e permette l’astrazione dai dettagli tecnici della sua implementazione.
Inoltre, il package definisce un’interfaccia dettagliata delle funzionalita` del ga-
teway RUBICON usate dal Learning Layer (learningnetwork.GatewayInterface
e learningnetwork.GatewayWrapper).
La libreria implementa i moduli di apprendimento nel componente Network
Mirror. Queste implementazioni corrispondono all’implementazione inclusa
nella libreria NesC API, ma puo` essere usata per allenare off-line i parametri
delle ESN.
L’implementazione di un modulo ESN e` basata sulla classe
generics.EchoStateNetwork. Questa classe memorizza i parametri della ESN,
incluse le dimensioni di input, output e reservoir ed i valori dei pesi per le
connessioni input-to-reservoir, recurrent reservoir e reservoir-to-readout. La
classe include inoltre l’identificatore del task computazionale associato.
La fase di forward computation eseguita on-board ai nodi dell’ecologia RU-
BICON e` realizzata nel file LearningP.nc all’interno delle NesC API. Ad ogni
ciclo di clock, l’input della ESN e` letto dalle connessioni sinaptiche attraverso
la funzione read syn connection(inConnection), viene successivamente chiama-
ta la routine do feedforward step() che calcola l’output della ESN ed infine il
risultato del modulo ESN e` propagato attraverso la funzione delle connessioni
sinaptiche di output chiamata write syn connection(outConnection). La com-
ponente LNOutputs, implementata attraverso la classe java main.LNOutputs
della CLS Java API, mantiene le informazioni riguardanti gli outputs predet-
ti dalla LN, inclusi i loro nomi simbolici ed i loro valori correnti. Questo
componente riceve le previsioni LN aggiornate dal LearningNetworkWrapper,
che possono essere accedute da ogni componente che possiede un riferimento
all’oggetto LNOutputs. Le informazioni presenti nel componente LNOutputs
sono disponibili ad ogni partecipante all’ecologia (inclusi il Control ed il Co-
gnitive Layer) attraverso le tuple PEIS. Per riceve informazioni sulle previsioni
LN e sui nomi simbolici di tali previsioni, un partecipante necessita solamen-
te di sottoscriversi, rispettivamente, alle tuple con chiave LLoutputIDValue e
LLoutputID.
Learning Network Manager
Le funzionalita` del sottosistema LNM sono implementate principalmente dal
package LearningLayerApi.manager delle CLS Java API.
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la classe LNControlAgent implementa il componente che gestisce e controlla il
sottosistema mediante tre tipi di interfacce, fornisce informazioni riguardan-
ti lo stato interno del Learning Layer mediante tre information Dispatcher
e mantiene un repository di connessioni sinaptiche (synConList) ed uno di
nodi presenti nell’ecologia (deviceRepository) per la gestione della Learning
Network. Le interfacce realizzate sono le seguenti:
supervisorInterface: Che fornisce metodi invocati dal componente super-
visore.
ControlInterface: Che fornisce metodi aggiuntivi invocati dal componente
supervisore per avere un controllo piu` preciso sul Learning Layer;
TrainingInterface: Che fornisce metodi invocati dal Training Agent del
TM.
La supervisorInterface permette al Learning Layer di interagire con le altre en-
tita`, che interagiscono come un supervisore per il componente. I metodi inseriti
in questa interfaccia sono listati nel file supervisorInterface.java ed operazioni
di gestione addizionali possono essere trovate nel file ControlInterface.java. Un
componente puo` invocare questi metodi mediante le tuple con chiave LLCon-
trolCmd e LLWireCmd.
Inoltre la componente LNControlAgent fornisce meccanismi per i compiti di
creazione ed installazione di una connessione sinaptica e mantiene informazioni
riguardanti il suo stato, le estremita` della connessione ed i parametri di QoS.
Infine memorizza informazioni di gestione relative agli identificatori dei task
di apprendimento associati.
La classe LNControlAgent realizza i meccanismi di configurazione e con-
trollo dei dispositivi partecipanti al Learning Layer e dei moduli di appren-
dimento ospitati su tali dispositivi. Le informazioni riguardanti i vari di-
spositivi dell’ecologia sono memorizzate in una struttura descritta in gene-
rics.deviceRepository : un elemento di questo repository fornisce informazio-
ni sull’ID del dispositivo, sui vari ID opzionali dei moduli di apprendimen-
to ospitati e sul proprio stato (che puo` essere INITING, CONNECTED,
DISCONNECTING). Inoltre il repository mantiene informazioni sulle ca-
pacita` sensoriali e di attuazione dei dispositivi. Queste informazioni sono co-
municate alla componente LNControlAgent attraverso il metodo connect node(int
nodeID, NodeInformation nodeSpec) della supervisorInterface. Nell’implemen-
tazione corrente, queste informazioni sono comunicate automaticamente da un
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dispositivo quando si unisce all’ecologia. Il deviceRepository possiede il meto-
do getCompatibleDevice(capability) che determina quale dispositivo nel reposi-
tory, possiede le capacita` sensoriali passate come argomento.
La classe fornisce inoltre metodi per attivare, fermare e resettare un singolo
modulo di apprendimento distribuito su di un dispositivo dell’ecologia. L’at-
tivazione di un modulo di apprendimento netID sul dispositivo nodeID e`
ottenuta chiamando la funzione activate learn module(nodeID,netID), la chia-
mata a questa funzione e` necessaria per abilitare la ricezione di altri comandi,
provenienti dal Learning Layer, nel dispositivo.
Training Manager
Il Training Manager, come detto precedentemente (in sezione 2.2.3), compren-
de le componenti Training Agent e Network Mirror:
il Training Agent riceve informazioni di wiring e task information per la crea-
zione di un nuovo task computazionale. Per gestire le istruzioni di wiring, il
TM gestisce una Wiring Table per convertire le istruzioni wiring in un insieme
di connessioni sinaptiche. Queste istruzioni sono implementate nella classe Wi-
ringType. Le varie entrate della Wiring table sono implementate dalla classe
WiringSpecification, in cui per ogni elemento, sono specificati il nome simbo-
lico, l’ID del nodo, l’ID della ESN ed alcune informazioni associate. La classe
WiringTable gestisce un ArrayList di oggetti WiringSpecification, permettendo
di aggiungere e rimuovere le varie entrate dalla tabella. Le task information,
al contrario, sono definite attraverso la classe TaskType, che racchiude le infor-
mazioni sul task computazionale che deve essere creato, in particolare include
il tipo del task (classification oppure regression), la granularita` (sequence-to-
sequence oppure sequence-to-element), il tipo di dato (event oppure sensory)
ed il tipo di output (weight, event oppure sensory).
Per allenare i moduli ESN sono utilizzati degli esempi di training implementati
dalla classe TrainingData. Nel costruttore di questa classe, gli input e gli out-
put desiderati (chiamati target) sono specificati mediante due vettori di float
e viene fornito un ArrayList di ID dei tasks con cui gli esempi di training sono
associati. I Training datasets sono implementati dalla classe TrainingDataset,
che contiene un ArrayList di oggetti TrainingData.
Il componente Training Agent e` implementato dalla classe TrainingAgent che
gestisce un oggetto WiringTable per realizzare le funzionalita` relative alla tra-
sformazione delle istruzioni wiring in oggetti WiringSpecification che possono
essere aggiunti alla wiring table utilizzando il metodo add wiring specification(w).
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Analogamente, le entrate nella wiring table possono essere rimossse invocando
il metodo remove wiring specification(w). Il Training Agent gestisce le colle-
zioni dei task attraverso un ArrayList di oggetti TaskData. Un nuovo task e`
allocato chiamando il metodo allocate task(wiring,taskInfo,nodeID), dove sono
passate come parametro le istruzioni wiring, le informazioni sul task e l’ID del
nodo RUBICON su cui inserire il task. Tutte le informazioni riguardanti un
task computazionale sono collezionate nella classe TaskData, che comprende
un oggetto WiringType, un oggetto TaskInfo, un oggetto TrainingDataset (che
colleziona i training data che devono essere usati per allenare il task) ed una
lista di oggetti SynapticConnection (in cui possono essere convertite le istru-
zioni di wiring). I dati di training sono passati al Training Agent attraverso
la funzione new training data(sample), che memorizza l’oggetto TrainingData
passato come argomento, nell’oggetto TrainingDataset indicato.
La componente Network Mirror e` implementata nella classe NetworkMir-
ror. Questa classe contiene un’ArrayList di oggetti EchoStateNetwork (che
corrispondono ai moduli ESN inseriti sui dispositivi), e gestisce una coda di
messaggi inviati dall’oggetto LearningNetworkWrapper. La creazione di una
nuova ESN e` richiesta al Network Mirror invocando il metodo addESN(taskID,
inputDimension, outputDimension, nodeID), che crea e memorizza un nuovo
oggetto EchoStateNetwork usando le informazioni specificate come parametri.
Quando la creazione di una nuova ESN e` richiesta, e` aggiornato l’oggetto Wi-
ringTable nel TrainingAgent con l’ID, assegnato dal NetworkMirror, della rete
neurale.
I moduli di apprendimento possono essere allenati invocando il metodo
do training(int taskID) del Training Agent, specificando l’ID del task su cui si
vuole eseguire l’allenamento, che puo` essere realizzato solamente se i dati di
training sono gia` stati forniti. Il completamento della procedura di training su
di un task con ID = taskID e` segnalata dal NetworkMirror al TrainingAgent
chiamando il metodo training complete(taskID). Successivamente e` invocato il
metodo deploy task(taskID) della classe TrainingAgent per iniziare il deploy dei
moduli di apprendimento. Si esegue il metodo upload module(nodeID,netID,ESN)
della classe LearningNetworkWrapper per ogni ESN che deve essere associata
al task ed una volta che il caricamento e` completato viene inviato un messag-
gio LEARN MODULE READY al NetworkMirror. Quando si riceve que-
sto messaggio per tutte le ESN coinvolte nel task, il NetworkMirror segnala
40
il completamento della procedura di upload al TrainingAgent, il quale richie-
de la creazione delle connessioni sinaptiche all’oggetto LNControlAgent con il
metodo deploy synaptic connections(taskID,sc), dove sc e` la lista di oggetto
SynapticConnection corrispondenti alle istruzioni wiring.
2.3.3 Interfaccia Grafica
La libreria CLS Java API 1.0, come anticipato, fornisce anche una Graphical
User Interface (GUI) per la configurazione ed il controllo del Learning Layer.
il package LearningLayerAPI.gui, disponibile nella cartella WP2 del reposito-
ry RUBICON, contiene tutte le classi necessarie per instanziare la GUI, ma
non e` ancora parte ufficiale del progetto ed e` fornita solamente in versione
beta per una visione preliminare delle proprie funzionalita`. La GUI permette
all’utente di organizzare ed accedere al sistema di apprendimento distribuito,
mediante metodi per modificare la configurazione del Learning Layer, con-
trollare la sua esecuzione e monitorare gli LNOutputs. La classe principale e`
gui.main.StartWindow che include l’implementazione del metodo main() per
l’esecuzione dell’interfaccia. La GUI accede alla LN attraverso le CLS API:
legge le predizioni dalla componente LNOutputs ed invoca metodi definiti in
manager.supervisorInterface e manager.ControlInterface. Inoltre, si interfac-
cia opzionalmente con uno sniffer per ricevere e pubblicare a runtime i valori
presenti nelle connessioni sinaptiche e le letture correnti dei trasduttori. In-
fine implementa un’interfaccia JDBC (package gui.database) che permette la
connessione con un database PostgreSQL contenente informazioni riguardanti
gli esperimenti eseguiti dalla LN, come il layout della LN, i dispositivi che la
realizzano, i moduli di apprendimento e le connessioni sinaptiche associate.
Mediante questo database, gli esperimenti possono essere memorizzati per una
esecuzione/analisi futura. Uno screenshot della GUI e` visibile in figura 2.6 do-
ve la struttura della LN e` rappresentata come un grafo in cui i nodi sono i vari
dispositivi e gli archi sono le connessioni sinaptiche. Ogni arco e` etichettato
dal nome simbolico dei neuroni connessi nei dispositivi sorgente e destinazione.
Dato che le connessioni fra moduli possono essere in numero elevato, l’inter-
faccia permette la selezione di un singolo dispositivo, focalizzandosi solo sulle
proprie connessioni (il nodo rosso in figura 2.6).
La GUI fornisce un gestore dei dispositivi (device manager) dove l’utente
puo` accedere a tutti i parametri di un modulo di apprendimento inserito in un
dispositivo. Il device manager e` attivato eseguendo un doppio click sul nodo
(figura 2.7). Ogni device manager puo` essere inserito nella parte destra del-
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.Figura 2.6: screenshot della GUI
l’interfaccia o visualizzato in una nuova finestra. Attraverso il device manager,
l’utente puo` modificare sia i parametri del modulo di apprendimento defini-
ti nella classe generics.EchoStateNetwork che la topologia di connessione con
gli altri moduli di apprendimento. Le connessioni sinaptiche possono essere
stabilite sia mediante il device manager sia disegnando una connessione fra 2
nodi nella finestra che mostra la LN, in entrambi i casi all’utente e` richiesto di
specificare l’identificatore del neuroni di input e del neurone di output da con-
nettere. Inoltre un nuovo dispositivo puo` essere aggiunto alla LN utilizzando
il pulsante (+) visualizzato nell’angolo in alto a sinistra della GUI. Comandi
che modificano l’intera rete possono essere gestiti dal menu sulla destra della
GUI (figura 2.6): mediante questo menu e` possibile modificare il clock del-
l’intera rete, caricare o salvare una configurazione LN sui dispositivi presenti,
abilitare/disabilitare la forward computation, resettare la LN per eseguirla con
una configurazione differente e abilitare o disabilitare lo sniffer opzionale. Se
lo sniffer e` attivo, e` possibile visualizzare gli outputs della Learning Network
nella parte bassa della GUI.
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.Figura 2.7: screenshot della GUI che mostra il device manager
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Capitolo 3
Progettazione ed
implementazione di nuove
funzionalita` del Learning Layer
Il sistema RUBICON presentato nei precedenti capitoli mostra alcune limita-
zioni, con alcune caratteristiche non ancora implementate e sviluppate.
In questo capitolo verranno presentate le funzionalita` aggiuntive implementate
durante lo svolgimento del lavoro di tesi: in 3.1 e` introdotta la funzionalita`
di apprendimento distribuito su nodi dell’ecologia con capacita` computazio-
nale eterogenea. Come descritto in 1.3.2, le capacita` di apprendimento di
RUBICON sono limitate dalla scarsa memoria e potenza computazionale dei
dispositivi coinvolti, appare quindi opportuno sviluppare un meccanismo di
apprendimento su dispositivi a potenza computazionale elevata quando risulta
necessaria una complessa fase di apprendimento, che non puo` essere eseguita
a bordo dei dispositivi presenti nell’ecologia per mancanza di risorse.
In 3.2 e` descritto il meccanismo di recovery per permettere al sistema di pre-
sentare caratteristiche di robustezza in caso di fallimenti inaspettati di alcu-
ni dispositivi partecipanti all’ecologia ed eseguire un meccanismo di recovery
quando un sensore termina inaspettatamente la sua esecuzione.
In 3.3 e` descritta la procedura di Cross Fold Validation realizzata per eseguire
l’addestramento e la model selection di una rete neurale.
Infine in 3.4 e` presentata una nuova versione dell’interfaccia grafica utilizzata
da RUBICON, in cui sono incluse sia le precedenti che le nuove funzionalita`
fornite nel progetto.
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3.1 Sviluppo di un sistema di apprendimen-
to distribuito per dispositivi con capacita`
computazionale eterogenea
Come descritto nella sezione 1.3.2, alcuni dispositivi inclusi nell’ecologia RU-
BICON hanno una limitata capacita` di calcolo ed una limitata capacita` di
memoria e possono essere alimentati a batteria, condizionando cos`ı le loro
funzionalita` di apprendimento. Le ESN inserite su tali dispositivi hanno una
modesta grandezza del reservoir per soddifare i vincoli di memoria, a scapito
delle funzionalita` di apprendimento. Talvolta e` richiesto un apprendimento
piu` impegnativo, ad esempio quando e` necessario effettuare la localizzazione
di utenti e robots in vasti ambienti (5.1) oppure quando e` richiesta la classifi-
cazione di eventi compositi (5.2).
Risulta quindi fondamentale implementare le funzionalita` di apprendimento
su dispositivi con piu` alta potenza, o in generale computazionalmente etero-
genei. Questo meccanismo dovra` prevedere la comunicazione fra i vari nodi
dell’ecologia per gestire ed organizzare una fase di apprendimento distribuito.
Piu` in dettaglio: dovra` essere implementato un meccanismo di comunicazione
per la creazione, l’esecuzione e la coordinazione di moduli di apprendimento
distribuiti su una rete eterogenea.
Il meccanismo implementato utilizza le funzionalita` gia` presenti nel sistema per
eseguire la fase di apprendimento. In particolare e` impiegato PEIS (2.1.1) per
fornire le informazioni coinvolte in questo processo ed e` creato un meccanismo
di comunicazione sinaptica mediante lo scambio di tuple fra i vari dispositivi.
Un nodo impiegato nella fase di apprendimento distribuito ospita una o piu`
ESN e tutte le informazioni relative alle varie connessioni sfruttate.
Un modulo di apprendimento distribuito su di un dispositivo e` implementato
da un oggetto della classe learningnetwork.LearningModulePC e tutti i moduli
presenti su un dispositivo sono mantenuti in un repository contenuto in un
oggetto della classe learningnetwork.PCLMmanager che permette la creazione
e la distruzione dei moduli tramite PEIS.
3.1.1 Creazione dei moduli di apprendimento distribuiti
I dispositivi su cui sara` possibile sfruttare l’apprendimento devono registrarsi
ad una specifica tupla chiamata LL INTERNAL in cui saranno inseriti i co-
mandi di creazione ed eliminazione dei vari moduli di apprendimento. Per la
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creazione, un dispositivo deve essere informato sulle variabili da utilizzare per
creare una ESN: come la dimensione dell’input, la dimensione dell’output, la
dimensione del reservoir, i leaky parameter e la percentuale di stati del reser-
voir collegati fra loro.
Il messaggio scritto sulla tupla LL INTERNAL di PEIS dovra` contenere
queste informazioni in aggiunta all’identificatore del dispositivo che sara` uni-
voco per ogni nodo della rete ed assegnato a priori. In dettaglio, la tupla
LL INTERNAL per la creazione di un modulo di apprendimento e` struttu-
rata nel seguente modo:
PC LEARN MODULE CREATE,DEV ID,NET ID, [ESN ARGS]
dove:
• PC LEARN MODULE CREATE e` il comando utilizzato per creare
un modulo di apprendimento;
• DEV ID e` l’identificatore del dispositivo che dovra` ospitarlo;
• NET ID e` l’identificatore del modulo;
• ESN ARGS e` la lista di parametri per la creazione di una nuova ESN
e conterra` i seguenti valori:
– inputDimension
– reservoirDimension
– readoutDimension
– LeakyParameter
– reservoirConnection
che, in PEIS, saranno organizzati come:
[inputDimension, reservoirDimension,
readoutDimension, LeakyParameter, reservoirConnection]
Mentre per l’eliminazione di un modulo di apprendimento da un dispositivo
dell’ecologia, si utilizza:
PC LEARN MODULE DESTROY,DEV ID,NET ID
dove:
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• PC LEARN MODULE DESTROY e` il comando utilizzato per di-
struggere un modulo di apprendimento;
• DEV ID e` l’identificatore del dispositivo che lo ospita;
• NET ID e` l’identificatore del modulo.
La distruzione prevede la terminazione del thread, la cancellazione sia dei ca-
nali sinaptici che della ESN e la rimozione del modulo di apprendimento dal
repository memorizzato nel dispositivo.
Un messaggio di creazione inviato tramite PEIS e` ricevuto da ogni disposi-
tivo registrato alla tuple LL INTERNAL ma e` processato solo dal dispositivo
con l’identificatore specificato nel messaggio (DEV ID).
In particolare, il dispositivo crea una nuova ESN (classe
generics.EchoStateNetwork) con i parametri ricevuti ed assegna al modulo di
apprendimento l’identificatore passato come argomento (NET ID) che per di-
stinguerlo dagli altri netID assegnati nella rete, dovra` essere minore di zero.
Successivamente, dopo aver creato un modulo di apprendimento distribuito,
e` necessario passare al dispositivo le matrici che dovranno essere inserite nella
ESN, ossia Win, Wˆ e Wout, contenute nel componente NetworkMirror (2.2.3).
Nella tupla LL INTERNAL si utilizza il comando
PC LEARN MODULE LOAD per caricare sul modulo le matrici contenute
nel Network Mirror, una alla volta. La sintassi del comando e`:
PC LEARN MODULE LOAD,DEV ID,NET ID,MATRIX ID,
MATRIX
dove:
• PC LEARN MODULE LOAD e` il comando usato per caricare le ma-
trici;
• DEV ID e` l’identificatore del dispositivo che ospita il modulo di appren-
dimento;
• NET ID e` l’identificatore del modulo su cui devono essere caricate le
matrici;
• MATRIX ID e` l’identificatore della matrice, per capire quale delle 3
matrici si sta passando attraverso PEIS: Win, Wˆ oppure Wout, MATRIX
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infine, e` la matrice passata come stringa attraverso PEIS.
Il supervisore, dopo aver inviato i messaggi di creazione dei moduli ai vari di-
spositivi, memorizza un loro riferimento nel deviceRepository per funzionalita`
di gestione. Per far cio` e` aggiunto un campo alle informazioni che identificano
un dispositivo all’interno del deviceRepository: la natura del dispositivo devi-
ceRepository.nature che potra` essere impostata a mote oppure a pc.
Quando e` ricevuto un messaggio di creazione, il dispositivo esegue una
registrazione del modulo di apprendimento creato alla tupla LL SY N su cui
saranno inviate le informazioni necessarie a realizzare le connessioni fra i vari
moduli della rete.
3.1.2 Instaurazione delle comunicazioni sinaptiche
Un modulo di apprendimento deve essere alimentato con i valori rilevati dai
trasduttori della rete. Un modulo quindi ha bisogno di avere delle connessioni
sinaptiche in ingresso ed in uscita.
Quando si crea una connessione si impostano generalmente le informazioni
relative alla sorgente, alla destinazione ed al tipo di connessione sinaptica che
si deve utilizzare: locale o remota. In aggiunta, per lo scopo di implementare
un meccanismo di comunicazione sinaptica tramite PEIS, viene inserito un
altro tipo di connessione sinaptica: il tipo pc. Questo tipo di connessioni
saranno trattate in modo particolare dal dispositivo gateway e memorizzate in
un repository dedicato.
Per passare le informazioni riguardanti le connessioni in ingresso ed in uscita
ad un modulo di apprendimento distribuito, e` utilizzata una tupla chiamata
LL SY N la cui sintassi e` la seguente:
SOURCE NODE ID,DEST NODE ID,
SOURCE NET ID,DEST NET ID,
[SOURCE NEURONS IDs], [DEST NEURONS IDs]
dove:
• SOURCE NODE ID e` l’identificatore del nodo sorgente;
• DEST NODE ID e` l’identificatore del nodo destinazione;
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• SOURCE NET ID puo` essere l’identificatore dell’isola di sensori in cui
si trova il nodo sorgente oppure l’identificatore del modulo di apprendi-
mento (rispettivamente per connessioni in ingresso ed in uscita);
• DEST NET ID puo` essere l’identificatore dell’isola di sensori in cui si
trova il nodo destinazione oppure l’identificatore del modulo di appren-
dimento (rispettivamente per connessioni in uscita ed in ingresso);
• [SOURCE NEURON IDs] e` la lista di neuroni sorgente utilizzati per
le connessioni;
• [DEST NEURONS IDs] e` la lista di neuroni destinazione utilizzati
nelle connessioni.
Le liste di neuroni sorgente e destinazione devono rispettare la seguente sintassi
per un corretto uso della tupla:
[NeuronID1#NeuronID2# . . .#NeuronIDn].
Una differenza importante rispetto alla gestione delle connessioni locali o re-
mote e` che le connessioni sinaptiche comunicate attraverso PEIS ai dispositivi,
sono astratte utilizzando la forma piu` generale dei canali sinaptici (2.1.2). In
particolare, un modulo di apprendimento distribuito avra` una lista di cana-
li sinaptici in ingresso ed una lista di canali in uscita. Questi oggetti sono
implementati nella classe generics.SynapticChannel e saranno utilizzati per
alimentare il modulo di apprendimento con i valori raccolti nella rete.
Anche in questo caso, un messaggio di creazione di una connessione sinapti-
ca e` ricevuto da tutti i dispositivi registrati alla tupla LL SY N , ma solo il
modulo di apprendimento contenuto sul dispositivo con identificatore uguale
a SOURCE NODE ID o DEST NODE ID e che ha l’identificatore uguale
al SOURCE NET ID o al DEST NET ID processera` il messaggio.
3.1.3 Passaggio dei valori
Nella tupla LL INTERNAL sara` inviato un messaggio di
PC LEARN MODULE START,DEV ID
con il compito di far registrare tutti moduli di apprendimento ospitati sul
dispositivo con identificatore DEV ID, alle tuple dove saranno trasmessi i
valori da calcolare. La registrazione alle tuple per la ricezione e l’invio dei
valori, deve avvenire dopo aver creato i canali sinaptici, in quanto avviene in
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base al nodo sorgente ed al nodo destinazione delle varie connessioni.
In alternativa, e` possibile inviare un messaggio di
PC LEARN MODULE ACTIV ATE,DEV ID,NET ID
per registrare un singolo modulo di apprendimento individuato dall’identifica-
tore NET ID ed ospitato sul dispositivo identificato da DEV ID alle tuple
per la ricezione e l’invio dei valori.
I nomi delle tuple per il trasporto dei dati saranno del tipo:
LearningModulePCSOURCE ID : DEST ID
dove, LearningModulePC e` l’identificatore della tupla, che sara` concatenato
alle informazioni: SOURCE ID ossia l’identificatore del modulo di appren-
dimento sorgente, o l’identificatore del Sink nel caso del dispositivo gateway e
DEST ID, l’identificatore del modulo di apprendimento destinazione o l’iden-
tificatore del Sink nel caso del dispositivo gateway. Ad esempio se e` presente
una connessione dal gateway ad un modulo di apprendimento distribuito il
cui ID e` uguale a −1 (che sara` in particolare il DEST ID), esistera` una tupla
chiamata LearningModulePCSINK ID : −1. Quindi, il dispositivo gateway
ed ogni modulo di apprendimento distribuito, scorreranno i propri canali si-
naptici in ingresso ed in uscita, creeranno e si registreranno alle tuple specifiche.
Queste tuple saranno di volta in volta aggiornate con i valori che dovranno
essere passati alla ESN. Ogni volta che una tupla a cui si e` registrato verra`
aggiornata, il modulo di apprendimento prendera` i valori contenuti nella tupla
e li scrivera` sull’input della ESN. Ogni ciclo di clock, il modulo eseguira` un
passo della forward computation e scrivera` i risultati ottenuti su una tupla di
output. Le tuple da cui un modulo di apprendimento leggera` i valori avranno
al loro interno i valori organizzati nel seguente modo:
V ALUE1, V ALUE2, . . . V ALUEn
Le tuple di output, su cui il modulo scrivera` i risultati della forward computa-
tion saranno organizzate nello stesso modo di quelle in ingresso. Esiste infatti
la possibilita` di avere piu` moduli di apprendimento in cascata.
3.1.4 Esecuzione
Quando viene creato un modulo di apprendimento su un dispositivo, si inserisce
un riferimento a tale modulo in un repository chiamato PCLMRepository e
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definito nella classe learningnetwork.LearningNetworkWrapper, in modo che
quando il sink riceve i dati dai vari sensori, distribuiti nell’ambiente, controlla
se esiste almeno un riferimento per questo tipo di apprendimento nel repository,
e se esiste controlla le connessioni sinaptiche (di tipo PC) per capire se e quali
dati devono essere processati da quel modulo; inviera` quindi i dati attraverso
la tupla
LearningModulePCSINK ID : LEARN MODULE ID
e leggera` i risultati della computazione dalla tupla
LearningModulePCLEARN MODULE ID : SINK ID
Il calcolo delle predizioni su questi dispositivi e` asincrono rispetto all’arrivo
dei dati sull’input della ESN. Ad ogni ciclo di clock del modulo (che puo` an-
che essere diverso dal ciclo di clock del Learning Layer di RUBICON), i dati
presenti sull’input della ESN sono processati e scritti sull’output.
Questa esecuzione viene attivata dal componente Learning Network Wrap-
per localizzato nel sottosistema Learning Network (visibile in figura 2.2). Que-
sto componente riceve i dati dai vari dispositivi ed eventualmente li instrada
verso un modulo creato su un altro dipositivo. I dati sono calcolati dal modulo
di apprendimento ed inviati al componente Learning Network Wrapper che
inserira` i valori nell’interfaccia di output.
3.2 Implementazione del meccanismo di Reco-
very
L’ecologia RUBICON viene inserita in modo distribuito in ambienti quotidia-
ni, ne consegue che la robustezza della rete deve essere considerata come un
aspetto fondamentale durante la progettazione dell’ecologia.
RUBICON necessita di possedere meccanismi per evitare che, possibili falli-
menti di alcuni dispositivi dell’ecologia, influiscano sul raggiungimento degli
obiettivi globali del sistema.
Nel seguito sono presentate le varie fasi in cui e` suddiviso il meccanismo di
recovery.
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3.2.1 Disconnessione improvvisa di alcuni dispositivi dal-
l’ecologia
Data la notevole fragilita` di alcuni sensori utilizzati nella rete, e la possibilita`
di utilizzare dispositivi alimentati a batteria, esiste l’eventualita` che uno o piu`
sensori termini inaspettatamente la propria esecuzione, andando ad alterare i
risultati dell’ecologia RUBICON in modo tale da non raggiungere gli obiettivi
prefissati.
In una rete di dispositivi inserita in un ambiente quotidiano, e` possibile
che l’utente inavvertitamente possa danneggiare un sensore o dimenticare di
cambiarne le batterie. In questi casi, il dispositivo termina inaspettatamente la
propria esecuzione. Il sistema quindi, necessita di meccanismi rivolti a capire
quando questo evento inatteso avviene e come arginare il problema.
In caso di modalita` Reliable del Communication Layer (Broxvall et al.
[2012]),dove ad ogni ciclo di clock, il nodo sorgente trasmette le proprie letture
al nodo destinazione, il Communication Layer informa il Learning Layer degli
eventuali problemi relativi alla consegna delle letture dal neurone remoto, ed
il possibile fallimento di un sensore.
Questo aspetto diventa problematico se si pensa alla modalita` Power Save del
Communication Layer (Broxvall et al. [2012]). Quando un dispositivo termina
inavvertitamente la propria esecuzione, i dati rilevati da esso, non saranno piu`
aggiornati, un dato non modificato non e` trasmesso, ma deve comunque appa-
rire sull’interfaccia di input del nodo destinazione e la sua disponibilita` deve
essere segnalata al Learning Layer.
Il Learning Layer ad ogni ciclo di clock ricevera` la notifica della disponibilita`
dell’ultimo dato rilevato. Ed il sistema non accorgendosi del fallimento di un
dispositivo, utilizzera` sempre l’ultimo dato ricevuto per effettuare le proprie
computazioni. E´ necessario quindi inserire nel Learning Layer un controllo sui
dati ricevuti e se un certo dato non e` stato modificato per un certo periodo di
tempo, ritenere presumibile che il sensore che produceva quel dato sia fallito.
In questo caso, si esegue una forward recovery per evitare il fallimento degli
obiettivi ad alto livello del sistema RUBICON.
La durata del periodo di tempo in cui si esegue il controllo (espresso in
numero di cicli di clock RUBICON) non e` sempre uguale ma cambia a secon-
da della semantica delle misure che si stanno ricevendo e controllando, basti
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pensare all’utilizzo di sensori diversi. Ad esempio: se vengono utilizzati dispo-
sitivi che rilevano la temperatura nell’ambiente (come in figura 3.1), questo
intervallo di tempo dovra` essere molto lungo in quanto la temperatura varia
molto lentamente in ambito quotidiano ed un controllo per un piccolo lasso di
tempo (per pochi cicli del clock RUBICON) puo` portare alla disconnessione
di un sensore che esegue correttamente il proprio lavoro. Se contrariamente
sono utilizzati dispositivi per la localizzazione, installati sull’utente, il periodo
di tempo dovra` essere breve in quanto i valori utilizzati per la localizzazio-
ne variano molto velocemente e se in questo caso si utilizzasse un periodo di
tempo molto piu` lungo del necessario, riconoscere il fallimento di un senso-
re, impiegherebbe piu` del tempo richiesto, e potrebbe essere inadeguato per
il raggiungimento degli obiettivi. Nella localizzazione basata sui segnali RSSI
(Bacciu et al. [2013]), anche se l’utente e` fermo (e.g: si sta rilassando sul diva-
no), i valori raccolti non portano ad una disconnessione errata del dispositivo
che permette la localizzazione, in quanto i segnali RSS sono molto imprecisi
ed affetti da rumore, ed e` molto improbabile che forniscano gli stessi valori per
un determinato intervallo di tempo. Da notare inoltre che un sensore fallira`
quando tutte le proprie rilevazioni non saranno piu` aggiornate; ad esempio
un dispositivo che rileva sia la temperatura sia segnali di RSS dall’ambiente
necessita di un breve intervallo di tempo per il controllo al fine di evitare un
comportamento non desiderato, poiche` se il sensore attivo non ha cambiamenti
nella temperatura rilevata in questo intervallo di tempo, le misure RSS non
faranno fallire per errore il dispositivo.
Il sistema esegue il controllo dei sensori falliti nel componente LearningNet-
worWrapper che risiede sul sottosistema logico Learning Network (visibile in
figura 2.2) in esecuzione sul dispositivo gateway dell’ecologia. Quando i valori
sono consegnati, il componente esegue un controllo sui dati ricevuti: se questi
dati non vengono modificati per un certo numero di cicli di clock RUBICON
(espresso come parametro all’avvio del sistema), si invia una notifica di falli-
mento (NODE FAIL) al componente LNControlAgent del Learning Network
Manager. Il componente e` scelto in quanto e` in esecuzione sul dispositivo
gateway e quindi possiede una conoscenza completa dell’isola WSN a cui e`
collegato.
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.Figura 3.1: Esempio di un dispositivo con necessita` di utilizzare un elevato
intervallo di tempo per il controllo: sensore utilizzato per rilevare temperatura
e umidita` di una pianta
3.2.2 Reclutamento di nuovi dispositivi in caso di di-
sconnessione
Quando il componente LNControlAgent e` avvertito della terminazione improv-
visa di un sensore, si inizia la procedura di reclutamento di un dispositivo si-
mile.
Si assume che nell’ambiente siano stati inseriti un certo numero di cold spa-
res motes (chiamate copie fredde), dispositivi accesi ed inattivi inseriti nell’eco-
logia per eventuali procedure di recovery da fallimenti. Il componente LNCon-
trolAgent, cerca nel repository dei dispositivi, un sensore deputato alla sostitu-
zione di quello fallito, ossia un sensore che ha a disposizione un sovrainsieme di
trasduttori ed attuatori simile a quello del dispositivo fallito, utilizzando il me-
todo getCompatibleDevice(transducers) della classe generics.DeviceRepository.
Nel DeviceRepository, come affermato in 2.3.2, sono contenute le informazioni
di tutti i dispositivi partecipanti all’ecologia, incluse le informazioni sul loro
stato, che puo` essere INITING, CONNECTED, DISCONNECTING e
WORKING.
Il componente LNControlAgent, quando riceve un messaggio di connessione da
parte di un dispositivo memorizzato nel DeviceRepository, imposta lo stato
del dispositivo a CONNECTED, quando viene attivato il modulo di ap-
prendimento ospitato da un dispositivo imposta lo stato a WORKING e
quando riceve la notifica di fallimento di un dispositivo, imposta lo stato
a DISCONNECTING. Per la procedura di recovery il componente LN-
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ControlAgent cerca nel repository tutti i sensori che non sono ne` nello stato
DISCONNECTING, ne` nello stato WORKING e che abbiano un sovrain-
sieme dei trasduttori del dispositivo fallito.
Una volta trovato questo dispositivo fra le copie fredde presenti, si dovra`
inserire la configurazione del sensore fallito al suo interno: collegare il nuovo
sensore ai dispositivi che erano collegati al vecchio sensore e caricare i moduli
di apprendimento.
Per fare queste operazioni il sistema ha a disposizione un repository dove
sono contenute tutte le informazioni dei dispositivi collegati alla rete, ed un re-
pository che contiene tutte le connessioni sinaptiche utilizzate all’interno della
rete.
Caricamento della ESN sul nuovo sensore reclutato
Dopo aver individuato il dispositivo da utilizzare per il rimpiazzo, si deve ca-
ricare la ESN che era in esecuzione sul sensore fallito, sul nuovo dispositivo
reclutato. Per eseguire questa operazione il sistema fa uso del Network Mirror
(descritto in 2.3.2). Dentro al componente Network Mirror si cerca la ESN uti-
lizzata dal sensore fallito e successivamente, il LearningNetworkWrapper invia
le richieste di upload delle varie matrici al nuovo sensore mediante il metodo
upload module(nodeID, netID,ESN), che utilizza la funzione send della classe
learningnetwork.GatewayWrapper per inviare le matrici WIN , Wˆ e WOUT da
usare sul dispositivo reclutato.
Creazione delle connessioni sinaptiche sul nuovo sensore reclutato
Il nuovo sensore reclutato, deve poter essere collegato a tutti i dispositivi a
cui era collegato il nodo fallito. Per fare questo, si cerca nel repository delle
connessioni sinaptiche, tutte quelle connessioni che hanno come sorgente o
come destinazione il dispositivo fallito, che possono essere di due tipi:
Locali : Il sistema crea nuove connessioni locali sul nuovo sensore, uguali a
quelle trovate nel repository e che erano presenti sul nodo fallito. Suc-
cessivamente elimina dal repository le connessioni locali del dispositivo
fallito.
55
Remote : Il sistema crea nuove connessioni sinaptiche remote sul nuovo sen-
sore, uguali a quelle trovate nel repository, rimpiazzando pero` gli iden-
tificatori del nodo fallito con quelli del dispositivo reclutato. Queste
connessioni non vengono rimosse dal repository, ma il loro stato cambia
in BROKEN ; questo perche` il sink, quando fallisce un dispositivo, non
elimina le connessioni che provengono da questo dispositivo, ma le man-
tiene in memoria. Queste connessioni rimangono quindi senza sorgente,
ed i dati che fluivano in questa connessione saranno sempre presenti, ma
non saranno piu` aggiornati.
Ogni volta che e` creata una connessione sinaptica remota da un sensore al sink,
e` previsto l’arrivo di valori sul dispositivo gateway, organizzati in base all’or-
dine di creazione delle connessioni sinaptiche remote. Viene quindi a crearsi la
necessita` di inserire una struttura dati per indicizzare adeguatamente i valori
in arrivo dai vari dispositivi e per evitare di prendere in considerazione i dati
provenienti dai sensori falliti, ancora presenti, ma non piu` aggiornati. Questa
struttura per l’indicizzazione dei valori ricevuti, una volta che un dispositivo
e` rimpiazzato, modifica gli indici relativi ai valori forniti dal vecchio sensore
fallito con gli indici del nuovo sensore reclutato in modo da automatizzare il
reclutamento e di rendere fluida la ricezione dei dati.
Una volta create le connessioni sinaptiche e caricata l’ESN, si invia un mes-
saggio per attivare il nuovo modulo di apprendimento (con il metodo acti-
vate learn module(nodeID, netID) della classe manager.LNControlAgent, e la
procedura di Recovery e` conclusa.
3.2.3 Valutazione del meccanismo di recovery
Per valutare il meccanismo di rivelazione dei faults e di reclutamento di nuovi
dispositivi, si esegue un test in cui si utilizzano tre sensori:
• Un Sink node collegato tramite porta USB seriale al PC su cui e` in
esecuzione il software LearningLayer.
• Un dispositivo che inizia la propria esecuzione all’avvio del sistema.
• Un sensore utilizzato come copia fredda che sara` presente ed attiva nella
LN, ma non in esecuzione.
Il test prevede:
56
• L’avvio del dispositivo con ID=1 quando il sistema viene fatto partire.
• La successiva simulazione di fallimento del sensore
• Il reclutamento del cold spare mote presente nella rete (con ID=2), per
evitare il fallimento degli obiettivi ad alto livello del sistema.
Come si vede in figura 3.2, all’inizio del test, sono presenti 2 sensori nella
Learning Network. Vicino ad ognuno dei nodi e` presente il proprio device ma-
nager che visualizza l’identificatore del dispositivo. In figura e` possibile notare
il dispositivo scelto per simulare il fallimento (Sensor #1) ed il cold spare mote
(Sensor#2). In basso, e` possibile visualizzare gli output della rete (composta
da un solo nodo in questo caso) con i relativi valori ricevuti dai vari trasdut-
tori del dispositivo. In particolare, in figura e` possibile visualizzare i valori
dei trasduttori di Passive Infra-Red (Visualizzato in rosso) e del microfono
(Visualizzato in blu). Dopo una piccola fase di inizializzazione, dove i valori
sono uguali a 0, i vari trasduttori iniziano a fornire i risultati al componente
gateway del sistema. Successivamente avviene la simulazione di fallimento del
dispositivo.
La simulazione di fallimento consiste nello spegnimento del sensore in ese-
cuzione. Come e` mostrato in figura 3.3, il sistema dopo un periodo di tempo in
cui viene eseguito il controllo sui valori ricevuti dal dispositivo, elimina dalla
GUI la visualizzazione del sensore fallito ed inizia la procedura di recovery.
Dopo aver reclutato il cold spare mote disponibile, aver caricato l’ESN del
dispositivo fallito sul nuovo sensore ed aver creato le dovute connessioni sinap-
tiche, il nodo reclutato inizia la propria esecuzione per evitare che gli obiettivi
ad alto livello della RUBICON ecology possano essere influenzati dal fallimen-
to di un dispositivo.
La procedura di recovery, se e` reso disponibile una copia fredda simile a
quello fallito, ha prodotto un 100% di riuscita durante lo svolgimento del test,
con un tempo medio necessario per la recovery di pochi millisecondi (da 2 a
5 ms) ed un tempo medio di attesa per nuovi valori, dopo un fallimento, di
1,375 secondi.
Ovviamente e` necessaria la presenza di copie fredde nella rete Rubicon
per sfruttare il meccanismo di recovery da fallimenti, perche` non e` possibile
reclutare altri dispositivi gia` in esecuzione sulla rete.
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.Figura 3.2: snapshot della GUI al’inizio del test
.
Figura 3.3: snapshot della GUI dopo la simulazione di fallimento
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3.3 Cross Fold Validation
In questa sezione e` descritto lo sviluppo della tecnica di apprendimento chia-
mata Cross−Fold Validation, tecnica per valutare come il risultato di un’analisi
statistica generalizzera` su un dataset indipendente. Tale tecnica e` utilizzata
nel campo dell’apprendimento automatico per stimare l’accuratezza che un
modello predittivo avra` in pratica. Una cross fold validation include il par-
tizionamento dei dati in sottoinsiemi complementari, verra` eseguito l’appren-
dimento su di un sottoinsieme (chiamato Training set) e verra` validato su un
altro sottoinsieme (chiamato Validation set).
Sono eseguiti cicli multipli di cross validation usando partizioni differenti, per
quantificare l’effeto della varianza dei dati.
In particolare una k−fold validation consiste nella suddivisione del dataset to-
tale (cioe` l’insieme di tutti i dati disponibili) in k parti di uguale numerosita` e,
ad ogni passo, la parte (1/k)-esima del dataset viene ad essere il validation da-
taset, mentre la restante parte costituisce il training dataset. Cos`ı, per ognuna
delle k parti si allena il modello, cercando in tal modo di ridurre i problemi di
overfitting e di campionamento asimmetrico.
Supponendo di avere un modello con uno o piu` parametri liberi ed un dataset
su cui e` allenato tale modello, il processo ottimizzera` i parametri del modello
per permettere a quest’ultimo di adattarsi ai dati in training il meglio possi-
bile. Prendendo successivamente un insieme di dati indipendente ma simile a
quelli utilizzati in training, generalmente il modello non si adattera` a tali da-
ti. Questo comportamento e` chiamato overfitting ed e` probabile che avvenga
quando la grandezza del training set e` piccola o quando il numero dei para-
metri del modello e` molto elevato. La cross validation e` un modo di predirre
l’adattamento di un modello ad un ipotetico insieme di validation, quando non
disponibile esplicitamente.
Di solito un algoritmo di apprendimento viene allenato usando un certo in-
sieme di esempio (il training set), situazioni tipo in cui e` gia` noto il risultato
che interessa prevedere (il target). Si assume che l’algoritmo di apprendimento
raggiungera` uno stato in cui sara` in grado di generalizzare. Tuttavia, soprat-
tutto nei casi in cui l’apprendimento e` stato effettuato troppo a lungo e con
campioni ridondanti, il modello potrebbe adattarsi a caratteristiche che sono
specifiche solo del training set, ma che non hanno riscontro nel resto dei casi;
percio` in presenza di overfitting, le prestazioni (cioe` la capacita` di adattarsi/-
prevedere) sui dati di allenamento aumenteranno, mentre saranno peggiori sui
dati non visionati.
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La fase di apprendimento ha inoltre previsto la creazione e l’utilizzo di un
meccanismo di model-selection per testare un certo numero di Echo State Net-
work diverse fra loro e per scegliere quella con migliore capacita` predittiva.
Tale procedura crea un determinato numero di ESN a seguito della specifica di
valori diversi per i parametri liberi. In particolare i parametri utilizzati nella
procedura di Cross Fold Validation implementata, sono:
• Reservoir Dimension,
• Readout Regularization,
• Leaky Parameter.
A seguito della creazione delle varie ESN, e` diviso il dataset in Training set,
Validation set e Test set. Quest’ultimo e` inizialmente accantonato ed utiliz-
zato alla fine della procedura di validazione per testare la bonta` della ESN
ottenuta.
Le sequenze contenute nel Training set sono utilizzate per addestrare la rete
neurale, mentre le sequenze del Validation set sono utilizzate per calcolare i
valori medi della funzione di valutazione. Tale funzione puo` variare a seconda
del tipo di task da apprendere. In particolare per i task di regressione, dove
gli output sono valori continui, e` utilizzato l’errore quadratico medio (in 5.1 ),
mentre per i task di classificazione e` utilizzata l’accuratezza (5.2). Infine l’ESN
risultante dalla procedura di model selection viene testata con le sequenze di
dati contenute nel Test set, e viene fornita al sistema per un eventuale carica-
mento su di un modulo di apprendimento.
3.4 Interfaccia Grafica
In 2.3.3 e` descritta la versione preliminare della GUI presente nel progetto RU-
BICON che successivamente e` stata modificata per includere la funzionalita` di
apprendimento distribuito su dispositivi ad alta potenza computazionale (visi-
bile in figura 3.4). In particolare, quando sono creati moduli di apprendimento
distribuiti, sono visualizzati sulla GUI, mostrando l’identificatore minore di
zero (NET ID) ed inoltre e` inserito nella visualizzazione anche il sink, visua-
lizzato con un nodo di diverso colore, in modo da poter creare graficamente
connessioni sinaptiche dal sink ad un dispositivo distribuito sulla rete. Sulla
GUI sono stati introdotti pulsanti aggiuntivi per impostare il numero di cicli
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di clock utilizzati per controllare la possibile disconnessione di alcuni sensori
(threshold) e per avviare l’esecuzione dei vari thread coinvolti nel componente
Learning Layer di RUBICON.
.
Figura 3.4: screenshot della GUI a cui sono stati aggiunti pulsanti per specifi-
care la quantita` di output da visualizzare, il pulsante per far partire e fermare
tutti i thread del LearningLayer, la casella di testo per specificare la demo
da eseguire, il pulsante per iniziare e fermare l’esecuzione della demo di test
ed una casella di testo in cui viene specificata la threshold per effettuare la
recovery. Inoltre in rosso e` visibile il dispositivo sink a cui sono collegati due
sensori.
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Capitolo 4
Codice Sviluppato
In questo capitolo sono riportate e commentate alcune parti del codice realiz-
zato particolarmente significative per la comprensione dell’intero progetto di
tesi.
In 4.1 e` mostrato il codice dei moduli di apprendimento su PC, la creazio-
ne e l’implementazione del meccanismo di comunicazione sinaptica attraverso
PEIS.
In 4.2 e` presentato il codice per realizzare il meccanismo di forward recovery,
utilizzato a seguito del fallimento di uno o piu` sensori distributi nell’ambiente.
Infine in 4.3 e` mostrato il codice realizzato per eseguire la procedura di Cross
Fold validation, che compie una model selection sull’insieme di reti neurali
create attraverso la specifica di un certo numero di parametri.
4.1 Moduli di apprendimento su PC
I moduli di apprendimento su PC sono utilizzati per realizzare reti neurali non
ospitabili sui sensori a causa della notevole occupazione di memoria (3.1). E`
creato un oggetto PCLMmanager (4.1.1) che gestisce i vari moduli di appren-
dimento su uno stesso dispositivo. Successivamente alla creazione di un mana-
ger e` realizzato un modulo di apprendimento mediante la chiamata al metodo
statico PCLMmanager.Create PC LearningModule() in cui sono specificate le
varie informazioni per la creazione del modulo (identificatori e parametri re-
lativi alla ESN contenuta). E` quindi implementato un oggetto della classe
LearningModulePC (4.1.2). In seguito sono create le varie connessioni sinap-
tiche, in particolare le connessioni fra sink e modulo di apprendimento per il
trasferimento dei dati e le connessioni fra modulo di apprendimento e sink per
il trasferimento in senso inverso delle predizioni fornite dalla rete neurale.
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4.1.1 PCLMmanager
Questo oggetto e` il gestore dei moduli di apprendimento su di un PC, e` ese-
guibile su ogni dispositivo della rete in grado di ospitare uno o piu` moduli di
apprendimento su PC.
Un PCLMmanager e` eseguito su ogni dispositivo PC della rete collegato a
PEIS. Quando e` eseguito il metodo main, e` creato un oggetto PCLMmana-
ger che si registra alla tupla LL INTERNAL (PEIS quindi, deve essere gia`
attivo), la creazione di un LearningModule avviene in piu` fasi:
1. Viene inviato un comando
PC LEARN MODULE CREATE,NODEID,NETID, [ESNARGS]
che crea un oggetto LearningModulePC e lo registra alla tupla LL SY N
su cui passeranno le informazioni delle connessioni sinaptiche (codice
mostrato in Listing 4.1).
2. Si invia un comando
PC LEARN MODULE LOAD,NODEID,NETID,#MAT, [MATRIX]
che carica le matrici prese dal NetworkMirror (codice mostrato in Listing
4.2).
3. Sulla tupla LL SY N vengono passate le informazioni sulle connessioni
sinaptiche: una tupla di questo tipo conterra`
SourceNodeID,DestNodeID, SourceNetID,DestNetID,
[SourceNeuronID1# . . .#SourceNeuronIDn],
[DestNeuronID1# . . .#DestNeuronIDn].
Ogni modulo di apprendimento controlla se il proprio NODEID ed il pro-
prio NETID coincidono con gli identificatori sorgente o destinazione. Nel
caso in cui coincidano, si crea un canale sinaptico in ingresso od in uscita
al LearningModule e si memorizzano le informazioni in 2 strutture dati
(SynIn o SynOut, rispettivamente per input ed output) (codice mostrato
in Listing 4.3).
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4. Sulla tupla LL INTERNAL si invia un messaggio
PC LEARN MODULE ACTIV ATE,NODEID,NETID
Il PCLMmanager con lo stesso NODEID prende il messaggio, cerca il
modulo di apprendimento con quel NETID e lo fa registrare alle tu-
ple individuate dalle proprie connessioni sinaptiche (codice mostrato in
Listing 4.4).
Per realizzare i moduli di apprendimento attraverso PEIS, nella classe lear-
ningnetwork.PCLMmanager sono inclusi dei metodi statici per creare automa-
ticamente una tupla. Questi metodi ricevono valori ed informazioni per creare,
eliminare e registrare un modulo di apprendimento inserendo tali parametri
nella tupla LL INTERNAL (visibile nel codice in Listing 4.5).
1 /∗Metodo usato quando un modulo d i apprendimento
2 ∗ e´ c r e a t o t ra mi te PEIS con i l comando
3 ∗PC LEARN MODULE CREATE∗/
4 p r i va t e i n t c r e a t e PCLM( St r ing tp , S t r ing token ,
5 St r ingToken ize r tk ){
6 /∗La s t r i n g a tp s i presen ta n e l seguente modo :
7 ∗ PC LEARN MODULE CREATE,DEV ID ,NET ID , [ esnargs ] ∗/
8 i n t ind=0;
9 i f ( tk . hasMoreTokens ( ) ){
10 /∗DEV ID∗/
11 token=tk . nextToken ( ) ;
12 i f ( I n t eg e r . pa r s e In t ( token)==th i s . NodeID){
13 /∗NET ID∗/
14 i f ( tk . hasMoreTokens ( ) ){
15 token=tk . nextToken ( ) ;
16 t h i s .LM. add (new LearningModulePC ( t h i s . NodeID ,
17 Short . parseShort ( token ) ) ) ;
18 ind=th i s .LM. s i z e ()−1;
19 }
20 /∗ I parametri d e l l a ESN:
21 ∗ [ inputDim , reservoirDim , outputDim ,
22 ∗ leakyParameter , re se rvo i rCon nec t ion ] ∗/
23 St r ing esn=tp . sub s t r i ng ( tp . indexOf ( ’ [ ’ )+1 ,
24 tp . indexOf ( ’ ] ’ ) ) ;
25 i n t [ ] e s=new in t [ 4 ] ;
26 i n t i =0;
27 i n t j =0;
28 f l o a t l eaky = 0 ;
29 Str ingToken ize r t e s=new Str ingToken i ze r ( esn , ” , ” ) ;
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30 whi l e ( t e s . hasMoreTokens ( ) ){
31 i f ( i == 3) {
32 leaky = Float . par seF loat ( t e s . nextToken ( ) ) ;
33 } e l s e {
34 es [ j ]= In t eg e r . pa r s e In t ( t e s . nextToken ( ) ) ;
35 j++;
36 }
37 i++;
38 }
39 t h i s .LM. get ( ind ) . setEsn ( es , l eaky ) ;
40 } e l s e {
41 /∗ In q ues to caso non e´ un messaggio
42 ∗per que s to d i s p o s i t i v o ∗/
43 }
44 }
45 t h i s .LM. get ( ind ) . startThread ( ) ;
46 re turn ind ;
47 }
Listing 4.1: codice per la creazione di un modulo di apprendimento
1
2 /∗Metodo usato quando un modulo d i apprendimento
3 ∗ e´ c r e a t o mediante PEIS .
4 ∗ Carica l a matr ice memorizzata s o t t o forma d i s t r i n g a
5 ∗/
6 p r i va t e i n t load ESN( St r ing tp , S t r ing token ,
7 St r ingToken ize r tk ){
8 /∗ I l messaggio s u l l a t u p l a e´ d e l t i p o :
9 ∗ PC LEARN MODULE LOAD,DEV ID ,NETID,W, [MATRIX] ∗/
10 i n t Matrix=0;
11 i n t ind=0;
12 i f ( tk . hasMoreTokens ( ) ){
13 /∗DEV ID∗/
14 token=tk . nextToken ( ) ;
15 i f ( I n t eg e r . pa r s e In t ( token)==th i s . NodeID){
16 i f ( tk . hasMoreTokens ( ) ){
17 /∗NET ID∗/
18 token=tk . nextToken ( ) ;
19 f o r ( i n t i =0; i<t h i s .LM. s i z e ( ) ; i++){
20 i f ( t h i s .LM. get ( i ) . getNetID()==
21 ==Int eg e r . pa r s e In t ( token ) )
22 ind=i ;
23 }
24 i f ( tk . hasMoreTokens ( ) ){
25 token=tk . nextToken ( ) ;
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26 /∗L ’ i d e n t i f i c a t o r e d e l l a matice ∗/
27 Matrix=In t eg e r . pa r s e In t ( token ) ;
28 }
29 }
30 /∗Matrice s a l v a t a s o t t o forma d i s t r i n g a ∗/
31 St r ing Mat=tp . sub s t r i ng ( tp . indexOf ( ’ [ ’ )+1 ,
32 tp . l a s t IndexOf ( ’ ] ’ ) ) ;
33 i n t row=0;
34 i n t c o l =0;
35 f o r ( i n t i =0; i<Mat . l ength ( ) ; i++){
36 i f (Mat . charAt ( i )== ’ [ ’ ) c o l =1;
37 i f (Mat . charAt ( i )== ’ , ’ ) c o l++;
38 i f (Mat . charAt ( i )== ’ ] ’ ) row++;
39 }
40 f l o a t [ ] [ ] matr ice=new f l o a t [ row ] [ c o l ] ;
41 i n t i =0;
42 i n t j =0;
43 f o r ( i n t k=0;k<Mat . l ength ( ) ; k++){
44 i f (Mat . charAt (k)== ’ [ ’ ) j =0;
45 e l s e {
46 i f (Mat . charAt (k)== ’ ] ’ ) i++;
47 e l s e {
48 i f (Mat . charAt (k)== ’ , ’ ) j++;
49 e l s e matr ice [ i ] [ j ]= ( i n t ) Mat . charAt (k ) ;
50 }
51 }
52 }
53 switch (Matrix ){
54 case 0 : //win
55 t h i s .LM. get ( ind ) . get esn ( ) . setWin ( matr ice ) ;
56 break ;
57 case 1 : //What
58 t h i s .LM. get ( ind ) . get esn ( ) . setW( matr ice ) ;
59 break ;
60 case 2 : //Wout
61 t h i s .LM. get ( ind ) . get esn ( ) . setWout ( matr ice ) ;
62 break ;
63 d e f au l t :
64 break ;
65 }
66 } e l s e {
67 /∗ I l NODE ID d e l l a t u p l a non e´ q u e l l o d e l d i s p o s i t i v o ∗/
68 }
69 }
70 t h i s .LM. get ( ind ) . startThread ( ) ;
66
71 return ind ;
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Listing 4.2: codice per il caricamento delle matrici sul modulo
1 pub l i c void c r e a t e SynChannel ( ArrayList<Str ing> sc ){
2 /∗ [ 0 −> source nodeID ] [1 −> d e s t nodeID ]
3 ∗ [2 −> source netID ] [3 −> d e s t netID ] ∗/
4 i f ( I n t eg e r . pa r s e In t ( sc . get (1))== th i s . getNodeID ( ) &&
5 && Int eg e r . pa r s e In t ( sc . get (3))== th i s . getNetID ( ) ){
6 /∗Se l a conness ione e´ in i n g r e s s o a l modulo d i apprendimento ∗/
7 ArrayList<Integer> sourceNeuron=new ArrayList<Integer >() ;
8 ArrayList<Integer> destNeuron=new ArrayList<Integer >() ;
9 St r ingToken ize r token=new Str ingToken i ze r ( sc . get ( 4 ) , ” [#] ” ) ;
10 whi l e ( token . hasMoreTokens ( ) ){
11 sourceNeuron . add ( In t eg e r . pa r s e In t ( token . nextToken ( ) ) ) ;
12 }
13 token=new Str ingToken ize r ( sc . get ( 5 ) , ” [#] ” ) ;
14 whi l e ( token . hasMoreTokens ( ) ){
15 destNeuron . add ( In t eg e r . pa r s e In t ( token . nextToken ( ) ) ) ;
16 }
17 i f ( sourceNeuron . s i z e ()>1 && destNeuron . s i z e ()>1){
18 t h i s . SynIn . add (new SynapticChannel ( I n t eg e r . pa r s e In t ( sc . get ( 0 ) ) ,
19 In t eg e r . pa r s e In t ( sc . get ( 2 ) ) ,
20 sourceNeuron , In t eg e r . pa r s e In t ( sc . get ( 1 ) ) ,
21 In t eg e r . pa r s e In t ( sc . get ( 3 ) ) , destNeuron ) ) ;
22 } e l s e {
23 try {
24 t h i s . add syn ( true , new SynapticConnect ion ( synapticType .PC,
25 In t eg e r . pa r s e In t ( sc . get ( 0 ) ) ,
26 In t eg e r . pa r s e In t ( sc . get ( 2 ) ) ,
27 sourceNeuron . get ( 0 ) ,
28 In t eg e r . pa r s e In t ( sc . get ( 1 ) ) ,
29 In t eg e r . pa r s e In t ( sc . get ( 3 ) ) ,
30 destNeuron . get ( 0 ) , ( byte ) 0 ) ) ;
31 } catch (NumberFormatException e ) e . pr intStackTrace ( ) ;
32 catch ( SynapseException e ) e . pr intStackTrace ( ) ;
33
34 }
35 }
36 i f ( I n t eg e r . pa r s e In t ( sc . get (0))== th i s . getNodeID ( ) &&
37 && Int eg e r . pa r s e In t ( sc . get (2))== th i s . getNetID ( ) ){
38 /∗Se l a conness ione e´ in u s c i t a a l modulo d i apprendimento ∗/
39 ArrayList<Integer> sourceNeuron=new ArrayList<Integer >() ;
40 ArrayList<Integer> destNeuron=new ArrayList<Integer >() ;
41 St r ingToken ize r token=new Str ingToken i ze r ( sc . get ( 4 ) , ” [#] ” ) ;
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42 whi l e ( token . hasMoreTokens ( ) ){
43 sourceNeuron . add ( In t eg e r . pa r s e In t ( token . nextToken ( ) ) ) ;
44 }
45 token=new Str ingToken ize r ( sc . get ( 5 ) , ” [#] ” ) ;
46 whi l e ( token . hasMoreTokens ( ) ){
47 destNeuron . add ( In t eg e r . pa r s e In t ( token . nextToken ( ) ) ) ;
48 }
49 i f ( sourceNeuron . s i z e ()>1 && destNeuron . s i z e ()>1)
50 t h i s . SynOut . add (new SynapticChannel ( In t eg e r . pa r s e In t ( sc . get ( 0 ) ) ,
51 In t eg e r . pa r s e In t ( sc . get ( 2 ) ) ,
52 sourceNeuron , In t eg e r . pa r s e In t ( sc . get ( 1 ) ) ,
53 In t eg e r . pa r s e In t ( sc . get ( 3 ) ) , destNeuron ) ) ;
54 e l s e {
55 try {
56 t h i s . add syn ( f a l s e , new SynapticConnect ion ( synapticType .PC,
57 In t eg e r . pa r s e In t ( sc . get ( 0 ) ) ,
58 In t eg e r . pa r s e In t ( sc . get ( 2 ) ) ,
59 sourceNeuron . get ( 0 ) ,
60 In t eg e r . pa r s e In t ( sc . get ( 1 ) ) ,
61 In t eg e r . pa r s e In t ( sc . get ( 3 ) ) ,
62 destNeuron . get ( 0 ) , ( byte ) 0 ) ) ;
63 } catch (NumberFormatException e ) e . pr intStackTrace ( ) ;
64 catch ( SynapseException e ) e . pr intStackTrace ( ) ;
65 }
66 }
67 }
Listing 4.3: codice per registrarsi alla tupla LL SYN
1 /∗Metodo Usato quando un modulo d i apprendimento
2 ∗ e´ c r e a t o a t t r a v e r s o PEIS .
3 ∗Questo metodo r e g i s t r a l a c a l l b a c k
4 ∗ad un output s p e c i f i c o ∗/
5 p r i va t e i n t a c t i v a t e PCLM( St r ing token ,
6 St r ingToken ize r tk ){
7 /∗La t u p l a ha i l s eguente formato :
8 ∗ PC LEARN MODULE ACTIVATE,DEVID,NETID∗/
9 i n t ind=0;
10 i f ( tk . hasMoreTokens ( ) ){
11 /∗DEV ID∗/
12 token=tk . nextToken ( ) ;
13 i f ( I n t eg e r . pa r s e In t ( token)==th i s . NodeID){
14 i f ( tk . hasMoreTokens ( ) ){
15 /∗NET ID∗/
16 token=tk . nextToken ( ) ;
17 f o r ( i n t i =0; i<t h i s .LM. s i z e ( ) ; i++){
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18 /∗Cerca n e l l a l i s t a d e i moduli d i apprendimento
19 ∗ q u e l l o con NETID ugua le a q u e l l o i n d i c a t o n e l l a t u p l a ∗/
20 i f ( t h i s .LM. get ( i ) . getNetID()==Int eg e r . pa r s e In t ( token ) ){
21 t h i s .LM. get ( i ) . Reg i s t e r c a l l b a ck ( ) ;
22 t h i s .LM. get ( i ) . s tartThread ( ) ;
23 ind=i ;
24 }
25 }
26 }
27 }
28 }
29 return ind ;
30 }
Listing 4.4: codice per attivare la computazione
1 /∗Metodo s t a t i c o per creare un modulo d i apprendimento
2 ∗ a t t r a v e r s o PEIS∗/
3 pub l i c s t a t i c void Create PC LearningModule ( i n t nodeID , i n t netID ,
4 i n t inputDimension , i n t reservo i rDimens ion ,
5 i n t outputDimension , f l o a t leakyParameter ,
6 shor t Reservo irConnect ions ,
7 LNControlAgent manager ){
8 /∗Creazione d e l l a s t r i n g a da passare t ra mi t e PEIS∗/
9 St r ing tup=PeisSymbols .PC LEARN MODULE CREATE+” , ”+nodeID+
10 +” , ”+netID+” , [ ”+inputDimension+” , ”+
11 +rese rvo i rD imens ion+” , ”+outputDimension+” , ”+
12 +leakyParameter+” , ”+Reservo i rConnect ions+” ] ” ;
13 PeisJavaMT . pe i s j a va se tSt r ingTup l e ( PeisSymbols .LL INTERNAL,
14 tup ) ;
15 manager . connect node (new LearningModulePC (nodeID , netID ) ) ;
16 /∗ s l e e p per permet tere a l messaggio d i e s s e r e r i c e v u t o ∗/
17 try {
18 Thread . s l e e p ( 1 0 0 ) ;
19 } catch ( Inter ruptedExcept ion e1 ) e1 . pr intStackTrace ( ) ;
20 }
21 /∗Metodo s t a t i c o per c a r i c a r e una matrice su d i un modulo∗/
22 pub l i c s t a t i c void Load PC LearningModule ( i n t NODEID, i n t NETID,
23 i n t W, f l o a t [ ] [ ] matrix ){
24 St r ing mat=” [ ” ;
25 f o r ( i n t i =0; i<matrix . l ength ; i++){
26 mat+=” [ ” ;
27 f o r ( i n t j =0; j<matrix [ i ] . l ength ; j++){
28 i f ( j==matrix [ i ] . length −1) mat+=matrix [ i ] [ j ] ;
29 e l s e mat+=matrix [ i ] [ j ]+” , ” ;
30 }
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31 mat+=” ] ” ;
32 }
33 mat+=” ] ” ;
34 St r ing tup=PeisSymbols .PC LEARN MODULE LOAD+” , ”+NODEID+” , ”+
35 +NETID+” , ”+W+” , ”+mat ;
36 PeisJavaMT . pe i s j a va se tSt r ingTup l e ( PeisSymbols .LL INTERNAL,
37 tup ) ;
38 /∗ s l e e p per permet tere a l messaggio d i e s s e r e r i c e v u t o ∗/
39 try {
40 Thread . s l e e p ( 1 0 0 ) ;
41 } catch ( Inter ruptedExcept ion e1 ) e1 . pr intStackTrace ( ) ;
42 }
43
44 /∗Metodo s t a t i c o per a t t i v a r e un modulo d i apprendimento ∗/
45 pub l i c s t a t i c void a c t i v a t e PCLM( in t NodeID , i n t NetID ){
46 St r ing tup=PeisSymbols .PC LEARN MODULE ACTIVATE+” , ”+
47 +NodeID+” , ”+NetID ;
48 PeisJavaMT . pe i s j a va se tSt r ingTup l e ( PeisSymbols .LL INTERNAL,
49 tup ) ;
50 }
51
52 /∗Metodo s t a t i c o per fermare un modulo d i apprendimento ∗/
53 pub l i c s t a t i c void deac t i va t e PCLM( in t NodeID , i n t NETID){
54 St r ing tup=PeisSymbols .PC LEARN MODULE DEACTIVATE+” , ”+
55 +NodeID+” , ”+NETID;
56 PeisJavaMT . pe i s j a va se tSt r ingTup l e ( PeisSymbols .LL INTERNAL,
57 tup ) ;
58 }
Listing 4.5: metodi statici che gestiscono le tuple PEIS
4.1.2 LearningModulePC
La classe java LearningModulePC e` contenuta nel package learningnetwork ed
implementa un modulo di apprendimento su PC. La classe implementa l’in-
terfaccia Runnable, esegue un thread che calcola le predizioni della ESN (pro-
cedura compute()) ed inoltra i valori in base alle proprie connessioni uscenti
(procedura processMsg()). Nel seguito e` mostrato solo il comportamento ese-
guito se e` abilitato PEIS ed e` omesso il meccanismo di trasferimento tramite
Dispatcher.
1 pub l i c void run ( ) {
2 f l o a t f [ ] ;
3 t ry {
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4 whi l e ( t h i s . s tayAl ive ){
5 Thread . s l e e p ( LearningModulePC .RUBICON CLOCK) ;
6 /∗ Si c a l c o l a n o l e p r e d i z i o n i ∗/
7 f=t h i s . compute ( ) ;
8 /∗ Si c o n t r o l l a dove e´ d i r e z i o n a t o l ’ output ∗/
9 t h i s . processMsg ( f ) ;
10 }
11 } catch ( Inter ruptedExcept ion e ) {
12 LearningModulePC . d i sp l ay message ( LearningModulePC .HIGH PRIORITY,
13 ” [ LearningModulePC ] : Thread Inte r rupted ” ) ;
14 }
15 }
16
17 pub l i c f l o a t [ ] compute ( ){
18 t h i s . esn . forwardComputationStep ( ) ;
19 re turn t h i s . esn . get output ( ) ;
20 }
21
22 /∗Metodo per p r o c e s s a r e l ’ output d e l l a ESN:
23 ∗ e´ usata una t u p l a per consegnare
24 ∗ i v a l o r i a l l a d e s t i n a z i o n e s p e c i f i c a t a d a l cana le s i n a p t i c o
25 ∗ d i output :
26 ∗Se i l modulo e´ connesso ad un a l t r o modulo d i apprendimento ,
27 ∗ e´ usata l a t u p l a d a l modulo a l l ’ a l t r o modulo ,
28 ∗ a l t r i m e n t i , se i l modulo e´ connesso a l s ink ,
29 ∗ s i inv iano i v a l o r i s u l l a t u p l a d a l modulo a l s i n k ∗/
30 pub l i c void processMsg ( f l o a t [ ] f ){
31 i n t pc=0;
32 i f ( LearningModulePC . getNopeis ( ) ){
33 . . . . . .
34 } e l s e {
35 St r ing dataPC=”” ;
36 f o r ( i n t i =0; i<t h i s . getSynOut ( ) ; i++){
37 i f ( t h i s . getOutSyn ( i ) . destNetID<0){
38 f o r ( i n t j =0; j<t h i s . getOutSyn ( i ) . sourceNeurID . s i z e ( ) ; j++){
39 i f ( dataPC . l ength ()==0)
40 dataPC=dataPC+f [ t h i s . getOutSyn ( i ) . sourceNeurID . get ( j ) ] ;
41 e l s e
42 dataPC=dataPC+” , ”+f [ t h i s . getOutSyn ( i ) . sourceNeurID . get ( j ) ] ;
43 }
44 PeisJavaMT . pe i s j a va se tSt r ingTup le ( PeisSymbols .LL SN+
45 +th i s . getOutSyn ( i ) . sourceNetID+
46 +” : ”+th i s . getOutSyn ( i ) . destNetID ,
47 dataPC ) ;
48 dataPC=”” ;
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49 }
50 i f ( D e f i n i t i o n s . get dev i c e address ( t h i s . getOutSyn ( i ) . destNodeID )
51 == De f i n i t i o n s . SINK){
52 f o r ( i n t j =0; j<t h i s . getOutSyn ( i ) . sourceNeurID . s i z e ( ) ; j++){
53 i f ( dataPC . l ength ()==0)
54 dataPC=dataPC+f [ t h i s . getOutSyn ( i ) . sourceNeurID . get ( j ) ] ;
55 e l s e
56 dataPC=dataPC+” , ”+f [ t h i s . getOutSyn ( i ) . sourceNeurID . get ( j ) ] ;
57 }
58 PeisJavaMT . pe i s j a va se tSt r ingTup le ( PeisSymbols .LL SN+
59 +th i s . getOutSyn ( i ) . sourceNetID+
60 +” : ”+th i s . getOutSyn ( i ) . destNodeID ,
61 dataPC ) ;
62 dataPC=”” ;
63 }
64 }
65 }
Listing 4.6: Procedura che calcola le predizioni e le instrada verso la corretta
destinazione
4.1.3 Gestione dei valori rilevati:
I valori rilevati dai sensori distribuiti nell’ambiente giungono al componen-
te sink collegato tramite porta USB seriale ad un PC su cui e` in esecuzione
il software LearningLayerJava. In particolare i dati sono direzionati verso il
componente LearningNetworkWrapper contenuto nel package learningnetwork.
Tale componente rileva il guasto di un sensore, e, in tal caso, attiva il mecca-
nismo di recovery (in 4.2). Il componente controlla inoltre le varie connessioni
sinaptiche attive nel sistema ed invia i valori ai moduli di apprendimento su
PC, se esistono collegamenti appropriati.
Di rilevante importanza e` il nome delle tuple su cui i dati sono inseriti: ogni mo-
dulo di apprendimento su PC e` identificato dal proprio NETID (< 0), mentre
il sink sara` sempre identificato da 0 (il proprio NODEID).
4.2 Recovery da fallimento
Il meccanismo di recovery e` abilitato dal metodo main del software Learnin-
gLayerJava impostando il valore della variabile statica disconnection threshold,
cioe` il numero di cicli di clock utilizzato per controllare l’eventuale fallimento
di un dispositivo.
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Il fallimento di un nodo viene controllato dal metodo checkRecoveryNeeded del-
la classe learningnetwork.LearningNetworkWrapper mediante l’utilizzo di una
lista di oggetti di tipo Recover, oggetti che monitorano le varie connessioni
sinaptiche ed i valori che attraversano tali connessioni. Un oggetto Recover e`
descritto nella classe generics.Recover.java, in Listing 4.7 e` mostrata la proce-
dura piu` importante della classe, che controlla l’eventuale disconnessione di un
dispositivo. Nella classe learningnetwork.LearningNetworkWrapper.java (Li-
sting 4.8) sono eseguite le procedure per controllare se i valori provenienti da
un sensore implicano il fallimento di quest’ultimo.
Successivamente alla scoperta del fallimento di un dispositivo, il sistema
deve eseguire la procedura di recovery. Questa funzione e` realizzata nel compo-
nente LNControlAgent implementata nella classe java manager.LNControlAgent
e visibile in Listing 4.9.
La procedura cerca un dispositivo, contenuto nel deviceRepository ed ido-
neo a sostituire il sensore fallito. In particolare per una corretta esecuzione del
meccanismo di recovery, devono essere inserite nell’ambiente un certo numero
di copie fredde utilizzate proprio per eventuali procedure di recovery, come
descritto in 3.2. Trovato il dispositivo idoneo ad essere utilizzato come sosti-
tuto del sensore fallito, si carica sopra di esso la rete neurale presente sul mote
fallito e si creano nuove connessioni sinaptiche.
In Listing 4.10 e 4.11 sono mostrate rispettivamente le procedure per ese-
guire il recovery della rete neurale e delle connessioni sinaptiche.
1 /∗C o n t r o l l a i l f a l l i m e n t o d i un d i s p o s i t i v o monitorando l e l e t t u r e
2 ∗ d e l l a conness ione s i n a p t i c a . Se non sono a g g i o r n a t e per un
3 ∗ determinato numero d i c i c l i d i c l o c k RUBICON,
4 ∗ i l s ensore e´ f a l l i t o ∗/
5 pub l i c boolean i sD i s c ( ){
6 f l o a t r e s =0;
7 /∗ v a l u e e´ una l i s t a d i v a l o r i o t t e n u t a c o l l e z i o n a n d o
8 ∗ i v a l o r i r i c e v u t i d a l componente LearningNetworkWrapper∗/
9 f o r ( i n t i =0; i<t h i s . va lue . s i z e ( ) ; i++){
10 i f ( i%2==0) r e s+=th i s . va lue . get ( i ) ;
11 e l s e r e s=res−t h i s . va lue . get ( i ) ;
12 }
13 return ( r e s ==0);
14 }
Listing 4.7: metodo della classe generics.Recover.java che effettua il controllo
di disconnessione di un dispositivo
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1 /∗Metodo usato per c o n t r o l l a r e se e´ n e c e s s a r i a l a recovery ∗/
2 p r i va t e void checkRecoveryNeeded ( f l o a t [ ] temp){
3 f l o a t [ ] f=new f l o a t [ temp . l ength ] ;
4 f o r ( i n t i =0; i<t h i s . manager . getIndexOut ( ) . s i z e ( ) ; i++){
5 f [ i ]=temp [ t h i s . manager . getIndexOut ( ) . get ( i ) ] ;
6 i f ( t h i s . r e c . s i z e ( ) > i ) {
7 i f ( t h i s . r e c . get ( i ) != nu l l )
8 t h i s . r e c . get ( i ) . addValue ( f [ i ] ) ;
9 }
10 }
11 /∗Metodo per c o n t r o l l a r e se una conness ione e´ f a l l i t a ∗/
12 t h i s . i sBroken ( ) ;
13 t h i s . o u t I n t e r f a c e . setLNOutputs ( f . length , f ) ;
14 /∗Se e s i s t e un cana le s i n a p t i c o
15 ∗ d i r e t t o ad un modulo d i apprendimento su PC
16 ∗Viene chiamato i l metodo per i n v i a r e i v a l o r i a l PCLM∗/
17 i f ( t h i s . synChaPC . s i z e ()>0) t h i s . LearningModPC( f , 0 , 0 ) ;
18 }
19 }
20 }
21 /∗Metodo che c o n t r o l l a se una conness ione e´ f a l l i t a ∗/
22 p r i va t e void isBroken ( ){
23 t h i s . counter++;
24 i n t moteID=0;
25 /∗ se sono t r a s c o r s i ” counter t imes ” c i c l i d i c l o c k ∗/
26 i f ( counter==th i s . counter t imes ){
27 /∗ l a procedura c o n t r o l l a se i v a l o r i
28 ∗ d i t u t t i i neuroni
29 ∗ d i un mote sono u g u a l i ∗/
30 t h i s . counter=0;
31 ArrayList<Integer> mote = new ArrayList<Integer >() ;
32 f o r ( i n t i =0; i<t h i s . r e c . s i z e ( ) ; i++){
33 i f ( ! mote . conta in s ( t h i s . r e c . get ( i ) . getMOTE( ) ) )
34 mote . add ( t h i s . r e c . get ( i ) . getMOTE( ) ) ;
35 }
36 boolean [ ] t = new boolean [ mote . s i z e ( ) ] ;
37 f o r ( i n t i =0; i<t . l ength ; i++){
38 t [ i ]= true ;
39 }
40 f o r ( i n t i =0; i<t h i s . r e c . s i z e ( ) ; i++){
41 f o r ( i n t j =0; j<mote . s i z e ( ) ; j++){
42 i f (mote . get ( j)==th i s . r e c . get ( i ) . getMOTE( ) ){
43 t [ j ]= t [ j ] & t h i s . r e c . get ( i ) . i sD i s c ( ) ;
44 }
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45 }
46 }
47 f o r ( i n t i =0; i<t . l ength ; i++){
48 /∗ se sono u g u a l i ( t [ i ]==t r u e ) a l l o r a
49 ∗ probab i lmente i l d i s p o s i t i v o e´ f a l l i t o ∗/
50 i f ( t [ i ] ) {
51 /∗Se i l metodo scopre un d i s p o s i t i v o f a l l i t o
52 ∗ i n v i a un messaggio d i NODE FAIL
53 ∗ a l componente LNControlAgent∗/
54 LNInformationMsg<Integer> ev=
55 =new LNInformationMsg<Integer >(
56 LLMessages .NODE FAIL ,
57 mote . get ( i ) ) ;
58 t ry {
59 t h i s . lnmqueue . put ( ev ) ;
60 } catch ( Inter ruptedExcept ion e1 ) e1 . pr intStackTrace ( ) ;
61 t=f a l s e ;
62 t h i s . counter=0;
63 try {
64 Thread . s l e e p ( 1000 ) ;
65 } catch ( Inter ruptedExcept ion e ) e . pr intStackTrace ( ) ;
66 }
67 break ;
68 }
69 }
70 /∗Quando termina l a procedura d i c o n t r o l l o s i az zera l a s t o r i a
71 ∗ d e i v a l o r i r i c e v u t i per ogni o g g e t t o Recover ∗/
72 f o r ( i n t i =0; i<t h i s . r e c . s i z e ( ) ; i++)
73 t h i s . r e c . get ( i ) . Clear va lue ( ) ;
74 }
75 }
Listing 4.8: procedure per il controllo dell’eventuale fallimento di un sensore
1 /∗ f u nz io ne chiamata d a l metodo run ( ) che r i c e v e
2 ∗ i messaggi d a l componente LearningNetworkWrapper ,
3 ∗ v iene e s e g u i t o uno s w i t c h s u l l a t i p o l o g i a d i messaggio .
4 ∗ I l caso i n t e r e s s a n t e e´ i l : NODE FAIL∗/
5 p r i va t e void processLNInfoEventMessage (
6 LNInformationMsg<Integer> msg){
7 LLMessages type = msg . getMessageType ( ) ;
8 switch ( type ) {
9 . . . . . .
10 case NODE FAIL :
11 /∗Avviso d e l l a d i s c o n n e s s i o n e d i un nodo a l Sup erv i sor ∗/
12 superDisp . pos t In format ion ( type ,msg . getMessageContent ( ) ) ;
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13
14 i n t t r e sho l d=th i s . getLearnNet ( ) . getTresho ld ( ) ;
15 /∗D i s a b i l i t a z i o n e d e l l a procedura d i c o n t r o l l o d i
16 s e n s o r i f a l l i t i
17 ∗per l a durata d e l l a recovery ∗/
18 t h i s . getLearnNet ( ) . setRecoveryTimes ( 0 ) ;
19 /∗ Si a v v e r t e i l s u p e r v i s o r a t t r a v e r s o
20 ∗ l ’ i n t e r f a c c i a PEIS se d i s p o n i b i l e ∗/
21 i f ( ! LearningLayer . getNopeis ( ) )
22 PeisWrapper . setMsgTuple ( PeisSymbols .SUPERVISOR INFO,
23 PeisSymbols .MSG NODE FAIL ,
24 msg . getMessageContent ( ) ) ;
25 /∗ Sul nuovo mote e´ n e c e s s a r i o s t a b i l i r e l e c o n n e s s i o n i
26 ∗ che aveva i l sensore f a l l i t o e c a r i c a r e l ’ESN u t i l i z z a t a
27 ∗ d a l sensore f a l l i t o ∗/
28 /∗L ’ID d e l sensore f a l l i t o e´ contenuto n e l messaggio ∗/
29 i n t MOTEIDFail=msg . getMessageContent ( ) ;
30 /∗ In q ues ta v a r i a b i l e sar a´ s a l v a t o l ’ ID
31 ∗ d e l nuovo mote r e c l u t a t o ∗/
32 i n t MOTEID;
33 try {
34 /∗T r a s d u t t o r i u t i l i z z a t i d a l sensore f a l l i t o ∗/
35 i n t t r an sdFa i l=t h i s . dev i c eRepos i to ry .
36 . getNodeInformation (MOTEIDFail ) .
37 . t ransduce r s ;
38
39 /∗ Si cerca un d i s p o s i t i v o c o m p a t i b i l e p r e s e n t e n e l l a r e t e
40 ∗e contenuto n e l d e v i c e R e p o s i t o r y .
41 ∗ I l metodo r i t o r n a l ’ ID d i un mote se n e l d e v i c e R e p o s i t o r y e´
42 ∗ p r e s e n t e un sensore con un sovra ins ieme d i t r a s d u t t o r i
43 ∗ d e l sensore f a l l i t o ∗/
44 MOTEID=th i s . dev i c eRepos i to ry . getCompatibleDevice ( t r an sdFa i l ) ;
45 } catch ( Nul lPo interExcept ion e ){
46 break ;
47 }
48 /∗ Si chiama l a procedura che esegue l a recovery d e l l a ESN
49 ∗ p r e s e n t e s u l sensore f a l l i t o ∗/
50 t h i s . RecoveryESN(MOTEIDFail ,MOTEID) ;
51
52 /∗ Si chiama l a procedura che esegue l a recovery d e l l e
53 ∗ c o n n e s s i o n i s i n a p t i c h e p r e s e n t i s u l sensore f a l l i t o ∗/
54 t h i s . RecoverySC (MOTEIDFail ,MOTEID) ;
55 /∗ Si imposta i l NetID d e l nuovo mote r e c l u t a t o a l NetID
56 ∗ d e l sensore f a l l i t o ∗/
57 t h i s . getDR ( ) . setNetID (MOTEID,
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58 t h i s . getDR ( ) . getNetID (MOTEIDFail ) ) ;
59 /∗ Si a t t i v a i l modulo d i apprendimento
60 ∗ d e l nuovo mote r e c l u t a t o ∗/
61 t h i s . l earnNet . ln a c t i v a t e l e a rn module (MOTEID,
62 t h i s . getDR ( ) . getNetID (MOTEID) ) ;
63 /∗ s i e l imina d a l d e v i c e R e p o s i t o r y i l sensore f a l l i t o ∗/
64 dev i ceRepos i to ry . removeDevice (msg . getMessageContent ( ) ) ;
65 /∗ s i re imposta i l c i c l o d i c o n t r o l l o d i f a l l i m e n t o
66 ∗( precedentemente i n t e r r o t t o ) ∗/
67 t h i s . getLearnNet ( ) . setRecoveryTimes ( t r e sho l d ) ;
68 break ;
69 . . . . . .
70 d e f au l t : break ;
71 }
72 }
Listing 4.9: procedura di forward recovery eseguita dal componente
LNControlAgent
1 /∗La ESN p r e s e n t e s u l sensore f a l l i t o e´ memorizzata n e l componente
2 ∗NetworkMirror . Si r i c e r c a t a l e ESN g r a z i e a l l ’ ID
3 ∗ d e l mote f a l l i t o e s i c a r i c a s u l nuovo mote∗/
4 p r i va t e void RecoveryESN( i n t MOTEIDFail , i n t MOTEID){
5 /∗ S c o r r i s u l l a l i s t a d i ID ed cambia l ’ ID d e l mote F a i l e d
6 ∗con q u e l l o d e l sensore r i m p i a z z a t o ∗/
7 f o r ( i n t i =0; i<t h i s . trainAg . getNM ( ) . getIDs ( ) . s i z e ( ) ; i++){
8 i f ( t h i s . trainAg . getNM ( ) . getID ( i )==MOTEIDFail){
9 /∗ Si esegue l ’ upload d e l l a ESN i d e n t i f i c a t a d a l l ’ ID
10 ∗ d e l mote f a l l i t o s u l nuovo sensore r e c l u t a t o ∗/
11 t h i s . l earnNet . upload module (MOTEID,
12 t h i s . getDR ( ) . getNetID (MOTEIDFail ) ,
13 t h i s . trainAg . getNM ( ) . getESN( i ) ) ;
14 }
15 }
16 }
Listing 4.10: recovery della rete neurale
1 p r i va t e void RecoverySC ( i n t MOTEIDFail , i n t MOTEID){
2 try {
3 /∗ s i e l imina l ’ o g g e t t o d i t i p o Recover d a l l a l i s t a
4 ∗ contenuta n e l LearningNetworkWrapper∗/
5 t h i s . l earnNet . removeRecovery (MOTEIDFail ) ;
6 f o r ( i n t i =0; i<t h i s . synConList . s i z e ( ) ; i++){
7 /∗Se l a conness ione e´ d i t i p o l o c a l e e i l nodo s o r g e n t e
8 ∗ e´ q u e l l o f a l l i t o : ∗/
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9 i f ( t h i s . synConList . get ( i ) . type==synapticType .LOCAL){
10 i f ( t h i s . synConList . get ( i ) . sourceNodeID==MOTEIDFail){
11 /∗ Si crea una nuova conness ione l o c a l e
12 ∗dove s i r impiazza l ’ ID d e l sensore f a l l i t o
13 ∗con q u e l l o d e l nuovo mote r e c l u t a t o ∗/
14 SynapticConnect ion l s 1 = new SynapticConnect ion (
15 synapticType .LOCAL, MOTEID,
16 t h i s . synConList . get ( i ) . sourceNetID ,
17 t h i s . synConList . get ( i ) . sourceNeurID ,
18 MOTEID, t h i s . synConList . get ( i ) . destNetID ,
19 t h i s . synConList . get ( i ) . destNeurID ,
20 t h i s . synConList . get ( i ) . params ) ;
21 /∗ Si rimuove l a conness ione s i n a p t i c a
22 ∗ d e l sensore f a l l i t o d a l Repos i tory ∗/
23 synchronized (SYNLIST LOCK) {
24 t h i s . synConList . remove ( i ) ;
25 }
26 /∗ Si c o n f i g u r a l a nuova conness ione s i n a p t i c a
27 ∗ c r e a t a per i l sensore r e c l u t a t o ∗/
28 t h i s . r e cove r synapt i c connec t i ons ( l s1 , i ) ;
29 i−−;
30 }
31 } e l s e {
32 /∗Se l a conness ione s i n a p t i c a e´ remota ed i l nodo d e s t i n a z i o n e
33 ∗ e´ q u e l l o f a l l i t o ∗/
34 i f ( t h i s . synConList . get ( i ) . type==synapticType .REMOTE){
35 i f ( t h i s . synConList . get ( i ) . destNodeID==MOTEIDFail){
36 /∗ Si imposta l o s t a t o d e l l a conness ione s i n a p t i c a a BROKEN∗/
37 synchronized (SYNLIST LOCK) {
38 t h i s . synConList . get ( i ) . s e t S t a t e ( synapt i cS ta t e .BROKEN) ;
39 }
40 /∗ s i crea una nuova conness ione remota dove
41 ∗ s i r impiazza l ’ ID d e l sensore f a l l i t o
42 ∗con q u e l l o d e l nuovo mote r e c l u t a t o ∗/
43 SynapticConnect ion r s1 = new SynapticConnect ion (
44 synapticType .REMOTE,
45 t h i s . synConList . get ( i ) . sourceNodeID ,
46 t h i s . synConList . get ( i ) . sourceNetID ,
47 t h i s . synConList . get ( i ) . sourceNeurID ,
48 MOTEID, t h i s . synConList . get ( i ) . destNetID ,
49 t h i s . synConList . get ( i ) . destNeurID ,
50 t h i s . synConList . get ( i ) . params ) ;
51 /∗ Si c o n f i g u r a l a nuova conness ione s i n a p t i c a
52 ∗ c r e a t a per i l sensore r e c l u t a t o
53 ∗( non s i e l imina l a conness ione
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54 ∗ d e l sensore f a l l i t o d a l r e p o s i t o r y ) ∗/
55 t h i s . r e cove r synapt i c connect i ons ( rs1 , i ) ;
56 }
57 /∗Se l a conness ione s i n a p t i c a remota ha come nodo s o r g e n t e
58 ∗ i l s ensore f a l l i t o ∗/
59 i f ( t h i s . synConList . get ( i ) . sourceNodeID==MOTEIDFail){
60 /∗ Si imposta l o s t a t o d e l l a conness ione s i n a p t i c a a BROKEN∗/
61 synchronized (SYNLIST LOCK) {
62 t h i s . synConList . get ( i ) . s e t S t a t e ( synapt i cS ta t e .BROKEN) ;
63 }
64 /∗ s i crea una nuova conness ione remota
65 ∗dove s i r impiazza l ’ ID d e l sensore f a l l i t o
66 ∗con q u e l l o d e l nuovo mote r e c l u t a t o ∗/
67 SynapticConnect ion r s1=new SynapticConnect ion (
68 synapticType .REMOTE,
69 MOTEID, t h i s . synConList . get ( i ) . sourceNetID ,
70 t h i s . synConList . get ( i ) . sourceNeurID ,
71 t h i s . synConList . get ( i ) . destNodeID ,
72 t h i s . synConList . get ( i ) . destNetID ,
73 t h i s . synConList . get ( i ) . destNeurID ,
74 t h i s . synConList . get ( i ) . params ) ;
75 /∗ Si c o n f i g u r a l a nuova conness ione s i n a p t i c a
76 ∗ c r e a t a per i l sensore r e c l u t a t o
77 ∗( non s i e l imina l a conness ione
78 ∗ d e l sensore f a l l i t o d a l r e p o s i t o r y ) ∗/
79 t h i s . r e cove r synapt i c connect i ons ( rs1 , i ) ;
80 }
81 }
82 }
83 }
84 } catch ( SynapseException e ) {
85 e . pr intStackTrace ( ) ;
86 }
87 }
88 /∗Metodo per s o s t i t u i r e una conness ione s i n a p t i c a f a l l i t a avente
89 ∗ i n d i c e ” i n d e x F a i l e d ” n e l l a s t r u t t u r a d i output .
90 ∗La s o s t i t u z i o n e avv iene con
91 ∗ l a nuova conness ione s i n a p t i c a passa ta come argomento∗/
92 pub l i c void r ecove r synapt i c connec t i ons ( SynapticConnect ion synCon ,
93 i n t indexFa i l ed ){
94 /∗ Si prende un ID ” f r e s c o ”∗/
95 synCon . setDeploymentID ( get f r e s h ID ( ) ) ;
96 /∗ s i i n v i a l a r i c h i e s t a d i c r e a z i o n e ∗/
97 send syncon reque s t ( synCon ) ;
98 /∗ s i imposta l o s t a t o a INITIALIZING∗/
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99 synCon . s e tS t a t e ( SynapticConnect ion . synapt i cS ta t e . INITING ) ;
100 /∗ Si agg iunge l a nuova conness ione a l Repos i tory ∗/
101 synchronized (SYNLIST LOCK) {
102 t h i s . synConList . add ( synCon ) ;
103 }
104 /∗Se l a conness ione e´ Remota∗/
105 i f ( synCon . type==synapticType .REMOTE){
106 /∗Se l a d e s t i n a z i o n e e´ i l s ink , s i agg iorna l a s t r u t t u r a
107 ∗ u t i l i z z a t a per l a recovery ∗/
108 i f ( D e f i n i t i o n s . get dev i c e address ( synCon . destNodeID ) ==
109 == De f i n i t i o n s . SINK){
110 t h i s . setRec ( synCon ) ;
111 i n t k=−1;
112 f o r ( i n t i =0; i<=indexFa i l ed ; i++){
113 i f ( t h i s . synConList . get ( i ) . type==synapticType .REMOTE
114 && De f i n i t i o n s . get dev i c e address (
115 t h i s . synConList . get ( i ) . destNodeID)==
116 ==De f i n i t i o n s . SINK){
117 k++;
118 }
119 }
120 i f (k<0) k=indexFa i l ed ;
121 i f ( k < indexOutputsSyn . s i z e ( ) ){
122 t h i s . indexOutputsSyn . s e t (k , t h i s . indexOutputS ) ;
123 t h i s . indexOutputS++;
124 } e l s e {
125 LearningLayer . d i sp l ay message ( LearningLayer .HIGH PRIORITY,
126 ” [LN Control Agent ] : Synapt ic Connection index ”+
127 +” i s out o f bounds in Recovery” ) ;
128 }
129 }
130 /∗Quando e´ c r e a t a una conness ione s i n a p t i c a remota ,
131 ∗ v iene i n s e r i t o un messaggio n e l l i s t e n e r
132 ∗per l a v i s u a l i z z a z i o n e s u l l a GUI∗/
133 i f ( D e f i n i t i o n s . get dev i c e address ( synCon . sourceNodeID )!=
134 != De f i n i t i o n s . SINK &&
135 && De f i n i t i o n s . get dev i c e address ( synCon . destNodeID )
136 != De f i n i t i o n s . SINK){
137 t h i s . Gui . pos t In format ion ( LLMessages .NEW SYN, synCon ) ;
138 }}}}
Listing 4.11: recovery delle connessioni sinaptiche
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4.3 Cross Fold Validation
Questa sezione mostra il codice realizzato per eseguire una Cross Fold Valida-
tion con lo scopo di addestrare una Echo State Network idonea per predirre
eventi compositi o per eseguire una localizzazione in ambienti estesi.
L’utente specifica il valore dei 3 parametri liberi utilizzati per realizzare una
Echo State Network (reservoirDimension, readoutRegularization e
leakyParameter) e la procedura crea un numero di ESN uguale alla combina-
zione di tutti i parametri (in particolare, nel codice mostrato di seguito, sono
create 18 tipologie di ESN a seguito della specifica di 3 valori per la dimensione
del reservoir, 3 valori per il readoutRegularization e 2 valori per il leakyPara-
meter). Inoltre e` creata una Echo State Network per ogni fold considerata. In
questo caso sono state prese in considerazione 3 fold e quindi sono create un
totale di (18x3 = 54) Echo State Network.
In Listing 4.12 e` presentata la procedura di test che specifica i parametri uti-
lizzati nella Cross Fold Validation che successivamente chiama la procedura
visualizzata in Listing 4.13.
Come specificato in 3.3, una parte delle sequenze totali e` utilizzata per il
TestSet, una parte delle rimanenti sequenze e` utilizzata come Validation Set,
mentre il resto e` utilizzato come Training Set. Si realizzano 3 fold in modo
tale da scambiare il Validation Set ed il Training set, comprendendo tutte le
combinazioni. Nel codice seguente e` stata omessa la scrittura di tutti i file
generati dalla procedura e la memorizzazione delle ESN create in un file. I file
generati includono il confronto fra le predizioni e i target delle varie sequenze,
e sono identificate da un nome diverso in base all’insieme in cui tale sequenza
e` contenuta (Training Set, Validation Set, Test Set).
1 pub l i c void t ra in ingTask ( ) {
2 /∗numero d i samples u t i l i z z a t i a l l ’ i n t e r n o d e l l a procedura ∗/
3 i n t numberOfSamples=90;
4 /∗ qu ant i d a t i sono u s a t i in ogni samples ∗/
5 i n t numberOfData=9;
6 /∗ qu ant i v a l o r i devono e s s e r e s c a r t a t i in ogni samples
7 ∗ f r a data e t a r g e t ∗/
8 i n t numberOfIndesideredColumn=0;
9 /∗ qu ant i t a r g e t sono u s a t i in ogni samples ∗/
10 i n t numberOfTarget=3;
11 /∗ d i r e c t o r y dove sono s a l v a t i i d a t i r i s u l t a n t i d a l l a
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12 ∗ procedura d i CrossFo ldVa l ida t ion ∗/
13 St r ing outputDirectory=”Path/where/ the /output / are / saved” ;
14 /∗ In formaz ioni n e c e s s a r i e per
15 ∗ i l c o r r e t t o svo l g imento d e l l a procedura
16 ∗numbero d i samples in t r a i n i n g ed in v a l i d a t i o n
17 ∗ + numero d i f o l d ∗/
18 i n t numberOfTraining=60;
19 i n t numberOfValidation=3;
20 i n t f o l d =3;
21 /∗T u t t i g l i i n d i c i d e l l e sequenze c o n s i d e r a t e ∗/
22 i n t [ ] Al lSamples=new in t [ numberOfSamples ] ;
23 f o r ( i n t i =0; i<numberOfSamples ; i++){
24 AllSamples [ i ]= i +1;
25 }
26 /∗ S t r i n g a che i d e n t i f i c a l a d i r e c t o r y
27 ∗dove sono s a l v a t i i d a t i da c o n s i d e r a r e
28 ∗ n e l l a procedura d i CrossFo ldVa l ida t ion ∗/
29 St r ing dataDirectory = ”Path/where/ the /data/ are / taken/” ;
30 /∗ L i s t e dove sono s p e c i f i c a t i i parametr i da u t i l i z z a r e
31 ∗per l a c r e a z i o n e d e l l e ESNs∗/
32 shor t [ ] r e s e rvo i rD imens ion=new shor t [ ] {50 ,75 ,100} ;
33 f l o a t [ ] r e g u l a r i z a t i o n = new f l o a t [ ] {( f l o a t ) 0 . 1 ,
34 ( f l o a t ) 0 . 0 1 ,
35 ( f l o a t ) 0 . 0 0 1 } ;
36 f l o a t [ ] leakyParameter = new f l o a t [ ] {( f l o a t ) 0 . 1 ,
37 ( f l o a t ) 0 . 2 } ;
38 /∗ reservoirDimension ∗ r e g u l a r i z a t i o n ∗ l eakyParameter=
39 ∗ = #ofESNs with d i f f e r e n t parameter ∗/
40 i n t inputDimension ;
41 i n t outputDimension ;
42 i n t taskId ;
43
44 Trainer . s e tSamplesDi rec tory ( dataDirectory ) ;
45 Trainer . se tOutputsDirectory ( outputDirectory ) ;
46 Trainer . setMoteId (moteId ) ;
47 /∗ Si crea un o g g e t t o Trainer passando come parametro
48 ∗ i l nome d e l l a c a r t e l l a dove sono contenute l e sequenze ∗/
49 Trainer l o c a l i z a t i o nT r a i n e r =
50 = new Trainer ( ”mult iC las s i f i ca t ionWithMulTarget ” ) ;
51
52 /∗ Si s e t t a n o l ’ input ed i l readout d e l l a ESN∗/
53 Trainer . s e t Input ( 9 ) ;
54 Trainer . setOutput ( 3 ) ;
55
56 /∗Creazione d e l DataSet ∗/
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57 l o c a l i z a t i o nT r a i n e r .Warming f o r Va l idat i on ( AllSamples ,
58 numberOfData , numberOfIndesideredColumn , numberOfTarget ,
59 wi r ing ) ;
60 Train ingDataset TotalDataset=l o c a l i z a t i o nT r a i n e r . getDS ( ) ;
61 /∗Chiamata a l l a procedura d i CrossFo ldVa l ida t ion ∗/
62 t h i s . l l . trainAg . getNM ( ) . CrossFold Va l idat ion t r a i n i n g (
63 numberOfData , numberOfTarget , samplesForTest ,
64 fo ld , TotalDataset , Esn , outputDirectory ,
65 moteId , re servo i rDimens ion , r e gu l a r i z a t i o n ,
66 leakyParameter , numberOfTraining , numberOfValidation ,
67 SamplesForCrossFold , AllSamples , t rue ) ;
68 } }
Listing 4.12: Procedura di test utilizzata per la CrossFold Validation
1 pub l i c EchoStateNetwork CrossFold Va l idat i on t r a i n i n g (
2 i n t [ ] samplesForTest , i n t fo ld ,
3 Train ingDataset tota lDatase t , S t r ing Esn ,
4 St r ing outputDirectory , shor t [ ] r e se rvo i rDimens ion ,
5 f l o a t [ ] r e gu l a r i z a t i o n , f l o a t [ ] leakyParameter ,
6 i n t [ ] samplesForCrossFold , boolean verbose ){
7
8 i n t numberOfInput=to ta lData s e t . get ( 0 ) . get Input ( ) [ 0 ] . l ength ;
9 i n t numberOfOutput=to ta lData s e t . get ( 0 ) . getOutput ( ) [ 0 ] . l ength ;
10
11 /∗ c r e a t e a new t r a i n e r f o r t r a i n and the t e s t
12 ∗ o f a l l ESNs∗/
13 Trainer c ro s sFo ldTra ine r=new Trainer ( ) ;
14 c ro s sFo ldTra ine r . s e t Input ( numberOfInput ) ;
15 c ro s sFo ldTra ine r . setOutput ( numberOfOutput ) ;
16 c ro s sFo ldTra ine r . s e tDatase t ( t o ta lData s e t ) ;
17 c ro s sFo ldTra ine r . se tOutputsDirectory ( outputDirectory ) ;
18
19 /∗ s e t the type o f the t r a i n i n g at l o c a l i z a t i o n
20 ∗( in the case o f l o c a l i z a t i o n use the minEucl id ianDistance
21 ∗ f o r v a l i d a t e the p r e d i c t i o n s ) ∗/
22 c ro s sFo ldTra ine r . i sLo ca l i z a t i onTask ( f a l s e ) ;
23
24 // c r e a t e the v a r i o u s f o l d s used in the c r o s s f o l d V a l i d a t i o n
25 c ro s sFo ldTra ine r . make f o l d ( tota lDatase t , f o ld ,
26 ( samplesForCrossFold . l ength / f o l d )∗ ( fo ld −1) ,
27 ( samplesForCrossFold . l ength )/ fo ld , 3 ,
28 samplesForCrossFold , c ro s sFo ldTra ine r . g e tLo c a l i z a t i o n ( ) ) ;
29 // c r e a t e a l l the ESNs with d i f f e r e n t parameter
30 c ro s sFo ldTra ine r . c r e a t e model s e l e c t i o n parameters ( fo ld ,
31 reservo i rDimens ion , r e gu l a r i z a t i o n ,
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32 leakyParameter ) ;
33 //The number o f I t e r a t i o n t h a t depends on the parameters used
34 i n t t imes=cros sFo ldTra ine r . numberOfIt ;
35 i n t esnNumber=0; // counter f o r tak e the ESNs
36 St r ing outputF i l e ;
37 /∗Array d i sequenze per TrainingSet e V a l i d a t i o n S e t ∗/
38 i n t [ ] samplesForTraining ;
39 i n t [ ] samplesForVal idat ion ;
40 /∗Array d i v a l o r i r i t o r n a t i d a l l a v a l i d a z i o n e
41 ∗e d a l t e s t i n g d e l l e ESN ( a c c u r a t e z z a d e l l e p r e d i z i o n i ) ∗/
42 f l o a t [ ] s e l e c t i o n=new f l o a t [ c ro s sFo ldTra ine r . numberOfIt∗ f o l d ] ;
43 /∗ L i s t a d i ESN c r e a t e durante l a procedura ∗/
44 ArrayList<EchoStateNetwork> esnRepos i tory =
45 = new ArrayList<EchoStateNetwork >() ;
46 /∗ Si crea un Trainer per ogni t a s k . I l t r a i n e r e s e g u i r a´ i l parse
47 ∗ d e i f i l e ed u t i l i z z e r a´ i v a l o r i o t t e n u t i per preparare
48 ∗ i l Training Dataset con i r e l a t i v i t a r g e t n e l metodo
49 ∗warming f o r v a l i d a t i o n ( ) ∗/
50 i n t numberOfESN=0;
51 i n t numb=1;
52 f o r ( i n t count=0; count<t imes ; count++){
53 /∗ S e t t a g g i o d e i parametri d e l l ’ESN che saranno u t i l i z z a t i
54 ∗ durante l ’ i t e r a z i o n e ∗/
55 EchoStateNetwork . r e s e rvo i rD imens ionDe fau l t=
56 cro s sFo ldTra ine r . g e tRe s e rvo i r ( ) [ count ] ;
57 EchoStateNetwork . r eadoutRegu la r i za t i onDe fau l t=
58 cro s sFo ldTra ine r . g e tRegu l a r i z a t i on ( ) [ count ] ;
59 EchoStateNetwork . leakyParameterDefault=
60 cro s sFo ldTra ine r . getLeakyParameter ( ) [ count ] ;
61 f o r ( i n t f o l d e r =0; f o l d e r<f o l d ; f o l d e r++){
62 i f ( esnNumber>=(times ∗ f o l d ) ){
63 LearningLayer . d i sp l ay message ( LearningLayer .HIGH PRIORITY,
64 ”ESN OUT OF BOUNDS! ” ) ;
65 break ;
66 }
67 /∗ Si crea un nuovo d a t a s e t con i samples
68 ∗ u t i l i z z a t i n e l TrainingSet
69 ∗e n e l V a l i d a t i o n S e t ∗/
70 samplesForTraining = cros sFo ldTra ine r . getTrainingSamples ( f o l d e r ) ;
71 Train ingDataset t r a i n i n g=new Train ingDataset ( ) ;
72 f o r ( i n t t r =0; tr<samplesForTraining . l ength ; t r++)
73 t r a i n i n g . addTrainingData (
74 to ta lData s e t . get ( samplesForTraining [ t r ] ) ) ;
75
76 samplesForVal idat ion = cros sFo ldTra ine r . getVal idat ionSamples (
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77 f o l d e r ) ;
78 Train ingDataset v a l i d a t i o n=new Train ingDataset ( ) ;
79 f o r ( i n t t r =0; tr<samplesForVal idat ion . l ength ; t r++)
80 va l i d a t i o n . addTrainingData (
81 to ta lData s e t . get ( samplesForVal idat ion [ t r ] ) ) ;
82 /∗ Si a l l e n a l ’ESN con i l TrainingSet ∗/
83 c ro s sFo ldTra ine r . do t r a i n i n g (0 , t r a in ing , t h i s ) ;
84 /∗Array d i f l o a t per l a v a l u t a z i o n e d e l l e p r e s t a z i o n i ∗/
85 f l o a t [ ] valu=new f l o a t [ samplesForVal idat ion . l ength ] ;
86
87 f o r ( i n t k=0;k<t r a i n i n g . seq s i z e ( ) ; k++){
88 /∗ Si usano l e sequenze f o r n i t e n e l Training Dataset
89 ∗per ” t e s t a r e ” l ’ESN a d d e s t r a t a ∗/
90 outputF i l e=esnNumber+”Train ing ”+tra ;
91 t ra++;
92 try {
93 /∗Val idaz ione e t e s t s u i samples in Training ∗/
94 c ro s sFo ldTra ine r . s e tS ing l eSample sForVa l idat i on (
95 samplesForTraining [ k ] ) ;
96 c ro s sFo ldTra ine r . va l ida t i onAndte s t ( numberOfInput ,
97 numberOfOutput ,
98 t r a i n i n g . get ( k ) , verbose ,
99 esnNumber ) ;
100 } catch ( IOException e1 ) e1 . pr intStackTrace ( ) ;
101 }
102 f o r ( i n t k=0;k<va l i d a t i o n . seq s i z e ( ) ; k++)
103 /∗ Si usano l e sequenze contenute n e l V a l i d a t i o n S e t per
104 ∗ v a l i d a r e l ’ESN appena a d d e s t r a t a ∗/
105 c ro s sFo ldTra ine r . s e tS ing l eSample sForVa l idat i on (
106 samplesForVal idat ion [ k ] ) ;
107 valu [ k]= cros sFo ldTra ine r . va l ida t i onAndte s t ( numberOfInput ,
108 numberOfOutput ,
109 va l i d a t i o n . get ( k ) , verbose ,
110 esnNumber ) ;
111 }
112 numb++;
113 f o r ( i n t i =0; i<valu . l ength ; i++) s e l e c t i o n [ esnNumber]+=valu [ i ] ;
114 s e l e c t i o n [ esnNumber ]=( s e l e c t i o n [ esnNumber ] / valu . l ength ) ;
115 esnNumber++;
116 }
117 }
118 /∗ Si esegue l a model s e l e c t i o n ∗/
119 i n t use=0;
120 f l o a t va l =0;
121 /∗Se i l t a s k e´ d i l o c a l i z z a z i o n e s i s i s e l e z i o n a l a ESN
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122 ∗con l a minima d i s t a n z a e u c l i d e a ∗/
123 i f ( c ro s sFo ldTra ine r . g e tLo c a l i z a t i o n ( ) ){
124 f o r ( i n t i =0; i<s e l e c t i o n . l ength ; i++){
125 i f ( i ==0){
126 va l=s e l e c t i o n [ i ] ;
127 use=i ;
128 }
129 e l s e {
130 i f ( val>s e l e c t i o n [ i ] ) {
131 va l=s e l e c t i o n [ i ] ;
132 use=i ;
133 }
134 }
135 }
136 } e l s e {
137 /∗A l t r i m e n t i s i prende l ’ESN con l ’ a c c u r a t e z z a maggiore ∗/
138 f o r ( i n t i =0; i<s e l e c t i o n . l ength ; i++){
139 i f ( i ==0){
140 va l=s e l e c t i o n [ i ] ;
141 use=i ;
142 } e l s e {
143 i f ( val<s e l e c t i o n [ i ] ) {
144 va l=s e l e c t i o n [ i ] ;
145 use=i ;
146 }
147 }
148 }
149 }
150 /∗ Si c a r i c a l ’ESN r i s u l t a n t e d a l l a model s e l e c t i o n ∗/
151 c ro s sFo ldTra ine r . setTaskId ( esnRepos i tory . get ( use ) . getTaskID ( ) ) ;
152 Train ingDataset t e s t e r=new Train ingDataset ( ) ;
153 f o r ( i n t i =0; i<samplesForTest . l ength ; i++)
154 t e s t e r . addTrainingData (
155 to ta lData s e t . data . get ( samplesForTest [ i ] ) ) ;
156 Train ingDataset r e t r a i n i n g=new Train ingDataset ( ) ;
157 f o r ( i n t i =0; i<samplesForCrossFold . l ength ; i++)
158 r e t r a i n i n g . addTrainingData (
159 to ta lData s e t . data . get ( samplesForCrossFold [ i ] ) ) ;
160 c ro s sFo ldTra ine r . setESNparameter (
161 esnRepos i tory . get ( use ) . get ReservoirDim ( ) ,
162 esnRepos i tory . get ( use ) . getReadoutRegular i zat ion ( ) ,
163 esnRepos i tory . get ( use ) . get leakyParameter ( ) ) ;
164 c ro s sFo ldTra ine r . do t r a i n i n g ( esnRepos i tory . get ( use ) . getTaskID ( ) ,
165 r e t r a i n i ng , t h i s ) ;
166 F i l l e d ;
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167 f l o a t [ ] c=new f l o a t [ samplesForTest . l ength ] ;
168 St r ing o u t pu t f i l e ;
169 St r ing TestDirectory=outputDirectory+”Tes tAf te rVa l idat i on /” ;
170 c ro s sFo ldTra ine r . se tOutputsDirectory ( TestDirectory ) ;
171 f o r ( i n t i =0; i<t e s t e r . seq s i z e ( ) ; i++){
172 try {
173 c ro s sFo ldTra ine r . s e tS ing l eSample sForVa l idat i on (
174 samplesForTest [ i ] ) ;
175 c [ i ]= cros sFo ldTra ine r . va l ida t i onAndte s t ( numberOfInput ,
176 numberOfOutput , t e s t e r . data . get ( i ) ,
177 verbose , esnNumber ) ;
178 } catch ( IOException e2 ) e2 . pr intStackTrace ( ) ;
179 }
180 f l o a t sum=0;
181 f o r ( i n t i =0; i<c . l ength ; i++) sum+=c [ i ] ;
182 /∗Se i l boo leano v erb ose e´ s e t t a t o a true , e´ s c r i t t o un f i l e
183 ∗( Accuracy . t x t ) contenente l e performance d i t u t t e l e ESN
184 ∗ c r e a t e ∗/
185 i f ( verbose ){
186 St r ing AccuracyFi le=outputDirectory+”Accuracy . txt ” ;
187 c ro s sFo ldTra ine r . WriteAccuracy ( AccuracyFi le , s e l e c t i o n , c , use ,
188 (sum/c . l ength ) , f o ld ,
189 re se rvo i rD imens ion . length ,
190 r e g u l a r i z a t i o n . length ,
191 leakyParameter . l ength ) ;
192 }
193 /∗ Si Riaddes tra l a ESN con TUTTI i samples d e l d a t a s e t ∗/
194 c ro s sFo ldTra ine r . setESNparameter (
195 esnRepos i tory . get ( use ) . get ReservoirDim ( ) ,
196 esnRepos i tory . get ( use ) . getReadoutRegular i zat ion ( ) ,
197 esnRepos i tory . get ( use ) . get leakyParameter ( ) ) ;
198 c ro s sFo ldTra ine r . do t r a i n i n g ( esnRepos i tory . get ( use ) . getTaskID ( ) ,
199 tota lDatase t , t h i s ) ;
200 re turn c ro s sFo ldTra ine r . getESN ( ) ;
201 }
Listing 4.13: Procedura principale di Cross Fold Validation
4.3.1 Combinazioni dei parametri e addestramento del-
la rete
La classe training/Trainer.java racchiude le procedure per addestrare e testare
le ESN create. Include inoltre anche i metodi per creare tutte le combinazioni
di parametri richiesti per la creazione delle ESN e per tutte le combinazioni
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delle sequenze necessarie per eseguire una CrossFold Validation. La classe
include il metodo per la creazione dei dataset, per l’addestramento della rete,
per la convalida della ESN e per il Test della rete neurale risultante dalla
procedura di Model Selection sulle sequenze presenti nel TestSet. Nel codice
seguente (Listing 4.14) sono omesse le stampe su file.
1 /∗Metodo u t i l i z z a t o per passare i l Dataset a l l ’ o g g e t t o
2 ∗Trainer e per creare l e f o l d d i Test e V a l i d a t i o n ∗/
3 pub l i c void se tDatase t ( Tra in ingDataset Td, TaskType tt ,
4 i n t numberOfTestSamples ){
5 /∗Calco lo d e l t i p o d i t a s k da p r e d i r r e
6 ∗( c l a s s i f i c a t i o n o r e g r e s s i o n ) ∗/
7 i f ( t t . getType ( ) . equa l s ( ” c l a s s i f i c a t i o n ” ) ){
8 ArrayList<ArrayList<Integer>> sampleInEachFold=
9 new ArrayList<ArrayList<Integer >>();
10 t h i s . r e g r e s s i o n=f a l s e ;
11 i n t numberOfEvent=1;
12 i n t eq=0;
13 sampleInEachFold . add (new ArrayList<Integer > ( ) ) ;
14 f l o a t [ ] ta rg=new f l o a t [Td . get ( 0 ) . getOutput ( ) [ 0 ] . l ength ] ;
15 targ=Td . get ( 0 ) . getOutput ( ) [ 0 ] ;
16 f o r ( i n t i =0; i<Td. seq s i z e ( ) ; i++){
17 f o r ( i n t j =0; j<Td. get ( i ) . getOutput ( ) [ 0 ] . l ength ; j++){
18 i f ( targ [ j ] !=Td . get ( i ) . getOutput ( ) [ 0 ] [ j ] ) {
19 eq−−;
20 targ=Td . get ( i ) . getOutput ( ) [ 0 ] ;
21 numberOfEvent++;
22 sampleInEachFold . add (new ArrayList<Integer > ( ) ) ;
23 } e l s e {
24 eq++;
25 }
26 }
27 i f ( eq>0)
28 sampleInEachFold . get ( sampleInEachFold . s i z e ()−1) . add ( i ) ;
29 }
30 i n t [ ] te s tSamples=new in t [ numberOfTestSamples ] ;
31 eq=0;
32 t h i s . s h u f f l e C o l l e c t i o n s ( sampleInEachFold ) ;
33 f o r ( i n t i =0; i<sampleInEachFold . s i z e ( ) ; i++){
34 f o r ( i n t j =0; j<sampleInEachFold . get ( i ) . s i z e ( ) ; j++){
35 i f ( j==numberOfTestSamples/numberOfEvent | |
36 | | eq>=testSamples . l ength ) break ;
37 testSamples [ eq ]=sampleInEachFold . get ( i ) . get ( 0 ) ;
38 sampleInEachFold . get ( i ) . remove ( 0 ) ;
39 eq++;
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40 }
41 }
42 t h i s . TestSamples=testSamples ;
43 t h i s . samplesForEachEvent=sampleInEachFold ;
44 t h i s . numberOfEvent=numberOfEvent ;
45 } e l s e {
46 t h i s . r e g r e s s i o n=true ;
47 }
48 t h i s . t r a i n i n gda t a s e t=Td ;
49 t = new TaskData ( ) ;
50 t . setTaskID ( taskId ) ;
51 t . s e tTra in ingDatase t ( t h i s . t r a i n i n gda t a s e t ) ;
52 t . s e t S t a t e ( ta skSta te .UNTRAINED) ;
53 }
54 /∗Procedura per e s e g u i r e l ’ addestramento d e l l a r e t e neura le
55 ∗ su d i un t a s k con un dato taskID
56 ∗/
57 pub l i c void do t r a i n i n g ( i n t taskID , Train ingDataset dataset ,
58 NetworkMirror mirror ){
59 i n t inputDimension = Trainer . input ;
60 i n t outputDimension = Trainer . output ;
61 shor t netID=0;
62 /∗ s i crea l ’ESN con inputDimension e outDimension s p e c i f i c a t e
63 ∗ a l l a c r e a z i o n e d e l l ’ o g g e t t o Trainer .
64 ∗e con reservoirDimension , r e a d o u t R e g o l a r i z a t i o n e Leakypar
65 ∗ s p e c i f i c a t i combinando i parametri d a t i d a l l ’ u t e n t e .
66 ∗Gli a l t r i parametr i sono i n i z i a l i z z a t i a l l a grandezza
67 ∗ d i d e f a u l t ∗/
68 t h i s .ESN = new EchoStateNetwork ( netID ,
69 inputDimension ,
70 outputDimension ) ;
71 ESN. setTaskID ( taskID ) ;
72 ESN. t r a i n ( datase t ) ;
73 }
74
75 /∗Conval ida d e l l a ESN s u l l e sequenze contenute n e l V a l i d a t i o n S e t ∗/
76 pub l i c f l o a t va l ida t i onAndte s t ( i n t numberOfData , i n t numberOfTarget ,
77 TrainingData val , boolean verbose ,
78 boolean i sVa l i d a t i o n ) throws IOException{
79 f l o a t [ ] temp = new f l o a t [ numberOfData ] ;
80 f l o a t [ ] output ;
81 /∗V a r i a b i l i per l a performance ∗/
82 i n t number o f r i g h t p r ed i c t i on =0;
83 f l o a t [ ] d i f f=nu l l ;
84 double [ ] av=new double [ 1 ] ;
89
85 i n t t r u e p o s i t i v e =0;
86 i n t f a l s e n e g a t i v e =0;
87 f l o a t returned=0;
88
89 /∗ Si prendono i v a l o r i d i input d a l TrainingDataset ∗/
90 f o r ( i n t row = 0 ; row < va l . getSampleLength ( ) ; row++) {
91 f o r ( i n t transd = 0 ; transd < numberOfData ; transd++) {
92 temp [ transd ] = va l . get Input ( ) [ row ] [ t ransd ] ;
93 }
94 /∗E s i esegue un passo d i forwardComputation ∗/
95 ESN. se t Input ( temp ) ;
96 ESN. forwardComputationStep ( ) ;
97 /∗ Si memorizzano g l i o u t p u t s ∗/
98 output = ESN. get output ( ) ;
99 d i f f=new f l o a t [ output . l ength ] ;
100
101 f o r ( i n t i =0; i<va l . getOutput ( ) [ row ] . l ength ; i++){
102 d i f f [ i ]= va l . getOutput ( ) [ row ] [ i ] ;
103 }
104 /∗Se i l t a s k e´ d i l o c a l i z z a z i o n e s i esegue i l c a l c o l o d e l l a
105 ∗minima d i s t a n z a Euc l idea ∗/
106 i f ( t h i s . l o c a l i z a t i o n ){
107 av [0 ]=Math . s q r t ( (Math . pow( d i f f [0]− output [ 0 ] , 2 )+
108 +Math . pow( d i f f [1]− output [ 1 ] , 2 ) ) ) ;
109 /∗A l t r i m e n t i s i esegue i l c a l c o l o d e l l ’ Accuracy
110 ∗( e success ivamente d e l l a F1score ) ∗/
111 } e l s e {
112 i f ( t h i s . l o s s func ( output , d i f f )>0){
113 number o f r i g h t p r ed i c t i on++;
114 t r u e p o s i t i v e++;
115 } e l s e {
116 f a l s e n e g a t i v e++;
117 }
118 }
119 }
120 /∗Calco lo d e l l a F1score d e l l a sequenza in c o n v a l i d a ∗/
121 double f 1 s c o r e=(double ) ( 2∗ ( t r u e p o s i t i v e ) )/
122 /( double ) ( ( 2∗ t r u e p o s i t i v e )+ f a l s e n e g a t i v e ) ;
123 i f ( t h i s . l o c a l i z a t i o n ){
124 double sum=0;
125 f o r ( i n t j =0; j<av . l ength ; j++){
126 sum+=av [ j ] ;
127 }
128 returned+=sum/av . l ength ;
129 outputF i l e . f l u s h ( ) ;
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130 } e l s e {
131 double sum=(( double )number o f r i g h t p r ed i c t i on /
132 /( double ) va l . getSampleLength ( ) ) ;
133
134 returned+=sum ;
135 outputF i l e . f l u s h ( ) ;
136 }
137 return returned ;
138 }
139 }
140 /∗Procedura per c a l c o l a r e l a f unz i one d i v a l u t a z i o n e
141 ∗ d e l l a Performance .
142 ∗ In q ues to p a r t i c o l a r e caso esegue i l c a l c o l o d e g l i output
143 ∗ p r e d e t t i corre t tamente in modo da e s e g u i r e
144 ∗ i l c a l c o l o d e l l ’ accuracy ∗/
145 pub l i c i n t l o s s func ( f l o a t [ ] output , f l o a t [ ] t a r g e t ){
146 f l o a t [ ] va l=new f l o a t [ t a r g e t . l ength ] ;
147 boolean eq=true ;
148 f l o a t max = output [ 0 ] ;
149 i n t index= 0 ;
150 f o r ( i n t ktr = 0 ; ktr < output . l ength ; kt r++) {
151 i f ( output [ kt r ] > max) {
152 max = output [ kt r ] ;
153 index = ktr ;
154 }
155 }
156 f o r ( i n t i =0; i<va l . l ength ; i++){
157 i f ( i==index ) va l [ i ]=1;
158 e l s e va l [ i ]=−1;
159 }
160 }
Listing 4.14: Procedure utilizzate per la addestrare e validare la rete neurale
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Capitolo 5
Risultati Sperimentali
La fase sperimentale ha previsto sia la localizzazione di un dispositivo robotico
in un ambiente esteso, sia la creazione di una rete di apprendimento in grado
di riconoscere eventi multipli in ambito quotidiano. La fase sperimentale e`
legata alla progettazione e utilizzo di una rete di apprendimento nel progetto
RUBICON. Nel seguito, in 5.1 e` presentata la sperimentazione riguardante
la localizzazione di un dispositivo robotico lungo un corridoio all’interno del
dipartimento di informatica in Largo B. Pontecorvo mentre in 5.2 e` mostrata
la classificazione di eventi compositi, un passo essenziale per poter utilizzare
RUBICON in ambito quotidiano.
5.1 Localizzazione di un dispositivo robotico
5.1.1 Ambiente e configurazione degli esperimenti
Il test e` stato eseguito in un corridoio di 22 metri di lunghezza (una cui rap-
prentazione e` visibile in figura 5.1). Il cerchio di colore azzuro in figura rap-
presenta il dispositivo robotico utilizzato per la sperimentazione, un robot
chiamato TurtleBot (http://www.turtlebot.com), su cui e` installato ROS
(http://www.ros.org/wiki/), un sistema operativo open source che fornisce
librerie e strumenti per la programmazione di applicazioni robotiche (Catuo-
gno [2013]).
Il test ha previsto anche l’utilizzo di una rete WSN per eseguire la raccolta dati
necessaria per eseguire la localizzazione del robot durante il proprio cammino
lungo il corridoio.
In particolare la rete WSN utilizzata comprende:
92
• Cinque sensori Advantic System CM3000 dotati di radiotrasmettitore e
di antenna da 5dBi SMA, distribuiti lungo il corridoio (chiamate ancore)
a distanza di circa 4, 5 metri l’uno dall’altro (visibili come quadrati di
colore rosso in figura 5.1 vicino ai quali e` riportata l’esatta distanza dal
punto di partenza del TurtleBot).
• Un sensore Advantic System CM3000 dotato di radiotrasmettitore e di
antenna da 5dBi SMA posizionato sopra il TurtleBot ed utilizzato per
ricevere i segnali RSS (Radio Signal Strength Information, informazio-
ni sulla potenza del segnale radio utilizzato per la comunicazione fra 2
dispositivi wireless.) dai cinque sensori lungo il corridoio.
• Un sink node Advantic System CM5000 dotato di radiotrasmettitore ed
antenna integrata, collegato ad un PC su cui e` in esecuzione il software
Learning Layer e posizionato all’estremita` del corridoio affianco al punto
di partenza del robot (rappresentato come un quadrato di colore nero in
figura 5.1.
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Nella rete WSN i vari sensori sono individuati attraverso l’identificatore
associato ad ogni dispositivo (NodeID). Le varie ancore hanno identificatore
crescente da 1 a 5, il sensore sopra il Turtlebot ha NodeID = 1.
Per la gestione dei messaggi scambiati sulla rete WSN e` stato utilizzato un
protocollo di trasmissione in cui il mote posizionato sul TurtleBot scambia ci-
clicamente messaggi con i sensori fissi e, per ognuno di questi, calcola un valore
di RSSI (Radio Signal Strength Indicator). Quindi ad ogni ciclo di comunica-
zione, il mote sul Turtlebot raccoglie una tupla di 5 segnali RSS che invia al
sink. Il test prevede l’avvio della rete WSN, la memorizzazione dei dati ricevu-
ti dalle ancore e l’avvio del TurtleBot che percorre il corridoio, usufruendo di
una mappa precedentemente raccolta attraverso il proprio componente Micro-
soft Kinect e raccoglie i dati sulla propria posizione e sul proprio orientamento
relativi alla mappa memorizzata. Tale mappa e` costruita con SLAM (Simul-
taneus Localization and Mapping), un software presente in ROS che utilizza i
dispositivi laser del Kinect per memorizzare una rappresentazione grafica degli
ambienti visitati.
In figura 5.2 sono mostrati i dati RSS collezionati durante una delle rac-
colte dati. Come e` possibile notare, i valori RSS provenienti dalle varie ancore
distribuite lungo il corridoio diminuiscono mano a mano che il robot si avvicina
ad un’ancora specifica. In particolare sono visibili in blu scuro i valori ricevuti
dal sensore 1 posizionato a 3, 75 metri dal punto di partenza, in rosa i valori
ricevuti dal sensore 5 posizionato a 8, 55 metri, in giallo i valori del sensore 2
posizionato a 12, 6 metri, in azzurro i valori del sensore 4 posizionato a 17, 1
metri ed infine in viola i valori del sensore 3 posizionato a 21, 6 metri dal punto
di partenza.
Come e` possibile notare durante il tragitto del robot, il valore RSS di ogni
ancora varia in base alla posizione del TurtleBot lungo il corridoio. Ad esem-
pio il sensore 1 (3, 75 metri) ha un basso valore all’inizio del test (quando il
TurtleBot e` vicino al punto di partenza), mentre durante lo svolgimento del-
l’esperimento i valori diventano mano a mano piu` alti mostrando che il robot
si allontana dal sensore 1 percorrendo il corridoio. Il sensore 3 (posizionato
a 21, 6 metri dal punto di partenza), ha valori molto alti all’inizio dell’espe-
rimento, che diminuiscono durante il tempo ed arrivano ad essere bassi alla
fine dell’esperimento mostrando che il robot e` arrivato alla fine del corridoio
posizionandosi in prossimita` del sensore 3. L’obiettivo della sperimentazione e`
l’uso di questi valori RSS per addestrare una rete di apprendimento ad eseguire
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una corretta localizzazione del robot lungo il corridoio.
5.1.2 Struttura dei dati raccolti
I dati raccolti dal dispositivo robotico, sono utilizzati come informazioni di
ground truth. Nel campo dell’apprendimento automatico, questo termine si ri-
ferisce al processo di raccolta dei dati necessari per allenare la rete durante un
esperimento e permette ai dati di essere relazionati a caratteristiche reali del-
l’ambiente. In questo esperimento, la ground truth e` stata ottenuta attraverso
la memorizzazione delle informazioni sulla localizzazione, da parte del turtle-
bot, mediante il proprio componente SLAM. La collezione della ground truth
permette la calibrazione del processo di apprendimento per essere inserito in
ambienti reali. Le misurazioni raccolte dal Turtlebot possono essere messe
in relazione con la locazione reale del dispositivo robotico lungo il corridoio
e specificate come dati target (1.3.1) durante il processo di apprendimento.
Come precedentemente asserito (1.3.1), il processo di apprendimento consi-
ste nel fornire un determinato output (il target) per ogni insieme di valori in
input. In particolare durante questa sperimentazione, per ogni insieme di se-
gnali RSS in input, e` fornita una coppia di valori target (x,y) che permettono
l’individuazione del Turtlebot lungo il corridoio. .
La sperimentazione ha fornito dodici campioni di dati. I dati raccolti dalla
rete WSN sono stati campionati a 4Hz, mentre i dati raccolti dal dispositivo
robotico a 2Hz. Per eseguire l’apprendimento su di una rete, si e` reso ne-
cessario combinare i dati fra loro, le sequenze finali di dati risultano quindi
campionati a 2Hz.
Una descrizione del dataset utilizzato e` fornita nell’appendice A.1.
5.1.3 Tecniche di apprendimento automatico utilizzate
per la localizzazione
Mediante i dati raccolti durante la sperimentazione, e` implementata la proce-
dura di Cross Fold Validation (3.3), per addestrare e validare una Echo State
Network idonea a localizzare il dispositivo robotico lungo il corridoio mediante
i dati RSS. Le ESN sono create utilizzando i parametri specificati nella tabella
5.1.
In totale sono state create 48 ESN diverse, una per ogni combinazione dei
parametri. Inoltre, e` stata creata una ESN per ogni fold, in particolare e` stata
eseguita una 4-fold Validation e sono state create 4 Echo State Networks per
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.Figura 5.2: Segnali RSS ricevuti dal mote posizionato sopra il TurtleBot
durante la raccolta dati
Dimensione del Reservoir Regolarizzazione del Readout LeakyParameter
50 0.1 0.1
100 0.01 0.2
200 0.001 0.3
500 0.0001
Tabella 5.1: Parametri utilizzati nella procedura di Cross Fold Validation per
il task di localizzazione
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ogni combinazione di parametri, quindi in totale la model selection e` stata
eseguita su 192 ESN. Delle dodici sequenze di dati, quattro sequenze (la 0,
la 3, la 7 e la 11) sono utilizzate come sequenze di test e saranno utilizzate
solo per esprimere la bonta` della Echo State Network ottenuta alla fine della
procedura di Cross Fold Validation. Delle rimanenti otto sequenze di dati, sei
di queste sequenze sono utilizzate come training set mentre le rimanenti due,
sono utilizzate come validation set. Si vengono a creare 4 fold contenenti le
varie sequenze come mostrato in tabella 5.2
Per ognuna di queste Fold, come precedentemente affermato, viene creata
una ESN con i vari parametri specificati, viene allenata sulle sequenze di trai-
ning e viene testata sulle sequenze di Validation. Ogni validazione permette di
raccogliere informazioni sulle capacita` predittive di ogni Echo State Network
mediante il calcolo dela distanza Euclidea fra predizione e target, ossia la di-
stanza fra il punto predetto ed il punto target, in altre parole, la lunghezza del
segmento che unisce i 2 punti.
Alla fine della procedura di model selection, che impiega tre minuti per al-
lenare e validare tutte le ESN create, e` scelta la rete con la piu` piccola distanza
Euclidea in media fra tutti i punti predetti ed i target delle sequenze contenute
nel Validation set (tale funzione e` una specializzazione dell’errore quadratico
medio, 3.3), questa rete e` successivamente allenata con tutte le sequenze di
Training e di Validation e testata sulle quattro sequenze di test conservate
precedentemente.
Nei grafici seguenti (figura 5.3) sono mostrati le varie fasi della model selection,
in ognuno dei grafici seguenti le ascisse e le ordinate identificano la posizione
nello spazio del dispositivo robotico. In rosso e` visualizzato il comportamento
predittivo della ESN risultante dalla model selection, rispetto alla sequenza
target visualizzata in verde. In grigio e` visualizzata l’incertezza di localizza-
zione posta a piu` e meno 30cm dalla traiettoria target. In particolare, su i
Training Set Validation Set Test Set
{4, 5, 6, 8, 9, 10} {1, 2} {0, 3, 7, 11}
{1, 2, 6, 8, 9, 10} {4, 5} {0, 3, 7, 11}
{1, 2, 4, 5, 9, 10} {6, 8} {0, 3, 7, 11}
{1, 2, 4, 5, 6, 8} {9, 10} {0, 3, 7, 11}
Tabella 5.2: Suddivisone delle sequenze di dati in Training, Validation e Test
set per la realizzazione di una 4-fold validation
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2 grafici in alto della figura 5.3 e` mostrato il comportamento predittivo della
ESN su due delle sei sequenze di training con cui e` stata allenata la rete. in
basso invece e` mostrato il comportamento predittivo della ESN sulle sequen-
ze di dati presenti nel Validation set, su queste sequenze e` stata calcolata la
distanza euclidea in media su tutta la sequenze contenute nel Validation set
che e` risultata la migliore predizione fra tutte quelle disponibili ed ha fatto
scegliere la ESN nella procedura di model selection. Successivamente in 5.4 e`
mostrato il comportamento predittivo sulle quattro sequenze di test.
Specificatamente, la ESN risultante dalla procedura di model selection ha i
seguenti parametri:
• reservoirDimension=200
• readoutRegolarization=0.01
• leakyParameter=0.3
e le caratteristiche valutative espresse nelle seguenti tabelle. In 5.3 sono
presentati i valori di minima distanza Euclidea e varianza per le sequenze in
Training, in 5.4 sono visualizzati i valori per le sequenze in Validation ed in
5.5 sono mostrati i valori ottenuti nelle sequenze in Test.
Training sample1 sample2 sample6 sample8 sample9 sample10
AvminEuc 1.6424263 1.1343578 1.1246026 2.0665236 0.9814882 0.9177184
Var 1.1657938 0.6184478 0.7098799 1.1316849 0.7847604 0.5570653
Tabella 5.3: Minima distanza Euclidea in media (prima riga) e Varianza
(seconda riga) dei samples di Training
Validation sample4 sample5
AvminEuc 1.1222577 1.553911
Var 1.1657938 1.7371341
Tabella 5.4: Minima distanza Euclidea in media (prima riga) e Varianza
(seconda riga) dei samples di Validation
In figura 5.4 sono mostrate le 4 sequenze contenute nel test set: la sequenza
0 (in alto a sinistra), 3 (in alto a destra), 7 (in basso a sinistra) e 11 (in basso
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Test sample0 sample3 sample7 sample11
AvminEuc 0.82787156 0.92374605 1.5699542 1.6577212
Var 0.5099722 0.47722533 1.86615 2.098582
Tabella 5.5: Minima distanza Euclidea in media (prima riga) e Varianza
(seconda riga) dei samples di Test
Figura 5.3: Esempio di validazione della Echo State Network 116 (su 192), con
ReservoirDimension di 200 unita`, ReadoutRegolarization di 0.01 e LeakyPa-
rameter di 0.3, su due delle sei sequenze in Training (sequenze 6 ed 8) e sulle
2 sequenze in Validation (sequenze 4 e 5)
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Figura 5.4: Predizioni sulle quattro sequenze contenute nel Test
Set, ESN con ReservoirDimension=200, ReadoutRegularization= 0.01 e
LeakyParameter=0.3
a destra).
Come dichiarato in 1.3.2, un sensore, ha una piccola capacita` di memoria,
in grado di ospitare Echo State Network di dimensioni contenute (con un re-
servoir di 50 unita`). In questo caso per ottenere una buona predizione sulla
localizzazione in ambienti estesi, e` necessario utilizzare ESN con reservoir piu`
grandi, che non possono essere contenute a bordo dei sensori. Si rileva quindi
indispensabile avere moduli di apprendimento su dispositivi a piu` alta poten-
za computazionale (3.1). La procedura di Cross Fold validation, dopo aver
eseguito la model selection ed aver testato la ESN risultante sull’ insieme di
campioni inclusi nel Test set, crea un nuovo modulo di apprendimento su PC
e carica le varie matrici della ESN risultante (WIN , Wˆ e WOUT ).
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5.2 Classificazione di eventi compositi
Questa sperimentazione prevede la classificazione di eventi utilizzando i dati
raccolti durante l’esecuzione di particolari azioni in ambito quotidiano. In
particolare i dati sono stati raccolti durante l’esecuzione di tre attivita`:
• Pulizia della stanza
• Esercizio fisico
• Riposo
Sono utilizzati un totale di 8 sensori per la raccolta dati: un sensore e` utilizzato
come sink mote, per ricevere i dati e memorizzarli sul PC a cui e` collegato.
Quattro sensori sono utilizzati come ancore, per calcolare il valore di RSSI
(Radio Signal Strength Information) dei rimanenti 3 sensori, due dei quali
sono indossati dall’utente, uno al polso ed uno alla caviglia, mentre il terzo
sensore e` posto sul tavolo presente nella stanza. Questi sensori raccolgono le
misurazioni per: luce, temperatura, accellerometro, umidita` e calcolano i valori
RSSI ricevuti dalle 4 ancore posizionate ai lati della stanza (Barontini [2013]).
5.2.1 Configurazione dei dati
I dati sono stati raccolti ad una frequenza di 4Hz, e per ognuna delle attivita`
sono state eseguite trenta raccolte di 10 minuti ciascuna. In totale sono quindi
utilizzate novanta sequenze di 2400 tuple di dati. Ad ogni tupla di dati e`
associato un insieme di valori per identificare il tipo di attivita` descritta (che
successivamente sara` utilizzato come target). In particolare l’attivita` di Riposo
e` identificata con −1 − 1 + 1, l’attivita` di Pulizia con +1 − 1 − 1 e l’attivita`
Esercizio fisico con −1 + 1− 1.
Una descrizione del dataset utilizzato e` fornita in appendice A.2.
5.2.2 Tecniche di apprendimento automatico utilizzate
per la classificazione
Anche in questo caso, la sperimentazione ha previsto la creazione e l’allena-
mento di una Echo State Network ed e` stata utilizzata la tecnica di Cross Fold
Validation. E` stata eseguita una 3− FoldV alidation, Ogni fold prevede l’uso
di 42 sequenze in Training, 21 sequenze di Validation ed infine 27 sequenze di
Test; in particolare sono state utilizzate sia negli insiemi di Test sia in quelli di
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Dimensione del Reservoir Regolarizzazione del Readout LeakyParameter
50 0.1 0.1
100 0.01 0.2
150 0.001 0.3
Validation, varie sequenze per ognuna delle attivita` svolte. I parametri utiliz-
zati per la creazione delle Echo State Networks, sono i seguenti: Sono create
27 ESN con parametri diversi, ed in totale 81 Echo State Networks diverse per
le 3 folds. Sulle novanta sequenze totali, le sequenze
18, 24, 5, 12, 10, 16, 14, 21, 6, 48, 54, 35, 42, 40, 46, 44, 51, 36, 78, 84, 65, 72,
70, 76, 74, 87, 66
sono utilizzate come Test set.
Per il Validation set sono usate le sequenze:
fold cleaning exercising relaxing
1 9 26 11 3 2 25 20 39 56 41 33 32 55 50 69 86 71 63 62 85 80
2 15 30 2 28 23 1 27 45 60 32 58 53 31 57 75 90 62 88 83 61 87
3 13 4 22 8 11 30 15 43 34 52 38 41 60 45 73 64 82 68 71 90 74
Per ogni fold, viene eseguito il calcolo dell’errore sulle sequenze presen-
ti nel Validation set. Si esegue il calcolo dell’Accuracy per scegliere l’Echo
State Network che si adatta meglio per il compito di classificazione. Il cal-
colo dell’accuratezza prevede la misurazione di tutti i campioni riconosciuti
correttamente; viene eseguito il seguente rapporto:
numero di campioni predetti correttamente
numero di campioni totali
Il risultato sara` un valore fra 0 ed 1 ed in questo caso, e` necessario utilizzare
l’ESN con il valore di accuratezza che piu` si avvicina ad 1, cioe` l’Echo State
Network con piu` campioni riconosciuti nel Validation set.
Oltre all’accuratezza, per ogni sequenza contenuta all’interno del Validation
set, viene calcolato anche il valore di F1 score, misura che valuta la precisione
e la sensibilita` dei risultati predetti rispetto a quelli target ed e` calcolata con
la seguente formula:
Fβ =
(1+β2)true positive
(1+β2)true positive+β2false negative+false positive
con β = 1. Anche questa misurazione ha valori compresi tra 0 ed 1, valori
vicini ad 1 indicano una maggior precisione ed una maggior sensibilita` del mo-
dello, rispetto a valori vicini a 0.
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La procedura di model selection viene eseguita attraverso il confronto dei va-
lori dell’accuratezza per ogni ESN creata, e` possibile altres`ı eseguire la model
selection attraverso la stima della F1 score o di un’altra misura scelta dal-
l’utente. In questo particolare caso, i valori di F1 score rispecchiano i valori
di accuratezza, l’ESN scelta dalla model selection, ha sia il maggior valore di
accuratezza rispetto a tutte le ESN create, sia il piu` grande valore di F1 score.
Alla fine della procedura di cross fold validation, che impiega circa quindici
minuti per essere portata a termine, viene scelta la migliore ESN fra tutte
quelle disponibili, viene allenata sulle sequenze contenute sia nel Training set
sia nel Validation set e viene testata sulle sequenze del Test set che preceden-
temente erano state accantonate. Durante la sperimentazione e` risultato che
l’ESN migliore fra le 81 create e` la numero 77, con un valore di accuratezza di:
Accuracy = 0.94999987
cioe` circa il 95% di campioni riconosciuti correttamente. L’ESN 77 ha un
ReservoirDimension di 150 unita`, ReadoutRegolarization di 0.001 e LeakyPa-
rameter di 0.2.
Nella tabella 5.6 sono mostrati sia i valori di accuratezza sia di F1 score otte-
nuti con tale ESN sulle sequenze contenute nel Test Set.
I valori medi per tutte le sequenze di test sia di accuratezza che di F1 score
sono:
Accuracy = 0.81
F1score = 0.83
che corrispondono in media a circa il 80% di campioni riconosciuti, con una
precisione ed una sensibilita` del 83%.
Come menzionato in 5.1, anche in questo caso l’Echo State Network trovata,
ha un numero di unita` di reservoir maggiore di 50, quindi non idoneo ad essere
ospitata su di un sensore. I moduli di apprendimento su PC (3.1) sono necessari
per un corretto funzionamento e per una maggiore precisione dei compiti che
dovranno essere svolti da RUBICON. Successivamente alla procedura di Cross
Fold validation, e` creato un modulo di apprendimento su PC, e la ESN ottenuta
viene caricata, attraverso il passaggio delle matrici WIN , Wˆ e WOUT .
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Sequenza nel Test Set Accuratezza F1 score
18 0.46 0.30
24 0.99 0.98
5 0.99 0.99
12 0.99 0.99
10 0.99 0.98
16 0.99 0.99
14 1.0 1.0
21 1.0 1.0
6 0.99 0.98
48 0.99 0.99
54 0.99 0.99
35 0.01 0.01
42 0.71 0.55
40 0.21 0.12
46 0.99 0.99
44 0.02 0.01
51 0.99 0.99
36 0.02 0.03
78 1.0 1.0
84 1.0 1.0
65 0.99 0.99
72 1.0 1.0
70 1.0 1.0
76 0.99 0.99
74 1.0 1.0
81 1.0 1.0
66 1.0 1.0
Tabella 5.6: Misure di Accuratezza ed F1 score per ogni sequenza contenuta
nel Test set
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Capitolo 6
Conclusioni e sviluppi futuri
Il lavoro di tesi ha incrementato le caratteristiche di robustezza e di flessibilita`
del sottosistema Learning Layer di RUBICON, realizzando il meccanismo di
recovery dei sensori utilizzati nell’ecologia (3.2), per evitare che un fallimento
inatteso di un dispositivo influenzi negativamente la performance dell’ecologia.
In caso di notifica di guasto di un sensore da parte del livello di comunicazione,
il meccanismo di recovery impiega circa 1 secondo di tempo per riconfigurare
la rete di learning, utilizzando un altro sensore al momento inattivo nella re-
te. E` stato inoltre realizzato un meccanismo per la creazione e l’esecuzione di
moduli di apprendimento su PC (3.1), per poter usufruire di reti neurali piu`
idonee ad eseguire compiti complessi come la localizzazione di un dispositivo
robotico in ambienti estesi (5.1) o la classificazione di eventi multipli (5.2).
Come mostrato nel capitolo 5, le sperimentazioni hanno portato alla creazione
ed alla validazione di un certo numero di ESN, con reservoir di dimensione
variabile. La procedura di Cross Fold Validation ha mostrato che le ESN con
dimensione del reservoir maggiore di 50 unita`, sono piu` idonee per eseguire
i compiti di localizzazione e classificazione multipla. Per poter sfruttare tali
ESN, che non possono essere caricate sui sensori distribuiti nell’ambiente, e`
quindi necessario sfruttare la potenza di calcolo e lo spazio di memorizzazione
di un PC. A tal fine, nel corso della tesi sono stati realizzati moduli di appren-
dimento per PC.
Oltre a cio`, durante la stesura di questa tesi e` stata eseguita una raccol-
ta dati presso L’IRCCS Fondazione Stella Maris (Istituto Scientifico per la
Neuropsichiatria dell’Infanzia e dell’Adolescenza), per eseguire in futuro una
estensiva validazione ed un’analisi delle prestazioni del sistema in un ambiente
reale.
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Il progetto RUBICON e` ancora in fase di sviluppo, con alcune funzionalita`
al momento non implementate e non ancora utilizzabile dagli utenti. Sviluppi
futuri prevedono il rafforzamento del sistema dal punto di vista della flessibi-
lita` e robustezza, come la realizzazione di un meccanismo di forward recovery
che utilizzi i sensori gia` in uso per sopperire la perdita di uno o piu` sensori
a seguito di un fallimento. A tal fine sara` necessario poter eseguire piu` task
contemporaneamente su uno stesso sensore.
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Appendice A
Tipi di dati contenuti nei
Dataset utilizzati
A.1 Localizzazione
I dati utilizzati nell’esperimento di localizzazione del Turtlebot in un corridoio
5.1 sono di due tipi: Dati raccolti dalla WSN e dati raccolti dal componente
SLAM del dispositivo robotico (amcl) (Catuogno [2013]). I dati amcl saranno
utilizzati come dati target durante la fase di apprendimento, mentre i dati
raccolti dalla rete di sensori saranno usati come input.
A.1.1 WSN
La rete WSN raccoglie i dati riguardanti la potenza del segnale scambiato fra le
varie ancore ed il mote presente sul TurtleBot (Barontini [2013]). Sono salvati
nella cartella Localization/WSN presente nel CD allegato. Ogni sottocartella,
(chiamata sample n) racchiude i dati dell’ ennesima prova effettuata. I dati
sono salvati all’interno di un file di testo con il nome relativo all’identificatore
del mote utilizzato per la raccolta (in questo caso mote1.txt). Il file presenta
al proprio interno i seguenti elementi:
• Informazioni riguardanti la raccolta effettuata:
– nome del task (turtle)
– identificatore del mote (1)
– frequenza di campionamento (250 ms)
– durata della raccolta (60 sec)
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– nome simbolico dei dati raccolti (rss1, rss2, rss3, rss4 rss5)
• dati raccolti con una frequenza pari a quella specificata, e memorizzati
usando la seguente sintassi.
– PEIS timestamp rss1 rss2 rss3 rss4 rss5
dove: PEIS timestamp e` la marcatura temporale di ogni record, ed rss1
. . . rss5 sono i valori dei segnali RSS scambiati fra le varie ancore ed il
mote posizionato sul TurtleBot.
A.1.2 amcl
Il Turtlebot raccoglie i dati riguardanti la propria posizione relativa alla propria
mappa memorizzata. I file sono posizionati nella cartella Localization/AMCL
presente nel CD. All’interno della cartella sono presenti i file salvati dal Tur-
tleBot durante il proprio tragitto lungo il corridoio. I file sono memorizzati in
formato testuale e prendono il nome di amcl n, dove n identifica l’enne−sima
raccolta dati e si presentano nel seguente modo:
• In ogni file sono presenti piu` slot di dati, ognuno relativo ad un particolare
numero di sequenza (individuato dal campo seq:) e relativo ad un preciso
istante di tempo, individuato e descritto dai campi secs: e nsecs: che
mostrano rispettivamente i secondi ed i millisecondi.
• Successivamente sono salvati i valori della posizione del TurtleBot relativi
alla propria mappa (position:), che includono i valori per x y e z.
• In seguito sono presenti i valori dell’orientamento del TurtleBot (orien-
tation:), che includo i valori per x, y, z, w.
• Infine sono presenti i valori della covarianza fra le misure memorizzate.
sono presenti 36 valori di covarianza fra le varie coppie di misurazioni
che descrivono la dipendenza che hanno le varie misurazioni fra loro.
A.2 Classificazione
Il dataset utilizzato per la classificazione di eventi e` stato raccolto da Filippo
Barontini (Barontini [2013]) durante lo svolgimento del proprio lavoro di tesi.
I dati presenti nel CD in allegato sono contenuti nella cartella Classification/
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divisi in 3 sottocartelle, ognuna di queste cartelle individua un singolo even-
to (Classification/cleaning, Classification/exercising e Classification/relaxing).
Queste cartelle includono al loro interno 30 raccolte dati divise per sottocartel-
le individuate dal nome sample n dove n identifica la raccolta dati. All’interno
di una di questa cartelle sono presenti 3 file mote1.txt, mote2.txt e mote3.txt.
In ognuno di questi file sono presenti i dati provenienti dai 3 sensori utilizzati
(2 sensori indossati dall’utente ed 1 sul tavolo). I file contengono i seguenti
elementi:
• Informazioni riguardanti la raccolta efettuata:
– nome del task (cleaning, exercising o relaxing)
– identificatore del mote (1, 2 o 3)
– frequenza di campionamento (250 ms)
– durata della raccolta (600 sec)
– nome simbolico dei dati raccolti (light temp accel x accel y humid
rssi1 rssi2 rssi3 rssi4 )
• dati raccolti con una frequenza pari a quella specificata, e memorizzati
usando la sequente sintassi:
– timestamp light temp accel x accel y humid rss1 rss2 rss3 rss4
dove: timestamp e` la marcatura temporale di ogni record a partire dal-
l’istante in cui inizia il software di raccolta dati. gli altri valori sono i
dati raccolti dai 3 sensori relativi a: intensita` della luce, temperatura,
accellerometro, umidita` e quattro valori RSS ricevuti da quattro ancore
posizionati ai lati della stanza in cui e` stata eseguita la raccolta dati.
I dati saranno utilizzati come input durante la fase di apprendimento e la crea-
zione di Echo State Networks. Come dati target saranno utilizzati identifica-
tori per individuare uno dei tre eventi: cleaning sara` descritta da: +1,−1,−1,
exercising da: −1,+1,−1 e relaxing da: −1,−1,+1.
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