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PSEUDO-GORENSTEIN AND LEVEL HIBI RINGS
VIVIANA ENE, JU¨RGEN HERZOG, TAKAYUKI HIBI AND SARA SAEEDI MADANI
Abstract. We introduce pseudo-Gorenstein rings and characterize those Hibi
rings attached to a finite distributive lattice L which are pseudo-Gorenstein. The
characterization is given in terms of the poset of join-irreducible elements of L. We
also present a necessary condition for Hibi rings to be level. Special attention is
given to planar and hyper-planar lattices. Finally the pseudo-Goresntein and level
property of Hibi rings and generalized Hibi rings is compared with each other.
Introduction
LetK be a field. Naturally attached to a finite distributive lattice L is aK-algebra
K[L] which nowadays is called the Hibi ring of L. This K-algebra was introduced
by the third author in 1987, see [11]. In that paper it is shown that K[L] is a normal
Cohen–Macaulay domain and that K[L] is Gorenstein if and only if the poset P of
join-irreducible elements of L is pure.
Let R be an arbitrary standard graded Cohen–MacaulayK-algebra with canonical
module ωR. Then R is Gorenstein if and only if ωR is a cyclic module, and hence
generated in a single degree. The condition on ωR may be weakened in different
ways. If one only requires that the generators of ωR are of the same degree, then
R is called a level ring, and if one requires that there is only one generator of least
degree, then we call R a pseudo-Gorenstein ring.
In this paper we intend to characterize the pseudo-Gorenstein and level Hibi rings
K[L] in terms of P . For that purpose we use the basic fact, observed in [11], that
a K-basis of K[L] can be described in terms of order reversing functions Pˆ → Z≥0,
and that a K-basis of the canonical module ωL of K[L] can be described in terms
of strictly order reversing functions Pˆ → Z≥0. Here Pˆ = P ∪ {−∞,∞} with
−∞ < x <∞ for all x ∈ P , see Section 2 for details. Since the property of K[L] to
be level, Gorenstein or pseudo-Gorenstein does not depend on the field K, we simply
say that L is level, Gorenstein or pseudo-Gorenstein if K[L] has this property.
In Section 1 we briefly list conditions which are equivalent to pseudo-Gorenstein
and describe the relation of this notion to that of level and Gorenstein. Since pseudo-
Gorenstein rings can be identified by the property that the leading coefficient of the
numerator polynomial of the Hilbert series is equal to 1, pseudo-Gorenstein rings
are much easier accessible than level rings. Theorem 2.1 gives a full characterization
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of Hibi rings which are pseudo-Gorenstein. Indeed, it is shown that L is pseudo-
Gorenstein if and only if depth(x) + height(x) = rank Pˆ for all x ∈ P . This is
equivalent to say, that for any given x ∈ P there exists a chain of maximal length in
Pˆ passing through x. It may be of interest to notice that this property of the chains
in P has its analogue in the fact that in an affine domain dimR = dimR/p+height p
for all p ∈ SpecR.
Though Theorem 2.1 characterizes Hibi rings which are pseudo-Gorenstein, it may
nevertheless be difficult to apply this characterization efficiently, even for planar
lattices. In Section 3 we introduce hyper-planar lattices which represent a natural
extension of planar lattices to higher dimensions. They are defined by the property
that their poset P of join-irreducible elements admits a canonical chain decomposi-
tion, that is, a decomposition into pairwise disjoint maximal chains. In general such
a decomposition is not unique. For hyper-planer lattices we introduce a regularity
condition with the effect that the height of an element in P is the same as the height
of the element in the chain to which it belongs. Apart from a few exceptions we keep
this regularity hypothesis on hyper-planar lattices throughout the rest of the paper.
In Theorem 3.3 it is shown that a regular hyper-planar lattice is pseudo-Gorenstein
if and only if all chains in a canonical chain decomposition of P have the same
length. For simple planar lattices it is shown in Theorem 3.5 that the regularity
condition is in fact indispensable. Indeed, it is proved that a simple planar lattice
is pseudo-Gorenstein if and only if it is regular and the (two) chains in a canonical
chain decomposition of P have the same length. Unfortunately this result cannot
be extended to hyper-planar lattices as we show by an example.
The study of level Hibi rings is more difficult. There is a very nice sufficient
condition on P that guarantees that L is level. In [12, Theorem 3.3] Miyazaki showed
that L is level if for all x ∈ P all chains in Pˆ ascending from x have the same length,
and he showed by an example that this condition is not necessary. Let P ∨ be the dual
poset of P , i.e., the poset on the same set as P but with all order relation reversed,
and let L∨ be the distributive lattice whose poset of join-irreducible elements is P ∨.
Then it is easily seen that L is level if and only if L∨ is level. Therefore it follows
from Miyazaki’s theorem (as remarked by him in his paper), that L is also level if
for all x ∈ P , all chains in Pˆ descending from x have the same length. Thus we
call a finite poset P a Miyazaki poset if for all x ∈ P all chains in Pˆ ascending
from x have the same length or all chains in Pˆ descending from x have the same
length. Unfortunately L may be level, though P is not a Miyazaki poset, and this
may happen even for regular planar lattices. On the other hand, in Theorem 4.1 it
is shown that if L is an arbitrary finite distributive lattice which is level, then for
all x, y ∈ P with x⋗ y we must have that height(x) + depth(y) ≤ rank Pˆ + 1. Here
we use the notation “x ⋗ y” to express that x covers y, that is, x > y and for any
z ∈ P either z > x or z < y. At present we do not know whether these inequalities
for all covering pairs in P actually characterize the levelness of L. On other hand,
it is shown in Theorem 4.3 that a regular planar lattice L is level if and only if
these inequalities hold for all covering pairs in P . We apply this result to give in
Theorem 4.6 an explicit description of those distributive lattices L whose poset P
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of join-irreducible elements has a special shape which we call a butterfly. In this
particular case it turns out that L is level if and only if the initial ideal in(IL) defines
a level ring where IL is the defining ideal of the Hibi ring K[L]. One may wonder
whether the regularity condition in Theorem 3.5 is really needed. In the case of a
planar lattice with only one inside corner the regularity hypothesis may indeed be
dropped, as shown in Theorem 4.8.
In the last section of this paper we study the pseudo-Gorenstein and level property
of generalized Hibi rings. For a fixed field K, a poset P and any integer r one
defines the so-called generalized Hibi ring Rr(P ) which is naturally attached to r-
multichains of poset ideals in P , see [5]. For r = 2 one obtains the ordinary Hibi
rings. In Theorem 5.1 it is shown that R2(P ) is pseudo-Gorenstein if and only if
Rr(P ) is pseudo-Gorenstein for some r ≥ 2, and that R2(P ) is level if Rr(P ) is level
for some r ≥ 2.
1. Pseudo-Gorenstein rings
Let K be a field and R a Cohen-Macaulay standard graded K-algebra of di-
mension d with canonical module ωR. We choose a presentation R ∼= S/I where
S = K[x1, . . . , xn] is a polynomial ring and I ⊂ m
2 with m = (x1, . . . , xn). Further-
more, let F be the graded minimal free resolution of S/I. It is a simple exercise to
see that the following conditions are equivalent:
(i) Let a = min{i : (ωR)i 6= 0}. Then dimK(ωR)a = 1;
(ii) Let y1, . . . , yd be a maximal regular sequence of linear forms in R and set R¯ =
R/(y1, . . . , yd)R. Furthermore, let b = max{i : R¯i 6= 0}. Then dimK R¯b = 1.
(iii) Let HR(t) = P (t)/(1 − t)
d be the Hilbert series of R. Then the leading
coefficient of P (t) is equal to 1.
(iv) The highest shift c in the resolution F appears in Fn−d and
βn−d,c(S/I) = 1.
We call R pseudo-Gorenstein if one (or all) of the above equivalent conditions
hold. The ring R is called level if ωR is generated in a single degree. It is clear from
(i) that a pseudo-Gorenstein ring is level if and only if it is Gorenstein.
Let < be a monomial order and assume that S/ in<(I) is Cohen-Macaulay. It
follows from (iv) that S/ in<(I) is pseudo-Gorenstein if and only if S/I is pseudo-
Gorenstein. In particular, if I ⊂ S is a toric ideal such that S/I is Gorenstein and
in<(I) is a squarefree monomial ideal, then S/ in<(I) is pseudo-Gorenstein. Here we
use that S/ in<(I) is Cohen–Macaulay, if I is a toric ideal and in<(I) is squarefree,
see [13, Corollary 6.6.18].
2. The canonical module of a Hibi ring
Let (L,∧,∨) be a finite distributive lattice. An element α ∈ L is called join-
irreducible if α 6= minL and whenever α = β ∨ γ, then α = β or α = γ. Let P be
the subposet of join-irreducible elements of L. By a well-known theorem of Birkhoff
[1], one has that L ∼= I(P ), where I(P ) is the lattice of poset ideals of P with the
partial order given by inclusion and with union and intersection as join and meet
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operation. Poset ideals of P are subsets α of P with the property that if x ∈ α and
y ≤ x, then y ∈ α. In particular, ∅ is a poset ideal of P .
Given a field K. The Hibi ring of L over K is the K-algebra K[L] generated by
the elements α ∈ L and with the defining relations αβ− (α∧ β)(α∨ β). Identifying
L with I(P ), it is shown in [11] that K[L] is isomorphic to the toric ring generated
over K by the elements uα with α ∈ L, where uα is the monomial s
∏
x∈α tx in the
polynomial ring K[s, tx : x ∈ P ].
Let Pˆ be the poset P ∪ {∞,−∞} with −∞ < x < ∞ for all x ∈ P . A map
v : Pˆ → Z≥0 is called order reversing if v(x) ≤ v(y) for all x, y ∈ Pˆ with x ≥ y, and
v is a called strictly order reversing if v(x) < v(y) for all x, y ∈ Pˆ with x > y.
We denote by S(Pˆ ) the set of all order reversing functions v on Pˆ with v(∞) = 0,
and by T (Pˆ ) the set of all strictly order reversing functions v on Pˆ with v(∞) = 0.
It is shown in [11] that the toric ring K[L] has a K-basis consisting of the mono-
mials
sv(−∞)
∏
x∈P
tv(x)x , v ∈ S(Pˆ ),(1)
and that the monomials
sv(−∞)
∏
x∈P
tv(x)x , v ∈ T (Pˆ )(2)
form a K-basis of the canonical ideal ωL ⊂ K[L]. The (finite) set of elements
v ∈ T (Pˆ ) which correspond to a minimal set of generators of ωL will be denoted by
T0(Pˆ ).
It follows from this description of ωL that the property of K[L] to be pseudo-
Gorenstein, Gorenstein or level does not depend on K. Thus we call L itself pseudo-
Gorenstein, Gorenstein or level if K[L] has this property
Note that K[L] is standard graded with deg sv(−∞)
∏
x∈P t
v(x)
x = v(−∞) for each
of the monomials in (1).
Before proceeding we recall some basic concepts and notation regarding finite
posets. Let Q be an arbitrary poset. A nonempty subposet C of P which is totally
ordered is called a chain in P . The length of C is defined to be |C|−1, and denoted
ℓ(C). The rank of Q, denoted rankQ, is defined to be the maximal length of a chain
in Q. Let x ∈ Q. Then heightQ(x) (resp. depthQ(x)) is defined to be the maximal
length of a chain descending (resp. ascending) from x in Q. In the case that Q = Pˆ
for some poset P , we omit the lower index and simply write height(x) and depth(x).
Let x, y ∈ P . It is said that x covers y, denoted x ⋗ y, if x > y and there exists
no z ∈ P such that x > z > y.
Let as before L be a finite distributive lattice. Then L is called simple if there
exist no elements α, β ∈ L with the property α ⋗ β and such that for each γ ∈ L
with γ 6= α, β, we have γ > α or γ < β. Let P be the poset of join-irreducible
elements of L. Then L is simple if and only if there exists no element x ∈ P which
is comparable with all elements in P .
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It is observed in [6] that min{v(−∞) : v ∈ T (Pˆ )} = rank Pˆ . Thus it follows
that L is pseudo-Gorenstein if and only if there exists precisely one v ∈ T (Pˆ ) with
v(−∞) = rank Pˆ , and that L is level if and only if for any v ∈ T (Pˆ ) there exists
v′ ∈ T (Pˆ ) with v′(−∞) = rank Pˆ and such that v − v′ ∈ S(Pˆ ).
In the following result we characterize pseudo-Gorenstein distributive lattices in
terms of their poset of join-irreducible elements.
Theorem 2.1. The distributive lattice L is pseudo-Gorenstein if and only if
depth(x) + height(x) = rank Pˆ for all x ∈ P.
Proof. Suppose first that depth(x) + height(x) = rank Pˆ for all x ∈ P . This implies
that for any x ∈ Pˆ there exists a chain C of length equal to rank Pˆ with x ∈
C. Now let v be any strictly order reversing function on Pˆ with v(∞) = 0 and
v(−∞) = rank Pˆ . Then for any y ∈ C we must have v(y) = depth(y). In particular,
v(x) = depth(x). This shows that v is uniquely determined, and proves that L is
pseudo-Gorenstein.
Conversely, suppose that L is pseudo-Gorenstein. For all x ∈ Pˆ we set v(x) =
depth(x) and v′(x) = rank Pˆ − height(x). Then both, v and v′, are strictly or-
der reversing functions on Pˆ with v(∞) = v′(∞) = 0 and v(−∞) = v′(−∞) =
rank Pˆ . Since L is pseudo-Gorenstein we have v = v′. This implies that depth(x) +
height(x) = rank Pˆ for all x ∈ P . 
3. Hyper-planar lattices
Let L be a finite distributive lattice and P its poset of join-irreducible elements.
We call L a hyper-planar lattice, if P as a set is the disjoint union of chains C1, . . . , Cd,
where each Ci is a maximal chain in P . We call such a chain decomposition canonical.
Of course in general an element x ∈ Ci may be comparable with an element y ∈ Cj
for some j 6= i. If this is the case and if x⋗y, then we call the chain x⋗y (of length
one) a diagonal of P (with respect to the given canonical chain decomposition). For
example, the poset depicted in Figure 5 has two diagonals. If d = 2, we recover the
simple planar lattices.
A canonical chain decomposition of the poset P of join-irreducible elements for
a hyper-planar lattice L is in general not uniquely determined. However we claim
that if C1 ∪C2 ∪ · · · ∪Cs and D1 ∪D2 ∪ · · · ∪Dt are canonical chain decompositions
of P , then s = t.
Indeed, let max(Q) denote the set of maximal elements of a finite poset Q. Then
max(P ) = max(C1) ∪max(C2) ∪ · · · ∪max(Cs)(3)
= max(D1) ∪max(D2) ∪ · · · ∪max(Dt).
Let max(Ci) = {xi} for i = 1, . . . , s and max(Di) = {yi} for i = 1, . . . , t. Then the
elements xi as well as the elements yi are pairwise distinct, and it follows from (3)
that
{x1, x2, . . . , xs} = {y1, y2, . . . , yt},
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Hence we see that s = t.
One would even expect that the
{ℓ(C1), ℓ(C2), . . . , ℓ(Cs)} = {ℓ(D1), ℓ(D2), . . . , ℓ(Dt)},(4)
as multisets. This however is not the case. For the poset P displayed in Figure 1
we have the following two canonical chain decompositions
C1 = a < b < c < d < e < f, C2 = g < h < i < j < k < l,
and
D1 = a < b < i < e < f, D2 = g < h < c < d < j < k < l.
Thus we see that ℓ(C1) = ℓ(C2) = 5, while ℓ(D1) = 4 and ℓ(D2) = 6.
Also, note that the chain i ⋗ b is a diagonal of P , depicted in Figure 1, with
respect to the canonical chain decomposition C1 ∪ C2, but not is not a diagonal of
P with respect to the canonical chain decomposition D1 ∪D2.
•
•
•
•
•
•
•
•
•
•
•
•
a
b
c
d
e
f
g
h
i
j
k
l
Figure 1.
In order to guarantee that equality (4) is satisfied we have to add an extra con-
dition on the hyper-planar lattice: let L be a hyper-planar lattice whose poset of
join-irreducible elements is P . In what follows this will be our standard assumption
and notation.
We say that L is a regular hyper-planar lattice, if for any canonical chain decom-
position C1 ∪C2 ∪ . . .∪Cd of P , and for all x < y with x ∈ Ci and y ∈ Cj it follows
that heightCi(x) < heightCj (y).
Lemma 3.1. Let L be a regular hyper-planar lattice and C1 ∪ . . . ∪ Cd be a canon-
ical chain decomposition of P . Then for all i and x ∈ Ci we have heightCi(x) =
heightP (x).
Proof. We proceed by induction on heightP (x). If heightP (x) = 0, then there is
nothing to show. Now assume that heightP (x) > 0 and let y ∈ P covered by x with
heightP (y) = heightP (x) − 1. Say, y ∈ Cj . Since heightP (y) = heightP (x) − 1 we
may apply our induction hypothesis and obtain
heightP (x)− 1 = heightP (y) = heightCj (y) < heightCi(x) ≤ heightP (x).
This yields the desired conclusion. 
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Corollary 3.2. Let L be a regular hyper-planar lattice, and assume that besides of
C1 ∪ . . .∪Cd there is still another canonical chain decomposition D1 ∪D2 ∪ · · · ∪Dd
of P . Then
(a) {ℓ(C1), ℓ(C2), . . . , ℓ(Cd)} = {ℓ(D1), ℓ(D2), . . . , ℓ(Dd)}, as multisets.
(b) rankP = max{ℓ(C1), . . . , ℓ(Cd)}.
(c) height(x)+depth(x) = rank Pˆ for all Ci with ℓ(Ci) = rankP and all x ∈ Ci.
Proof. Let max(Ci) = {xi} and max(Di) = {yi} for i = 1, . . . , t. We have seen in
the discussion before Lemma 3.1 that
{x1, x2, . . . , xd} = {y1, y2, . . . , yd},
Therefore,
{heightP (x1), heightP (x2), . . . , heightP (xd)} = {heightP (y1), heightP (y2), . . . , heightP (yd)},
as multi-sets. By Lemma 3.1, heightP (xi) = ℓ(Ci) and heightP (yi) = ℓ(Di). This to-
gether with the observation that rankP = max{heightP (x1), heightP (x2), . . . , heightP (xd)}
proves (a) and (b).
In order to prove (c) we observe that
rank Pˆ = ℓ(Cˆi) = heightCˆi(x) + depthCˆi(x)
≤ height(x) + depth(x) ≤ rank Pˆ .

Now we are able to characterize the regular hyper-planar lattices which are pseudo-
Gorenstein.
Theorem 3.3. Let L be a regular hyper-planar lattice and C1∪. . .∪Cd be a canonical
chain decomposition of P . Then L is pseudo-Gorenstein if and only if all Ci have
the same length.
Proof. Suppose all Ci have the same length. Then Corollary 3.2 implies that ℓ(Ci) =
rank Pˆ for all i. Let x ∈ P . Then x ∈ Ci for some i, and hence height(x)+depth(x) =
rank Pˆ , by Corollary 3.2. Therefore, by Theorem 2.1, L is pseudo-Gorenstein.
Conversely, suppose that not all Ci have the same length. Then Corollary 3.2
implies that there exists one Ci with ℓ(Ci) < rankP . As in the proof of The-
orem 2.1 we consider the strictly order reversing function v(x) = depth(x) and
v′(x) = rank Pˆ − height(x). Let x = max(Ci). Then v(x) = 1 and, since L is
regular, v′(x) = rank Pˆ − (ℓ(Ci) + 1) > rank Pˆ − rankP − 1 = 1. This shows that
L is not pseudo-Gorenstein. 
In [12] Miyazaki showed that L is level, if for all x ∈ P all maximal chains
ascending from p have the same length, or all maximal chains descending from x
have the same length. We call a poset P with this property a Miyazaki poset.
Corollary 3.4. Let L be a regular hyper-planar lattice and let C1 ∪C2 ∪ · · · ∪Cd be
a canonical chain decomposition of P . We assume that all Ci have the same length.
Then the following conditions are equivalent:
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(a) L is Gorenstein;
(b) L is level;
(c) P is a Miyazaki poset.
Proof. By Theorem 3.3, L is pseudo-Gorenstein. Thus (a) and (b) are equivalent,
as noticed in Section 1. The implication (c) ⇒ (b) follows by Miyazaki [12], and
(a)⇒ (c) follows by Hibi’s theorem [11] which says that L is Gorenstein if and only
if P is pure. 
For simple planar lattices Theorem 3.3 can be improved as follows.
Theorem 3.5. Let L be a simple planar lattice, and let C1∪C2 be a canonical chain
decomposition of P . Then the following conditions are equivalent:
(a) L is pseudo-Gorenstein;
(b) L is regular and the chains C1 and C2 have the same length.
Proof. It suffices to prove (a) ⇒ (b) because the implication (b) ⇒ (a) is a special
case of Theorem 3.3. Now for the proof of the implication (a) ⇒ (b) we use the
characterization of pseudo-Gorenstein lattices via the Hilbert series ofK[L], as given
in (iii), Section 1. Namely, if HK[L](t) = P (t)/(1− t)
d with d = dimK[L], then L is
pseudo-Gorenstein if and only if the leading coefficient of P (t) is one. Note that L
may be identified with a two-sided ladder inside an m× n rectangle with n ≤ m as
shown in Figure 2. Now according to [7] the leading coefficient of P (t) is the number
(0, 0)
L
(m,n)
Figure 2.
of maximal cyclic sublattices of L. Thus L is pseudo-Gorenstein if and only if L
admits precisely one maximal cyclic sublattice. By a cyclic sublattice of L, we mean
a sublattice inside the two-sided ladder in Figure 2 consisting of a chain of squares
and edges as in the example shown in Figure 3. We call the cyclic sublattice maximal
if it has the maximal number of squares among all cyclic sublattices contained in L.
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Figure 3.
In the first step of our proof we show by induction on n+m that if L is pseudo-
Gorenstein, then m = n and the lower inside corners of L are below the diagonal
connecting (0, 0) with (n, n), while the upper inside corners are above this diagonal.
In other words, if (i, j) is a lower inside corner of L, then i ≥ j, while for an upper
inside corner (i, j) we have i ≤ j. If this is the case, then we say that the inside
corners do not cross the diagonal.
If m+n = 2, then there is nothing to prove. Let L′ be the maximal sublattice of L
(again viewed as a ladder) with the bottom and top elements (0, 0) and (m−1, n−1),
respectively. Now, we consider two cases. Suppose first that the integral points
of the square [(m − 2, n − 2), (m − 1, n − 1)] belong to L′. In this case, L′ is
simple since L is simple. We claim that L′ is pseudo-Gorenstein. Indeed, suppose
this is not the case. Then L′ has at least two different maximal cyclic sublattices.
Then because L is simple, the square [(m − 1, n − 1), (m,n)] is a subset of L.
Therefore, each of these maximal sublattices may be extended in L with the square
[(m− 1, n− 1), (m,n)], contradicting our assumption that L is pseudo-Gorenstein.
Thus, the induction hypothesis implies that m−1 = n−1, so that m = n. Also, the
induction hypothesis implies that the inside corners of L′ do not cross the diagonal,
and hence this is also the case for L. Now, suppose that L′ does not contain the
square [(m−2, n−2), (m−1, n−1)]. Then we may assume that for some j < n−1
the ladder L contains the squares [(m−1, k), (m, k+1)] for all k with j ≤ k ≤ n−1,
but does not contain the squares [(i, k), (i+1, k)] for all i and j with 1 ≤ i ≤ m− 2
and j ≤ k ≤ n − 1. Then K[L′] has the same h-vector as K[L′′] where L′′ is a
sublattice of L which viewed as a ladder is contained in [(0, 0), (m−1, j)]. Note that
j 6= m − 1, because j < n − 1 ≤ m. Therefore, since L′′ is simple, our induction
hypothesis implies that L′′ is not pseudo-Gorenstein. Hence there exist at least
two maximal cyclic sublattices in L′′, and each of these cyclic sublattices may be
extended to maximal cyclic sublattices in L, which contradicts the fact that L is
pseudo-Gorenstein. Thus this second case is not possible.
9
Now we are ready to prove (b): Let C1 = x1 < x2 < · · · < xm and C2 = y1 <
y2 < · · · < yn. Then L viewed as a two-sided ladder contains the points (0, 0)
(corresponding to the poset ideal ∅ of L), and (m,n) (corresponding to the poset
ideal L). Since L is pseudo-Gorenstein, it follows that m = n, as we have seen
before. Being regular is equivalent to the condition that the inside corners of a
ladder L do not cross the diagonal connecting (0, 0) and (n, n). In fact, the join-
irreducible elements of L establishing the chain C2 can be identified with the vertices
of the ladder (as displayed in Figure 2) which are located on the vertical border
lines of the upper border and are different from the inside corners and different
from (0, 0), while the join-irreducible elements of L forming the chain C1 can be
identified with the vertices of the ladder which are located on the horizontal border
lines of the lower border of L and are different from the inside corners and different
from (0, 0). After this identification let x = (i, j) ∈ C2 be and y = (k, l) ∈ C1,
Then heightC2(x) = j and heightC1(y) = k. Assume now that x > y. Then this
implies that i ≥ k. Since the inside corners of L do not cross the diagonal we have
j > i, and thus heightC2(x) = j > i ≥ k = heightC1(y). Similarly, one shows that
heightC2(x) < heightC1(y), if x < y. This completes the proof. 
Theorem 3.5 is not valid if the hyper-planar lattice is not planar, as the example
displayed in Figure 4 demonstrates. Indeed, the lattice L corresponding to P is
pseudo-Gorenstein, but in this example we only have one canonical chain decompo-
sition, and the chains of this decomposition have different lengths. Moreover, L is
not regular.
•
•
•
•
•
•
•
•
Figure 4.
We also would like to remark that in Theorem 3.5(b) the condition “regular” is
required. Indeed the poset shown in Figure 5 is the poset of join-irreducible elements
of a non-regular simple planar lattice L for which L is not pseudo-Gorenstein.
4. Level distributive lattices
Throughout this section L will be a finite distributive lattice and P its poset of
join-irreducible elements. In the previous section we recalled the fact that L is level
if P is a Miyazaki poset. In his paper [12] Miyazaki mentioned the fact that his
condition on P is only a sufficient condition. One may ask whether for hyper-planar
lattices a stronger result is possible.
We begin with a necessary condition for levelness which is valid for any distributive
lattice.
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Figure 5.
Theorem 4.1. Suppose L is level. Then
height(x) + depth(y) ≤ rank Pˆ + 1(5)
for all x, y ∈ P with x⋗ y.
Proof. Let x, y ∈ P such that x covers y and suppose that height(x) + depth(y) >
rank Pˆ + 1. We have to show that L is not level.
Our assumption implies that
height(x) + depth(y) > rank Pˆ + 1 ≥ height(x) + depth(x) + 1,
and hence
depth(y) > depth(x) + 1.
We show that there exists w ∈ T0(Pˆ ) with w(−∞) > rank Pˆ . This then proves that
L is not level.
Let depth(y)− depth(x)− 1 = α. Then α > 0. We define v : Pˆ → Z≥0 as follows:
v(z) =
{
depth(z) + α, if x ≥ z, z 6= y,
depth(z), otherwise.
Then v ∈ T (Pˆ ). If v ∈ T0(Pˆ ), then we are done, since
v(−∞) = depth(−∞) + α = rank Pˆ + α ≥ rank Pˆ + 1.
The last inequality follows from the fact that α > 0.
On the other hand, if v 6∈ T0(Pˆ ), then there exists w ∈ T0(Pˆ ) with v−w ∈ S(Pˆ ).
It follows that
0 ≤ v(x)− w(x) ≤ v(y)− w(y) = depth(y)− w(y) ≤ 0.
Hence
w(x) = v(x) = depth(x) + α = depth(x) + depth(y)− depth(x)− 1 = depth(y)− 1.
Let
x = z0 > z1 > · · · > zk = −∞
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be a chain whose length is height(x). Then
w(x) < w(z1) < · · · < w(zk) = w(−∞),
which implies that
w(−∞) ≥ w(x) + height(x) = (depth(y)− 1) + height(x) > rank Pˆ .

In his paper [12] Miyazaki remarked that for all z ∈ P all chains ascending
from z have the same length if and only if for all x, y ∈ P with x ⋗ y, we have
depth(y) = depth(x) + 1. Therefore, P is a Miyazaki poset if and only if
depth(y) = depth(x) + 1 for all x, y ∈ P with x⋗ y,
or
height(x) = height(y) + 1 for all x, y ∈ P with x⋗ y.
In either case L is level.
Corollary 4.2. Suppose L is pseudo-Gorenstein and P satisfies the inequality (5)
for all x, y ∈ P with x ⋗ y. Then depth(y) = depth(x) + 1 and height(x) =
height(y) + 1 for all x, y ∈ P with x ⋗ y. In particular, L is level and hence
Gorenstein.
Proof. For all x, y ∈ P with x⋗ y, we have height(x) + depth(x) = rank Pˆ , since L
is pseudo-Gorenstein. Thus, by the inequality (5), we have height(x) + depth(y) ≤
height(x) + depth(x) + 1, and hence depth(y) ≤ depth(x) + 1. On the other hand,
clearly, we have depth(y) ≥ depth(x) + 1, which implies the first desired formula.
The formula regarding height is similarly obtained. Therefore, L is level, because P
is a Miyazaki poset. 
As mentioned before, if P is not a Miyazaki poset, then L may nevertheless be
level, and this may happen even if L is a regular simple planar lattices. Figure 6
shows a poset which is not a Miyazaki poset. However its ideal lattice is a regular
simple planar lattice and is level.
•
•
•
•
•
Figure 6.
The following result shows that for regular planar lattices the necessary condition
for levelness formulated in Theorem 4.1 is also sufficient.
Theorem 4.3. Let L be a regular planar lattice. Then the following conditions are
equivalent:
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(a) L is level;
(b) height(x) + depth(y) ≤ rank Pˆ + 1 for all x, y ∈ P with x⋗ y;
(c) for all x, y ∈ P with x ⋗ y, either depth(y) = depth(x) + 1 or height(x) =
height(y) + 1.
Remark 4.4. (i) Observe that a Miyazaki poset satisfies condition (c). On the
other hand, Figure 6 shows a poset satisfying condition (c) which is not Miyazaki.
(ii) Let C1 ∪ C2 be a canonical chain decomposition of P . The inequality in
(b) and the equations in (c) are always satisfied for those x ⋗ y for which x and
y belong to the same chain in the decomposition. Hence it suffices to check the
inequality in (b) and equations in (c) only for diagonals. Indeed, this fact follows
directly from Lemma 3.1. For instance, if x covers y and both belong to the same
chain, then, by Lemma 3.1, height(x) = height(y)+1. Thus height(x)+depth(y) =
height(y) + 1 + depth(y) ≤ rank Pˆ + 1. For (c) we only need to observe that the
condition height(x) = height(y) + 1 for any x that covers y in the same chain, is
always fulfilled, again by Lemma 3.1.
Before proving Theorem 4.3 we will need the following result.
Lemma 4.5. Let L be a regular planar lattice. Let C1 ∪ C2 be a canonical chain
decomposition of P , and assume that ℓ(C1) = rankP (cf. Corollary 3.2). Suppose
that P satisfies condition (b) of Theorem 4.3. Then for every v ∈ T0(Pˆ ) we have
v(max(C1)) = 1.
Proof. Assume that v(max(C1)) > 1. Then v(z) ≥ depth(z) + 1 for all z ∈ C1.
Let
v′(x) =
{
v(x)− 1, if v(x) ≥ depth(x) + 1 (I),
v(x), if v(x) = depth(x) (II),
for all x ∈ Pˆ .
We show that v′ ∈ T (Pˆ ) and v − v′ ∈ S(Pˆ ). Since v′ 6= v, this will then show
that v 6∈ T0(Pˆ ), a contradiction. Indeed, to see that v
′ ∈ T (Pˆ ) we have to show that
v′(x) < v′(y) for all x ⋗ y. If both x and y satisfy (I) or (II), then the assertion is
trivial. If x satisfies (I) and y satisfies (II), then v′(x) = v(x)−1 < v(y) = v′(y), and
if x satisfies (II) and y satisfies (I), then v(x) = depth(x) ≤ depth(y)−1 ≤ v(y)−2.
Hence v(x) < v(y)− 1, and this implies that v′(x) < v′(y).
It remains to be shown that v − v′ ∈ S(Pˆ ) which amounts to prove that v(x) −
v′(x) ≤ v(y) − v′(y) for all x ⋗ y. For this we only need to show that we cannot
have v′(x) = v(x) − 1 and v(y) = v′(y), or, equivalently, that v(x) ≥ depth(x) + 1
and v(y) = depth(y) is impossible.
Assume to the contrary that there exist x ⋗ y with v(x) ≥ depth(x) + 1 and
v(y) = depth(y) . Then y 6∈ C1 since v(z) ≥ depth(z) + 1 for all z ∈ C1. Thus, we
may either have x ∈ C1 and y ∈ C2, or x, y ∈ C2.
In the first case, since height(x) + depth(y) ≤ rank Pˆ + 1 by assumption, and
since rank Pˆ = height(x) + depth(x) due to the regularity of L (see Corollary 3.2),
we get depth(y) ≤ depth(x) + 1, and hence depth(y) = depth(x) + 1. Therefore,
depth(y) = depth(x) + 1 ≤ v(x) < v(y), a contradiction.
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Finally, let x, y ∈ C2. Since v(x) < v(y), it follows that depth(y) > depth(x) + 1.
Therefore, the longest chain from y to ∞ cannot pass through x. This implies
that there exists z ∈ C1 with z ⋗ y. As in the first case we then deduce that
v(y) > depth(y). So we get again a contradiction. 
Proof of Theorem 4.3. (a)⇒ (b) follows from Theorem 4.1.
(b)⇒ (c): Let C1 ∪C2 be a canonical chain decomposition of P with |C1| ≥ |C2|.
If x, y ∈ C1 or x, y ∈ C2, then by Lemma 3.1, it follows that height(x) =
height(y) + 1.
Next suppose that x ∈ C1. Since L is regular, we may apply Corollary 3.2 and
conclude that height(x) + depth(x) = rank Pˆ . Thus, by (b), we get depth(y) ≤
depth(x) + 1. On the other hand, it is clear that depth(y) ≥ depth(x) + 1. So
that depth(y) = depth(x) + 1. Finally, if y ∈ C1, then by Corollary 3.2 we have
height(y)+depth(y) = rank Pˆ . As in the previous case, we conclude that height(x) =
height(y) + 1.
(c) ⇒ (b): If depth(y) = depth(x) + 1, then height(x) + depth(y) = height(x) +
depth(x) + 1 ≤ rank Pˆ + 1, and if height(x) = height(y) + 1, then height(x) +
depth(y) = height(y) + depth(y) + 1 ≤ rank Pˆ + 1.
(b) ⇒ (a): As in Lemma 4.5 we let C1 ∪ C2 be a canonical chain decomposition
of P , and may assume that ℓ(C1) = rankP ≥ ℓ(C2). Let v ∈ T0(Pˆ ). We will show
that there exists v′ ∈ T (Pˆ ) with v′(−∞) = rank Pˆ and such that v − v′ ∈ S(Pˆ ).
Since v is a minimal generator it follows that v = v′, and we are done.
In order to construct v′ we consider the subposet Q of P which is obtained from
P by removing the maximal elements max(C1) and max(C2). We define on Qˆ the
strictly order reversing function u by u(∞) = 0, and u(z) = v(z) − 1 for all other
z ∈ Qˆ. We notice that the ideal lattice of Q is again a regular planar lattice
satisfying (b). Indeed, assume that there exist x ⋗ y with x, y ∈ Q such that
heightQˆ(x) + depthQˆ(y) > rank Qˆ + 1 = rank Pˆ . Since heightQˆ(x) = height(x) and
depth(y) = depthQˆ(y) + 1, it follows that
height(x) + depth(y) = heightQˆ(x) + depthQˆ(y) + 1 > rank Pˆ + 1,
a contradiction.
Therefore, by induction on the rank we may assume that the ideal lattice of Q is
level. Hence there exists w ∈ T (Qˆ) with w(−∞) = rank Qˆ = rank Pˆ − 1 and such
that u − w ∈ S(Qˆ). Set v′(z) = 1 + w(z) for all z ∈ A = Q ∪ {−∞}. Then v′ is a
strictly order reversing function on A with v′(−∞) = rank Pˆ and such that v − v′
is order reversing on A. It remains to define v′(Ci) for i = 1, 2 in a way such that
v′ ∈ T (Pˆ ) and v−v′ ∈ S(Pˆ ). We have to set v′(max(C1)) = 1 since v(max(C1)) = 1,
and of course v′(∞) = 0. Let x = max(C2) and let z ∈ C2 be the unique element
with x⋗z. We set v′(x) = v(x)−u(z)+w(z) = v(x)−v(z)+1+w(z), and claim that
this v′ has the desired properties. Indeed, v′(x) = v(x)− (v(z) − 1− w(z)) ≤ v(x)
and v′(x) < 1 + w(z) = v′(z), since v(x) < v(z). If z is the only element covered
by x, we are done. Otherwise, there exists y ∈ C1 with x ⋗ y and it remains to
be shown that v′(y) > v′(x) = v(x) − v(z) + 1 + w(z). Suppose we know that
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depthQˆ(y) ≥ w(z), then
v′(y) = w(y) + 1 ≥ depthQˆ(y) + 1 > w(z) ≥ v
′(x),
as desired, since v(x)−v(z)+1 ≤ 0. Thus in order to complete the proof we have to
show that depthQˆ(y) ≥ w(z). Since the ideal lattice of Qˆ is regular, this is equivalent
to showing that
w(z) ≤ rank Qˆ− heightQˆ(y).(6)
The assumption (b) and Corollary 3.2(c) imply that
height(x) + depth(y) ≤ rank Pˆ + 1 = height(y) + depth(y) + 1,
so that height(x) ≤ height(y) + 1. This yields
height(x) = height(y) + 1(7)
since height(x) ≥ height(y) + 1 is always valid.
On the other hand, since L is regular, Lemma 3.1 implies that heightP (x) =
heightC2(x) = heightC2(z) + 1 = heightP (z) + 1. This implies that height(x) =
height(z) + 1. So together with (7) we then conclude that height(y) = height(z).
Since heightQˆ(y) = height(y) and height(z) = heightQˆ(z), inequality (6) becomes
w(z) ≤ rank Qˆ − heightQˆ(z), and since w(−∞) = rank Qˆ, this inequality indeed
holds. This completes the proof of the theorem. 
In the following theorem we discuss an example of a poset for which the conditions
of Theorem 4.1 can be made more explicit. Let P be a finite poset with a canonical
chain decomposition C1∪C2 with 2 ≤ |C1| ≤ |C2|. For i = 1, 2, let xi be the maximal
and yi the minimal element of Ci. We call P a butterfly poset (of type (C1, C2)), if
x1 ⋗ y2 and x2 ⋗ y1 are the only diagonals of P . Figure 6 displays a butterfly poset.
Obviously, the ideal lattice of a butterfly poset is regular.
For the next result, we need some notation. The Hibi ring K[L] can be presented
as the quotient ring T/IL, where T is the polynomial ring over K in the variables
xα with α ∈ L and where IL is generated by the binomials xαxβ − xα∨βxα∧β . In
the following theorem, we consider a monomial order < given by a height reverse
lexicographic monomial order, that is, the reverse lexicographic monomial order
induced by a total ordering of the variables satisfying xα < xβ if heightL(α) >
heightL(β).
Theorem 4.6. Let P be a butterfly poset of type (C1, C2), and L its ideal lattice.
Then the following conditions are equivalent:
(a) T/in<(IL) is level;
(b) L is level;
(c) height(x) + depth(y) ≤ rank Pˆ + 1 for all x, y ∈ P with x⋗ y;
(d) for all x, y ∈ P with x ⋗ y, either depth(y) = depth(x) + 1 or height(x) =
height(y) + 1;
(e) |C1| = 2.
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Proof. (a) ⇒ (b) is well-known. Conditions (b), (c) and (d) are equivalent by
Theorem 4.3, since L is regular.
(c) ⇒ (e): Since 2 ≤ |C1| ≤ |C2|, we have height(x1) = |C1|, depth(y2) = |C2|
and rank Pˆ = |C2|+ 1. On the other hand, by condition (b), we have height(x1) +
depth(y2) ≤ rank Pˆ + 1. So, |C2| ≤ 2, and hence |C2| = 2.
(e) ⇒ (a): It is shown in [11] that in<(IL) is generated by the monomials xαxβ
where α and β are incomparable elements of L. Thus, in<(IL) is the Stanley-
Reisner ideal of the order complex ∆ of L. It is known that ∆ is pure shellable, and
hence Cohen-Macaulay, see [2, Theorem 6.1]. Since dim(T/ in<(IL)) = dim(T/IL) =
|P |+ 1, it follows that pd(T/ in<(IL)) = pd(T/IL) = |L| − |P | − 1. Moreover, since
T/ in<(IL) and T/IL are Cohen-Macaulay, their regularity is given by the degree of
the numerator polynomial of their Hilbert series. Hence, since both Hilbert series
coincide, their regularity is the same and we obtain reg(T/in<(IL)) = reg(T/IL) =
|P |−rankP , by [6]. Since |C1| = 2, the lattice L viewed as a ladder is of the form as
shown in Figure 7. So, we see that |L| = 3|C2|+ 1. Therefore, since |P | = |C2|+ 2,
we see that pd(T/in<(IL)) = 2|C2| − 2 and reg(T/in<(IL)) = 2.
(0, 0)
(|C2|, 2)
Figure 7.
So to prove (a), it is enough to show that β2|C2|−2,j(T/in<(IL)) = 0, for all j <
2|C2|. By Hochster’s formula, we have
β2|C2|−2,j(T/in<(IL)) =
∑
W⊆V,|W |=j
dimK H˜j−2|C2|+1(∆W ;K),
where V is the vertex set of ∆, and where ∆W denotes as usual the subcomplex of ∆
induced by W . For W ⊆ V with |W | = j < 2|C2|−1, dimK H˜j−2|C2|+1(∆W ;K) = 0,
since j − 2|C2| + 1 < 0. Let W ⊆ V with |W | = 2|C2| − 1. We show that
dimK H˜0(∆W ;K) = 0 or equivalently ∆W is a connected simplicial complex. As the
connectedness of ∆W is equivalent to the connectedness of the 1-skeleton ∆
(1)
W of
∆W , we show that the graph G = ∆
(1)
W is connected. The vertices of G correspond
to the lattice points of the elements in W which is a certain subset of the lattice
points of the ladder displayed in Figure 7. Two vertices of G are adjacent if they are
contained in a chain in the lattice L. In other words, two vertices (i, j) and (i′, j′)
with j ≤ j′ are adjacent in G if j = j′ or i ≤ i′.
Let v = (i, j) and w = (i′, j′) be two nonadjacent vertices in G, so that we may
assume j < j′ and i′ < i. We show that there exists a path in G connecting v and
w.
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Case 1. There exists (s, t) ∈ W such that either s ≤ i′, t ≤ j or s ≥ i, t ≥ j′.
Then (s, t) is adjacent to both of v and w, and hence v and w are connected.
Case 2. There exists s with i′ < s < i such that (s, j), (s, j′) ∈ W . Then we get a
path in G between v and w passing through (s, j) and (s, j′).
Assume that W does not satisfy the conditions given in Case 1 and Case 2.
Let A = {(s, t) ∈W : i′ < s < i, t = j or t = j′}. Then |A| ≤ i− i′ − 1.
First suppose that j = 0 and j′ = 1. Also, set A1 = {(s, 0) : i ≤ s ≤ |C2| − 1},
A2 = {(s, 1) : 0 ≤ s ≤ i
′} and A3 = {(s, 2) : 1 ≤ s < i}. Since we are not in Case 1
and Case 2, it follows that W ⊂ A1 ∪ A2 ∪ A3 ∪A. Therefore,
|W | ≤ |A1|+ |A2|+ |A3|+ |A| ≤ (|C2| − i) + (i
′ + 1) + (i− 1) + (i− i′ − 1)
= |C2|+ i− 1 < 2|C2| − 1.
The last inequality follows since i < |C2|. This contradicts the fact that |W | =
2|C2| − 1.
Now suppose that j = 0 and j′ = 2 and set A1 = {(s, 0) : i ≤ s ≤ |C2| − 1},
A2 = {(s, 1) : 0 ≤ s ≤ |C2|}, A3 = {(s, 2) : 1 ≤ s ≤ i
′}. We claim that |A2 ∩W | ≤
|A2| − 2, unless there is a path in G connecting v and w. Indeed, we may assume
that either (i, 1) or (i′, 1) belongs to W . If both vertices belong to W , then there
is a path in G between v and w. Without loss of generality, we may assume that
(i, 1) ∈ W and (i′, 1) /∈ W . In that case, non of the elements in the nonempty set
{(s, 1) : s < i′} belongs to W , because otherwise we get a path connecting v and w
in G. This proves the claim.
Since we are not in Case 1 and Case 2, we have W ⊂ A1 ∪ (A2 ∩W )∪A3 ∪A. As
we may assume that |A2 ∩W | ≤ |A2| − 2, we get
|W | ≤ |A1|+ |A2 ∩W |+ |A3|+ |A| ≤ (|C2| − i) + (|C2| − 1) + (i
′) + (i− i′ − 1)
= 2|C2| − 2,
a contradiction.
Finally, j = 1 and j′ = 2 is similarly treated as the case j = 0 and j′ = 1. 
As a straightforward consequence of the next result it can be seen that the impli-
cation (a) ⇒ (c) in Theorem 4.3 is in general not valid for non-planar lattices, not
even for hyper-planar lattices.
Theorem 4.7. Let P = P1∪P2 be a finite poset with the property that the elements
of P1 and P2 are incomparable to each other, and suppose that P2 is a chain of length
r. Let L be the ideal lattice of P . Then L is level for all r ≫ 0.
Proof. Let L1 by the ideal lattice of P1, and L2 that of P2. It is observed in [10] and
easy to see that K[L] ∼= K[L1] ∗ K[L2] (which is the Segre product of K[L1] and
K[L2]). By [8, Theorem 4.3.1] we have ωL ∼= ωL1 ∗ ωL2, where for graded K[L1]-
moduleM and a graded K[L2]-module N the homogeneous components of the Segre
product M ∗ N are given by (M ∗ N)i = Mi ⊗K Ni for all i. Now if L2 is a chain
of length r, then S = K[L2] is a polynomial ring of dimension r + 2, and hence
ωL2
∼= S(−r−2), see for example [3, Proposition 3.6.11 and Example 3.6.10]. Hence
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we obtain
ωL ∼= ωL1 ∗ S(−r − 2)
∼= (ωL1)≥r+2,(8)
where for a graded module M and any integer s we set M≥s =
⊕
i≥sMi. Let t be
the highest degree of a generator in a minimal set of generators of ωL1. Then (8)
implies that ωL1 is generated in the single degree r + 2 if r + 2 ≥ t. Thus for any
r ≥ t− 2 we see that L is level. 
We would like to mention that the arguments given in the proof of Theorem 4.7
yield the following slightly more general result: for an arbitrary finite poset P we
set γ(P ) = max{v(−∞) : v ∈ T0(Pˆ )}. Note that γ(P ) is the highest degree of
a generator in a minimal set of generators of the canonical module of the ideal
lattice of P . Now let P = P1 ∪ P2 and suppose that the elements of P1 and P2 are
incomparable. Furthermore, assume that the ideal lattice L2 of P2 is level. Then
the ideal lattice L of P is level if γ(P2) ≥ γ(P1).
Computational evidence leads us to conjecture that the equivalent conditions
given in Theorem 4.3 do hold for any planar lattice (without any regularity assump-
tion). In support of this conjecture we have the following result.
Theorem 4.8. Let L be a simple planar lattice whose poset P of join-irreducible
elements has the single diagonal x⋗y with respect to a canonical chain decomposition.
Then the following conditions are equivalent:
(a) L is level;
(b) height(x) + depth(y) ≤ rank Pˆ + 1;
(c) either depth(y) = depth(x) + 1 or height(x) = height(y) + 1.
Observe that for all covering pairs u, v ∈ P which are different from the diagonal,
conditions (b) and (c) are always satisfied.
Proof of Theorem 4.8. (a) ⇒ (b) follows from Theorem 4.1.
(b) ⇒ (c): Let C1 ∪ C2 be a canonical chain decomposition of P and x ⋗ y its
unique diagonal with x ∈ C1 and y ∈ C2. We define the integers a = |{z ∈ Pˆ :
z > x}|, b = |{z ∈ Pˆ : z < x, z /∈ C2}|, c = |{z ∈ Pˆ : z > y, z /∈ C1}| and
d = |{z ∈ Pˆ : z < y}|, see Figure 8. Then height(y) = d and depth(x) = a. On the
other hand, depth(y) = max{c, a+ 1} and height(x) = max{b, d+ 1}.
Suppose that none of the equalities in condition (c) hold. Then depth(y) >
depth(x) + 1 and height(x) > height(y) + 1. So, max{c, a + 1} > a+ 1, and hence
c > a + 1 and depth(y) = c. Similarly, max{b, d+ 1} > d+ 1, and hence b > d + 1
and height(x) = b. Note that Pˆ has just three maximal chains whose lengths are
a + b, c + d and a + d + 1, so that rank Pˆ = max{a + b, c + d}. Thus (b) implies
b + c ≤ max{a + b + 1, c + d + 1}, a contradiction. Therefore one of the desired
equalities in (c) hold for x, y.
(c)⇒ (a): Let
C1 : −∞ = x
′
b < x
′
b−1 < · · · < x
′
1 < x < x1 < · · · < xa−1 < xa =∞,
C2 : −∞ = y
′
d < y
′
d−1 < · · · < y
′
1 < y < y1 < · · · < yc−1 < yc =∞.
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Figure 8.
The condition (c) guarantees that either a + 1 ≥ c or b ≤ d + 1. We may assume
that a + 1 ≥ c. The case b ≤ d+ 1 is treated similarly by replacing P by P ∨.
Case 1. Suppose that a longest chain of Pˆ is
−∞ = y′d < y
′
d−1 < · · · < y
′
1 < y < x < x1 < · · · < xa−1 < xa =∞.
In other words, one has b ≤ d+ 1. The rank of Pˆ = a + d+ 1. Let v ∈ T (Pˆ ) with
v(−∞) > a+ d+ 1. We distinguish several cases:
(i) Let v(x) > a. Then there are i and j with v(xi) − v(xi+1) ≥ 2 and v(yj) −
v(yj+1) ≥ 2, where x0 = x and y0 = y. Let u ∈ S(Pˆ ) with u(z) = 1 if either z ≤ xi
or z ≤ yj and u(z) = 0, otherwise. Then v − u ∈ T (Pˆ ).
(ii) Let v(x) = a. In this case v(y) ≥ a + 1.
If v(y) = a+1, then there are i and j with v(x′i+1)−v(x
′
i) ≥ 2 and v(y
′
j+1)−v(y
′
j) ≥
2, where x′0 = x and y
′
0 = y. Let u ∈ S(Pˆ ) with with u(z) = 1 if either z ≤ x
′
i+1 or
z ≤ y′j+1 and u(z) = 0, otherwise. Then v − u ∈ T (Pˆ ).
If v(y) > a+1, then there are i and j with v(yj)−v(yj+1) ≥ 2 and v(x
′
i+1)−v(x
′
i) ≥
2, where x′0 = x and y0 = y. Let u ∈ S(Pˆ ) with u(z) = 1 if either z ≤ x
′
i+1 or z ≤ yj
and u(z) = 0, otherwise. Then v − u ∈ T (Pˆ ).
Case 2. Suppose that a longest chain of Pˆ is
−∞ = x′b < x
′
b−1 < · · · < x
′
1 < x < x1 < · · · < xa−1 < xa =∞.
In other words, one has b ≥ d+ 1. The rank of Pˆ = a+ b.
Let v ∈ T (Pˆ ) with v(−∞) > a+ b. We distinguish several cases:
(i) Let v(x) > a. Then there are i and j with v(xi) − v(xi+1) ≥ 2 and v(yj) −
v(yj+1) ≥ 2, where x0 = x and y0 = y. Let u ∈ S(Pˆ ) with u(z) = 1 if either z ≤ xi
or z ≤ yj and u(z) = 0, otherwise. Then v − u ∈ T (Pˆ ).
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(ii) Let v(x) = a. Then there is i with v(x′i+1) − v(x
′
i) ≥ 2, where x
′
0 = x. Since
b ≥ d + 1, one has either v(y) − v(x) ≥ 2 or there is j with v(y′j+1) − v(y
′
j) ≥ 2,
where y′0 = y.
If v(y) − v(x) ≥ 2, then there is j with v(yj) − v(yj+1) ≥ 2, where y0 = y. Let
u ∈ S(Pˆ ) with u(z) = 1 if either z ≤ x′i+1 or z ≤ yj and u(z) = 0 otherwise. Then
v − u ∈ T (Pˆ ).
Suppose that there is j with v(y′j+1)−v(y
′
j) ≥ 2, where y
′
0 = y. Let u ∈ S(Pˆ ) with
u(z) = 1 if either z ≤ x′i+1 or z ≤ y
′
j+1 and u(z) = 0, otherwise. Then v−u ∈ T (Pˆ ).
The discussions in both cases show that every v ∈ T (Pˆ ) which belongs to T0(Pˆ )
satisfies v(−∞) = rank(Pˆ ). Hence L is level, as desired. 
s
n
mt
Figure 9.
Corollary 4.9. Let I be the ladder determinantal ideal of 2-minors of the ladder as
displayed in Figure 9. Then S/I is level if and only if min{m,n} ≤ s+ t.
Proof. First note that the ideal lattice of the poset with one diagonal depicted in
Figure 8 can be identified with the one-sided ladder as shown in Figure 9 with
n = c + d − 1, m = a + b − 1, s = a and t = d. Thus, by Theorem 4.8, S/I is
level if and only if condition (c) of Theorem 4.8 holds. According to Figure 8, this is
equivalent to say that b ≤ d+1 or c ≤ a+1, or equivalently m ≤ s+ t or n ≤ s+ t,
which implies the assertion. 
5. Generalized Hibi rings
Let P = {x1, . . . , xn} be a finite poset and r a positive integer. In Section 2 we
identified the Hibi ring K[L] as a subring of the polynomial ring K[s, tx : x ∈ P ].
There is a different natural embedding of K[L] into a polynomial ring, namely
into the polynomial ring K[sx, tx : x ∈ P ] where P is the set of join-irreducible
elements of L, see [9]. For this embedding the generators of K[L] are the monomials
uα =
∏
x∈α tx
∏
x∈P\α sx. This suggests an extension of the notion of Hibi rings as
introduced in [5], see also [4].
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An r-multichain of I(P ) is a chain of poset ideals of length r,
I : ∅ = α0 ⊆ α1 ⊆ α2 ⊆ · · · ⊆ αr = P.
We define a partial order on the set Ir(P ) of all r-multichains of I(P ) by setting
I ≤ I ′ if αk ⊆ α
′
k for k = 1, . . . , r. Observe that the partially ordered set Ir(P ) is a
distributive lattice, with meet and join defined as follows: for I : α0 ⊆ α1 ⊆ · · · ⊆ αr
and I ′ : α′0 ⊆ α
′
1 ⊆ · · · ⊆ α
′
r we let I ∧I
′ be the multichain with (I ∧I ′)k = αk ∩α
′
k
for k = 1, . . . , r, and I ∨I ′ the multichain with (I ∨ I ′)k = αk ∪α
′
k for k = 1, . . . , r.
With each r-multichain I of Ir(P ) we associate a monomial uI in the polynomial
ring K[xij : 1 ≤ i ≤ r, 1 ≤ j ≤ n] in rn indeterminates which is defined as
uI = x1γ1x2γ2 · · ·xrγr ,
where xkγk =
∏
xℓ∈γk xkℓ and γk = αk \ αk−1 for k = 1, . . . , r.
The generalized Hibi ring Rr(P ) is the toric ring generated by the monomials uI
with I ∈ Ir(P ). By what we said at the beginning of this section it is clear that
K[L] = R2(P ).
In [5, Theorem 4.1] is shown that Rr(P ) can be identified with the ordinary
Hibi ring K[Lr] where Lr is the ideal lattice of Ir(P ), and further it is shown
in [5, Theorem 4.3] that Ir(P ) is isomorphic to the poset Pr = P × Qr−1 where
Qr−1 = [r − 1] with the natural order of its elements, and where P ×Qr−1 denotes
the direct product of the posets P and Qr−1. In general the direct product P × Q
of two posets P and Q is defined to be the poset which as a set is just the cartesian
product of two sets P and Q and with partial order given by (x, y) ≤ (x′, y′) if and
only if x ≤ x′ and y ≤ y′.
This identification of Rr(P ) with K[Lr] was used in [5] to prove that for any given
r ≥ 2, the Hibi ring K[L] is Gorenstein if and only if K[Lr] is Gorenstein.
We denote by type(R) the Cohen–Macaulay type of a Cohen–Macaulay ring R. It
is defined to be the number of generators of ωR. Here we show
Theorem 5.1. Let L be a finite distributive lattice, and r ≥ 2 an integer. Then
(a) type(K[L]) ≤ type(K[Lr]);
(b) L is pseudo-Gorenstein if and only if Lr is pseudo-Gorenstein;
(c) If Lr is level then L is level.
Proof. (a) We need to show that |T0(Pˆ )| ≤ |T0(Pˆr)|. In order to prove this we
define an injective map ι : T0(Pˆ ) → T0(Pˆr). Given v ∈ T0(Pˆ ) we let ι(v)(x, i) =
v(x) + (r − 1 − i) and ι(v)(∞) = 0 and ι(v)(−∞) = v(−∞) + (r − 2). Obviously,
ι(v) 6= ι(w) for v, w ∈ T0(Pˆ ) with v 6= w and ι(v) ∈ T (Pˆr). Thus it remains to show
that ι(v) actually belongs to T0(Pˆr). We set v
′ = ι(v), and show that if v′−u ∈ S(Pˆr)
for some u ∈ T (Pˆr), then v
′ = u.
For any w ∈ T (Pˆr) and for i ∈ [r − 1] we define the function wi on Pˆ as follows:
wi(x) = w(x, i)− (r − 1− i) for all x ∈ P,
wi(∞) = 0 and wi(−∞) = max{wi(x) : x ∈ P}+ 1. Then wi ∈ T (Pˆ ).
Since v′ − u ∈ S(Pˆr) it follows that v − ui = v
′
i − ui ∈ S(Pˆ ). Since v ∈ T0(Pˆ ) we
see that v = ui for all i. This shows that v
′ = u.
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(b) Let x ∈ P and i ∈ [r− 1]. We claim that heightPˆr(x, i) = heightPˆ (x) + (i− 1)
and depthPˆr(x, i) = depthPˆ (x)+(r−i−1). If heightPˆr(x, i) = 1, then there is nothing
to prove. Let heightPˆr(x, i) > 1 and let x = x0 > x1 > · · · > xd > −∞ be a maximal
chain of length heightPˆ (x) in Pˆ . Then (x, i) = (x0, i) > (x1, i) > · · · > (xd, i) >
(xd, i−1) > · · · > (xd, 1) > −∞ is a maximal chain of length heightPˆ (x)+ (i−1) in
Pˆr. It follows that heightPˆr(x, i) ≥ heightPˆ (x)+(i−1). To prove the other inequality
we use induction on height. Let (x, i) = z0 > z1 > · · · > zt > −∞ be a maximal
chain of length heightPˆr(x, i) in Pˆr. Then z1 = (x, i−1) or z1 = (x
′, i) where x′ is an
element of P covered by x. If z1 = (x, i− 1), then by induction hypothesis, we get
heightPˆr(x, i−1) ≤ heightPˆ (x)+(i−2), and hence heightPˆr(x, i) = heightPˆr(x, i−1)+
1 ≤ heightPˆ (x) + (i− 1). If z1 = (x
′, i), then our induction hypothesis implies that
heightPˆr(x
′, i) ≤ heightPˆ (x
′)+(i−1), and hence heightPˆr(x, i) = heightPˆr(x
′, i)+1 ≤
heightPˆ (x)+(i−1), where the last inequality follows from the fact that heightPˆ (x
′) ≤
heightPˆ (x) − 1. So, heightPˆr(x, i) = heightPˆ (x) + (i − 1). A similar argument can
be applied to prove the claimed formula regarding the depth. As a side result, we
obtain that rank Pˆr = rank Pˆ + (r − 2).
It follows that heightPˆ (x) + depthPˆ (x) = rank Pˆ if and only if heightPˆr(x, i) +
depthPˆr(x, i) = rank Pˆr. Thus Theorem 2.1 yields the desired result.
(c) Suppose that L is not level. Then there exists v ∈ T0(Pˆ ) with v(−∞) >
rank Pˆ . Then ι(v), as defined in the proof of part (a), belongs to T0(Pˆr) and
ι(v)(−∞) = v(−∞) + (r − 2) > rank Pˆ + (r − 2) = rank Pˆr.
This shows that Lr is not level. 
Note that if type(K[L]) = 1, then type(K[Lr]) = 1 for all r ≥ 2, since by [5,
Corollary 4.5], K[L] is Gorenstein if and only if K[Lr] is Gorenstein. But the
following example given in Figure 10 shows that the inequality in Theorem 5.1 (a)
may be strict. Indeed, let P be the poset depicted in the left side of Figure 10. Then
P3 is the poset which is shown in right side of Figure 10. It can be easily checked,
by considering all possible strictly order reversing functions on Pˆ and Pˆ3 which
correspond to the minimal generators of the canonical module, that type(K[L]) = 2,
but type(K[L3]) = 3.
•
•
• •
• •
•
•
•
Figure 10.
In Theorem 5.1(c) we only could prove that if Lr is level, then L is level. However
we expect that the other implication also holds. An indication that this might be
true is Miyazaki’s theorem and the easy to prove fact that a poset P is Miyazaki if
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and only if Pr is Miyazaki. Moreover, if the necessary condition for levelness given
in Theorem 4.1 would also be sufficient, which indeed we expect, then one could also
conclude that L is level if and only if Lr is level, since Pˆ satisfies the inequalities
(5) if and only if this is the case for Pˆr.
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