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G-VALUED CRYSTALLINE DEFORMATION RINGS IN THE
FONTAINE-LAFFAILLE RANGE
JEREMY BOOHER AND BRANDON LEVIN
Abstract. Let G be a split reductive group over the ring of integers in a p-adic field with residue
field F. Fix a representation ρ of the absolute Galois group of an unramified extension of Qp, valued
in G(F). We study the crystalline deformation ring for ρ with a fixed p-adic Hodge type that satisfies
an analog of the Fontaine-Laffaille condition for G-valued representations. In particular, we give a
root theoretic condition on the p-adic Hodge type which ensures that the crystalline deformation
ring is formally smooth. Our result improves on all known results for classical groups not of type
A and provides the first such results for exceptional groups.
1. Introduction
1.1. Crystalline Deformation Rings. Let p be a prime, and Λ be the ring of integers in a p-adic
field L with residue field F. We fix a split reductive group G over Λ. Then let K be a p-adic field
unramified over Qp with residue field k and ring of integers W (k), and denote the absolute Galois
group of K by ΓK .
For a fixed continuous homomorphism ρ : ΓK → G(F), there has been considerable interest in
studying lifts of ρ with “nice” properties, in particular lifts closely connected to p-adic Hodge theory.
This began with Ramakrishna’s results on flat deformations [Ram93], which played an important
role in the Taylor-Wiles proof of modularity of semistable elliptic curves over Q. Most automorphy
lifting theorems for GLn use either an ordinary or Fontaine–Laffaille conditions at p to ensure that
the local deformation ring is nice. Fontaine–Laffaille theory [FL82] lets one study special cases of
the crystalline deformation rings for G = GLn constructed by Kisin [Kis08] when p is unramified
in K and the Hodge–Tate weights lie in a small interval relative to p. In this paper, we address the
natural question of finding an analogue of the Fontaine–Laffaille condition for G-valued crystalline
deformations. More precisely, we give a root theoretic condition on the Hodge–Tate cocharacter
which ensures that the crystalline deformation ring is formally smooth. Up to technical conditions
on the isogeny class of the group G, we believe this result is close to optimal when the cocharacter
is regular. As discussed below, our result improves on all known results for classical groups not of
type A and provides the first such results for exceptional groups.
We begin by stating our result more precisely. If B is an L-algebra, a continuous representation
of ΓK valued in G(B) is crystalline if the composition with any representation of G is crystalline.
Assuming that Λ contains a copy of W (k), to such a representation we may associate a p-adic
Hodge type, which is a collection of geometric conjugacy classes of cocharacters of G indexed by
the set J of embeddings of W (k) into Λ. This generalizes the notation of (labeled) Hodge-Tate
weights of a representation of ΓK valued in GLn(B).
Let µ = (µσ)σ∈J be a collection of dominant cocharacters of G. Our primary goal is to study
the framed crystalline deformation ring with p-adic Hodge type µ, whose L-points are crystalline
representations with p-adic Hodge type given by µ. We denote this ring by Rµ,ρ .
Definition 1.1.1. We say that µ is Fontaine-Laffaille, or lies in the Fontaine-Laffaille range, pro-
vided that 〈µσ, α〉 < p − 1 for every root α ∈ ΦG and every embedding σ of W (k) into L. We
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say µ is strongly Fontaine-Laffaille provided that 〈µσ, α〉 <
p−1
2 for every root α ∈ ΦG and every
embedding.
There is a natural way to associate potential p-adic Hodge types µ to ρ.
Theorem A. Suppose p is unramified in K and that p ∤ #π1(G
ad), where Gad is the adjoint group
of G. Fix a Galois representation ρ : ΓK → G(F) and a potential p-adic Hodge type µ for the
representation.1 If Spf Rµ,ρ is non-empty and either
(i) µ is Fontaine-Laffaille and G is simply connected, or
(ii) µ is strongly Fontaine-Laffaille,
then Spf Rµ,ρ is formally smooth.
Remark 1.1.2. If Spf Rµ,ρ is non-empty, its dimension is dimGF +
∑
σ∈J dimPµσ ,F\GF where
Pµσ ,F is the parabolic associated to µσ; this follows from studying the generic fiber [Bal12, Theorem
5.1.5].
Theorem A generalizes previous results about crystalline deformation rings obtained using Fontaine-
Laffaille theory for the general linear, symplectic, and orthogonal groups. Beyond these cases, for
example for spin and exceptional groups, it provides completely new information.
Example 1.1.3. When G = GLn, the condition that µ is Fontaine-Laffaille is equivalent to the
Hodge-Tate weights of the p-adic Hodge type (using the standard representation) lying in an interval
of length less than p−1 for each embedding of L into K. In this situation, Clozel, Harris, and Taylor
applied Fontaine-Laffaille theory to show formal smoothness of the Fontaine-Laffaille deformation
ring [CHT08, §2.4]. This deformation ring is none other than the crystalline deformation ring we
consider. Our proof uses the theory of Kisin modules and so is independent of Fontaine-Laffaille
theory. Our theorem has an extra hypothesis, that p ∤ n = #π1(PGLn). This hypothesis is needed
to apply Proposition 5.1.1, where it is used to reduce to the adjoint case. For the special case of
G = GLn, it is not hard to do a direct analysis and remove this hypothesis (see Remark 5.1.3).
Example 1.1.4. When p 6= 2, we can apply Theorem A to symplectic and orthogonal groups. Now
Sp2n is simply connected while SOn is not, and the highest roots (using the standard descriptions
of the root system) are 2e1 and e1 + e2 respectively. Using the standard representation, we can
relate p-adic Hodge types to Hodge-Tate weights. We see that our result applies to Sp2n for
Fontaine-Laffaille µ, when the Hodge-Tate weights of the p-adic Hodge type lie in the open interval
(−p−12 ,
p−1
2 ) for each embedding of L into K. There is an obvious extension to GSp2n with Hodge-
Tate weights lying in an interval of length less than p− 1.
Similarly, our results apply to SOn for strongly Fontaine-Laffaille µ, when the sum of the two
largest Hodge-Tate weights is less than p−14 for each embedding of L into K. This is the case, for
example, if the Hodge-Tate weights lie in (−p−14 ,
p−1
4 ).
This generalizes results of Patrikis and the first author (see [Pat06] and [Boo19, Theorem 5.2])
which use Fontaine-Laffaille to show formal smoothness under the additional assumption that the
Hodge-Tate weights with respect to the standard embedding lie in an interval of length less than
(p− 1)/2 (for each embedding of L into K) and that the p-adic Hodge type is regular (i.e. for each
embedding the Hodge-Tate weights are distinct). In the symplectic case, our method gives roughly
double the range of Hodge-Tate weights, while we obtain a similar range for special orthogonal
groups but with some added flexibility involving the second-largest Hodge-Tate weight.
Example 1.1.5. As spin groups are simply connected, Theorem A applies to Fontaine-Laffaille
p-adic Hodge types. Under the quotient map Spinn → SOn and embedding SOn →֒ GLn, this
implies the sum of the two largest Hodge-Tate weights would be less than p− 1.
1More precisely, ρ|Γ∞ ≃ T˜G,F(P) for some G-Kisin module P of shape µ; see Definition 3.1.9 and §3.3.
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If we attempted to deduce things about the crystalline deformation ring for Spinn-valued repre-
sentations via the quotient map Spinn → SOn and applying Fontaine-Laffaille theory with pairings
to study SOn-valued representations, we would need a much stronger condition, that the largest
Hodge-Tate weight is less than p−14 .
Remark 1.1.6. When G is not simply connected, the hypothesis that µ is strongly Fontaine-
Laffaille and not just Fontaine-Laffaille is necessary, even though it might not be initially expected.
Example 6.2.4 gives an example of a representations ρ valued in GL2 with quotient ρ
′ valued in
PGL2 with associated Hodge-Tate weights 0 and
p−1
2 . This is Fontaine-Laffaille but not strongly
Fontaine-Laffaille. Our result can show the crystalline deformation ring for ρ is formally smooth,
but does not apply for ρ′. We do not expect the deformation ring for ρ′ to be smooth.
The group G being simply connected or µ being strongly Fontaine-Laffaille is actually a proxy
for a more technical condition (the Kisin variety being trivial, see Theorem 6.4.4) which we expect
to hold for most ρ when µ is Fontaine-Laffaille even if G is not simply connected.
Remark 1.1.7. The condition that p ∤ #π1(G
ad) in Theorem A is actually two conditions: the
center of Gder is prime to p order and p ∤ #π1(G
der) where Gder is the derived group of G. The
former only appears in a tangent space estimate (Proposition 5.1.1) and can likely be removed.
The latter condition arises out of serious technical issues with the theory of mixed characteristic
affine Schubert varieties for these groups. We do not know if this condition can be removed.
Finally, we discuss the condition that Rµ,ρ is non-empty, or equivalently that ρ admits a crys-
talline lift with p-adic Hodge type µ. As discussed in §1.2, our primary analysis is in characteristic
p. We expect proving the existence of crystalline lifts with particular p-adic Hodge type to require
unrelated techniques, and so are content to assume the existence of a lift in Theorem A. This is not
an issue for applications to automorphy lifting where a lift is often given. However, it is a manner
in which our methods are weaker than usual Fontaine–Laffaille theory. Given that ρ admits a lift
of type µ (i.e., Spf Rµ,ρ is nonempty), [Lev15] shows that there is a G-Kisin module (P, φP) with
coefficients in F giving rise to ρ|Γ∞ , and the conditions in the theorem ensure that P is unique.
Furthermore, the elementary divisors of φP (with respect to variable u and decomposed over em-
beddings of W (k) into Λ) are given by dominant cocharacters µ′ = (µ′σ)σ∈J such that µ
′
σ ≤ µσ in
the Bruhat order. We call µ′ the shape of P. The condition that µ is a potential p-adic Hodge type
in Theorem A is that µ′ = µ. The theorem we prove in §6 is more general than this, for example, if
we assume that µ is regular then the assumption that µ′ = µ is not necessary as long as we assume
existence of a lift (see Remark 6.4.5).
If ρ is tamely ramified such that the image of ρ lies in the normalizer of a maximal torus T ⊂ G,
it is often possible in a combinatorial way to construct crystalline lifts of specified µ which are also
similarly valued in the normalizer of T . These are often referred to as obvious or explicit crystalline
lifts and give a class of ρ to which our theorem applies. The combinatorics of these lifts for a general
group G is explored to some extent in Gee–Herzig–Savitt [GHS18] in the context of the weight part
of Serre’s conjecture.
Remark 1.1.8. Although we have not attempted to prove it here, our expectation is that if ρ
admits a lift of type µ then the shape of P must be exactly µ rather than strictly smaller. This is
consistent with the fact that Fontaine–Laffaille modules only deform in fixed weight for GLn.
1.2. Overview of the Proof. We prove Theorem A by relating G-valued Galois representations
to G-Kisin modules. Many of the techniques are inspired by [Lev15], which dealt with the very
special case when the p-adic Hodge type is minuscule, and by [LLHLM18] and [LLHLM20] which
introduce a p-adic approximation to the monodromy condition in p-adic Hodge theory and connect
this approximation to the geometry of affine Schubert varieties in the case of tamely potentially
crystalline representation of small weight.
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In §2, we review some basics about G-bundles, affine Grassmanians, the Tannakian formalism
for dealing with G-valued representations, and p-adic Hodge theory for G-valued representations,
in preparation for introducing G-Kisin modules in §3. We define a variety of deformation problems
for G-Kisin modules and G-valued Galois representations in §3.3, and make precise the notion of
“potential p-adic Hodge type for ρ” that appears Theorem A. The Kisin resolution Xµρ → SpecR
µ,
ρ
is our main tool for relating Galois representations and Kisin modules. We will ultimately show
the resolution is an isomorphism and that Xµρ is formally smooth.
The analysis of the Kisin resolution occurs in §6.1 and §6.2, and uses that p is unramified in K
and that µ is strongly Fontaine-Laffaille or that G is simply connected and µ is Fontaine-Laffaille.
(This is the only step of the argument where µ being Fontaine-Laffaille does not suffice.) An
argument using Bruhat order on affine Schubert varieties shows the Kisin variety is trivial, and
hence Xµρ is local. We then make a delicate tangent space argument to show the Kisin resolution
is an isomorphism.
Next, we embed Xµρ (up to formal variables) into rigidified deformations of G–Kisin modules
of type ≤ µ, which in this introduction we will denote D˜≤µ
P
. We show it is an embedding in §6.3
using the theory of (ϕ, Γ̂)-modules with G-structure developed in [Lev15]. We have to show that
G–Kisin modules of type ≤ µ admit at most one crystalline Γ̂-structure; this requires that µ is
Fontaine-Laffaille and p is unramified in K.
Given that the generic fiber of Xµρ consists of crystalline representation, it factors through the
flat locus D˜≤µ,∇∞
P
⊂ D˜≤µ
P
which satisfies the monodromy condition characterizing G-Kisin modules
corresponding to crystalline representations. Let R∇∞ (resp. R) represent D˜≤µ,∇∞
P
(resp. D˜≤µ
P
).
We let C ∈ G((W (k) ⊗ R/pR)[[u]][1/u]) represent the Frobenius on the universal G–Kisin module
over R/pR. Via Tannakian formalism, we define an element udCduC
−1 in LieG ⊗ (k ⊗ R/pR)((u)).
The condition that
(1.2.1) u
dC
du
C−1 ∈ LieG⊗ (k ⊗R/pR)[[u]],
i.e., that udCduC
−1 has no poles, is a closed condition on R/pR which we refer to as the mod p
monodromy condition and denote by (R/pR)∇1 . By p-adically approximating the true monodromy
condition, we prove the following theorem:
Theorem 1.2.1 (Theorem 4.2.6). The special fiber of D˜≤µ,∇∞
P
is contained in the locus of the
special fiber of D˜≤µ
P
where the mod-p monodromy condition holds; equivalently,
SpecR∇∞/pR∇∞ ⊂ Spec(R/pR)∇1 .
The singularities of D˜≤µ
P
are related to the singularities of a (mixed characteristic) affine Schubert
variety
∏
σ∈J Gr
≤µσ
G , and the mod-p monodromy condition can be descended to a condition on∏
σ∈J Gr
≤µσ
GF
, an affine Schubert variety. The ultimate source of smoothness then is that the
differential equation (1.2.1) cuts out a smooth subvariety of the affine Schubert variety (Theorem
5.2.1).
To complete the proof of Theorem A, we collect the relationships between all the deformation
problems in Theorem 6.4.2 and compare dimensions. Theorem 6.4.4 provides a more technical
version of Theorem A. It also offers some information for free about the non-existence of crystalline
lifts with particular p-adic Hodge types (Proposition 6.4.6).
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1.4. Notation. We collect some standard notation that will repeatedly arise for easy reference.
Fix a prime p. Our standard convention is for Λ to be the ring of integers in a p-adic field L
with residue field F, and for G to be a split reductive group over Λ. We denote the derived group
(resp. adjoint group) of G by Gder (resp. Gad) and often use Z and Zder to denote the centers of
G and Gder. In many places, we will assume that p ∤ π1(G
der).
We often fix a finite field k and a p-adic field K with ring of integers W (k). We let G′ :=
Res(W (k)⊗Λ)/ΛG. When Λ contains a copy of W (k), we have that G
′ =
∏
σ∈Hom(K,L)G.
1.4.1. Root Systems. We fix a split maximal torus T ⊂ G and a Borel subgroup B of G containing
T . Let X∗(T ) and X∗(T ) denote the character and cocharacter lattices of T . We let ΦG ⊂ X
∗(T )
and Φ∨G ⊂ X∗(T ) denote the roots and coroots for (G,T ). We let 〈µ, χ〉 denote the standard pairing
between a cocharacter µ and a character λ.
Let Φ+G denote the set of positive roots with respect to B, and X∗(T )+ the set of dominant
cocharacters. For a cocharacter µ, let µdom be the unique dominant cocharacter in the same Weil-
orbit as µ. There is a partial ordering on X∗(T )+ where λ ≤ µ if µ−λ is a non-negative combination
of simple coroots.
For a cocharacter µ of G, we define
(1.4.1) hµ := max
α∈ΦG
〈µ, α〉.
1.4.2. Lie Algebras. We let g denote the Lie algebra of G, t the Lie algebra of a split maximal torus
T , and denote the root space for α ∈ ΦG by gα. For a Λ-algebra A, we let gA denote g ⊗Λ A,
or equivalently the Lie algebra of GA. We use g
′ (resp. t′, ...) for the Lie algebra of the Weil
restriction G′ (resp. the Lie algebra of a split maximal torus T ′, ...).
1.4.3. Affine Grassmanians. Almost all of our work with affine Grassmanians will involve the group
G′. We use LG′, L+G′, and GrG′ to denote the loop group, positive loop groups, and affine
Grassmanian for G′ over Λ. When p ∤ π1(G
der) (or equivalently p ∤ π1((G
′)der)), we also use Gr≤µG′
over Λ; see §2.3.
Over the residue field F, we let Gr≤µ
G′
F
and Gr◦,µ
G′
F
denote the Schubert variety and open Schubert
cell for a cocharacter µ of G′.
1.4.4. Galois Representations. Let K be a p-adic field unramified over Qp with fixed algebraic
closure K. Let k be its residue field and W (k) the ring of integers in K. Let ΓK = Gal(K/K) be
its absolute Galois group. We usually fix a continuous homomorphism ρ : ΓK → G(F).
Fix a compatible system {p1/p, p1/p
2
, . . .} of p-power roots of p, and let K∞ = K(p
1/p, p1/p
2
, . . .).
We let Γ∞ be the absolute Galois group of K∞ (with respect to K).
1.4.5. Big Rings. Let S := W (k)[[u]] and E(u) = u− p. We set OE to be the p-adic completion of
S[ 1u ]. The rings S and OE are equipped with a Frobenius ϕ by extending the standard Frobenius
on W (k) by sending u to up.
For any p-adically complete Zp-algebra A, we set SA := (W (k)⊗Zp A)[[u]] and OE,A is the p-adic
completion of SA[1/u]. We extend Frobenius to both by having it act trivially on A. Note that if
A is finite over Zp (for example, Artinian) then SA = S⊗Zp A.
1.4.6. Kisin Modules. A type for G is a cocharacter µ for the group G′. We usually use P to denote
a G-Kisin module (Definition 3.1.1), and denote the category of G-Kisin modules of type ≤ µ with
coefficients in a Λ-algebra A by Y ≤µ(A) (Definition 3.1.7).
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1.4.7. Deformation Functors. Let CΛ (respectively ĈΛ) denote the categories of coefficient Λ-algebras:
local Artinian Λ-algebras with residue field F (respectively complete local Noetherian Λ-algebras
with residue field F). Morphisms are local Λ-algebra maps.
Our deformation problems are functors from CΛ (or ĈΛ) to sets. A variety of deformation problems
(Dµ,ρ , D
µ,
ρ,P
, etc.) and their associated deformation rings (Rµ,ρ , R
µ,
ρ,P
, etc.) are found in Fact 2.4.2,
Definition 3.3.1, Definition 3.3.2, Definition 3.3.5, and Definition 6.4.1. Theorem 6.4.2 shows the
relationships between many of them.
2. Preliminaries
Let G be a split reductive group defined the ring of integers Λ in a p-adic field L with residue
field F. We begin by reviewing some basic facts about G-bundles, the Tannakian formalism, affine
Grassmanians, and p-adic Hodge theory for G-valued representations.
2.1. G-Bundles. In what follows, all G-bundles are with respect to the fppf topology. We begin
by recalling a few things about G-valued representations and trivializations of G-bundles.
Definition 2.1.1. For any profinite group Γ and a finite Λ-algebra A, let GRepA(Γ) be the category
of pairs (P, ρ) where P is aG-bundle on SpecA and ρ : Γ→ AutG(P ) is a continuous homomorphism
(giving A the p-adic topology).
Definition 2.1.2. A trivialization of a G-bundle P on X is an isomorphism with the trivial G-
bundle E0X on X.
We know that if A is a complete local Λ-algebra with finite residue field, then any G-bundle
on A is trivializable [Lev15, Proposition 2.1.4]. Thus in all cases we will care about, AutG(P ) is
(non-canonically) isomorphic to G(A). Identifying AutG(P ) with G(A) is equivalent to choosing
a trivialization. A continuous homomorphism ρ : Γ → G(A) is equivalent to (P, ρ′) ∈ GRepA(Γ)
together with a trivialization of P .
Remark 2.1.3. For G = GLn, G-bundles are vector bundles in the Zariski topology. If A is
a complete local Λ-algebra with finite residue field then the vector bundle is given by a finitely
generated projective (hence free) module over A and a trivialization is a choice of basis.
2.2. Tannakian Formalism. Now let fRepΛ(G) denote the category of representations of the
algebraic group G on finite free Λ-modules, and ProjA denote the category of projective A-modules.
For a Λ-algebra A, a G-bundle P on Spec(A) is equivalent to a fiber functor η : fRepΛ(G)→ ProjA
(a faithful exact tensor functor sending the trivial representation to the trivial A-module of rank 1);
the fiber functor associated toP sends a representation G→ GL(V ) to the pushoutPV (see [Lev15,
Theorem 2.1.1] for this level of generality). This allows us to give “additional structure” on the
G-bundle P by factoring η through a category of projective A-modules with “additional structure”;
equivalently, by specifying “additional structure” on the Λ-modules η(V ) for each G→ GL(V ) that
are compatible in an appropriate sense.
Example 2.2.1. We make this idea precise in a few important examples.
(a) Automorphism of the fiber functor η corresponds to an automorphism of the G-bundle (see
[Lev13, Theorem 2.5.2] for this level of generality). In our situations, the G-bundle can be
trivialized, so η(V ) ≃ V and a choice of trivialization identifies Aut(η) ≃ AutG(P) ≃ G.
In particular, we see that G(A) is in bijection with collections of elements gV ∈ GL(VA) for
V ∈ fRepΛ(G) that are compatible with tensor products and exact sequences in the sense that
gV1⊗V2 = gV1 ⊗ gV2 and such that for short exact sequences 0→ V1 → V → V2 → 0 of elements
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of fRepΛ(G) the following diagram commutes:
0 // V1
gV1

// V //
gV

V2 //
gV2

0
0 // V1 // V // V2 // 0.
Furthermore, g1 = id.
(b) We can extend the previous example to treat a representation of a group Γ valued in G(A) as
a compatible set of representations of Γ on VA for V ∈
fRepΛ(G).
(c) Similarly, an element X ∈ gA is equivalent to endmomorphisms XV in End(VA) for V ∈
fRepΛ(G) (with X1 = 0) that are compatible with exact sequences and with tensor products
in the sense that XV ⊗V ′ = XV ⊗1+1⊗XV ′ . This follows from the dual-number interpretation
of the Lie algebra and (a).
(d) A G-grading is a fiber functor which factors through the category of graded vector bundles on
Spec(A). This corresponds to giving a grading on each η(V ) ≃ V for each V ∈ fRepΛ(G).
The gradings are compatible with exact sequences, and with tensor products in the sense that
(using subscripts to denote graded pieces)
(V ⊗ V ′)n =
⊕
i+j=n
Vi ⊗ V
′
j .
Furthermore, (1)0 = 1. This can equivalently be described via a cocharacter µ : Gm →
AutG(P), arising by letting t ∈ Gm act on Vn via multiplication by t
n.
(e) There is an analogous description G-filtrations as fiber functors η factoring through the category
FilA of vector bundles on Spec(A) with decreasing filtration. A splitting is an isomorphism of
a G-grading with the composition of η with the associated graded functor. In the setting we
are working, all G-gradings are split [SR72, Proposition IV.2.2.5]. The type of the filtration is
the geometric conjugacy class of cocharacters of G giving the splitting.
2.3. Affine Grassmannians. Let G be a split reductive group over Λ, and fix a split maximal
torus T and set of positive roots. We will make use of a mixed characteristic affine Grassmannian.
In the context where they arise, the affine Grassmannians are centered at u = p and involve a
Weil–restriction. We will focus on that setup.
We let LG and L+G denote the loop group and the positive loop group for G over Λ. For a
Λ-algebra A, we have that
LG(A) = G(A((u − p))) and L+G(A) = G(A[[u− p]]).
The affine Grassmanian GrG is the fpqc quotient L
+G\LG. It is an ind–projective scheme. If
ρ : G → H is any homomorphism of algebraic groups, then there is natural induced map ρ∗ :
GrG → GrH . Given C ∈ LG(A), we let [C] denote the equivalence class in the quotient GrG(A)
The special fiber GrGF is just the usual affine Grassmannian for G centered at u = 0. For any
cocharacter µ of T , we use (u−p)µ to denote the element µ(u−p) ∈ LT (Λ) ⊂ LG(Λ) and [(u−p)µ]
denote the corresponding Λ-point of GrG. When working in special fiber, we use u
µ and [uµ] with
the obvious meaning.
Given dominant cocharacters µ′ and µ of G, recall that we say µ′ ≤ µ if µ− µ′ is a non-negative
combination of simple coroots. Let Gr≤µGF and Gr
◦,µ
GF
denote the affine Schubert variety and open
affine Schubert cell for the cocharacter µ, which is the orbit and orbit closure respectively of L+G
on uµ. These only depend on the conjugacy class of µ, so it is convenient to work with dominant
representative.
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Theorem 2.3.1. Assume that p ∤ #π1(G
der) then there is a projective flat Λ–scheme Gr≤µG such
that
(Gr≤µG )F = Gr
≤µ
GF
and the generic fiber (Gr≤µG )L is the reduced closure of the L
+GL–orbit of (u− p)
µ.
Proof. When G is simply-connected and semi-simple, there is a construction of affine Schubert
varieties over any base on page 52 of [Fal03]. Under the assumption on the fundamental group,
one can reduce to this case. For lack of a better reference, the theorem is also a consequence
of [PZ13, Theorem 9.3] since Gr≤µG is a very special case of the Pappas–Zhu local model associated
to G, the conjugacy class of µ, and the maximal compact parahoric G(Λ). 
Remark 2.3.2. Let µ be dominant. The affine Schubert variety Gr≤µGF contains Gr
◦,µ′
GF
for dominant
µ′ ≤ µ. This can also be phrased in terms of the Cartan decomposition. For C ∈ LG(F), we have
that [C] ∈ Gr≤µGF if and only if there exists dominant µ
′ ≤ µ such that
C ∈ L+G(F)uµ
′
L+G(F).
For later use, we now record a standard fact about tangent spaces. We use our standard notation
about root systems and Lie algebras from §1.4.1-1.4.2.
Lemma 2.3.3. The map on tangent spaces induced by right multiplication by uµ on GrGF identifies
(2.3.1) Vµ :=
⊕
α∈ΦG,〈µ,α〉<0
(
u〈µ,α〉gα,F[[u]]
)
/gα,F[[u]] ⊂ LieGrGF := gF((u))/gF[[u]]
with the tangent space of Gr◦,µGF at [u
µ] as a subspace of the tangent space of GrGF at [u
µ].
Proof. First, notice that the stabilizer of [uµ] ∈ GrGF under right multiplication by L
+GF is
(L+GF ∩ u
−µL+GFu
µ), and so we get a locally closed immersion
(L+GF ∩ u
−µL+GFu
µ)\(L+GF) →֒ L
+GF\LGF
with image Gr◦,µF (cf. the proof of [Zhu17, Proposition 2.1.5]). Right multiplication by u
−µ gives
an isomorphism from the tangent space of Gr◦,µF at u
µ to(
AdG(u
µ)gF[[u]]
)
/
(
gF[[u]] ∩AdG(u
µ)gF[[u]]
)
= Vµ ⊂ gF((u))/gF[[u]] = LieGrGF . 
In our analysis, the affine Grassmanians that appear will actually be for the group
G′ := Res(W (k)⊗Λ)/ΛG.
Assuming Λ is sufficiently large, G′ is just a product of HomQp(K,L)–copies of G and so the above
discussion applies with G replaced by G′. Any µ ∈ X∗(T
′) = X∗(T )
Hom(K,L) defines a cocharacter
of the G′ and an affine Schubert variety Gr≤µG′ .
2.4. p-adic Hodge Theory. We briefly review the translation of p-adic Hodge theory to apply to
G-valued representations; see for example [Lev15, §2.4] for details. Let K be a finite extension of
Qp and ΓK be the absolute Galois group of K. For any L-algebra B and continuous representation
ρ : ΓK → G(B), we say that ρ is crystalline (resp. semi-stable, de Rham) if ρV is crystalline (resp.
semi-stable, de Rham) for all V ∈ fRepΛ(G). As G is reductive, this can be checked on a single
faithful representation.
Definition 2.4.1. A p-adic Hodge type for G is a geometric conjugacy class of cocharacters of
(ResK⊗QpL/LG)L.
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A p-adic Hodge type is equivalent to a collection of geometric cocharacters of GL indexed by
Qp-embeddings of K into L. For a fixed split maximal torus T in G, each type can be represented
by an element µ ∈ X∗(T )
HomQp (K,L). We denote the conjugacy class by [µ]. When there is no
danger of confusion, we often speak of a cocharacter µ of G being a p-adic Hodge type (or just a
type) instead of the geometric conjugacy class.
The functor DdR from the category of de Rham representations on projective B-modules to the
category of filtered K ⊗Qp B-modules is a tensor exact functor. For a de Rham ρ : ΓK → G(B),
composing with DdR defines a tensor-exact functor from
fRepL(GL) to FilK⊗QpB which we denote
by FdRρ . Let [µ] be a p-adic Hodge type for G. We say that ρ has type [µ] provided that F
dR
ρ has
type [µ].
Now fix a continuous ρ : ΓK → G(F). There are framed deformation rings whose characteristic
zero points incorporate conditions from p-adic Hodge theory.
Fact 2.4.2. Let µ be a p-adic Hodge type of G and Rµ,ρ be the framed crystalline deformation ring
for ρ with p-adic Hodge type µ. It is a complete local Λ-algebra which is Λ-flat and reduced. Its
relative dimension over Λ is dimGF + dimPµ,F\G
′
F.
The ring Rµ,ρ is the flat closure of the locus in (R

ρ [1/p]) of crystalline representations with
Hodge–Tate cocharacter given by µ constructed in [Bal12, Theorem 4.0.12]. More precisely, for a
finite local L-algebra A, an A-valued point of Rρ factors through R
µ,
ρ if and only if the associated
Galois representation is crystalline with p-adic Hodge type µ. Since the local rings of the generic
fiber (Rµ,ρ [1/p]) are formally smooth, the generic fiber is reduced. Since R
µ,
ρ is Λ-flat by con-
struction, it is also reduced. The relative dimension comes from a calculation of the dimension of
the generic fiber [Bal12, Theorem 5.1.5].
3. Deformations of G-Kisin modules and Galois Representations
Fix a p-adic field K unramified over Qp with residue field k and ring of integers W (k). Let ΓK
denote the absolute Galois group of K with respect to a fixed algebraic closure K. As before, let
Λ be the ring of integers in a p-adic field L with residue field F, and G be a split reductive group
defined over Λ. Assume L is sufficiently large such that it contains a copy of K. Throughout this
section, we also assume that p ∤ #π1(G
der).
3.1. G-Kisin modules and Types. We begin by recalling the definition of a Kisin module with
G-structure and some related notions from [Lev15, §2.2]. These are generalizations of the objects
introduced in [Kis09], which addressed the case that G = GLn. We work with p-adically complete
Λ-algebras A, and use the ring SA equipped with Frobenius ϕ introduced in §1.4.5. We continue
to work with G-bundles in the fppf topology.
Definition 3.1.1. For a p-adically complete Λ-algebra A, a G-Kisin module with coefficients in A
is a pair (P, φP) where P is a G-bundle on SpecSA and φP : ϕ
∗(P)[1/E(u)] ≃ P[1/E(u)] is an
isomorphism of G-bundles.
We will often suppress φP and speak of P as being a G-Kisin module (denoting φP by φ if the
subscript is not necessary to disambiguate).
Definition 3.1.2. When G = GL(V ) where V is finite free over Λ, a G–Kisin module with
coefficients in A is equivalent to a finitely generated projective module M over SA of rank equal
to the rank of V , together with an isomorphism φM : ϕ
∗(M)[1/E(u)] ≃ M[1/E(u)]. Let a ≤ b be
integers. We say that M has height in [a, b] if
E(u)aM ⊃ φM(ϕ
∗(M)) ⊃ E(u)bM.
We say M has bounded height if it has height in [a, b] for some integers a and b.
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Remark 3.1.3. In the case of GL(V ), there is often an effectivity condition which corresponds to
a ≥ 0, but there is no such notion for G-bundles since all G-bundles maps are isomorphisms.
Example 3.1.4. For any representation V ∈ fRepΛ(G), one can pushout a G–Kisin module P
with coefficients in A to a GL(V )-Kisin module, which we will denote by P(V ). This construction
gives an equivalence between G-Kisin modules and faithful, exact tensor functor from fRepΛ(G) to
the category of Kisin modules with bounded height. More precisely, a G-Kisin module is equivalent
to the data of a fiber functor η corresponding to the underlying G-bundle plus the data of an
isomorphisms
ΦV : ϕ
∗(η(V )[1/E(u)]) → η(V )[1/E(u)]
for each V ∈ fRepΛ(G) that are compatible with exact sequences and tensor products.
Example 3.1.5. Let P be a G–Kisin module with coefficients in A. If P is a trivial G–bundle (this
is equivalent to P mod u being trivial) and if one chooses a trivialization β, then we can associate
to φP an element CP,β ∈ G(SA[1/E(u)]). Changing trivialization by an element D ∈ G(SA)
replaces CP,β by its ϕ-conjugate DCP,βϕ(D)
−1.
Recall that G′ = Res(W (k)⊗Λ)/ΛG. By assumption L contains a copy of K, and so G
′ =∏
σ∈Hom(K,L)G. A cocharacter µ of G
′ is equivalent to a collection (µσ)σ∈Hom(K,L) where each
µσ is a cocharacter of G.
As we have assumed that p ∤ #π1(G
der), we have an affine Schubert variety Gr≤µG′ associated to
µ over Λ as in §2.3. It is projective, Λ-flat, and stable under right multiplication by L+G′. As the
notation suggests, the special fiber of Gr≤µG′ is the affine Schubert variety Gr
≤µ
G′
F
.
Let P be a G–Kisin module with coefficients in a p-adically complete Λ-algebra A together with
a trivialization β. The Frobenius then defines an element CP,β ∈ G(SA[1/E(u)]). Since A is
p-adically complete, SA = (W (k)⊗A)[[u]] = (W (k)⊗A)[[u− p]] and so G(SA[1/E(u)]) = LG
′(A).
Letting [CP,β] denote the class of CP,β in the quotient L
+G′(A)\LG′(A), the map (P, β) 7→ [CP,β]
defines an element Ψ(P, β) of GrG′(A).
Example 3.1.6. As we assume that L is sufficiently large to contain a copy of K, we can be more
explicit. We see
LG′(A) = G(SA[1/E(u)]) =
∏
σ∈J
G(A[[u]][1/E(u)]).
Thus we may represent CP,β as a tuple (C
σ
P,β)σ∈J . Notice that ϕ(CP,β) = (ϕ(C
σϕ−1
P,β ))σ∈J .
Definition 3.1.7. Let P be a G–Kisin module with coefficients in a p-adically complete Λ-algebra
A. Assume P admits a trivialization β. We say P has type ≤ µ if Ψ(P, β) ∈ Gr≤µG′ (A). Note that
this condition does not depend on the choice of trivialization because Gr≤µG′ is stable under right
multiplication by L+G′. Let Y ≤µ(A) denote the category of G–Kisin modules with coefficients in
A and type ≤ µ.
The following elementary observation is key to many computations:
Lemma 3.1.8. Let P be a G–Kisin module of type ≤ µ with coefficients in a p-adically complete
Λ-algebra A. Then P(LieG) has height in [−hµ, hµ], where hµ = maxα∈ΦG′ 〈µ, α〉.
Proof. Clear from considering the adjoint representation. 
If P has coefficients in F, then P has type ≤ µ if and only if for some µ′ ≤ µ and choice of
trivialization β, CP,β ∈ L
+G′(F)uµ
′
L+G′(F) (see Remark 2.3.2). We give this element a name
following [LLHLM18]:
Definition 3.1.9. Let P be a G-Kisin module with coefficient in F and µ′ a dominant cocharacter
of G′. We say that P has shape µ′ provided that for any choice of trivialization β we have CP,β ∈
L+G′(F)uµ
′
L+G′(F).
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3.2. G-Kisin Modules and Galois representations. The connection between G-Kisin modules
and Galois representation is via the theory of e´tale ϕ-modules, which uses the rings OE,A with
Frobenius ϕ recalled in §1.4.5.
Definition 3.2.1. For a p-adically complete Λ-algebra A, a (OE,A, ϕ)-module with G-structure
with coefficients in A is a pair (P, φP ) where P is a G-bundle on SpecOE,A and φP : ϕ
∗(P )→ P is
an isomorphism. We denote the category of such pairs by GModϕOE,A .
Example 3.2.2. An element (P,ΦP ) ∈ GMod
ϕ
OE,A
is equivalent to a faithful, exact tensor functor
from fRepΛ(G) to the category of (OE,A, ϕ)-modules.
Since E(u) is invertible in OE , there is a natural map SA[1/E(u)] → OE,A for any p-adically
complete Λ-algebra A. We let ǫG denote the induced functor from the category of G-Kisin modules
with coefficients in A to the category of (OE,A, ϕ)-modules with G-structure.
Definition 3.2.3. Let A be a p-adically complete Λ-algebra and P ∈ GModϕOE,A . A G-Kisin lattice
of P is a G-Kisin lattice inside P , i.e. a G-Kisin module P with coefficients in A together with an
isomorphism α : ǫG(P) ≃ P (compatible with φP and φP ).
The category GModϕOE,A is connected with G-valued Galois representations. As in §1.4.4, fix
a compatible system {p1/p, p1/p
2
, . . .} of p-power roots of p, and let K∞ = K(p
1/p, p1/p
2
, . . .) and
Γ∞ = Gal(K/K∞). The following result is [Lev15, Proposition 2.2.4]:
Fact 3.2.4. For a Λ-algebra A which is finite over Zp and either Zp-flat or Artinian, there is a
functor TG,A : GMod
ϕ
OE,A
→ GRepA(Γ∞) giving an equivalence of categories with quasi-inverse
MG,A.
Definition 3.2.5. Let T˜G,A be the composition of TG,A with ǫG.
3.3. Deformation Problems. We will define a variety of deformation problems on the categories
CΛ and ĈΛ of coefficient Λ-algebras from §1.4.7. Subscripts (like P or ρ) denote the basic objects be-
ing deformed, while superscripts (like ≤ µ or ) impose conditions or specify auxiliary information
to be included.
We fix a faithful representation V0 ∈
fRepΛ(G). Let P be a G-Kisin module with coefficients in
F, and fix a dominant cocharacter µ for G′. For any integers a ≤ b, we can define a deformation
groupoid D
[a,b]
P
on CΛ consisting of deformations P of P such that P(V0) has height in [a, b].
Choosing a sufficiently small and b sufficiently large depending on µ, [Lev15, Proposition 3.3.9]
constructs a closed subgroupoid D≤µ
P
⊂ D
[a,b]
P
consisting of deformations with type ≤ µ (in loc. cit.
it is denoted Dµ
P
but we find ≤ µ to be more descriptive here). It is non-zero if and only if P has
type ≤ µ.
We begin with recalling the construction of representable formally smooth covers of both D≤µ
P
and D
[a,b]
P
from [Lev15, Proposition 3.1.1]. Fix N > b−ap−1 and a trivialization β of P mod E(u)
N .
Definition 3.3.1. Define D≤µ,β
P
(A) to be the category of pairs (P, β) where D≤µ
P
(A) and β is a
trivialization of P mod E(u)N lifting β. (It is denoted D˜
(N),µ
P
in loc. cit..)
D≤µ,β
P
is representable on ĈΛ by a complete local Noetherian rings which we denote R
≤µ,β
P
. Now
fix a continuous Galois representation ρ : ΓK → G(F). We will define some additional deformation
functors assuming there exists a G-Kisin module P with coefficients in F with an isomorphism
γ : T˜G,F(P) ≃ ρ|Γ∞ . (This assumption is natural for our purposes as this is a necessary condition
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for ρ to admit a crystalline lift.) Let Dµ,ρ be the deformation functor associated to the deformation
ring Rµ,ρ for crystalline representations of p-adic Hodge type µ from Fact 2.4.2.
Definition 3.3.2. For fixed ρ, P, and γ, we define the following deformation problems on CΛ:
(i) define Dµ,
ρ,P
by
Dµ,
ρ,P
(A) =
{
(P, ρ, δ) |P ∈ Y ≤µ(A), ρ ∈ Dµ,ρ (A), ρ|Γ∞
δ
≃ T˜G,A(P)
}
where P lifts P and δ lifts γ;
(ii) define Dµ,β,
ρ,P
by
Dµ,β,
ρ,P
(A) =
{
(P, ρ, δ, β) | (P, ρ, δ) ∈ Dµ,
ρ,P
(A), (P, β) ∈ D≤µ,β
P
(A)
}
where β lifts β;
(iii) define D≤µ,β,
P
by
D≤µ,β,
P
(A) =
{
(P, β, α) : (P, β) ∈ D≤µ,β
P
(A), α trivializes T˜G,A(P)
}
.
Remark 3.3.3. If A is the ring of integers in a finite extension of Λ, or if A is a L-algebra, then
the Galois representation ρ in the above definitions has p-adic Hodge type µ. However, in general
(for example, if A is torsion) we cannot speak of the Galois representation or the G-Kisin module
having type µ. We can only require that the G-Kisin module have type ≤ µ or that the Galois
representation be an A-point of Rµ,ρ . We reiterate that these definitions require that p ∤ #π1(G
der)
in order to use Theorem 2.3.1 to define Y ≤µ.
Because of the presence of framings or trivializations, these are easily seen to be pro-representably
by complete local Noetherian rings which we denote by Rµ,
ρ,P
, by Rµ,β,
ρ,P
, and by R≤µ,β,
P
respectively.
Lemma 3.3.4. The rings R≤µ,β
P
and R≤µ,β,
P
are Λ-flat with reduced generic fiber.
Proof. This follows from the local model diagram [Lev15, eq. (3-3-9-2)] and Theorem 2.3.1. 
In contrast, it is not clear that Rµ,
ρ,P
by Rµ,β,
ρ,P
are Λ-flat.
Definition 3.3.5. Define Rµ,,flat
ρ,P
(resp. Rµ,β,,flat
ρ,P
) to be the flat closure of Rµ,
ρ,P
(resp. Rµ,β,
ρ,P
).
We also analyze D≤µ,β
P
a bit more in characteristic p. We work over F-algebras, where E(u)n =
un. Define G′(n) := Res(SF/un)/FGF, which is a smooth affine group scheme as it is the Weil–
restriction of GF along finite flat map (k[u]/u
N ⊗ F)/F. There is a natural map L+G′F → G
′
(n)
given by reduction mod un. Define a group scheme L+,(n)G′F over F to sit in the exact sequence
1→ L+,(n)G′F → L
+G′F → G
′
(n) → 1.
The following lemma says that the ϕ-conjugation action of L+,(n)G′ can be “straightened”.
Lemma 3.3.6. Let A be an F-algebra, and consider C1, C2 ∈ G(SA) such that ρ0(C2) has height
in [a, b]. If C1 = gC2 for g ∈ L
+,(N)G′F(A) then there exists g
′ ∈ L+,(N)G′F(A) such that C1 =
g′C2ϕ(g
′)−1.
Proof. We are trying to solve the equation
gC2ϕ(g
′)C−12 = g
′.
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This can be solve by the usual successive approximation argument taking g′0 = g and defining g
′
i =
gC2ϕ(g
′
i−1)C
−1
2 . Using that if g
′
i−1 ∈ L
+,(n)G′F(A) for n ≥ N then C2ϕ(g
′
i−1)C
−1
2 ∈ L
+,(n+1)G′F(A),
the g′i converge u-adically to the desired element g
′. 
Proposition 3.3.7. Assume P has type ≤ µ and so x = Ψ(P, β) ∈ Gr≤µG′
F
(F). Then Ψ induces a
formally smooth morphism
ΨµF : (D
≤µ,β
P
)F → SpfO
∧
Gr≤µ
G′
F
,x
of relative dimension dimG′(N).
Proof. Let A ∈ CΛ be killed by p and let I be a nilpotent ideal. Given (PA/I , βA/I) ∈ D
≤µ,β
P
(A/I),
choose a trivialization β˜A/I of PA/I over SA/I lifting βA/I . The Frobenius trivializes to an element
CA/I ∈ G(SA/I [1/u]). Notice that Ψ(PA/I , βA/I) = x = [CA/I ] in GrG′
F
(A/I).
Assume we have a point x˜ ∈ Gr≤µ
G′
F
(A) lifting x = [CA/I ]. Since L
+G′ is formally smooth as functor
on Λ-algebras, we can choose a representative CA for the class x˜ such that CA mod I = CA/I . We
can construct a G–Kisin modulePA with coefficients in A liftingPA/I equipped with a trivialization
β˜A lifting β˜A/I and with Frobenius given by CA. If we take βA = β˜A mod E(u)
N , it is clear that
(PA, βA) deforms (PA/I , βA/I) and it has type ≤ µ since x˜ ∈ Gr
≤µ
G′
F
(A).
The fiber of ΨµF over [CA] can be identified with
{(L+G′(A))eCA}/(L
+,(N)G′F(A)e, ϕ)
where the action is by ϕ-conjugation and the subscript e indicates that we require elements to be
the identity modulo the maximal ideal of A. By Lemma 3.3.6, we have
{(L+G′(A))eCA}/(L
+,(N)G′F(A)e, ϕ) = (L
+,(N)G′F(A))e\{(L
+G′(A))eCA}}
and hence the fiber is a torsor for (G′(N)(A))e. This proves the dimension formula. 
Finally, we recall a resolution of SpecRµ,ρ introduced by Kisin for GLn and constructed in [Lev15]
for G–valued representations.
Proposition 3.3.8. There exists a projective Rµ,ρ -scheme X
µ
ρ such that:
(i) For any x ∈ Xµρ (F
′), let Ôµx denote the complete local ring of X
µ
ρ at x. There is a corresponding
G-Kisin lattice P and a closed immersion
Spf Ôµx → D
µ,
ρF′ ,P
which is an isomorphism modulo p-power torsion.
(ii) Let m denote maximal ideal Rµ,ρ and X
µ
ρ,m denote the fiber over the closed point of SpecR
µ,
ρ .
For any Artinian local F-algebra A,
Xµρ,m(A) ⊂ {P | P is a G-Kisin lattice in MG,F(ρ|Γ∞)⊗OE,F OE,A with type ≤ µ}.
(iii) If Θ : Xµρ → SpecR
µ,
ρ is the structure map then Θ[
1
p ] is an isomorphism.
Proof. Parts (i) and (iii) follow from Corollary 3.3.15 of [Lev15], and (ii) is an immediate conse-
quence of (i). The only difference is rather than all weights ≤ µ, we restrict to those with exactly
weight µ. Thus, Xµρ ⊂ X
cris,≤µ
ρ where the latter is defined in loc. cit.. 
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4. The Monodromy Condition
As before, we let Λ be the ring of integers in a p-adic field L with residue field F, and G be a
split reductive group defined over Λ. We continue to fix a p-adic field K unramified over Qp with
residue field k and ring of integers W (k). Throughout this section, we assume that p ∤ #π1(G
der).
In this section, we study the difference between Spf R≤µ,β,
P,ρ
and Spf R≤µ,β,
P
. The difficulty is
identifying which Kisin modules give rise to crystalline representations as opposed to just Γ∞-
representations. To prove our main theorem, it suffices to obtain a bound on the special fiber. This
is accomplished by a monodromy condition introduced in [Kis09], which we recall and adapt to
G-Kisin modules in §4.1. In §4.2, we follow the strategy introduced in [LLHLM18] to find a p-adic
approximation for the monodromy condition and understand its reduction modulo p.
4.1. The Monodromy Condition. Let Orig denote the ring of rigid analytic functions on the
open unit disc over K, and fix an embedding Orig →֒ K[[u]]. Note that S[1/p] is identified with
the subring of bounded functions on that disc, that Orig consists of power series
∑
anu
n such that
limn→∞ |an|pr
n = 0 for any r < 1, and that the Frobenius of S extends to Orig. For a Kisin module
M with coefficients in a finite flat Λ-algebra A, we define OrigA := O
rig⊗ZpA andM
rig := M⊗SO
rig.
For a G-Kisin module P with coefficients in A, we define Prig := P×SpecS Spec(O
rig).
Define λ ∈ Orig by
(4.1.1) λ :=
∞∏
n=0
ϕn
(
E(u)
−p
)
=
∞∏
n=0
ϕn
(
1−
u
p
)
.
We define a derivation N∇ on O
rig by N∇ = −uλ
d
du .
For a Λ-algebra A equipped with a Λ-linear derivation NA, remember that a derivation over NA
on an A-module M is a function NM : M → M such that NM (v + w) = NM (v) + NM (w) and
NM (cv) = NA(c)v + cNM (v) for v,w ∈M and c ∈ A.
Example 4.1.1. Let M be a Λ-module. There is a trivial derivation N trivM on M ⊗ZpO
rig over N∇
given by 1⊗N∇.
Remark 4.1.2. Given a basis β = {v1, . . . , vn} for a finitely generated free A-moduleM , a deriva-
tion NM onM can be represented by a matrix [NM ]β whose ith column is the coefficients of NM (vi)
written in the basis {v1, . . . , vn}. For example, the matrix for N
triv
M is the zero matrix. If [T ]β is
the matrix for a homomorphism T :M →M , then
[T ◦NM ]β = [T ]β · [NM ]β and [NM ◦ T ]β = [NM ]β · [T ]β +N∇([T ]β).
Fact 4.1.3. Let A be a finite flat Λ-algebra A and let M be a Kisin module of bounded height.
There is a unique derivation NM on M
rig[1/λ] over N∇ such that NM ≡ 0 mod u and such that
as endomorphisms of Mrig[1/λ] we have
(4.1.2) NMφM = E(u)φMϕ
∗(NM).
The module Mrig is preserved by NM if and only if (T˜GLn,A(M))[1/p] is the restriction to Γ∞ of a
crystalline ΓK-representation.
Except for uniqueness, this is essentially [Kis06, Lemma 1.3.10, Corollary 1.3.15]. The argument
for uniqueness is routine, and is spelled out in [BL19, Lemma 2.2.1]. The condition that NM
preserves Mrig is often referred to as the monodromy condition.
We now generalize this to apply to G-Kisin modules. We begin by defining a notion of G-
derivations. Let B be a Λ-algebra equipped with a Λ-linear derivation NB .
Definition 4.1.4. Let P be a G-bundle over B corresponding to a fiber functor η : fRepΛ(G) →
ProjB. A derivation on P over NB is the data, for every G→ GL(V ), of a derivation NV on η(V )
over NB such that
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(i) for a short exact sequence 0→ V1 → V → V2, the operators NV , NV1 , and NV2 are compatible;
(ii) NV1⊗V2 = 1⊗NV2 +NV1 ⊗ 1.
Lemma 4.1.5. Let P be a G-bundle over B corresponding to a fiber functor η : fRepΛ(G)→ ProjB.
The set of derivations on P over NB are a LieG-torsor. Fixing a trivialization of P, the torsor is
trivialized by the derivation N triv given by N trivV = 1⊗N∇ on V ⊗Λ B for each V ∈
fRepΛ(G).
Proof. Let N and N ′ be derivations on P, and X ∈ gB. For representations V ∈
fRepΛ(G),
there are associated NV ,XV : η(V ) → η(V ) as in Definition 4.1.4 and Example 2.2.1(c). A
straightforward computation shows that N + X (defined for V ∈ fRepΛ(G) by NV + XV ) is a
derivation, and that N − N ′ (defined for V ∈ fRepΛ(G) by NV − N
′
V ) is an element of gB again
using Example 2.2.1(c). This establishes the first statement. Yet another straightforward check
shows that N triv is a derivation, establishing the second. 
Remark 4.1.6. When G = GL(V ) for a free B-module V of rank n, after picking a basis for V
the Lie algebra (LieG)B is identified with Matn(B). Unwinding definitions, the matrix associated
to a derivation in Remark 4.1.2 agrees with the element of (LieG)B obtained by trivializing the
torsor of derivations by N triv.
By working with each V ∈ fRepΛ(G) individually, we may compose G-derivations with (semi-
linear) automorphisms. Of course, the result is only a function V → V , and will not necessarily be
a G-derivation. We may likewise define multiply by scalars and base change.
Proposition 4.1.7. Let P be a G-Kisin module with coefficients in a finite flat Λ-algebra A. There
is a unique derivation NP on P
rig[1/λ] over N∇ such that NP ≡ 0 (mod u) and
(4.1.3) NPφP = E(u)φPϕ
∗(NP).
Proof. By Example 3.1.4, each V ∈ fRepΛ(G) admits the structure of a Kisin module. Using
Fact 4.1.3, we obtain a unique derivation NP,V compatible with φV in the sense it satisfies (4.1.2).
Compatibility of the NP,V with exact sequences and tensor products follows from uniqueness, so
the NP,V collectively define a necessarily unique derivation NP on P
rig[1/λ] satisfying (4.1.3). 
Corollary 4.1.8. Let P be a G-Kisin module with coefficients in A as in Proposition 4.1.7. Fix
a trivialization of P and trivialize the torsor of derivations on Prig[1/λ] by N trivP . Letting φP
trivialize to C ∈ G(OrigA [1/λ]) and E(u)φPϕ
∗(N trivP )φ
−1
P trivialize to N1 ∈ gOrigA [1/λ]
, we have that
NP trivializes to a N∞ ∈ gOrigA [1/λ]
such that
(4.1.4) N∞ = E(u)AdG(C)(ϕ(N∞)) +N1.
Proof. It is straightforward to verify that φPϕ
∗(N trivP )φ
−1
P is a G-derivation on ϕ
∗(P)rig[1/λ]. We
may rewrite (4.1.3) as
NP = E(u)φPϕ
∗(NP)φ
−1
P
again with the equality interpreted as equality of functions on V for each V ∈ fRepλ(G). The left
side is a derivation which trivializes to N∞. On the right, E(u)φPϕ
∗(NP)φ
−1
P trivializes to
E(u)φPϕ
∗(NP)φ
−1
P −N
triv
P = E(u)φPϕ
∗(NP)φ
−1
P − E(u)φPϕ
∗(N trivP )φ
−1
P
+ E(u)φPϕ
∗(N trivP )φ
−1
P −N
triv
P .
Using the identification of Example 2.2.1(c), the endomorphismE(u)φPϕ
∗(NP)φ
−1
P −E(u)φPϕ
∗(N trivP )φ
−1
P
corresponds to E(u)AdG(C)(ϕ(N∞)) ∈ gOrigA [1/λ]
. By definition, E(u)φPN
triv
P φ
−1
P − N
triv
P corre-
sponds to N1. This completes the proof. 
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Proposition 4.1.9. Let P be a G-Kisin module with coefficients in a finite flat Λ-algebra A, and
NP be the G-derivation on P
rig[1/λ]. Then T˜G,A(P)[1/p] is the restriction to Γ∞ of a crystalline
G-valued representation of ΓK if and only if NP,V (V ⊗O
rig
A ) ⊂ V ⊗O
rig
A for every V ∈
fRepΛ(G).
Proof. This follows from the second part of Fact 4.1.3 and the fact that a G-valued representation
is crystalline if and only if the representation on V is crystalline for every V ∈ fRepΛ(G). 
As usual, it suffices to check that NP,V (PV ) ⊂ PV for a single faithful representation V ∈
fRepΛ(G). It also suffices to check, using the equivalence of Example 2.2.1(c), that the N∞ ∈
g
OrigA [1/λ]
corresponding to NP actually lies in gOrigA
.
Definition 4.1.10. Let P be a G-Kisin module with coefficients in a finite flat Λ-algebra A. Let
NP be the natural derivation on POrig[1/λ] which trivializes to N∞ ∈ gOrigA [1/λ]
. We say P (or N∞)
satisfies the monodromy condition provided that N∞ ∈ gOrigA
.
We immediately obtain:
Corollary 4.1.11. With the notation of Proposition 4.1.9, T˜G,A(P)[1/p] is the restriction to Γ∞
of a crystalline G-valued representation of ΓK if and only if P satisfies the monodromy condition.
Remark 4.1.12. When G = GL(V ), after fixing a basis β for V the trivial derivation corresponds
to the zero matrix. Furthermore, we claim that the derivation E(u)φPϕ
∗(N trivP )φ
−1
P trivializes to
−NΛ(C)C
−1 = uλdCduC
−1 where C = [φP]β is the matrix of φP with respect to β.
Since φP is semi-linear, notice that Cϕ([φ
−1
P ]β) = 1, and since N∇ is a derivation notice that
0 = N∇(idV ) = N∇(CC
−1) = CN∇(C
−1) +N∇(C)C
−1.
Using that −E(u)ϕ ◦N∇ = N∇ ◦ ϕ, which can be checked on power series, we compute that
E(u)[φPϕ
∗(N trivP )φ
−1
P ]β = E(u)C · ϕ
(
[N trivP ]β[φ
−1
P ]β +N∇([φ
−1
P ]β)
)
= E(u)Cϕ(N∇([φ
−1
P ]β)) = −CN∇(ϕ([φ
−1
P ]β))
= CN∇(C
−1) = −N∇(C)C
−1.
This gives the claim, and also an explicit description of N1. Using this, (4.1.4) is equivalent to
[N∞]β = E(u)Cϕ([N∞]β)C
−1 +N∇(C)C
−1.
For general G, if we trivialize P, and hence for every V ∈ fRepΛ(G) obtain a basis for V , we
obtain a derivation and semi-linear automorphism of V . These are represented by matrices N∞,V
and CV such that
N∞,V = E(u)CV ϕ(N∞,V )C
−1
V +N∇(CV )C
−1
V .
We see that N1,V = uλ
dCV
du C
−1
V .
In light of Remark 4.1.12, we introduce some convenient notation for later.
Definition 4.1.13. For any Λ-algebra A and C ∈ LG′(A), let dCduC
−1 ∈ Lie LG′(A) correspond to
the endomorphism given by dCVdu C
−1
V for V ∈
fRepΛ(G
′) under the equivalence of Example 2.2.1(c).
It is straightforward to verify that the dCVdu C
−1
V for V ∈
fRepΛ(G
′) are compatible with exact
sequences and tensor products, so the definition is valid. By Remark 4.1.12, for C = [φP]β we have
uλ
dC
du
C−1 = N1.
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Remark 4.1.14. The individual terms of dCduC
−1 have no intrinsic meaning, but overall expression
behaves as the Leibniz rule would formally predict:
d(CC ′)
du
(CC ′)−1 =
dC
du
C−1 +AdG(C)
(
dC ′
du
(C ′)−1
)
.
This can be checked on V ∈ fRepΛ(G).
4.2. Approximating the Monodromy Condition. We now want to study the monodromy
condition in families and p-adically approximate it. We will apply this to families of deformations
like the one over R≤µ,β,
P
. We follow the setup in [LLHLM20, §7.1].
Let R be a flat local Noetherian Λ-algebra with finite residue field (hence p-adically complete).
Define
OrigR := lim←−
n
(W (k)⊗Zp R)[[u,
un
p
]][1/p]
which is naturally a subring of (K ⊗Zp R)[[u]]. Clearly, we have an inclusion O
rig ⊂ OrigR and
SR → O
rig
R . The operators ϕ and N∇ extend to O
rig
R with trivial action on the coefficients. Note
that for any f ∈ OrigR , we can evaluate f at u = p to get an element of K ⊗Zp R which we denote
by f |u=p.
Fix a G-Kisin module P with coefficients in R, a trivialization of P, and a type µ for G. Assume
that P has type ≤ µ, and as usual set hµ = maxα∈ΦG′ 〈µ, α〉. We will frequently use Lemma 3.1.8,
that since P has type ≤ µ then P(LieG) has height in [−hµ, hµ].
The same argument as in Proposition 4.1.7 using [LLHLM20, Proposition 7.1.3(1)] shows that
Prig[1/λ] admits a unique G-derivation NP such that NP ≡ 0 mod u. Note that NP interpolates
the connections at all the finite flat Λ-algebra points of R.
Let C ∈ G(SR[1/E(u)]) correspond to φP. Trivialize the torsor of G-derivations by N
triv
P , and
let N∞ and N1 be as in Corollary 4.1.8; in gOrigR [1/λ]
, we have
N∞ = E(u)AdG(C)(ϕ(N∞)) +N1.
Definition 4.2.1. Let N0 := 0 and for i > 0, inductively define
(4.2.1) Ni+1 −Ni := E(u)AdG(C) (ϕ(Ni −Ni−1)) .
Furthermore, set L1(C) :=
E(u)hµ
uλ N1 = E(u)
hµ dC
duC
−1.
Lemma 4.2.2. The sequence {Ni} converges to N∞ in g(K⊗ZpR)[[u]].
Proof. When G = GLn, this follows from [LLHLM20, Proposition 7.1.3 (2)]. In general, one may
check the result on each V ∈ fRep(G). 
Proposition 4.2.3. The G-Kisin module P satisfies the monodromy condition if and only if N∞
has no poles at u = p.
Proof. WhenG = GLn, this is [BL19, Proposition 2.2.4]. The general case follows as both conditions
may be checked on each V ∈ fRep(G). 
Thus we are reduced to studying the condition that N∞ has no poles at u = p. We aim to show
that the condition that N1 has no poles at u = p is a good approximation to this condition when
hµ < p− 1. To make this precise, we have to look more carefully at the sequence Ni.
Lemma 4.2.4. Assume P has type ≤ µ and that R[1/p] is reduced. Then
(i) L1(C) ∈ gSR;
(ii) E(u)hµAdG(C)(gSR) ⊂ gSR and E(u)
hµAdG(C)(gOrigR
) ⊂ g
OrigR
;
(iii) λhµ−1N∞ ∈ gOrigR
.
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Proof. As can be checked on any faithful representation, L1(C) ∈ gSR [1/E(u)]. The condition that
L1(C) ∈ gSR is then a Zariski closed condition on R. Since R is Λ-flat and reduced, it suffices to
check that condition on the L-points of R. If x is any such point, let Cx denote the base change of
x to L.
Since P has type ≤ µ, there exists µ′ ≤ µ such that Cx = K1E(u)
µ′K2 where K1,K2 ∈ L
+G′(L).
Applying Remark 4.1.14, we have
L1(Cx) = L1(K1) + AdG(K1)L1(E(u)
µ′ ) + E(u)hµ AdG(K1E(u)
µ′)(
dK2
du
K−12 ).
We directly see that L1(K1), E(u)
dE(u)µ
′
du E(u)
−µ′ ∈ gSL . For the third term, notice that
dK2
du K
−1
2 ∈
gSL and since µ
′ ≤ µ, we know E(u)hµ AdG(K1E(u)
µ′) preserves gSL . Thus we conclude L1(Cx) ∈
gSL .
Since P has type ≤ µ, we see that P(LieG) has height in [−hµ, hµ] which gives part (ii).
For the last part, it suffices to show λhµ−1Ni ∈ gOrigR
which we prove by induction on i. The base
case follows from part (i). Since Ni+1 = Ni+E(u)AdG(C) (ϕ(Ni −Ni−1)) , it suffices to show that
if λhµ−1Ni ∈ gOrigR
then E(u)λhµ−1AdG(C) (ϕ(Ni)) ∈ gOrigR
. This follows from part (ii) using that
E(u)λhµ−1AdG(C) (ϕ(Ni)) = E(u)
hµ/(−p)hµ−1AdG(C)
(
ϕ(λhµ−1Ni)
)
. 
Since λ has simple pole at u = p, the condition that N1 has no poles at u = p is equivalent to
L1(C) having a zero of order hµ − 1. Similarly, by Lemma 4.2.4(iii), the monodromy condition is
equivalent to E(u)hµ−1N∞ having a zero of order hµ − 1 at u = p.
Given an element of element X = (Xσ)σ∈J ∈ gK⊗ΛR =
∏
σ∈J gR, we say the entries of X are
the coefficients of each Xσ with respect to a fixed basis for g over Λ.
Definition 4.2.5. Let I˜N∞ denote the ideal in R[1/p] generated by the entries of
di(E(u)hµN∞)
dui
|u=p
for 0 ≤ i ≤ hµ − 2. Furthermore, define
IN∞ := I˜N∞ ∩R.
so SpecR/IN∞ is closure of the locus on the generic fiber satisfying the monodromy condition.
Define IN1 ⊂ R to be the ideal generated by the entries of
diL1(C)
dui
|u=p for 0 ≤ i ≤ hµ − 2.
Our goal is to p-adically approximate IN∞ and relate it to IN1 by studying the pole condition on
N1. This will yield our main theorem:
Theorem 4.2.6. Let P be a G-Kisin module with coefficients in a flat local Noetherian Λ-algebra
R with finite residue field. Assume P has type ≤ µ, that hµ < p − 1, and that R[1/p] is reduced.
Then
IN1 ⊂ (IN∞ , p).
We will prove this in §4.3. The key idea is to control the p-divisibility of terms in a series relating
N∞ to N1.
Definition 4.2.7. Let P be a G-Kisin module with coefficients in a Λ-algebra A such that pA = 0.
Let C correspond to ϕP upon choice of trivialization. We say that P satisfies the mod-pmonodromy
condition provided that L1(C) has a zero of order hµ − 1 at u = p.
It is straightforward to verify that this notion is independent of the choice of trivialization, and
equivalent to the condition that dCduC
−1 ∈ 1ugSA .
Corollary 4.2.8. Assume hµ < p−1 and that R[1/p] is reduced. The base change P⊗SRSR/(p,IN∞)
satisfies the mod-p monodromy condition.
Proof. Theorem 4.2.6 shows Spf R/(IN∞ , p) →֒ Spf R/(IN1 , p). 
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4.3. Proof of Theorem 4.2.6. We continue the notation of the previous subsection and set
h := hµ. Throughout we assume that R[1/p] is reduced. We begin with some preliminaries.
Lemma 4.3.1. Assume that P(LieG) has height in [−h, h]. Then,
(i) E(u)hN1 ∈ uλgOrigR
;
(ii) Fix j < p and X ∈ g
OrigR
. If d
iX
dui
|u=p ∈ p
rgW (k)⊗ΛR for all 0 ≤ i ≤ j then for any i ≤ j
di
(
E(u)hAdG(C)(X)
)
dui
|u=p ∈ p
rgW (k)⊗ΛR.
Proof. The first statement follows from Lemma 4.2.4(i).
For the second statement, we can expand X =
∑
i≥0Xi
E(u)i
i! with Xi ∈ p
rgW (k)⊗ΛR for i ≤ j
and otherwise Xi ∈ gK⊗ΛR. By Lemma 4.2.4(ii), we see that E(u)
hAdG(C)(Xi) ∈ p
rgSR for i ≤ j.
For any i ≤ j we conclude that
di
(
E(u)hAdG(C)(X)
)
dui
|u=p ∈ p
rgW (k)⊗ΛR. 
Definition 4.3.2. We define AC : gOrigR
→ g
OrigR
by AC(X) = E(u)
hAdG(C)(ϕ(X)). Furthermore,
define L2(C) := AC(L1(C)) = E(u)
hAdG(C)(ϕ(L1(C))).
Note that AC is well defined and that L2(C) lies in gOrigR
by Lemma 4.2.4(ii).
Remark 4.3.3. When G = GLn, using Remark 4.1.12 we see L1(C) = E(u)
h dC
duC
−1 and L2(C) =
E(u)hCϕ(L1(C))C
−1.
Now we let
(4.3.1) z0 := −
uϕ(λ)
p
and zi := −
up
i
ϕi+1(λ)
p
∏i
j=1 ϕ
j(E(u))h−1
.
Lemma 4.3.4. Letting AiC denote the i-fold composition of AC, we have that
(4.3.2) E(u)h−1(Ni+1 −Ni) = ziA
i
C(L1(C)).
and that
(4.3.3) E(u)h−1N∞ = E(u)
h−1N1 +
∞∑
i=1
E(u)h−1(Ni+1 −Ni) = z0L1(C) +
∞∑
i=1
ziA
i
C(L1(C)).
Furthermore we have that AiC(L1(C)) ∈ gOrigR
Proof. We directly see that E(u)h−1N1 = z0L1(C), and then the first equation follows from induc-
tion using (4.2.1). The second equation telescopes. The last claim follows from Lemma 4.2.4(i). 
We now collect together information about z0 and the zi. Let vp denote the p-adic valuation on
Zp normalized so vp(p) = 1.
Lemma 4.3.5. Let i ≥ 1.
(i) We have that ϕi(λ)|u=p is a unit in Zp, and that for 0 < n < p
dnϕi(λ)
dun
|u=p = −
(pi − 1)!
(pi − n)!
pp
i+(i−1)−n +O(pp
i+i−n).
(ii) For 1 < n < p, we have that
vp (z0|u=p) = 0 and vp
(
dz0
du
|u=p
)
= −1 and vp
(
dnz0
dun
|u=p
)
= p− n.
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(iii) For 0 < n < p− 1, we have that
vp (zi) ≥ p
i − i(h− 1)− 1 and vp
(
dnzi
dun
)
≥ pi +min(i, p)− n− i(h− 1)− 1.
Proof. (i) This an elementary calculation using the product rule on
ϕi(λ) =
∞∏
j=i
up
j
− p
−p
.
(ii) This will follow using part (i). The first claim is immediate. The second follows from
dz0
du
|u=p = −
dϕ(λ)
du
|u=p −
1
p
ϕ(λ)|u=p.
For the third, note that
dnz0
dun
|u=p = −
1
p
dn−1ϕ(λ)
dun−1
|u=p −
dnϕ(λ)
dun
|u=p =
(p− 1)!
(n− 2)!
pp−n +
(p− 1)!
(n − 1)!
pp−n +O(pp−n+1)
and that 1 + (n− 1)−1 6≡ 0 mod p when 1 < n < p.
(iii) An elementary analysis using the product rule shows that for 0 < n < p, we have
vp

 dn
dun

 i∏
j=1
ϕj(E(u)/(−p))1−h

 |u=p

 ≥ p− n.
Furthermore,
∏i
j=1 ϕ
j(E(u)/(−p))1−h evaluated at u = p is a p-adic unit. Combining this
with part (i), we see using the product rule that for 0 < n < p the nth derivative of
zi = (−p)
−i(h−1)−1up
i
· ϕi+1(λ) ·
i∏
j=1
ϕj(E(u)/(−p))1−h
when evaluated at u = p will have valuation at least pi + min(i, p) − n − i(h − 1) − 1. The
statement about zi itself is elementary given the previous calculations. 
We now begin to analyze the monodromy condition to obtain information about its reduction
modulo p. At first glance, it is not clear that the evaluation of derivatives of terms in (4.3.3) at
u = p even lie in gW (k)⊗ΛR, let alone are multiples of p. For conciseness, we write g
′
R instead of
gW (k)⊗ΛR in the following arguments.
Lemma 4.3.6. Suppose that h < p− 1. Then there exists α0 ∈ Z
×
p such that
(4.3.4) α0L1(C)|u=p + (z1L2(C)) |u=p ∈ (p
p, IN∞)g
′
R
and for 0 < m < h we have that
(4.3.5)
m∑
i=0
(
m
i
)
diz0
dui
|u=p
dm−iL1(C)
dum−i
|u=p +
m∑
i=0
(
m
i
)
diz1
dui
|u=p
dm−iL2(C)
dum−i
|u=p ∈ (p
p, IN∞)g
′
R.
Proof. First let us evaluate (4.3.3) at u = p: the entries of the left side are in IN∞ , and all of the
terms with i ≥ 2 on the right side are multiples of pp using Lemma 4.3.5(iii) plus the fact that
AiC(L1(C)) ∈ gOrigR
. Since α0 := z0|u=p is in Z
×
p by Lemma 4.3.5(ii), the first statement follows.
The second statement follows a similar argument, beginning by evaluating the mth derivative of
by (4.3.3) at u = p. Again, the entries in the left side are in IN∞ . We apply the product rule to
the terms with i ≥ 2: using Lemma 4.3.5(iii) we see that zi and its derivatives of order less than
h have valuation at least p when evaluated at u = p, and by Lemma 4.3.4 AiC(L1(C))|u=p and its
derivatives lie in g′R. 
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Now expand L1(C) =
∑∞
i=0AiE(u)
i with Ai ∈ g
′
R; there exists Q ∈ g
′
R[[u]] such that
(4.3.6) ϕ(L1(C)) = A0 +A1(u
p − p) +A2(u
p − p)2 + . . . = (A0 − pA1 + p
2A2 − . . .) + u
pQ(u).
Lemma 4.3.7. For a fixed positive integers n < p, if for all 0 ≤ i ≤ n, we have
diL1(C)
dui
|u=p ∈ (p
n−i, IN∞)g
′
R,
it follows that ϕ(L1(C))|u=p ∈ p
ng′R and that for 0 < i ≤ n
diϕ(L1(C))
dui
|u=p ∈ (p
p+n−i, IN∞)g
′
R.
Proof. The hypothesis implies that Ai ∈ (p
n−i, IN∞)g
′
R for 0 ≤ i ≤ n. The first claim about
ϕ(L1(C))|u=p = A0 is immediate. For the second statement, we look closer at Q(u). In particular,
there exists Q2(u) ∈ g
′
R[[u]] such that
Q(u) = (A1 − 2pA2 + 3p
2A3 − . . .) + u
pQ2(u).
Since Ai ∈ (p
n−i, IN∞)g
′
R for 0 ≤ i ≤ n, it follows that Q(u)|u=p ∈ (p
n−1, IN∞)g
′
R. By inspecting
derivatives we see that d
iQ(u)
dui
|u=p ∈ (p
p+1−i, IN∞)g
′
R. Using the product rule to compute derivatives
of upQ(u) gives the desired result about derivatives of ϕ(L1(C)). 
Corollary 4.3.8. For fixed n < p, suppose for all 0 ≤ i ≤ n, we know that
diL1(C)
dui
|u=p ∈ (p
n−i, IN∞)g
′
R.
Then it follows that for all 0 ≤ i ≤ n, we have
diL2(C)
dui
|u=p ∈ (p
n, IN∞)g
′
R.
Proof. This follows from Lemma 4.3.7 and Lemma 4.3.1(ii) applied to ϕ(L1(C)). 
Lemma 4.3.9. Suppose that h < p− 1 and fix n < h− 1. If for 0 ≤ i ≤ n, we know that
diL1(C)
dui
|u=p ∈ (p
n−i, IN∞)g
′
R,
then for 0 ≤ j ≤ n+ 1 we have that
djL1(C)
duj
|u=p ∈ (p
n+1−j, IN∞)g
′
R.
Proof. Using Corollary 4.3.8, the hypothesis implies that d
iL2(C)
dui
|u=p ∈ (p
n, IN∞)g
′
R for 0 ≤ i ≤ n.
By Lemma 4.3.5(iii), since h < p− 1 we know that for 0 < i < p
(4.3.7) vp (z1) ≥ p− (h− 1)− 1 ≥ 2 and vp
(
diz1
dui
)
≥ p− h− i+ 1 ≥ 3− i.
We will now show that d
mL1(C)
dum |u=p ∈ (p
n+1−m, IN∞)g
′
R for 0 ≤ m ≤ n+ 1 by induction on m. For
the base case m = 0, we know that L2(C)|u=p ∈ (p
n, IN∞)g
′
R, and that vp(z1) > 0. Therefore using
(4.3.4) we conclude that L1(C) ∈ (p
n+1, IN∞)g
′
R as desired.
For the inductive step, suppose that for all 0 ≤ j < m,
djL1(C)
duj
|u=p ∈ (p
n+1−j, IN∞)g
′
R.
Considering (4.3.5), for 0 ≤ i ≤ m we see that
diz1
dui
|u=p ·
dm−iL2(C)
dum−i
|u=p ∈ (p
n+3−i, IN∞)g
′
R ⊂ (p
n+1−m, IN∞)g
′
R.
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Furthermore, for 0 < i ≤ m we see that
diz0
dui
|u=p ·
dm−iL1(C)
dum−i
|u=p ∈ (p
n+1−m, IN∞)g
′
R
using the inductive hypothesis and Lemma 4.3.5(ii). Then (4.3.5) plus the fact that z0|u=p is a unit
imply that
dmL1(C)
dum
|u=p ∈ (p
n+1−m, IN∞)g
′
R
which completes the induction. 
Corollary 4.3.10. Suppose that h < p− 1. Then for any 0 ≤ i ≤ h− 1, we have that
diL1(C)
dui
|u=p ∈ (p
h−i, IN∞)g
′
R and
diL2(C)
dui
∈ (ph, IN∞)g
′
R.
Proof. The first part follows from induction using Lemma 4.3.9. The base case is that L1(C) ∈
(p, IN∞)g
′
R, which follows from (4.3.4) and the information about vp(z1|u=p) in Lemma 4.3.5. The
statement about L2(C) is then Corollary 4.3.8. 
Proof of Theorem 4.2.6. It suffices to show that the entries of d
iL1(C)
dui
|u=p lie in (IN∞ , p) for 0 ≤
i ≤ h− 2, which follows from Corollary 4.3.10. 
5. Affine Schubert varieties and monodromy
For this section, we allow k to be any field and G to be any split connected reductive group
over k. Let T denote a split maximal torus and choose a set of positive roots Φ+G. Let µ ∈ X∗(T )
be a dominant cocharacter. Let Gder denote its derived group with center Zder. We let LG and
L+G denote the loop group and the positive loop group for G respectively over k. The affine
Grassmanian GrG is the quotient L
+G\LG. As before, the affine Schubert cell Gr◦,µG is the reduced
L+G-orbit of uµ, and Gr≤µG its closure.
5.1. Tangent spaces. Let µ′ be a dominant cocharacter such that µ′ ≤ µ. For the key calculations
in the next section, we will need some basic control over the tangent space of Gr≤µG at the T -fixed
point [uµ
′
]. We will use the subgroup ind-scheme L−−G ⊂ LG given by
L−−G(A) = {g ∈ G(A[u−1]) | g mod u−1 ≡ 1}
for any k-algebra A. Recall that the natural map L−−G → GrG is representable by an open
immersion (see [HR18, Lemma 3.1] for example). Thus we can identify the tangent space at the
base point e of GrG with LieL
−−G = u−1(gk[u−1]) ⊂ gk((u)). Recall that we defined
hµ = max
α∈ΦG
{〈µ, α〉}.
Proposition 5.1.1. Assume that Zder is e´tale over k. Let µ and µ′ be dominant coweights such
that µ′ ≤ µ. The tangent space to (Gr≤µG )u
−µ′ at e is contained in the subspace V µµ′ generated as a
k-vector space by the following subspaces of LieL−−G:
• for α ∈ ΦG and 1 ≤ j ≤
1
2(hµ − 〈µ
′, α〉), the subspaces u−jgα;
• and for 1 ≤ j ≤ hµ, the subspaces u
−j(LieT ).
Proof. For any α ∈ ΦG, we have the corresponding root group Uα ⊂ G, which is a copy of Ga.
For any integer n, Uα(tu
n) ⊂ LG is an affine root group with coordinate t. For j ≥ 1, the tangent
space to Uα(tu
−j) is u−jgα.
To bound the tangent space, we will use the adjoint representation denoted Ad. The map
Ad : G → GL(LieG) induces a map of affine Grassmannians Ad∗ : GrG → GrGL(LieG). There
is a closed subscheme Gr
[−hµ,hµ]
GL(LieG) which is the image of the subfunctor {g ∈ LGL(LieG)(A) |
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uhµg, uhµg−1 ∈ End(LieG)(A[[u]])}. This subfunctor is clearly closed under right multiplication by
L+GL(LieG). Since Ad∗(u
µ) ∈ Gr
[−hµ,hµ]
GL(LieG), it follows that
Ad∗(Gr
≤µ
G ) ⊂ Gr
[−hµ,hµ]
GL(LieG) .
Assuming that Uα(tv
−j) lies in (Gr≤µG )u
−µ′ , then Ad(Uα(tu
−j))Ad(uµ
′
) maps to Gr
[−hµ,hµ]
GL(LieG) and
so satisfies the height condition. Let e−α and eα generate g−α and gα respectively in LieG. The
height condition defining Gr
[−hµ,hµ]
GL(LieG) implies that
(5.1.1) Ad(Uα(tu
−j))Ad(uµ
′
)(e−α) ∈ u
−hµ LieL+G.
A straightforward computation, for example using the map SL2 → G sending the upper triangular
Ga to Uα, shows that the coefficient on eα of Ad(Uα(tu
−j))Ad(uµ
′
)(e−α) is a scalar multiple of
−t2u−2j−〈µ
′,α〉. Thus, equation (5.1.1) implies that
2j + 〈µ′, α〉 ≤ hµ
which implies the first item.
We now explain how to reduce checking the second item to the adjoint case. Let Gder, Gad denote
the derived and adjoint groups of G respectively. By §6.a.1 of [PR08], GrGder → GrGad is a closed
immersion. Furthermore, by Proposition 6.6 in loc. cit., the reduced connected component of GrG
containing the base point is identified with the same for GrGder . Thus, Gr
≤µ
G u
−µ′ ⊂ GrGder . It is
clear then that if we let µ, µ′ denote the image of µ and µ′ in the X∗(T
ad), then
Gr≤µG u
−µ′ ∼= Gr
≤µ
Gad
u−µ
′
.
Thereby, we may reduce to the case when G is adjoint to analyze the torus contribution.
Let Y ∈ LieT , and assume u−jY lies in the tangent space to (Gr≤µG )u
−µ′ . By adjointness
assumption, there exists some α ∈ Φ+G such that α(Y ) 6= 0. By the same argument as before, by
applying Ad and looking at the action on e−α, we get that
j ≤ hµ − 〈µ
′, α〉 ≤ hµ. 
Remark 5.1.2. There is a formula for the tangent space to Gr≤µG at [u
−µ′ ] in terms of affine
Demazure modules in characteristic 0 due to Kumar [Kum96] for Kac–Moody groups. It is unclear
to us whether this formula holds in characteristic p and so we opted to prove the upper bound
directly.
Remark 5.1.3. If k has characteristic p and G = GLn the hypothesis that p ∤ n is not needed. We
can argue directly, without reducing to checking the second item for adjoint case, by considering
the action of T on the standard representation. The key is the elementary observation that if µ is
the cocharacter given by the n-tuple of integers (a1, . . . , an) then the standard representation has
height in [mini ai,maxi ai], while hµ = maxi ai −mini ai.
5.2. Monodromy locus. Recall that for any k-algebra A and any C ∈ LG(A), we defined an
element dCduC
−1 ∈ Lie LG(A) characterized using the Tannakian formalism in Definition 4.1.13.
Define a closed subfunctor
LG∇(A) = {C ∈ LG(A) |
dC
du
C−1 ∈
1
u
Lie L+G(A)} ⊂ LG(A).
Remark 4.1.14 shows that LG∇ is stable under left multiplication by L+G, so we can define closed
sub-(ind)-schemes
(5.2.1) Gr∇G := L
+G\LG∇ ⊂ GrG, Gr
≤µ,∇
G := Gr
≤µ
G ∩Gr
∇
G ⊂ Gr
≤µ
G .
We can now state the main theorem of the section.
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Theorem 5.2.1. Let µ ∈ X∗(T ) be a dominant coweight. If k has finite characteristic p, then
assume that 〈µ, α〉 < p for all positive roots α and that Zder is e´tale over k. Then we have that
Gr≤µ,∇G
∼=
∐
µ′≤µ
Pµ′\G,
where Pµ′ is the parabolic subgroup associated to µ
′. In particular, Gr≤µ,∇G is smooth.
Remark 5.2.2. The strategy is similar to the approach taken in [LLHLM20, §3-4] where an
analogous fact is proven for GLn.
The proof will reduce to the following key computation on tangent spaces.
Proposition 5.2.3. If k has finite characteristic p, assume that hµ < p and that Z
der is e´tale
over k. For a dominant µ′ ≤ µ, the dimension of the tangent space of Gr≤µ,∇G at [u
µ′ ] is equal to
dimPµ′\G.
Proof. As in Proposition 5.1.1, we translate and consider the tangent space W µµ′ of (Gr
≤µ
G )u
−µ′ at
the base point e as a subspace of LieL−−G. By loc. cit., W µµ′ ⊂ V
µ
µ′ . Since Gr
◦,µ′
G ⊂ Gr
≤µ
G , Lemma
2.3.3 gives that Vµ′ ⊂W
µ
µ′ .
It is elementary to check that uµ
′
∈ LG∇ and so [uµ
′
] ∈ Gr≤µ,∇G . Let V
∇
µ′ and W
µ,∇
µ′ respectively
denote the tangent spaces to (Gr◦,µ
′
G ∩Gr
∇
G)u
−µ′ and (Gr≤µ,∇G )u
−µ′ at the identity. For Y ∈ W µµ′ ,
the key observation is that Y ∈W µ,∇µ′ if and only if
(5.2.2) u
dY
du
+ [Y, µ′] ∈ gk[[u]].
This can be checked using any faithful representation of G.
We first analyze V ∇µ′ . Using Lemma 2.3.3, for any α such that 〈µ
′, α〉 < 0 we can represent the
α-component of Y as Yα =
〈µ′,α〉∑
i=−1
Yα,iu
i where Yα,i ∈ k. Then condition (5.2.2) becomes
〈µ′,α〉∑
i=−1
(i− 〈µ′, α〉)Yα,iu
i ∈ k[[u]].
Since −p < 〈µ′, α〉 < 0, we see (i − 〈µ′, α〉) 6= 0 in k for 〈µ′, α〉 < i < 0 and hence Yα,i = 0. There
is no restriction on Yα,〈µ′,α〉. Since dimPµ′\G is equal to the number of positive roots such that
〈µ′, α〉 > 0, we have dimV ∇µ′ = dimPµ′\G and hence
(5.2.3) dimPµ′\G = dimV
∇
µ′ ≤ dimW
µ,∇
µ′ .
Define V µ,∇µ′ to be the subspace of V
µ
µ′ satisfying (5.2.2), and let Y ∈ V
µ
µ′ . As before, we can write
the α-component of Y as Yα =
−N∑
i=−1
Yα,iu
i with Yα,i ∈ k where N :=
1
2(hµ − 〈µ
′, α〉) is the bound
given in Proposition 5.1.1. Again, we must have
−N∑
i=−1
(i− 〈µ′, α〉)Yα,iu
i ∈ k[[u]].
Notice that for −N ≤ i ≤ −1, we have −1− 〈µ′, α〉 ≥ i− 〈µ′, α〉 ≥ −12(hµ + 〈µ
′, α〉). For α ∈ Φ+G,
since µ′ ≤ µ we see that 〈µ′, α〉 ≤ hµ. Hence i − 〈µ
′, α〉 > −p, and hence Yα,i = 0. If α ∈ Φ
−
G, a
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similar check confirms that (i − 〈µ′, α〉) ≡ 0 mod p only if i = 〈µ′, α〉. Hence Yα,i = 0 except if
i = 〈µ′, α〉 and 〈µ′, α〉 6= 0.
Finally, consider Y ∈ V µµ′ ∩ tk((u)). By Proposition 5.1.1, Y =
hµ∑
i=1
Yiu
−i where Yi ∈ t. Condition
(5.2.2) becomes
hµ∑
i=1
(−iYi)u
−i ∈ tk[[u]].
Since hµ < p, this implies that each Yi = 0.
Since dimPµ′\G equals the number of positive roots such that 〈µ
′, α〉 > 0, we conclude that
dimW µ,∇µ′ ≤ dimV
µ,∇
µ′ ≤ dimPµ′\G. Together with (5.2.3) this completes the proof. 
Letting eα generate gα, the previous proof also shows:
Corollary 5.2.4. With hypotheses as in Proposition 5.2.3, using the map on tangent spaces induced
by right translation by uµ
′
, the tangent space of Gr≤µ,∇G at u
µ′ is contained in
spank
({
u〈µ
′,α〉eα
}
α∈ΦG,〈µ′,α〉<0
)
+ gk[[u]] ⊂ LieGrGk = gk((u))/gk[[u]].
We now consider the open affine Schubert cell Gr◦,µ
′
G and its intersection with Gr
∇
G for any
dominant cocharacter µ′. We show that Gr◦,µ
′,∇
G := Gr
◦,µ′
G ∩Gr
∇
G is equal to the orbit u
µ′G; this is
known to be a flag variety.
Proposition 5.2.5. Let µ′ ∈ X∗(T ) be a dominant coweight. If k has finite characteristic p, then
assume that 〈µ′, α〉 < p for all positive roots α ∈ Φ+G and that Z
der is e´tale over k. Then we have
Gr◦,µ
′,∇
G
∼= Pµ′\G.
Proof. We first show that the closed subscheme Gr◦,µ
′,∇
G ⊂ Gr
◦,µ′
G is stable under the right multi-
plication by G. It suffices to show that LG∇ is stable under right multiplication by G. Let A be a
k-algebra. For any C ∈ LG∇(A) and g ∈ G(A), by the Remark 4.1.14
d(Cg)
du
(Cg)−1 =
dC
du
C−1 +AdG(C)
(
dg
du
g−1
)
.
As g ∈ G(A), dgdug
−1 = 0 and hence Cg ∈ LG∇(A).
Next, let Xµ′ ⊂ Gr
◦,µ′
G denote the orbit u
µ′G. It is well-known that Xµ′ ∼= Pµ′\G and hence
is projective (see top of pg. 100 of [MV07]). Now note that Xµ′ ⊂ Gr
◦,µ′,∇
G since u
µ′ ∈ LG∇(k).
Furthermore, we claim that the inclusion Xµ′ ⊂ Gr
◦,µ′,∇
G is an open immersion and thus (the
projective) Xµ′ is a connected component of Gr
◦,µ′,∇
G . Since the inclusion is G-equivariant and G
acts transitively on Xµ′ , it suffices to show that map on tangent spaces at u
µ′ is an isomorphism.
This follows from proof of Proposition 5.2.3 which shows that the dimension of the tangent space
of Gr◦,µ
′,∇
G at u
µ′ is equal to dimPµ′\G.
Finally, recall the loop Gm action on GrG denoted δˇ from [MV07, §2] which sends u to αu.
Equation (2.4) in loc. cit. says that Gm action of δˇ contracts Gr
◦,µ′
G onto Xµ′ . It is easy to see that
LG∇ is stable under δˇ. Thus, any component of Gr◦,µ
′,∇
G must necessarily intersect Xµ′ . 
Proof of Theorem 5.2.1. Given that µ satisfies the hypotheses of Theorem 5.2.1, so does any µ′ ≤ µ.
Since Gr≤µG is topologically the union of Gr
◦,µ′
G for µ
′ ≤ µ, by Proposition 5.2.5
(5.2.4) (Gr≤µ,∇G )red
∼=
∐
µ′≤µ
Pµ′\G.
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To prove Theorem 5.2.1, then, we just need to show that Gr≤µ,∇G is reduced.
By (5.2.4), G acts transitively on each connected component of Gr≤µ,∇G . To show that Gr
≤µ,∇
G
is reduced, it therefore suffices to show that the dimension of the tangent space at [uµ
′
] is equal to
dimPµ′\G which follows from Proposition 5.2.3. 
6. Proof of the Main Theorem
Let Λ, F, L, and G be as before, and continue to assume that p ∤ #π1(G
der). Throughout this
section, we fix a G-Kisin module P over F and a continuous Galois representation ρ : ΓK → G(F)
together with an isomorphism T˜G,F(P) ≃ ρ|Γ∞ as we did in §3.3 to define our deformation problems.
6.1. Kisin varieties. We begin by studying the Kisin variety and identifying some conditions that
guarantee it is trivial.
Definition 6.1.1. Fix P ∈ GModϕOE ,F and a dominant cocharacter µ for G
′. The Kisin variety
Y ≤µP is the projective scheme over F which represents the functor sending an F-algebra A to the
set of G-Kisin lattices of type ≤ µ in PA.
Let P =MG,F(ρ|Γ∞) and m be the maximal ideal of R
µ,
ρ . The Kisin variety is an “upper bound”
on the fiber of Xµρ over ρ. More precisely, Proposition 3.3.8(ii) gives an inclusion
(6.1.1) Xµρ ×SpecRµ,ρ
SpecRµ,ρ /m ⊂ Y
≤µ,
P .
Lemma 6.1.2. Suppose µ is Fontaine-Laffaille and A is a local Artinian F-algebra with residue
field F′. Fix x ∈ Xµρ (F
′) and a lift x˜ ∈ Spf(Ôµx)(A) where Ô
µ
x is the completion of X
µ
ρ at x. The
G-Kisin module P corresponding to x˜ using Proposition 3.3.8(i) satisfies the mod-p monodromy
condition.
Proof. Notice that Ôµx is Λ-flat and reduced by Proposition 3.3.8(iii) and Fact 2.4.2. Since Θ[1/p]
is an isomorphism, the L-points of Ôµx correspond to crystalline representations with p-adic Hodge
type µ. Using Corollary 4.1.11 we conclude that IN∞ = 0. The Lemma then follows from Corol-
lary 4.2.8. 
We set K := G(F[[u]]), and begin by recalling several useful facts related to the Cartan decom-
position. We fix a split maximal torus T contained in a Borel B and adopt our standard notation
for root systems (see §1.4.1).
Fact 6.1.3. We have that:
(i) (Cartan Decomposition) G(F((u))) =
∐
µ∈X∗(T )+
KuµK;
(ii) for µ, λ, ω ∈ X∗(T )+, if Ku
λKuωK ∩KuµK 6= ∅, then µ ≤ λ+ ω.
The first is the standard Cartan decomposition; see for example [Tit79, 3.3.3]. The second is a
special case of [BT67, Proposition 4.4.4(iii)]; this is somewhat complicated to apply but we do not
know a more direct reference. The footnote in [HV15, §6.9] explains how to translate our set-up into
the language of [BT67, Proposition 4.4.4]. The K in loc. cit. is actually a larger group containing
K, which is harmless.
Lemma 6.1.4. For dominant coweights µ, λ, ω, ν, ifKuλKuωKuνK∩KuµK 6= ∅ then µ ≤ λ+ω+ν.
Proof. Apply Fact 6.1.3(ii) twice. 
Given a coweight λ, define λdom to be the unique dominant coweight in the same Weyl-orbit.
Lemma 6.1.5. Let µ = (µσ)σ∈J be a type for G. If g ∈
∏
σ∈J
KuµσK then
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(i) g−1σ ∈Ku
(−µσ)domK.
(ii) ϕ(g)σϕ ∈ Ku
pµσK.
Proof. Clear. 
Let αh be the highest root of ΦG, and recall that hµ = max
α∈ΦG′
〈µ, α〉.
Proposition 6.1.6. Let P = (P, φ) ∈ GModϕOE ,F and µ be a dominant type of G such that for
every non-zero dominant coweight λ of G we have that
(p − 1)〈λ, αh〉 > 2hµ.
Then for any finite extension F′/F there is at most one G-Kisin lattice of type ≤ µ in PF′ (up to
isomorphism).
Proof. Suppose that (P′, α′) and (P′′, α′′) are two G-Kisin lattices in PF′ = (PF′ , φPF′ ). After
trivializing PF′ and identifying ǫG(P
′) and ǫG(P
′′) with PF′ , we obtain A,Φ, and Φ
′ in G′(F′((u)))
such that
(6.1.2) Φ′′ = AΦ′ϕ(A)−1.
Write A = (Aσ)σ∈J ,Φ
′ = (Φ′σ)σ∈J , and Φ
′′ = (Φ′′σ)σ∈J . As the G-Kisin lattices are of type
≤ µ, we know that there are dominant cocharacters µ′, µ′′ ≤ µ such that for each σ ∈ J we
have Φ′σ ∈ Ku
µ′σK and Φ′′σ ∈ Ku
µ′′σK. There is a unique dominant coweight λ of G′ such that
Aσ ∈ Ku
λσK for each σ ∈ J . It suffices to show that λ = 0 so that A ∈ G′(F′[[u]]).
Working with components as in Example 3.1.6, we notice that (6.1.2) is equivalent to
(6.1.3) ϕ(Aσϕ−1) = ϕ(A)σ = (Φ
′′
σ)
−1AσΦ
′
σ for each σ ∈ J .
We know that (Φ′′σ)
−1 ∈ Ku(−µ
′′
σ)
dom
K and that ϕ(A)σ ∈ Ku
pλσϕ−1K by Lemma 6.1.5. Fix a σ ∈ J
that maximizes 〈λσϕ−1 , αh〉. Applying Lemma 6.1.4 to equation (6.1.3) gives that
(6.1.4) pλσϕ−1 − λσ ≤ µ
′
σ + (−µ
′′
σ)
dom.
In other words, µ′σ+(−µ
′′
σ)
dom−pλσϕ−1+λσ is a non-negative combination of simple coroots. Since
the highest root αh pairs non-negatively with positive coroots, this implies
〈µ′σ + (−µ
′′
σ)
dom − pλσϕ−1 + λσ, αh〉 ≥ 0.
On the other hand, suppose that λσ 6= 0, so by hypothesis we have that (p − 1)〈λσ , αh〉 > 2hµ.
There is an element w of the Weyl group such that w(−µ′′σ)
dom = −µ′′σ and hence
|〈(−µ′′σ)
dom, αh〉| = |〈µ
′′
σ, wαh〉| ≤ |〈µσ, wαh〉| ≤ hµ.
Likewise as µ′ ≤ µ we see that 〈µ′σ, αh〉 ≤ hµ. We know 〈λσ, αh〉 ≤ 〈λσϕ−1 , αh〉 by choice of σ, so
we see that
(6.1.5) 〈µ′σ + (−µ
′′
σ)
dom − pλσϕ−1 + λσ, αh〉 ≤ 2hµ − p〈λσϕ−1 , αh〉+ 〈λσϕ−1 , αh〉 < 0.
This contradiction shows that λ = 0. 
We next show that the hypothesis on µ in Proposition 6.1.6 is satisfied when µ is sufficiently
small.
Lemma 6.1.7. Let µ be a dominant type for G. For every non-zero dominant cocharacter λ of G
we have that
(p − 1)〈λ, αh〉 > 2hµ = 2 max
α∈ΦG′
〈µ, α〉
provided that either
(i) µ is strongly Fontaine-Laffaille (i.e. 〈µ, α〉 < p−12 for every α ∈ ΦG′);
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(ii) µ is Fontaine-Laffaille (i.e. 〈µ, α〉 < p− 1 for every α ∈ ΦG′) and there are no coweights λ of
G such that 〈λ, αh〉 = 1;
(iii) µ is Fontaine-Laffaille and G is simply connected.
Proof. The first and second are immediate, as 〈λ, αh〉 must be a positive integer for any non-zero
dominant coweight λ.
When the root system of G is irreducible and G is simply connected, it turns out there are no
coweights λ with 〈λ, αh〉 = 1 so the third follows from the second. In particular, the condition
〈λ, αh〉 = 1 is one of several equivalent definitions for λ being a minuscule weight of the dual root
system; see [Bou05, Ch. VIII §7.3] for the properties of minuscule weights. Let α1, . . . , αr be the
positive roots, and write
αh = n1α1 + . . . nrαr
with the ni positive integers. Then λ being minuscule is equivalent to the condition that λ = ̟
∨
i
for some fundamental weight ̟∨i with ni = 1 [Bou05, VIII §7.3 Proposition 8]. Furthermore, the
minuscule ̟∨i form a system of representatives for P (Φ
∨
G)/Q(Φ
∨
G). But G is simply connected, so
X∗(T ) = P (ΦG) and X∗(T ) = Q(Φ
∨
G). Thus none of the minuscule coweights lie in the cocharacter
group, so there are no dominant minuscule cocharacters. Therefore there are no coweights λ with
〈λ, αh〉 = 1.
If G is simply connected but the root system is not irreducible, decompose the root system into
irreducibles and write G as a product of simply connected groups with irreducible root systems.
The decomposition of the root system is orthogonal, so the general statement follows from the case
of irreducible root system. 
Corollary 6.1.8. Let P ∈ GModϕOE ,F and µ be a dominant cocharacter of G
′ such that either
(i) µ is strongly Fontaine-Laffaille;
(ii) µ is Fontaine-Laffaille and G is simply connected.
Then for any finite extension F′ of F, we have Y ≤µP (F
′) is either empty or a single element.
Proof. Combine Proposition 6.1.6 with Lemma 6.1.7. 
Next we establish a result about tangent spaces.
Proposition 6.1.9. Fix a finite extension F′/F, a dominant cocharacter µ of G′ in the Fontaine-
Laffaille range, and P ∈ Y ≤µ(F′). Consider lifts P1,P2 ∈ Y
≤µ(F′[ǫ]/(ǫ2)) of P that satisfy the
mod-p monodromy condition. If ǫG(P1) ≃ ǫG(P2) compatibly with the identification of the reduction
with P, then P1 and P2 are isomorphic as deformations of P.
We continue our standard notation of LG′, L+G′, GrG′ , Gr
≤µ
G′ and Gr
◦,≤µ
G′
F
for loop groups and
affine Grassmanians as summarized in §1.4.3, and use the description of the tangent space to Gr◦,≤µ
G′
F
provided by Lemma 2.3.3. For C ∈ LG′, let mC denote the right multiplication by C map on LG
′
or GrG′ .
Remark 6.1.10. An F′[ǫ]/(ǫ2)-valued point of LG′ corresponds to an F′-valued point of LG′ plus a
tangent vector to LG′ at that point; let ι denote the identification of tangent vectors with F[ǫ]/(ǫ2)-
points. At the identity, multiplication of F[ǫ]/(ǫ2)-points corresponds to addition in the Lie algebra.
For use in the proof of Proposition 6.1.9, we record how multiplication on F′[ǫ]/(ǫ2)-points interacts
with identifying the tangent spaces with the Lie algebra via translation.
For C ∈ LG′(F′), the derivative dmC induces an isomorphism between the tangent space of LG
′
at the identity and the tangent space of LG′ at C. Given Y1, Y2 in the Lie algebra, set Bi := ι(Yi)
so for example ι(dmC(Y2)) = B2C. As
mC(B1)B2 = mC(B1AdG(C)(B2))
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we conclude that B1CB2 = ι(dmC(Y1 + AdG(C)(Y2))). In contrast, B2mC(B1) = B2B1C =
mC(B2B1) = ι(dmC(Y2 + Y1)).
Proof of Proposition 6.1.9. Trivializing P1 andP2, we obtain C1, C2 ∈ LG
′(F′[ǫ]/(ǫ2)) representing
ϕP1 and ϕP2 and D ∈ LG
′(F′[ǫ]/(ǫ2)) representing the isomorphism ǫG(P1) ≃ ǫG(P2) such that
(6.1.6) DC1 = C2ϕ(D).
We know that D is the identity modulo ǫ, and that C1 and C2 agree modulo ǫ. Let C ∈ LG
′(F′)
be the common reduction of C1 and C2; we may write C = B1u
µ′B2 with B1, B2 ∈ L
+G′(F′) and
µ′ ≤ µ as P ∈ Y ≤µ(F′). Using the natural inclusion F′ →֒ F′[ǫ]/(ǫ2), we may also view C as an
element of LG′(F′[ǫ]/(ǫ2)).
We wish to show that D ∈ L+G′(F′), which implies that P1 and P2 are equivalent deformations
of P. By appropriate choice of trivializations, without loss of generality we may assume that B1 is
the identity. We rewrite (6.1.6) as
DC1B
−1
2 = C2B
−1
2 B2ϕ(D)B
−1
2 .
Notice that D corresponds to a tangent vector at the identity, and CiB
−1
2 corresponds to a tangent
vector at uµ
′
. The derivative of the the right multiplication map muµ′ identifies the tangent space
at the identity with the tangent space at uµ, so there are X,Y1, and Y2 in Lie LGF′ = gF′((u)) such
that ı(X) = D and ı(dmuµ(Yi)) = CiB
−1
2 . Using Remark 6.1.10, they satisfy
(6.1.7) X + Y1 − Y2 = AdG(u
µ′B2)(ϕ(X)).
Let n be the largest integer such that X ∈ ung′
F′[[u]]. We claim that n ≥ 0, which will show that
X lies in g′
F′[[u]]. This in turn implies that D ∈ L
+G′(F′) as desired.
We begin by considering the left side of (6.1.7). Since P1 and P2 satisfy the mod-p monodromy
condition, Corollary 5.2.4 shows that that
Yi ∈ t
′
F′[[u]] ⊕
⊕
α∈ΦG′
(
umin(−〈µ
′,α〉,0)g′α,F′[[u]]
)
.
In particular, we see that
X + Y1 − Y2 ∈ u
nt′F′[[u]] ⊕
⊕
α∈ΦG′
(
umin(−〈µ
′,α〉,n)g′α,F′[[u]]
)
.
On the other hand, as B2 ∈ L
+G′(F′) we know AdG′(B2) is an invertible linear transformation
of g′
F′[[u]] and hence AdG′(B2)(ϕ(X)) lies in u
png′
F′[[u]] but not u
pn+1g′
F′[[u]]. As AdG′(u
µ′) acts on the
root space g′α via multiplication by u
〈µ′,α〉 and it acts trivially on t, we see that
Z := AdG(u
µ′B2)(ϕ(X)) ∈ u
pnt′F′[[u]] ⊕
⊕
α∈ΦG′
(
upn−〈µ
′,α〉g′α,F′[[u]]
)
.
We also know there is either a root α for which the g′α-component of Z does not lie in u
pn+1−〈µ′,α〉g′α,F′[[u]]
or the t′-component of Z does not lie in upn+1t′
F′[[u]]. In the latter case, if n < 0 then the t
′-component
of Z = X + Y1 − Y2 does not lie in u
nt′
F′[[u]], a contradiction. In the former case, this would imply
that pn− 〈µ′, α〉 ≥ min(−〈µ′, α〉), n). But since µ is Fontaine-Laffaille, 〈µ′, α〉 ≤ 〈µ, α〉 < p − 1. If
n < 0, then (p− 1)n < 〈µ′, α〉 and hence pn−〈µ′, α〉 < min(−〈µ′, α〉, n), again a contradiction. 
Corollary 6.1.11. Fix a finite extension F′/F, µ in the Fontaine-Laffaille range, and P ∈
Y ≤µ(F′). Given lifts P1,P2 ∈ Y
≤µ(F′[ǫ]/(ǫ2)) of P satisfying the mod-p monodromy condition
such that T˜G,F′[ǫ]/(ǫ2)(P1) ≃ T˜G,F′[ǫ]/(ǫ2)(P2) (compatible with the identification of the reduction
with ρ|Γ∞ ≃ T˜G,F′(P)), then P1 and P2 are isomorphic as deformations of P.
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Proof. This is an immediate consequence of Proposition 6.1.9 as TG,F′[ǫ]/(ǫ2) is an equivalence of
categories GModϕO
E,F′[ǫ]/(ǫ2)
→ GRep(F′[ǫ]/(ǫ2)) (Fact 3.2.4). 
Corollary 6.1.12. Suppose µ is Fontaine-Laffaille and G is simply connected, or that µ is strongly
Fontaine-Laffaille. If Y ≤µP (F) 6= ∅, then Y
≤µ
P = Spec(F).
Proof. Corollary 6.1.8 shows that Y ≤µP has only one point. By Lemma 6.1.2, any F
′[ǫ]/(ǫ2)-points
satisfy the mod-p monodromy condition. Then Proposition 6.1.9 rules out any infinitesimal struc-
ture. 
6.2. Forgetting Kisin Modules. Fix ρ : ΓK → G(F) and a dominant cocharacter µ for G
′. Our
next goal is to show the Kisin resolution is an isomorphism in our situation.
Proposition 6.2.1. Let P = MG,F(ρ), and suppose the Kisin variety Y
≤µ
P is trivial (i.e. isomor-
phic to Spec(F)). Then Θ : Xµρ → SpecR
µ,
ρ is an isomorphism.
Proof. Since Θ : X≤µρ → SpecR
µ,
ρ is constructed as the limit of Θn : X
≤µ
ρ,n → SpecR
µ,
ρ /m
n
(where m is the maximal ideal of Rµ,ρ ), to check it is finite it suffices to check that each Θn is
finite. But Rµ,ρ /m
n is a local Artin ring, so has a unique geometric point. As the Kisin variety is
trivial, the fiber is a single point, and so Θn is quasi-finite and hence finite as Θ is projective by
Proposition 3.3.8. Thus X≤µρ = SpecS for a local ring S that is finite over R
µ,
ρ .
As the Kisin variety is trivial, Θ induces an injection on tangent spaces at the closed point.
Using the finiteness of S and Nakayama’s lemma, we see Θ is a closed immersion and hence S is a
quotient of Rµ,ρ . But since R
µ,
ρ injects into R
µ,
ρ [
1
p ] (as R
µ,
ρ is Λ-flat) and Θ[
1
p ] is an isomorphism
(by Proposition 3.3.8(iii)), it follows that Rµ,ρ → S is injective. This completes the proof. 
Corollary 6.2.2. Fix a G-Kisin module P in MG,F(ρ|Γ∞) of type ≤ µ. If the Kisin variety is
trivial then Rµ,ρ = R
µ,,flat
ρ,P
.
Proof. Proposition 6.2.1 shows that Xµρ is represented by local ring; it is Λ-flat by Fact 2.4.2. Using
Proposition 3.3.8(i), we see it is isomorphic to Spf Rµ,,flat
ρ,P
. 
Remark 6.2.3. We know that the Kisin variety is trivial when G is simply connected and µ is
Fontaine–Laffaille, or when µ is strongly Fontaine–Laffaille (Corollary 6.1.12). We expect the Kisin
variety to be trivial for most ρ when µ is Fontaine–Laffaille, but we give an example below where
the Kisin variety is non-trivial for a particular ρ valued in the non-simply connected group PGL2
and a particular µ which is Fontaine-Laffaille but not strongly Fontaine-Laffaille.
Example 6.2.4. Let K = Qp with p 6= 2, and consider the projection map pr : GL2 → PGL2.
Let ω denote mod p cyclotomic character. Consider ρ = ω
p−1
2 ⊕ 1 and ρ′ = pr(ρ), and let P ′ =
MPGL2,F(ρ
′). We denote the cocharacter of GL2 sending u to the diagonal matrix with entries u
a
and ub by (a, b). We abuse notation and use the same notation to denote the composition of this
cocharacter with pr.
We claim that for µ = (p−12 , 0), the PGL2 Kisin variety Y
≤µ
P ′ has at least 2 closed points. Note
that µ is Fontaine–Laffaille but not strongly Fontaine–Laffaille, and PGL2 is not simply connected.
We start with the rank 2 Kisin moduleM1 over F with Frobenius given by u
µ. Clearly pr(M1) = P
′
1
is a lattice in P ′ with type ≤ µ. We can define a second lattice M2 in M1[1/u] which scales the
second basis vector by u; Frobenius is then given by u(
p−1
2
,p). The pushout pr(M2) = P
′
2 is lattice
in P ′ different from P′1 because u
(0,1) /∈ L+PGL2(F). Finally, the image of u
(p−1
2
,p) in LPGL2(F)
is the same as the image of u(
p−1
2
,0) and so P′2 has type ≤ µ.
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6.3. Forgetting Galois Representations. We next study the forgetful map Dµ,β,
ρ,P
→ D≤µ,β,
P
.
To do so, we will use the theory of (ϕ, Γ̂)-modules with G-structure developed in [Lev15, §4.2],
extending Liu’s theory of (ϕ, Ĝ)-modules [Liu10]. We briefly recall a concrete version here.
Let O♭
K
be the perfection of OK/(p) and Ainf =W (O
♭
K
). A fixed compatible set {p1/p, p1/p
2
, . . .}
of p-power roots of p defines an element π ∈ O♭
K
. Let [π] ∈ Ainf be the Teichmuller lift of π.
There are embeddings S →֒ Ainf and OE →֒ Ainf defined by sending u ∈ S to [π]; they are
compatible with Frobenius. In this section only, let t ∈ Ainf denote the period of S(1), which
satisfies ϕ(t) = c−10 E(u)t.
The theory of (ϕ, Ĝ)-modules uses a ring R̂ ⊂ Ainf which contains S. It is defined on page 5
of [Liu10]; we do not need detailed information about it. For a Zp-algebra A, define R̂A := R̂⊗ZpA
and Ainf,A := Ainf ⊗Zp A.
As in §1.4.4, let K∞ = K(p
1/p, p1/p
2
, . . .) and Γ∞ = Gal(K/K∞). Furthermore, set Kp∞ =
∪nK(ζpn) where ζpn is a primitive p
n-th root of unity. Let K∞,p∞ denote the compositum of K∞
and Kp∞ . It is Galois over K; set Γ̂ := Gal(K∞,p∞/K) and Γ̂∞ := Gal(K∞,p∞/K∞).
Fix a coefficient ring A ∈ ĈΛ.
Definition 6.3.1. Define GA(u
n) to be the kernel of the reduction map
G(Ainf ,A)→ G(Ainf ,A/(ϕ(t)u
n)).
For our purposes, we do not need the general definition of a (ϕ, Γ̂)-modules with G-structure
[Lev15, Definition 4.2.6], and instead use the following description [Lev15, Proposition 4.3.10]:
Fact 6.3.2. A crystalline (ϕ, Γ̂)-module with G-structure and coefficients in A is equivalent to a G-
Kisin module (P, φ) with coefficients in A with a “crystalline Γ̂-structure”. If we fix a trivialization
β of P, trivialize ϕ∗(P) using 1⊗ϕ β, and let CP,β ∈ G(SA[1/E(u)]) correspond to ϕ, a crystalline
Γ̂-structure structure is a continuous map
B• : Γ̂→ G(R̂A)
that satisfies the following conditions:
(i) CP,βϕ(Bγ) = Bγ · γ(CP,β) in G(Ainf ,A) for all γ ∈ Γ̂;
(ii) Bγ = Id for all γ ∈ Γ̂∞;
(iii) Bγ ∈ GA(u
p) for all γ ∈ Γ̂;
(iv) Bγγ′ = Bγ · γ(Bγ′) for all γ, γ
′ ∈ Γ̂.
Fact 6.3.3. Let A be a finite Λ-algebra which is either flat or Artinian. There is a functor T̂G,A from
the category of crystalline (ϕ, Γ̂)-modules with G-structure with coefficients in A to GRepA(ΓK).
It is compatible with base change along finite flat maps. For a crystalline (ϕ, Γ̂)-module P̂ with
G-structure and underlying G-Kisin module P, there is a natural isomorphism
T˜G,A(P) ≃ T̂G,A(P̂)|Γ∞
where T˜G,A is the functor from G-Kisin modules to representations of Γ∞ in Definition 3.2.5.
Proof. The functor T̂G,A is discussed in [Lev15, §4.2]. 
Remark 6.3.4. As the name suggests, crystalline (ϕ, Γ̂)-modules with G-structure are related
to crystalline representations. Let L′/L be a finite extension with ring of integer OL′ . Then
T̂G,OL′ gives an equivalence of categories between the category of crystalline (ϕ, Γ̂)-modules with
G-structure and coefficients in OL′ and the category of crystalline representations in GRepOL′ (ΓK).
This is [Lev15, Proposition 4.3.5].
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We say that C ∈ G(SA[1/E(u)]) has height in [a, b] with respect to the adjoint representation if
E(u)a Lie(G)⊗Λ SA ⊂ AdG(C) (Lie(G) ⊗Λ SA) ⊂ E(u)
b Lie(G)⊗Λ SA.
Lemma 6.3.5. Let A be a p-adically complete Λ-algebra such that pA = 0, and let C ∈ G(SA[1/E(u)])
have height in [−h, h] with respect to the adjoint representation. If h < p − 1, then for any
Y ∈ GA(u
n) with n ≥ p, we have
ϕ(C)ϕ(Y )ϕ(C)−1 ∈ GA(u
n+1).
Proof. Let OG denote the coordinate ring of G, and Ie the ideal defining the identity. We have
that OG/Ie = Λ and Ie/I
2
e ≃ (LieG)
∨. For a Λ-algebra B, we know that G(B) can be identified
with maps of rings from OG to B; the identity of G(B) is the natural map OG → OG/Ie = Λ→ B.
Thus we can identify GA(u
n) with
{f ∈ HomΛ(OG,Ainf,A) | f(Ie) ⊂ (ϕ(t)u
n)}.
Notice that ϕ(Y ) is the composition of Y with the endomorphism ϕ of Ainf,A, so in particular we
conclude that ϕ(Y )(Ie) ⊂ (ϕ(ϕ(t)u
n)) = (ϕ(ϕ(t))upn).
Now conjugation by C induces an automorphism of GSA[1/E(u)], and hence an automorphism
AdOG(C)
∗ : OG ⊗Λ SA[1/E(u)] → OG ⊗Λ SA[1/E(u)].
Conjugation by ϕ(C) likewise induces an automorphism, and is given by (1⊗ ϕ) ◦ AdOG(C)
∗. For
x ∈ Ie ⊗ 1, we claim that
(6.3.1) (AdOG(C)
∗)(x) ∈
∑
j≥1
Ije ⊗Λ E(u)
−hjSA.
By successive approximation, we can just study the induced automorphisms of the graded pieces
Ije/I
j+1
e ⊗Λ SA[1/E(u)] ≃ Sym
j(Lie(G)∨) ⊗Λ SA[1/E(u)]. Using the height condition, the image
of Symj(Lie(G)∨)⊗Λ SA[1/E(u)] lies in E(u)
−hj Symj(Lie(G)∨)⊗Λ SA[1/E(u)] as desired.
Now viewing ϕ(C)ϕ(Y )ϕ(C)−1 as a homomorphism from OG ⊗Λ SA[1/E(u)] to Ainf,A ⊗Λ
SA[1/E(u)], observe that for x ∈ Ie ⊗ 1
(ϕ(C)ϕ(Y )ϕ(C)−1)(x) = (ϕ(Y )⊗ 1) ◦ (1⊗ ϕ) ◦ (AdOG(C)
∗)(x).
Using (6.3.1), as ϕ(Y )(Ije ) ⊂ ϕ(ϕ(t))jupnj we see that
(ϕ(C)ϕ(Y )ϕ(C)−1)(x) ∈
∑
j≥1
ϕ(ϕ(t))jupnjϕ(E(u))−hjAinf,A.
So to check that ϕ(C)ϕ(Y )ϕ(C)−1 ∈ GA(u
n+1), it suffices to check that un+1ϕ(t) divides αj :=
ϕ(ϕ(t))jupnjϕ(E(u))−hj in Ainf,A for any j ≥ 1. As pA = 0 we have that E(u) = u, so using that
tE(u) divides ϕ(t) in Ainf (since ϕ(t) = c
−1
0 E(u)t) we see that αj is a multiple of ϕ(t)u
pjupnju−phj.
But when h < p − 1 and n ≥ p, (p − 1)n ≥ p(p − 1) > p(h − 1) and hence (p + pn − ph)j > n as
desired. 
Lemma 6.3.6. Suppose A is a p-adically complete Λ-algebra such that pA = 0. For P ∈ D≤µ,β
P
(A)
with µ in the Fontaine-Laffaille range, there is at most one crystalline Γ̂-structure on P.
Proof. Suppose we have two crystalline Γ̂-structures, with the action of γ ∈ Γ̂ given by Bγ and B
′
γ
in G(Ainf,A). Using the crystalline condition, we have that Bγ(B
′
γ)
−1 ∈ GA(u
p). Furthermore, if
the Frobenius on P is given by C then
Bγ(Bγ)
−1 = ϕ(C)ϕ(Bγ(B
′
γ)
−1)ϕ(C)−1.
An inductive argument using Lemma 6.3.5 shows that Bγ(B
′
γ)
−1 ∈ GA(u
n) for all n ≥ p. Thus
Bγ = B
′
γ as desired. 
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Note the forgetful map Spf Rµ,β,
ρ,P
→ Spf R≤µ,β,
P
factors through the flat closure by Lemma 3.3.4.
Proposition 6.3.7. For µ in the Fontaine-Laffaille range, the natural map Spf Rµ,β,,flat
ρ,P
→
Spf R≤µ,β,
P
is injective on tangent spaces.
Proof. Let A be a finite F-algebra, and set R := Rµ,β,,flat
ρ,P
. We first claim that for every A-valued
point fA : R → A, there exists a finite flat Λ-algebra B and a B-valued point fB : R → B that
lifts fA. We do so using an idea from [Bar20, Lemma 3.2.2]. Notice that R is a complete local
Λ-algebra that is reduced and Λ-flat (Corollary 6.2.2 and Fact 2.4.2). Furthermore, R is Nagata
as it is a complete local Noetherian ring. Now fA : R→ A factors through R/m
j
R for some integer
j ≥ 1 by continuity, so we easily adapt [Bar19, Lemma 4.1.2] to find a finite flat Λ-algebra B and
a B-valued point fB : R→ B that lifts fA.
We apply the previous paragraph with A = F[ǫ]/(ǫ2). A tangent vector to Spf Rµ,β,,flat
ρ,P
at
the closed point corresponds to a pair (PA, ρA) and is the reduction of a B-valued point for some
finite flat Λ-algebra B. This point gives a trivialized Kisin module PB and a Galois representation
ρ : ΓK → G(B) such that T˜G,B(PB) = ρ|Γ∞ and ρ⊗L is crystalline. The same argument used in the
proof of [Lev15, Theorem 4.2.7] which relies on [Liu10] shows that PB admits a crystalline (ϕ, Γ̂)-
structure P̂B such that T̂G,B(P̂B) = ρ. (In fact, as B is finite flat it is the unique such structure.)
Therefore its reduction, the G-Kisin module PA, also admits a crystalline (ϕ, Γ̂)-structure such
that T̂G,A(PA) = ρA.
Finally, given two tangent vectors to Spf Rµ,β,,flat
ρ,P
with the same underlying G-Kisin module,
we know each admits a crystalline (ϕ, Γ̂)-structure. By Lemma 6.3.6 these structures are the same.
As the crystalline structure determines the Galois representation, the tangent vectors are equal.

Corollary 6.3.8. If µ is Fontaine-Laffaille, the natural map Spf Rµ,β,,flat
ρ,P
→ Spf R≤µ,β,
P
is a
closed immersion.
Proof. This follows from Proposition 6.3.7 and Nakayama’s lemma. 
6.4. Relationships between Deformation Rings.
Definition 6.4.1. We let R≤µ,β,,∇
P
be the Λ-flat and reduced quotient of R≤µ,β,
P
such that
SpecR≤µ,β,,∇
P
[1/p] is the vanishing locus of the monodromy condition on SpecR≤µ,β,
P
[1/p]. Define
R≤µ,β,∇
P
similarly.
There are closed immersions
Spf R≤µ,β,,∇
P
→֒ Spf R≤µ,β,
P
and Spf R≤µ,β,∇
P
→֒ R≤µ,β
P
.
As Rµ,ρ is Λ-flat (recall Fact 2.4.2), the forgetful map Spf R
µ,
ρ,P
→ Spf Rµ,ρ factors through R
µ,,flat
ρ,P
.
As Spf R≤µ,β,
P
is Λ-flat by Lemma 3.3.4, we likewise obtain a map Spf Rµ,β,,flat
ρ,P
→ Spf R≤µ,β,
P
.
Theorem 6.4.2. Assume that p ∤ #π1(G
ad) and that µ is Fontaine-Laffaille. We continue to fix
a G-Kisin module P over F and a continuous Galois representation ρ : ΓK → G(F) together with
an isomorphism T˜G,F(P) ≃ ρ|Γ∞ . If the Kisin variety Y
≤µ
MG,F(ρ)
is trivial, there is a commutative
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diagram of formal schemes
(6.4.1)
Spf R≤µ,β,,∇
P
Spf R≤µ,β,∇
P
Spf Rµ,β,,flat
ρ,P
Spf R≤µ,β,
P
Spf R≤µ,β
P
Spf Rµ,ρ Spf R
µ,,flat
ρ,P
f.s.
f.s.
ı
f.s.
∼
with the indicated arrows isomorphisms and closed immersions, and with the arrows labeled f.s.
formally smooth. The square is cartesian.
Remark 6.4.3. The hypothesis that p ∤ #π1(G
ad) is equivalent to Zder being e´tale over Λ and
p ∤ π1(G
der), which are necessary to apply many of our results. The restrictions ultimately trace
back to Theorem 2.3.1 and Proposition 5.1.1.
Proof. The maps in (6.4.1) labeled f.s. come from forgetting a trivialization modulo E(u)N of a
G-Kisin module, or forgetting a trivialization of a Galois representation. These are formally smooth
as the set of trivializations are a G-torsor and G is smooth.
The horizontal isomorphism comes from forgetting the G-Kisin module; Corollary 6.2.2 shows it
is an isomorphism.
Corollary 6.3.8 shows that the forgetful map Spf Rµ,β,,flat
ρ,P
→ Spf R≤µ,β,
P
is a closed immersion.
We next claim that forgetful map Spf Rµ,β,
ρ,P
→ Spf R≤µ,β,
P
factors through Spf R≤µ,β,,∇
P
and
that ı : Spf Rµ,β,
ρ,P
→ Spf R≤µ,β,,∇
P
is a closed immersion. It suffices to check this on L-points as
Rµ,β,,flat
ρ,P
and R≤µ,β,
P
are flat Λ-algebras (by construction and by Lemma 3.3.4) and Rµ,β,,flat
ρ,P
[1/p]
is reduced (which follows from Fact 2.4.2). Let A be the a finite flat Λ-algebra. An A-point of Rµ,β,
ρ,P
is a G-Kisin module P with coefficients in A together with a Galois representation ρ : ΓK → G(A)
extending T˜G,A(P) (plus trivialization). After inverting p, we know that ρ is crystalline with p-
adic Hodge type µ (see the discussion after Fact 2.4.2). Corollary 4.1.11 implies P[1/p] satisfies
the monodromy condition. This gives the factorization. As R≤µ,β,
P
surjects onto Rµ,β,,flat
ρ,P
, we
immediately see that R≤µ,β,,∇
P
surjects onto Rµ,β,,flat
ρ,P
and hence that ı is a closed immersion.
The remaining maps were discussed before the statement of the theorem. The square is cartesian
by construction. 
Using this, we can prove a technical version of our main theorem.
Theorem 6.4.4. Suppose that p ∤ #π1(G
ad). Fix a Galois representation ρ : ΓK → G(F) with
shape µ′ and a Fontaine-Laffaille type µ for G with µ and µ′ dominant and µ′ ≤ µ. Suppose that
(i) dimPµ,F ≤ dimPµ′,F,
(ii) the Kisin variety Y ≤µMG,F(ρ) is trivial,
(iii) and Spf Rµ,ρ is non-empty.
Then Spf Rµ,ρ is formally smooth.
Proof. We will show that Spf R≤µ,β,,∇
P
is either empty or formally smooth of the same dimension
as Spf Rµ,β,,flat
ρ,P
. Since ı is a closed immersion, it follows that Spf Rµ,β,,flat
ρ,P
and hence Spf Rµ,ρ is
formally smooth.
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Let C ∈ LG(F) correspond to ϕP; it has shape µ
′. Imposing the monodromy condition on the
map from Proposition 3.3.7, we obtain
Spf(R≤µ,β,∇
P
)F SpfO∧
Gr≤µ,∇
G′
F
,C
Spf(R≤µ,β
P
)F SpfO
∧
Gr≤µ
G′
F
,C
.
f.s.
f.s.
As Spf R≤µ,β,∇
P
involves imposing the monodromy condition and then taking the flat closure, it
is conceivable that it is empty. The relative dimension of the bottom map is dimG′(N), where N
is the fixed integer from §3.3 we have been using to define the deformation rings by trivializing
G-Kisin modules modulo E(u)N . The upper right formal scheme is formally smooth of dimen-
sion dimPµ′,F\GF by Theorem 5.2.1. Thus Spf(R
≤µ,β,∇
P
)F is either empty or formally smooth of
dimension dimPµ′,F\G
′
F + dimG
′
(N). Since by definition R
≤µ,β,∇
P
is Λ-flat, if Spf R≤µ,β,∇
P
is non-
empty then it is formally smooth of relative dimension dimPµ′,F\G
′
F+dimG
′
(N). We conclude that
Spf R≤µ,β,,∇
P
is either empty or formally smooth of relative dimension
(6.4.2) dimPµ′,F\G
′
F + dimG
′
(N) + dimGF
as the set of trivializations on the Γ∞-representation is a GF-torsor.
On the other hand, we assumed that Spf Rµ,ρ is non-empty. By Fact 2.4.2, we know it has
relative dimension dimGF + dimPµ,F\G
′
F. Hence Spf R
µ,β,,flat
ρ,P
has relative dimension
(6.4.3) dimGF + dimPµ,F\G
′
F + dimG
′
(N).
As dimPµ,F ≤ dimPµ′,F, the existence of the closed immersion ı completes the proof. 
Remark 6.4.5. (1) When µ is a regular cocharacter then condition (i) is automatic.
(2) We expect that Rµ,ρ is in fact zero when µ
′ 6= µ so that condition (i) in Theorem 6.4.4
should not be necessary.
Theorem A is a direct consequence.
Proof of Theorem A. Take µ′ = µ to guarantee (i), and use Corollary 6.1.12 to guarantee (ii). 
Finally, note that Spf Rµ,ρ is non-empty if and only if there exists a crystalline lift of ρ with
p-adic Hodge type µ. We get partial results about the non-existence of crystalline lifts for free.
Proposition 6.4.6. With the setup of Theorem 6.4.4, assume that (ii) holds but that dimPµ,F >
dimPµ′,F. Then there does not exist a crystalline lift of ρ with p-adic Hodge type µ.
Proof. By hypothesis (6.4.2) is larger than (6.4.3). Then the proof of Theorem 6.4.4 shows that
Spf Rµ,β,,flat
ρ,P
is either empty or has relative dimension larger than the relative dimension of
Spf R≤µ,β,,∇
P
. As there is a closed immersion ı : Spf Rµ,β,,flat
ρ,P
→ Spf R≤µ,β,,∇
P
, we conclude
that Spf Rµ,β,,flat
ρ,P
is empty. 
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