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THE KELLOGG PROPERTY UNDER GENERALIZED GROWTH CONDITIONS
PETTERI HARJULEHTO AND JONNE JUUSTI
ABSTRACT. We study minimizers of the Dirichlet ϕ-energy integral with generalized Orlicz
growth. We prove the Kellogg property, the set of irregular points has zero capacity, and give
characterizations of semiregular boundary points. The results are new ever for the special
cases double phase and Orlicz growth.
1. INTRODUCTION
We study minimizers of the Dirichlet energy integral in a bounded domain Ω ⊂ Rn with
boundary values:
inf
ˆ
Ω
ϕ(x, |∇u|) dx,
where the integral is taken over all u ∈ W 1,ϕ(·)(Ω) with u−f ∈ W
1,ϕ(·)
0 (Ω). We assume that
strictly convex ϕ has the generalized Orlicz growth and satisfies (A0), (A1), (A1-n), (aInc)
and (aDec). These conditions for the generalized Orlicz function are widely used, see for
example [12, 13, 14, 15, 25]. Our results include as special cases the constant exponent case
ϕ(x, t) = tp, the Orlicz case ϕ(x, t) = ϕ(t), the variable exponent case ϕ(x, t) = tp(x), and
the double phase case ϕ(x, t) = tp + a(x)tq . Boundary regularity has been recently studied
in the variable exponent case for example in [1, 2, 20, 21, 23, 24], in Orlicz case for example
in [8, 19, 22], in double phase case in [3], and in the generalized Orlicz case in [10, 16]. We
would also mentioned a survey [6], that includes more references of variational problems
and partial differential equations of this type.
Let f ∈ C(∂Ω) be a boundary value function andHf the corresponding (continuous) min-
imizer, see Section 3 for definitions. A boundary point x ∈ ∂Ω is regular if limy→x,y∈ΩHz(y) =
f(x) for all f . Otherwise the boundary point is irregular. An irregular boundary point is
semiregular if the limes exists for all f . Precise definitions can be found from Definitions 3.5
and 6.1. Our main goal is to prove the Kellogg property: the set of irregular boundary points
has zero capacity. This is our Theorem 5.5. In the variable exponent case this was first
proved in [20], and later with a different proof in [1]. Then we prove characterizations of
semiregular boundary points, Theorem 6.5, showing for example that the boundary point x0
is semiregular if and only if it has a neighbourhood V such that capacity of V ∩ ∂Ω is zero.
In the variable exponent case these have been proved in [1]. In this paper we use ideas from
[1]. To best of our knowledge, our results are new in even the special cases of the double
phase growth and the Orlicz growth.
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2. PRELIMINARIES
Throughout this paper, we assume that Ω ⊂ Rn is a bounded domain, i.e. an open and
connected set. The following definitions are as in [11], which we use as a general reference
to background theory in generalized Orlicz spaces.
Definition 2.1. We say that ϕ : Ω × [0,∞) → [0,∞] is a weak Φ-function, and write
ϕ ∈ Φw(Ω), if the following conditions hold
• For every t ∈ [0,∞) the function x 7→ ϕ(x, t) is measurable and for every x ∈ Ω the
function t 7→ ϕ(x, t) is non-decreasing.
• ϕ(x, 0) = lim
t→0+
ϕ(x, t) = 0 and lim
t→∞
ϕ(x, t) =∞ for every x ∈ Ω.
• The function t 7→ ϕ(x,t)
t
isL-almost increasing for t > 0 uniformly inΩ. "Uniformly"
means that L is independent of x.
If ϕ ∈ Φw(Ω) is additionally convex and left-continuous, then ϕ is a convex Φ-function, and
we write ϕ ∈ Φc(Ω).
Two functions ϕ and ψ are equivalent, ϕ ≃ ψ, if there exists L > 1 such that ψ(x, t
L
) 6
ϕ(x, t) 6 ψ(x, Lt) for every x ∈ Ω and every t > 0. Equivalent Φ-functions give rise to the
same space with comparable norms.
Assumptions. Let us write ϕ+B(t) := supx∈B ϕ(x, t) and ϕ
−
B(t) := infx∈B ϕ(x, t); and ab-
breviate ϕ± := ϕ±Ω . We state some assumptions for later reference.
(A0) There exists β ∈ (0, 1) such that ϕ(x, β) 6 1 6 ϕ(x, 1/β) for almost every x.
(A1) if there exists β ∈ (0, 1) such that, for every ball B and a.e. x, y ∈ B ∩ Ω,
βϕ−1(x, t) 6 ϕ−1(y, t) when t ∈
[
1,
1
|B|
]
.
(A1-n) There exists β ∈ (0, 1) such that, for every ball B ⊂ Ω,
ϕ+B(βt) 6 ϕ
−
B(t) when t ∈
[
1, 1
diamB
]
.
(A2) For every s > 0 there exist β ∈ (0, 1] and h ∈ L1(Ω) ∩ L∞(Ω) such that
βϕ−1(x, t) 6 ϕ−1(y, t)
for almost every x, y ∈ Ω and every t ∈ [h(x) + h(y), s].
(aInc) There exist p > 1 and L > 1 such that t 7→ ϕ(x,t)
tp
is L-almost increasing in (0,∞).
(aDec) There exist q > 1 and L > 1 such that t 7→ ϕ(x,t)
tq
is L-almost decreasing in (0,∞).
We write (Inc) if the ratio is increasing rather than just almost increasing, similarly for (Dec).
We say that ϕ is doubling if there exists a constant L > 1 such that ϕ(x, 2t) 6 Lϕ(x, t)
for every x ∈ Ω and every t > 0. By Lemma 2.2.6 of [11] doubling is equivalent to (aDec).
If ϕ is doubling with constant L, then by iteration
(2.2) ϕ(x, t) 6 L2
( t
s
)Q
ϕ(x, s)
for every x ∈ Ω and every 0 < s < t, where Q = log2(L), e.g. [5, Lemma 3.3]. If ϕ is
doubling, then (2.2) yields that ≃ implies ≈. On the other hand, ≈ always implies ≃ since
the function t 7→ ϕ(x,t)
t
is almost increasing; hence ≃ and ≈ are equivalent in the doubling
case. Note that doubling also yields that ϕ(x, t+ s) . ϕ(x, t) + ϕ(x, s).
Assumptions (A0) and (aDec) imply that ϕ(x, 1) . β−qϕ(x, β) 6 β−q and ϕ(x, 1) &
βqϕ(x, 1/β) > βq, and thus ϕ(x, 1) ≈ 1. If ϕ ∈ Φc(Ω) satisfies (aDec), then ϕ(x, t) is finite
for every x ∈ Ω and t > 0, and convexity implies that ϕ is continuous. The conditions (A1)
and (A1-n) can be used also in cubes instead of balls, see Lemmas 2.10 and 2.11 in [12].
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Generalized Orlicz spaces. We recall some definitions. We denote by L0(Ω) the set of
measurable functions in Ω.
Definition 2.3. Let ϕ ∈ Φw(Ω) and define the modular ̺ϕ(·) for f ∈ L
0(Ω) by
̺ϕ(·)(f) :=
ˆ
Ω
ϕ(x, |f(x)|) dx.
The generalized Orlicz space, also called Musielak–Orlicz space, is defined as the set
Lϕ(·)(Ω) :=
{
f ∈ L0(Ω) : lim
λ→0+
̺ϕ(·)(λf) = 0
}
equipped with the (Luxemburg) norm
‖f‖Lϕ(·)(Ω) := inf
{
λ > 0: ̺ϕ(·)
(f
λ
)
6 1
}
.
If the set is clear from the context we abbreviate ‖f‖Lϕ(·)(Ω) by ‖f‖ϕ(·).
Hölder’s inequality holds in generalized Orlicz spaces with a constant 2, without restric-
tions on the Φw-function [11, Lemma 3.2.13]:ˆ
Ω
|f | |g| dx 6 2‖f‖ϕ(·)‖g‖ϕ∗(·).
Definition 2.4. A function u ∈ Lϕ(·)(Ω) belongs to the Orlicz–Sobolev space W 1,ϕ(·)(Ω) if
its weak partial derivatives ∂1u, . . . , ∂nu exist and belong to the space L
ϕ(·)(Ω). For u ∈
W 1,ϕ(·)(Ω), we define the norm
‖u‖W 1,ϕ(·)(Ω) := ‖u‖ϕ(·) + ‖∇u‖ϕ(·).
Here ‖∇u‖ϕ(·) is a shortening of
∥∥|∇u|∥∥
ϕ(·)
. By [11, Lemma 6.1.5] the definition above is
valid. Again, if Ω is clear from the context, we abbreviate ‖u‖W 1,ϕ(·)(Ω) by ‖u‖1,ϕ(·).
To study boundary value problems, we need a concept of weak boundary value spaces.
Definition 2.5. W
1,ϕ(·)
0 (Ω) is the closure of C
∞
0 (Ω) inW
1,ϕ(·)(Ω).
Capacity and fine properties of functions. Fine properties of Sobolev functions can be
studied by different capacities. Here we use the generalized Orlicz ϕ(·)-capacity defined as
follows.
Definition 2.6. Let E ⊂ Rn. Then the generalized Orlicz ϕ(·)-capacity of E is defined by
Cϕ(·)(E) := inf
u∈Sϕ(·)(E)
ˆ
Rn
ϕ(x, |u|) + ϕ(x, |∇u|) dx,
where the infimum is taken over the set Sϕ(·)(E) of all functions u ∈ W
1,ϕ(·)(Rn) with u > 1
in an open set containing E.
If ϕ ∈ Φc(R
n) satisfies (aDec) and (aInc), then capacity has the following properties, see
[4, Section 3].
(C1) Cϕ(·)(∅) = 0.
(C2) If E1 ⊂ E2 ⊂ R
n, then Cϕ(·)(E1) 6 Cϕ(·)(E2).
(C3) If E ⊂ Rn, then
Cϕ(·)(E) = inf
E⊂U
U open
Cϕ(·)(U).
(C4) If E1, E2 ⊂ R
n, then
Cϕ(·)(E1 ∪ E2) + Cϕ(·)(E1 ∩ E2) 6 Cϕ(·)(E1) + Cϕ(·)(E2).
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(C5) IfK1 ⊃ K2 ⊃ · · · are compact sets, then
lim
i→∞
Cϕ(·)(Ki) = Cϕ(·)
(
∩∞i=1 Ki
)
.
(C6) For E1 ⊂ E2 ⊂ · · · ⊂ R
n,
lim
i→∞
Cϕ(·)(Ei) = Cϕ(·)
(
∪∞i=1 Ei
)
.
(C7) For Ei ⊂ R
n,
Cϕ(·)
(
∪∞i=1 Ei
)
6
∞∑
i=1
Cϕ(·)(Ei).
A function f : Ω → [−∞,∞] is ϕ(·)-quasicontinuous if for every ε > 0 there exists
an open set U such that Cϕ(·)(U) < ε and f |Ω\U is continuous. We say that a claim holds
ϕ(·)-quasieverywhere if it holds everywhere except in a set of ϕ(·)-capacity zero.
Suppose that u can be approximated by continuous functions inW 1,ϕ(·)(Ω). Then a stan-
dard argument (e.g. [7, Theorem 11.1.3]) shows that every u ∈ W 1,ϕ(·)(Ω) has a represen-
tative, which is quasicontinuous in Ω, provided that ϕ ∈ Φc(Ω) satisfies (aInc) and (aDec).
By [11, Theorem 6.4.7], smooth functions are dense inW 1,ϕ(·)(Ω), if ϕ satisfies (A0), (A1),
(A2) and (aDec). By [11, Lemma 4.2.3], (A2) is not needed, if Ω is bounded. Hence we get
the following Lemma.
Lemma 2.7. Let ϕ ∈ Φc(Ω) satisfy (A0), (A1) and (aDec). Then for every u ∈ W
1,ϕ(·)(Ω),
there exists a sequence of function from C∞(Ω) ∩W 1,ϕ(·)(Ω) converging to u inW 1,ϕ(·)(Ω).
If u ∈ W
1,ϕ(·)
0 (D) and D ⊂ Ω, then the zero extension of u belongs toW
1,ϕ(·)(Ω) since u
can be approximated by C∞0 (D)-functions. The next lemma concerns the opposite implica-
tion.
Lemma 2.8 (Theorem 2.10 in [10]). Let ϕ ∈ Φc(Ω) satisfy (A0), (A1), (aInc) and (aDec)
and let D ⋐ Ω be open. If u ∈ W 1,ϕ(·)(Ω) and u = 0 in Ω \ D, then u ∈ W
1,ϕ(·)
0 (D).
Moreover, if u is non-negative, then there exist non-negative ui ∈ W
1,ϕ(·)
0 (D) with spt ui ⋐
D, {ui 6= 0} ⊂ {u 6= 0} and ui → u inW
1,ϕ(·)(D).
3. REGULAR BOUNDARY POINTS
Definition 3.1. Let ϕ ∈ Φw(Ω) and f ∈ W
1,ϕ(·)(Ω). We say that u ∈ W 1,ϕ(·)(Ω) is a
minimizer with boundary values f ∈ W 1,ϕ(·)(Ω) if u− f ∈ W
1,ϕ(·)
0 (Ω) and
(3.2)
ˆ
Ω
ϕ(x, |∇u|) dx 6
ˆ
Ω
ϕ(x, |∇(u+ v)|) dx
for all v ∈ W
1,ϕ(·)
0 (Ω).
If the inequality is assumed only for all non-negative or non-positive v, then u is called a
superminimizer or subminimizer, respectively.
In the next lemma, we show that in some cases the set W
1,ϕ(·)
0 (Ω) in the definition above
can be replaced with C∞0 (Ω).
Lemma 3.3. Let ϕ ∈ Φc satisfy (A0), (A1) (aInc) and (aDec). Then u is a minimizer, if
and only if inequality (3.2) holds for all v ∈ C∞0 (Ω). The function u is a superminimizer
(subminimizer), if and only if (3.2) holds for all positive (negative) v ∈ C∞0 (Ω).
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Proof. If u is a minimizer, then it is trivial that (3.2) holds for all v ∈ C∞0 (Ω).
Suppose then that (3.2) holds for all v ∈ C∞0 (Ω). Let w ∈ W
1,ϕ(·)
0 (Ω), and let wi ∈ C
∞
0 be
a sequence of functions converging tow inW 1,ϕ(·)(Ω). Denotew′ := u+w andw′i := u+wi.
By [11, Lemma 3.2.11]ˆ
Ω
ϕ(x, |∇w′| − |∇w′i|) dx 6 max{
∥∥|∇w′| − |∇w′i|∥∥ϕ(·),
∥∥|∇w′| − |∇w′i|∥∥qϕ(·)},
where q is the exponent from (aDec). Since
∣∣|∇w′| − |∇w′i|∣∣ 6 |∇(w′ − w′i)|, we get∥∥|∇w′| − |∇w′i|∥∥ϕ(·) 6 ‖∇(w′ − w′i)‖ϕ(·) = ‖∇(w − wi)‖ϕ(·).
Since ‖∇(w − wi)‖ϕ(·) → 0 as i→∞, it follows thatˆ
Ω
ϕ(x, |∇w′| − |∇w′i|) dx→ 0 as i→∞.
By [11, Lemma 2.2.6] ϕ satisfies (Dec) (not only (aDec)). Since limλ→0+ ̺ϕ(·)(λ∇w
′) = 0,
(aDec) implies that ̺ϕ(·)(∇w
′) is bounded. It now follows from [11, Lemma 3.1.6] that
|̺ϕ(·)(∇w
′)− ̺ϕ(·)(∇w
′
i)| approaches zero as i→∞, and we therefore have
lim
i→∞
ˆ
Ω
ϕ(x, |∇w′i|) dx =
ˆ
Ω
ϕ(x, |∇w′|) dx =
ˆ
Ω
ϕ(x, |∇(u+ w)|) dx.
By our assumption, for every i we haveˆ
Ω
ϕ(x, |∇u|) dx 6
ˆ
Ω
ϕ(x, |∇w′i|) dx.
Combining the above estimate and limit givesˆ
Ω
ϕ(x, |∇u|) dx 6
ˆ
Ω
ϕ(x, |∇w′|) dx =
ˆ
Ω
ϕ(x, |∇(u+ w)|) dx,
which shows that u is a minimizer.
The claim regarding superminimizers is proved similarly. The only difference is that every
function in the sequence {wi} must be non-negative. Suppose that w ∈ W
1,ϕ(·)
0 (Ω) is non-
negative. By definition, there is a sequence of functions wi ∈ C
∞
0 (Ω) converging to w. But
from the definition alone we can’t deduce that the functions wi are non-negative. Instead,
we use Lemma 2.8: let w˜i ∈ W
1,ϕ(·)
0 (Ω) be a sequence of non-negative functions such that
spt w˜i ⋐ Ω and w˜i → w inW
1,ϕ(·)(Ω). The proof of [11, Theorem 6.4.7] shows that for every
i, there is a sequence of functions ηij ∈ C
∞(Ω) ∩W 1,ϕ(·)(Ω) converging to w˜i. Moreover,
since the functions ηij are obtained using standard mollifiers on w˜i, and spt w˜i ⋐ Ω, it
follows that ηij ∈ C
∞
0 (Ω) and every ηij is non-negative. For every i, we choose an index ji
with
‖w˜i − ηiji‖1,ϕ(·) < i
−1.
Then ηiji → w inW
1,ϕ(·)(Ω). This completes the proof in the case of superminimizers. The
claim for subminimizers follows from the fact that −u is a superminimizer. 
We denote by H(f) the minimizer with boundary values f ∈ W 1,ϕ(·)(Ω). If f : ∂Ω → R
is Lipschitz on the boundary of Ω, then it can be, by McShane extension, extend to Rn as a
bounded Lipschitz function. The extension of f can be used in the above definition as weak
boundary value, u− f ∈ W
1,ϕ(·)
0 (Ω). For g ∈ C(∂Ω) we define
Hg(x) := sup
Lip(∂Ω)∋f6g
H(f)(x).
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This definition is based on the fact that continuous functions can be approximated by Lips-
chitz functions.
The following theorem gives sufficient conditions for existence, uniqueness and continuity
of minimizer with bounded boundary values.
Theorem 3.4 (Theorem 6.2 in [10]). Let ϕ ∈ Φc(Ω) satisfy (aInc) and (aDec). Then for
every function f ∈ W 1,ϕ(·)(Ω) ∩ L∞(Ω), there exists a minimizerH(f).
If ϕ is strictly convex and satisfies (A0), the minimizer is unique, and if (A1-n) holds, then
it is continuous.
Definition 3.5. Let Ω ⊂ Rn. We say that x ∈ ∂Ω is regular if
lim
y→x,y∈Ω
Hf(y) = f(x)
for all f ∈ C(∂Ω). A boundary point is irregular if it is not regular.
This means that the minimizer attains the boundary values not only in a Sobolev sense but
point-wise.
We finish this section with the definition of quasiminimizers.
Definition 3.6. A function u ∈ W
1,ϕ(·)
loc is a local quasiminimizer of the ϕ(·)-energy if there
is a constantK > 1 such thatˆ
{v 6=0}
ϕ(x, |∇u|) dx 6 K
ˆ
{v 6=0}
ϕ(x, |∇(u+ v)|) dx
for all v ∈ W 1,ϕ(·)(Ω) with spt v ⊂ Ω.
If the inequality is assumed only for all non-negative or non-positive v, then u is called a
local quasisuperminimizer or local quasisubminimizer, respectively.
By [12, Lemma 3.4], if ϕ satisfies (A0), (A1) and (aDec), then every v ∈ W 1,ϕ(·)(Ω)
with spt v ⊂ Ω belongs to W
1,ϕ(·)
0 (Ω). It then follows that every minimizer is also a local
quasiminimizer.
4. QUASISUPERMINIMIZER EQUALS LSC-REGURALIZATION QUASIEVERYWHERE
Lemma 4.1 (Theorem 4.4 in [10]). Let ϕ ∈ Φc(Ω) satisfy (A0), (A1-n), (aInc) and (aDec).
Let u be a local quasisuperminimizer which is bounded from below and set
u∗(x) := ess lim inf
y→x
u(y).
Then u∗ is lower semicontinuous and u = u∗ almost everywhere.
If u is additionally locally bounded, then every point is a Lebesgue point of u∗.
In the lemma above, the function u∗ is called the lsc-regularization of u. We say that u is
lsc-regularized, if u = u∗. In this section we prove that if u is a quasicontinuous quasisuper-
minimizer, then u = u∗ quasieverywhere. To accomplish this, we need the following lemma
and its corollary.
Lemma 4.2. Let ϕ ∈ Φc(R
n) satisfy (A0), (A1), (aInc) and (aDec). Let B be a ball and
suppose that u ∈ W 1,ϕ(·)(Rn) is such that spt u ⋐ B. Then there exists a set E ⊂ B of zero
capacity, such that
uˆ(x) := lim
r→0
 
B(x,r)
u(y) dy
exists for every x ∈ B \ E. The function uˆ is the quasicontinuous representative of u.
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Proof. To prove this claim, we follow the proofs of Propositions 4.4 and 4.5 and Theorem
4.6 of [9], where a similar claim was proven for the variable exponent case.
First we show thatMu ∈ W 1,ϕ(·)(3B) and
(4.3) ‖Mu‖W 1,ϕ(·)(3B) 6 c‖u‖W 1,ϕ(·)(3B).
Here Mu denotes the Hardy–Littlewood maximal function. Since u, |∇u| ∈ Lϕ(·)(3B), it
follows by [11, Lemma 4.2.3] and [11, Theorem 4.3.6] that Mu,M |∇u| ∈ Lϕ(·)(3B), and
further
‖Mu‖Lϕ(·)(3B) 6 c‖u‖Lϕ(·)(3B) and ‖M |∇u|‖Lϕ(·)(3B) 6 c‖∇u‖Lϕ(·)(3B).
Note that [11, Lemma 4.2.3] is needed here, because [11, Theorem 4.3.6] requires the as-
sumption (A2). By [11, Lemma 6.1.6], we have u ∈ W 1,p(B), where p > 1 is such that ϕ
satisfies (aInc)p. Since spt u ⋐ B, it follows that u in W
1,p(Rn). From [18] it follows that
|∇Mu| 6 M |∇u| almost everywhere in Rn. Hence
‖∇Mu‖Lϕ(·)(3B) 6 ‖M |∇u|‖Lϕ(·)(3B) 6 c‖∇u‖Lϕ(·)(3B),
and (4.3) now follows.
Then we show that for λ > 0 we have
(4.4) Cϕ(·)({Mu > λ} ∩B) 6 cmax{‖u/λ‖W 1,ϕ(·)(3B), ‖u/λ‖
q
W 1,ϕ(·)(3B)
},
where q is such that ϕ satisfies (aDec)q . Because Mu is lower semi-continuous, the set
{Mu > λ} and its intersection with B are open. Let η ∈ C∞0 (3B) be such that η = 1 in
2B and 0 6 η 6 1 in 3B. Then we may use ηMu/λ ∈ W 1,ϕ(·)(3B) as a test function for
capacity of {Mu > λ} ∩ B. Since ηMu/λ = 0 outside 3B, we get
Cϕ(·)({Mu > λ} ∩B) 6
ˆ
Rn
ϕ
(
x,
∣∣∣ηM u
λ
∣∣∣)+ ϕ(x, ∣∣∣∇(ηM u
λ
)∣∣∣) dx
=
ˆ
3B
ϕ
(
x,
∣∣∣ηM u
λ
∣∣∣)+ ϕ(x,
∣∣∣∇(ηM u
λ
)∣∣∣) dx
6 cmax
{∥∥∥ηM u
λ
∥∥∥
W 1,ϕ(·)(3B)
,
∥∥∥ηM u
λ
∥∥∥q
W 1,ϕ(·)(3B)
}
,
where the last inequality follows by [11, Lemma 3.2.11]. Now∥∥∥ηM u
λ
∥∥∥
W 1,ϕ(·)(3B)
=
∥∥∥ηM u
λ
∥∥∥
Lϕ(·)(3B)
+
∥∥∥η∇Mu
λ
+ (∇η)M
u
λ
∥∥∥
Lϕ(·)(3B)
6
∥∥∥ηM u
λ
∥∥∥
Lϕ(·)(3B)
+
∥∥∥η∇Mu
λ
∥∥∥
Lϕ(·)(3B)
+
∥∥∥(∇η)Mu
λ
∥∥∥
Lϕ(·)(3B)
6 (1 + ‖∇η‖∞)
∥∥∥Mu
λ
∥∥∥
W 1,ϕ(·)(3B)
.
The first inequality follows from triangle inequality ([11, Lemma 3.2.2]), and the second
from the fact that η 6 1. Since ‖∇η‖∞ does not depend on u, it can be treated as constant
depending only on |B|. Inequality (4.4) then follows from (4.3).
Next we construct the set E. By [12, Lemma 3.4], u ∈ W
1,ϕ(·)
0 (B) ⊂ W
1,ϕ(·)
0 (R
n).
Let {ui} be a sequence of continuous functions converging to u in W
1,ϕ(·)(Rn) such that
‖u− ui‖ϕ(·) 6 2
−2i. Define the sets
Ui := {M(u− ui) > 2
−i} ∩ B, Vi :=
∞⋃
j=i
Uj and E :=
∞⋂
j=1
Vj.
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By (4.4) we have Cϕ(·)(Ui) 6 c2
−i, and therefore Cϕ(·)(Vi) 6 c2
1−i by subadditivity. Since
E is contained in every Vi, it follows that Cϕ(·)(E) = 0.
To complete the proof, we show that uˆ exist on B \ E and is quasicontinuous. Continuity
of ui implies that
lim sup
r→0
∣∣∣∣ui(x)−
 
B(x,r)
u(y) dy
∣∣∣∣
6 lim sup
r→0
( 
B(x,r)
|ui(x)− ui(y)| dy +
 
B(x,r)
|ui(y)− u(y)| dy
)
6 lim sup
r→0
 
B(x,r)
|ui(y)− u(y)| dy 6M(ui − u)(x).
If x ∈ B \ Vk, then for any i, j > k we have
|ui(x)− uj(x)| 6 lim sup
r→0
(∣∣∣∣ui(x)−
 
B(x,r)
u(y) dy
∣∣∣∣+
∣∣∣∣uj(x)−
 
B(x,r)
u(y) dy
∣∣∣∣
)
6M(ui − u)(x) +M(uj − u)(x) 6 2
−i + 2−j.
It follows that the pointwise limit function v(x) := limi→∞ ui(x) exists for x ∈ B \ Vk for
every k, hence v exists onB \E. Since the convergence is uniform on B \Vk, it follows that
v|B\Vk is continuous, which shows that v is quasicontinuous. Then we show that v = uˆ on
B \ E. Fix a point x in B \ E. Then
lim sup
r→0
∣∣∣∣v(x)−
 
B(x,r)
u(y) dy
∣∣∣∣ 6 |v(x)− ui(x)|+ lim sup
r→0
∣∣∣∣ui(x)−
 
B(x,r)
u(y) dy
∣∣∣∣ .
Since the right-hand side approaches 0 as i → ∞, and the left-hand side does not depend
on i, it follows that the left-hand side equals 0, and thus v(x) = uˆ(x). To finish the proof,
we note that almost every point is Lebesgue point of u, and it follows that u = uˆ almost
everywhere. 
In the following Corollary, we show that assumption u ∈ W 1,ϕ(·)(Rn) can be replaced by
u ∈ W 1,ϕ(·)(Ω).
Corollary 4.5. Let ϕ ∈ Φc(R
n) satisfy (A0), (A1), (aInc) and (adec). Let u ∈ W 1,ϕ(·)(Ω).
Then there exists a set E ⊂ Ω of zero capacity, such that uˆ(x) exists for every x ∈ Ω \ E.
Moreover uˆ is quasicontinuous in Ω.
Proof. Let B be a ball such that Ω ⊂ B. Let U and V be open sets such that U ⋐ V ⋐ Ω.
Let η ∈ C∞0 (Ω) be such that η = 1 on V and 0 6 η 6 1 on Ω. Then uη ∈ W
1,ϕ(·)(Ω). Since
spt uη ⊂ Ω, by [12, Lemma 3.4], uη ∈ W
1,ϕ(·)
0 (Ω) ⊂ W
1,ϕ(·)
0 (R
n). Lemma 4.2 shows that
there is a set E ⊂ Rn of zero capacity such that the limit
lim
r→0
 
B(x,r)
u(y)η(y) dy
exist everywhere on B \ E. Since U ⋐ V , V is open, and η = 1 on V , we have
uˆ(x) = lim
r→0
 
B(x,r)
u(y) dy = lim
r→0
 
B(x,r)
u(y)η(y) dy
for every x ∈ U \ E.
Let then (Ui) be a sequence of open sets such that Ui ⋐ Ui+1 ⋐ Ω and
⋃∞
i=1 Ui = Ω. Then
for every i there exist a set Ei of zero capacity, such that uˆ exist in Ui \ Ei. It follows that uˆ
exists in Ω \
⋃∞
i=1Ei. By subadditivity, Cϕ(·)(
⋃∞
i=1Ei) = 0.
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It remains to show quasicontinuity. By Lemma 4.2 uˆ is quasicontinuous on every Ui.
Hence we may choose open sets Fi such that Cϕ(·)(Fi) < 2
−iε and uˆ|Ui\Fi is continuous.
Hence
⋃∞
i=1 Fi is open, uˆ|Ω\
⋃
∞
i=1 Fi
is continuous, and by subadditivity Cϕ(·)(
⋃∞
i=1 Fi) <
ε. 
Now we can prove that u = u∗ in Theorem 4.1.
Lemma 4.6. Let ϕ ∈ Φc(R
n) satisfy (A0), (A1), (A1-n), (aInc) and (aDec). Let u and u∗ be
as in Lemma 4.1. If u is quasicontinuous, then u = u∗ quasieverywhere.
Proof. Suppose that u is quasicontinuous. For any positive integer k, we let uk = min{u, k}.
It is easy to see that uk is quasicontinuous. By Corollary 4.5 there exists a set Ek of zero
capcacity such that
uˆk(x) := lim
r→0
 
B(x,r)
uk(y) dy
exist for all x ∈ Ω \Ek, and uˆk is quasicontinuous. Since both uk and uˆk are quasicontinous
and uk = uˆk almost everywhere in Ω, it follows by [17] that uk = uˆk quasieverywhere in Ω.
Let Fk = Ek ∪ {uk 6= uˆk}. Then Cϕ(·)(Fk) = 0 and we have
uk(x) = lim
r→0
 
B(x,r)
uk(y) dy
for every x ∈ Ω \ Fk.
By [10, Lemma 4.6], uk is a quasisuperminimizer. By our assumption, u is bounded from
below, hence uk is bounded. Let u
∗
k be defined by
u∗k(x) := ess lim inf
y→x
uk(y).
By Lemma 4.1, every point of Ω is a Lebesgue point u∗k, and uk = u
∗
k almost everywhere.
Hence, for every x ∈ Ω \ Fk, we have
uk(x) = lim
r→0
 
B(x,r)
uk(y) dy = lim
r→0
 
B(x,r)
u∗k(y) dy = u
∗
k(x).
Therefore {uk 6= u
∗
k} ⊂ Fk, and it follows that Cϕ(·)({uk 6= u
∗
k}) = 0.
Let
A1k := {x ∈ Ω : u
∗(x) < u(x) 6 k} and A2k := {x ∈ Ω : u(x) < u
∗(x) and u(x) 6 k}.
We will show that A1k ⊂ {uk 6= u
∗
k} and A
2
k ⊂ {u2k 6= u
∗
2k}, which shows that both A
1
k and
A2k are of capacity zero. Let x0 ∈ Ω be such that u(x0) 6 k. Suppose first that u
∗(x0) <
u(x0). Let r > 0 be so small that B(x0, r) ⊂ Ω. Then ess infy∈B(x0,r) u(y) 6 u
∗(x0) < k,
from which it follows that
ess inf
y∈B(x0,r)
min{u(y), k} = min{ ess inf
y∈B(x0,r)
u(y), k} 6 u∗(x0).
Hence
u∗k(x0) = ess lim inf
y→x0
uk(y) 6 u
∗(x0) < u(x0) = uk(x0),
and x0 ∈ {uk 6= u
∗
k}. Suppose then that u
∗(x0) > u(x0). Then there exists r0 > 0 such that
B(x0, r0) ⊂ Ω and ess infy∈B(x0,r0) u(y) > u(x0). Hence
u∗2k(x0) > ess inf
y∈B(x0,r0)
min{u(y), 2k} = min{ ess inf
y∈B(x0,r0)
u(y), 2k} > u(x0) = u2k(x0),
and x0 ∈ {u2k 6= u
∗
2k}.
Since A := {x ∈ Ω : u(x) 6= u∗(x) and u(x) < ∞} =
⋃∞
k=1(A
1
k ∪ A
2
k), we get by
subadditivity that Cϕ(·)(A) = 0. Since u is quasicontinuous Cϕ(·)({u = ∞}) = 0, and
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therefore A′ := {x ∈ Ω : u(x) 6= u∗(x) and u(x) = ∞} is of capacity zero. And finally,
since {u 6= u∗} = A ∪A′, we get Cϕ(·)({u 6= u
∗}) = 0. 
5. THE KELLOGG PROPERTY
In this section we prove our main result. But first, we have to we prove some auxiliary
results. The next lemma gives a characterization ofW 1,ϕ(·)(Ω) using quasicontinuous func-
tions (cf. [1, Proposition 2.5]).
Lemma 5.1. Let ϕ ∈ Φc(R
n) satisfy (A0), (A1), (aInc) and (aDec). Assume that u is quasi-
continuous in Ω. Then u ∈ W 1,ϕ(·)0 (Ω) if and only if
u˜ :=
{
u in Ω,
0 otherwise,
is quasicontinous and belongs toW 1,ϕ(·)(Rn).
Proof. Suppose first that u ∈ W
1,ϕ(·)
0 (Ω). By definition of W
1,ϕ(·)
0 (Ω), there are functions
vi ∈ C
∞
0 (Ω) such that vi → u in W
1,ϕ(·)(Ω). Then vi → u in W
1,ϕ(·)(Rn) also. By [4,
Lemma 5.1], we may assume that vi converges pointwise quasieverywhere, and that the
convergence is uniform outside a set of arbitrarily small capacity. Denote the pointwise limit
of {vi} by v. Then v is quasicontinuous and v = 0 quasieverywhere in R
n \ Ω. Since u = v
almost everywhere in Ω, and both functions are quasicontinuous in Ω, it follows from [17]
that u = v quasieverywhere in Ω. It then follows that u˜ = v quasieverywhere in Rn, hence
u˜ is quasicontinuous and belongs toW 1,ϕ(·)(Rn).
Suppose then that u˜ is quasicontinuous and belongs toW 1,ϕ(·)(Rn). Let B be an open ball
such that Ω ⋐ B. Then u˜ ∈ W 1,ϕ(·)(B). Since u˜ = 0 in B \Ω, it follows by Lemma 2.8 that
u˜ ∈ W
1,ϕ(·)
0 (Ω), hence u ∈ W
1,ϕ(·)
0 (Ω) also. 
Then we need the comparison principle given by the Corollary following the next Lemma.
Lemma 5.2 (Proposition 4.9 in [16]). Let ϕ ∈ Φc(Ω) be strictly convex and satisfy (A0),
(A1) and (aDec). If f, g ∈ W 1,ϕ(Ω) and (f − g)+ ∈ W
1,ϕ
0 (Ω), then H(f) 6 H(g) in Ω.
Corollary 5.3. Let ϕ ∈ Φc(Ω) be strictly convex and satisfy (A0), (A1), (aInc) and (aDec).
If f, g ∈ C(∂Ω) and f 6 g quasieverywhere on ∂Ω, thenHf 6 Hg in Ω.
Proof. Suppose first that f, g ∈ Lip(∂Ω). Extend them to Lipschitz functions defined on the
whole Rn. If we show that (f − g)+ ∈ W
1,ϕ(·)
0 (Ω), then the claim follows from Lemma 5.2.
Let ε > 0. Since Cϕ(·)({f > g} ∩ ∂Ω) = 0, there is an open set U ⊃ {f > g} ∩ ∂Ω and a
function uε ∈ W
1,ϕ(·)(Rn), such that uε = 1 in U , 0 6 uε 6 1, andˆ
Rn
ϕ(x, |uε|) + ϕ(x, |∇uε|) dx < ε.
Since f and g are continuous, the set V := {f < g + ε} is open. It is true that ∂Ω ⊂ U ∪ V .
Let vε := χΩ(1 − uε)((f − g)+ − ε)+. Then spt vε ⊂ Ω \ (U ∪ V ) ⋐ Ω, hence we
may choose an open set D, such that spt vε ⋐ D ⋐ Ω. It follows from Lemma 2.8 that
vε ∈ W
1,ϕ(·)
0 (Ω). A straightforward calculation shows that vε → (f − g)+ in W
1,ϕ(·)(Ω),
hence (f − g)+ ∈ W
1,ϕ(·)
0 (Ω).
Suppose then f, g ∈ C(∂Ω). Fix x ∈ Ω and let ε > 0. Let η ∈ Lip(∂Ω) be such that
η 6 f on ∂Ω andH(η)(x) > Hf (x)−ε. Let ξ ∈ Lip(∂Ω) be such that g > ξ > g−ε on ∂Ω.
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If y ∈ ∂Ω is such that f(y) 6 g(y), then η(y)−ε 6 ξ(y). Hence η−ε 6 ξ quasieverywhere
in ∂Ω. By the first part of the proof, it follows that H(η − ε) 6 H(ξ) on Ω. Now
Hf(x)− ε < H(η)(x) = H(η − ε)(x) + ε 6 H(ξ)(x) + ε 6 Hg(x) + ε.
Since ε was arbitraryHf(x) 6 Hg(x), and the claim now follows, since x was arbitrary. 
We need one more lemma in order to prove our main result. This lemma corresponds to
[1, Lemma 5.5], and the proof is also similar, but we include it here for completeness.
Lemma 5.4. Suppose ϕ ∈ Φc(R
n) is strictly convex and satisfies (A0), (A1), (A1-n), (aInc)
and (aDec). Let x ∈ ∂Ω and B := B(x, r). Let f be Lipschitz on ∂Ω and suppose that
f = m on B ∩ ∂Ω, where m := sup∂Ω f . Let (see Figure 1)
u :=
{
H(f) in Ω,
m in B \ Ω.
Then u is a quasicontinuous superminimizer in B.
u = H(f)
u = m
x
∂Ω
B
Ω
FIGURE 1.
Proof. Extend f to a Lipschitz function defined on Ω in such a way that f 6 m. Extend f
further by setting f := m on B \ Ω. Then f ∈ W 1,ϕ(·)(B). Let
v :=
{
u− f in B ∪ Ω,
0 otherwise.
As v = H(f) − f in Ω, we have v ∈ W
1,ϕ(·)
0 (Ω). It follows from Theorem 3.4, that v is
continuous in Ω. Since v = 0 in Rn \ Ω, it follows by Lemma 5.1 that v is quasicontinuous
in B and and belongs toW 1,ϕ(·)(B). It now follows that u is quasicontinuous and belongs to
W 1,ϕ(·)(B). By Lemma 5.3, u 6 m in B.
Now we show that u is a superminimizer. Let η ∈ C∞0 (B) be nonnegative and let η
′ :=
min{η,m − u}. It is easy to see that η′ is quasicontinuous and nonnegative in B. By [10,
Lemma 2.11], η′ ∈ W 1,ϕ(·)0 (B). Since η
′ = 0 in B \ Ω, it follows by Lemma 5.1 that
η′ ∈ W 1,ϕ(·)0 (B ∩ Ω). Now we haveˆ
{η 6=0}
ϕ(x, |∇u|) dx =
ˆ
{η′ 6=0}
ϕ(x, |∇u|) dx 6
ˆ
{η′ 6=0}
ϕ(x, |∇(u+ η′)|) dx.
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The equality above follows from the facts that {η′ = 0 6= η} ⊂ {u = m} and∇u = 0 almost
everywhere in {u = m}. The inequality follows from the facts that {η′ 6= 0} ⊂ Ω and u is a
minimizer in Ω. Since u + η′ = min{u + η,m}, we have |∇(u + η′)| 6 |∇(u + η)|. And
since η′ 6= 0 implies η 6= 0, we getˆ
{η′ 6=0}
ϕ(x, |∇(u+ η′)|) dx 6
ˆ
{η 6=0}
ϕ(x, |∇(u+ η)|) dx.
Combining the estimates above and using Lemma 3.3, we see that u is a superminimizer in
B. 
We are now ready to prove our main result. The proof is again similar to the proof of [1,
Theorem 1.1], but is included here for completeness.
Theorem 5.5. Let ϕ ∈ Φc(R
n) satisfy (A0), (A1), (A1-n), (aDec) and (aInc). Then the set of
irregular boundary points has zero capacity.
Proof. Denote the set of irregular points by I . To prove that I is of capacity zero, we con-
struct a countable number of sets Ij,k,q ⊂ I , such that Cϕ(·)(Ij,k,q) = 0, and the union of sets
Ij,k,q is equal to I .
For any positive integer j we can cover ∂Ω with a finitely many ballsBj,k := B(xj,k, 1/j),
1 6 k 6 Nj . Let vj,k be a Lipschitz function such that supp vj,k ⊂ 3Bj,k, 0 6 vj,k 6 1, and
vj,k = 1 on 2Bj,k. For any positive q ∈ Q, let vj,k,q = qvj,k. Consider the sets
Ij,k,q := {x ∈ Bj,k ∩ ∂Ω : lim inf
Ω∋y→x
H(vj,k,q)(y) < vj,k,q(x) = q}.
Then Ij,k,q ⊂ I . To show that Ij,k,q is of capacity zero, let
uj,k,q :=
{
H(vj,k,q) in Ω,
q in 2Bj,k \ Ω.
By Lemma 5.4, uj,k,q is a quasicontinuous superminimizer in 2Bj,k, and by Corollary 5.3,
uj,k,q 6 q in Ω. Since uj,k,q is continuous in Ω, for every x ∈ Ω we have
u∗j,k,q(x) := ess lim inf
y→x
uj,k,q(y) = uj,k,q(x) = H(vj,k,q)(x).
By Theorem 4.1, u∗j,k,q is lower semicontinuous, and, by Lemma 4.6, u
∗
j,k,q = uj,k,q quasiev-
erywhere in 2Bj,k. Since u
∗
j,k,q 6 q, we have
q = uj,k,q(x) = u
∗
j,k,q(x) = lim inf
Ω∋y→x
u∗j,k,q(y) = lim inf
Ω∋y→x
H(vj,k,q)(y)
for quasievery x ∈ Bj,k ∩ ∂Ω. Hence Ij,k,q is of capacity zero.
Then we show that every point of I belongs to some Ij,k,q. Let therefore x ∈ I . Then there
exists a function v ∈ C(∂Ω) such that
lim
Ω∋y→x
Hv(y) 6= v(x).
By considering −v if necessary, we may assume that lim infΩ∋y→xHv(y) < v(x), and by
adding a constant, we may assume that v > 0. Since v is continuous, we can find a ball
Bj,k ∋ x such that
m := inf
3Bj,k∩∂Ω
v > lim inf
Ω∋y→x
Hv(y).
We can then choose q ∈ Q such that m > q > lim infΩ∋y→xHv(y). Then vj,k,q 6 v on ∂Ω,
and it follows by Corollary 5.3, that
lim inf
Ω∋y→x
H(vj,k,q)(y) 6 lim inf
Ω∋y→x
Hv(y) < q = vj,k,q(x).
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But then x ∈ Ij,k,q.
We have now shown that
I =
∞⋃
j=1
Nj⋃
k=1
⋃
q∈Q
q>0
Ij,k,q.
It now follows by subadditivity that I is of zero capacity. 
6. SEMIREGULAR BOUNDARY POINTS
In this section we give some characterizations of semiregular boundary points. We follow
the ideas in [1, Section 8], where characterizations of semiregular boundary points are given
in the variable exponent case.
Definition 6.1. A point x ∈ ∂Ω is semiregular, if it is irregular, and the limit
lim
Ω∋y→x
Hf (y)
exist for every f ∈ C(∂Ω).
First we prove some lemmas.
Lemma 6.2. Let ϕ ∈ Φc(R
n) satisfy (A0), (A1), (aInc) and (aDec), and let K ⊂ Rn be
compact with Cϕ(·)(K) = 0. Then there exists a sequence of functions ξi ∈ C
∞(Rn), with
the following properties:
(i) 0 6 ξi 6 1 in R
n and ξi = 0 in a neighbourhood of K,
(ii) limi→∞ ‖1− ξi‖ϕ(·) = 0 = limi→∞ ‖∇ξi‖ϕ(·),
(iii) limi→∞ ξi(x) = 1 and limi→∞∇ξi(x) = 0 for almost every x ∈ R
n.
Proof. Let i be a positive integer and let u be a test function for capacity ofK withˆ
Rn
ϕ(x, |u|) + ϕ(x, |∇u|) dx <
1
i
.
Sincemin{u, 1} is also a test function, we may assume that 0 6 u 6 1. Let U be an open set
containing K, such that u = 1 in U . Let η ∈ C∞0 (R
n) be such that η = 1 on U , 0 6 η 6 1
in Rn and |∇η| 6 1. Then uη ∈ W 1,ϕ(·)(Rn), and using triangle inequality we get
‖uη‖1,ϕ(·) 6 ‖uη‖ϕ(·) + ‖u∇η‖ϕ(·) + ‖η∇u‖ϕ(·) 6 2‖u‖ϕ(·) + ‖∇u‖ϕ(·).
By [11, Lemma 3.2.11] there is a constant c such that
‖u‖ϕ(·) 6 cmax{̺ϕ(·)(u), ̺ϕ(·)(u)
1
q },
where q is the exponent from (aDec). Since ̺ϕ(·)(u) < 1/i 6 1, the maximum above equals
̺ϕ(·)(u)
1
q , hence ‖u‖ϕ(·) 6 c(1/i)
1
q . Similarly we get ‖∇u‖ϕ(·) 6 c(1/i)
1
q . Combining all
the estimates gives ‖uη‖1,ϕ(·) < 3c(1/i)
1
q =: εi.
Let now B be an open ball such that spt η ⋐ B. By [11, Theorem 6.4.7] and [11,
Lemma 4.2.3] there exists a sequence of functions µj ∈ C
∞(B) ∩ W 1,ϕ(·)(B) converging
to u in W 1,ϕ(·)(B). Since u = 1 on U , and the proof of [11, Theorem 6.4.7] uses standard
mollifiers, we have 0 6 µj 6 1 on B. Moreover, we may assume that µj = 1 on an open
set V , with K ⊂ V ⊂ U . Now µjη ∈ C
∞
0 (R
n) and µjη → uη inW
1,ϕ(·)(Rn). Let ji be an
index such that ‖µjiη‖1,ϕ(·) < 2εi, and let νi := µjiη.
Now ‖νi‖ϕ(·) 6 ‖νi‖1,ϕ(·) < 2εi → 0 as i → ∞. Similarly ‖∇νi‖ϕ(·) → 0. It now
follows from [11, Lemma 3.3.6] that we may choose a subsequence νik such that νik and
∇νik converge to 0 pointwise almost everywhere. Choosing ξk := 1− νik we get a sequence
satisfying properties (i), (ii) and (iii). 
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Next we prove a lemma concerning extension of lsc-regularized superminimizers.
Lemma 6.3. Let ϕ ∈ Φc(R
n) be strictly convex and satisfy (A0), (A1), (aInc) and (aDec). Let
F ⊂ Ω be relatively closed with Cϕ(·)(F ) = 0, and let u ∈ W
1,ϕ(·)(Ω \F ) be a bounded lsc-
regularized superminimizer in Ω\F . Then u has a unique bounded lsc-regularized extension
v ∈ W 1,ϕ(·)(Ω), given by
v(x) := ess lim inf
Ω\F∋y→x
u(x).
Moreover, v is a superminimizer in Ω.
Proof. By [4, Lemma 4.1], we have |F | = 0. Existence of v is therefore trivial, and bound-
edness of v follows easily from boundedness of u. Since
ess lim inf
Ω∋y→x
v(x) = ess lim inf
Ω\F∋y→x
u(x) = v(x)
for all x ∈ Ω, and v is lsc-regularized. The equality above also implies that v is unique. That
v ∈ Lϕ(·)(Ω) follows directly from the facts that u ∈ Lϕ(·)(Ω \ F ) and |F | = 0.
Now we show that ∂jv = ∂ju for j = 1, 2, . . . , n. Let η ∈ C
∞
0 (Ω), and letK := F ∩spt η.
Then K is compact and Cϕ(·)(K) = 0, and we can find a sequence {ξi} as in Lemma 6.2.
Now ηξi ∈ C
∞
0 (Ω \ F ). The definition of weak derivative gives
0 =
ˆ
Ω\F
u∂j(ηξi) + ηξi∂ju dx =
ˆ
Ω
vη∂jξi + ξi(v∂jη + η∂ju) dx,
where we have also used the fact that v = u almost everywhere in Ω. Hölder’s inequality
gives ∣∣∣∣
ˆ
Ω
vη∂jξi dx
∣∣∣∣ 6
ˆ
Ω
|vη∂jξi| dx 6 2‖∂jξi‖ϕ(·)‖vη‖ϕ∗(·).
By [11, Proposition 2.4.13] and [11, Lemma 3.7.6] ϕ∗ satisfies (aDec) and (A0), which
implies that ϕ∗(x, 1) . 1. Since vη is bounded, it follows that vη ∈ Lϕ
∗(·)(Ω). It now follows
from property (ii) in Lemma 6.2, that the right-hand side in the inequality above approaches
0 as i → ∞. By [11, Corollary 3.7.9], Lϕ(·)(Ω) ⊂ Lp(Ω), where p is the exponent from
(aInc). Since η ∈ C∞0 (Ω) and v = u ∈ W
1,ϕ(·)(Ω), it follows that (v∂jη + η∂ju) ∈ L
1(Ω).
Since ξi 6 1 and ξi(x)→ 1 for almost every x ∈ Ω, dominated convergence implies that
lim
i→∞
ˆ
Ω
ξi(v∂jη + η∂ju) dx =
ˆ
Ω
(v∂jη + η∂ju) dx.
Combining the results above shows that ∂jv = ∂ju.
To complete the proof, we need to show that v is a superminimizer in Ω. Let 0 6 µ ∈ C∞0
and let ξi be as above. Denote wi := v + ηξi and w := v + η. Since u is a superminimizer in
Ω \ F and ηξi ∈ C
∞
0 (Ω \ F ), we haveˆ
Ω
ϕ(x, |∇wi|) dx =
ˆ
Ω\F
ϕ(x, |∇(u+ηξi)|) dx >
ˆ
Ω\F
ϕ(x, |∇u|) dx =
ˆ
Ω
ϕ(x, |∇v|) dx.
The claim follows, if we can show that limi→∞ ̺ϕ(·)(∇wi) = ̺ϕ(·)(∇w). Since∣∣|∇wi| − |∇w|∣∣ 6 |∇(wi − w)| = |∇(ηξi − η)|,
we have
̺ϕ(·)(|∇wi| − |∇w|) 6 ̺ϕ(·)(∇(ηξi − η)) = ̺ϕ(·)(∇η(ξi − 1) + η∇ξi)
6 ̺ϕ(·)(|∇η(ξi − 1)|+ |η∇ξi|) . ̺ϕ(·)(∇η(ξi − 1)) + ̺ϕ(·)(η∇ξi),
where the last inequality follows from (aDec). Property (ii) of Lemma 6.2 implies that
‖η∇ξi‖ϕ(·) tends to 0 as i→∞, and [11, Lemma 3.2.11] then implies that limi→∞ ̺ϕ(·)(η∇ξi) =
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0. Similarly limi→∞ ̺ϕ(·)(∇η(ξi − 1)) = 0. It now follows from [11, Lemma 3.1.6] that
limi→∞ ̺ϕ(·)(|∇wi|) = ̺ϕ(·)(|∇w|), which completes the proof. 
Now we prove the following Lemma, which is our main tool in characterizing semiregular
boundary points (cf. [1, Theorem 8.1]).
Lemma 6.4. Let ϕ ∈ Φc(Ω) be strictly convex and satisfy (A0), (A1), (A1-n), (aInc) and
(aDec). Let V ⊂ ∂Ω be relatively open. Then the following are equivalent:
(a) Every point of V is semiregular.
(b) Every point of V is irregular.
(c) Cϕ(·)(V ) = 0.
(d) If f, g ∈ C(∂Ω) and f = g on ∂Ω \ V , thenHf = Hg.
Proof. (a)⇒ (b) Follows directly from definition of semiregularity.
(b)⇒ (c) Follows from the Kellogg property (Theorem 5.5).
(c)⇒ (d) Suppose that f, g ∈ C(∂Ω) and f = g on ∂Ω\V . Since Cϕ(·)(V ) = 0, it follows
that both f 6 g and g 6 f hold quasieverywhere on ∂Ω. It then follows from Corollary 5.3
that bothHf 6 Hg and Hg 6 Hf on Ω, hence Hf = Hg.
(d)⇒ (b) Let x0 ∈ V . Since V is relatively open, there exists r > 0 withB(x0, r)∩∂Ω ⊂
V . Define f ∈ Lip(Rn) by f(y) := (1− d(x0,y)
r
)+. Then f = 0 on ∂Ω \ V , and it follows by
our assumption that H(f) = H(0) = 0. Since f(x) = 1, it follows that x is irregular.
(c)⇒ (a) Let x0 ∈ V and let G be an open neighbourhood of x0 such that G ∩ ∂Ω ⊂ V .
By [4, Proposition 4.2] Cp(G ∩ ∂Ω) = 0, where p > 1 is the exponent from (aInc). Now [1,
Lemma 6.5] (with p(x) = p) implies that G \ ∂Ω is connected. Since G \ ∂Ω ⊂ (G ∩ Ω) ∪
(G \ Ω) and G ∩ Ω 6= ∅, connectedness implies that G \ Ω = ∅. Now
G = (G \ ∂Ω) ∪ (G ∩ ∂Ω) ⊂ (G ∩ Ω) ∪ V ⊂ Ω ∪ V.
Since x0 was arbitrary, this implies that Ω ∪ V is open. Moreover, since V ⊂ ∂Ω, V is
relatively closed in Ω ∪ V .
Let f ∈ Lip(∂Ω). By Theorem 3.4, H(f) is continuous, hence H(f) is lsc-regularized.
By Lemma 6.3,H(f) has a bounded lsc-regularized extension uf to Ω∪ V , such that uf is a
superminimizer in Ω ∪ V . Lemma 6.3 applied to −H(f) = H(−f) gives an extension u−f ,
and then −u−f is an extension of H(f) that is a subminimizer Ω ∪ V . By [4, Lemma 4.1],
|V | = 0, and it follows that uf = −u−f almost everywhere in Ω ∪ V . Hence uf is an
lsc-regularized minimizer in Ω ∪ V . By [16, Theorem 5.8] uf is continuous in an open set
Ω ∪ V , and it follows that the limit
lim
Ω∋y→x0
H(f)(y) = lim
Ω∪V ∋y→x0
uf(y) = uf(x0)
exists for every x0 ∈ V .
Let then g ∈ C(∂Ω). Let fi ∈ Lip(Ω) be sequence such that g−
1
i
6 fi 6 g and fi 6 fi+1
on ∂Ω. For any x ∈ Ω and j > i, comparison principle (Lemma 5.2) implies that
H(fi)(x) 6 H(fj)(x) 6 Hg(x) 6 H(fi)(x) +
1
i
.
Hence H(fi) converges uniformly to Hg in Ω, and this implies that Hg is continuous in Ω.
Let ufi be the extension of H(fi) to Ω ∪ V given by Lemma 6.3. We have already shown
that for any x ∈ Ω and j > i
ufi(x) 6 ufj(x) 6 ufi(x) +
1
i
.
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Since ufi are continuous in Ω∪V and V ⊂ ∂Ω, these inequalities hold also for every x ∈ V .
This implies that the unctions ufi converge uniformly to a continuous function u. Since
u = Hg in Ω, for any x0 ∈ V we have
lim
Ω∋y→x0
Hg(y) = lim
Ω∪V ∋y→x0
u(y) = u(x0).
The only thing left is to show that every point of V is irregular. But this follows from the
already proven implication (c)⇒ (b). 
Using the previous lemma we now give some characterizations of semiregular boundary
points (cf. [1, Theorem 8.4]).
Theorem 6.5. Let ϕ ∈ Φc(R
n) be strictly convex and satisfy (A0), (A1), (A1-n), (aDec) and
(aInc). Let x0 ∈ ∂Ω, δ > 0 and d(y) := d(x0, y). Then the following are equivalent:
(A) The point x0 is semiregular.
(B) For some positive integer k
lim
Ω∋y→x0
H(kd)(y) > 0.
(C) For some positive integer k,
lim inf
Ω∋y→x0
H(kd)(y) > 0.
(D) There is no sequence {yi}, such that Ω ∋ yi → x0, and
lim
i→∞
Hf(yi) = f(x0) for all f ∈ C(∂Ω).
(E) It is true that x0 /∈ {x ∈ ∂Ω : x is regular}.
(F) There is a neighbourhood V of x0, such that Cϕ(·)(V ∩ ∂Ω) = 0.
(G) There is a neighbourhood V of x0 such that, for every f, g ∈ C(∂Ω), if f = g on
∂Ω \ V , then Hf = Hg.
(H) The point x0 is semiregular with respect to G := Ω ∩B(x0, δ).
Proof. (A)⇒ (B) We prove this by contraposition. Suppose therefore that
lim
Ω∋y→x0
H(kd)(y) = 0
for all positive integers k. Let f ∈ C∞0 (R
n) ⊂ Lip(∂Ω), a > f(x0), and r > 0 be such that
f < a on B(x0, r). Denote m := sup∂Ω(f − a)+, and let j > m/r be a positive integer.
Then
f 6 a+
md
r
6 a+ jd
on ∂Ω. It follows from Corollary 5.3 that
lim sup
Ω∋y→x0
H(f)(y) 6 lim sup
Ω∋y→x0
H(a+ jd)(y) = lim sup
Ω∋y→x0
(a +H(jd)(y)) = a.
Letting a → f(x0) shows that lim supΩ∋y→x0 H(f)(y) 6 f(x0). Replacing f with −f in
the calculations above gives us
− lim sup
Ω∋y→x0
H(−f)(y) > −(−f(x0)) = f(x0).
Hence we have limΩ∋y→x0 H(f)(y) = f(x0). Since f ∈ C
∞
0 (R
n) was arbitrary, it follows
from [10, Proposition 6.5] that x0 is regular, thus x0 is not semiregular, and (A) does not
hold.
(B)⇒ (C)⇒ (D) These implications are trivial.
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(D) ⇒ (E) We prove this by contraposition. Suppose therefore that x0 belongs to the
closure of regular boundary points. For each positive integer k, the intersectionB(x0, k
−2)∩
∂Ω contains a regular boundary point xk. Let fk := kd ∈ Lip(∂Ω). Then we can find
yk ∈ B(x0, k
−1) ∩ Ω with |fk(xk) − H(fk)(yk)| < k
−1. Then yk → x0 and, since 0 6
f(xk) 6 k
−1, we haveH(fk)(yk) 6 2k
−1.
Let then f ∈ C(∂Ω), and assume without loss of generality that f(x0) = 0. Choose
m such that |f | 6 m < ∞ and let ε > 0. We can find r > 0 such that |f | < ε on
B(x0, r
−1) ∩ ∂Ω. For k > mr we have fk > m on ∂Ω \ B(x0, r
−1), hence |f | 6 fk + ε on
∂Ω. It follows from Corollary 5.3 that for k > mr we have
Hf (yk) 6 H(fk)(y) + ε 6 2k
−1 + ε
and
Hf(yk) > −H(fk)(y) + (−ε) > −2k
−1 − ε.
Hence −ε 6 limk→∞Hf(yk) 6 ε. Since ε was arbitrary, the limit must be equal to 0, and it
follows that (D) does not hold
(E) ⇔ (F) Note that (E) is equivalent to the existence of a neighbourhood V of x0, such
that every point of V is irregular. The equivalence of (E) and (F) thus follows from the
equivalence (b)⇔ (c) in Lemma 6.4, when we replace V in 6.4 with V ∩ ∂Ω here.
(F)⇔ (G)⇒ (A) These implications follow from Lemma 6.4 when we replace V in 6.4
with V ∩ ∂Ω here.
(F)⇔ (H) The assumption (F) is equivalent to the existence of a neighbourhoodW of x0
with Cϕ(·)(W ∩ ∂G) = 0. This is equivalent to (H), which can bee seen by we applying the
equivalence (F)⇔ (A) to the set G. 
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