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Resumen
El s´ındrome de ovario poliqu´ıstico (SOP), es un desorden endocrino metabo´lico complejo
de etiolog´ıa heteroge´nea y poco conocida. Este s´ındrome definido como la combinacio´n de
disfuncio´n ovulatoria, exceso de andro´genos y ovarios poliqu´ısticos, es una causa importan-
te de disfuncio´n ovulatoria, de irregularidades menstruales, infertilidad, hiperandrogenismo
cl´ınico y disfuncio´n metabo´lica en mujeres en edad fe´rtil. Existen numerosas investigaciones
relacionadas con este campo, entre las que destacan las de Ricardo Azziz. En este trabajo,
se propone crear una aplicacio´n en MATLAB que ayude a identificar y estudiar los factores
ma´s importantes implicados en su fisiopatolog´ıa y su relacio´n con la respuesta a los diferentes
macronutrientes de la dieta (glucosa, l´ıpidos y prote´ınas) a partir de los datos obtenidos de
un proyecto de investigacio´n. Este programa permitira´ hacer un estudio detallado de cada
una de las variables, centra´ndonos primero en un ana´lisis descriptivo para ma´s tarde, im-
plementar distintos me´todos de seleccio´n de variables, como son la regresio´n log´ıstica y el
me´todo Lasso. En nuestro caso, no hace falta buscar una muestra de individuos para realizar
el trabajo ya que nos la proporciona el grupo de investigacio´n del Centro de Investigacio´n
Biome´dica en Red de Diabetes y Enfermedades Metabo´licas Asociadas (CIBERDEM) del
departamento de Endocrinolog´ıa y Nutricio´n del hospital Ramo´n y Cajal quien ayudara´ con
las conclusiones de la investigacio´n.
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Abstract
The polycystic ovary syndrome (PCOS) is a not well know complex metabolic endocrine
disorder of heterogeneous etiology. This syndrome, defined as the combination of ovulatory
dysfunction, excess androgens and polycystic ovaries, is an important cause of ovulatory
dysfunction, menstrual irregularities, infertility, clinical hyperandrogenism and metabolic
dysfunction in women of childbearing age. There are several medical researches related to
this field, most of then, published by Ricardo Azziz. In this project, we have developed an
application in MATLAB that helps to identify and study the most important factors involved
in its pathophysiology and its relationship with the response to the different macronutrients
of the diet (glucose, lipids and proteins) through the data obtained from a research project.
This application will allow an specific study of each variable, first focused on a descriptive
analysis to later implement various methods of variable selection, such as logistic regression
and the lasso method. In our case, the sample data needed to complete the study has been
provided by CIBERDEM’s research group of the department of Endocrinology and Nutrition
of the Ramo´n y Cajal Hospital, which will help us with the conclusions of the research.
Keywords: PCOS, logistic regression, lasso, MATLAB.
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Con el avance de la tecnolog´ıa en las u´ltimas de´cadas se han podido desarrollar me´todos
ma´s complejos que permiten analizar la informacio´n de manera ma´s exhaustiva obteniendo
as´ı mejores resultados. La importancia del big data y la inferencia estad´ıstica esta´n actual-
mente reconocidas en la investigacio´n. La medicina es uno de los campos en los que queda
reflejado el uso de las nuevas tecnolog´ıas. Adema´s, permiten conocer los mecanismos fisiopa-
tolo´gicos involucrados en las enfermedades. En este trabajo nos hemos centrado en el estudio
del s´ındrome del ovario poliqu´ıstico (SOP).
Uno de los principales inconvenientes que en la actualidad presentan los estudios en
medicina es la alta dimensionalidad de los conjuntos a analizar, debido a la gran cantidad de
para´metros que se obtienen en distintas determinaciones anal´ıticas. Esto mismo, es lo que
le pasa al proyecto realizado en el hospital Ramo´n y Cajal llamado “respuesta hormonal,
metabo´lica, inflamatoria y oxidativa a los diferentes macronutrientes de la dieta: influencia
de los esteroides sexuales”, con el que se pretende estudiar el efecto de los macronutrientes
en mujeres con SOP, un s´ındrome relativamente comu´n entre las mujeres y del que no
se conoce mucho sobre su mecanismo fisiopatolo´gico. En este trabajo de fin de grado se
pretende dar solucio´n a este problema a trave´s del uso de me´todos de seleccio´n de variables
que permitira´n dar una explicacio´n a nuestros datos bajando el nu´mero de variables. Entre
estos me´todos se encuentra la regresio´n log´ıstica, nacida en el siglo XIX para estudiar el
crecimiento de poblaciones. Su capacidad de modelar las probabilidades ha hecho que el
modelo de regresio´n log´ıstica sea un me´todo popular de ana´lisis estad´ıstico. El otro que se
estudia en mayor profundidad es el me´todo Lasso, introducido por Robert Tibshirani en
1996 y basado en el trabajo de Leo Breiman ’Non-negative Garrote’ ( [1]). Se apoya en el
me´todo de mı´nimos cuadrados da´ndole una ligera modificacio´n.
El trabajo se estructura en cuatro grandes secciones. La primera (cap´ıtulo 2) es una des-
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cripcio´n de los datos obtenidos del proyecto PI11/00357 del grupo de investigacio´n Diabetes,
obesidad y reproduccio´n humana (DOHR) del hospital Ramo´n y Cajal. En la segunda parte
(cap´ıtulo 3) nos centramos en todos los aspectos matema´ticos que ma´s tarde utilizamos en
nuestra aplicacio´n. Tambie´n se indican los problemas de utilizar ciertos me´todos y como
evolucionamos hasta los que usamos. La tercera parte (cap´ıtulo 4) es una introduccio´n al
programa, en la que se explica las funciones ma´s importantes utilizadas y se hace una gu´ıa
de nuestra aplicacio´n. En la u´ltima parte (cap´ıtulos 5 y 6) se encuentra el proceso que se ha
seguido hasta obtener los resultados y las conclusiones proporcionadas por estos mismos.
1.2. Objetivos.
Como se ha especificado antes, este trabajo de fin de grado se desarrolla en colaboracio´n
con el servicio de Endocrinolog´ıa y Nutricio´n del hospital Ramo´n y Cajal. El objetivo del
proyecto de CIBERDEM es averiguar si la respuesta a los macronutrientes de la dieta (glu-
cosa, l´ıpidos y prote´ınas) es diferente en mujeres sanas, que consideramos de control, mujeres
con el s´ındrome de ovario poliqu´ıstico y hombres, y co´mo afecta la obesidad a esta respues-
ta. Para ello, se desarrollara´ una aplicacio´n que permita analizar y tratar un conjunto de
variables obtenidas por el hospital. Esta aplicacio´n permitira´ ver que´ variables tienen mayor
importancia al intentar clasificar nuestros datos en 6 grupos: hombre obesos y no obesos,
mujeres sanas obesas y no obesas y mujeres con SOP obesas y no obesas. Para averiguar




En esta seccio´n se especificara´n que´ herramientas se han utilizado para realizar este
trabajo. Tambie´n se explicara´ de do´nde se han obtenido los datos y que´ transformaciones se
han realizado con ellos.
2.1. Marco de trabajo.
El trabajo se ha realizado en MATLAB, utilizando funciones integradas en este programa.
Los datos fueron entregados en SPSS, se hizo un primer ana´lisis en WEKA y, mas tarde se
trataron en Excel para importarlos posteriormente a MATLAB.
2.2. Definiciones.
A continuacio´n expondremos varias definiciones que nos van a resultar u´tiles ma´s ade-
lante.
Sesgo: El sesgo de un estimador es la diferencia entre su esperanza matema´tica y el
valor nume´rico del para´metro que estima ( [2]). Dada una muestra X1, . . . , Xp y un
estimador T (X1, . . . , Xp) del para´metro θ, el sesgo es:
sesgo(T ) = E(T )− θ (2.1)
Error cuadra´tico medio (ECM): El error cuadra´tico medio de un estimador T,
para estimar θ, se define como ( [2]):
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ECM(T ) = E[(T (X1, . . . , Xp)− θ)2] (2.2)
Otra forma de expresarlo es:
E[(T − θ)2] = E[((T − E[T ]) + (E[T ]− θ))2]
= E[(T − E(T ))2 + (E[T ]− θ)2
= V (T ) + sesgo(T )2
(2.3)
Contraste de hipo´tesis: “Consiste en determinar si es aceptable, partiendo de datos
muestrales, que la caracter´ıstica o el para´metro poblacional estudiado tome un deter-
minado valor o este´ dentro de unos determinados valores”( [3]). Se consideran una
hipo´tesis nula H0 y una alternativa H1, y se intenta averiguar cua´l de las dos es la
hipo´tesis verdadera. En nuestro caso, el contraste que vamos a hacer, como se vera´
mas adelante, es: {
H0 : βj = 0
H1 : βj 6= 0
Error de tipo I y de tipo II: El error de tipo I es el error que se comete cuando no
se acepta la hipo´tesis nula (H0) siendo esta verdadera ( [4]).
El error de tipo II es el error que se comete cuando no se rechaza la hipo´tesis nula
siendo esta falsa.
H0 verdadera H1 verdadera
Se acepta H0 CORRECTO Error tipo II
Se rechaza H0 Error tipo I CORRECTO
P-valor: el p-valor de un contraste de hipo´tesis se define como la probabilidad de
error en que incurrir´ıamos en caso de rechazar la hipo´tesis nula. En otras palabras, la
probabilidad de cometer un error de tipo I. A efectos pra´cticos, asumiremos que si el
p-valor es inferior a 0,05 rechazamos H0 y en caso contrario se acepta ( [5]).
ODDS: el odds es una medida estad´ıstica que se define como la probabilidad de que
suceda un evento frente a que no suceda ( [6]). Es decir, si definimos P (X) como la
probabilidad de que suceda X entonces:
ODDS =
P (X)
1− P (X) (2.4)
2.3. Datos de entrada.
Para poder realizar todo el modelo, se nos han proporcionado una serie de datos de
pacientes reclutados en un proyecto de investigacio´n del hospital Ramo´n y Cajal. Los datos
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comprenden un total de 53 pacientes, de los cuales 34 son mujeres y 19 son hombres. Aunque
el SOP solo lo padecen mujeres en edad fe´rtil, en este proyecto se incluye a los hombres
porque se consideran como control de niveles de testosterona muy altos y para valorar si,
como ocurre en otros casos, la respuesta a macronutrientes de las mujeres con SOP se parece
ma´s a la de los varones que a la de las mujeres sin SOP.
Estos sujetos esta´n tambie´n clasificados en funcio´n de su ı´ndice de masa corporal (IMC)
en obesos y no obesos (25 sujetos obesos y 28 no obesos) ya que la obesidad juega un papel
importante en el desarrollo del SOP.
Nuestros datos estara´n separados por sujetos con SOP y controles, de los cuales 17 esta´n
enfermos y 17 no. En esta clasificacio´n no se incluyen los hombres.
A parte de estas tres variables (sexo, obesidad, enfermo o no enfermo) que forman los
grupos a los que vamos a dirigir nuestro ana´lisis, el hospital Ramo´n y Cajal les realizo´ varias
determinaciones a los pacientes obteniendo as´ı 371 variables, de las cuales, la mayor´ıa son
mediciones relacionadas con la ingesta de macronutrientes en los distintos tiempos, es decir
que se med´ıa una mole´cula, por ejemplo, el colesterol, despue´s de que los sujetos ingirieran
glucosa, o l´ıpidos y prote´ınas. Posteriormente se repet´ıa esta medida a los 30, 60, 90 120,
180 y 240 minutos.
Los datos fueron entregados en una tabla en SPSS, pero para una mayor facilidad a la
hora de manejarlos se exportaron a una tabla Excel. En esta tabla Excel se hicieron varios
cambios a las variables catego´ricas. Por ejemplo, exist´ıa una variable llamada Group que
indicaba el sexo del sujeto y si estaba enfermo o no y se representaba con un 0 para mujeres
no enfermas, un 3 para mujeres enfermas y 99 para hombres (los cuales no pueden estar
enfermos). Como en nuestro proyecto vamos a analizar la importancia de las variables segu´n
el sexo y si tiene SOP o no, se decidio´ dividir la variable GROUP en dos variables binarias,
sexo y SOP, y as´ı facilitar el trabajo.
Debido a que el objetivo del trabajo de fin de grado es hacer una comparacio´n entre
variables para ver cua´les definen mejor nuestras variables objetivo, no se pod´ıa proceder al
ana´lisis sin antes realizar una normalizacio´n de los datos. Si definimos V como el conjunto
de variables sin normalizar y W el conjunto de variables normalizadas entonces para una




La idea inicial fue que el hospital nos proporcionase cua´l es el valor ma´ximo y mı´nimo
posible de cada variable pero para algunas de las variables es realmente dif´ıcil definir un




En este cap´ıtulo se va a detallar el contenido matema´tico que se utiliza en este trabajo.
Comenzando por los conceptos ma´s sencillos hasta otros ma´s complejos. Hay que tener en
cuenta que los resultados de todos los ca´lculos que se hacen dependen de la variable objetivo
que seleccionemos. En este caso, nuestras variables objetivo son el sexo, la obesidad, y tener
o no SOP.
3.1. Diferencia de medias.
La diferencia de medias se basa en la hipo´tesis de que cuanto menor sean las medias
ma´s se parecen los datos de los dos grupos. En nuestro caso, tal y como se ha mencionado
anteriormente, cogemos como grupos el sexo, la obesidad o si tienen la enfermedad. Se
calculan las medias de ambos grupos para una variable y se restan. Si el resultado se acerca
a cero suponemos que la variable en cuestio´n no diferencia entre un grupo y otro.




k=1wik como la media de la variable Wi ∈ W y Wj = 1n
∑n
k=1wjk
como la media de la variable Wj con Wj ∈ W y j 6= i, entonces la diferencia de medias ser´ıa:
d = |Wi −Wj|
3.2. Desviacio´n t´ıpica.
La desviacio´n t´ıpica o esta´ndar es una medida de dispersio´n para variables de razo´n y de
intervalo. Es una medida del grado de dispersio´n de los datos con respecto al valor promedio.
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Esto, junto a la diferencia de medias nos sirve para ver cua´nto de concentrados esta´n los
datos y si hay una clara diferenciacio´n de los valores de una variable en los diferentes grupos.
Si definimos Wi ∈ W como la variable de la que queremos calcular la desviacio´n t´ıpica y







Pero existe un problema dentro de este ana´lisis. Este aparece cuando los valores que
tenemos esta´n concentrados en un punto de la distribucio´n excepto unos pocos. Estos valores
difieren mucho de los valores ”normales”que tenemos de esta variable y se denominan valores
at´ıpicos (en ingle´s outlier). Por lo tanto, como no es suficiente para sacar conclusiones,
investigamos otras te´cnicas que se detallara´n mas adelante.
3.3. Modelos de ana´lisis de regresio´n.
El ana´lisis de regresio´n lineal es una te´cnica estad´ıstica que estudia la relacio´n entre
varias variables. La regresio´n permite conocer que efecto causa una variable sobre otra.
Tambie´n puede predecir valores de una variable a partir de otra. Esto nos va a ser muy u´til
en nuestro trabajo. Para una definicio´n ma´s concreta, podemos utilizar la descrita por un
trabajo de la universidad de Murcia: ”la regresio´n es el conjunto de te´cnicas usadas para
explorar y cuantificar la relacio´n de dependencia entre una variable cuantitativa llamada
variable dependiente o respuesta y una o ma´s variables independientes llamadas variables
predictoras” [7].
La forma ma´s sencilla para expresar una regresio´n es a trave´s de una ecuacio´n lineal.
Mostramos la variable dependiente en funcio´n de las variables predictoras de la forma Y =
β0 + β1X1 + . . . + βpXp, siendo Y la variable dependiente, Xi con i ∈ 1, . . . , p el conjunto
de variables predictoras y β un para´metro que indica la influencia que tiene esa variable
predictora en la dependiente.
El caso ma´s simple es la recta Y = mX + n, donde m,n ∈ R, y la llamaremos regresio´n
lineal simple. Cuando p > 1 sera´ una regresio´n mu´ltiple.
7
3.3.1. Correlacio´n
La correlacio´n entre dos variables indica la fuerza y direccio´n de una relacio´n lineal y
de proporcionalidad entre estas. Dos variables esta´n correlacionadas si cuando variamos los
valores de una de las variables entonces var´ıan de forma proporcional los valores de la otra.
Sean dos variables X1 y X2, si X1 esta´ correlacionada con X2 entonces X2 tambie´n esta´
correlacionada con X1
La relacio´n entre las variables finalmente se representa mediante la l´ınea que mejor ajuste
la nube de puntos que forman tales variables como se puede ver en la figura 3.1.
Figura 3.1: Recta de regresio´n
En la figura 3.2 podemos ver un ejemplo de cuatro gra´ficos de dispersio´n en los que se
muestran relaciones diferentes.
(a) Recta de regresio´n
(b) Recta de regresio´n
(c) Recta de regresio´n
(d) Recta de regresio´n
Figura 3.2: Ejemplo de distintas nubes de puntos con misma recta de regresio´n
Para todos los diagramas de la figura 3.2 la recta de regresio´n es la misma. Sin embargo,
el u´nico modelo lineal aceptable es el de la recta de la figura 3.2a. As´ı pues, se necesita de una
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forma que permita medir el grado de asociacio´n lineal entre dos variables. Lo que utilizamos
para realizar esto son los llamados coeficientes de correlacio´n.
3.3.2. Coeficientes de correlacio´n
Para medir la relacio´n lineal entre dos variables utilizamos el coeficiente de correla-
cio´n. Existen distintos coeficientes de correlacio´n. Destacamos en nuestro trabajo la corre-
lacio´n de Pearson que se ajusta bien si las variables son cuantitativas y esta´n normalizadas.
Dado que hemos normalizado nuestros datos, podemos utilizar la correlacio´n de Pearson
que explicaremos a continuacio´n. Dadas dos variables aleatorias X y Y sobre una poblacio´n,









σX,Y es la covarianza de (X, Y ).
σX es la desviacio´n t´ıpica de X.
σY es la desviacio´n t´ıpica de Y .
El resultado se encuentra dentro de los valores del intervalo [−1, 1], donde el signo indica
el sentido de la relacio´n. Segu´n los distintos valores que tome ρ el coeficiente nos da diferentes
relaciones:
Si ρ = 1, existe una correlacio´n positiva perfecta. La relacio´n entre las dos variables es
perfecta y la denominamos relacio´n directa, es decir, cuando una de ellas aumenta, la
otra tambie´n lo hace en una proporcio´n constante.
Si 0 < ρ < 1, existe una correlacio´n positiva.
Si ρ = 0, no existe relacio´n lineal. Esto no necesariamente implica que las variables
sean totalmente independientes ya que pueden existir relaciones no lineales entre las
dos variables.
Si −1 < ρ < 0, existe una correlacio´n negativa.
Si ρ = −1, existe una correlacio´n negativa perfecta. A este tipo de relacio´n la deno-
minamos relacio´n inversa, es decir, cuando una de ellas aumenta, la otra disminuye en
proporcio´n constante.
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Para hacer el ana´lisis de correlacio´n se utiliza el coeficiente de correlacio´n de Pearson.
Cuando se estime que la correlacio´n entre dos variables es suficientemente alta se eliminara´
una de las dos ya que esto puede servir para mejorar los posteriores ana´lisis. Esto es porque
los diferentes algoritmos que vamos a utilizar predicen el funcionamiento de una variable a
trave´s de otra, da´ndole un peso de importancia a cada variable predictora. Si tenemos dos
variables que explican lo mismo, el peso estara´ repartido entre ellas y por lo tanto ser´ıa
menor que otras cuando esto no es cierto.
3.4. Regresio´n log´ıstica
El primero de los modelos que vamos a utilizar para seleccionar nuestras variables es el
de regresio´n log´ıstica ( [9], [10] y [11]).
Em primer lugar vamos a definir que es una variable binaria. Una variable binaria es
aquella que so´lo puede adquirir dos posibles valores, normalmente 0 o 1. Esto es importante
ya que nuestra variable objetivo es binaria y los modelos que utilizaremos se basara´n en esto.
Como antes se ha especificado, un modelo de regresio´n mu´ltiple (que no tiene por que´
ser lineal) nos permite explicar el comportamiento de una variable dependiente Y en funcio´n
de una serie de variables independientes X1, X2, . . . , Xp y de lo que llamaremos un te´rmino
de perturbacio´n u, que indica la diferencia entre el valor real y la prediccio´n:
Y = f(X1, X2, . . . , Xp, u) (3.2)
Si el modelo que tenemos es lineal, sera´ de la forma:
Y = β0 + β1X1 + . . .+ βpXp + u (3.3)
El objetivo sera´ ajustar nuestro modelo lo ma´ximo posible a las observaciones que tene-
mos. Para ello habra´ que estimar los para´metros β de los que depende nuestra regresio´n.
Si la variable Y es continua, se podra´ utilizar un modelo de regresio´n lineal mu´ltiple
como el de la ecuacio´n 3.3. Para calcular los para´metros β se utiliza el me´todo de mı´nimos
cuadrados (MCO). En cambio, si la variable dependiente es una variable binaria, como es
nuestro caso, la regresio´n lineal mu´ltiple presenta una serie de inconvenientes que imposibi-
litan la utilizacio´n de este me´todo y por ello, recurriremos a la regresio´n log´ıstica que, como
veremos ma´s adelante, se ajustara´ mejor a nuestros datos.
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3.4.1. Los problemas del modelo de regresio´n lineal.
Supongamos que tenemos una variable dependiente binaria, Y , a la que le aplicamos
una regresio´n lineal mu´ltiple y, por lo tanto, podemos explicarla a trave´s de la ecuacio´n 3.3.
Como la variable es binaria, siempre se cumplira´ que:
E[Y ] = 0 · P (Y = 0) + 1 · P (Y = 1) = P (Y = 1) (3.4)
donde E[Y ] indica la esperanza de la variable Y y P la funcio´n de probabilidad. Sabiendo
que utilizamos el modelo de regresio´n lineal mu´ltiple para explicar Y tenemos:
Y = β0 + β1X1 + . . .+ βpXp + u (3.5)
donde Xi con i ∈ 1, . . . , p es el conjunto de variables predictoras, β un para´metro que
indica la influencia que tiene esa variable predictora en la dependiente y u el te´rmino de
perturbacio´n. Tomando u tal que E[u] = 0, y suponiendo que conocemos los valores de
X1, X2, . . . , Xp, tenemos que:
E[Y ] = β0 + β1X1 + . . .+ βpXp (3.6)
E igualando las expresiones nos queda:
P (Y = 1) = β0 + β1X1 + . . .+ βpXp = Y − u (3.7)
La expresio´n 3.7 indica que la variable binaria Y se puede expresar como la probabilidad
de tener ”e´xito”ma´s el te´rmino de perturbacio´n u:
Y = P (Y = 1) + u = E[Y ] + u (3.8)
Sin embargo, este modelo presenta varios problemas para nuestro trabajo. Destacamos
los siguientes:
Como las variables que queremos predecir (SOP, sexo y obesidad) son binarias, es decir,
so´lo puede tomar valores cero y uno, al estimar los para´metros, estaremos ajustando
con una recta la nube de puntos y el uso de esta recta para predecir los nuevos valores de
estas variables a partir de los valores del resto de variables puede proporcionar valores
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mayores que 1 o menores que 0, lo cual contradice la definicio´n de probabilidad. Este
caso se puede ver claramente en la figura 3.3.
En una regresio´n lineal mu´ltiple, la probabilidad de e´xito es una combinacio´n lineal
de las variables Xi tal como se muestra en la ecuacio´n 3.7. Si derivamos respecto Xi
obtenemos:
∂P (Y = 1)
∂Xi
= βi ∀i = 1, 2, . . . , n
Luego si cambia alguna de las variables explicativas Xi, la variacio´n que sufre P (Y = 1)
es constante y, por tanto, independiente del valor de dicha variable explicativa, por lo
que no podr´ıamos saber que´ variables explican Y que es el objetivo del trabajo.
Figura 3.3: Recta de regresio´n para una variable dependiente binaria
3.4.2. Modelo logit.
Como se ha visto en el apartado anterior, para predecir una variable binaria Y se tienen
serios problemas si se utiliza el modelo de regresio´n lineal. Para evitarlos, se pueden utilizar
modelos no lineales como es el modelo log´ıstico. La regresio´n log´ıstica se basa en modelar
la probabilidad de que Y pertenezca a una categor´ıa particular, en nuestro caso binaria. Es
decir, se modela p(X) = P (Y = 1|X)
Para evitar los problemas anteriores debemos modelizar p(X) usando una funcio´n que
deba ser distinta de la funcio´n lineal (pues si no volver´ıamos a obtener el modelo lineal) y















Si calculamos el odds ratio, descrito en el cap´ıtulo 3 en (2.4), tenemos que
p(X)








= β0 + β1X1 + . . .+ βpXp (3.12)
La estimacio´n de para´metros para el modelo de regresio´n log´ıstica es por el me´todo de
ma´xima verosimilitud, ya que la estimacio´n por mı´nimos cuadrados no es capaz de producir
estimadores insesgados de mı´nima varianza para los para´metros.
El me´todo consiste en, como dice su nombre, maximizar la funcio´n de verosimilitud y
encontrar los (p + 1) para´metros β para los cuales la probabilidad de los datos observados
es la ma´s alta.
Para hacer los ca´lculos ma´s sencillos, vamos a suponer que solo tenemos dos para´me-











, yj ∈ [0, 1] es el valor observado de Y en el j-esimo elemento
de la muestra y xj con j = 1, . . . , n son las observaciones de X. La estimacio´n de los dos





(yjln(pj) + (1− yj)ln(1− pj)) (3.14)
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Derivando respecto de los dos para´metros (β0, β1) e igualando a cero obtenemos:
n∑
j=1
(yj − pj) = 0 (3.15)
n∑
j=1
xj(yj − pj) = 0 (3.16)
Estas ecuaciones no son lineales y, por lo tanto, para resolverlas van a hacer falta me´todos
iterativos como el de Newton-Raphson (ver [12]).
3.5. Regresio´n LASSO.
En esta seccio´n introduciremos las ideas del segundo me´todo matema´tico que vamos a
utilizar para escoger nuestras variables. Se hara´ un breve repaso de otras te´cnicas en las
que se basa la regresio´n LASSO como es el me´todo de mı´nimos cuadrados y se vera´n sus
deficiencias con respecto al algoritmo LASSO.
3.5.1. Me´todo de mı´nimos cuadrados.
El objetivo principal de un modelo de regresio´n es determinar los estimadores βi a partir
de una muestra dada. Mı´nimos cuadrados es un me´todo que se suele utilizar para obtener
estos estimadores. Se basa en intentar minimizar el error cuadra´tico medio ( [13] y [14]).
Dado un vector de entrada XT = (X1, . . . , Xp) e Y = β0 + β1X1 + . . . + βpXp + u,
predecimos Y mediante el modelo:




Para escribir la expresio´n anterior en forma vectorial hace falta incluir la variable cons-
tante 1 en X, e incluir tambie´n el coeficiente βˆ0 en el vector de coeficientes βˆ queda´ndonos
as´ı:
Yˆ = XT βˆ (3.18)
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Previamente, ensen˜aremos dos criterios que tambie´n resuelven nuestro problema de cal-
cular los estimadores mediante la diferencia entre el modelo poblacional y la prediccio´n, pero
que no son acertados. A la diferencia yi − yˆi la llamaremos residuo.
EL primer me´todo, y el ma´s obvio, es intentar que la suma de los residuos sea lo ma´s




yi − yˆi| (3.19)
El mayor problema de este criterio es que si tenemos residuos de igual valor pero
distinto signo, se compensar´ıan y podr´ıamos obtener infinitas soluciones.
El segundo criterio intenta evitar el problema de compensacio´n del anterior y, por





|yi − yˆi| (3.20)
El problema de este segundo me´todo es que el ca´lculo de los estimadores es bastante
complicado.
Por lo tanto, para resolver estos problemas, utilizamos el me´todo de mı´nimos cuadrados.




(yi − yˆi)2 =
N∑
i=1
(yi − xTi β)2 (3.21)
Esta expresio´n resuelve el problema de la compensacio´n y, como veremos ahora, su ca´lculo
es simple. Para hallar los estimadores de mı´nimos cuadrados debemos minimizar la suma
de los cuadrados de los residuos. Para que resulte ma´s sencillo, utilizaremos la notacio´n
vectorial. Luego podemos escribir
MC(β) = (y −Xβ)T (y −Xβ) (3.22)
donde X es una matriz N × p que tiene en cada fila un vector de entrada, e y un vector
de dimensio´n N que contiene la salida de nuestro conjunto de entrenamiento. La expresio´n
(3.22) se puede poner tambie´n como:
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MC(β) = (y −Xβ)T (y −Xβ) = (yT − βTX t)(y −Xβ)
= yTy − βTXTy − yTXβ + βXTXβ
= yTy − 2βTXTy + βTXTXβ
(3.23)
donde se han utilizado las propiedades de la traspuesta y el resultado βTXTy = yTXβ,
que se cumple porque βTXTy es un escalar 1× 1 y es igual a su traspuesta.




= −2XTy +XTXβ + βTXTX = −2XTy + 2XTXβ
= XT (y −Xβ) = 0
(3.24)
Si XTX es invertible, la u´nica solucio´n viene dada por
βˆ = (XTX)−1XTy (3.25)
y el ajuste del i-e´simo valor Xi es yˆi = yˆi(xi) = x
T
i βˆ
3.5.2. Los problemas del me´todo de mı´nimos cuadrados
Esta seccio´n se basa en un trabajo de fin de master de la universidad de la Corun˜a [15].
El me´todo de mı´nimos cuadrados se utiliza comu´nmente para estimar los para´metros β
presentes en los modelos de regresio´n. Pero para este trabajo, en el que no todas las variables
predictoras son relevantes, el me´todo de mı´nimos cuadrados presenta varios problemas:
Al estimar por mı´nimos cuadrados, vemos que tales estimaciones tienen bajo sesgo pero
una gran varianza. Si alguno de los para´metros se ajustase a cero se podr´ıa mejorar la
prediccio´n.
Si, como en nuestro caso, tenemos un gran numero de variables predictoras es normal
que se quiera obtener un subconjunto que sea el que mejor defina nuestra variable
dependiente. Para ello, necesitamos que algunas de las estimaciones sean cero, pero al
estimar por mı´nimos cuadrados obtendremos valores pro´ximos a cero aunque nunca
exactamente cero.
16
El problema de mayor importancia es el hecho de que en nuestro proyecto en particular,
tenemos un mayor nu´mero de variables predictoras que de observaciones (p > N), y,
por lo tanto, a la hora de despejar nuestros para´metros β nos encontramos con un
sistema de ecuaciones indeterminado y no tendremos las ecuaciones necesarias para
estimar los para´metros β.
3.5.3. Me´todo Lasso
Para describir este me´todo nos hemos apoyado en [1], [15], [16], [17]
El me´todo Lasso (least absolute shrinkage and selection operator) introducido por Tibs-
hirani en 1996 es un me´todo que consigue ese ajuste de para´metros a cero que le ped´ıamos a
mı´nimos cuadrados y, por tanto, nos permite seleccionar variables, imponiendo una restric-
cio´n o una penalizacio´n sobre los coeficientes de regresio´n. Es un me´todo pensado especial-
mente para resolver los problemas del tipo p > N . Este me´todo se basa en el algoritmo de
mı´nimos cuadrados pero an˜adie´ndole esa penalizacio´n. Luego, la estimacio´n de los para´me-













donde yi ∈ Y , xij ∈ Xi, β para´metro de influencia de las variables y λ para´metro de ajuste
del me´todo. Estad´ısticamente hablando, Lasso usa una penalizacio´n `1. La norma `1 de un
vector de coeficientes β esta´ dada por ||β||1 =
∑|βj|. Como tratamos de minimizar, se puede
observar que la penalizacio´n `1 tiene el efecto de obligar a que algunas de las estimaciones
de coeficientes sean exactamente cero cuando el para´metro de ajuste λ es suficientemente
grande lo que implica que seleccionar un buen valor de λ para el modelo Lasso es un problema
cr´ıtico. Este problema lo trataremos ma´s adelante cuando veamos la validacio´n cruzada.
Si observamos la ecuacio´n 3.26, cuando λ = 0, entonces el modelo Lasso simplemente da
el ajuste de mı´nimos cuadrados, y cuando λ llega a ser suficientemente grande, el modelo
Lasso da el modelo nulo en el cual todas las estimaciones de coeficientes son iguales a cero.
Sin embargo, entre estos dos extremos, dependiendo del valor de λ, la regresio´n Lasso puede
producir un modelo que implique cualquier nu´mero de variables.














|βj| ≤ s (3.27)
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donde s es el valor de la restriccio´n. Es decir, para cada valor de λ hay algunos valores
de s para los que la ecuacio´n (3.27) dara´ los mismos coeficientes que (3.26). Cuando p = 2,
entonces (3.27) indica que las estimaciones de los coeficientes del modelo Lasso tienen el error
cuadra´tico medio ma´s pequen˜o de todos los puntos que esta´n dentro del rombo definido por
|β1|+ |β2| ≤ s.
En la figura 3.4 se puede ver la representacio´n gra´fica de la estimacio´n de los β donde el
a´rea azul so´lida es la regio´n de restriccio´n |β1|+ |β2| ≤ s, mientras que las elipses rojas son
los contornos de las soluciones a mı´nimos cuadrados.
Figura 3.4: Representacio´n gra´fica de la estimacio´n de los β para el me´todo Lasso.
3.5.4. Validacio´n cruzada de k iteraciones
Como se ha especificado antes, se requiere de un me´todo que permita seleccionar cua´l el
mejor valor para el para´metro de ajuste λ en (3.26), o equivalentemente, cua´l es el mejor
valor para la restriccio´n s en (3.27).
La validacio´n cruzada (cross-validation) proporciona una forma sencilla de abordar este
problema. Hay muchos tipos de validacio´n cruzada, en nuestro caso explicaremos la validacio´n
cruzada de k iteraciones. Este me´todo consiste en dividir nuestro conjunto de datos en k
grupos de tal manera que el primer grupo se trata como un conjunto de validacio´n, y el
me´todo se ajusta a lo k − 1 grupos restantes. Despue´s se calcula el error cuadra´tico medio,
ECM , sobre las observaciones de nuestro conjunto de validacio´n. Este proceso se repite k
veces, cada iteracio´n escoge un conjunto diferente para validar. Obtendremos entonces k
estimaciones del error ECM1, ECM2, . . . , ECMk. La estimacio´n de la validacio´n cruzada de








As´ı pues, para calcular el mejor valor de λ se elegira´ un conjunto de valores y se calculara´
el error de la validacio´n cruzada para cada valor de λ, como se describe en (3.28). A conti-
nuacio´n, seleccionamos el valor del para´metro de ajuste para el cual el error de la validacio´n
cruzada es menor.
En la figura 3.5a podemos observar el ca´lculo de los ECM segu´n el valor de λ. Las l´ıneas
verticales punteadas verdes representan el ajuste de Lasso para el cual, el error de validacio´n
cruzada es menor. Con nuestros datos vemos que el mejor valor para λ es poco menor que
10−1. En la figura 3.5b vemos como quedar´ıa la seleccio´n de variables segu´n el λ escogido.
En este gra´fico se observa perfectamente como, a medida que lambda es mayor, la cantidad
de variables cuyo para´metro es distinto de cero es menor.
(a) Validacio´n cruzada de diez iteracio-
nes para Lasso
(b) Estimaciones correspondientes del
coeficiente de Lasso
Figura 3.5: Ejemplo de solucio´n del me´todo Lasso con SOP como variable objetivo.
3.6. Otros me´todos
Los siguientes me´todos aqu´ı expuestos se estudiaron como otra alternativa para realizar
esta seleccio´n de variables pero fueron descartados al ver que o bien sus resultados eran
dif´ıciles de analizar o bien nuestros datos imposibilitaban la aplicacio´n de los mismos. Como
referencia a estos me´todos hemos usado [18], [17] y [19].
3.6.1. Best First Search
Para explicar este algoritmo hace falta saber que´ es una funcio´n heur´ıstica. Una funcio´n
heur´ıstica es aquella que se utiliza para asignar un valor a cada uno de los estados de un
problema permitiendo as´ı “predecir” el mejor camino a tomar.
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El algoritmo Best First Search, utilizado sobre todo en teor´ıa de grafos, consiste en
encontrar la variable mas prometedora sirvie´ndose de una funcio´n heur´ıstica para ello. Este
algoritmo es una mezcla de la bu´squeda en profundidad y la bu´squeda en anchura siendo
mas ra´pido que estos ya que no necesita expandir todo el a´rbol.
El algoritmo funciona de la siguiente manera:
Expandir nodo inicial.
Seleccionar el nodo con menor heur´ıstica. Si es final devolver el camino hasta llegar al
nodo.
Si no, volvemos a expandir el nodo y procedemos igual que el punto anterior.
3.6.2. Ana´lisis de componentes principales
Se ha visto ya que el objetivo de este trabajo de fin de grado es reducir el nu´mero de
variables y eso es precisamente lo que hace un ana´lisis de componentes principales, mediante
te´cnicas estad´ısticas reduce la dimensionalidad de nuestro conjunto de datos perdiendo la
menor informacio´n posible. Esto lo consigue creando unas nuevas componentes que son una
combinacio´n lineal de algunas de las variables.
Para que se pueda realizar un correcto ana´lisis de componentes principales se tiene que
comprobar que las variables tienen correlacio´n entre ellas ya que indica que la informacio´n
esta´ repetida. Cada componente principal esta formada por una serie de factores donde el pri-
mero debe recogera´ la mayor informacio´n posible, el segundo recogera´ la mayor informacio´n
posible que el primer factor no haya recogido y as´ı sucesivamente.
Luego cada componente quedar´ıa expresada de la siguiente forma:
Ci = a1i ∗W1 + a2iW2 + . . .+ apiWp
donde a ∈ [0, 1], Wi ∈ W con i = 1 . . . p donde p representa el nu´mero de variables que
hay en W .
3.6.3. Random forest
Random forest es un algoritmo que, con resultados bastante buenos, puede realizar cla-
sificaciones o regresiones de un conjunto de datos. El algoritmo de random forest sigue los
siguientes pasos:
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Se selecciona de forma aleatoria el 60 % de las variables aproximadamente y con ellas
se crea un a´rbol de decisio´n.
Este proceso se repite hasta obtener k a´rboles. Cada uno de estos a´rboles es comple-
tamente independiente de los dema´s.
Finalmente, la seleccio´n de variables se hara´ promediando los resultados de cada uno
de los a´rboles de decisio´n.
Este tipo de algoritmo es bastante utilizado cuando tenemos un gran conjunto de datos




Desarrollo de la aplicacio´n.
Dada la complicacio´n de los me´todos expuestos anteriormente sumado a la cantidad de
datos que hay que procesar se ha visto necesario desarrollar una aplicacio´n que permita
realizar la seleccio´n de variables necesaria para resolver nuestro problema. Esta aplicacio´n se
ha desarrollado en MATLAB debido a la gran eficiencia que tiene a la hora de hacer ca´lculos
con matrices. Otra de las ventajas de haber utilizado MATLAB es su facilidad a la hora de
crear interfaces gra´ficas, con un disen˜o sencillo e intuitivo.
4.1. El lenguaje MATLAB
El nombre MATLAB proviene de MATrix LABoratory (Laboratorio de Matrices). MATLAB
fue escrito originalmente para proporcionar un acceso sencillo al software matricial desarro-
llado por los proyectos LINPACK y EISPACK, que juntos representaban lo ma´s avanzado
en programas de ca´lculo matricial. MATLAB es un sistema interactivo cuyo elemento ba´sico
de datos es una matriz que no requiere dimensionamiento. Esto permite resolver muchos
problemas nume´ricos en una fraccio´n del tiempo que llevar´ıa hacerlo en lenguajes como C,
BASIC o FORTRAN. MATLAB ha evolucionado en los u´ltimos an˜os a partir de la colabo-
racio´n de muchos usuarios. En entornos universitarios se ha convertido en la herramienta de
ensen˜anza esta´ndar para cursos de introduccio´n en a´lgebra lineal aplicada, as´ı como cursos
avanzados en otras a´reas. En la industria, MATLAB se utiliza para investigacio´n y para re-
solver problemas pra´cticos de ingenier´ıa y matema´ticas, con un gran e´nfasis en aplicaciones
de control y procesamiento de sen˜ales.
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4.1.1. Tipos de datos.
Por defecto, MATLAB almacena todas las variables nume´ricas como valores de punto
flotante de precisio´n doble. Los tipos de datos que utilizaremos en nuestro proyecto son:
Int8: entero de 8 bits con el signo integrado.
Double: nu´mero de doble precisio´n.
Char: caracter alfanume´rico. Tambie´n se pueden hacer arrays de caracteres.
Cell: es un tipo de dato que puede contener cualquier tipo de dato. Se utiliza sobre
todo a la hora de hacer arrays. Lo ma´s comu´n son arrays de celdas de strings o combinar
texto y nu´meros.
Handle: es un tipo de puntero. Se suele utilizar para hacer referencia a un bloque de
memoria u objeto.
Aunque no son propiamente un tipo de dato, tambie´n destacan:
NaN: representa un dato que no es un nu´mero (not a number).
Matriz: representa un conjunto de datos puestos como en una tabla de la dimensio´n
que queramos. Este tipo conserva las propiedades de las matrices y, por lo tanto, todas
las filas y columnas deben tener la misma dimensio´n escogida y cada dato que este´
dentro de la matriz debe tener el mismo tipo de dato.
4.1.2. Funciones MATLAB utilizadas.
En esta seccio´n se vera´n cua´les son las funciones MATLAB utilizadas para realizar nuestro
proyecto. Sobre todo, nos centraremos en las funciones que nos permitira´n hacer la seleccio´n
de variables por distintos me´todos. Suponemos que ya son conocidas las funciones ba´sicas
de los tipos, incluidas las de vectores y matrices.
xlsread: este me´todo se utiliza para importar una tabla excel desde MATLAB. Como
para´metro hay que pasarle la direccio´n del excel que se quiera cargar. En nuestro caso,
esta funcio´n nos devuelve una matriz con los valores de la matriz de excel y un vector
de celdas con los nombres de las variables de la tabla excel.
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glmfit: escrito como [b,dev,stats] = glmfit(X,y,distr), devuelve un vector (p + 1) de
estimaciones de coeficientes, para una regresio´n lineal generalizada, de las respuestas
en y sobre los predictores en X, usando la distribucio´n distr. X es una matriz n× p de
p predictores por cada una de las n observaciones. Distr puede ser cualquiera de las
siguientes: ’binomial’, ’gamma’, ’inverse gaussian’, ’normal’ (por defecto) y ’poisson’.
En la mayor´ıa de los casos, y es un vector n × 1 que contiene los valores del target.
En nuestro caso, utilizaremos la distribucio´n logit que es la que corresponde al modelo
log´ıstico. Dev es la desviacio´n propia del ajuste. Stats es una estructura que contiene
varios para´metros, aunque el que nos interesa es stats.p, que representa el p-valor.
glmval: escrito como yhat = glmval(b,X,link), calcula los valores predichos para el
modelo lineal generalizado. Las distintas variables predictoras deben aparecer en di-
ferentes columnas de X. b es un vector de estimaciones de coeficientes devuelto por
la funcio´n glmfit. Link puede ser cualquiera de los vectores de caracteres o cualquier
funcio´n personalizada que se usa en glmfit. En nuestro caso es logit.
polyfit: escrito como p = polyfit(x,y,n), devuelve los coeficientes para un polinomio
p(x) de grado n siendo el mejor ajuste por mı´nimos cuadrados para los valores de y.
Los coeficientes en p esta´n en potencias descendentes, y la longitud de p es n+ 1
corrcoef: escrito como R = corrcoef(A), devuelve la matriz de correlacio´n de A, siendo
A una matriz en la que las columnas representan variables y las filas observaciones. Si
pones un segundo argumento de la forma corrcoef(A,B) te calculara´ el coeficiente de
correlacio´n entre A y B siendo estos dos argumentos vectores con la informacio´n de
cada variable.
lasso: escrito como [B,FitInfo] = lasso(X,Y,Name,Value), devuelve el conjunto de
coeficientes ajustados por el me´todo lasso segu´n el lambda escogido. Se pueden incluir
una serie de opciones a trave´s del par de argumentos Name-Value. B es una matriz
p × L, donde p es el nu´mero de predictores de X y L es el nu´mero de valores de λ.
FitInfo es una estructura que contiene informacio´n sobre el modelo, entre ellas, el valor
de λ para el que se tiene el menor error.
Para ma´s informacio´n sobre las funciones se pueden consultar en [20], donde nos hemos
apoyado para realizar esta seccio´n.
4.2. Interfaz de usuario guide.
En este apartado se explicara´ co´mo se han realizado las interfaces en MATLAB y el
funcionamiento que tienen cada una de ellas.
La aplicacio´n se divide en varios scripts, el main principal y un script para cada ca´lculo
distinto que queremos hacer: diferencia de medias, desviacio´n t´ıpica, regresio´n lineal y corre-
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lacio´n, regresio´n log´ıstica y regresio´n lasso. A continuacio´n, se explicara´ cada uno de estos
scripts.
4.2.1. Main.
En esta parte se desarrolla la ventana principal de nuestra aplicacio´n. Se compone de 4
partes como se puede observar en Figura 4.1
Figura 4.1: Programa principal
La primera parte es la carga de los datos a nuestro programa, situada en la esquina
superior izquierda de nuestra aplicacio´n (Figura 4.2). Se compone de un boto´n que se utiliza
para seleccionar un archivo excel que contiene los datos. Al hacer clic se abre una ventana
del explorador donde puedes buscar el excel.
Al seleccionar los datos se produce la imputacio´n de los datos. Originalmente, los datos
que se nos han proporcionado del Ramo´n y Cajal, contienen huecos para algunas variables de
ciertos pacientes, bien porque no se realizo´ la medida de esa variable o bien porque los valores
obtenidos estaban por encima o debajo del l´ımite de deteccio´n del analito. Los algoritmos
matema´ticos que utilizamos para la seleccio´n de variables no se comportan de forma adecuada
ante estos huecos, de hecho, la regresio´n Lasso elimina todas las observaciones que tienen
huecos en alguna variable y, si no hicie´semos la imputacio´n, todas las observaciones ser´ıan
borradas. Esta imputacio´n se realiza a trave´s de medias agrupadas, es decir, agrupamos los
datos por sexo, enfermedad y obesidad y calculamos la media de los valores no nulos de cada
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variable. Si despue´s de haber calculado las medias se encuentra un valor nulo en una variable
espec´ıfica, este valor se sustituye por la media calculada de dicha variable en la agrupacio´n
en la que se encuentre.
Mas abajo (Figura 4.2) se encuentra una lista desplegable que se utiliza para seleccionar la
variable target. Como tenemos tres variables objetivo distintas, no tiene sentido que hagamos
nuestros modelos con las tres variables, as´ı que escogemos una y quitamos de nuestro conjunto
de datos las otras dos.
Figura 4.2: Carga de datos
Este paso es realmente importante para que la aplicacio´n funcione ya que, si no se realiza,
al no tener datos, se produce un error al intentar utilizar cualquiera de las funcionalidades
de nuestro programa.
En la esquina superior derecha, nos encontramos un conjunto de botones (Figura 4.3)
que nos llevara´n a otras ventanas de la aplicacio´n donde se realizara´n todos los ca´lculos
matema´ticos explicados anteriormente.
Figura 4.3: Opciones de nuestro programa
Media: se abrira´ una ventana donde podremos ver el ca´lculo de las diferencias de
medias respecto de la variable target escogida.
Desviacio´n t´ıpica: se abrira´ una ventana donde podremos calcular la desviacio´n t´ıpica
de cada variable.
26
Regresio´n lineal: se abrira´ una ventana donde se mostrara´ la recta de regresio´n entre
dos variables y su correlacio´n
Regresio´n log´ıstica: se abrira´ una ventana que permitira´ hacer una seleccio´n de
variables a trave´s de una regresio´n log´ıstica.
LASSO: se abrira´ una ventana que permitira´ hacer una seleccio´n de variables a trave´s
de una regresio´n Lasso.
En la esquina inferior izquierda (Figura 4.4) se muestra una lista desplegable y una
gra´fica donde, al seleccionar una variable de la lista, se pintan los valores correspondientes
de la variable en un eje de coordenadas, siendo el eje x la variable escogida y el eje y la
variable target.
Figura 4.4: Gra´fico 2D
Por u´ltimo, en la esquina inferior derecha (Figura 4.5) se situ´a un eje de coordenadas
donde se va a poder ver la nube de puntos formada por dos variables que se escogen en las
listas desplegables y la variable target en 3D.
Figura 4.5: Gra´fico 3D
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4.2.2. Media.
A esta ventana se accede desde el main (Figura 4.3). Aqu´ı se hacen todos los ca´lculos
de diferencias de medias. La ventana consta de una gra´fica, una lista y un espacio para
introducir un nu´mero (Figura 4.6).
Figura 4.6: Diferencia de medias
En la gra´fica se puede ver cua´l es la diferencia de medias entre las clases, representado por
un nu´mero en el eje y y el nombre de la variable en el eje x. El ca´lculo de la media se hace en
base a la variable target escogida en el main. La lista desplegable se ha puesto para facilitar
al usuario la visio´n del resultado ya que, al ser tantas variables, si las pusie´ramos todas en
una sola gra´fica, no se podr´ıa distinguir ninguno de los valores. Por ello se ha dividido el
conjunto en diecise´is partes con 24 variables cada parte, exceptuando la u´ltima que tiene
siete.
En Figura 4.6 tambie´n se nos muestra un boto´n y un espacio para escribir un nu´mero.
Este boto´n sirve para seleccionar el nu´mero de variables que el usuario quiere que aparezcan
(respetando siempre la divisio´n que se ha explicado antes) pero ordenadas de mayor a menor.
Es decir, si introduce un seis, le saldra´n las seis variables que tengan una mayor diferencia
en la media (Figura 4.7).
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Figura 4.7: Ca´lculo de las seis variables con mayor diferencia de medias.
4.2.3. Desviacio´n t´ıpica.
En esta ventana el usuario podra´ calcular la desviacio´n t´ıpica de cada una de las variables
en cada grupo de su variable target. Esta ventana (Figura 4.8) se compone de un eje de
coordenadas representado como en la media. La diferencia es que el usuario esta vez puede
elegir de que clase quiere mirar la varianza de las variables con simplemente seleccionar esa
clase en los botones situados en la esquina superior derecha. Igualmente, para facilitar la
comprensio´n de los datos, se han dividido las variables en 16 partes de 24 variables cada
una.
Figura 4.8: Desviacio´n T´ıpica
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Al igual que con la media tambie´n podemos seleccionar el conjunto de variables que
queramos que aparezcan, ordenadas de mayor a menor.
4.2.4. Regresio´n lineal y correlacio´n.
En esta ventana se muestra todo lo referente a la regresio´n lineal y la correlacio´n de varia-
bles explicado en el cap´ıtulo 4. La ventana (Figura 4.9) consta de tres partes. La primera son
las listas desplegables que permiten escoger dos variables de nuestro conjunto para calcular
su recta de regresio´n y su correlacio´n. En esta parte esta´n todas las variables, incluidas las
variables target antes quitadas. Esto se hace as´ı para que el usuario pueda ver cua´l es la
correlacio´n de cualquier variable sin tener que volver atra´s para cambiar el target. La segun-
da parte son los ejes de coordenadas, donde se situ´an en el eje x los valores de la variable
seleccionada en la primera lista y en el eje y los de la segunda. La recta va cambiando a
medida que se cambian los valores de la lista. Por u´ltimo, la tercera parte se situ´a debajo de
los ejes de coordenadas. Aqu´ı se nos ensen˜a el valor del coeficiente de correlacio´n de Pearson,
que como se ha explicado antes, indica la intensidad y sentido de la correlacio´n
Figura 4.9: Correlacio´n
4.2.5. Regresio´n log´ıstica.
En esta ventana es donde se hace el ca´lculo de seleccio´n de variables a trave´s de una
regresio´n log´ıstica (Figura 4.9). El proceso comienza cuando se pulsa el boto´n Ejecutar. Al
principio el programa te hace un ana´lisis de correlacio´n de variables. Es decir, calcula la
matriz de correlaciones y, recorriendo solo el tria´ngulo superior de la matriz para hacerlo
ma´s eficiente, se quitan de nuestro conjunto de datos todas aquellas variables que tengan
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una correlacio´n mayor a 0,9.
Figura 4.10: Regresio´n Log´ıstica
Despue´s de la correlacio´n, continuar´ıamos con lo que es la regresio´n log´ıstica, utilizando
una de las funciones de MATLAB que, adema´s, calcula los p-valores de las variables. Para
seleccionar las variables que van a ajustar a nuestros modelos utilizamos el p-valor calcu-
lado, en concreto, todas las variables que tengan un p-valor menor que 0,05 se consideran
significativas para explicar el modelo. Todas estas variables se muestran a trave´s de una lista
que se encuentra en el medio de la ventana. Junto a esta lista se han instalado dos botones:
Buscar: a trave´s del cuadro de texto situado a la derecha del boto´n permite filtrar las
variables seleccionadas. Basta con que la cadena de caracteres que se introduzca este
contenida en una variable para que dicha variable aparezca.
Restablecer: vuelve a introducir todas las variables en la lista.
En la parte inferior de la ventana nos encontramos una lista y un sistema de coordenadas
en el que se mostrara´ la funcio´n correspondiente a la regresio´n log´ıstica de la variable objetivo
y la variable seleccionada en la lista. Tambie´n se mostrara´ el p-valor de esa variable que hemos
seleccionado.
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Figura 4.11: P-valor de variables seleccionadas
4.2.6. Lasso.
Otro me´todo que tenemos para seleccionar las variables es el me´todo Lasso. Esta ventana
(Figura 4.12) es muy parecida a la de la regresio´n log´ıstica y consta de elementos iguales. Co-
mo se puede observar, existe tambie´n el boto´n Ejecutar que al pulsarlo comienza la regresio´n
Lasso. Antes de ejecutar el algoritmo Lasso, como hicimos en la regresio´n log´ıstica, se hace
un ana´lisis de la correlacio´n de las variables, as´ı obtenemos el mismo nu´mero de variables que
en el me´todo de regresio´n log´ıstica. Adema´s, si mantenemos las variables correlacionadas,
el ”peso”que tienen esas variables se reparte entre todas las variables correlacionadas y por
tanto cada una podr´ıa tener menos ”peso”del que se merece. Quitando estas variables este
”peso”va todo a la misma variable y sube su importancia. Despue´s se ejecuta el me´todo
Lasso para seleccio´n de variables que tiene por base lo explicado en el cap´ıtulo 4.
Figura 4.12: Me´todo Lasso
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Las variables que salen primero son las ma´s significativas ya que tiene un β ma´s alto.
En esta ventana tambie´n disponemos de los botones buscar y restablecer para encontrar
variables en nuestra lista. Junto con la seleccio´n de variables se muestran dos figuras (figura
4.13). La primera muestra las estimaciones correspondientes al coeficiente escogido. Como
se puede observar, cumplen con lo explicado en el cap´ıtulo 4 para el me´todo Lasso. Los
coeficientes van tendiendo a cero a medida que aumentamos el λ. Gracias a las herramientas
situadas en la parte superior de la ventana, podremos seleccionar cada l´ınea para saber a
que´ variable se refiere. La l´ınea que corta verticalmente al gra´fico representa el valor de las
variables para el λ escogido. La segunda de las figuras muestra el error que se obtiene al
escoger un λ. En verde se muestra el λ con menor error de validacio´n cruzada. De tal forma
que una vez ejecutado el programa, la solucio´n tendr´ıa este aspecto:
Figura 4.13: Resultados me´todo Lasso
El c´ırculo azul y la l´ınea punteada localizan el punto con un error mı´nimo de validacio´n
cruzada ma´s una desviacio´n esta´ndar. En nuestro caso, hemos escogido el valor de λ que




En este cap´ıtulo se explicara´n los pasos que se han seguido para obtener la aplicacio´n y
que´ me´todos se han desechado. Al inicio del proyecto se planteo´ la posibilidad de usar WEKA.
WEKA es una plataforma de software para el aprendizaje automa´tico y la miner´ıa de datos.
Procedimos a realizar un me´todo para observar cua´les eran las variables de las que depend´ıa
ma´s el modelo, El algoritmo que se utilizo´ en Weka fue el Best First Search. Este algoritmo
intenta encontrar la solucio´n a trave´s de una heur´ıstica, seleccionando las variables mas
prometedoras. La heur´ıstica utilizada es una propia de WEKA llamada CfsSubsetEval que
permite evaluar el valor de un subconjunto de variables al considerar la capacidad predictiva
individual de cada caracter´ıstica junto con el grado de redundancia entre ellas ( [21]). Los
resultados obtenidos no nos convencieron ya que las variables seleccionadas no se adecuaban
a lo que ve´ıamos en las gra´ficas y se decidio´ profundizar en el estudio..
Por lo tanto, se procedio´ a hacer ciertas pruebas sobre estad´ıstica descriptiva en MATLAB
para determinar la dependencia de las variables. Estas pruebas consistieron en crear progra-
mas que calculasen, por ejemplo, la diferencia de las medias por variable de cada una de las
clases que tienen nuestras variables objetivo o targets (sexo, obesidad y SOP). Si la misma
variable en las dos clases tiene la misma media quiere decir que sus valores son parecidos
y que por tanto son candidatas a ser independientes de la variable objetivo. Si, por el con-
trario, sus medias son muy distintas, los valores de la variable dependen de la clase en la
que se situ´e y, por lo tanto, se supone que explicara´ mejor la variable objetivo escogida que
otras con medias parecidas. Como se ha especificado antes, esto no tiene por que´ ser del
todo cierto y por ello tambie´n se creo´ un programa para calcular la desviacio´n t´ıpica por
clase. As´ı, uniendo estos dos me´todos, las conclusiones ser´ıan ma´s fiables. Sin embargo, esto
no es suficiente y observamos que, exceptuando un par de variables, la diferencia de medias
era parecida con desviaciones t´ıpicas no muy altas y, por lo tanto, no se explicaba bien la
variable.
As´ı surgio´ la idea de reducir primero el nu´mero de variables que ten´ıamos. Variables
que explicasen lo mismo las agrupar´ıamos o las eliminar´ıamos. Adema´s, esto nos servir´ıa
para poder realizar otros me´todos ma´s avanzados ya que si reduc´ıamos mucho el nu´mero de
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variables, podr´ıamos llegar a tener un conjunto de datos en el que el nu´mero de observaciones
fuese mayor que el de variables. Las dos soluciones que se nos ocurrieron fueron hacer un
ana´lisis de correlacio´n y realizar un ana´lisis de componentes principales.
Para el ana´lisis de correlacio´n se realizo´ un programa que permite calcular el coeficiente
de correlacio´n de Pearson para hallar la intensidad de la relacio´n entre dos variables y,
adema´s, para ayudar a visualizar las correlaciones, el programa pinta la recta de regresio´n.
Esto demostro´ que al menos se pod´ıan quitar unas 100 variables que ten´ıan una correlacio´n
con otras de ma´s de 0.9 y por lo tanto reduc´ıamos as´ı mucho la cantidad de variables sobre
las que actuar. Aun as´ı, segu´ıan siendo demasiadas variables y por ello se paso´ a investigar
sobre el ana´lisis de componentes principales.
El ana´lisis de componentes principales (PCA) es una te´cnica utilizada para reducir la
dimensionalidad de un conjunto de datos. Supongamos que deseamos visualizar n observa-
ciones con mediciones sobre un conjunto de p caracter´ısticas, X1, X2, . . . , Xp, como parte
de un ana´lisis exploratorio de datos. Podr´ıamos hacerlo examinando los diagramas de dis-
persio´n bidimensionales de los datos, cada uno de los cuales contiene las mediciones de n





= p(p− 1)/2 diagramas
de dispersio´n; por ejemplo, con p = 10 hay 45 diagramas. Si p es grande, entonces no sera´
posible mirar todos ellos; por otra parte, muy probablemente ninguno de ellos sera´ determi-
nante ya que cada uno contiene so´lo una pequen˜a fraccio´n de la informacio´n total presente
en el conjunto de datos. Nos gustar´ıa encontrar una representacio´n de baja dimensio´n de los
datos que capture tanta informacio´n como sea posible. Por ejemplo, si podemos obtener una
representacio´n bidimensional de los datos que capturan la mayor parte de la informacio´n,
entonces podemos trazar las observaciones en este espacio de baja dimensio´n. PCA propor-
ciona una herramienta para hacer esto. Encuentra una representacio´n de baja dimensio´n de
un conjunto de datos que contiene tanta informacio´n como sea posible. La idea es que cada
una de las n observaciones vive en el espacio p-dimensional, pero no todas estas dimensiones
son igualmente interesantes. PCA busca un pequen˜o nu´mero de dimensiones que son tan
interesantes como sea posible, donde el concepto de interesante se mide por cua´nto var´ıan
las observaciones a lo largo de cada dimensio´n. Cada una de las dimensiones encontradas
por PCA es una combinacio´n lineal de las caracter´ısticas de p.
El problema que se vio con PCA fue en el momento de la interpretacio´n de los datos.
Cada componente contiene una combinacio´n lineal de todas las variables y nuestro modelo
se explica a trave´s de varias de esas combinaciones lineales. Si quer´ıamos ver relaciones entre
variables, la importancia de las variables en nuestros targets, con este me´todo, se hac´ıa muy
dif´ıcil interpretar y por ello se desecho´.
En este momento empezamos a buscar me´todos de seleccio´n de variables. Observamos
que el me´todo de regresio´n lineal funcionaba muy mal con nuestras variables objetivo as´ı que
se investigo´ sobre otros me´todos de regresio´n que aceptasen targets binarios. De ah´ı surgio´ la
regresio´n log´ıstica descrita en el cap´ıtulo 4. En la regresio´n log´ıstica tomamos como buenas
aquellas variables que tuviesen un p-valor por debajo del 0,05.
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El siguiente paso fue intentar hacer una seleccio´n de variables a trave´s de algoritmos
ma´s complejos como el random forest. Random forest es un algoritmo para clasificacio´n y
regresio´n de amplio uso en la comunidad que tiene un rendimiento bueno para datos de
alta dimensionalidad. El algoritmo se basa en construir un conjunto de a´rboles de decisio´n
con la peculiaridad de que en cada uno de ellos se selecciona una muestra aleatoria de m
predictores como candidatos, divididos del conjunto completo de p predictores. Despue´s se
promedian todas las predicciones obtenidas con cada uno de los a´rboles. El hecho de no
coger todas las predictoras es u´til ya que, si hay una variable que pesa mucho y otras que
son importantes, pero con menor peso, en varios de los a´rboles, la principal quedara´ fuera
y dejara´ sitio a todas esas variables con menos peso. Si cogie´semos todos los predictores al
final todos nuestros a´rboles estar´ıan correlacionados.
El random forest es, adema´s, un algoritmo eficiente incluso con una cantidad alta de pre-
dictores. Pero nuestro problema al utilizarlo fue la cantidad de observaciones n que ten´ıamos.
Al haber tan pocas observaciones nuestro a´rbol final ten´ıa muy poca profundidad y seleccio-
naba una o dos variables como mucho.
Volv´ıa a salir el problema p >> n as´ı que se investigo´ sobre posibles me´todos que funcio-
nasen bien en estos casos. Uno de los que mejor se comportan es el me´todo lasso tratado en
el cap´ıtulo 4. Este me´todo, definido como una variacio´n de mı´nimos cuadrados, selecciona
variables dependiendo de una penalizacio´n.
Otro de los grandes problemas que se han tenido con el hecho de que p es mucho mayor
que n es el testeo de nuestros modelos. Para testear un modelo es necesario separar un
conjunto de datos y no entrenar nuestros modelos con ellos. As´ı despue´s, una vez obtenido el
modelo, se puede comprobar el porcentaje de acierto que se ha tenido y la bondad del modelo.
Pero al tener u´nicamente 53 pacientes, si separa´bamos unos pocos, o bien nos queda´bamos
con pocas observaciones para entrenar nuestros modelos o bien no hab´ıa suficientes para que
el testeo fuese fiable. Por ello, la solucio´n de los dos modelos es considerada, aunque tiene





6.1. Variables seleccionadas por los modelos.
Una vez realizados los modelos hemos obtenido los siguientes resultados para los diferentes
targets:
Enfermedad:
Tabla 6.1: Lasso Enfermedad
V ariable β
CD4absolutofinal 1,2278
A 0 B 0,4054
AUCsin LipocalinG 0,3667
AUCsin Grelina P -0,3508
TBARs G0 -0,2940
Grelina L240 0,2566






Tabla 6.2: Regresio´n Log´ıstica Enfermedad
V ariable P − valor























S 30 B 0,113
AUCsin Grelina L 0,1117
PRL -0,0845









Tabla 6.4: Regresio´n Log´ıstica Sexo




















S 30 B 0,0097
SOGGL30 0,0108

















Tabla 6.6: Regresio´n Log´ıstica Obesidad




















AUC PAI P 0,0017








AUC PAI G 0,0035










AUC TBARs G 0,0065
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Las variables se muestran ordenadas segu´n su importancia, de mayor a menor, y aquellas
que esta´n de color verde son las que coinciden en los dos modelos y, por lo tanto, se presupone
que van a explicar mejor nuestro conjunto de datos.
Podemos observar co´mo nuestros resultados tienen sentido. Por ejemplo, si nos centramos
en los resultados de le enfermedad (tablas 6.1 y 6.2) vemos que destacan sobre todo la variable
CD4, que son ce´lulas efectoras del sistema inmunolo´gico, y la variable A 0 B, hormona que
se usa para diagnosticar enfermedades endocrinas. Si nos vamos a las tablas 6.3 y 6.4, vemos
como destacan las variables de grasa, talla y nivel de hemoglobina (Hb) que tienen valores
espec´ıficos dependiendo del sexo. Tambie´n cabe destacar variables como FERRITINngml,
importante para distinguir entre enfermedades metabo´licas segu´n seas hombre o mujer, o
el fibrino´geno, que es una mole´cula indicativa de inflamacio´n e importante para el estudio
de indicadores que marcan diferencias en el sexo. Pasando a los resultados de la obesidad
(tablas 6.5 y 6.6), es obvio que la cantidad de grasa o la circunferencia de la cintura esta´n muy
relacionados con la obesidad pero tambie´n son importantes la grelina, hormona que aumenta
el apetito, o la variable SOGISIcomp que sirve para medir la insulina de un paciente despue´s
de haberle dado una sobrecarga oral de glucosa. Es normal su aparicio´n en nuestro estudio
ya que las personas obesas tienen una mayor resistencia a la insulina, demostrada con niveles
superiores de glucosa tras la insulina.
6.2. Conclusiones.
Tras analizar los resultados obtenidos, se llega a la conclusio´n de que, aunque no podamos
testear nuestros modelos, el ma´s fiable es el modelo lasso, que es el que en general acota ma´s el
nu´mero de variables, adema´s de que esta´ demostrada su efectividad ante el tipo de problemas
que ofrecen nuestros datos.
En cuestio´n de tiempo de ejecucio´n, los dos algoritmos pueden servir ya que, con la
cantidad de datos que tenemos, tardan aproximadamente lo mismo (0,9 segundos). Para
comprobar cua´l es el ma´s eficiente deber´ıamos probar con una cantidad de datos mayor.
En relacio´n a las variables analizadas que parecen tener ma´s importancia con el desarrollo
de SOP y su respuesta a los diferentes macronutrientes y como conclusio´n de este proyecto,
cabe destacar que el modelo selecciona variables relacionadas con el componente metabo´lico
(Grelina, lipocalina, adipsina, etc.) o de activacio´n de sistema inmunolo´gico (CD4) frente
a los determinantes hormonales androge´nicos (androstendiona (A) en el modelo Lasso). Es
decir, que aunque existan variables que representen a hormonas sexuales, los datos muestran
que tambie´n son importantes aquellas relacionadas con el metabolismo y las hormonas gas-
trointestinales que var´ıan en respuesta a glucosa y prote´ınas como se observa en las variables
del a´rea bajo la curva (AUC): AUCsin lipocalina y AUCsin grelina. Esto es importante para
confirmar que el SOP no es u´nicamente una alteracio´n hormonal, sino tambie´n metabo´li-
ca y que a su vez modifica para´metros de estre´s oxidativo como el TBARS que mide la
peroxidacio´n lip´ıdica.
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Por otro lado, hay que remarcar el papel de la obesidad como parte de la cl´ınica del SOP,
no solo por su mayor prevalencia sino por el agravamiento de los factores metabo´licos adversos
que hacen que estas mujeres tengan un mayor riesgo de enfermedades cardiovasculares. En
el modelo por obesidad se aprecia un papel en la concentracio´n de insulina, glucosa y en el
valor del HOMAIR (´ındice de resistencia a insulina).
En el caso del modelo que diferencia varones y mujeres tambie´n es importante resaltar
que existen muchos para´metros diferenciales (dimorfismo sexual) relacionados tanto con hor-
monas como con el metabolismo de glucosa y l´ıpidos. Esto es importante a la hora de tratar
las enfermedades metabo´licas, pues probablemente sea diferente el curso de la enfermedad
en hombres y mujeres, as´ı como las respuestas a los tratamientos en funcio´n de la concen-
tracio´n de hormonas. Actualmente no existen gu´ıas cl´ınicas que diferencien entre hombres y
mujeres, pero se sabe que diferentes enfermedades tienen una prevalencia e impacto diferente
en funcio´n del sexo.
Para posibles futuras investigaciones, se recomienda que se aumente el nu´mero de perso-
nas a observar para poder mejorar los modelos.
Por u´ltimo, podemos sen˜alar la utilidad de estos modelos para elucidar las variables ma´s
importantes involucradas en la fisiopatolog´ıa del SOP y as´ı poder dirigir futuras investiga-
ciones centrando nuestra atencio´n en estas variables a fin de conocer su mecanismo de accio´n







1 function varargout = TFG(varargin)
2 % TFG MATLAB code for TFG.fig
3 % TFG , by itself , creates a new TFG or raises the existing
4 % singleton *.
5 %
6 % H = TFG returns the handle to a new TFG or the handle to
7 % the existing singleton *.
8 %
9 % TFG(’CALLBACK ’,hObject ,eventData ,handles ,...) calls the local
10 % function named CALLBACK in TFG.M with the given input arguments.
11 %
12 % TFG(’Property ’,’Value ’ ,...) creates a new TFG or raises the
13 % existing singleton *. Starting from the left , property value pairs
14 % are applied to the GUI before TFG_OpeningFcn gets called. An
15 % unrecognized property name or invalid value makes property
16 % application stop. All inputs are passed to TFG_OpeningFcn via
17 % varargin.
18 %
19 % *See GUI Options on GUIDE ’s Tools menu. Choose "GUI allows only
one
20 % instance to run (singleton)".
21 %
22 % See also: GUIDE , GUIDATA , GUIHANDLES
23
24 % Edit the above text to modify the response to help TFG
25
26 % Last Modified by GUIDE v2.5 18-Aug -2017 19:49:20
27
28 % Begin initialization code - DO NOT EDIT
29 gui_Singleton = 1;
30 gui_State = struct(’gui_Name ’, mfilename , ...
31 ’gui_Singleton ’, gui_Singleton , ...
32 ’gui_OpeningFcn ’, @TFG_OpeningFcn , ...
43
33 ’gui_OutputFcn ’, @TFG_OutputFcn , ...
34 ’gui_LayoutFcn ’, [] , ...
35 ’gui_Callback ’, []);
36 if nargin && ischar(varargin {1})




41 [varargout {1: nargout }] = gui_mainfcn(gui_State , varargin {:});
42 else
43 gui_mainfcn(gui_State , varargin {:});
44 end
45 % End initialization code - DO NOT EDIT
46
47
48 % --- Executes just before TFG is made visible.
49 function TFG_OpeningFcn(hObject , eventdata , handles , varargin)
50 % This function has no output args , see OutputFcn.
51 % hObject handle to figure
52 % eventdata reserved - to be defined in a future version of MATLAB
53 % handles structure with handles and user data (see GUIDATA)
54 % varargin command line arguments to TFG (see VARARGIN)
55
56 % Choose default command line output for TFG
57 handles.output = hObject;
58
59 % Update handles structure
60 guidata(hObject , handles);
61




66 % --- Outputs from this function are returned to the command line.
67 function varargout = TFG_OutputFcn(hObject , eventdata , handles)
68 % varargout cell array for returning output args (see VARARGOUT);
69 % hObject handle to figure
70 % eventdata reserved - to be defined in a future version of MATLAB
71 % handles structure with handles and user data (see GUIDATA)
72
73 % Get default command line output from handles structure
74 varargout {1} = handles.output;
75
76
77 % --- Executes on button press in load.
78 function load_Callback(hObject , eventdata , handles)
79 [FileName ,PathName ]= uigetfile(’*.xlsx’);
80 handles.load=fullfile(PathName ,FileName);
81
82 if FileName == 0
83 return;
84 end;
85 set(handles.textCargado ,’string ’,’’);













98 set(handles.selectClass ,’string ’,handles.names);
99 set(handles.popupVarVarX ,’string ’,handles.names);
100 set(handles.popupVarVarY ,’string ’,handles.names);
101 handles.selectedVarX = 1;
102 handles.selectedVarY = 1;
103 setappdata (0,’data’,handles.data);
104 setappdata (0,’names ’,handles.names);
105 guidata(hObject , handles);
106
107 % hObject handle to load (see GCBO)
108 % eventdata reserved - to be defined in a future version of MATLAB





114 [m,n] = size(data);
115
116 obesidad =[1 ,10 ,18 ,27 ,35 ,45 ,54];
117 for j=4:n
118 for i=1:6
119 if any(isnan(data(obesidad(i):obesidad(i+1) -1,j)))
120 media=mean(data(obesidad(i):obesidad(i+1) -1,j),’omitnan ’);
121 for k=obesidad(i):obesidad(i+1) -1
122 if isnan(data(k,j))









132 function texto_Callback(hObject , eventdata , handles)
133 % hObject handle to texto (see GCBO)
134 % eventdata reserved - to be defined in a future version of MATLAB
135 % handles structure with handles and user data (see GUIDATA)
136
137 % Hints: get(hObject ,’String ’) returns contents of texto as text




142 % --- Executes during object creation , after setting all properties.
143 function texto_CreateFcn(hObject , eventdata , handles)
144 % hObject handle to texto (see GCBO)
45
145 % eventdata reserved - to be defined in a future version of MATLAB
146 % handles empty - handles not created until after all CreateFcns called
147
148 % Hint: edit controls usually have a white background on Windows.
149 % See ISPC and COMPUTER.
150 if ispc && isequal(get(hObject ,’BackgroundColor ’) ,...
151 get(0,’defaultUicontrolBackgroundColor ’))




156 % --- Executes on button press in media.
157 function media_Callback(hObject , eventdata , handles)
158 % hObject handle to media (see GCBO)
159 % eventdata reserved - to be defined in a future version of MATLAB
160 % handles structure with handles and user data (see GUIDATA)
161 Media;
162
163 % --- Executes on button press in desvTipica.
164 function desvTipica_Callback(hObject , eventdata , handles)
165 % hObject handle to desvTipica (see GCBO)
166 % eventdata reserved - to be defined in a future version of MATLAB
167 % handles structure with handles and user data (see GUIDATA)
168 Desviacion_Tipica;
169
170 % --- Executes on button press in regresionLineal.
171 function regresionLineal_Callback(hObject , eventdata , handles)
172 % hObject handle to regresionLineal (see GCBO)
173 % eventdata reserved - to be defined in a future version of MATLAB
174 % handles structure with handles and user data (see GUIDATA)
175 Regresion_lineal;
176
177 % --- Executes on selection change in popupVarClass.
178 function popupVarClass_Callback(hObject , eventdata , handles)
179 % hObject handle to popupVarClass (see GCBO)
180 % eventdata reserved - to be defined in a future version of MATLAB
181 % handles structure with handles and user data (see GUIDATA)
182






189 plot(handles.dataClass1 (:, selectedVar),y,’ro’);
190 hold on;
191 y=ones(m2 ,1);




196 % Hints: contents = cellstr(get(hObject ,’String ’)) returns popupVarClass
197 % contents as cell array





202 % --- Executes during object creation , after setting all properties.
203 function popupVarClass_CreateFcn(hObject , eventdata , handles)
204 % hObject handle to popupVarClass (see GCBO)
205 % eventdata reserved - to be defined in a future version of MATLAB
206 % handles empty - handles not created until after all CreateFcns called
207
208 % Hint: popupmenu controls usually have a white background on Windows.
209 % See ISPC and COMPUTER.
210 if ispc && isequal(get(hObject ,’BackgroundColor ’) ,...
211 get(0,’defaultUicontrolBackgroundColor ’))




216 % --- Executes on selection change in popupVarVarX.
217 function popupVarVarX_Callback(hObject , eventdata , handles)
218 % hObject handle to popupVarVarX (see GCBO)
219 % eventdata reserved - to be defined in a future version of MATLAB
220 % handles structure with handles and user data (see GUIDATA)
221
222 % Hints: contents = cellstr(get(hObject ,’String ’)) returns popupVarVarX
223 % contents as cell array
224 % contents{get(hObject ,’Value ’)} returns selected item from
225 % popupVarVarX
226






233 axis([-1 2 0 1]);








242 guidata(hObject , handles);
243
244 % --- Executes during object creation , after setting all properties.
245 function popupVarVarX_CreateFcn(hObject , eventdata , handles)
246 % hObject handle to popupVarVarX (see GCBO)
247 % eventdata reserved - to be defined in a future version of MATLAB
248 % handles empty - handles not created until after all CreateFcns called
249
250 % Hint: popupmenu controls usually have a white background on Windows.
251 % See ISPC and COMPUTER.
252 if ispc && isequal(get(hObject ,’BackgroundColor ’) ,...
253 get(0,’defaultUicontrolBackgroundColor ’))





258 % --- Executes on selection change in popupVarVarY.
259 function popupVarVarY_Callback(hObject , eventdata , handles)
260 % hObject handle to popupVarVarY (see GCBO)
261 % eventdata reserved - to be defined in a future version of MATLAB
262 % handles structure with handles and user data (see GUIDATA)
263
264 % Hints: contents = cellstr(get(hObject ,’String ’)) returns popupVarVarY
265 % contents as cell array
266 % contents{get(hObject ,’Value ’)} returns selected item from
267 % popupVarVarY






274 axis([-1 2 0 1]);








283 guidata(hObject , handles);
284
285 % --- Executes during object creation , after setting all properties.
286 function popupVarVarY_CreateFcn(hObject , eventdata , handles)
287 % hObject handle to popupVarVarY (see GCBO)
288 % eventdata reserved - to be defined in a future version of MATLAB
289 % handles empty - handles not created until after all CreateFcns called
290
291 % Hint: popupmenu controls usually have a white background on Windows.
292 % See ISPC and COMPUTER.
293 if ispc && isequal(get(hObject ,’BackgroundColor ’) ,...
294 get(0,’defaultUicontrolBackgroundColor ’))




299 % --- Executes on button press in seleccion.
300 function seleccion_Callback(hObject , eventdata , handles)
301 % hObject handle to seleccion (see GCBO)
302 % eventdata reserved - to be defined in a future version of MATLAB




307 % --- Executes on selection change in selectClass.
308 function selectClass_Callback(hObject , eventdata , handles)
309 % hObject handle to selectClass (see GCBO)
310 % eventdata reserved - to be defined in a future version of MATLAB
311 % handles structure with handles and user data (see GUIDATA)
312
48
313 % Hints: contents = cellstr(get(hObject ,’String ’)) returns selectClass
314 % contents as cell array
315 % contents{get(hObject ,’Value ’)} returns selected item from
316 % selectClass
317
318 selectedClass = get(hObject ,’Value ’);
319 namesVar = get(hObject ,’String ’);














334 names = handles.names;
335 if strcmp(nameVar ,’Enfermo ’) == 1
336 m = 34;
337 pos = find(strcmp(names ,’Sexo’));
338 data(:,pos) = [];
339 names(pos) = [];
340 pos = find(strcmp(names ,’OBESE’));
341 data(:,pos) = [];
342 names(pos) = [];
343
344 handles.selectedClass = find(strcmp(names ,’Enfermo ’));
345 handles.textClass0 = ’No Enfermo ’;
346 handles.textClass1 = ’Enfermo ’;
347 elseif strcmp(nameVar ,’Sexo’) == 1
348 pos = find(strcmp(names ,’Enfermo ’));
349 data(:,pos) = [];
350 names(pos) = [];
351 pos = find(strcmp(names ,’OBESE’));
352 data(:,pos) = [];
353 names(pos) = [];
354
355 handles.selectedClass = find(strcmp(names ,’Sexo’));
356 handles.textClass0 = ’Mujer’;
357 handles.textClass1 = ’Hombre ’;
358 elseif strcmp(nameVar ,’OBESE’) == 1
359 pos = find(strcmp(names ,’Sexo’));
360 data(:,pos) = [];
361 names(pos) = [];
362 pos = find(strcmp(names ,’Enfermo ’));
363 data(:,pos) = [];
364 names(pos) = [];
365
366 handles.selectedClass = find(strcmp(names ,’OBESE’));
367 handles.textClass0 = ’No Obeso’;






373 n = size(data ,2);
374 if handles.selectedClass == 1
375 handles.dataNoTarget=data (1:m,2:n);
376 handles.namesNoTarget=names (2:n);




381 handles.dataNoTarget =[data (1:m,1: handles.selectedClass -1) ...
382 data (1:m,handles.selectedClass +1:n)];








391 handles.dataClass1 =[ handles.dataClass1;handles.dataNoTarget(i,:)];
392 elseif handles.target(i)==1





398 set(handles.popupVarClass ,’string ’,handles.namesNoTarget);
399
400 setappdata (0,’dataClass1 ’,handles.dataClass1);
401 setappdata (0,’dataClass2 ’,handles.dataClass2);
402 setappdata (0,’selectedClass ’,handles.selectedClass);
403 setappdata (0,’dataNoTarget ’,handles.dataNoTarget);
404 setappdata (0,’namesNoTarget ’,handles.namesNoTarget);
405 setappdata (0,’target ’,handles.target);
406 setappdata (0,’textClass0 ’,handles.textClass0);
407 setappdata (0,’textClass1 ’,handles.textClass1);
408 guidata(hObject , handles);
409
410
411 % --- Executes during object creation , after setting all properties.
412 function selectClass_CreateFcn(hObject , eventdata , handles)
413 % hObject handle to selectClass (see GCBO)
414 % eventdata reserved - to be defined in a future version of MATLAB
415 % handles empty - handles not created until after all CreateFcns called
416
417 % Hint: popupmenu controls usually have a white background on Windows.
418 % See ISPC and COMPUTER.
419 if ispc && isequal(get(hObject ,’BackgroundColor ’) ,...
420 get(0,’defaultUicontrolBackgroundColor ’))





425 % --- Executes on button press in selectVarsLogit.
426 function selectVarsLogit_Callback(hObject , eventdata , handles)
427 % hObject handle to selectVarsLogit (see GCBO)
428 % eventdata reserved - to be defined in a future version of MATLAB
429 % handles structure with handles and user data (see GUIDATA)
430 seleccionarVarsLogit;
A.2. Media
1 function varargout = Media(varargin)
2 % MEDIA MATLAB code for Media.fig
3 % MEDIA , by itself , creates a new MEDIA or raises the existing
4 % singleton *.
5 %
6 % H = MEDIA returns the handle to a new MEDIA or the handle to
7 % the existing singleton *.
8 %
9 % MEDIA(’CALLBACK ’,hObject ,eventData ,handles ,...) calls the local
10 % function named CALLBACK in MEDIA.M with the given input arguments.
11 %
12 % MEDIA(’Property ’,’Value ’ ,...) creates a new MEDIA or raises the
13 % existing singleton *. Starting from the left , property value pairs
are
14 % applied to the GUI before Media_OpeningFcn gets called. An
15 % unrecognized property name or invalid value makes property
application
16 % stop. All inputs are passed to Media_OpeningFcn via varargin.
17 %
18 % *See GUI Options on GUIDE ’s Tools menu. Choose "GUI allows only
one
19 % instance to run (singleton)".
20 %
21 % See also: GUIDE , GUIDATA , GUIHANDLES
22
23 % Edit the above text to modify the response to help Media
24
25 % Last Modified by GUIDE v2.5 04-May -2017 21:26:07
26
27 % Begin initialization code - DO NOT EDIT
28 gui_Singleton = 1;
29 gui_State = struct(’gui_Name ’, mfilename , ...
30 ’gui_Singleton ’, gui_Singleton , ...
31 ’gui_OpeningFcn ’, @Media_OpeningFcn , ...
32 ’gui_OutputFcn ’, @Media_OutputFcn , ...
33 ’gui_LayoutFcn ’, [] , ...
34 ’gui_Callback ’, []);
35 if nargin && ischar(varargin {1})




40 [varargout {1: nargout }] = gui_mainfcn(gui_State , varargin {:});
41 else
42 gui_mainfcn(gui_State , varargin {:});
51
43 end
44 % End initialization code - DO NOT EDIT
45
46
47 % --- Executes just before Media is made visible.
48 function Media_OpeningFcn(hObject , eventdata , handles , varargin)
49 % This function has no output args , see OutputFcn.
50 % hObject handle to figure
51 % eventdata reserved - to be defined in a future version of MATLAB
52 % handles structure with handles and user data (see GUIDATA)
53 % varargin command line arguments to Media (see VARARGIN)
54
55
56 h = findobj(’Tag’,’main’); %h tiene el property inspector
57 if ~isempty(h)
58 dataClass1 = getappdata (0,’dataClass1 ’);
59 dataClass2 = getappdata (0,’dataClass2 ’);
60 names = getappdata (0,’names ’);
61 end
62
63 [m,n] = size(dataClass1);
64 [mH,nH] = size(dataClass2);
65 handles.names=names;
66
67 woman_mean = zeros(1,n);
68 man_mean = zeros(1,nH);
69 handles.total_mean = zeros(1,n);
70
71 for j = 2:n
72 woman_mean(j) = mean(dataClass1 (:,j),’omitnan ’);
73 man_mean(j) = mean(dataClass2 (:,j), ’omitnan ’);
74 handles.total_mean(j) = abs(woman_mean(j) - man_mean(j));
75 end
76
77 set(handles.popupmenu ,’string ’,{’Parte1 ’;’Parte2 ’;’Parte3 ’;’Parte4 ’;’
Parte5 ’;’Parte6 ’;’Parte7 ’;’Parte8 ’;
78 ’Parte9 ’;’Parte10 ’;’Parte11 ’;’Parte12 ’;’Parte13 ’;’Parte14 ’;’Parte15 ’;
’Parte16 ’});
79
80 handles.listaUt = handles.total_mean;
81 handles.namesUt = handles.names;
82 axes(handles.axes1);
83 incremento = 24;
84 stem (2:(2+ incremento), handles.listaUt (2:(2+ incremento)), ’b’);
85 set(gca , ’XTick’ ,2:(2+ incremento), ’XTickLabel ’,names (2:(2+ incremento)));
86 set(gca , ’XTickLabelRotation ’, 60);
87 ylim([-1 1]);
88
89 % Choose default command line output for Media
90 handles.output = hObject;
91
92 % Update handles structure
93 guidata(hObject , handles);
94





99 % --- Outputs from this function are returned to the command line.
100 function varargout = Media_OutputFcn(hObject , eventdata , handles)
101 % varargout cell array for returning output args (see VARARGOUT);
102 % hObject handle to figure
103 % eventdata reserved - to be defined in a future version of MATLAB
104 % handles structure with handles and user data (see GUIDATA)
105
106 % Get default command line output from handles structure
107 varargout {1} = handles.output;
108
109
110 % --- Executes on selection change in popupmenu.
111 function popupmenu_Callback(hObject , eventdata , handles)
112 % hObject handle to popupmenu (see GCBO)
113 % eventdata reserved - to be defined in a future version of MATLAB
114 % handles structure with handles and user data (see GUIDATA)
115
116 % Hints: contents = cellstr(get(hObject ,’String ’)) returns popupmenu
contents as cell array
117 % contents{get(hObject ,’Value ’)} returns selected item from
popupmenu
118
119 incremento = 24;
120 indice =0;
121 [m,n] = size(handles.listaUt);
122





































159 stem ((( indice -1)*incremento + 1):min (((( indice -1)*incremento + 1)+
incremento),n), handles.listaUt (((indice -1)*incremento + 1):min ((((
indice -1)*incremento + 1)+incremento),n)), ’b’);
160 set(gca , ’XTick’ ,((indice -1)*incremento + 1):min (((( indice -1)*
incremento + 1)+incremento),n), ’XTickLabel ’,handles.namesUt (((
indice -1)*incremento + 1):min(((indice -1)*incremento + 1)+
incremento ,n)));





166 % --- Executes during object creation , after setting all properties.
167 function popupmenu_CreateFcn(hObject , eventdata , handles)
168 % hObject handle to popupmenu (see GCBO)
169 % eventdata reserved - to be defined in a future version of MATLAB
170 % handles empty - handles not created until after all CreateFcns called
171
172 % Hint: popupmenu controls usually have a white background on Windows.
173 % See ISPC and COMPUTER.
174 if ispc && isequal(get(hObject ,’BackgroundColor ’), get(0,’
defaultUicontrolBackgroundColor ’))





180 function numText_Callback(hObject , eventdata , handles)
181 % hObject handle to numText (see GCBO)
182 % eventdata reserved - to be defined in a future version of MATLAB
183 % handles structure with handles and user data (see GUIDATA)
184
185 % Hints: get(hObject ,’String ’) returns contents of numText as text




189 % --- Executes during object creation , after setting all properties.
190 function numText_CreateFcn(hObject , eventdata , handles)
191 % hObject handle to numText (see GCBO)
192 % eventdata reserved - to be defined in a future version of MATLAB
193 % handles empty - handles not created until after all CreateFcns called
194
195 % Hint: edit controls usually have a white background on Windows.
196 % See ISPC and COMPUTER.
197 if ispc && isequal(get(hObject ,’BackgroundColor ’), get(0,’
defaultUicontrolBackgroundColor ’))





202 % --- Executes on button press in numMedias.
203 function numMedias_Callback(hObject , eventdata , handles)
204 % hObject handle to numMedias (see GCBO)
205 % eventdata reserved - to be defined in a future version of MATLAB
206 % handles structure with handles and user data (see GUIDATA)
207 str=get(handles.numText , ’string ’);
208 num=str2num(str);
209 if num <= 0 || num > 367
210 num =367;
211 end
212 [listaOrd ,nombresOrd ]= ordenacion_maximos(num , handles);
213 particiones = floor(num /24) +1;
214 listaPopUp=cell(1, particiones);
215 for i = 1: particiones
216 listaPopUp{i}= strcat(’Parte ’,int2str(i));
217 end
218 set(handles.popupmenu ,’Value’ ,1);




223 stem ((( indice -1)*incremento + 1):min (((( indice -1)*incremento + 1)+
incremento),num), listaOrd (((indice -1)*incremento + 1):min (((( indice -1)
*incremento + 1)+incremento),num)), ’b’);
224 set(gca , ’XTick’ ,((indice -1)*incremento + 1):min (((( indice -1)*incremento +
1)+incremento),num), ’XTickLabel ’,nombresOrd ((( indice -1)*incremento +
1):min ((( indice -1)*incremento + 1)+incremento ,num)));
225 set(gca , ’XTickLabelRotation ’, 60);
226 ylim([-1 1]);
227
228 handles.listaUt = listaOrd (1: num);
229 handles.namesUt = nombresOrd (1: num);
230 guidata(hObject , handles);
231
232
233 function [lista ,nombresOrd] = ordenacion_maximos(num , handles)
234 lista = handles.total_mean;
235 nombresOrd = handles.names;
236 n = size(lista ,2);
237 for i=1: num
238 maxIndex = i;
239 maxValue = lista(i);
240 for j=i+1:n
241 if lista(j) > maxValue;
242 maxIndex = j;












1 function varargout = Desviacion_Tipica(varargin)
2 % VARIANZA MATLAB code for Varianza.fig
3 % VARIANZA , by itself , creates a new VARIANZA or raises the existing
4 % singleton *.
5 %
6 % H = VARIANZA returns the handle to a new VARIANZA or the handle to
7 % the existing singleton *.
8 %
9 % VARIANZA(’CALLBACK ’,hObject ,eventData ,handles ,...) calls the local
10 % function named CALLBACK in VARIANZA.M with the given input
arguments.
11 %
12 % VARIANZA(’Property ’,’Value ’ ,...) creates a new VARIANZA or raises
the
13 % existing singleton *. Starting from the left , property value pairs
are
14 % applied to the GUI before Varianza_OpeningFcn gets called. An
15 % unrecognized property name or invalid value makes property
application
16 % stop. All inputs are passed to Varianza_OpeningFcn via varargin.
17 %
18 % *See GUI Options on GUIDE ’s Tools menu. Choose "GUI allows only
one
19 % instance to run (singleton)".
20 %
21 % See also: GUIDE , GUIDATA , GUIHANDLES
22
23 % Edit the above text to modify the response to help Varianza
24
25 % Last Modified by GUIDE v2.5 10-May -2017 18:12:13
26
27 % Begin initialization code - DO NOT EDIT
28 gui_Singleton = 1;
29 gui_State = struct(’gui_Name ’, mfilename , ...
30 ’gui_Singleton ’, gui_Singleton , ...
31 ’gui_OpeningFcn ’, @Desviacion_Tipica_OpeningFcn , ...
32 ’gui_OutputFcn ’, @Desviacion_Tipica_OutputFcn , ...
33 ’gui_LayoutFcn ’, [] , ...
34 ’gui_Callback ’, []);
35 if nargin && ischar(varargin {1})




40 [varargout {1: nargout }] = gui_mainfcn(gui_State , varargin {:});
41 else
42 gui_mainfcn(gui_State , varargin {:});
43 end




47 % --- Executes just before Varianza is made visible.
48 function Desviacion_Tipica_OpeningFcn(hObject , eventdata , handles ,
varargin)
49 % This function has no output args , see OutputFcn.
50 % hObject handle to figure
51 % eventdata reserved - to be defined in a future version of MATLAB
52 % handles structure with handles and user data (see GUIDATA)
53 % varargin command line arguments to Varianza (see VARARGIN)
54
55 h = findobj(’Tag’,’main’); %h tiene el property inspector
56 if ~isempty(h)
57 dataClass1 = getappdata (0,’dataClass1 ’);
58 dataClass2 = getappdata (0,’dataClass2 ’);
59 names = getappdata (0,’names ’);
60 textClass0 = getappdata (0,’textClass0 ’);
61 textClass1 = getappdata (0,’textClass1 ’);
62 end
63
64 [m,n] = size(dataClass1);
65 [mH,nH] = size(dataClass2);
66
67 handles.deviation_Class1 = zeros(1,n-1);
68 handles.deviation_Class2 = zeros(1,nH -1);
69 handles.names = names;
70
71 [m,n] = size(dataClass1);
72 [mH,nH] = size(dataClass2);
73
74
75 for j = 2:n
76 handles.deviation_Class1(j) = std(dataClass1 (:,j),’omitnan ’);
77 handles.deviation_Class2(j) = std(dataClass2 (:,j),’omitnan ’);
78 end
79
80 set(handles.popupmenu ,’string ’,[’Parte1 ’;’Parte2 ’;’Parte3 ’;’Parte4 ’;’
Parte5 ’;’Parte6 ’;’Parte7 ’;’Parte8 ’;
81 ’Parte9 ’;’Parte10 ’;’Parte11 ’;’Parte12 ’;’
Parte13 ’;’Parte14 ’;’Parte15 ’;’Parte16 ’
]);
82 set(handles.buttonClass1 ,’Value’ ,1)
83 handles.listaUt = handles.deviation_Class1;
84 handles.namesUt = names;
85
86 axes(handles.axes1);
87 incremento = 24;
88 stem (2:(2+ incremento), handles.deviation_Class1 (2:(2+ incremento)), ’b’);
89 set(gca , ’XTick’ ,2:(2+ incremento), ’XTickLabel ’,names (2:(2+ incremento)));
90 set(gca , ’XTickLabelRotation ’, 60);
91 ylim([-1 1]);
92
93 set(handles.buttonClass1 ,’string ’,textClass0);
94 set(handles.buttonClass2 ,’string ’,textClass1);
95
96 % Choose default command line output for Varianza
57
97 handles.output = hObject;
98
99 % Update handles structure
100 guidata(hObject , handles);
101




106 % --- Outputs from this function are returned to the command line.
107 function varargout = Desviacion_Tipica_OutputFcn(hObject , eventdata ,
handles)
108 % varargout cell array for returning output args (see VARARGOUT);
109 % hObject handle to figure
110 % eventdata reserved - to be defined in a future version of MATLAB
111 % handles structure with handles and user data (see GUIDATA)
112
113 % Get default command line output from handles structure
114 varargout {1} = handles.output;
115
116
117 % --- Executes on selection change in popupmenu.
118 function popupmenu_Callback(hObject , eventdata , handles)
119 % hObject handle to popupmenu (see GCBO)
120 % eventdata reserved - to be defined in a future version of MATLAB
121 % handles structure with handles and user data (see GUIDATA)
122
123 incremento = 24;
124 clase = get(handles.buttonClass1 ,’Value ’);
125 indice =0;
126 n = size(handles.listaUt ,2);
127





































164 % if ((indice -1)*incremento + 2)+incremento > n
165 % incremento = n-(indice -1)*incremento + 2;
166 % end
167
168 %if clase == 1
169 stem ((( indice -1)*incremento + 2):min (((( indice -1)*incremento + 2)+
incremento),n), handles.listaUt (((indice -1)*incremento + 2):min ((((
indice -1)*incremento + 2)+incremento),n)), ’b’);
170 set(gca , ’XTick’ ,((indice -1)*incremento + 2):min (((( indice -1)*
incremento + 2)+incremento),n), ’XTickLabel ’,handles.namesUt (((
indice -1)*incremento + 2):min(((indice -1)*incremento + 2)+
incremento ,n)));
171 set(gca , ’XTickLabelRotation ’, 60);
172 ylim([-1 1]);
173 % else
174 % stem (((indice -1)*incremento + 2):min (((( indice -1)*incremento + 2)+
incremento),n), handles.deviation_Class2 (((indice -1)*incremento + 2):
min (((( indice -1)*incremento + 2)+incremento),n)), ’b’);
175 % set(gca , ’XTick ’,((indice -1)*incremento + 2):min (((( indice -1)*
incremento + 2)+incremento),n), ’XTickLabel ’,handles.names (((indice -1)*
incremento + 2):min(((indice -1)*incremento + 2)+incremento ,n)));
176 % set(gca , ’XTickLabelRotation ’, 60);





182 % incremento = 24;
183 % handles.partes = [incremento ,2* incremento ,3* incremento ,4* incremento ];
184 % stem (2:(2+ handles.partes (1)), handles.deviation_Class1 (2:(2+ incremento))
, ’b’);
185 % set(gca , ’XTick ’ ,2:(2+ incremento), ’XTickLabel ’,names (2:(2+ incremento)))
;
186 % set(gca , ’XTickLabelRotation ’, 60);




191 % Hints: contents = cellstr(get(hObject ,’String ’)) returns popupmenu
contents as cell array





195 % --- Executes during object creation , after setting all properties.
196 function popupmenu_CreateFcn(hObject , eventdata , handles)
197 % hObject handle to popupmenu (see GCBO)
198 % eventdata reserved - to be defined in a future version of MATLAB
199 % handles empty - handles not created until after all CreateFcns called
200
201 % Hint: popupmenu controls usually have a white background on Windows.
202 % See ISPC and COMPUTER.
203 if ispc && isequal(get(hObject ,’BackgroundColor ’), get(0,’
defaultUicontrolBackgroundColor ’))





209 function numVar_Callback(hObject , eventdata , handles)
210 % hObject handle to numVar (see GCBO)
211 % eventdata reserved - to be defined in a future version of MATLAB
212 % handles structure with handles and user data (see GUIDATA)
213
214 % Hints: get(hObject ,’String ’) returns contents of numVar as text




218 % --- Executes during object creation , after setting all properties.
219 function numVar_CreateFcn(hObject , eventdata , handles)
220 % hObject handle to numVar (see GCBO)
221 % eventdata reserved - to be defined in a future version of MATLAB
222 % handles empty - handles not created until after all CreateFcns called
223
224 % Hint: edit controls usually have a white background on Windows.
225 % See ISPC and COMPUTER.
226 if ispc && isequal(get(hObject ,’BackgroundColor ’), get(0,’
defaultUicontrolBackgroundColor ’))




231 % --- Executes on button press in numVarButton.
232 function numVarButton_Callback(hObject , eventdata , handles)
233 % hObject handle to numVarButton (see GCBO)
234 % eventdata reserved - to be defined in a future version of MATLAB
235 % handles structure with handles and user data (see GUIDATA)
236 str=get(handles.numVar , ’string ’);
237 num=str2num(str);
238 if num <= 0 || num > 367
239 num =367;
240 end
241 [listaOrd ,nombresOrd ]= ordenacion_maximos(num , handles);
242 particiones = floor(num /24) + 1;
243 listaPopUp=cell(1, particiones);
244 for i = 1: particiones
245 listaPopUp{i}= strcat(’Parte ’,int2str(i));
246 end
247 set(handles.popupmenu ,’string ’,listaPopUp);
60
248 set(handles.popupmenu ,’Value’ ,1);
249 indice =1;
250 incremento =24;
251 stem ((( indice -1)*incremento + 1):min (((( indice -1)*incremento + 1)+
incremento),num), listaOrd (((indice -1)*incremento + 1):min (((( indice -1)
*incremento + 1)+incremento),num)), ’b’);
252 set(gca , ’XTick’ ,((indice -1)*incremento + 1):min (((( indice -1)*incremento +
1)+incremento),num), ’XTickLabel ’,nombresOrd ((( indice -1)*incremento +
1):min ((( indice -1)*incremento + 1)+incremento ,num)));
253 set(gca , ’XTickLabelRotation ’, 60);
254 ylim([-1 1]);
255
256 handles.listaUt = listaOrd (1: num);
257 handles.namesUt = nombresOrd (1: num);
258 guidata(hObject , handles);
259
260
261 function [lista ,nombresOrd] = ordenacion_maximos(num , handles)
262 clase = get(handles.buttonClass1 ,’Value ’);





268 nombresOrd = handles.names;
269 n = size(lista ,2);
270 for i=1: num
271 maxIndex = i;
272 maxValue = lista(i);
273 for j=i+1:n
274 if lista(j) > maxValue;
275 maxIndex = j;










A.4. Regresio´n Lineal y Correlacio´n
1 function varargout = Regresion_lineal(varargin)
2 % COVARIANZA MATLAB code for Covarianza.fig
3 % COVARIANZA , by itself , creates a new COVARIANZA or raises the
existing
4 % singleton *.
5 %
6 % H = COVARIANZA returns the handle to a new COVARIANZA or the handle
to
7 % the existing singleton *.
61
8 %
9 % COVARIANZA(’CALLBACK ’,hObject ,eventData ,handles ,...) calls the
local
10 % function named CALLBACK in COVARIANZA.M with the given input
arguments.
11 %
12 % COVARIANZA(’Property ’,’Value ’ ,...) creates a new COVARIANZA or
raises the
13 % existing singleton *. Starting from the left , property value pairs
are
14 % applied to the GUI before Covarianza_OpeningFcn gets called. An
15 % unrecognized property name or invalid value makes property
application
16 % stop. All inputs are passed to Covarianza_OpeningFcn via varargin.
17 %
18 % *See GUI Options on GUIDE ’s Tools menu. Choose "GUI allows only
one
19 % instance to run (singleton)".
20 %
21 % See also: GUIDE , GUIDATA , GUIHANDLES
22
23 % Edit the above text to modify the response to help Covarianza
24
25 % Last Modified by GUIDE v2.5 05-Aug -2017 12:09:44
26
27 % Begin initialization code - DO NOT EDIT
28 gui_Singleton = 1;
29 gui_State = struct(’gui_Name ’, mfilename , ...
30 ’gui_Singleton ’, gui_Singleton , ...
31 ’gui_OpeningFcn ’, @Regresion_lineal_OpeningFcn , ...
32 ’gui_OutputFcn ’, @Regresion_lineal_OutputFcn , ...
33 ’gui_LayoutFcn ’, [] , ...
34 ’gui_Callback ’, []);
35 if nargin && ischar(varargin {1})




40 [varargout {1: nargout }] = gui_mainfcn(gui_State , varargin {:});
41 else
42 gui_mainfcn(gui_State , varargin {:});
43 end
44 % End initialization code - DO NOT EDIT
45
46
47 % --- Executes just before Covarianza is made visible.
48 function Regresion_lineal_OpeningFcn(hObject , eventdata , handles , varargin
)
49 % This function has no output args , see OutputFcn.
50 % hObject handle to figure
51 % eventdata reserved - to be defined in a future version of MATLAB
52 % handles structure with handles and user data (see GUIDATA)
53 % varargin command line arguments to Covarianza (see VARARGIN)
54
55 h = findobj(’Tag’,’main’); %h tiene el property inspector
56 if ~isempty(h)
62
57 dataClass1 = getappdata (0,’dataClass1 ’);
58 dataClass2 = getappdata (0,’dataClass2 ’);
59 data = getappdata (0,’data’);
60 names = getappdata (0,’names ’);
61 textClass0 = getappdata (0,’textClass0 ’);
62 textClass1 = getappdata (0,’textClass1 ’);
63 end
64
65 [m,n] = size(data);
66 handles.names=names;
67 handles.data=data;
68 handles.dataClass1 = dataClass1;
69 handles.dataClass2 = dataClass2;
70 handles.varx = 0;
71 handles.vary = 0;
72
73 set(handles.Var1 ,’string ’,names);
74 set(handles.Var2 ,’string ’,names);
75
76 handles.selectedVar1 = 1;
77 handles.selectedVar2 = 1;
78
79 A=data (:,1) ’;
80 B=data (:,1) ’;
81 Aisnan = ~isnan(A);
82 Bisnan = ~isnan(B);











94 coef = corrcoef(A,B);
95 set(handles.coefText ,’String ’,coef (2,1));
96
97 % Choose default command line output for Covarianza
98 handles.output = hObject;
99
100 % Update handles structure
101 guidata(hObject , handles);
102




107 % --- Outputs from this function are returned to the command line.
108 function varargout = Regresion_lineal_OutputFcn(hObject , eventdata ,
handles)
109 % varargout cell array for returning output args (see VARARGOUT);
110 % hObject handle to figure
111 % eventdata reserved - to be defined in a future version of MATLAB
63
112 % handles structure with handles and user data (see GUIDATA)
113
114 % Get default command line output from handles structure
115 varargout {1} = handles.output;
116
117
118 % --- Executes on selection change in Var1.
119 function Var1_Callback(hObject , eventdata , handles)
120 % hObject handle to Var1 (see GCBO)
121 % eventdata reserved - to be defined in a future version of MATLAB
122 % handles structure with handles and user data (see GUIDATA)
123
124 handles.selectedVar1 = get(hObject ,’Value’);
125 A=handles.data(:,handles.selectedVar1) ’;
126 B=handles.data(:,handles.selectedVar2) ’;
127 Aisnan = ~isnan(A);
128 Bisnan = ~isnan(B);











140 coef = corrcoef(A,B);
141 set(handles.coefText ,’String ’,coef (2,1));
142
143 guidata(hObject , handles);
144
145 % Hints: contents = cellstr(get(hObject ,’String ’)) returns Var1 contents
as cell array
146 % contents{get(hObject ,’Value ’)} returns selected item from Var1
147
148
149 % --- Executes during object creation , after setting all properties.
150 function Var1_CreateFcn(hObject , eventdata , handles)
151 % hObject handle to Var1 (see GCBO)
152 % eventdata reserved - to be defined in a future version of MATLAB
153 % handles empty - handles not created until after all CreateFcns called
154
155 % Hint: popupmenu controls usually have a white background on Windows.
156 % See ISPC and COMPUTER.
157 if ispc && isequal(get(hObject ,’BackgroundColor ’), get(0,’
defaultUicontrolBackgroundColor ’))




162 % --- Executes on selection change in Var2.
163 function Var2_Callback(hObject , eventdata , handles)
164 % hObject handle to Var2 (see GCBO)
165 % eventdata reserved - to be defined in a future version of MATLAB
64
166 % handles structure with handles and user data (see GUIDATA)
167
168 handles.selectedVar2 = get(hObject ,’Value’);
169 A=handles.data(:,handles.selectedVar1) ’;
170 B=handles.data(:,handles.selectedVar2) ’;
171 Aisnan = ~isnan(A);
172 Bisnan = ~isnan(B);











184 coef = corrcoef(A,B);
185 set(handles.coefText ,’String ’,coef (2,1));
186
187 guidata(hObject , handles);
188
189 % Hints: contents = cellstr(get(hObject ,’String ’)) returns Var2 contents
as cell array
190 % contents{get(hObject ,’Value ’)} returns selected item from Var2
191
192
193 % --- Executes during object creation , after setting all properties.
194 function Var2_CreateFcn(hObject , eventdata , handles)
195 % hObject handle to Var2 (see GCBO)
196 % eventdata reserved - to be defined in a future version of MATLAB
197 % handles empty - handles not created until after all CreateFcns called
198
199 % Hint: popupmenu controls usually have a white background on Windows.
200 % See ISPC and COMPUTER.
201 if ispc && isequal(get(hObject ,’BackgroundColor ’), get(0,’
defaultUicontrolBackgroundColor ’))
202 set(hObject ,’BackgroundColor ’,’white’);
203 end
A.5. Regresio´n Log´ıstica
1 function varargout = seleccionarVarsLogit(varargin)
2 % SELECCIONARVARSLOGIT MATLAB code for seleccionarVarsLogit.fig
3 % SELECCIONARVARSLOGIT , by itself , creates a new SELECCIONARVARSLOGIT
4 % or raises the existing singleton *.
5 %
6 % H = SELECCIONARVARSLOGIT returns the handle to a new
7 % SELECCIONARVARSLOGIT or the handle to the existing singleton *.
8 %
9 % SELECCIONARVARSLOGIT(’CALLBACK ’,hObject ,eventData ,handles ,...)
calls
10 % the local function named CALLBACK in SELECCIONARVARSLOGIT.M with
65
the
11 % given input arguments.
12 %
13 % SELECCIONARVARSLOGIT(’Property ’,’Value ’ ,...) creates a new
14 % SELECCIONARVARSLOGIT or raises the existing singleton *. Starting
15 % from the left , property value pairs are applied to the GUI before
16 % seleccionarVarsLogit_OpeningFcn gets called. An unrecognized
17 % property name or invalid value makes property application stop. All
18 % inputs are passed to seleccionarVarsLogit_OpeningFcn via varargin.
19 %
20 % *See GUI Options on GUIDE ’s Tools menu. Choose "GUI allows only
one
21 % instance to run (singleton)".
22 %
23 % See also: GUIDE , GUIDATA , GUIHANDLES
24
25 % Edit the above word to modify the response to help seleccionarVarsLogit
26
27 % Last Modified by GUIDE v2.5 18-Aug -2017 20:00:12
28
29 % Begin initialization code - DO NOT EDIT
30 gui_Singleton = 1;
31 gui_State = struct(’gui_Name ’, mfilename , ...
32 ’gui_Singleton ’, gui_Singleton , ...
33 ’gui_OpeningFcn ’, @seleccionarVarsLogit_OpeningFcn , ...
34 ’gui_OutputFcn ’, @seleccionarVarsLogit_OutputFcn , ...
35 ’gui_LayoutFcn ’, [] , ...
36 ’gui_Callback ’, []);
37 if nargin && ischar(varargin {1})




42 [varargout {1: nargout }] = gui_mainfcn(gui_State , varargin {:});
43 else
44 gui_mainfcn(gui_State , varargin {:});
45 end
46 % End initialization code - DO NOT EDIT
47
48
49 % --- Executes just before seleccionarVarsLogit is made visible.
50 function seleccionarVarsLogit_OpeningFcn(hObject , eventdata , handles ,...
51 varargin)
52 % This function has no output args , see OutputFcn.
53 % hObject handle to figure
54 % eventdata reserved - to be defined in a future version of MATLAB
55 % handles structure with handles and user data (see GUIDATA)
56 % varargin command line arguments to seleccionarVarsLogit (see VARARGIN)
57
58 h = findobj(’Tag’,’main’); %h tiene el property inspector
59 if ~isempty(h)
60 dataNoTarget = getappdata (0,’dataNoTarget ’);
61 namesNoTarget = getappdata (0,’namesNoTarget ’);




65 handles.dataNoTarget = dataNoTarget;
66 handles.namesNoTarget = namesNoTarget;
67 handles.target = target;
68
69 % Choose default command line output for seleccionarVarsLogit
70 handles.output = hObject;
71
72 % Update handles structure
73 guidata(hObject , handles);
74




79 % --- Outputs from this function are returned to the command line.
80 function varargout = seleccionarVarsLogit_OutputFcn(hObject , eventdata ,...
81 handles)
82 % varargout cell array for returning output args (see VARARGOUT);
83 % hObject handle to figure
84 % eventdata reserved - to be defined in a future version of MATLAB
85 % handles structure with handles and user data (see GUIDATA)
86
87 % Get default command line output from handles structure
88 varargout {1} = handles.output;
89
90
91 % --- Executes on selection change in varList.
92 function varList_Callback(hObject , eventdata , handles)
93 % hObject handle to varList (see GCBO)
94 % eventdata reserved - to be defined in a future version of MATLAB
95 % handles structure with handles and user data (see GUIDATA)
96
97 % Hints: contents = cellstr(get(hObject ,’String ’)) returns varList
contents
98 % as cell array
99 % contents{get(hObject ,’Value ’)} returns selected item from varList
100
101
102 % --- Executes during object creation , after setting all properties.
103 function varList_CreateFcn(hObject , eventdata , handles)
104 % hObject handle to varList (see GCBO)
105 % eventdata reserved - to be defined in a future version of MATLAB
106 % handles empty - handles not created until after all CreateFcns called
107
108 % Hint: listbox controls usually have a white background on Windows.
109 % See ISPC and COMPUTER.
110 if ispc && isequal(get(hObject ,’BackgroundColor ’) ,...
111 get(0,’defaultUicontrolBackgroundColor ’))





117 function word_Callback(hObject , eventdata , handles)
118 % hObject handle to word (see GCBO)
119 % eventdata reserved - to be defined in a future version of MATLAB
67
120 % handles structure with handles and user data (see GUIDATA)
121
122 % Hints: get(hObject ,’String ’) returns contents of word as word




126 % --- Executes during object creation , after setting all properties.
127 function word_CreateFcn(hObject , eventdata , handles)
128 % hObject handle to word (see GCBO)
129 % eventdata reserved - to be defined in a future version of MATLAB
130 % handles empty - handles not created until after all CreateFcns called
131
132 % Hint: edit controls usually have a white background on Windows.
133 % See ISPC and COMPUTER.
134 if ispc && isequal(get(hObject ,’BackgroundColor ’), get(0,’
defaultUicontrolBackgroundColor ’))




139 % --- Executes on button press in buscar.
140 function buscar_Callback(hObject , eventdata , handles)
141 % hObject handle to buscar (see GCBO)
142 % eventdata reserved - to be defined in a future version of MATLAB
143 % handles structure with handles and user data (see GUIDATA)
144 str=get(handles.word , ’string ’);
145 names = get(handles.varList , ’string ’);
146 index = strfind(names ,str);
147 pos=find(arrayfun(@(x) isequal(x ,{[]}) ,index)==1);
148 names(pos) = [];
149 set(handles.varList ,’String ’,names);
150
151 % --- Executes on button press in restaurar.
152 function restaurar_Callback(hObject , eventdata , handles)
153 % hObject handle to restaurar (see GCBO)
154 % eventdata reserved - to be defined in a future version of MATLAB
155 % handles structure with handles and user data (see GUIDATA)
156 set(handles.varList ,’String ’,handles.dataNamesL);
157 set(handles.word , ’string ’,’’);
158
159 % --- Executes on button press in ejecutar.
160 function ejecutar_Callback(hObject , eventdata , handles)
161
162 [m,n] = size(handles.dataNoTarget);
163 RandStream.setGlobalStream(RandStream(’mt19937ar ’,’seed’ ,1));
164 data = [handles.dataNoTarget handles.target ];
165 matrizCorr = corrcoef(handles.dataNoTarget);
166 pos = [];
167 for i=1:n-1
168 result = find(matrizCorr(i,(i+1):n) > 0.9);
169 if ~isempty(result)





174 handles.dataNoTarget (:,pos) = [];
175 handles.namesNoTarget(pos) = [];
176
177 pos =[];
178 for i=1: size(handles.dataNoTarget ,2)
179 if corrcoef(handles.dataNoTarget (:,i),handles.target) > 0.89




184 handles.dataNoTarget (:,pos) = [];
185 handles.namesNoTarget(pos) = [];
186
187 [m,n] = size(handles.dataNoTarget);
188 handles.dataL =[];
189 handles.dataNamesL =[];
190 xx = linspace (-1.5,2);
191 handles.yfit = [];
192 handles.pvalor =[];




196 [b,dev ,stats] = glmfit(handles.dataNoTarget (:,i),handles.target ,’
binomial ’,’link’,’logit ’);
197 if stats.p <= 0.05
198 handles.dataL=[ handles.dataL handles.dataNoTarget (:,i)];
199 handles.dataNamesL = [handles.dataNamesL handles.namesNoTarget(i)
];
200 handles.yfit=[ handles.yfit glmval(b,xx ,’logit’)];






207 handles.dataNamesL = cellSort (1,:);
208 handles.pvalor = cell2mat(cellSort (2,:));
209
210 set(handles.varList ,’String ’,handles.dataNamesL);
211 set(handles.selectedVars ,’string ’,handles.dataNamesL);
212
213 guidata(hObject , handles);
214
215 % hObject handle to ejecutar (see GCBO)
216 % eventdata reserved - to be defined in a future version of MATLAB
217 % handles structure with handles and user data (see GUIDATA)
218
219
220 % --- Executes on selection change in selectedVars.
221 function selectedVars_Callback(hObject , eventdata , handles)
222 % hObject handle to selectedVars (see GCBO)
223 % eventdata reserved - to be defined in a future version of MATLAB
224 % handles structure with handles and user data (see GUIDATA)
225
226 % Hints: contents = cellstr(get(hObject ,’String ’)) returns selectedVars
69
contents as cell array
227 % contents{get(hObject ,’Value ’)} returns selected item from
selectedVars
228 selectedVar = get(hObject ,’Value ’);
229 axes(handles.axes1);
230 xx = linspace (-1.5,2);
231 plot(handles.dataL(:, selectedVar),handles.target ,’o’,xx ,handles.yfit(:,
selectedVar),’-’);
232 set(handles.pvalueText ,’String ’,handles.pvalor(selectedVar));
233
234 % --- Executes during object creation , after setting all properties.
235 function selectedVars_CreateFcn(hObject , eventdata , handles)
236 % hObject handle to selectedVars (see GCBO)
237 % eventdata reserved - to be defined in a future version of MATLAB
238 % handles empty - handles not created until after all CreateFcns called
239
240 % Hint: popupmenu controls usually have a white background on Windows.
241 % See ISPC and COMPUTER.
242 if ispc && isequal(get(hObject ,’BackgroundColor ’), get(0,’
defaultUicontrolBackgroundColor ’))
243 set(hObject ,’BackgroundColor ’,’white’);
244 end
A.6. Lasso
1 function varargout = seleccionarVars(varargin)
2 % SELECCIONARVARS MATLAB code for seleccionarVars.fig
3 % SELECCIONARVARS , by itself , creates a new SELECCIONARVARS or raises
the existing
4 % singleton *.
5 %
6 % H = SELECCIONARVARS returns the handle to a new SELECCIONARVARS or
the handle to
7 % the existing singleton *.
8 %
9 % SELECCIONARVARS(’CALLBACK ’,hObject ,eventData ,handles ,...) calls the
local
10 % function named CALLBACK in SELECCIONARVARS.M with the given input
arguments.
11 %
12 % SELECCIONARVARS(’Property ’,’Value ’ ,...) creates a new
SELECCIONARVARS or raises the
13 % existing singleton *. Starting from the left , property value pairs
are
14 % applied to the GUI before seleccionarVars_OpeningFcn gets called.
An
15 % unrecognized property name or invalid value makes property
application
16 % stop. All inputs are passed to seleccionarVars_OpeningFcn via
varargin.
17 %
18 % *See GUI Options on GUIDE ’s Tools menu. Choose "GUI allows only
one
19 % instance to run (singleton)".
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20 %
21 % See also: GUIDE , GUIDATA , GUIHANDLES
22
23 % Edit the above text to modify the response to help seleccionarVars
24
25 % Last Modified by GUIDE v2.5 03-Aug -2017 19:28:18
26
27 % Begin initialization code - DO NOT EDIT
28 gui_Singleton = 1;
29 gui_State = struct(’gui_Name ’, mfilename , ...
30 ’gui_Singleton ’, gui_Singleton , ...
31 ’gui_OpeningFcn ’, @seleccionarVars_OpeningFcn , ...
32 ’gui_OutputFcn ’, @seleccionarVars_OutputFcn , ...
33 ’gui_LayoutFcn ’, [] , ...
34 ’gui_Callback ’, []);
35 if nargin && ischar(varargin {1})




40 [varargout {1: nargout }] = gui_mainfcn(gui_State , varargin {:});
41 else
42 gui_mainfcn(gui_State , varargin {:});
43 end
44 % End initialization code - DO NOT EDIT
45
46
47 % --- Executes just before seleccionarVars is made visible.
48 function seleccionarVars_OpeningFcn(hObject , eventdata , handles , varargin)
49 % This function has no output args , see OutputFcn.
50 % hObject handle to figure
51 % eventdata reserved - to be defined in a future version of MATLAB
52 % handles structure with handles and user data (see GUIDATA)
53 % varargin command line arguments to seleccionarVars (see VARARGIN)
54
55 % Choose default command line output for seleccionarVars
56
57 h = findobj(’Tag’,’main’); %h tiene el property inspector
58 if ~isempty(h)
59 dataNoTarget = getappdata (0,’dataNoTarget ’);
60 namesNoTarget = getappdata (0,’namesNoTarget ’);
61 target = getappdata (0,’target ’);
62 end
63
64 handles.dataNoTarget = dataNoTarget;
65 handles.namesNoTarget = namesNoTarget;
66 handles.target = target;
67
68 handles.output = hObject;
69 % Update handles structure
70 guidata(hObject , handles);
71





76 % --- Outputs from this function are returned to the command line.
77 function varargout = seleccionarVars_OutputFcn(hObject , eventdata , handles
)
78 % varargout cell array for returning output args (see VARARGOUT);
79 % hObject handle to figure
80 % eventdata reserved - to be defined in a future version of MATLAB
81 % handles structure with handles and user data (see GUIDATA)
82
83 % Get default command line output from handles structure
84 varargout {1} = handles.output;
85
86
87 % --- Executes on button press in ejecutar.
88 function ejecutar_Callback(hObject , eventdata , handles)
89 % hObject handle to ejecutar (see GCBO)
90 % eventdata reserved - to be defined in a future version of MATLAB
91 % handles structure with handles and user data (see GUIDATA)
92 [m,n] = size(handles.dataNoTarget);
93 RandStream.setGlobalStream(RandStream(’mt19937ar ’,’seed’ ,1));
94 data = [handles.dataNoTarget handles.target ];
95 matrizCorr = corrcoef(handles.dataNoTarget);
96 pos = [];
97 for i=1:n-1
98 result = find(matrizCorr(i,(i+1):n) > 0.9);
99 if ~isempty(result)




104 handles.dataNoTarget (:,pos) = [];
105 handles.namesNoTarget(pos) = [];
106
107 pos =[];
108 for i=1: size(handles.dataNoTarget ,2)
109 if corrcoef(handles.dataNoTarget (:,i),handles.target) > 0.89




114 handles.dataNoTarget (:,pos) = [];
115 handles.namesNoTarget(pos) = [];
116
117 CVO = cvpartition(handles.target ,’KFold’ ,7);
118 [B,FitInfo ]=lasso(handles.dataNoTarget ,handles.target ,’CV’,CVO ,’
PredictorNames ’,handles.namesNoTarget);
119 axes(handles.axes4)
120 lassoPlot(B,FitInfo ,’PlotType ’,’Lambda ’,’XScale ’,’log’,’PredictorNames ’,
handles.namesNoTarget ,’Parent ’,handles.axes4);
121 axes(handles.axes3)
122 lassoPlot(B,FitInfo ,’PlotType ’,’CV’,’Parent ’,handles.axes3);
123
124 pos=find(B(:,FitInfo.IndexMinMSE)==0);
125 handles.dataNoTarget (:,pos) = [];
126 handles.namesNoTarget(pos) = [];
127 posNo0=find(B(:,FitInfo.IndexMinMSE)~=0);





131 handles.namesNoTarget = cellSort (1,:);
132
133 set(handles.vars ,’String ’,handles.namesNoTarget);
134
135
136 guidata(hObject , handles);
137
138 % --- Executes on selection change in vars.
139 function vars_Callback(hObject , eventdata , handles)
140 % hObject handle to vars (see GCBO)
141 % eventdata reserved - to be defined in a future version of MATLAB
142 % handles structure with handles and user data (see GUIDATA)
143
144 % Hints: contents = cellstr(get(hObject ,’String ’)) returns vars contents
as cell array
145 % contents{get(hObject ,’Value ’)} returns selected item from vars
146
147
148 % --- Executes during object creation , after setting all properties.
149 function vars_CreateFcn(hObject , eventdata , handles)
150 % hObject handle to vars (see GCBO)
151 % eventdata reserved - to be defined in a future version of MATLAB
152 % handles empty - handles not created until after all CreateFcns called
153
154 % Hint: listbox controls usually have a white background on Windows.
155 % See ISPC and COMPUTER.
156 if ispc && isequal(get(hObject ,’BackgroundColor ’), get(0,’
defaultUicontrolBackgroundColor ’))





162 function word_Callback(hObject , eventdata , handles)
163 % hObject handle to word (see GCBO)
164 % eventdata reserved - to be defined in a future version of MATLAB
165 % handles structure with handles and user data (see GUIDATA)
166
167 % Hints: get(hObject ,’String ’) returns contents of word as text




171 % --- Executes during object creation , after setting all properties.
172 function word_CreateFcn(hObject , eventdata , handles)
173 % hObject handle to word (see GCBO)
174 % eventdata reserved - to be defined in a future version of MATLAB
175 % handles empty - handles not created until after all CreateFcns called
176
177 % Hint: edit controls usually have a white background on Windows.
178 % See ISPC and COMPUTER.
179 if ispc && isequal(get(hObject ,’BackgroundColor ’), get(0,’
defaultUicontrolBackgroundColor ’))
73




184 % --- Executes on button press in buscar.
185 function buscar_Callback(hObject , eventdata , handles)
186 % hObject handle to buscar (see GCBO)
187 % eventdata reserved - to be defined in a future version of MATLAB
188 % handles structure with handles and user data (see GUIDATA)
189 str=get(handles.word , ’string ’);
190 names = get(handles.vars , ’string ’);
191 index = strfind(names ,str);
192 pos=find(arrayfun(@(x) isequal(x ,{[]}) ,index)==1);
193 names(pos) = [];
194 set(handles.vars ,’String ’,names);
195
196 % --- Executes on button press in restaurar.
197 function restaurar_Callback(hObject , eventdata , handles)
198 % hObject handle to restaurar (see GCBO)
199 % eventdata reserved - to be defined in a future version of MATLAB
200 % handles structure with handles and user data (see GUIDATA)
201
202 set(handles.vars ,’String ’,handles.namesNoTarget);
203 set(handles.word , ’string ’,’’);
204
205
206 % --- Executes on selection change in finalVars.
207 function finalVars_Callback(hObject , eventdata , handles)
208 % hObject handle to finalVars (see GCBO)
209 % eventdata reserved - to be defined in a future version of MATLAB
210 % handles structure with handles and user data (see GUIDATA)
211
212 % Hints: contents = cellstr(get(hObject ,’String ’)) returns finalVars
contents as cell array




216 % --- Executes during object creation , after setting all properties.
217 function finalVars_CreateFcn(hObject , eventdata , handles)
218 % hObject handle to finalVars (see GCBO)
219 % eventdata reserved - to be defined in a future version of MATLAB
220 % handles empty - handles not created until after all CreateFcns called
221
222 % Hint: listbox controls usually have a white background on Windows.
223 % See ISPC and COMPUTER.
224 if ispc && isequal(get(hObject ,’BackgroundColor ’), get(0,’
defaultUicontrolBackgroundColor ’))
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