Purpose: The aim of this work is to evaluate the application of tissue-specific dose kernels instead of water dose kernels to improve the accuracy of patient-specific dosimetry by taking tissue heterogeneities into consideration. Materials and Methods: Tissue-specific dose point kernels (DPKs) and dose voxel kernels (DVKs) for yttrium-90 ( 90 Y), lutetium-177 ( 177 Lu), and phosphorus-32 ( 32 P) are calculated using the Monte Carlo (MC) simulation code GATE (version 7). The calculated DPKs for bone, lung, adipose, breast, heart, intestine, kidney, liver, and spleen are compared with those of water. The dose distribution in normal and tumorous tissues in lung, liver, and bone of a Zubal phantom is calculated using tissue-specific DVKs instead of those of water in conventional methods. For a tumor defined in a heterogeneous region in the Zubal phantom, the absorbed dose is calculated using a proposed algorithm, taking tissue heterogeneity into account. The algorithm is validated against full MC simulations. Y, the mean absorbed dose in tumorous and normal tissues is calculated using tissue-specific DVKs in lung, liver, and bone. The results are compared with doses calculated considering the Zubal phantom water equivalent and the relative differences are 4.50%, 0.73%, and 12.23%, respectively. For the tumor in the heterogeneous region of the Zubal phantom that includes lung, liver, and bone, the relative difference between mean calculated dose in tumorous and normal tissues based on the proposed algorithm and the values obtained from full MC dosimetry is 5.18%. Conclusions: A novel technique is proposed considering tissue-specific dose kernels in the dose calculation algorithm. This algorithm potentially enables patient-specific dosimetry and improves estimation of the average absorbed dose of 90 Y in a tumor located in lung, bone, and soft tissue interface by 6.98% compared with the conventional methods.
Introduction
T he spatial distribution of radiotracers used in internal radionuclide therapy is not uniform and, therefore, threedimensional (3D), patient-specific dosimetry has become an important research topic. 1 Although accurate patient-specific dosimetry is not commonly performed in clinical practice. 2 The advent of single-photon-emission computed tomography (SPECT) and positron emission tomography (PET) scanners coupled with X-ray computed tomography (CT) can be used to derive a more individualized dose distribution. The first step to calculate the absorbed dose is to estimate the tracer's activity distribution 3, 4 using SPECT/CT or PET/CT imaging techniques. [5] [6] [7] To calculate dose distribution from the activity map, two common approaches are available: full Monte Carlo (MC) simulation and analytic calculation. Despite the fact that hardware and software have been improved substantially, the application of full MC dosimetry using patient characteristics in clinical practice is still time consuming. 8 As such, analytic techniques to speed up the calculation process are preferred. One of these analytic methods is convolving MC-generated dose point kernels (DPKs) or dose voxel kernels (DVKs) with the activity distribution (or activity map) at the voxel level. 9 More than four decades ago, Loevinger et al. 10 introduced the concept of ''Point Source Dose Functions'' for b particle emitting radionuclides. After providing the solution to the electron transport equation by Spencer, 11 Berger 12 was the first who implemented an MC method to simulate electron transport. The concept of electron point kernel for b particle dosimetry was first introduced by Berger in 1973. 13 DPKs are calculated by simulating radiation transports across a homogeneous medium, using MC code. The absorbed dose at predefined distances is regarded as DPKs.
14 DVKs are defined based on the dose distribution in a Cartesian dose scoring grid that is located around a uniform voxel source or a source located in the center of the voxel. 15 To calculate b particle DPKs, different MC codes such as PENELOPE, GEANT4, MCNPX, FLUKA, and ETRAN have been suggested. 16, 17 This study is performed using GATE (version 7), 18 a validated MC simulation code for tomographic emission and recently radiotherapy applications. Electron DPKs in GATE were validated by Maigne et al. 19 for an energy range between 15 keV and 20 MeV. This code was also validated in nuclear medicine by Papadimitroulas et al. 8 In this study, tissue-specific DPKs for 90 Y, 177 Lu, and 32 P are computed and compared with those of water. The results demonstrate that although the differences between water and soft tissue DPKs are negligible, lung and bone DPKs are significantly different from those of water. As such, patientspecific dosimetry requires a combination of tissue-specific dose kernels and anatomic data along with modified algorithms. To the best of our knowledge, clinical radionuclide dosimetry approaches generally ignore tissue heterogeneity and the human body is assumed water equivalent. [20] [21] [22] [23] In this study, various tumors located in bone, lung, and liver of a Zubal phantom 24 are defined and the dose distribution in tumorous and normal tissues is calculated using the corresponding dose kernels. The obtained results are compared with those obtained by water-equivalent Zubal phantom to assess the impact of using patient-specific dose kernels in calculation algorithms.
To decrease the computation time of the convolution algorithm, Fast Fourier Transform (FFT) or Fast Hartley Transform is used rather than direct convolution. 25 In convolution algorithm based on FFT, a constant dose kernel should be used, which leads to the inevitable assumption of a homogeneous medium in the dose calculation algorithm. Reported differences as a result of material variations indicate that this assumption is not accurate 8, 26 and more precise dose calculation algorithms should be used.
One of the earliest methods to take tissue heterogeneity into consideration was path length modification. In this approach, various rescaling methods have been used. [27] [28] [29] Loudos et al. 30 used kernel data to derive a material-dependent dose absorption factor in each voxel. In this method, dose distribution was calculated using water-based dose kernels and then for each voxel a correction factor was applied. A density correction factor for each voxel in the abdominal region for soft tissues was introduced by Dieudonne et al. 20 In this technique, the correction factor for each voxel was the ratio of water density to the density of the voxel material. Although this technique improved the results in the abdominal region, the application of this method in highly heterogeneous regions requires more research. In another method, Sanchez-Garcia et al. 31 scaled DPKs based on the radiological interval between the source point and energy deposition sites. In this technique, it is not feasible to use the convolution algorithm. As such, the impacts of all source points on target locations were superimposed based on the collapsed cone principle to calculate the absorbed dose. 31 In the foregoing studies, various correction factors were introduced to take tissue heterogeneity into account and improve the accuracy of estimating dose distribution. It must be noted that in all these methods, the absorbed doses have been measured using water dose kernels and then the correction factors were applied to the results. However, we try to apply organ-specific dose kernels and the corresponding correction factor for each voxel during the calculation process based on a proposed dose calculation algorithm to improve dose estimation accuracy compared with the conventional methods. In this technique, the correction factors were extracted from material-specific DVKs. The validation of the proposed algorithm was performed on a tumor defined in a heterogeneous region of the Zubal phantom against direct MC simulations for 90 
Y.
The main goals of this study are summarized as follows: first to quantify the impact of using tissue-specific dose kernels instead of those of water in a dose-calculation algorithm applied to the Zubal phantom, second to present a new algorithm to improve the accuracy of dose distribution estimation taking tissue heterogeneities into account, thus enabling accurate patient-specific dosimetry, and finally to validate the proposed algorithm against full MC simulation as the reference standard.
Materials and Methods

Calculation of DPKs
Simulation parameters. DPKs are calculated using the MC simulation code GATE (version 7), 18 an upper layer of Geant4 using Geant4.9.6 cross section libraries. DPKs are calculated in a spherical phantom composed of various tissue materials. A point source with isotropic emission is simulated at the center of the sphere. It should be guaranteed that all the emitted particles deposit their entire energy inside the sphere. For this purpose, GATE visualization tool is used to select the sphere size; in some cases the spheres should be simulated slightly bigger than the electron ranges emitted as b particles.
In GATE, materials can be described precisely by providing their density, elements' atomic number, and their composition. 32, 33 In this study, adipose, bone, breast, heart, intestine, kidney, liver, lung, and spleen tissues are considered for DPK calculation. Among available sources in radionuclide therapy, b particle emitting radionuclides are the most prevalent options. Hence, in this study, DPKs are generated for three commonly used radionuclides in nuclear medicine, including 90 Y, 177 Lu, and 32 P.
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In the current simulation, Geant4.9.6 ''Standard'' model is used for the physical processes except for the Rayleigh process in which the Penelope model is used. In this model, the energy range of photon and electron interactions is 1 keV to 100 TeV, which covers the energy range 1 keV to a few MeV in our simulation. Bremsstrahlung, electron ionization, and electron multiple scattering are the physical interactions included in the simulation. Each radionuclide energy spectrum is taken from the study of Prestwich et al. 14 For 177 Lu, the small contribution of c emission to the absorbed dose is neglected and only b particle dose kernels are calculated for this radionuclide.
The ''stepHitType'' parameter in GATE is used to adjust the energy deposition site. The energy of the hits in this study is deposited randomly along the electron step to decrease the calculation uncertainty. GATE also suggests that the number of table bins for mass stopping power ''dE/dX binning'' and mean free path ''Lambda binning'' should be set equal to 220.
The calculated absorbed doses are stored in a 3D matrix and the voxel values at the same distance from the point source are added. This summation composes concentric shells around the point source. The thickness of these voxelized shells is determined based on the size of the matrix voxel. As at least one interaction in each voxel is desirable, the voxel size is defined equal to the ''electronStepLimiter,'' 17 which limits the maximum size of electron steps in simulation. 34 In GATE, each particle track is composed of many steps. The Bethe-Bloch formula 35 is used to calculate ionization energy loss along each step, because of Bremsstrahlung emission and secondary electron production. For assuming a constant interaction cross section along the step, the step size should be as small as possible. In addition, generated secondary electrons are tracked throughout each step, provided that particle energy exceeds production threshold. In GATE, this threshold is indicated in a range rather than energy to be independent of particle type and medium. Selection of a smaller production threshold increases the number of secondary electrons, which leads to a more accurate simulation but longer computation time. To accurately simulate the nonlinearity of electron tracks and improve the accuracy of generated DPKs, the electronStepLimiter should be as small as possible. In contrast, the smaller the electronStepLimiter, the longer the simulation time. In this study, the electronStepLimiters are determined in such a way that the achieved results are consistent with the published results in the study of Papadimitroulas et al. 8 This method is an empirical technique and more research is required to determine the electronStepLimiter more accurately, which is beyond the scope of this study. The simulation parameters in water are presented in Table 1 .
The sphere radius and the magnitude of the electronStepLimiter determine the number of the concentric shells around the point source for each radionuclide. Accordingly, the number of shells for the mentioned radionuclides is not identical and about 100-200 spherical shells are specified in each simulation. 17 Furthermore, the mean range of the b particles for each radionuclide with the corresponding electronStepLimiter defines the number of assessed voxels in the simulation.
177
Lu has significantly smaller electronStepLimiter than 90 Y and 32 P; accordingly, it is associated with larger number of the shells and assessed voxels.
To validate our simulations, the calculated DPK profiles in water are compared with the published results of Papadimitroulas et al. 8 for
90
Y and 177 Lu. The comparison of the two profiles is performed at identical distances from the source. After validating simulated water DPKs, tissuespecific DPKs in bone, lung, adipose, breast, heart, intestine, kidney, liver, and spleen are calculated and compared with those of water according to Equation (1) .
In this equation, D w (r) is the absorbed dose in water at distance r from the point source and D t (r) is the absorbed dose in tissue at the same distance, as a percentage of the maximum value of the two calculated absorbed doses.
To display DPK profiles, Cross et al. 36 suggested dimensionless axes according to Equation (2) . The calculated water DPK for 90 Y is illustrated in Figure 1 . The y-axis represents the scaled absorbed dose and is defined as
where r is the radial distance from the point source and D (r, E) is the absorbed dose per particle at distance r. In this equation, E indicates the average energy of the isotope's b particle energy spectrum and X 90 represents the radius of a sphere in which 90% of the b particle energy is deposited. 37 X 90 , which depends on the radionuclide average energy and the source medium, was defined in the study of Botta 38 for
177
Lu and 90 Y and in that of Mainegra-Hing et al. 39 for 32 P in water. The mentioned parameters for each isotope are shown in Table 2 .
The number of simulated particles is selected equal to 2 · 10 8 for
90
Y and 2 · 10 9 for 32 P and 177 Lu. In general, the number of initially emitted particles is simulated in such a way to keep the associated statistical uncertainty less than 5% at each point along the mean range of b particles. 40 The total dose statistical uncertainty is kept less than 2.0% along the mean range of b particles. The simulation uncertainties for 90 Y, 32 P, and 177 Lu DPKs in water are illustrated in Table 3 . Tissue-specific DPKs are calculated and compared with those of water at identical distances from the point source. 
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The measured lung and bone DPKs are considerably different from those of the water. Accordingly, the impact of using tissue-specific DPKs instead of the water DPKs in the dose calculation algorithm for bone, lung, and soft tissue is quantified in the next section.
Dose calculation algorithm in homogeneous medium
To further assess the utilization of tissue-specific dose kernels rather than those of water, 90 Y dose distribution in a Zubal phantom 24 is calculated for defined tumors located in lung, liver, and bone. The adult Zubal phantom has 56 segmented organs and is composed of a 128 · 128 · 243 array of 4 · 4 · 4 mm 3 voxels. The shape and location of organs are simulated based on CT images.
The b particle range of 90 Y is 11 mm in water and is less in bone. As a result, 90 Y b particles travel up to three voxels in all directions in the Zubal phantom in bone and soft tissue. As long as the tumors are located three voxels away from soft tissue and bone boundaries, and the activity is simulated inside the specified organs, we can guarantee that b particles emitted by 90 Y deposit all their energy in the designated organs, so tissue-specific dose kernels can be used in the convolution algorithm. For this purpose, we added tumors with the mentioned characteristic to liver and bone sites in the Zubal phantom using MATLAB. In contrast, in lung, the lower density (about 0.26 g/cc) allows longer b particle penetration, which increases the range of b particles up to 44 mm. 22 Accordingly, b particles can travel up to 12 voxels in the lung of the Zubal phantom. In this respect, the lung tumor is defined 12 voxels away from the boundaries. Transverse slices of the Zubal phantom with tumors are shown in Figure 2a -c.
Tissue-specific DVKs are convolved with activity assigned to each voxel in the phantom to calculate the absorbed dose distribution in each organ of interest. DVKs for water, lung, and bone are calculated using GATE (version 7) and electron transports are simulated in a Cartesian geometry and the energy deposition is scored in each element of a voxelized array surrounding a voxel in which the source is located in its center. Dimensions of each voxel are selected as 4 · 4 · 4 mm To define activity map in our simulation, an activity of 10 Bq is assigned to each voxel for normal liver, lung, and bone regions as background activity, 80 Bq and 90 Bq are assigned to tumor peripheral voxels, and 100 Bq is assigned to the central voxels of the tumor in the Zubal phantom. 41, 42 The spatial convolution of this activity map with the corresponding DVK yields 3D organ absorbed dose. The voxel size of DVK and the resulting dose map are equal to the voxel size of the Zubal phantom (i.e., 4 · 4 · 4 mm 3 ). To assess the impact of tissue-specific dose kernel application on tumorous and normal absorbed dose, two approaches for dose calculation are compared. First, the activity map is convolved with water DVK based on Fourier transform. Accordingly, normal and tumorous tissues are considered water equivalent. Second, the tissue-specific DVK is considered in the dose calculation algorithm for each organ (lung DVK for lung tissue, liver DVK for liver tissue, and bone DVK for bone tissue)
Dose calculation algorithm in heterogeneous medium
In this study, a dose calculation algorithm is introduced that takes tissue heterogeneity into consideration to improve the accuracy in patient-specific dosimetry. To assess the new algorithm, we define a tumor in the Zubal phantom at an interface among soft tissue, bone, and lung tissues in such a way to include the boundaries of the mentioned organs, using MATLAB. A slice of the Zubal phantom demonstrating this tumor is shown in Figure 2d .
For the first step, the Zubal phantom is divided into four segments, including air, bone, soft tissue, and interface regions. This tissue segmentation is performed based on tissue density information. A 5 · 5 · 5 kernel in which each voxel side is 4 mm isotropically covers bone and soft tissues, when the source is located at the center of the kernel. In contrast, because of the longer range of 90 Y b particles in lung, a 20 · 20 · 20 kernel is used. If all the surrounding voxels are identical, the index of the central voxel is saved in a new matrix with the name of the corresponding organ. As such, bone, lung, and soft tissue organs are segmented and the corresponding matrices with the same size as dose matrix are generated. These matrices have nonzero matrix elements in organ regions, whereas the organ voxels are at least 3 voxels away from the bone and soft tissues boundaries and at least 10 voxels away from the lung boundaries. In these three matrices, all the voxels located between the source and target voxel are identical. The absorbed dose in these organs can be calculated by convolving tissue-specific DVKs with the designated activity map based on the Fourier transform.
In contrast, if the voxels surrounding the source voxel are not identical, the central voxel is saved in a new matrix called interface. The size of this matrix is the same as the dose matrix and the values of the matrix elements are not 0 at lung-soft tissue, bone-soft tissue, and lung-bone boundaries.
In Figure 3a , a schematic example of interface regions in lung-soft tissue and bone-soft tissue boundaries is illustrated. If the source voxel is located in the bone-soft tissue boundary, b particles could travel at most three voxels away from the source voxel isotropically. As such to perform the segmentation, the bone-soft tissue interface region is defined in such a way to encompass three voxels in each side of the bone-soft tissue boundary. In contrast, as the range of b particles of 90 Y in the lung of Zubal phantom is 11 voxels, 11 voxels should be considered to determine the lung-soft tissue interface. A transverse slice of the interface matrix in the Zubal phantom is demonstrated in Figure 3b .
In the next step, to calculate the absorbed dose in the interface region, it is not feasible to convolve activity map with soft tissue, lung, and bone DVKs at the same time. 30 Therefore, we proposed a new superimposition algorithm for dose calculation in this region. At first, we specify the voxels located in the interface region that irradiate the surrounding voxels. Thereafter, the impact of these voxels on the surrounding target voxels is calculated. In this regard, DVKs are 5 · 5 · 5 kernels for bone and soft tissue and a 10 · 10 · 10 kernel for lung. Accordingly, if the location of the source voxel is considered to be in the center of these kernels that is assigned to (0, 0, 0), DVK (0, 0, 0) would be the self-irradiation factor of the source voxel. To assess the impact of the source voxel on the surrounding voxels, the location of the target voxels relative to source voxel is specified with i, j, and k indexes. Although the kernel shifts, the center of the kernel is located on top of the source voxel and the target voxels are the surrounding elements that are indexed from -2 to 2 for bone and soft tissue and from -10 to 10 for lung. As such, two sets are assigned to (i, j, k) for bone and soft tissue (set A) and lung (set B).
To take tissue heterogeneity into consideration, anatomical information is used to specify the material in each voxel. In the interface region, there can be voxels of various materials between target and source voxels. To calculate dose distribution within this selected volume of interest, the intensity and the material of each voxel are determined. The voxel intensity indicates the amount of the activity in each voxel.
To assess the impact of the source voxel on the surrounding voxels, hypothetical lines between the centers of the source and target voxels are virtually drawn to determine the material of the voxels located between target and source voxels as well as the distance between them.
Tissue-specific dose kernels give the absorbed dose of the source voxel as a function of the distance from the source, as long as the emitted particles travel in the same corresponding tissue. For each voxel, a modification factor is calculated based on the obtained tissue-specific dose kernel values among two successive voxels according to Equation (3). This modification factor accounts for the material and location of the target voxels relative to the source voxel position and provides the amount of dose reduction when particles pass through this voxel. This factor is calculated based on the following equation.
where (i, j, k) corresponds to the location of the target voxel and (I, J, K) defines the location of the voxel located on the aforementioned hypothetical line, just behind the target voxel, called from now on ''previous voxel'' as shown in Figure 4 . The absorbed dose in the source voxel equals the product of the activity (intensity of the source voxel) by the tissue-specific DVK (0, 0, 0). The absorbed dose in each neighbor voxel is calculated based on the multiplication of the absorbed dose in the source voxel with the corresponding modification factor. This procedure is continued for the remaining target voxels located along the range of the emitted b particles. As such, regardless of the amount of the absorbed dose in the previous voxel, the modification factor determines the average of dose reduction in the target voxel. As a result, the absorbed dose for the target voxels in the interface region is calculated based on Equation (4).
where D target voxel i, j, k ð Þis the absorbed dose in i, j, k ð Þ, from the source located in 0, 0, 0 ð Þ . This calculation is repeated for each source voxel irradiating target voxels in the interface region, and all the target voxels surrounding the corresponding source voxel. The total absorbed dose in each voxel in the interface region is finally obtained from summation of all partial doses from all source voxels.
The following is an example of the application of this algorithm. Figure 4 shows a schematic example of three different voxels in the interface region. In this example, voxel 1 is the source voxel and irradiating the surrounding voxels, including voxels 2 and 3. The absorbed dose in voxel 1 is achieved from multiplication of the amount of activity in this voxel by DVK 1 (0, 0, 0) as shown in Equation (5) (5) where Activity (0, 0, 0) is the amount of activity in the source voxel and DVK 1 (0, 0, 0) is the source DVK in (0, 0, 0). To calculate the absorbed dose in the surrounding voxels (indicated by 2 and 3 in Fig. 4) , the following equations are used:
Eq: (6) We can substitute Absorbed dose (0, 0, 0) with the previous equation.
Eq: (7) where Absorbed dose (1, 1, 0) is the absorbed dose in voxel 2 and DVK 2 is the DVK based on the tissue of voxel 2. For calculating the absorbed dose in voxel 3, the same procedure is repeated as follows:
Eq: (9) where DVK 3 is the DVK based on the tissue of voxel 3. The number of these factors is related to the number of various materials located between the source and target voxels. Finally, we sum the absorbed dose in bone, lung, soft tissue, and interface matrices to calculate the total dose distribution at the voxel level.
Validating the proposed algorithm with 90 Y Our proposed algorithm is validated against direct MC simulation using GATE (version 7). We simulated the Zubal phantom as an anthropomorphic attenuation map with an inhomogeneous voxelized tumor in the boundary of bone, lung, and soft tissue to calculate the absorbed dose in voxelized geometries. To import the Zubal phantom to GATE, different intervals are defined to consider bone, lung, and soft tissue in the voxelized phantom. In our simulation, voxel boundaries with the same material on both sides are ignored. As such, tracking is limited at the boundaries between the voxels with nonidentical materials, which reduces the computation time. Fewer materials thus reduce the simulation time.
Activity levels (in Bq) are assigned to each source voxels using a range translation, which determines the number of particles emitted from each voxel. Each source voxel is considered to have uniform activity. The applied activity levels in our simulation include an activity of 10 Bq to lung voxels as the background activity, 80 and 90 Bq to tumor peripheral voxels, and 100 Bq to central voxels of the tumor. 41, 42 Finally, two sets of matrices are generated in this simulation. One of the matrices describes tissue density distribution in the Zubal phantom and the second describes the activity distribution.
The absorbed dose is scored in a 3D matrix with a 4 mm mesh sampling in each dimension. As such, the mean 
Results
Validation of b particles DPKs
As mentioned before, our simulated DPK profiles in water are compared with Papadimitroulas et al. 8 published results for 90 Y and 177 Lu. As shown in Figure 5 , the simulated b particle DPKs are in good agreement with the published DPKs in the aforementioned article. 8 The discrepancy between two profiles increases at further distances from the source point. The average discrepancy between two profiles is about 5%, and 6.3% for 90 Y and 177
Lu. As different studies use different simulation parameters, discrepancies lower than 10% among various studies are considered acceptable. 8 
Comparing water DPKs to tissue-specific DPKs
The generated tissue-specific DPKs using MC simulation are compared with those of water point to point. The discrepancies are calculated at distances lower than the mean range of b particles (2.5 mm for 90 Y, 0.7 mm for 177 Lu, and 1.98 mm for 32 P). At further distances, the number of particles is only a small fraction of the initial emitted particles. As such, to keep the statistical uncertainties less than 5% at further distances, the number of initial emitted particles should increase far beyond 2 · 10 9 particles, which results in longer computation time. The number of assessed voxels for each radionuclide in water is indicated in Table 1 .
The results comparing tissue-specific DPKs with those of water DPKs for Lu, the highest discrepancy is in bone (16.9% -1.3%), and among other soft tissues, the smallest discrepancy is observed in kidney (1.7% -0.1%).
The simulation uncertainty for 90 Y, 32 P, and 177 Lu DPKs in water is less than 5% in the mean range of radionuclides.
The number of 32 P simulated particles is 10 times more than that for 90 Y. Therefore, 32 P simulation statistical uncertainty within its mean range is lower than 90 Y simulation statistical uncertainty.
Although the number of 177 Lu simulated particles is equal to 32 P simulated particles, 177 Lu statistical uncertainty is more than 32 P statistical uncertainty. 177 Lu emits low-energy b particles, as such most of its energy is deposited close to the emission site. Consequently, for 177 Lu, the calculated statistical uncertainty close to the source is small but increases at greater distances rapidly.
Dose calculation in homogeneous medium
To further assess the impact of tissue-specific DVKs in dose calculation algorithms, the absorbed dose for 90 Y is calculated based on two approaches. First, tissue-specific DVKs are considered in the dose calculation algorithm in the Zubal phantom for the tumors located in bone, lung, and liver. In Figure 7 , the isodose contours are superimposed on CT images. Second the absorbed dose is calculated based on the water DVKs, considering the Zubal phantom water equivalent. The tumor mean absorbed doses for these two approaches are compared and the highest observed relative difference is about 12.23% in bone tumor. The lung tumor with 5.6% relative difference is the second. The relative difference in liver tumor is about 0.73%. Dose volume histograms (DVHs) for the aforementioned organs are generated as shown in Figure 8 . These profiles are calculated for the tumor regions based on water and tissue-specific DVKs. The results of comparing two sets of DVHs indicate that the bone and lung DVHs are different from those of water.
Dose calculation in heterogeneous medium
To evaluate the impact of tissue heterogeneity on dose distribution, the absorbed dose in a tumor located at bone,
FIG. 5. Simulated water DPKs are compared to results for (a)
90 Y and (b) 177 Lu. Color images available online at www .liebertpub.com/cbr lung, and soft tissue boundaries is calculated based on the proposed algorithm and while the Zubal phantom is considered water equivalent. Thereafter, two sets of the achieved results are compared with the absorbed dose calculated using direct MC dosimetry as the reference standard. It was observed that the calculated dose distributions based on the proposed method are in better agreement to those of full MC dosimetry, compared with the conventional methods. In Figure 10a and b, isodose curves calculated based on two aforementioned approaches are superimposed on the corresponding CT images. In Figure 9 , DVHs for the tumor located in lung, liver, and bone boundaries based on the aforementioned algorithms and direct MC simulation are shown. The tumor DVH calculated using the proposed algorithm is compared with those of direct MC simulation. The relative difference that is calculated based on the DVH integrals is 12.3%.
As shown in Figure 10a and b, when water-based DVK is used rather than tissue-specific DVKs, the absorbed dose in normal lung tissue increases. The relative difference between the mean absorbed doses to the tumorous tissue calculated based on our proposed algorithm and those of conventional method is about 6.62%.
Discussion
To estimate activity distributions in a patient with nonuniform spatial distribution of radiotracers, SPECT/CT or PET/CT imaging techniques are used. The determined activity maps thus can be convolved with the appropriate dose kernel to calculate the absorbed dose using both tissue-specific kernels and anatomic data. In this study, tissue-specific DPKs are calculated and compared with water DPKs. Simulation results illustrate the highest mean difference between water and The observed differences among various DPKs calculated using different MC codes are a result of various simulation parameters and algorithms in each code. The application of various simulation parameters results in the observed differences between the calculated DPKs in this study and the published data by Papadimitroulas et al. In this study, tissuespecific and water DPKs are simulated using identical simulation parameters and MC code. As such, the observed difference between DPKs of water and other soft tissues in this study corresponds to the statistical uncertainty.
The number of simulated particles for 177 Lu is selected equal to those for 32 P to assess the impact of the energy of b particles on statistical uncertainty. As illustrated in Table 3 , although the number of simulated particles for 177 Lu and 32 P is identical, the statistical uncertainty for 177 Lu is worse than that for 32 P at the vicinity of the source and increases faster at farther distance. Radionuclides emitting higher energy particles generate more secondary electrons, so the associated simulation uncertainties are lower.
177
Lu emits low energy b particles, and as such, the number of emitted particles at farther distances decreases rapidly and as a consequence the associated simulation uncertainty increases faster than that for Table 3 , 32 P-associated statistical uncertainty within its mean range is less than 90 Y-associated statistical uncertainty at identical distances from the point source.
In internal dosimetry, about 2% discrepancy is neglected because dose estimation is generally associated with further statistical uncertainty, 8 and as such, the utilization of water rather than soft tissue DPKs is appropriate. A comparison of tissue-specific DPKs with water DPKs for 90 Y, 32 P, and 177 Lu is shown in Figure 6 .
The higher discrepancies of bone and lung DPKs indicate the importance of considering these organs in personalized dose calculation algorithms. As such, an accurate description of patient anatomy and activity concentration in each voxel should be specified.
Accordingly, we considered tissue-specific DVKs in the dose calculation algorithm in the Zubal phantom for the tumors located in bone, lung, and liver. The achieved results are compared with the calculated absorbed doses, considering the Zubal phantom water equivalent. The highest observed relative difference is about 12.23% for the mean absorbed dose for the tumor located in bone. The relative difference for the tumor in lung tissue of 5.6% is the second and the observed relative difference in mean absorbed dose for liver tumor is about 0.73%. It is observed that the absorbed dose in bone and lung tumors is different from those of water. The observed higher discrepancies are acceptable as the electron densities of bone and lung are significantly different from those of water. 43 In contrast, the electron density of the soft tissue is approximately similar to that of water, as such differences between the absorbed doses in soft tissues with those in water are negligible.
In this study, the impact of using bone and lung DVKs instead of water DVKs in the Zubal phantom for 90 Y is assessed and a new approach for dose calculation is introduced. This method takes tissue heterogeneities and activity inhomogeneity into account and results in a more individualized patient-specific dosimetry. The achieved results based on the proposed algorithm are validated using full MC dosimetry. For the tumor in the heterogeneous region of the Zubal phantom, the relative differences of the mean absorbed dose calculated using full MC dosimetry and the measured dose based on the proposed algorithm and waterequivalent phantom are 5.17% and 12.16%, respectively. Two tailed t-test analysis of the achieved results using the proposed algorithm and direct MC revealed significant statistical difference between estimated absorbed doses to the tumor region ( p < 0.001).
In conclusion, the proposed algorithm improves estimation of the average absorbed dose of 90 Y in a tumor located in lung, bone, and soft tissue interface by 6.98% compared with the conventional methods by taking tissue heterogeneities into consideration, thus enabling patientspecific dosimetry. In general, the average absorbed dose in tumor and nontumor regions shows a very good agreement between the proposed method and the full MC. A point to point comparison of the profiles is illustrated in Figure 10 .
To reduce the calculation time, the superimposition algorithm is just used in the interface region for the voxels containing activity. The duration of the computation process using our algorithm is decreased by several orders of magnitude compared with that of full MC simulations.
FIG. 10.
Isodose curves superimposed on CT images. Dose distribution is computed using (a) CT information and (b) Zubal phantom is considered water equivalent. The corresponding line profiles are shown (c). Color-coded isodose contours are as follows: red = 75%, blue = 50%, green = 25%, and yellow = 10% of maximum absorbed dose to the tumor. Color images available online at www.liebertpub.com/cbr
In Figure 10 , isodose curves are superimposed on the CT images of the Zubal phantom, using CT information to account for tissue heterogeneity (Fig. 10a) and considering the Zubal phantom water equivalent (Fig. 10b) . The corresponding line profiles are shown in Figure 10c as well. It can be observed that the maximum absorbed dose calculated based on the proposed algorithm is more than that based on conventional methods, because the energy absorption based on the proposed algorithm increases in bone sites, whereas it decreases in lung tissue.
The voxel size of the Zubal phantom is 4 mm and the mean range of 90 Y b particles in water is about 2.5 mm, thus values of the DVK scored in the voxels surrounding the source voxel significantly have lower contributions on dose distribution than the value of the DVK scored in the central voxel, and the majority of dose is deposited in the source voxel. Consequently, tissue density heterogeneity has a significant influence on the maximum absorbed dose in tumor. The absorbed dose in lung normal tissue, calculated based on water DVKs, is slightly more than the absorbed dose calculated based on tissue-specific DVKs. It indicates that the absorbed dose in lung voxels is overestimated when the Zubal phantom is considered water equivalent.
There are some improvements that can be added to the proposed algorithm. The absorbed dose calculation using our algorithm is based on 90 Y time-integrated activity in each voxel, assuming that all the administered activity remains in the desired voxel. One of the important features that should be considered in the algorithm is time dependency of absorbed dose as a result of activity distribution variation over time. To account for this, kinetic information of mentioned radionuclides and PET/CT or SPECT/ CT images is required. Further work is needed to address the dosimetric impact of the presence of metal in the patient's body.
Conclusions
Individualized treatment planning based on the patientspecific dosimetry improves the quality of radionuclide therapy. Accurate dosimetry methods based on anatomic information has a significant effect on the calculated dose in highly heterogeneous regions. Toward that direction, tissuespecific DPKs for three commonly used radionuclides are generated using Gate MC Toolkit. These DPKs are compared with water DPKs and very good agreement is observed, except for lung and bone. As such it is strongly recommended to consider these organs in dose calculation algorithms. This work contributes to quantify the impact of using tissue-specific DVKs on dose distribution for bone, lung, and soft tissue, as well as to improve dose estimation accuracy through a novel dose calculation algorithm, which takes patient-specific 3D anatomic data into consideration in internal dosimetry. This algorithm improves estimation of the average absorbed dose of 90 Y in a tumor located in lung, bone, and soft tissue interface by 6.98% compared with the conventional methods by taking tissue heterogeneities into consideration and is a promising technique for patientspecific dosimetry.
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