Virtual Backbone Routing Structures in Wireless ad-hoc networks by Gao, Longxiang et al.
Global Journal of Computer Science and Technology Vol. 10 Issue 4 Ver.  1.0  June  2010   P a g e | 21 
 
GJCST Classification  
C.2.1, C.2.6, C.2.2 
Virtual Backbone Routing Structures in Wireless 
ad-hoc networks 
 Longxiang Gao1 Ming Li2  Bai Li3 Wanlei Zhou4 
Abstract-In this paper we studied several virtual routing 
structures (ring, ring-tree, cord, and mesh) which are scalable, 
independent on addresses, based on local information and 
partialglobal information for routing packets. These virtual 
routingstructures are built on the top of the backbone nodes 
whichare selected by considering power, connections, and 
immobilitymetrics.Our experimental results on the ns2 
simulator and both TelosBand MicaZ sensor nodes tested 
platform prove that the virtualbackbone structures are 
superior to the existing routing schemesand the different 
virtual structures fit in with the differentphysical scenarios. 
Keywords-virtual routing structure, flat naming, distributed 
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I.     INTRODUCTION 
 wireless ad hoc network is a decentralized wireless 
network, where nodes can move and reconfigure into 
arbitrary topologies. The ad hoc network is different from 
wired network, where each node is willing to forward data 
to other nodes based on the network connectivity. Wired 
network, in contrast, in which routers perform the task of 
routing. It is also in contrast to managed (infrastructure) 
networks, in which a special node (server) known as an 
access point manages communication among other nodes. 
There are two fundamental aspects of wireless ad-hoc 
network that make routing in wireless ad-hoc networks 
extremely challenging [1]: the mobility character determines 
that the identities of the mobile nodes cannot rely on the 
locations or addresses and thus the address-based routings 
require the extra and expensive identity-location mapping 
system to support, and the second problem is that the mobile 
nodes only have the limited resources in terms of memory, 
power and computing capabilities which determine that the 
mobile nodes cannot accommodate the big routing tables 
and cannot undertake the complicated data processing such 
as the exponential computing. This paper studies those 
problems and presents the practical solutions to each 
problem. The first problem requires that the naming system 
is independent on the addresses, and has been studied by 
Mathew [2] and Tsuchiya [3]. Mathew [2] considered the  
flat-naming to get rid of the addresses and organized a 
virtual ring structureto route packets, but the adjacent nodes 
in ring might be far away in the real network. Tsuchiya [3] 
built a landmark hierarchy which is embedded in the naming 
of the nodes. Our naming system combines the flat naming 
idea from Mathew with the hierarchical information  
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obtained from the searching process. The searching system 
is designed to find the backbone association with the 
destination node. The second problem requires that the 
routing process is scalable to the size of the network and 
routing performance is efficient. Mathew used the virtual 
ring structure and Tsuchiya and Leong [4] used the tree 
structure for routing. We analyzed the different virtual 
structures (ring, ring-tree, cord, and mesh)based on the 
backbone nodes. The simulation results show that the virtual 
backbone routing is workable and efficient. This paper 
presents the virtual backbone routing structure that offers 
the flat naming and an efficient routing mechanism. The key 
important characteristics of the protocol are: 
 
1) The flat naming is applied for nodes identification. Thus 
the exact physical location is not required, which can be 
expensive and requires extra location-identity mapping 
system. 
2) The backbone nodes are selected by considering power, 
connection, and immobility metrics, which abstract the 
real network topology and mobile nodes capabalities. 
3) The flooding or broadcast messages limited in the routing 
process which can reduce traffic and save power. 
4) The different virtual structures have been studied, which 
show the different advantages and drawbacks in scenarios. 
5) The smart routing is demonstrated by the analysis and 
simulations which show that the routing protocol can 
take shorter path without going through every node 
along the route. 
6) The dead-end problem can be lessened in which the 
backbone nodes always lead to a path to the destination 
node. 
The rest of the paper describes the design and simulated 
performance of this virtual backbone routing scheme. 
Section2 reviews existing routing schemes in wireless 
network. Section 3 describes the structure and algorithms of 
virtual routing scheme in details. Section 4 studies the 
simulation results. Section 5 suggests areas for future 
research. Section 6 summarizes the paper‘s contributions. 
II.    RELATED WORK 
There has been a large amount of work on routing protocols 
for wireless network. Based on their principles and 
performances,we can classify them into three generations. 
Eachgeneration has its own characters and contributions. 
The first generation of routing schemes for wireless network 
primarily focuses on data collection. It mainly includes 
reactiveand proactive protocols [5], [6]. The proactive 
protocols,such as Destination Sequenced Distance Vector 
(DSDV) [6],[7] and Optimized Link State Routing protocol 
A 
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(OLSR) [8],need to maintain consistent up-to-date routing 
information from each node to every other nodes. Reactive 
protocols, such as Dynamic Source Routing (DSR) [9], [10] 
and Adhoc On-demand Distance Vector Routing (AODV) 
[11], [12],construct routes to destinations only when they 
need. The need is initiated by the source, as the name 
suggests. When a node requires a route to a destination, it 
floods a route  request message within the network. If a 
node receives a route request, it responds with a route reply. 
Unfortunately, this process may lead to significant flooding 
the network in order to discover the desired route. The first 
generation wireless network engrosses vast of bandwidth 
and energy due to the flooding traffic involved. Also it is 
difficult to be implemented in a large scale network. The 
second generation of routing protocol for wireless network 
is the coordinator-based routing protocol which uses 
coordinator-based identifier [13], [14], [15] to locate nodes 
and perform the searching and routing process. Beacon 
Vector Routing protocol (BVR) [14] and Greedy Perimeter 
Stateless Routing (GPSR) [15] belong to this category. 
These schemes need the global or local coordinators to 
direct the routing process. The coordinator-based routing 
protocols are efficient and smart, since they utilize the 
geographic information to get the accurate address of the 
destination and use this information to forward packets. 
However, in order to implement the coordinator-based 
searching and routing functions, we need to set up the fixed 
infrastructures for the servers [15] or beacons [14] and 
maintain them as well. That could be very expensive or 
impossible in some cases to equip every node with the 
global server (e.g., Global Positioning System) [15]. 
Further, these local or global infrastructures need to be 
updated regularly. 
During this time, a new peer-to-peer mapping and searching 
protocol, Distributed Hash Table (DHT) [16], [17], [18], 
[19], has been developed. DHT is a building block for peer-
topeer applications. At the basic level, it allows a group of 
distributed hosts to collectively manage a mapping from 
keys to data values, without and fixed hierarchy, and with 
very little human assistance. This building block can then be 
used to ease the implementation of a diverse variety of peer-
to-peer [20], [21] applications such as file sharing services 
[22], [23], DNS replacements [24], [25] and web caches 
[26], [27]. Although, DHT originally was created and used 
in wired network, ideas and mechanisms can be applied and 
implemented in a wireless network. With the DHT, the third 
generation of wireless network with name routing becomes 
true. Each node can use a name as a unique identifier (i.e., 
MAC address) and distribute it among in a wireless network 
without pre-defined address information. By using this way, 
name routing avoids drawbacks of address routing and can 
be deployed in a large network where each node can identify 
its name by through self-learning process. Virtual Ring 
Routing (VRR) [2] is an originator for the name routing. 
The VRR uses the node‘s natural identifier and DHT to map 
nodes into a ring. Based on this ring, VRR performs 
continuous hash searching and single route routing. This 
routing protocol can achieve name routing and avoid 
drawbacks in the address routing. However, the routing 
performance of VRR is in doubt. It uses clockwise or anti-
clockwise to forward Node Hashed Identifier packets, 
sometimes this single route may be the worst route. And 
also, the VRR has a high risk to encounter the dead-end 
problem [28], since the DHT ring is created by continuous 
hash function and with the order of nodes‘ hash value. 
Recently, we developed the virtual backbone routing 
scheme which belongs to the name routing category, but it 
improves the routing performance which VRR has suffered 
from the single level routing. With the associated backbone 
nodes, normal nodes in this structure can maintain their 
natural connection relationship and find other nodes‘ 
relationships, which can efficiently mitigate the deadened 
problem. With the virtual backbone structure, packets do not 
need to go through every node along the route to the 
destination. Instead, lots of packets can be forward direct to 
their destination with the backbone node‘s directer. There 
are some challenges to implement the name routing  in 
wireless networks: addresses can not be used to identify 
mobile nodes because network topologies are not static; 
some wireless node has limited resources in terms of 
memory and power which are sensitive to the size of the 
routing table; and the routing should be efficient in terms of 
hops and power. The virtual backbone routing scheme aims 
at fixing these problems. First, it gets rid of address 
altogether. That is, we propose to route directly on the name 
identifiers of the wireless node. Secondly, with backbone 
nodes, rest of normal nodes can be associated. Thirdly, 
normal nodes can use the backup route provided by their 
associated backbone node to route packets and avoid the 
dead-end problem in some certain extent. Finally, we can 
organize those backbone nodes into a virtual structure, such 
as Cord[29] and Ring[2], and use the Distributed Hash 
Table (DHT) [16], [18] techniques, to perform the 
exponential searching process. The main contributation of 
this paper is to introduce and implement the backbone idea 
into the wireless ad-hoc network and organize these 
backbone nodes into serveral virtual structures. In this 
section, we introduce how to select and build up this 
backbone structure. The backbone nodes carry local 
characters and represent its local nodes. With the natural 
character of warless network, such as mobility, fixed 
structure is not suitable to handle it. Instead, a flexible 
virtual structure is suitable to be deployed in the wireless ad-
hoc network. We use the following two sections to describe 
how to select and deploy backbone nodes and how to set up 
different virtual structure on top of backbone nodes and for 
different topology: 
• Backbone Structure 
• Virtual Backbone Routing Structures 
III.    BACKBONE STRUCTURE 
The backbone structure is the foundation of this virtual 
backbone routing scheme. This structure should include 
several unique backbone nodes. Each of backbone node 
should represent its local nodes and cover all of its one hop 
area. The identifier of each node should be calculated based 
on its own characters rather global identification system, 
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such as IP address. In order to achieve these two design 
targets, we develop the following two components: 
• Backbone Selection 
• Naming System 
A.  Backbone Selection 
Backbone selection is designed to distinguish important 
nodes from normal nodes. Important nodes are used to 
represent its local nodes characters which have wide 
connectivity, more power, and relative immobility. The 
connectivity means in an one hop physical transaction range 
how many neighbors it has. The power means how long this 
node can be used to process the data with its neighbors. The 
immobility is used to identify the moving speed of nodes. 
With these three selection metrics, the relative good 
performance node can be selected as backbone node. With 
the backbone node, rest of normal nodes, which associated 
with this backbone node, can find the best path to route 
packet to other nodes which associated with another 
backbone nodes. Furthermore, with the back-up path 
provided by the backbone node, normal nodes can mitigate 
the dead-end problem in the certain extent. In order to select 
backbone nodes, we mainly have two different ways. One is 
manual pre-define the backbone node, the other is to use the 
backbone selection algorithm. In some topology, the 
network administer can pre-define the network topology and 
deploy the powerful node as the backbone node. For 
example, some sensor network is deployed in certain place 
and record the temperature by using the ad-hoc routing 
technique. In this network, it can pre-define the location for 
backbone node during the design phase. However, this 
manual pre-define method meets the bottleneck when the 
topology is dynamic changing, such as wireless mobile 
network. To solve this problem, we develop the backbone 
selection algorithm to automatelly get backbone nodes. 
The backbone selection algorithm is a self-running 
algorithm, it does not need to set up any infrastructure. 
Instead, each node runs this algorithm and gets its backbone 
selection metric value by itself. Only those nodes whose 
backbone selection metric values are bigger than the 
threshold can be selected as the backbone node. The 
backbone selection metric should include the following 
items: 
• Connectivity 
• Power 
• Immobility 
• Thresold 
The connectivity metric is a measure of the relationship 
among its one hop physical neighbors. Good connectivity 
means this node can cover a big area and has more chance 
 
Fig. 1. A Sample of wireless Ad-hoc Network 
to be selected as the backbone node. Let C denotes the 
connectivity metric and Na denotes the neighbors of node a, 
including the node itself. Depend on the requirement, we 
can set up different base B. If Na is bigger than the NB, then 
the C=1. Otherwise, the connectivity metric value C is set 
up as the value of Na/NB, which should be bigger than 0 and 
smaller than 1. 
The power status is a measure of power capability to 
represent how long this node is in the activity status. The 
longer the node is in the activity status, the more likely this 
node process more data and provide more energy to perform 
the longer transmutation. The power metric P is measured 
dynamically with a value between 0 and 1, with PB being a 
minimally maintained power threshold, if the entry is bigger 
than PB, its power metric value P is set up as 1. Otherwise, 
the P is set up as Pa/PB, where the Pa is itself energy. 
Overall, the power is expressed as a fraction of 1.Tthe 
higher the value, the more powerful the node has.  
The immobility metric (named as S) reflects the moving 
speed of a node and is expressed as a fraction of 100. In this 
case, a lower immobility value is more desirable because it 
indicates more stable of the node. So, 1/100 would be 
aminimally immobile measure, and 100/100 is a node that 
is100 percent unstable. 
The selection process is based on Algorithm 1, which filters 
and selects backbone nodes from normal nodes. Atthe 
beginning, all nodes are treated as normal nodes. Then every 
node runs the Backbone Selection Algorithm 1 and getsthe 
value of node state. With the node statue, nodes with theN = 
1 can be selected as the backbone nodes. The selection 
composite formula consists of values K1through K3, known 
as the selection metric weights. where theK values may be 
changed according to the real circumstances. By default, K1 
is set to 10, K2 and K3 are set to 1. Wed efined the 
thresholds for the power and the immobility. When 
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the power capacity is less than the threshold, the weighted 
factor, K2 is set to a much smaller value, 0.01. The similar 
processing for the immobility, when a node moving speed is 
beyond the threshold, the weighted factor, K3 is set to a 
large value, 100.After the backbone selection process, 
backbone nodes send 1 hop association message to inform 
those normal nodes who received this message that they can 
associated with this backbone node. Normal nodes send the 
association acknowledge message to the backbone node 
where the first association message come from and ignore 
other association Messages. Backbone nodes have a set to 
store those associated normal nodes who reply the 
association acknowledge message to the backbone node. As 
shown in Figure 1, after the automatic backbone selection 
process, node A, B, C, D ,E, F, G and H are selected as 
backbone nodes. The signal range of these backbone nodes 
cover all of nodes in this wireless topology. 
B. Naming 
In our framework, we have two methods to implement the 
naming process. One is horizontal naming, the other one is 
the flat naming. The horizontal naming is to use the 
backbone node identifier to get a new name, which includes 
both its own identifier and the associated backbone node 
identifier. After the backbone node selection, every node 
can find an associated backbone node or if itself is a 
backbone node, that means it associates with itself. The 
unique identifier in our work includes two components. The 
first component is the associated backbone node, which 
identify its location area. The second part is its own 
identifier, which can be used to identify a node in a local 
area. For example, assume there are six nodes in a local area 
and with MAC address as their identifiers, namely 4A, EF, 
B6, 2E, 8A and 3C. After the backbone selection, node EF is 
selected as the backbone nodes and others are normal nodes 
associated with node EF. In the naming process, each node 
get a unique global identifier automatelly as EF4A, EFEF, 
EFB6, EF2E, EF8A, EF3C and EF4A. 
The flat naming system is a ideal solution for wireless 
network. Because, this naming system does not need any 
infrastructure, instead it can use its own natural identifier to 
identify itself. In this paper, we use the MAC address as 
nodes‘ identifiers and implement the flat naming. The MAC 
address is natural unique in worldwide and has has the same 
size. 
IV. VIRTUAL BACKBONE ROUTING STRUCTURES 
The routing process in our work takes the advantage of 
virtual structure based on backbone nodes. The virtual 
structure is more flexible compared with the fixed phycial 
network. The good flexibly means, nodes organized into it 
can easy join and leave the network, without change the 
original network structure. In this section, we introduce four 
flexible structures can be used to implement the virtual 
structure based on backbone structures: ring structure, ring-
tree structure, cord structure and mesh structure. Backbone 
nodes are used to represent its local area nodes and reduce 
the size of virutal structure and the message overhead, 
which is essential important for a non-powerful network, 
such as sensor network. Furthermore, we merge the DHT 
technique into the design of our routing protocol. Original, 
the DHT is used as an application in the wired network. 
Instead, in our case, DHT is used to divide and distribute the 
global routing information into each backbone node, which 
clear up the client-server structure in wireless network. 
A.     Ring Structure 
The ring structure is a flexible and a close-circle, which is 
suitable to implement the flat naming with DHT technique. 
In the ring routing scheme, the normal node routes packets 
to its associated backbone node first and then the backbone 
node perform the searching and routing functions. If the 
destination node has the same associated backbone node, 
packets are directly forward to the destination by through 
the same backbone node, which takes the advantage of 
backbone node. Beyond that, the dead-end problem can be 
mitigate in some extent. In backbone nodes, they store a 
forwarding set, which is used to record the next hop to 
forward packets to other backbone nodes. With this 
forwarding set, backbone nodes can find another path as the 
back-up to route to the destined backbone node, when the 
optimum path is dead. If the backbone node itself is dead, a 
new backbone node is selected by rest of normal nodes 
automatelly and re-process the forwarding set. With these 
ways, the network reliability can be improved. 
The main task for the backbone node is to route packets to 
the destination. In order to target this task, two routing 
tables is set up in each backbone node. The local index table 
is created to record its association normal nodes‘ 
information. The global look-up table is created to store part 
of virtual global routing information and its physical 
forwarding set. With these two tables, a smart and efficient 
network routing structure is stand by. The data in the local 
index table is recorded during association messages 
acknowledgement process. When normal 
 
 
 
 
 
Global Journal of Computer Science and Technology Vol. 10 Issue 4 Ver.  1.0  June  2010   P a g e | 25 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
nodes send the acknowledgement to its associated backbone 
node, this backbone node record their identifiers into the 
local index table. For example, as Figure /reffig1 shown, 
after the backbone selection process, 8 normal nodes are 
selected as backbone nodes. We use characters A to H to 
represent  backbone nodes and use random number from 1 
to 240 to represent rest of normal nodes. The local index 
table for each backbone node is created as Table I. Each 
backbone node has different number of associated normal 
nodes, as shown in this table. Totally, it has 32 normal 
nodes. The global look-up table is built up with three 
columns, the first column is the backbone node identifier. 
The second column is the virtual interval of a range of 
backbone nodes‘s identifiers. The third column is the 
physical forwarding set to its relevent backbone node (the 
backbone node in the first column). There are logN (N 
stands for the number of backbone nodes) entries in this 
table and ordered according the DHT theory [16], [18]. For 
the backbone node A, it store the entries to the backbone 
node B, C, E as the Table II. After these process, the virtual 
routing scheme is built up. Packets can be routed through 
backbone nodes whenever the physical forwarding route is 
set up. The physical forwarding set is used to set up the 
relationship between two backbone nodes. In order to set up 
this table, it has two methods. The first method is to go 
through normal nodes. Normal nodes in our work not only 
has its own associated backbone node, but also has other 
normal neighbors which associated with other backbone 
nodes. Thesenormal nodes get their neighbor‘s information 
by regular message exchange and forward this information 
to their own backbone nodes. Back node nodes store this 
normal node as a physical next hop to enter into the another 
backbone node area. Another method is to set up a different 
translation rate. For wireless network a higher transmission 
rate has a shorter radio range [30], that means if we use a 
lower transmission rate, we can get a higher radio range. We 
can set define a  
 
 
Algorithm 2 Routing Algorithm 
Ensure: MyT ype: backbone node or normal node 
Ensure: NeighborSet: one hop physical neighbors for normal 
nodes 
Ensure: LocalSet: nodes associated with the backbone node 
Ensure: V irtualSet: backbone nodes which in the virtual 
structure 
Ensure: ForwardSet: next physical hop to the different 
backbone node 
1: if The MyT ype is normal node and the destination node 
is in my NeighborSet then 
2: Source node directs route packet to the destination 
3: end if 
4: if The MyT ype is normal node and the destination node 
is not in my NeighborSet then 
5: Forward this packet to the associated backbone node 
6: end if 
7: if The MyT ype is backbone node and the destination 
node is in the LocalSet then 
8: Forward the packet to the destination directly 
9: end if 
10: if The MyT ype is normal node and the last hop is from 
the associated backbone node then 
11: Forward this packet to another normal node which 
associated with the destination backbone node 
12: end if 
13: if The MyT ype is backbone node and the destination 
node is not in the LocalSet then 
14: Using the DHT like searching process to look up the 
V irtualSet locating the next virtual backbone and 
using the next physical hop from the ForwardSet to 
forward to its associated normal node 
15: end if 
lower transmission rate for backbone nodes to transfer data 
among them in order to bypass some normal nodes. The 
DHT 
like searching process is using the partial global information 
strode in backbone node to perform the O(long) look-up 
performance. 
B. Ring-tree Structure 
A single virtual ring is flexible but inefficient in term of 
performance. In a single ring structure, packets are routed 
unidirectional, and hence the senders need to check every 
backbone node along the route. To remedy this shortcoming 
by diversifying the routes, we introduce a ring-tree structure. 
The backbone selection in this structure is different from the 
above one, where it uses the connectivity as selection metric 
to form the ring-tree structure. Our backbone selection 
algorithm is autonomous. When wireless nodes are placed 
into a network, they run the backbone selection algorithm to 
exchange the information of the physical connections. After 
several rounds‘ selection, every node will eventually receive 
its virtual level information. We show this convergence in 
the following example. In a graph G = (V,E), a vertex v 2 V 
represents a node, and an edge (u, v) indicate a link 
connection that two nodes u and v are in each other‘s 
transmission range. A subset of the vertex, Vb _ V , is a 
backbone set if each vertex in V −Vb has at least one 
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neighbor in Vb. A virtual backbone ring is constructed by 
virtually connecting the backbone nodes 
(See Algorithm 3). 
 
Algorithm 3 Ring-tree Backbone Selection Algorithm 
1: int PreLevel=1, MyLevel=0; 
2: Receive backbone selection message with the neighbor 
set parameter 
3: while MyLevel==0 do 
4: if my neighbour set includes the neighbour set then 
5: Inform source sensor node to remove itself, and 
increase PreLevel by 1 
6: else 
7: MyLevel = PreLevel 
8: end if 
9: end while 
 
In the first step of our backbone selection algorithm, every 
normal node sends hello message (HelloMessage()) to all of 
its 1-hop physical neighbors, where the HelloMessage() 
includes the source node‘s MAC address. When a receiver 
receives the HelloMessage(), it retrieves the sender‘s MAC 
address from the packet header and stores this MAC address 
to its own physical neighbor set. After a while, every node 
eventually obtains all its physical neighbors‘ MAC 
addresses and stores these addresses into its own physical 
neighbor set. The second step of backbone selection 
algorithm is to send the backbone selection message. The 
backbone selection message includes the current physical 
neighbor set for each node. When a node receives backbone 
selection messages, it refers to the source node‘s physical 
neighbor set and compare it with its own physical neighbor 
set. If the receiver‘s physical neighbor set includes the 
sender‘s physical neighbor set, then we define the receiver 
as a key node. Then, the receiver sends an eliminating 
message to the sender and the sender assigns the selection 
round number as its virtual level information—if the round 
number is 1 then the virtual level information for the sender 
is also 1. After this initial phase, the receiver will enter into 
the next round of the backbone selection. If the sender‘s 
physical neighbor set includes the receiver‘s physical 
neighbor set, then the receiver removes itself from the set 
and informs the sender to commit int the next round. (The 
receiver assigns a round number as its virtual level 
information during this phase.) If neither the sender nor the 
receiver is included in each other‘s neighbor set, then this 
backbone selection message is dropped so that both nodes 
enter the second round. In the second round, each node 
updates its ―neighbor‖ set, which includes the alive 
neighbors survived after the first round elimination. After 
several rounds, all nodes will be eliminated. 
Eventually, only one or zero node will survive in this sensor 
network — the backbone selection process terminates when 
no node is left; and the process also terminates when a 
single node remains, so we simply assign the current round 
number 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. After the backbone selection process, the position of each node on 
the ring-tree structure 
 
to this node‘s virtual level information. Until now, every 
node obtains a piece of the virtual level information which is 
used in the following processes. 
Figure 2 gives an example for executing the selection 
process in a wireless network. In the first round, the red 
nodes are grouped into the ―leaves‖ nodes as they are the 
―children‖ of the green nodes and the blue nodes. Then, the 
red nodes are eliminated from the first round of backbone 
selection. So, the green nodes and the blue nodes form a 
new level 1 backbone ring. In the second round, the green 
nodes will be removed because they are the ―children‖ of 
the blue nodes. So, the blue nodes form a level 2 backbone 
ring. In our case, nodes A, B and C are children of D; nodes 
H and I are children of node G; nodes K and L are children 
of J, and node F is the child of E. The key nodes G, J, D and 
E form the bottom virtual ring; nodes G and E form the 
second virtual ring which is mapped to the bottom virtual 
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ring, as shown in Figure 3. The routing process in ring-tree 
structure inherits the advantages of multi-level virtual ring 
[31], where packets are forwarded efficiently to the 
destination without flooding. After the searching process, 
the source node can obtain the destination level. The 
wireless node compares the cross-level interface with its 
own physical neighbor set, and therefor determines which 
physical neighbor to be the most suitable node for the next 
hop.Every node in ring-tree structure maintains a routing 
table where stores the virtual level interface and the physical 
neighbor set. When a node receives a packet, it compares 
the destination level information from the packet header 
with its own level by executing our level similarity decision 
algorithm as in Algorithm 4. If the destination level is higher 
than its own level, then it will look for a up-layer interface. 
For example, in the Figure 3, the up-layer interfaces for 
nodes D,E,G and J are G and E. The next step is to compare 
these interfaces with its physical neighbor set. If the 
algorithm finds one fromits own physical neighbor set 
which is equal to one of the interfaces‘ set, then it will 
choose this node as the next hop; Otherwise, it will forward 
this packet to a random physical neighbor which will use the 
level similarity decision algorithm to continue the process. 
 
Algorithm 4 Level Similarity Decision Algorithm 
1: Receive forward packet with dest level and dest identifier 
parameters 
2: if The dest level > my level then 
3: Source node looks up its upper interface and compares 
with its physical neighbor set to find which one should 
be selected as next hop 
4: else if The dest level < my level then 
5: Source node looks up its down interface and compares 
with its physical neighbor set to find which one should 
be selected as next hop 
6: else 
7: Packet has been arrived on the destination level and 
should forward this packet to its next hop according its 
virtual neighbor set 
8: end if 
 
Each node in ring-tree structure uses this level similarity 
decision algorithm and calculates its next hop towards the 
destination level. Eventually, the packet will be forwarded 
tothe destination level. When a node receives a packet and 
finds the destination level is the same as its own level, it will 
forward the packet to one of its virtual neighbors in a 
clockwise or anti-clockwise ring similar to VRR [2]. Our 
idea behind MVR routing forward is to take advantages of 
the cross-level forwarding, so that packets can bypass some 
―useless‖ routing nodes and take the shortcut path in a 
crossing level. 
C. Other Structures 
Cord and mesh are another two virtual structures which 
can be used to organize backbone nodes and perform routing 
function. Virtual cord routing structure is to organize these 
backbone nodes into a line and treat their associated noraml 
nodes as leaves. The routing for the virtual cord structure is 
to perform the one way searching and routing, where every 
backbone nodes are mapped to a single virtual line. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Different Virtual Structure for Different Physical Topology 
 
Compared with ring and ring-tree structures, cord is easy 
to be set up and maintain. However its routing performance 
is a big concern. The mesh structure is hard to build, but the 
routing performance of this virtual structure is efficient. The 
routing in the mesh structure is point to point. That means, 
backbone nodes can directly route packets among 
themselves. We believe different physical topology should 
be organized into different virtual structure, as shown in 
Figure 4. 
D. Scalability 
One of the concerns for a routing mechanism is how to 
make it scalable for a large network. Future wireless 
network[32] should be a network where a node can join and 
leave easily without affecting the structure and connections 
with other nodes. The virtual backbone routing performs 
well in terms of scalability. For normal nodes, they can 
easily join into a network by find an associated backbone 
node. When they want to leave the network, they only need 
to broadcast an one hop message to inform its neighbors, 
including the associated backbone node, that this node is 
going to leave the network. For backbone nodes, from 
backbone node selection critical, we use relative immobile 
and powerful nodes as backbone nodes. If it does need to 
leave, we can use the backbone selection algorithm to re-
select a new backbone node to take over the original 
backbone node function automatically. In some network, 
such as the wireless sensor network, the memory size of 
each node is limited. So, the size of content in a node 
becomes a big concern for a large scale network.In our 
work, the size of content in a normal node is much 
smaller compared with the backbone node. And even for the 
size of content in backbone node, the difference between a 
small network (less than 100 nodes) and a large network ( 
more than 1, 000 nodes) is roughly constant. Clearly, we set 
10 bits node identifiers, which can express more than 1, 
000identifiers. For the local index table, assume each 
backbone node store 50 normal nodes‘ identifiers, that 
means it stores about 625 bytes. In the global look-up 
table, for each entry it needs 10 bits to store the backbone 
node identifier, 2*10 bits to store the virtual interval of 
backbone node identifiers and roughly 10*10 bits for the 
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physical forwarding set, assuming each forwarding set has 
10 items.  
 
So for each entry, it needs about 16.25 bytes in memory 
and there has log2(1000) entries, that means it needs 162.5 
bytes for the global look-up table in total. These two table 
take less than 1K space in memory and is much smaller 
than the sensor node memory, which is equipped with more 
than 4K memory [33]. 
V.    EVALUATION 
We evaluated our work using both simulations on ns-2[34] 
and physical measurement on a tested sensor network — a 
30 TelOSB node sensor network[35] and 10 MicaZ node 
sensor network. Since the virtual backbone routing 
structures(VBS) are new virtual routing structure and the 
routing performance of ring-tree is better than the VBS 
(ring-tree uses cross-level routing forward mechanism), we 
compare VBS with virtualring routing (VRR) [2]. However, 
VRR has copyright from Microsoft and we are not entitled 
to port the source code to ns-2. We create a single virtual 
ring routing protocol (SVR) to represent the routing function 
provided by VRR. Furthermore, we compare AODV and 
DSR, which are representative wireless routing protocols 
with well tuned implementations in ns-2. We implement and 
test our routing protocol on the MicaZ platform. Our testing 
results show that VS performs well across all the 
experiments comparing with SVR which performs worse 
than tractional routing protocols. 
A. Simulations 
In this section, we simulate our work with other well-know 
routing protocols. The simulation experiments run on ns-2 
simulator [36], using the wireless extensions developed by 
the CMU [37]. This simulation environment offers high 
fidelity, as it includes full simulation of the five layer TCP 
model[38]. 
1)  Experimental Setup: Since in this simulation we mainly 
focus on the newtork layer, we set up the same parameters 
on the other four TCP model layer. In the applicaiton layer, 
weuse the Constant Bit Rate (CBR) as the data traffic and 
UDP as transport layer protocols to test the seaching and 
packet delivery performance. For the data link layer and 
physical layer protocols, we just use the normal 802.11 
environment. In this simulation, We random setup 400 
wireless nodes in a 1000 X 1000 plane with the signal 
transmission as 40 meters. Furthermore, each node has a 
random speed in the interval [0, 10] m/s. 
2)  Evaluation Metrics: In order to evaluate its performance, 
the following aspects have been studied: 
1) Searching performance: the number of hops it takes to 
find the required node. 
2) End-to-end delay: the total time it takes from a source 
node to the destination node. 
3) Routing efficiency: in this experiment, we measure the 
number of hops it in different routing schemes. 
4) Message overhead: this is the total number of control 
messages generated to exchange and maintain routing 
schemes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3) Performance of searching a target node: One of purposes 
 
of this new routing scheme is to quickly find and locate 
the target node. We use the embedded DHT technique to 
organize all of backbone nodes into a virtual structure and 
perform the O(logN) searching process. In this 
experiment, we test its performance of searching the target 
node by calculating how many hops are needed in a 
dynamic network.We compare its searching performance 
with the SVR. The searching performance has been tested in 
the different size of wireless networks which have different 
number of nodes, range from 50 to 400 respectively. 
Results are shown in the   Figure 5. 
Based on these results, we see its searching performance is 
roughly constant to the size of the network, which indirectly 
prove the embedded DHT technique is suitable for our 
architecture. By analyzing these results, we can find the 
searching process needs only about O(logN) hops. where 
the N stands for the number of backbone nodes in a wireless 
network. While in the Single-level Virtual Ring (SVR) 
structure, the searching process uses the one-way searching, 
either clockwise or anti-clockwise, thus the performance of 
SVR is sensitive to the size of the network in which the 
number of hops required for searching is proportional to the 
size of the network. 
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4) Performance of routing efficiency: Another purpose of 
this routing scheme is to efficient route packets to the right 
destination. We designed experiments to test how many 
hops are needed to route packets by using the virtual 
backbone routing algorithm and comparing with using the 
SVR routing algorithm. We have tested wireless networks in 
different sizes, range from 50 wireless nodes to 400 sensor 
nodes. The results are shown in the Figure 6. Based on these 
results, we can see our routing performance is slightly better 
than the SVR. This is because both of these routing schemes 
include virtual structure and using part of DHT techniques. 
However, in a small area, our architecture is better than the 
SVR. Because, we use the backbone node as the co-
coordinator in a small area. When the source node and the 
destination node share the same backbone node, it does not 
need to go through other backbone nodes, instead it can 
route to the destination directly. While for SVR, it still need 
to perform the full routing selection process, whcih cannot 
take this bypass route. And also, it shows that, this technique 
is much useful for date management in a local area, such as 
battlefield. 
5)  Performance of end-to-end delay: The end-to-end delay 
is an important concern in wireless network. If end-to-end 
delay is high, this routing protocol is unacceptable. We 
design an experiment to test the performance of end-to-end 
delay. The experiment tested the CBR traffic, range from 50 
CBR flows to 200 CBR flows. The source node and the 
destination node are randomly chosen and we measure their 
average performance. From the Figure 7, we can see the 
performance of end-toend delay for our work is similar to 
AODV and DSR, but it is slightly better than the SVR. The 
reason is that the SVR just maps all nodes‘ name identifiers 
to the single ring and applies the one-way route to forward, 
where it is mapped by the order of nodes‘ hash value and 
uses the clockwise to route. Since, this routing protocol is 
likely to encounter the dead end problem, SVR needs time 
to process these dead end fallback. Instead, lots of CBR 
traffic can be routed in the local area with the backbone 
node in our work, where packets do not need DHT 
technique to perform outsider searching process. By using 
this way, packets can bypass some ―useless‖ node so that the 
end-to-end delay could be reduced accordingly. This idea is 
similar to the address routing but we implement it on the 
content routing structure. 
6) Message overhead: To study the efficiency of a routing 
protocol, we analyzed the message overhead required for 
our date management architecture. The number of CBR 
traffic message is the same as before, ranges from 50 to 
400. From the Figure 8, we can see the messages overheads 
for the AODV and the DSR are quite close, which both start 
from 0. The result show our work and the SVR need more 
overhead messages at the beginning. After the virtual 
structure being built up, our architecture needs the least 
overhead packets to finish a delivery. However, for the 
SVR, it needs much moreexchanges messages to finish a 
packet delivery compared with other three routing protocols. 
This is because the backbone based virtual routing scheme 
needs to run the backbone selection algorithm at the 
beginning to select backbone nodes. After the backbone 
selection process, our work needs the least message 
overhead to route packets, while the SVR uses less message 
exchanges at the beginning, but it costs more to maintain 
and repair the dead end problem. 
B. Sensor Network Testbed 
We work on the open sourced TelosB [39] research 
platform. We assume a small (several cubic inch) 
sensor/actuator unit with a CPU, power source, radio, and 
several sensing elements. The processor is a 8 MHz TI 
MSP430 microcontroller with 16 KB of instruction memory, 
10 KB of RAM for data, and 48 KB of flash memory. The 
CPU consumes 1.8 mA (at 3 volts) when active, and 5.1uA 
power when sleeping. The radio is a 2400 MHz to 2483 
MHz globally compatible ISM band, delivering up to 250 
Kbpshigh data radio bandwidth on a single shared channel 
and with a range of up to a few dozen meters or so. The 
RFM radio consumes 4.8 mA (at 3 volts) in receive mode, 
up to 12 mA in transmit mode, and 5A in sleep mode. The 
whole device is powered by two AA batteries.  
1) Experiments Setup: We have implemented a WSN 
testbed with Crossbow‘s TelosB motes. In our testbed, up to 
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20 sensor nodes were located on a regular grid of 10 (5x2), 
15 (5x3), and 20 (5x4). The closest distance between nodes 
was 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
set to 1 m and the radio transmission range of each node to 
approximately 1.5 m. The proposed routing mechanism was 
implemented on a TinyOS v2.1 / TelosB programming 
platform with 802.15.4 MAC feature in order to incorporate 
the IEEE standards as well as the efficient traffic 
management. 4 backbone nodes were pre-defined at each 
run. We also randomized backbone node selection and node 
placement to maintain the experimental validity and 
efficiency. In our experiments, we ran 15 tests for each 
network size. Both source node and destination node 
(backbone node or normal node) were placed on the edge of 
the network in order to get the maximum routing execution 
time with two clusters inbetween. This setup makes sure the 
routing message will go through all the clusters in order to 
reach the destination node. 
2) Experiments: The focus of the experiments was to testthe 
performance of the routing and program compatibilitywith 
respect to effective and efficient routing, while at the same 
time maintaining best selective paths. We assessed the 
performance of our method by measuring the following 
performance metrics: 
• Average associating time: Average time for associating to 
be completed; the associating time for each run is calculated 
from the time the nodes started functioning to all the nodes 
are included in a cluster. 
• Average routing time: Average time for routing to be 
completed; the associating time for each run is calculated 
from the time the source node transmitted a message to the 
time that the destination node receives the message. 
• RAM size used 
• ROM size used 
From the Table III, we can find that the performance of the 
routing algorithm. In terms of number of different network 
size, the average execution time can slightly increase with 
the node number rises. It is reasonable when the network 
gets more complicated. Baed on the Table IV, we can find 
find the performance of the memory usage on our protocol 
running on different platforms. TelosB spends less RAM 
and more ROM than Micaz [35] as indicated. Since the byte 
consumption is still notbeyond the manufactured hardware 
capacities, there will be no compatibility for TelosB and 
MicaZ to run our protocol. This is particularly useful to 
incorporate our protocol in applications requiring small 
memory usage. 
VI.   FUTURE WORK 
Our work is a new name routing in wireless ad-hoc network. 
It overcomes the drawbacks of address routing and improves 
the routing performance of the VRR name routing. With 
the natural advantages of the backbone co-coordinator, the 
following area can be extended: 
• Virtual backbone architecture can be used in a large 
wireless network with several backbone domain. In future, 
every backbone with its associated normal nodes can be 
treated as a domain, which is similar to the local area 
network (LAN) structure in wired network. The backbone 
node is the interface in its own domain and organizes other 
normal nodes work together to perform the network address 
translation (NAT) function. This is because, the backbone 
node stores other normal nodes‘ information. So, they can 
be used to implement NAT function to translate nodes‘ 
name from inside to outside and from outside to inside as 
well. 
• This virtual backbone architecture can also carry out the 
grid computing and cloud computing. With the natural 
characters of backbone architecture, data can be easily 
distributed [40] among the backbone domain to achieve the 
load balancing. When it needs to process complex 
computing, nodes who associated with the backbone node 
can be organized as a single processing point. Complex data 
or function can be divided into multiple small data units and 
each unit can be distributed to some nodes, which depends 
on that node‘s capability. Backbone architecture is natural 
suitable for data distribution and load balancing. Further, 
Virtual backbone architecture can be developed as a energy 
efficient routing protocol. 
VII.   CONCLUSION 
We present a new virtual routing structure based on 
backbone nodes, which gets rid of addresses in routing. 
With the backbone selection and naming, the virtual 
backbone routing structure can be built up. With exponential 
searching algorithm and efficient routing forward, our 
virtual structure achieves a good routing performance. The 
backbone selection algorithm was designed to abstract the 
physical connections among nodes in which some 
―important‖ nodes are selected as backbone nodes. The 
embedded DHT techniques are used to distribute the node 
identifiers among backbone nodes tom improves the 
searching performance. With the simulation results, we 
prove these virtual backbone routing structures can be 
implemented and it is suitable for the next generation 
wireless network compared with other address routing 
protocols. However, it still can not root up the dead end 
problem and has some concerns (i.e., high overhead at the 
beginning) worth further investigation in the future research 
work. 
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