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Abstract
The underlying graph G(D) of a digraph D is arising when directions of edges are ignored.
Chvátal and Ebenegger prove that recognising underlying graphs of line digraphs is an NP-complete problem.
We note ﬁrst that Chvátal and Ebengger’s proof implies even more, namely that recognising underlying graphs of line digraphs
of digraph in which each vertex has in-degree or out-degree at most one is an NP-complete problem.
We then give a description of those underlying graphs which satisfy a supplementary condition on vertices of degree greater
than two.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The graphs and digraphs considered here have no loops or multiple edges. When G is a graph, we denote by e(G) the number
of its edges. If H is a subgraph of G,G−H denotes the graph obtained from G by deleting the edges of H. We denote byG(D)
the underlying graph of a digraphD. The chromatic number of a digraph is the chromatic number of its underlying graph.−→Km,n
denotes the digraph whose underlying graph is the complete bipartite graph Km,n having no directed path of length two. We
deﬁne the distance between two vertices x and x′, denoted by dG(x, x′) as the minimal length of an x − x′ path. If G contains
no x − x′ paths, we put dG(x, x′)=∞ ). If A and B are two subgraphs of G, dG(A,B) denotes the minimal distance between a
vertex of A and a vertex of B.
Let D be a digraph. The line digraph L(D) of D is the digraph whose vertex set is the edge set of D, where (e, f ) is an edge
of L(D) if h(e)= t (f ).
Beineke [1] characterizes line digraphs as follows:
Theorem 1. A digraph H is a line digraph if and only if:
(i) if a, b and c are any three edges in H such that h(a) = h(b) and t (b) = t (c), then there exists an edge d in H such that
t (d)= t (a) and h(d)= h(c);
(ii) there are no edges a, b, c, d such that t (a)= t (b), h(b)= t (c), h(a)= t (d) and h(c)= h(d).
Chvátal and Ebenegger prove that recognizing underlying graphs of line digraphs is an NP-complete problem.
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By simply remarking that the construction of Chvátal and Ebenegger leads to a square free graph. We note that Chvátal and
Ebenegger’s proof implies even more, namely that recognizing underlying graphs of a line digraphs of digraph in which each
vertex has in-degree or out-degree at most one is an NP-complete problem.
In Theorem 3, we study this family of graphs by giving an overall description of those underlying graphs which satisfy a
supplementary condition on vertices of degree greater than two.
2. Chvátal and Ebenegger’s proof
Deﬁnition 1. A 3-graph is an ordered pair (V ,E) such that V is a set and E is a set of parts of V consisting of three element; the
elements of V are called the vertices of the 3-graph and the elements of E are called the edges of the 3-graph.
Deﬁnition 2. A 3-graph is called two-colorable if its vertices can be colored red and white in the such a way that each edge
includes at least one red vertex and one white vertex.
Theorem 2 (Lovász [3]). The problem of recognizing two-colorable 3-graphs is NP-complete.
Chvátal and Ebenegger’s proof [2] consists of transforming an arbitrary 3-graph H into an undirected graph G such that G is
the underlying graph of a line digraph if and only if H is two-colorable.
The transformation goes as follows: ﬁrst, enumerate the edges of H as {x1, y1, z1}, {x2, y2, z2}, . . . , {xm, ym, zm}; for each
j = 1, 2, . . . , m, take the graph consisting of a pentagon uj vj rj sj tj along with a vertex r ′j adjacent to rj , a vertex s′j adjacent
to sj and a vertex t ′j adjacent to tj .
Next, for each vertex v ofH take the graph consisting of a path d1v d2v . . . d6m+3v alongwith vertices aiv, biv, civ (i=1, 2, . . . , 2m)
such that each civ is adjacent to biv, d3iv , d3i+1v and each biv is adjacent to aiv .
Finally, for each i = 1, 2, . . . , m and for each vertex v of H, do the following:
if xi = v, then identify b2iv with r ′i and a2iv with ri , if yi = v, then identify b2i−1v with s′i and a2i−1v with si and if zi = v, then
identify b2iv with t ′i and a2iv with ti .
The authors prove that the resulting graph is the underlying graph of a line digraph if and only if H is two-colorable.
Set
I= {L(D);min{d−(v), d+(v)}1 for all v ∈ V (D)},
℘ = {G; G=G(L), L ∈ I}.
Theorem 3. The problem of recognizing membership of I is NP-complete.
Proof. Anecessary and sufﬁcient condition for a line digraphF to be inI is thatF contains no−→K 2,2 as subdigraph. Consequently,
a square free graph is the underlying graph of a digraph if and only if it belongs to I. By noting simply that the graph
constructed in Chvátal and Ebenegger’s proof is square-free, we can afﬁrm that the problem of recognizing membership of I is
NP-complete. 
3. A characterization theorem
Let G be a graph. We denote byG3, the subgraph of G, induced by the vertices of degree at least three inG. We deﬁne a new
graphGc having as vertices the connected components ofG3; two distinct verticesC andC′ ofGc are adjacent if dG(C,C′)3.
Theorem 4. Let G be a graph such that each connected component ofG3 contains at least one cycle. ThenG ∈ ℘ if and only if
(i) each connected component of G3 contains exactly one cycle,
(ii) if P is a path of G of length at most three joining two vertices of some component C, then P ⊆ C,
(iii) Gc is a bipartite graph.
Lemma 1. Let G=G(L) be a graph in ℘. Then any cycle in G3 is directed in L.
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Proof. LetC=x1, x2, . . . , xn be a cycle inG3 and let z1, z2, . . . , zn be n vertices outsideC such that xizi ∈ E(G), i=1, . . . , n.
Suppose to the contrary that C is not directed in L, for example, (x1, x2), (x1, xn) ∈ E(L). Since L contains neither multiple
edges nor antidirected paths of length three, then (x2, z2), (x2, x3) ∈ E(L) and so (x3, z3), (x3, x4) ∈ E(L) and so on until
concluding (xn−1, zn−1), (xn−1, xn) ∈ E(L). We get (x1, x2), (x1, xn), (xn−1, xn) ∈ E(L), a contradiction. 
Lemma 2. LetG=G(L) be a graph in ℘ and let C = x1, x2, . . . , xn be a cycle inG3. Then all the paths ofG3 intersecting C
only at one of its ends are directed in the same direction with respect to C.
Proof. Suppose that C is directed such that (x1, x2) ∈ E(L) and let z1, z2, . . . , zn be as in the above lemma. Suppose that
(x1, z1) ∈ E(L). Since L contains no antidirected paths of length three, then we may prove, using a simple induction, that
(xi , zi ) ∈ E(L) for all 1 in. Let P be a path of G3 intersecting C only at one of its ends. We may suppose without loss of
generality that P =xizi · · · u. The same argument as above is sufﬁcient to prove that P is directed away from C, which completes
the proof of the lemma. 
Lemma 3. Let G=G(L) be a graph in ℘ and let U be a connected component of G3. Then U contains at most one cycle.
Proof. Suppose to the contrary that U contains two distinct cycles C and C′ (we may suppose that C′ −C is not empty). These
two cycles are linked by a path in U. We may construct two paths P and Q starting from C and go away from it to end at a vertex
v in C′ − C in such a way that the neighbors of v in C′ are the neighbors of v in P and Q, respectively. The fact that P and Q
have the same direction with respect to C contradicts the fact that C′ is directed in L. 
Lemma 4. LetG=G(L) be a graph in ℘ and let U be a connected component of G3 containing a cycle C. Then all the paths
of G of length at most two and intersecting U only at one of its ends are directed in the same direction with respect to U .
Proof. Suppose that all the paths in U intersecting C only at one of its ends are directed away from it and let P be a path in G
respecting the conditions of the lemma. Set P ∩U ={v}. Let Q be a path in U having v as ﬁrst end and intersecting C only at the
other end, this path is directed towards v. Since the length of P is at most three, then P should be oriented away from U (basing
always on the fact that L contains no antidirected paths of length three). 
Proof of Theorem 3. Necessary condition: We have (i) by Lemma 3. Condition (ii) is an easy consequence of Lemma 4. To
prove (iii), we argue by contradiction. Suppose thatGc is not bipartite. Then it contains an odd cycle C1, C2, . . . , C2n+1. There
is a path inG of length at most three linkingC1 toC2, this path is directed by Lemma 4.We suppose that it is oriented fromC1 to
C2, then a path linking C3 to C2 is directed from C3 to C2. If we complete the orientation of the paths of length at most linking
the three vertices of the cycle C1, C2, . . . , C2n+1 we get two paths intersecting C1 only at one of its ends but have opposite
directions with respect to it. A contradiction.
Sufﬁcient condition: SinceGc is bipartite, then V (Gc) can be partitioned into two disjoint independent sets X and Y . We give
to G the following orientation: Let C be a connected component of G3; the cycle of C is directed. If C ∈ X, then C is oriented
away from its cycle. In the other case, we orient C towards its cycle. A path linking a connected component C of G3 in X to C′
in Y is directed from C to C′. A path P connecting two components C and C′. in X (resp. in Y) is of length at least four by the
deﬁnition of Gc. Then it contains a vertex v such that min(d(v, C), d(v, C′))2. P is oriented away from v (resp. towards v).
We orient the remaining paths in such a way that a path having one end in a connected component in X (resp.Y) is directed away
from it (resp. towards it), the orientation can be easily completed such that the obtained digraph contains no acyclic triangles or
antidirected paths of length three. Therefore G ∈ ℘. 
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