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LONG-TIME BEHAVIOR OF A REACTION-DIFFUSION MODEL
WITH STRONG ALLEE EFFECT AND FREE BOUDARY:
EFFECT OF PROTECTION ZONE
NINGKUI SUN AND CHENGXIA LEI
Abstract. This paper concerns the effect of the protection zone for the evo-
lution of an endangered species on the reaction-diffusion equation with strong
Allee effect and free boundary. We give a description of the long-time dynami-
cal behavior of the problem. When spreading happens, the asymptotic profiles
of solutions and the asymptotic spreading speed are estimated. Moreover, the
problem with the same size in a separate protection zone is also considered.
Our results show that a connected protection zone is better for species survival
than a separate one.
1. Introduction
More than 99 percent of all species amounting to over five billion species, that
ever lived on Earth are estimated to be extinct; most species that become extinct
are never scientifically documented [29]. Some scientists estimate that up to half
of presently existing plant and animal species may become extinct by 2100 [34].
There are more and more environmental groups and governments paying attention
to the endangered species. A variety of protection planning projects have been
taken to protect the endangered species and their habitats. One of the most effec-
tive strategies of preventing the endangered species from reducing to lower densities
or small number is constructing the protection zone. The effect of protection zones
on endangered species has attracted much attention by the biologists and the math-
ematicians. Recently, some mathematical models describing protection zones have
been proposed and analyzed; see, for instance, [7, 8, 10, 16, 17, 20, 26, 30] and the
references therein.
In particular, the authors in [8] introduced a reaction-diffusion model with strong
Allee effect and a protection zone to examine the role of the protection zone on the
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dynamical behavior of the species evolution. They considered the following problem
(1.1)


ut = uxx + f(u), t > 0, 0 < x < L,
ut = uxx + g(u), t > 0, x > L,
ux(t, 0) = 0, t > 0,
u(t, L− 0) = u(t, L+ 0), t > 0,
ux(t, L− 0) = ux(t, L+ 0), t > 0,
u(0, x) = u0(x) ≥ 0, x ≥ 0,
where L > 0, and the protection zone is [0, L]; u(t, x) stands for the population
density of the species under consideration at time t and location x; for any given
t > 0, u(t, L − 0) and ux(t, L − 0) represent, respectively, the left limit value and
the left derivative of u with respect to x at x = L, and u(t, L+ 0) and ux(t, L+ 0)
are respectively the right limit value and the right derivative of u with respect to
x at x = L. In the protection zone, the growth of the species is governed by a
monostable nonlinearity f(u) which satisfies
(1.2) f(0) = f(1) = 0 < f ′(0), f ′(1) < 0, (1− u)f(u) > 0, ∀u > 0, u 6= 1.
The nonlinearity g(u) is used to describe the evolution species which obeys the
Allee effect [1] out of the protection zone. To include the Allee effect, a typical
reaction function is the so-called “bistable” nonlinear terms, see, for example, [6,
22, 24, 28, 31] and the references therein. The bistable nonlinear term g is globally
Lipschitz and satisfies
(1.3) g(0) = g(θ) = g(1) = 0, g(u)


< 0 in (0, θ),
> 0 in (θ, 1),
< 0 in (1,∞),
for some θ ∈ (0, 1), g′(0) < 0, g′(1) < 0 and
(1.4)
∫ 1
0
g(s)ds > 0.
It was shown in [8] that there are two critical values 0 < L∗ ≤ L∗ which affect
the dynamics of the solutions significantly. More precisely, in the small protection
zone(L < L∗), there is a vanishing-transition-spreading trichotomy result: either
spreading happens (i.e., u → 1 as t → ∞), or vanishing happens (i.e., u → 0
as t → ∞), or transition happens (i.e., u → U as t → ∞ with U(x) being a
decreasing stationary solution of (1.1)); in the medium-sized protection zone(L∗ <
L < L∗), there is a transition-spreading dichotomy result: either spreading happens,
or transition happens; only spreading happens in the large protection zone(L > L∗).
When there is no protection zone in the environment, that is L = 0, Du and
Matano [13] studied problem (1.1). By introducing a parameter in the initial value,
they obtained a rather comprehensive explanation of dynamical behavior of solu-
tions. Other relevant works can be found, for instance, in [2, 35] and the references
therein. If L = ∞, the corresponding system of (1.1) was studied in [2], and the
special nonlinearity f(u) = u(1−u) was focused by [18, 23] to describe the spreading
of an advantageous genetic trait in a population.
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For this logistic nonlinearity u(1− u), a free boundary problem
(1.5)


ut = uxx + u(1− u), t > 0, 0 < x < h(t),
ux(t, 0) = 0 = u(t, h(t)), t > 0,
h′(t) = −µux(t, h(t)), t > 0,
u0(x) = u(0, x) ≥ 0, 0 ≤ x ≤ h(0),
was proposed by Du and Lin [11] to describe the spreading of a new or invasive
species in which the free boundary x = h(t) represents the spreading front of
the population whose density is represented by u(t, x), the positive coefficient µ
measures the ability for spreading into new habitat of the species (for more back-
ground, see [5, 27]). It was proved in [11] that the unique global solution (u, h)
has a spreading-vanishing dichotomy property as t → ∞: either h(t) → ∞ and
u → 1 (spreading case), or h(t) → h∞ with h∞ ≤ π/2, and u → 0 (vanishing
case). Moreover, it was also proved that there is a constant k0 > 0 such that h(t)
behaves like a straight line k0t for large time when spreading happens. Later on,
Du and Lou [12] obtained a complete characterization on the asymptotic behavior
of solutions for (1.5) with some general nonlinear terms. For further related work
on free boundary problems, we refer to [9, 15, 14, 19, 25, 32] and the references
therein.
Motivated by the above works, we consider the following model: the evolution of
the species is governed by the monostable nonlinear terms in the protection zone,
but the species growth obeys strong Allee effect out of the protection zone and the
expanding front is determined by a free boundary. Our model is described by the
following form:
(P )


ut = uxx + f(u), t > 0, 0 < x < L,
ut = uxx + g(u), t > 0, L < x < h(t),
ux(t, 0) = 0 = u(t, h(t)), t > 0,
h′(t) = −µux(t, h(t)), t > 0,
u(t, L− 0) = u(t, L+ 0), t > 0,
ux(t, L− 0) = ux(t, L+ 0), t > 0,
h(0) = h0 > L, u(0, x) = u0(x) ≥ 0, x ∈ [0, h0],
where the protection zone is [0, L], x = h(t) stands for the spreading front of the
population whose density is represented by u(t, x), f is a monostable nonlinearity
satisfying (1.2), and g is a bistable nonlinearity satisfying (1.3), (1.4). Furthermore,
we assume that
(H) The functions f, g are globally Lipschitz and g(u) < f(u) for all 0 <
u < 1.
The initial function u0 belongs to X (h0) for some h0 > L, where
X (h0) :=
{
φ ∈ C1([0, h0]) : φ′(0) = φ(h0) = 0, φ(x) > 0 in (0, h0)
}
.
For any given h0 > L and u0 ∈ X (h0), it follows from Section 2 that (P ) admits
a unique time-global solution (u(t, x), h(t)) satisfying for any α ∈ (0, 1),
u ∈ C1,2((0,∞)×([0, h(t)]/{L}))∩Cα/2,1+α((0,∞)×[0, h(t)]) and h ∈ C1([0,∞)).
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Moreover, we can use the classical theory for parabolic equations to obtian that u
is positive and bounded in [0, h(t)) and ux(t, h(t)) < 0 for t > 0, thus h
′(t) > 0 for
t > 0. Then the following limit is well defined
lim
t→∞
h(t) := h∞ ∈ (0,∞].
Now we list some possible situations on the asymptotic behavior of the solutions
to (P ):
• vanishing : h∞ <∞ and limt→∞ u(t, x) = 0 uniformly in [0, h∞];
• spreading : h∞ =∞ and limt→∞ u(t, x) = 1 locally uniformly in [0,∞);
• transition : h∞ =∞ and limt→∞ |u(t, x)−U(x)| = 0 locally uniformly in [0,∞),
where U is a ground state of the following elliptic equation:
(1.6)


U ′′ + f(U) = 0, 0 < x < L,
U ′′ + g(U) = 0, x > L,
U ′(0) = 0,
U(L− 0) = U(L+ 0),
U ′(L − 0) = U ′(L+ 0).
By saying a ground state U of (1.6), we mean that U is a positive solution to
(1.6) satisfying U(·) = V (· − z) for x > L, with z ∈ R and V being the unique
positive symmetrically decreasing solution of
(1.7) V ′′ + g(V ) = 0 in R, V (0) = θ∗, V ′(0) = 0 = V (±∞),
where θ∗ ∈ (θ, 1) is the constant determined by the condition
(1.8)
∫ θ∗
0
g(s)ds = 0.
Our primary goal in this paper is to examine the role of the protection zone by
studying the dynamics of the reaction-diffusion model (P ) with the free boundary
and strong Allee effect. We define the following three critical values:
L∗ :=
1√
f ′(0)
arctan
√
− g
′(0)
f ′(0)
<
π
2
√
f ′(0)
:= L∗∗
and
L∗ := sup{L0 > 0 : problem (1.6) with L = L0 has a ground state}.
It follows from [8] that problem (1.6) has a ground state for any 0 < L < L∗ and
L∗ is bounded.
We are now in a position to give a satisfactory explanation of the long-time
dynamical behavior of problem (P ).
Theorem 1.1. Assume that (H) holds and φ ∈ X (h0) with h0 > L. Let (u, h) be
the solution of problem (P ) with u0 = σφ, and L∗, L∗, L∗∗ be defined as before.
The following assertions hold.
(I) (Small protection zone case) Assume that 0 < L ≤ L∗, then there exist
σ∗, σ∗ ∈ (0,∞) with σ∗ ≤ σ∗ such that the following trichotomy holds:
(i) Vanishing happens when 0 < σ < σ∗;
(ii) Transition happens when σ ∈ [σ∗, σ∗];
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(iii) Spreading happens when σ > σ∗.
(II) (Medium-sized protection zone case) Assume that L∗ < L < max{L∗, L∗∗}.
(1) If L∗ < L < L∗ and L∗ < L∗∗, then there exist σ∗, σ∗ ∈ [0,∞) with
σ∗ ≤ σ∗ such that the following trichotomy holds:
(i) Vanishing happens when 0 < σ ≤ σ∗;
(ii) Transition happens when σ ∈ (σ∗, σ∗];
(iii) Spreading happens when σ > σ∗.
In addition, when h0 < R
∗(L), then σ∗ > 0; when h0 ≥ R∗(L), then
σ∗ = 0, where R∗(L) is given in Lemma 3.6.
(2) If L∗ < L < L∗∗ and L∗ < L∗∗, then there exists σ∗ ∈ [0,∞) such that
the following dichotomy holds:
(i) Vanishing happens when 0 < σ ≤ σ∗;
(ii) Spreading happens when σ > σ∗.
In addition, if h0 < R
∗(L), then σ∗ > 0; while if h0 ≥ R∗(L), then
σ∗ = 0.
(3) If L∗ < L < L∗∗ and L∗∗ < L∗, then there exist σ∗, σ∗ ∈ [0,∞) with
σ∗ ≤ σ∗ such that the following trichotomy holds:
(i) Vanishing happens when 0 < σ ≤ σ∗;
(ii) Transition happens when σ ∈ (σ∗, σ∗];
(iii) Spreading happens when σ > σ∗.
In addition, when h0 < R
∗(L), then σ∗ > 0; when h0 ≥ R∗(L), then
σ∗ = 0.
(4) If L∗∗ < L < L∗ and L∗∗ < L∗, then there exists σ∗ ∈ [0,∞) such that
the following dichotomy holds:
(i) Transition happens when 0 < σ ≤ σ∗;
(ii) Spreading happens when σ > σ∗.
(III) (Large protection zone case) Assume that L > max{L∗, L∗∗}, then spread-
ing happens for all σ > 0.
Next, we intend to study the asymptotic profiles and speeds for the solutions
when spreading happens as in Theorem 1.1. The following semi-wave problem
(1.9)
{
q′′c∗ − c∗q′c∗ + g(qc∗) = 0, qc∗(z) > 0, z > 0,
qc∗(0) = 0, qc∗(∞) = 1, µq′c∗(0) = c∗,
will play an important role. It is well known that (1.9) admits a unique solution
(c∗, qc∗) [12]. We call qc∗ a semi-wave with speed c∗. Based on the semi-wave, we
can construct suitable upper-lower solution to deduce the following result on the
asymptotic spreading speeds and profiles of spreading solutions of (P ).
Theorem 1.2. Assume that (H) holds and that spreading happens for a solution
(u, h) of problem (P ). Let (c∗, qc∗) be the unique solution of (1.9). Then we have
(1.10) lim
t→∞
h′(t) = c∗,
and
(1.11) lim
t→∞ ‖u(t, ·)− qc∗(h(t) − ·)‖L∞([0,h(t)]) = 0.
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Now we are interested in the effect of structure of the protection zone on the
dynamics. For sake of simplicity, we consider the situation that a protection zone
with the same length 2L is designed in a way that it consists of two separate
intervals, say [−L2,−L1] and [L1, L2] with L2 > L1 > 0 and L2−L1 = L. Moreover,
we assume that the initial data u0 is symmetric with respect to the origin. Therefore
we study the following problem:
(Q)


ut = uxx + f(u), t > 0, x ∈ (L1, L2),
ut = uxx + g(u), t > 0, x ∈ (0, L1) ∪ (L2, h(t)),
u(t, Li − 0) = u(t, Li + 0), t > 0, i = 1, 2,
ux(t, Li − 0) = ux(t, Li + 0), t > 0, i = 1, 2,
ux(t, 0) = u(t, h(t)) = 0, t > 0,
h′(t) = −µux(t, h(t)), t > 0,
h(0) = h0 > L2, u(0, x) = u0(x) ≥ 0, x ∈ [0, h0].
Let L˜∗ be given in Lemma 4.1. As in [8], it can be shown in Section 2 that
the stationary problem corresponding to (Q) has a ground state provided that
0 < L < L˜∗. Then
(1.12) L˜∗ := sup{L0 > 0 : problem (2.6) with L = L0 has a ground state}
is well defined and is bounded.
Our result on problem (Q) can be stated as follows.
Theorem 1.3. Assume that (H) holds, and u0 ∈ X (h0) with h0 > L2. Let (u, h)
be the solution of (Q) with u0 = σφ, and L˜∗, L˜∗ and L˜∗∗ be given in Lemma 4.1,
(1.12) and Lemma 4.2, respectively. The following assertions hold.
(I) Assume that 0 < L ≤ L˜∗, then there exist σ˜∗, σ˜∗ ∈ (0,∞) with σ˜∗ ≤ σ˜∗
such that the following trichotomy holds:
(i) Vanishing happens when 0 < σ < σ˜∗;
(ii) Transition happens when σ ∈ [σ˜∗, σ˜∗];
(iii) Spreading happens when σ > σ˜∗.
(II) Assume that L˜∗ < L < max{L˜∗, L˜∗∗}.
(1) If L˜∗ < L < L˜∗ and L˜∗ < L˜∗∗, there exist σ˜∗, σ˜∗ ∈ [0,∞) with σ˜∗ ≤ σ˜∗
such that the following trichotomy holds:
(i) Vanishing happens when 0 < σ ≤ σ˜∗;
(ii) Transition happens when σ ∈ (σ˜∗, σ˜∗];
(iii) Spreading happens when σ > σ˜∗.
In addition, when h0 < R˜
∗(L), then σ˜∗ > 0; when h0 ≥ R˜∗(L), then
σ˜∗ = 0, where R˜∗(L) is given in Lemma 4.2.
(2) If L˜∗ < L < L˜∗∗ and L˜∗ < L˜∗∗, there exists σ˜∗ ∈ [0,∞) such that the
following dichotomy holds:
(i) Vanishing happens when 0 < σ ≤ σ˜∗;
(ii) Spreading happens when σ > σ˜∗.
In addition, if h0 < R˜
∗(L), then σ˜∗ > 0; while if h0 ≥ R˜∗(L), then
σ˜∗ = 0.
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(3) If L˜∗ < L < L˜∗∗ and L˜∗∗ < L˜∗, there exist σ˜∗, σ˜∗ ∈ [0,∞) with
σ˜∗ ≤ σ˜∗ such that the following trichotomy holds:
(i) Vanishing happens when 0 < σ ≤ σ˜∗;
(ii) Transition happens when σ ∈ (σ˜∗, σ˜∗];
(iii) Spreading happens when σ > σ˜∗.
In addition, when h0 < R˜
∗(L), then σ˜∗ > 0; when h0 ≥ R˜∗(L), then
σ˜∗ = 0.
(4) If L˜∗∗ < L < L˜∗ and L˜∗∗ < L˜∗, there exists σ˜∗ ∈ [0,∞) such that the
following dichotomy holds:
(i) Transition happens when 0 < σ ≤ σ˜∗;
(ii) Spreading happens when σ > σ˜∗.
(III) (Large protection zone case) Assume that L > max{L˜∗, L˜∗∗}, then spread-
ing happens for all σ > 0.
Moreover, assume that spreading happens for the solution (u, h) of (Q). Let (c∗, qc∗)
be the unique solution of (1.9). Then we have
lim
t→∞h
′(t) = c∗ and lim
t→∞ ‖u(t, ·)− qc∗(h(t)− ·)‖L∞([0,h(t)]) = 0.
In view of Theorems 1.1 and 1.3, we see that only if the protection zone is
suitably long (i.e., L > L∗∗ for model (P ), and L > L˜∗∗ for model (Q)), the species
will survive in the entire space regardless of its initial data. Furthermore, if one
compares the two types of protection zone designed in (P ) and (Q), it can be easily
seen that the connected protection zone is better for species survival than a separate
one.
The rest of our paper is organized as follows. In Section 2, we prepare some
preliminary results, including the comparison principle, existence and uniqueness
theorem, analysis of the associated stationary solution problems and a general con-
vergence result mainly due to [12, 13]. In Section 3 we study the model with
connected protection zone and prove Theorems 1.1 and 1.2. Section 4 is devoted
to studying the case of separate protection zone and to proving Theorem 1.3.
2. Some preliminary Results
In this section, we present some preliminary results which will be frequently used
later.
2.1. Comparison Principle. We give the following two types of comparison prin-
ciple.
Lemma 2.1. Assume that T ∈ (0,∞), h ∈ C1([0, T ]) with h > L for t ∈ [0, T ],
u ∈ C(DT ) ∩ C1,2(DT \{L}) with DT = {(t, x) ∈ R2 : 0 < t ≤ T, 0 < x < h(t)},
and 

ut ≥ uxx + f(u), 0 < t ≤ T, 0 < x < L,
ut ≥ uxx + g(u), 0 < t ≤ T, L < x < h(t),
ux(t, 0) ≤ 0, 0 < t ≤ T,
u(t, L− 0) = u(t, L+ 0), 0 < t ≤ T,
ux(t, L− 0) ≥ ux(t, L+ 0), 0 < t ≤ T,
u = 0, h
′
(t) ≥ −µux, 0 < t ≤ T, x = h(t).
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If h0 ≤ h(0), u0(x) ≤ u(0, x) in [0, h0], and (u, h) is a solution to (P ), then
h(t) ≤ h(t) in (0, T ], u(t, x) ≤ u(t, x) for t ∈ (0, T ], x ∈ (0, h(t)).
Lemma 2.2. Assume that T ∈ (0,∞), h ∈ C1([0, T ]), u ∈ C(DT )∩C1,2(DT \{L})
with DT = {(t, x) ∈ R2 : 0 < t ≤ T, r < x < h(t)} with L ≤ r < h(t) for t ∈ [0, T ],
and 

ut ≥ uxx + g(u), 0 < t ≤ T, r < x < h(t),
u ≥ u, 0 < t ≤ T, x = r,
u = 0, h
′
(t) ≥ −µux, 0 < t ≤ T, x = h(t),
with h0 ≤ h(0), u0(x) ≤ u(0, x) in [r, h0]. Let (u, h) be a solution to (P ), then
h(t) ≤ h(t) in (0, T ], u(t, x) ≤ u(t, x) for t ∈ (0, T ] and r < x < h(t).
The proof of Lemma 2.1 is identical to that of [11, Lemma 5.7] by using [21,
Lemmas A.2 and A.3]; a minor modification of such a proof yields Lemma 2.2.
Remark 2.3. The function u, or the pair (u, h), in Lemmas 2.1 and 2.2 is often
called an upper solution to (P ). A lower solution can be defined analogously by
reversing all the inequalities. The corresponding comparison principle for lower
solutions holds in each of the above cases. Similarly, we also have the corresponding
comparison principle associated with problem (Q).
2.2. Existence and uniqueness theorem. In this subsection, we prove that
problem (P ) (or (Q)) admits a unique positive solution (u, h) which exists for all
t ∈ (0,∞). Let us start with the following local existence result.
Theorem 2.4. For any given u0 ∈ X (h0) with h0 > L and any ν ∈ (0, 1), there
is a T > 0 such that problem (P ) (or (Q)) admits a solution (u, h) which satisfies
u ∈ C(1+ν)/2,1+ν((0, T ]×[0, h(t)])∩C1,2((0, T ]×([0, h(t)]\{L})), h ∈ C1+ν/2([0, T ]).
Proof. We only treat system (P ); the analysis for system (Q) is similar. In fact, our
argument mainly follows that of [11, Theorem 2.1] but with necessary modifications.
We divide the proof into three steps as follows.
Step 1. As in [11], we first straighten the free boundary. Denote δ := h0−L and
let ξ(y) be a nonnegative function in C3(R) such that
ξ(y) = 1 if |y − h0| ≤ δ
4
, ξ(y) = 0 if |y − h0| ≥ δ
2
, and |ξ′(y)| < 6
δ
for y ∈ R.
Consider the transformation
(t, y)→ (t, x), where x = y + ξ(y)(h(t)− h0), y ≥ 0.
When
|h(t)− h0| ≤ δ
8
,
then such a transformation is a diffeomorphism from [0,∞) onto [0,∞), and
0 ≤ x ≤ L+ δ
2
⇔ 0 ≤ y ≤ L+ δ
2
,
L+
δ
2
≤ x ≤ h(t)⇔ L+ δ
2
≤ y ≤ h0,
x = h(t)⇔ y = h0.
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Furthermore, some direct calculations give
∂y
∂x
=
1
1 + ξ′(y)(h(t) − h0) ≡
√
A(h(t), y),
∂2y
∂x2
= − ξ
′′(y)(h(t) − h0)
[1 + ξ′(y)(h(t)− h0)]3 ≡ B(h(t), y),
− 1
h′(t)
∂y
∂t
=
ξ(y)
1 + ξ′(y)(h(t)− h0) ≡ C(h(t), y).
And if 0 ≤ y ≤ L+ δ2 , it also holds
(2.1) A(h(t), y) ≡ 1 and B(h(t), y) ≡ 0 ≡ C(h(t), y) for t > 0.
If we set
w(t, y) := u(t, y + ξ(y)(h(t) − h0)) = u(t, x),
then the free boundary problem (P ) becomes
(2.2)


wt −Awyy − (B + h′C)wy = f(w(t, y)), 0 < y < L, t > 0,
wt −Awyy − (B + h′C)wy = g(w(t, y)), L < y < h0, t > 0,
wy(t, 0) = w(t, h0) = 0, t > 0,
h′(t) = −µwy(t, h0), t > 0,
w(t, L − 0) = w(t, L + 0), t > 0,
wx(t, L− 0) = wx(t, L+ 0), t > 0,
h(0) = h0, w(0, y) = u0(y), y ∈ [0, h0],
where A = A(h(t), y), B = B(h(t), y), C = C(h(t), y) and (2.1) is used.
Denote h1 = −µu′0(h0). For 0 < T ≤ h016(1+h1) , we define
D := {h ∈ C1([0, T ]) : h(0) = h0, h′(0) = h1, ‖h′ − h1‖C([0,T ]) ≤ 1}.
Clearly, D is a bounded and closed convex set of C1([0, T ]).
Due to the restriction on T , it is easy to see that the transformation (t, y)→ (t, x)
is well defined. By a similar argument as in [33], applying the Lp theory developed
in [21] (see Theorem A.4 there), we can deduce that for any given h ∈ D, problem
(2.2) admits a unique w(t, y;h) ∈ W 1,2p ((0, T ]× (0, h0)) and
‖w‖W 1,2p ((0,T ]×(0,h0)) ≤ C˜,
where p > 1 and C˜ is a constant dependent on h0, p and ‖u0‖C1([0,h0]). By the
Sobolev embedding theorem W 1,2p ((0, T ]× (0, h0)) →֒ C
1+ν
2 ,1+ν((0, T ]× [0, h0]) for
properly large p, we further have
(2.3) ‖w‖
C
1+ν
2
,1+ν((0,T ]×[0,h0])
≤ C1,
where C1 is a constant dependent on ν and C˜.
Defining hˆ(t) = h0 −
∫ t
0 µwy(s, h0)ds, then one observes
hˆ′(t) = −µwy(t, h0), hˆ(0) = h0, hˆ′(0) = −µwy(0, h0) = h1,
and thus hˆ′ ∈ C ν2 ((0, T ]), which satisfies
(2.4) ‖hˆ′‖
C
ν
2 ((0,T ])
≤ µC1 =: C2.
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Step 2. For any given function h ∈ D, we define an operator F by
F(h) = hˆ.
Clearly, F is continuous in D, and h ∈ D is a fixed point of F if and only if (w, h)
solves (2.2). It follows from (2.4) that
‖hˆ′ − h1‖C([0,T ]) ≤ C2T ν2 .
If we choose T ≤ min{ h016(1+h1) , C− 2ν2 }, then F maps D into itself. Thus F has
at least one fixed point by using the Schauder fixed point theorem. This then
implies that (2.2) has at least one solution (w, h) defined in [0, T ]. Moreover, by
the Schauder estimates (see [21, Theorem A.4]), we can check that (w, h) satisfies
(w, h) ∈ C1+ν/2,2+ν((0, T ]× ([0, h0]/{L}))× C1+(1+ν)/2((0, T ])
and for any given 0 < ε < T , there holds
‖w‖C1+ν/2,2+ν([ε,T ]×([0,h0]/{L})) ≤ C3,
where C3 is a constant dependent on ε, h0, ν and ‖u0‖C1 . Thus we have obtained
a local classical solution (u, h) of (P ) through (w, h).
Step 3. We show the uniqueness of solution of (P ). Let (ui, hi), i = 1, 2, be two
solutions of (P ) and set
wi(t, y) := ui(t, y + ξ(y)(hi(t)− h0)).
It then follows from (2.3) and (2.4) that
‖wi‖W 1,2p ((0,T ]×(0,h0)) + ‖wi‖C 1+ν2 ,1+ν((0,T ]×[0,h0]) ≤ C1, ‖h
′
i‖C ν2 ((0,T ]) ≤ C2.
Denote
w˜(t, y) := w1(t, y)− w2(t, y) and h˜(t) := h1(t)− h2(t).
We can check that w˜(t, y) satisfies that

w˜t −A(h2, y)w˜yy − [B(h2, y) + h′2C(h2, y)]w˜y = f˜(t, y), y ∈ (0, L), t > 0,
w˜t −A(h2, y)w˜yy − [B(h2, y) + h′2C(h2, y)]w˜y = g˜(t, y), y ∈ (L, h0), t > 0,
w˜y(t, 0) = w˜(t, h0) = 0, t > 0,
w˜(t, L− 0) = w˜(t, L+ 0), t > 0,
w˜y(t, L − 0) = w˜y(t, L + 0), t > 0,
w˜(0, y) = 0, y ∈ [0, h0],
where
f˜(t, y) = [A(h1, y)−A(h2, y)](w1)yy + [h′1C(h1, y)− h′2C(h2, y)](w1)y
+ [B(h1, y)−B(h2, y)](w1)y + f(w1(t, y))− f(w2(t, y)),
and
g˜(t, y) = [A(h1, y)−A(h2, y)](w1)yy + [h′1C(h1, y)− h′2C(h2, y)](w1)y
+ [B(h1, y)−B(h2, y)](w1)y + g(w1(t, y))− g(w2(t, y)).
Applying the Lp estimates for parabolic equations ([21, Theorem A.4]) we obtain
that
‖w˜‖W 1,2p ((0,T ]×(0,h0)) ≤ C4‖h˜‖C1([0,T ])
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with C4 depending on C1 and C2. By a similar argument as in [33], we obtain that
‖w˜‖
C
1+ν
2
,1+ν((0,T ]×[0,h0])
≤ C‖w˜‖W 1,2p ((0,T ]×(0,h0))
for some positive constant C independent of T−1. Thus
(2.5) ‖w˜‖
C
1+ν
2
,1+ν((0,T ]×[0,h0])
≤ CC4‖h˜‖C1([0,T ]).
Since h˜′(0) = h′1(0)− h′2(0) = 0, then
‖h˜′‖
C
ν
2 ((0,T ])
= µ‖w˜y‖C ν2 ,0((0,T ]×[0,h0]) ≤ µ‖w˜‖C 1+ν2 ,1+ν((0,T ]×[0,h0]).
This, together with (2.5), implies that
‖h˜‖C1([0,T ]) ≤ 2T ν2 ‖h˜′‖C ν2 ((0,T ]) ≤ C5T
ν
2 ‖h˜‖C1([0,T ]),
where C5 = 2µCC4. As a consequence, we deduce that
‖h˜‖C1([0,T ]) ≤ 2C5T ν2 ‖h˜‖C1([0,T ]).
Hence for
T := min
{ h0
16(1 + h1)
, C
− 2ν
2 , (4C5)
− 2ν
}
,
we have
‖h˜‖C1([0,T ]) ≤ 12‖h˜‖C1([0,T ]).
This shows that h˜ ≡ 0 for 0 ≤ t ≤ T , thus w˜ ≡ 0 in [0, T ]×[0, h0]. Consequently, the
uniqueness of solution of (P ) is established, which ends the proof of this theorem.

Lemma 2.5. Problem (P ) (or (Q)) admits a unique positive solution (u, h) which
exists for all t ∈ (0,∞).
Proof. We only prove the assertion for (P ), and the analysis for system (Q) is
similar. Let [0, Tmax) be the maximal time interval of the existence of the solution.
In view of Theorem 2.4, it remains to show Tmax =∞.
Suppose for contradiction that Tmax <∞. Set K0 := ‖u0‖∞+1. Since f(s) < 0
and g(s) < 0 for s > 1, then the comparison principle (Lemma 2.1) gives
0 ≤ u(t, x) ≤ K0 for t ∈ (0, Tmax), x ∈ (0, h(t)).
Since g is globally Lipschitz and g(0) = 0, there exists K1 > 0 depending on K0
such that g(s) ≤ K1 for s ∈ [0,K0]. Let us construct the auxiliary function
v(t, x) = K0
[
2M(h(t)− x) −M2(h(t)− x)2]
over the region
ΩM = {(t, x) : 0 < t < Tmax, h(t)−M−1 < x < h(t)}
with M > 0 to be determined.
Firstly, we choose M ≥ 1h0−L . Then h(t) − M−1 ≥ L for t ≥ 0. Since 0 ≤
v(t, x) ≤ K0 in ΩM , a direct calculation yields
vt − vxx ≥ 2K0M2 ≥ K1 ≥ g(v) in ΩM ,
if M ≥
√
K1
2K0
. On the other hand, v(t, h(t)) = 0 = u(t, h(t)), and
v(t, h(t) −M−1) = K0 ≥ u(t, h(t)−M−1).
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Since v(0, h0) = 0 = u0(h0), if M ≥ 4‖u0‖C1([0,h0])3K0 , then one can check that
v(0, x) ≥ u0(x) for x ∈ [h0 −M−1, h0].
Therefore by choosing
M := max
{ 1
h0 − L,
√
K1
2K0
,
4‖u0‖C1
3K0
}
.
and using Lemma 2.2, we can deduce that v(t, x) ≥ u(t, x) in ΩM . It then follows
that
h′(t) = −µux(t, h(t)) ≤ −µvx(t, h(t)) = 2µMK0 ≡ K2.
Let us now fix ǫ ∈ (0, Tmax). Similar to the proof of Theorem 2.4, by the Lp and
Schauder estimates together with the Sobolev embedding theorem for parabolic
equation, we can find C1 > 0 depending only on ǫ, Tmax, h0, ‖u0‖C1 and K2 such
that
||u||C1+ν/2,2+ν([ε,Tmax)×([0,h(t)]/{L})) ≤ C1.
This implies that (u, h) exists on [0, Tmax). Choosing {tn}∞n=1 ⊆ (0, Tmax) with
tn ր Tmax, and regarding tn and (u(tn, x), h(tn)) (n ≥ 1) as the initial time and
initial datum, respectively, it then follows from the proof of Theorem 2.4 that there
exists s0 > 0 depending on K0, K2 and C1 independent of n such that problem (P )
has a unique solution (u, h) in [tn, tn + s0) for all n ≥ 1. This indicates that the
solution (u, h) of (P ) can be extended uniquely to [0, tn+s0). Hence tn+s0 > Tmax
when n is large, which contradicts the definition of Tmax. The proof of this lemma
is thus complete. 
2.3. Stationary solutions. A stationary solution of (P ) is a solution of (1.6). By
a similar argument as in [8, Lemma 2.2], we obtain the following result.
Lemma 2.6. Assume that (H) holds. For any L > 0, all solutions of the stationary
problem (1.6) are one of the following types:
(1) Trivial solution: U ≡ 0;
(2) Positive constant solution: U ≡ 1;
(3) Ground states: U is positive and decreasing for x ∈ [0,∞), and

U ′′ + f(U) = 0, 0 < x < L,
U ′′ + g(U) = 0, x > L,
U ′(0) = 0,
U(L− 0) = U(L+ 0),
U ′(L− 0) = U ′(L + 0).
Moreover, when x > L, U(·) = V (· − z) where z ∈ R and V is the unique
positive symmetrically decreasing solution of (1.7).
(4) Periodic solutions: U(x) > 0 for x ≥ 0 and U(x) = P (x − zˆ) for x > L,
where zˆ ∈ R, P is a periodic solution of P ′′ + g(P ) = 0 with 0 < minP <
θ < maxP < θ∗.
When the stationary solution U(x) is a ground state, it then follows that
‖U‖L∞([0,∞)) = U(0) < θ∗.
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A ground state U of (Q) is a positive solution of the following elliptic problem:
(2.6)


U ′′ + f(U) = 0, x ∈ (L1, L2),
U ′′ + g(U) = 0, x ∈ (0, L1) ∪ (L2,∞),
U ′(0) = 0,
U(Li − 0) = U(Li + 0), i = 1, 2,
U ′(Li − 0) = U ′(Li + 0), i = 1, 2,
when x > L2, U(·) = V (·−z1), where z1 ∈ R and V is the unique positive decreasing
solution of (1.7), and when x ∈ [0, L1], U(·) = P (· − z2) where z2 ∈ R and P is a
periodic solution of P ′′ + g(P ) = 0 satisfying 0 < minP < θ < maxP < θ∗.
Indeed, (2.6) may have eight types of ground state; one may refer to [8] for more
details. Any ground state U of (2.6) satisfies
‖U‖L∞([0,∞)) < θ∗.
2.4. A general convergence theorem. Following a similar analysis as in [12, 13],
we are able to state the following general convergence result.
Theorem 2.7. (Convergence theorem for systems (P ) and (Q)) Assume that (u, h)
is a solution of (P ) (or (Q)) with u0 ∈ X (h0) and h0 > L (or h0 > L2). Then u
converges to a solution U of (1.6) (or (2.6)) as t→∞ locally uniformly in [0, h∞)
with h∞ <∞ or h∞ =∞, where U is one of the following types: 0, 1 and ground
states of (1.6) (or (2.6)). Moreover, if h∞ <∞, then U ≡ 0.
Proof. We only sketch the proof for system (P ); the analysis for system (Q) is
similar.
Let ω(u) be the ω-limit set of u(t, ·) in the topology of L∞loc([0, h∞)). By the
local parabolic estimates, the definition of ω(u) remains unchanged if the topology
of L∞loc([0, h∞)) is replaced by that of C
2
loc([0, L)∪ (L, h∞))∩C1loc([0, h∞)). Clearly,
ω(u) is a compact, connected and invariant set. By the argument of [13, Theorem
1.1] and [12, Theorem 1.1] with slight modifications, it can be shown that ω(u)
consists of only one element, which is either a constant solution or a decreasing
solution of (1.6). In view of Lemma 2.6, ω(u) contains either 0, or 1, or a ground
state of (1.6).
Finally, we claim that if h∞ < ∞, ω(u) = {0}. Otherwise, ω(u) contains a
nontrivial nonnegative solution v of the problem

vxx + f(v) = 0, 0 < x < L,
vxx + g(v) = 0, L < x < h∞,
vx(0) = v(h∞) = 0,
v(L − 0) = v(L+ 0),
vx(L− 0) = vx(L+ 0).
Due to f(0) = g(0) = 0, it follows from the strong maximum principle and the Hopf
boundary lemma that v > 0 in [0, h∞) and v′(h∞) < 0. By the definition of ω(u),
we know that u(t, ·) → v(·) in C1loc([0, h∞)) as t → ∞. Using a similar argument
as in [11, Theorem 2.1] by straightening the free boundary one can show that
‖u(t, ·)− v(·)‖C1((0,h(t)]) → 0 as t→∞.
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It follows that
lim
t→∞h
′(t) = −µ lim
t→∞ux(t, h(t)) = −µv
′(h∞) = δ
for some δ > 0. This contradicts the assumption that h∞ < ∞, which ends the
proof. 
3. A Connected Protection Zone: Proof of Theorems 1.1 and 1.2
In this section, we treat the case of connected protection zone and prove Theo-
rems 1.1 and 1.2.
3.1. Sufficient conditions for spreading. By the phase plane analysis as in [8,
Subsection 2.1], we obtain that for any α ∈ (θ∗, 1) with θ∗ be given in (1.8), the
following problem
(3.1) v′′α + g(vα) = 0 < vα ≤ α in (0, 2lα), vα(0) = vα(2lα) = 0, vα(lα) = α,
with
(3.2) lα =
∫ α
0
ds√
2
∫ α
s
g(v)dv
∈ (0,∞),
admits a solution vα, which is used to construct suitable lower solutions to give the
following sufficient condition for spreading.
Lemma 3.1. If for each α ∈ (θ∗, 1], u0(x) ≥ vα(x−r) in [r, r+2lα] and h0 ≥ r+2lα
for some r ≥ L, where vα is a solution of (3.1) and lα is given in (3.2), then
spreading happens for (u, h).
Proof. It follows from the comparison principle that u(t, x) ≥ vα(x − r) for x ∈
[r, r + 2lα] and t > 0. As vα(lα) = α ∈ (θ∗, 1], only 1 is possible solution of (1.6)
bigger than vα(x − r) for x ∈ [r, r + 2lα], the conclusion follows from Theorem 2.7
immediately. 
Our second sufficient condition ensuring spreading is that the initial datum is
sufficiently large on any given interval.
Lemma 3.2. Assume that h0 > L and φ ∈ X (h0). Let (u, h) be the solution
of (P ) with initial datum u0 = σφ. Then spreading happens provided that σ is
sufficiently large.
Proof. It is known that the following eigenvalue problem{
−ψ′′(x) − 12ψ′(x) = κψ(x), x ∈ (12 , 1),
ψ′(12 ) = ψ(1) = 0,
has the principal eigenvalue κ1 and the corresponding principal eigenfunction ψ1
satisfies ψ1(x) > 0 and ψ
′
1(x) < 0 for all x ∈ (12 , 1]. We assume further that
‖ψ1‖L∞([ 12 ,1]) = ψ1
(1
2
)
= 1.
Let us extend ψ1 to [0, 1] with ψ1(x) = ψ1(1 − x) for x ∈ [0, 12 ]. Then clearly
 ψ
′′
1 (x) +
sgn
(
x− 12
)
2 ψ
′
1(x) + κ1ψ1(x) = 0, x ∈ (0, 1),
ψ′1(
1
2 ) = ψ1(0) = ψ1(1) = 0.
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For any given α ∈ (θ∗, 1), let vα be a solution of (3.1) and lα be given in (3.2).
As g is globally Lipschitz on [0,∞), we can find M > 0 such that g(u) ≥ −Mu for
all u ≥ 0.
Choose positive constants ε, T , γ and ρ as follows:
ε :=
1
2
min
{
1, (h0 − L)2
}
, T := (L + 2lα)
2, γ = |κ1|+M(T + 1),
and
(3.3)
ρ
(T + ε)γ
ψ1
( x√
T + ε
)
≥ vα(x) in [0, 2lα], −2µρψ′1(1) > (T + 1)γ .
Define
w(t, x) :=
ρ
(t+ ε)γ
ψ1
(
x− L√
t+ ε
)
for t ≥ 0, x ∈ [L,L+√t+ ε].
For t ∈ [0, T ] and x ∈ (L,L+√t+ ε), we have
wt − wxx − g(w) ≤ wt − wxx +Mw
=
−ρ
(t+ ε)γ+1
[
ψ′′1 +
x− L
2
√
t+ ε
ψ′1 + (γ −M(t+ ε))ψ1
]
≤ −ρ
(t+ ε)γ+1
[
ψ′′1 +
sgn( x−L√
t+ε
− 12 )
2
ψ′1 + κ1ψ1
]
= 0.
Clearly w(t, L) = w(t, L +
√
t+ ε) = 0 for t > 0, and by (3.3) we have that for
t ∈ [0, T ],
(L +
√
t+ ε)′ + µwx(t, L+
√
t+ ε) ≤ 1
2
√
t+ ε
[
1 +
2µρ
(T + 1)γ
ψ′1(1)
]
< 0.
Since ε < (h0 − L)2 we can choose σ1 > 0 large such that
w(0, x) =
ρ
εγ
ψ1
(x− L√
ε
)
< σ1φ(x) for x ∈ [L,L+
√
ε] ⊂ [0, h0].
Hence (w(t, x), L+
√
t+ ε) is a lower solution of (P ) over [0, T ]× [L,L+√t+ ε]
and the comparison principle implies that
u(T, x;σ1φ) ≥ w(T, x) ≥ vα(x− L) for x ∈ [L,L+ 2lα] ⊂ [L, h(T ;σ1φ)).
This and Lemma 3.1 yield that spreading happens for this σ1. The lemma is
proved. 
Assume that h0 > L and φ ∈ X (h0). Let u0 = σφ with σ > 0. Then
Σ1 =
{
σ1 > 0 : spreading happens for σ ∈ [σ1,∞)}
is well defined. We end this subsection with the following property of the set Σ1.
Lemma 3.3. For any given L > 0, Σ1 is a nonempty open interval.
Proof. It follows from Lemma 3.2 that spreading happens for large σ > 0, then Σ1
is non-empty.
We next prove that Σ1 is an open interval. If σ1 ∈ Σ1, there is T1 > 0 large
enough such that for any given α ∈ (θ∗, 1),
(3.4) u1(T1, x) > vα(x) in [L,L+ 2lα] and h1(T1) > L+ 2lα,
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where (u1, h1) is the solution of (P ) with u0 = σ1φ, vα is a solution of (3.1) and lα
is given in (3.2). The continuous dependence of the solution on initial values yields
that there is a small ǫ > 0 such that the solution (uǫ, hǫ) of (P ) with u0 = (σ1− ǫ)φ
satisfies (3.4). It then follows from Lemma 3.1 that spreading happens for (uǫ, hǫ),
which infers that σ1 − ǫ ∈ Σ1. The comparison principle implies that σ ∈ Σ1 for
any σ > σ1 − ǫ. Thus Σ1 is an open interval. 
Remark 3.4. Denote σ∗ := inf Σ1. In view of the above Lemma, we obtain
Σ1 = (σ
∗,∞) and σ∗ ∈ [0,∞).
3.2. Sufficient conditions for vanishing. In this subsection we give some suf-
ficient conditions for vanishing. Firstly, let us consider the following eigenvalue
problem:
(3.5)


−ϕ′′ − f ′(0)ϕ = λϕ, 0 < x < L,
−ϕ′′ − g′(0)ϕ = λϕ, x > L,
ϕ′(0) = ϕ(∞) = 0,
ϕ(L− 0) = ϕ(L+ 0),
ϕ′(L − 0) = ϕ′(L+ 0).
Denote by λ1(L) the principal eigenvalue of (3.5). The existence and uniqueness of
λ1(L) is well-known; see [8].
Let us also consider the following eigenvalue problem on R associated with (3.5):
(3.6)
{
−ϕ′′ + h(x)ϕ = λϕ, x ∈ R,
ϕ′(0) = ϕ(±∞) = 0,
where
h(x) =
{
−f ′(0), |x| ≤ L,
−g′(0), |x| > L.
As h ∈ L∞(R) and is symmetric with respect to the origin, it is well known
that the principal eigenvalue (or the so-called first eigenvalue) of (3.6) exists and
coincides with that of problem (3.5). Thus, we use λ1(L) to denote the principal
eigenvalue of (3.5) and (3.6). The corresponding eigenfunction ϕL1 of (3.5) satisfies
ϕL1 ∈ C1([0,∞)) ∩ C2([0,∞) \ {L}), ϕL1 > 0 on [0,∞) and (ϕL1 )′(0) = 0.
We recall the following assertion.
Lemma 3.5 (Lemma 3.1 of [8]). Let λ1(L) be the principal eigenvalue of (3.5).
Then
λ1(L) ∈ (−f ′(0),−g′(0)), for any L > 0,
and
L =
1√
f ′(0) + λ1(L)
arctan
√
− g
′(0) + λ1(L)
f ′(0) + λ1(L)
.
Moreover, λ1(L) is decreasing with respect to L > 0, and λ1(L) < 0 if L > L∗,
λ1(L) = 0 if L = L∗, and λ1(L) > 0 if 0 < L < L∗, where L∗ = 1√
f ′(0)
arctan
√
− g′(0)f ′(0) .
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Let λR1 (L) be the principal eigenvalue of
(3.7)
{
−ϕ′′ + h(x)ϕ = λϕ, −R < x < R,
ϕ′(0) = ϕ(±R) = 0.
It follows from [3, 4] that
(3.8) λR1 (L) is decreasing in R > 0 and lim
R→∞
λR1 (L) = λ1(L).
In addition, some further properties of λR1 (L) are collected as follows.
Lemma 3.6. Let L∗ and λR1 (L) be given as before. We have
(i) When 0 < L ≤ L∗, then λR1 (L) > 0 for all R > 0.
(ii) When L > L∗, then there is a unique positive constant R∗ := R∗(L) such
that λR1 (L) is negative (resp. 0, or positive) when R > R
∗ (resp. R = R∗,
or R < R∗). Moreover, R∗ is continuous and decreasing with respect to L.
(iii) Let L∗∗ := π
2
√
f ′(0)
. Then R∗(L) > L (resp. R∗(L) = L, or R∗(L) < L)
when L < L∗∗ (resp. L = L∗∗, or L > L∗∗).
Proof. (i) If 0 < L ≤ L∗, it is known from Lemma 3.5 that λ1(L) ≥ 0. By (3.8),
we see that λR1 (L) > 0 for all R > 0.
(ii) If L > L∗, Lemma 3.5 implies that λ1(L) < 0. Due to (3.8) and the conti-
nuity, there is a unique positive constant R∗ such that λR1 (L) is negative (resp. 0,
or positive) when R > R∗ (resp. R = R∗, or R < R∗). Moreover, R∗ is decreasing
with respect to L. It’s obvious that R∗ is continuous with respect to L.
(iii) Let us consider the continuous function
J (L) := R∗(L)− L.
By the above discussion it follows that J (L) is decreasing and continuous with
respect to L > L∗. If 0 < L ≤ L∗, then λR1 (L) > 0 for all R > 0, and so
R∗(L) → +∞ as L → L∗ + 0. It can be further checked that λR1 (L) = 0 if
L ≥ π
2
√
f ′(0)
= R, and in turn R∗(L) = π
2
√
f ′(0)
for L ≥ π
2
√
f ′(0)
. As a result, we
have
lim
L→L∗+0
J (L) = +∞, lim
L→+∞
J (L) = −∞.
Thus there exists a unique L∗∗ ∈ (L∗,∞) such that J (L∗∗) = 0. Since J
(
π
2
√
f ′(0)
)
=
0, hence L∗∗ = π
2
√
f ′(0)
. Thanks to the monotonicity of J (L) in L, we can derive
all the other assertions of the lemma. 
Remark 3.7. In view of Lemma 3.6, we can define the following number
(3.9) h∗ :=
{
+∞, when 0 ≤ L ≤ L∗,
R∗(L), when L > L∗.
The number h∗ will paly an important role in our argument below.
Next, based on the above results, we give the following sufficient condition for
vanishing.
Lemma 3.8. Let L∗∗ and h∗ be given in Lemma 3.6 and (3.9), respectively. As-
sume that 0 < L < L∗∗, L < h0 < h∗ and ‖u0‖L∞([0,h0]) is sufficiently small, then
vanishing happens.
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Proof. For any given h1 ∈ (h0, h∗), we consider problem (3.7) with R = h1. Denote
by λh11 and ϕ with ‖ϕ‖L∞ = 1 the principal eigenvalue and the corresponding
positive eigenfunction of such a problem. Then λh11 > 0 by Lemma 3.6.
Due to ϕ(h1) = 0, then ϕx(h1) ≤ 0. Let ζ be denoted by the rightmost local
maximum point of ϕ on [0, h1]. Clearly, ζ ≥ 0 and ϕx(x) ≤ 0 on [ζ, h1]. Set
δ := min
{λh11
2
,
h1
h0
− 1, 1
}
, η := max
{
ζ, h1 − δ
2
h0
}
, ε0 := ϕ(η),
then ε0 ≤ 1, and there exists ε1 = ε1(δ) > 0 small such that
−2µε1ϕ′(h1) < δ2h0, f(s) ≤ (f ′(0) + δ)s, g(s) ≤ (g′(0) + δ)s for s ∈ [0, ε1].
Define
w(t, x) := ε0ε1e
−δtϕ(x) for (t, x) ∈ [0,∞)× [0, h1].
A direct calculation shows that for (t, x) ∈ [0,∞)× [0, L),
wt − wxx − f(w) ≥ (λh11 − 2δ)w ≥ 0,
and for (t, x) ∈ [0,∞)× (L, h1],
wt − wxx − g(w) ≥ (λh11 − 2δ)w ≥ 0.
Since ϕ(x) is the principal eigenfunction, clearly wx(t, 0) = 0, w(t, L−0) = w(t, L+
0) and wx(t, L− 0) = wx(t, L+ 0), ∀t > 0. If we choose u0 satisfying
u0(x) ≤ ε0ε1ϕ(x) = w(0, x) for x ∈ [0, h0],
then it follows from Lemma 2.1 that
u(t, x) ≤ w(t, x) for (t, x) ∈ [0, τ)× [0, h(t)],
where τ := sup{t > 0 : h(t) < h1}. We shall prove that τ =∞. Once this is proved
we have h(t) ≤ h1 for all t ≥ 0, and hence the vanishing conclusion follows.
To prove τ =∞, let us suppose for contradiction that τ <∞. Then h(τ) = h1.
Define
ξ(t) := h0
(
1 + δ − δ
2
e−δt
)
, v(t, x) := ε1e
−δtϕ(x − ξ(t) + h1)
for t ≥ 0, x ∈ I(t) := [η + ξ(t) − h1, ξ(t)].
From the choice of η it follows that for t ≥ 0, η+ξ(t)−h1 ≥ ξ(t)− δ2h0 ≥ h0 > L.
By direct calculation, we see that for t > 0 and x ∈ I(t),
vt − vxx − g(v) ≥ (λh11 − 2δ)v − ε1e−δtξ′(t)ϕ′(x − ξ(t) + h1) ≥ 0,
since ξ′ > 0 and ϕ′(x − ξ(t) + h1) < 0 for t ≥ 0 and x ∈ I(t). On the other hand,
by the choice of ε1 we have
ξ′(t) =
δ2h0
2
e−δt ≥ −µε1e−δtϕ′(h1) = −µvx(t, ξ(t)).
We claim that h(t) ≤ ξ(t) for all t ∈ [0, τ ]. When h(t) ≤ η + ξ(t) − h1 the
claim is true since η + ξ(t) − h1 < ξ(t). Assume that the set {0 ≤ t ≤ τ : h(t) >
η + ξ(t) − h1} 6= ∅ consists of some intervals and [τ1, τ2] is one of them. Then
h(τ1) = η + ξ(τ1) − h1, and on the left boundary x = η + ξ(t) − h1 of the domain
Ω := {(t, x) : t ∈ [τ1, τ2], η + ξ(t)− h1 ≤ x ≤ h(t)} we have that for t ∈ [τ1, τ2],
u(t, η + ξ(t)− h1) ≤ w(t, η + ξ(t)− h1) = ε0ε1e−δtϕ(η + ξ(t)− h1)
≤ ε0ε1e−δt = ε1e−δtϕ(η) ≡ v(t, η + ξ(t)− h1).
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Hence v is an upper solution in Ω and by Lemma 2.1, we have that u ≤ v in Ω and
h(t) < ξ(t) for t ∈ [τ1, τ2]. In summary, our claim is proved and so
h(τ) ≤ ξ(τ) < ξ(∞) ≤ h1,
contradicting our assumption h(τ) = h1. This proves τ = ∞, which ends the
proof. 
Let φ ∈ X (h0) with h0 > L, and u0 = σφ with σ > 0. Define
Σ0 = {σ0 : vanishing happens for σ ∈ (0, σ0]}.
We end this subsection with some useful properties of the set Σ0 for vanishing.
Lemma 3.9. Let Σ0 be defined as before and σ
∗ be given in Remark 3.4. The
following assertions hold.
(i) If L > L∗∗ or if L∗ < L < L∗∗ and h0 ≥ R∗(L), then Σ0 is empty;
(ii) If 0 < L ≤ L∗, then Σ0 = (0, σ∗) for some σ∗ ∈ (0, σ∗);
(iii) If L∗ < L < L∗∗ and h0 < R∗(L), then Σ0 = (0, σ∗] for some σ∗ ∈ (0, σ∗).
Proof. (i) Set R := h(1), then λR1 (L) < 0 if L > L∗∗ or if L∗ < L < L∗∗ and
h0 ≥ R∗(L) by the properties of λR1 (L) in Lemma 3.2. The positive eigenfunction
corresponding to λR1 (L), denoted by ϕ
L,R
1 , solves (3.7) and can be normalized so
that ‖ϕL,R1 ‖L∞ = 1. Let
u(x) = ǫϕL,R1 (x), x ∈ [0, R],
where the constant ǫ > 0 can be chosen to be sufficiently small such that
f(s) ≥
(
f ′(0) +
λR1 (L)
2
)
s and g(s) ≥
(
g′(0) +
λR1 (L)
2
)
s for s ∈ [0, ǫ].
As a result, for t > 2 and 0 ≤ x ≤ L, it is easily seen that
ut − uxx − f(u) ≤
λR1 (L)
2
u ≤ 0,
and for t > 2 and L < x ≤ R,
ut − uxx − g(u) ≤
λR1 (L)
2
u ≤ 0.
One can check that u′(0) = 0, u(L− 0) = u(L + 0) and u′(L − 0) = u′(L+ 0).
Moreover, since u(2, x) > 0 for all x ∈ [0, R], we can take ǫ to be smaller if
necessary such that u(2, x) > u(x) for all x ∈ [0, R]. Hence, u is a lower solution of
(P ) for t ≥ 2, x ∈ [0, R]. By the comparison principle, we obtain u(t, x) ≥ u(x) for
t > 2 and x ∈ [0, R]. This implies that vanishing can not happen for this σ, and
thus Σ0 is empty.
(ii) Since 0 < L ≤ L∗, it follows from Lemma 3.8 and the parabolic comparison
principle that vanishing happens for all small σ > 0, thus Σ0 is not empty in this
case.
Next we want to show that Σ0 is an open interval. Fix any σ0 ∈ Σ0, then
vanishing happens for σ = σ0, and so for any 0 < δ ≪ 1, there exists T0 > 0 large
such that the solution (u, h) of (P ) with u0 = σ0φ satisfies
‖u(t, ·)‖L∞([0,h(T0)]) < δ and h∞ <∞.
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By the continuous dependence of the solution of (P ) on its initial values, we can
conclude that if ε > 0 is sufficiently small, the solution (uε, hε) of (P ) with u0 =
(σ0 + ε)φ satisfies
‖uε(t, ·)‖L∞([0,hε(T0)]) < δ and hε(T0) < h(T0) + 1.
This, together with Lemma 3.8 and the arbitrariness of δ, yields that vanishing
happens for (uε, hε), which implies that σ0 + ε ∈ Σ0. Moreover, by the comparison
principle, σ ∈ Σ0 for any σ < σ0+ε. Thus Σ0 is an open interval, and so Σ0 = (0, σ∗)
with σ∗ ∈ (0, σ∗].
(iii) Since L∗ < L < L∗∗ and h0 < R∗(L), by Lemma 3.8 and the parabolic
comparison principle we see that vanishing happens for all small σ > 0, thus Σ0 is
not empty. The definition of σ∗ implies that (0, σ∗) ⊂ Σ0. Then we intend to show
that σ∗ ∈ Σ0. By Theorem 2.7, it is suffice to prove that the solution (u∗, h∗) of
(P ) with u0 = σ∗φ satisfies
(3.10) h∗,∞ = R∗(L).
We employ an indirect argument by assuming that h∗,∞ < R∗(L) or h∗,∞ > R∗(L).
For the first case, by the definition of vanishing and the continuous dependence of
the solution of (P ) on the initial values, for any small δ1 > 0, there is T1 > 0
large such that if ǫ1 > 0 is sufficiently small, then the solution (u1, h1) of (P ) with
u0 = (σ∗ + ǫ1)φ, satisfies
h1(T1) < R
∗(L) and u1(T1, x) < δ1 in [0, h1(T1)],
which implies that vanishing happens when σ = σ∗ + ǫ1. This contradicts the
definition of σ∗. For the second case, we can find T2 > 0 such that h∗(T2) > R∗(L).
By the continuous dependence of the solution of (P ) on its initial values, we find
ǫ2 > 0 sufficiently small such that the solution of (P ) with u0 = (σ∗−ǫ2)φ, denoted
by (u2, h2), satisfies
h2(T2) > R
∗(L).
By the proof of (i) above, this implies that vanishing does not happen to (u2, h2),
a contradiction to the definition of σ∗.
We claim that only when σ = σ∗, the solution (u∗, h∗) of (P ) with u0 = σ∗φ
satisfies (3.10). Otherwise there exists σ˜1 6= σ∗ such that (3.10) holds for σ = σ˜1.
Set σ˜2 := σ∗, then the solution of (P ) with u0 = σ˜iφ, denoted by (u˜i, h˜i) (i = 1, 2),
satisfies
h˜i,∞ = R∗(L).
Without loss of generality, we may suppose σ˜1 > σ˜2. The comparison principle
yields that
(3.11) h˜1(1) > h˜2(1) and u˜1(1, x) > u˜2(1, x) in [0, h˜2(1)].
Set
ε0 = sup{ε > 0 : u˜1(1, x) > u˜2(1, x− ε) in [ε, h˜2(1) + ε] ⊂ (0, h˜1(1))}
and define
u˜(t, x) = u˜2(t+ 1, x− ε0) and h˜(t) = h˜2(t+ 1) + ε0.
Clearly, (u˜, h˜) is the unique solution of (P ) with u0 = u˜2(1, x − ε0) and h˜∞ =
h˜2,∞ + ε0. The definition of ε0 and the comparison principle conclude that
h˜1,∞ ≥ h˜∞ = h˜2,∞ + ε0 > R∗(L).
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This leads to a contradiction against the definition of σ˜1. Thus (3.10) holds only
when σ = σ∗. As a consequence, Σ0 = (0, σ∗], which ends the proof of this lemma.

3.3. Proof of Theorem 1.1. Based on the results derived in the previous subsec-
tions, we are going to give
Proof of Theorem 1.1: It follows from Remark 3.4 that
(3.12) Σ1 = (σ
∗,∞) with σ∗ = inf Σ1 ∈ [0,∞).
(I) When 0 < L ≤ L∗, in view of Lemma 3.9, we have Σ0 = (0, σ∗) with
σ∗ = supΣ0 ∈ (0, σ∗]. This, together with (3.12), Theorem 2.7 and Lemma 2.6
allow us to assert that each solution u(t, x;σφ) with σ ∈ [σ∗, σ∗] is a transition one.
(II) Let us assume that L∗ < L < max{L∗, L∗∗} and divide our proof into four
subcases.
Subcase (1): L∗ < L < L∗ and L∗ < L∗∗. We divide the initial value h0 into two
cases: h0 ≥ R∗(L) and h0 < R∗(L). In the first case, Lemma 3.9 (i) implies that
Σ0 is empty, which means that vanishing does not happen for any σ > 0. This,
combined with (3.12), Theorem 2.7 and L < L∗, shows that each solution u(t, x;σφ)
with σ ∈ (0, σ∗] is a transition one. In the latter case, it follows from Lemma 3.9
(iii) that Σ0 = (0, σ∗] with σ∗ := supΣ0 ∈ (0, σ∗]. On one hand, if σ∗ < σ∗,
by Theorem 2.7 and Lemma 2.6, each solution u(t, x;σφ) with σ ∈ (σ∗, σ∗] is a
transition one. On the other hand, if σ∗ = σ∗, then the transition case does not
happen.
Subcase (2): L∗ < L < L∗∗ and L∗ < L∗∗. The definition of L∗ implies that each
solution u(t, x;σφ) with σ > 0 is not a transition one. There are two different cases:
h0 ≥ R∗(L) and h0 < R∗(L). For the first case, by Lemma 3.9 (i), Σ0 is empty, and
in turn vanishing does not happen for any σ > 0. This, together with (3.12) and
Theorem 2.7, shows that spreading happens for all σ > 0. For the latter case, we
have from Lemma 3.9 (iii) that Σ0 = (0, σ∗] with σ∗ = supΣ0 ∈ (0,∞). Together
with Theorem 2.7 and (3.12), we can conclude that σ∗ = σ∗, and so Σ0 = (0, σ∗]
and Σ1 = (σ
∗,∞) in this case.
Subcase (3): L∗ < L < L∗∗ and L∗∗ < L∗. The proof is similar to that of
subcase (1).
Subcase (4): L∗∗ < L < L∗ and L∗∗ < L∗. By Lemma 3.9 (i), we obtain that
vanishing does not happen for any σ > 0. This, combined with Theorem 2.7 and
(3.12), shows that each solution u(t, x;σφ) with σ ∈ (0, σ∗] is a transition one if
σ∗ > 0.
(III) Let us consider the case L > max{L∗, L∗∗}. As L > L∗∗, vanishing does not
happen for problem (P ) due to Lemma 3.9 (i). The definition of L∗, together with
Theorem 2.7 and Lemma 2.6, imply that only spreading can happen for problem
(P ) with L > max{L∗, L∗∗}.
The proof of Theorem 1.1 is now complete. 
3.4. Asymptotic profiles of spreading solutions. In this subsection we study
the asymptotic profiles of spreading solutions and prove Theorem 1.2. Let us first
state the following known result from [12, Theorem 6.2], which will play an impor-
tant role in our analysis of the asymptotic spreading speed.
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Lemma 3.10. Let c0 be the speed of traveling wave of ut = uxx + g(u). For any
c ∈ [0, c0), the following problem
(3.13)
{
q′′c − cq′c + g(qc) = 0, qc(z) > 0, 0 < z <∞,
qc(0) = 0, qc(∞) = 1,
admits a unique positive solution qc(z) with q
′
c(z) > 0 for z ≥ 0. Moreover, for
each µ > 0, there exists a unique c∗ = c∗µ ∈ (0, c0) such that (3.13) has a unique
solution pair (c, q) = (c∗, qc∗) satisfying c∗ = µq′c∗(0), and c
∗
µ is increasing in µ with
c∗µ → c0 as µ→∞.
Based on the above result, we will prove the boundedness of h(t)− c∗t and that
u(t, ·) ≈ 1 in the domain [0, h(t) − X ], where X > 0 is a large number to be
determined.
Proposition 3.11. Assume that spreading happens for the solution (u, h). Let
(c∗, qc∗) be the unique solution pair of (3.13). Then
(i) there exists C > 0 such that
(3.14) |h(t)− c∗t| ≤ C for all t ≥ 0;
(ii) for any small ǫ > 0, then there exist Xǫ > 0 and Tǫ > 0 such that
(3.15) ‖u(t, ·)− 1‖L∞([0,h(t)−Xǫ]) ≤ ǫ for t > Tǫ.
Proof. For clarity we divide the proof into three steps.
Step 1. Estimate the upper bounds for h(t) and u(t, x).
Since (c∗, qc∗) is a solution of (3.13) with qc∗(z)→ 1 as z →∞, a simple analysis
on the q − q′ phase plane around the point (1, 0) gives
q′c∗(z) = [−2γ + o(1)](qc∗(z)− 1), as z →∞,
where
γ :=
1
4
[
√
(c∗)2 − 4g′(1)− c∗] > 0.
Then we can find X0 > 0 large such that there exists K0 > 0 satisfying
(3.16) qc∗(z) ≥ 1−K0e−γz for z ≥ X0.
Choosing 0 < δ1 <
1
2 min{γc∗,−g′(1)}, it follows from (H) that there is ε > 0 such
that
(3.17) f ′(v), g′(v) ≤ −δ1 for v ∈ [1− ε, 1 + ε].
Let v(t) be the solution of vt = F (v) with initial value v(0) = ‖u0‖∞ + 1, where
F (v) = max{f(v), g(v)}.
Due to F (v) < 0 for v > 1, the function v(t) decreases to 1 as t → ∞. Hence, for
ε > 0 in (3.17), there exists t0 > 0 large such that 1 < v(t) < 1 + ε for t ≥ t0. By
(3.17) we have vt = F (v) ≤ δ1(1 − v) for t ≥ t0. Clearly v(t) is an upper solution
of (P ), and so
(3.18) u(t, x) ≤ v(t) ≤ 1 +M0e−δ1t for t ≥ t0, 0 ≤ x ≤ h(t),
with M0 := εe
δ1t0 . Take T ′ > t0 large such that
(3.19) h(t) ≥ 2L and M0e−δ1t < ε/2 for t ≥ T ′.
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Since qc∗(z)→ 1 as z →∞, we can find X > X0 large such that, with M ′ = 2M0,
(3.20) (1 +M ′e−δ1T
′
)qc∗(z) ≥ 1 +M0e−δ1T ′ for z ≥ X.
Now we construct a finer upper solution (u¯, h¯) to (P ) as follows:
h¯(t) := c∗t+ h(T ′) +KM ′(e−δ1T
′ − e−δ1t) +X + 2L for t ≥ T ′,
u¯(t, x) := (1 +M ′e−δ1t)qc∗(h¯(t)− x) for t ≥ T ′, 2L ≤ x ≤ h¯(t),
where K is a positive constant to be determined below. Clearly, for all t ≥ T ′, we
have u¯(t, h¯(t)) = 0, and
−µu¯x(t, h¯(t)) = µ(1+M ′e−δ1t)q′c∗(0) = (1+M ′e−δ1t)c∗ < c∗+M ′Kδ1e−δ1t = h¯′(t)
provided that we choose K with Kδ1 > c
∗. By the definition of h¯, we have h(T ′) <
h¯(T ′). It follows from (3.16)-(3.20) that for x ∈ [2L, h(T ′)],
u¯(T ′, x) = (1 +M ′e−δ1T
′
)qc∗(c
∗T ′ + h(T ′) +X + 2L− x)
≥ 1 +M0e−δ1T ′ ≥ u(T ′, x),
and for t ≥ T ′,
u¯(t, 2L) ≥ (1 +M ′e−δ1t)qc∗(c∗t+X)
≥ (1 +M ′e−δ1t)(1 −K0e−γ(c∗t+X))
≥ 1 + 2M0e−δ1t − (1 + ε)K0e−γ(c∗t+X)
≥ 1 +M0e−δ1t ≥ u(t, 2L),
by the fact that for δ1 ≤ γc
∗
2 , due to X ≫ 1 and T ′ ≫ 1, then for t ≥ T ′,
M0e
−δ1t − (1 + ε)K0e−γ(c∗t+X) ≥M0e−δ1t[1− e(δ1−γc∗)t] ≥ 0.
We now show that
N u¯ := u¯t − u¯xx − g(u¯) ≥ 0 for t > T ′, x ∈ [2L, h¯(t)].
In fact, by some direct calculation we find that
N u¯ = M ′e−δ1t{g(qc∗) +Kδ1(1 +M ′e−δ1t)q′c∗ − δ1qc∗}+ g(qc∗)− g((1 +M ′e−δ1t)qc∗)
= F1 := M ′e−δ1t
{
g(qc∗) +Kδ1(1 +M
′e−δ1t)q′c∗ − [g′((1 + ρ1M ′e−δ1t)qc∗) + δ1]qc∗
}
for some ρ1 ∈ (0, 1). Since qc∗(z)→ 1 as z →∞, there is z0 > 0 such that
qc∗(z) ≥ 1− ε for z ≥ z0.
When t > T ′ and h¯(t) − x > z0, clearly F1 ≥ 0 by (3.17) and the fact that
M ′e−δ1t ≤ ε for t > T ′. When t > T ′ and 0 ≤ h¯(t)− x ≤ z0, we have
F1 ≥M ′e−δ1t(Kδ1D1−D2− δ1−D3) ≥ 0, provided K > 0 is sufficiently large,
where
D1 := min
z∈[0,z0]
q′c∗(z) > 0, D2 := max
s∈[0,1+ε]
g′(s) and D3 := max
s∈[0,1]
g(s).
In summary, (u¯, h¯) is an upper solution of (P ). It follows from Lemma 2.2 that
h(t) ≤ h¯(t) for t > T ′ and u(t, x) ≤ u¯(t, x) ≤ 1+M ′e−δt, t > T ′, x ∈ [2L, h(t)].
By the definition of h¯, for Cr := h(T
′) +X +KM ′ + 2L+ max
t∈[0,T ′]
|h(t) − h(t)|, we
see that
(3.21) h(t) < c∗t+ Cr for all t ≥ 0.
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For any ǫ > 0, by choosing T1(ǫ) > T
′ large such that M ′e−δT1(ǫ) < ǫ, thanks to
the definition of u¯, we have
(3.22) u(t, x) ≤ u¯(t, x) ≤ 1 + ǫ for t > T1(ǫ), x ∈ [2L, h(t)].
Step 2. Estimate the lower bounds for h(t) and u(t, x).
It follows from [12, Lemma 6.5] that for any given c ∈ (0, c∗) there exist δ2 ∈
(0,−g′(1)), T1 > 0 and M > 0 such that for t ≥ T1,
(3.23) h(t) ≥ ct and u(t, x) ≥ 1−Me−δ2t for x ∈ [0, ct].
Since δ2 ∈ (0,−g′(1)), we can find some η > 0 small such that
(3.24) g′(v) ≤ −δ2 for v ∈ [1− η, 1 + η].
Moreover, we define constants zη and Cη as follows:
qc∗(zη) = 1− η
2
, Cη = min
0≤z≤zη
q′c∗(z) > 0.
Then we take T ′′ > T1 such that
(3.25) ct ≥ 2L and Me−δ2t ≤ η
2
for t ≥ T ′′.
Define
h(t) := c∗(t− T ′′) + cT ′′ −K1M(e−δ2T ′′ − e−δ2t) for t ≥ T ′′,
u(t, x) := (1−Me−δ2t)qc∗(h(t)− x) for t ≥ T ′′, 2L ≤ x ≤ h(t),
where K1 is a positive constant to be determined below. Clearly, for all t ≥ T ′′, we
infer
u(t, h(t)) = 0, and u(t, 2L) ≤ 1−Me−δ2t ≤ u(t, 2L),
−µux(t, h(t)) = µ(1−Me−δ2t)qc∗(0) = (1−Me−δ2t)c∗ > c∗−K1Mδ2e−δ2t = h′(t)
provided that we choose K1 with K1δ2 > c
∗. By the definition of h, we have
h(T ′′) > h(T ′′). In view of (3.23), we further have for x ∈ [2L, h(T ′′)],
u(T ′′, x) ≤ 1−Me−δ2T ′′ ≤ u(T ′′, x).
We now show that
Nu := ut − uxx − g(u) ≤ 0 for t > T ′′, x ∈ [2L, h(t)].
In fact, direct calculation gives
Nu = −Me−δ2t{g(qc∗) +K1δ2(1−Me−δ2t)q′c∗ − δ2qc∗}+ g(qc∗)− g((1−Me−δ2t)qc∗)
= F2 := −Me−δ2t
{
g(qc∗) +K1δ2(1−Me−δ2t)q′c∗ − [g′((1 − ρ2Me−δ2t)qc∗) + δ2]qc∗
}
.
for some ρ2 ∈ (0, 1).
When t > T ′′ and h(t) − x > zη, F2 ≤ 0 by the fact that for z ≥ zη, due to
(3.25),
1− η ≤ [1− e−δ2t]qc∗(z) ≤ [1− ρ2e−δ2t]qc∗(z) ≤ 1,
and hence, by (3.24), g′((1− ρ2Me−δ2t)qc∗) + δ2 ≤ 0.
When t > T ′′ and 0 ≤ h(t)− x ≤ zη, we have
F2 ≤ −Me−δ2t
{
min
0≤s≤1
g(s) +K1δ2(1−Me−δ2t)q′c∗ − max
0≤s≤1
g′(s)− δ2
}
≤ Me−δ2t(1−Me−δ2t)
{max0≤s≤1 g′(s) + δ2 −min0≤s≤1 g(s)
1−Me−δ2t −K1δ2Cη
}
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≤ Me−δ2t(1−Me−δ2t)
{max0≤s≤1 g′(s) + δ2 −min0≤s≤1 g(s)
1−Me−δ2T ′′ −K1δ2Cη
}
.
By taking K1 > 0 sufficiently large, we have F2 ≤ 0.
Consequently, (u, h) is a lower solution. It follows from the comparison principle
that
h(t) ≥ h(t) for t > T ′′, u(t, x) ≥ u(t, x) for t > T ′′, x ∈ [2L, h(t)].
Hence
(3.26) h(t) ≥ h(t)− max
t∈[0,T ′′]
|h(t)− h(t)| ≥ c∗t− Cl for all t ≥ 0,
where Cl = max
t∈[0,T ′′]
|h(t)− h(t)|+ c∗T ′′ +K1M . This, together with (3.21), verifies
(3.14).
Moreover, for any ǫ > 0, since qc∗(z)→ 1 as z →∞, there exists X1(ǫ) > 0 such
that
qc∗(z) > 1− ǫ/2 for z ≥ X1(ǫ).
For (t, x) ∈ Ω1 := {(t, x) : t > T ′′, 2L ≤ x ≤ h(t)− Cr − Cl −X1(ǫ)}, one can get
from (3.21) and (3.26) that
h(t)− x ≥ c∗t− Cl − x ≥ h(t)− Cr − Cl − x ≥ X1(ǫ),
and hence
u(t, x) ≥ u(t, x) ≥ (1−Me−δ2t)qc∗(X1(ǫ)) ≥ (1−Me−δ2t)(1− ǫ/2) for (t, x) ∈ Ω1.
Let us choose T2(ǫ) > T
′′ such that 2Me−δ2T2(ǫ) < ǫ, then
(3.27) u(t, x) ≥ (1− ǫ/2)2 > 1− ǫ for (t, x) ∈ Ω1 and t > T2(ǫ).
Step 3. Complete the proof of (3.15).
Since spreading happens for (u, h), then there exists T0 > 0 large such that
(3.28) |u(t, x)− 1| ≤ ǫ for t > T0, 0 ≤ x ≤ 2L.
Denote Tǫ := max{T0, T1(ǫ), T2(ǫ)} and Xǫ := Cr + Cl +X1(ǫ). Then by (3.22),
(3.27) and (3.28), we have
|u(t, x)− 1| ≤ ǫ for t > Tǫ, 0 ≤ x ≤ h(t)−Xǫ.
This yields the estimate in (3.15), which ends the proof. 
Making use of the above results that have already been proved, we are going to
give
Proof of Theorem 1.2:We first prove (1.10). It follows from (3.14) in Proposition
3.11 that there is C > 0 such that
−C ≤ h(t)− c∗t ≤ C for t ≥ 0.
We define
u˜(t, y) := u(t, y + c∗t− 2C), h˜(t) := h(t)− c∗t+ 2C, t ≥ 0.
Let tn →∞ be an arbitrary sequence and define
u˜n(t, y) := u˜(t+ tn, y), h˜n(t) := h˜(t+ tn).
By a similar argument as that in [15, Lemmas 4.2 and 4.6], by passing to a subse-
quence if necessary, we obtain that there is a constant H0 ∈ R such that
h˜n → H0 in C1+
γ
2
loc (R),
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with γ ∈ (0, 1). The arbitrariness of {tn} and the definition of h˜n imply that
h′(t)→ c∗, as t→∞.
We next prove (1.11). To this end, we use the moving coordinate z := x− h(t).
Set
v(t, z) := u(t, z + h(t)) for z ∈ [2L− h(t), 0], t ≥ 0.
Then v solves

vt = vzz + h
′(t)vz + g(v), 2L− h(t) < z < 0, t > 0,
v(t, 0) = 0, h′(t) = −µvz(t, 0), t > 0,
v(t, 2L− h(t)) = u(t, 2L), t > 0,
where, as t→∞, 2L− h(t)→ −∞ and v(t, 2L− h(t))→ 1.
Consider the ω-limit set ω(v) of v(t, ·) in the topology of C2loc((−∞, 0]). As v is
bounded in L∞loc norm, then ω(v) is not empty. It follows from the ideas developed
by Du and Matano [13] and Du and Lou [12] that ω(v) consists of only solutions of
wzz + c
∗wz + g(w) = 0 for z ∈ (−∞, 0] in virtue of h′(t)→ c∗ as t→∞. For each
w ∈ ω(v), we have
w(−∞) = 1, w(0) = 0, and c∗ = −µwz(0).
Thus ω(v) = {qc∗(−z)}, which in turn implies that, for any C > 0,
‖v(t, ·)− qc∗(·)‖L∞([−C, 0]) → 0, as t→∞,
or, equivalently,
(3.29) ‖u(t, ·)− qc∗(h(t) − ·)‖L∞([h(t)−C, h(t)]) → 0, as t→∞.
For any given small ǫ > 0, it follows from (3.15) in Proposition 3.11 that there
exist two positive constants Xǫ and Tǫ such that
|u(t, x)− 1| ≤ ǫ for t > Tǫ, 0 ≤ x ≤ h(t)−Xǫ.
Since qc∗(∞) = 1, there exists X∗ǫ > Xǫ such that
|qc∗(h(t)− x) − 1| ≤ ǫ for x ≤ h(t)−X∗ǫ .
Combining the above two inequalities, we deduce
|u(t, x)− qc∗(h(t)− x)| ≤ 2ǫ for t > Tǫ, 0 ≤ x ≤ h(t)−X∗ǫ .
Taking C = X∗ǫ in (3.29) we see that for some T
∗
ǫ > Tǫ,
|u(t, x)− qc∗(h(t)− x)| ≤ ǫ for t > T ∗ǫ , h(t)−X∗ǫ ≤ x ≤ h(t).
This proves (1.11). Thus, Theorem 1.2 is verified. 
4. A Separate Protection Zone: proof of Theorem 1.3
In this section, we consider system (Q) and prove Theorem 1.3 in the same spirit
as that of Theorems 1.1 and 1.2. Consider the following eigenvalue problem:
(4.1)


−ϕ′′ − f ′(0)ϕ = λϕ, x ∈ (L1, L2),
−ϕ′′ − g′(0)ϕ = λϕ, x ∈ (0, L1) ∪ (L2,∞),
ϕ′(0) = ϕ(∞) = 0,
ϕ(Li − 0) = ϕ(Li + 0), i = 1, 2,
ϕ′(Li − 0) = ϕ′(Li + 0), i = 1, 2.
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Let us also consider the following eigenvalue problem on R associated with (4.1):
(4.2)
{
−ϕ′′ + h˜(x)ϕ = λϕ, x ∈ R,
ϕ′(0) = ϕ(±∞) = 0,
where
h˜(x) =
{
−f ′(0), |x| ∈ [L1, L2],
−g′(0), |x| ∈ [0, L1) ∪ (L2,∞).
It is well known that (4.1) and (4.2) have the same principal eigenvalue, denoted
by λ˜1(L). From [3, 4] we also observe that
(4.3) λ˜R1 (L) is decreasing in R > 0 and lim
R→∞
λ˜R1 (L) = λ˜1(L),
where λ˜R1 (L) is the principal eigenvalue of{
−ϕ′′ + h˜(x)ϕ = λϕ, −R < x < R,
ϕ′(0) = ϕ(±R) = 0.
We have the following results.
Lemma 4.1 (Lemma 4.1 of [8]). For any given 0 < L1 < L2, let L = L2 −L1 and
λ˜1(L) be the principal eigenvalue of (4.1). Then we have
λ˜1(L) ∈ (−f ′(0),−g′(0)),
and
L =
1
θ2
{
arctan
[θ1
θ2
· e
θ1L1 − e−θ1L1
eθ1L1 + e−θ1L1
]
+ arctan
θ1
θ2
}
,
where θ1 =
√
−(g′(0) + λ˜1(L)) and θ2 =
√
f ′(0) + λ˜1(L). Moreover, λ˜1(L) is
decreasing with respect to L > 0, and there is a unique L˜∗ > L∗ such that λ˜1(L) < 0
if L > L˜∗, λ˜1(L) = 0 if L = L˜∗, and λ˜1(L) > 0 if 0 < L < L˜∗.
Lemma 4.2. For any given 0 < L1 < L2, set L = L2 − L1. Let L˜∗ and λ˜R1 (L) be
given as above. The following assertions hold.
(i) If 0 < L ≤ L˜∗, then λ˜R1 (L) > 0 for all R > 0.
(ii) If L > L˜∗, there is a unique positive constant R˜∗ := R˜∗(L) such that λ˜R1 (L)
is negative (resp. 0, or positive) when R > R˜∗ (resp. R = R˜∗, or R < R˜∗).
For any given L1 > 0, R˜
∗ is continuous and decreasing with respect to L.
(iii) For any given L1 > 0, let
(4.4) L˜∗∗ :=
1√
f ′(0)
{
arctan
[√
− g
′(0)
f ′(0)
· e
√
−g′(0)L1 − e−
√
−g′(0)L1
e
√
−g′(0)L1 + e−
√
−g′(0)L1
]
+
π
2
}
> L∗∗,
then R˜∗(L) > L2 (resp. R˜∗(L) = L2, or R˜∗(L) < L2) when L < L˜∗∗ (resp.
L = L˜∗∗, or L > L˜∗∗).
Proof. (i) If 0 < L ≤ L˜∗, by Lemma 4.1, λ˜1(L) ≥ 0. Thanks to (4.3), we see that
λ˜R1 (L) > 0 for all R > 0.
(ii) If L˜∗ < L, by Lemma 4.1, λ˜1(L) < 0. This, together with (4.3), implies that
there is a unique constant R˜∗ > 0 such that λ˜R1 (L) is negative (resp. 0, or positive)
when R > R˜∗ (resp. R = R˜∗, or R < R˜∗). Moreover, one can check that R˜∗ is
continuous and decreasing with respect to L.
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(iii) For any given L1 > 0, let us consider the following function
J˜ (L) := R˜∗(L)− L1 − L.
By the above discussion we know that for any given L1 > 0, J˜ (L) is decreasing
and continuous with respect to L > L˜∗. If 0 < L ≤ L˜∗, λ˜R1 (L) > 0 for all R > 0,
and thus R˜∗(L)→ +∞ as L→ L˜∗ + 0.
We know that the following auxiliary eigenvalue problem:{
−ψ′′ − f ′(0)ψ = λˆψ, L1 < x < L2,
ψ(L1) = ψ(L2) = 0,
admits a principal eigenvalue λˆ1, and λˆ1 = 0 if L2 −L1 = π√
f ′(0)
. The comparison
principle implies that λ˜R1 (L) < 0 when L ≥ π√f ′(0) , which yields that R˜
∗(L)−L1 <
π√
f ′(0)
for L ≥ π√
f ′(0)
.
Consequently, we have
lim
L→L˜∗+0
J˜ (L) = +∞, J˜
( π√
f ′(0)
)
< 0.
Thus there exists a unique L˜∗∗ ∈
(
L˜∗, π√
f ′(0)
)
such that J˜ (L∗∗) = 0, that is,
R˜∗(L∗∗) = L2. The monotonicity of J˜ (L) in L derives all the other assertions of
this lemma.
Finally, let us give the calculation of (4.4). It follows from the definition of L˜∗∗
that λ˜R1 (L˜∗∗) = 0 and R˜
∗ := R˜∗(L˜∗∗) = L2. Thus when L = L˜∗∗, we have
(4.5)


−ϕ′′ − f ′(0)ϕ = 0, x ∈ (L1, R˜∗),
−ϕ′′ − g′(0)ϕ = 0, x ∈ (0, L1),
ϕ′(0) = ϕ(R˜∗) = 0,
ϕ(L1 − 0) = ϕ(L1 + 0).
For x ∈ (0, L1), since g′(0) < 0, it follows from the second equation of (4.5) that
there are two constant C˜1 and C˜2 such that
ϕ(x) = C˜1e
√
−g′(0)x + C˜2e−
√
−g′(0)x, ∀x ∈ (0, L1).
This, together with ϕ′(0) = 0, yields that C˜1 = C˜2 > 0, and so for x ∈ (0, L1),
ϕ(x) = C˜1
(
e
√
−g′(0)x + e−
√
−g′(0)x),
ϕ′(x) = C˜1
√
−g′(0)(e√−g′(0)x − e−√−g′(0)x) > 0.
Hence we have
(4.6)
ϕ′(L1 − 0)
ϕ(L1 − 0) =
√
−g′(0) · e
√
−g′(0)L1 − e−
√
−g′(0)L1
e
√
−g′(0)L1 + e−
√
−g′(0)L1
.
Since ϕ′(L1 + 0) = ϕ′(L1 − 0), it follows that ϕ′(L1 + 0) > 0. As ϕ(x) > 0
for x ∈ (0, R˜∗) and ϕ(R˜∗) = 0, then there is a constant a ∈ (L1, R˜∗) such that
ϕ′(a) = 0.
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We further claim that there exists a unique a ∈ (L1, R˜∗) satisfying ϕ′(a) = 0.
Otherwise there are two constants ai ∈ (L1, R˜∗) with a1 < a2 satisfying ϕ′(ai) = 0
(i = 1, 2). It follows from the first equation of (4.1) that
−ϕ′′ = f ′(0)ϕ, ∀x ∈ [a1, a2].
Integrating the above equation on [a1, a2] implies that f
′(0) = 0 in virtue of ϕ′(ai) =
0 and ϕ > 0 in [a1, a2], a contradiction! Thus there is a unique a ∈ (L1, R˜∗) fulfilling
ϕ′(a) = 0.
Now, when x ∈ (L1, R˜∗), from the second equation of (4.5) it follows that there
exist two constants C˜3 and C˜4 such that
ϕ(x) = C˜3 cos[
√
f ′(0)(x − a)] + C˜4 sin[
√
f ′(0)(x− a)], ∀x ∈ [L1, R˜∗].
Since ϕ′(a) = 0 < ϕ(x) for x ∈ (0, R˜∗), then C˜3 > 0 = C˜4, which yields that
ϕ(x) = C˜3 cos[
√
f ′(0)(x− a)], ∀x ∈ [L1, R˜∗].
This, together with ϕ(R˜∗) = 0, yields that
(4.7) R˜∗ − a = π
2
√
f ′(0)
.
Moreover, basic computation gives that
ϕ′(L1 + 0)
ϕ(L1 + 0)
=
√
f ′(0) tan[
√
f ′(0)(a− L1)].
By virtue of (4.6), it then follows that
(4.8)
√
− g
′(0)
f ′(0)
· e
√
−g′(0)L1 − e−
√
−g′(0)L1
e
√
−g′(0)L1 + e−
√
−g′(0)L1
= tan[
√
f ′(0)(a− L1)] > 0.
Clearly (4.4) follows from (4.7), (4.8) and the definition of R˜∗, which ends the
proof. 
Proof of Theorem 1.3. With the help of Lemmas 4.1 and 4.2, one can use a similar
argument to that of Theorems 1.1 and 1.2 (with slight modifications) to prove
Theorem 1.3. Thus all the details are omitted here. 
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