Abstract. An important issue in electroencephalographiy (EEG) experiments is to measure accurately the three dimensional (3D) positions of the electrodes. We propose a system where these positions are automatically estimated from several images using computer vision techniques. Yet, only a set of undifferentiated points are recovered this way and remains the problem of labeling them, i.e. of finding which electrode corresponds to each point. This paper proposes a fast and robust solution to this latter problem based on combinatorial optimization. We design a specific energy that we minimize with a modified version of the Loopy Belief Propagation algorithm. Experiments on real data show that, with our method, a manual labeling of two or three electrodes only is sufficient to get the complete labeling of a 64 electrodes cap in less than 10 seconds.
Introduction
Electroencephalography (EEG) is a widely used method for both clinical and research purposes. Clinically, it is used e.g. to monitor and locate epilepsy, or to characterize neurological disorders such as sleeping or eating disorders and troubles related to multiple sclerosis. Its main advantages are its price compared to magnetoencephalography (MEG), and its very good time resolution compared e.g. to fMRI. Conventionally, EEG readings were directly used to investigate brain activity from the evolution of the topographies on the scalp. Nowadays, it is also possible to reconstruct the brain sources that gave rise to such measurements, solving a so-called inverse problem. To this purpose, it is necessary to find the electrode positions and to relate them to the head geometry recovered from an anatomic MRI. Current techniques to do so are slow, tedious, error prone (they require to acquire each of the electrodes in a given order with a device providing 3D coordinates [17] ) and/or quite expensive (a specialized system of cameras is used to track and label the electrodes [23] ). Our goal is to provide a cheap and easy system for electrode localization based on computer vision techniques.
In modern EEG systems, the electrodes (64, 128 or even 256) are organized on a cap that is placed on the head. Our system takes as inputs multiple pictures of the head wearing the cap from various positions. As a preliminary step, electrodes are localized and their 3D positions are computed from the images by self-calibration (a technique that recovers the cameras' positions from the image information [8] ) and triangulation. These are standard techniques that can provide 3D point coordinates with a quite good accuracy. There remains the problem of electrode identification which labels each 3D position with the name of the corresponding electrode. Finding a solution to this last problem is the focus of this paper. Note, that a good labeling software can also improve current systems by removing acquisition constraints (such as the recording of the electrodes in a given order) and by providing better user interfaces.
We propose a method that recovers this labeling from just a few (two or three) manually annotated electrodes. The only prior is a reference, subject independent, 3D model of the cap. Our framework is based on combinatorial optimization (namely on an extension of the Loopy Belief Propagation algorithm [21] ) and is robust to soft deformations of the cap caused both by sliding effects and by the variability in subjects' head geometry.
Problem definition
The inputs of our method consist of:
-a template EEG cap model providing labeled electrodes, along with their 3D positions (in fact, as we will explain further, an important feature of our method is that only the distances between close electrodes are used). L will denote the set of labels (e.g. L = {F pz, Oz, · · · }), and C = {C l , l ∈ L} will be their corresponding 3D positions. C l could be for example the average position of electrode l among a variety of prior measures. However, in our experiments, it was just estimated on one reference acquisition.
-the measured 3D positions of the electrodes to label, obtained by 3D reconstruction from images. We will denote by M = {M i , i ∈ [1.
.n]}, these n 3D points. The output will be a labeling of the electrodes, i.e. a mapping φ from [1. .n] to L. Note that n could be less than the total number |L| of electrodes in cases where some electrodes are of the cap are not used.
Motivation
In this section, we discuss other possible approaches for the electrode labeling problem. As it will be detailed in section 6, we have tried some of these methods without any success. This will motivate our energy-based combinatorial approach. A simple method could consist of a 3D registration step, followed by a nearest-neighbor labeling. Let T be a transformation that sends M into the spatial referential of C. A straight labeling could be:
where d(A, B) denotes the Euclidean distance between points A and B. Actually, we first tested two direct ways of obtaining an affine transformation T :
-moment-based affine registration: in this case, we computed first and second order moments of the sets of points M and C and choose T as an affine transformation which superimposes these moments.
-4 points manual registration: here, we manually labeled 4 particular electrodes in M and took for T the affine transformation which exactly sends these 4 electrodes to the corresponding positions in C. As explained in section 6, we observed that these two approaches give very bad average results. One could argue that this might be caused by the quality of the registration. A solution could be to use more optimal affine registration methods, like Iterative Closest Points [26, 3] . Yet, a close look at what caused bad labeling in our experiments, reveals that this would not improve the results : the main reasons are indeed that (i) the subject whose EEG has to be labeled does not have the same head measurements than the template, and moreover that (ii) the cap is a soft structure that shifts and twists from one experiment to another.
It is clear that only a non-rigid registration could send M close to C. The problem can be modeled in term of space deformation. For instance, a ThinPlate Spline [5, 12] based algorithm follows this approach. Another framework is the deformable shape matching one : such methods rely on shape deformation and intrinsic shape properties [24] -rather than on deforming the ambient space -in order to make the shapes match. However, because of the topology of the electrodes on the cap, relations between points are also of importance. In that sense, our problem is close to the one investigated by Coughlan et al. [7, 1] , which they solve recovering both deformations and soft correspondences between two shapes. Yet, in our case, we see two main differences : (i) labeling, rather than shape matching, is the key issue, and (ii) enforcing relational constraints between points are more important than regularizing deformations. For these reasons, we propose a method based on optimal labeling for which the only (soft) constraints are the distances between nearby points, without modeling any deformation. Our formulation also have the advantage of being parameter-free.
In the remaining of the article, we first state our model and the associated energy; we then discuss our choice for an energy minimization algorithm. Finally, we validate our method giving qualitative and quantitative results on real experiments.
Proposed framework
The complete pipeline of our system is depicted figure 1. As we already explained, we do not consider here the 3D reconstruction step, but only the labeling one. From the measured data M , we construct an undirected graph G = (V, E), where V = [1..n] is the set of vertices and E a certain set of edges which codes the relations between nearby electrodes. As it will become clear in the following, the choice of E will tune the rigidity of the set of points M . Practically, the symmetric k-nearest neighbors or all the neighbors closer than a certain typical distance, are two valid choices. Given an edge e = (i, j) ∈ E for i ∈ V and j ∈ V , we denote by electrodes φ(i) and φ(j). In order to preserve in a soft way the local structure of the cap, we propose to simply minimize the following energy:
where ρ is a cost-function which penalizes differences between the observed and template distances. Note that, whereas the global one-to-one character of φ is not explicitly enforced by this model, the local rigidity-like constraints enforce it. Graph rigidity theory is a very complex domain (see for example [4] as an introduction), beyond the purpose of this article. Following the classical framework of Markov Random Fields (MRF) [18, 2, 10] , this can be rewritten as maximizing the following function:
Normalizing P by dividing by the sum over all the possible mappings φ, yields a Gibbs distribution over a MRF derived from graph G with L as the set of possible labels each vertex. The problem is thus reduced to the classical case of finding a Maximum A Posteriori (MAP) configuration of a Gibbs distribution:
where K is a normalizing constant. ψ i represents some extra prior information which can be added to the model. We have ψ i (φ(i)) = 1 if there is no prior information over the labeling. However, ψ i can be designed to take into account various priors. As explained in 6, we merely impose the label of some electrodes, but for example one could imagine using color information obtained from the pictures as a prior to the labeling.
Energy minimization
The problem of finding a MAP configuration of a Gibbs distribution being NPcomplete [15] , we cannot expect to get an algorithm that optimally solves every instance of the problem. Since the seminal work of Geman & Geman [10] , who proposed an algorithm that warrants the probabilistic convergence toward the optimal solution -however with an unreasonable run-time -several methods have been investigated to maximize general distributions like (3). Among these, minimal-cut based methods (often referred to as GraphCuts), introduced in computer vision and image processing by [11] , has received many attention (see [14, 6] ). These methods can achieve global optimization for a restricted class of energies [13] . For more general energies, approximations were proposed [22] . As we experimented [19] , these approximations fail to recover a correct labeling in our problem, which belongs to a class of multilabel problems that are not easily tackled by GraphCuts.
As a consequence, we opted for a completely different but widely spread algorithm, namely Belief Propagation (BP), and more precisely for its variant adapted to graphs: Loopy Belief Propagation (LBP). Please see [9] for a recent reference. Briefly, it consists in propagating information through the edges of the graph: each node i sends messages to its neighbors k, measuring the estimated label of k from its own point of view. Messages are passed between nodes iteratively until a convergence criterion is satisfied. This algorithm is neither guaranteed to converge nor to converge to an optimal solution. However, it behaves well in a large variety of early vision problems. Empirical and theoretical convergence of this family of methods were studied for instance in [20, 25] .
Actually, we designed for this work an original and faster version of LBP. It is an improved version of LBP based on the idea of [16] . At the beginning of each iteration, it performs a label pruning at each node, which leads to a slight speed-up. However, unlike in [16], a pruned label can reappear in the next iterations, hence a non-greedy behavior of our algorithm.
Due to lack of place, we refer the reader to a detailed research report [19] .
Experiments
We used 6 sets of 63 electrodes. Each set consists of 63 estimated three dimensional points, acquired on different subjects with the same EEG cap and manually labeled. To test our algorithm as extensively as possible, we ran the algorithm on each set, taking successively each of the other sets as a reference. We hence simulated 30 different pairs (M, C). At least one electrode in M was manually labeled (see further).
E was chosen the following way : we first estimated a typical neighbor distance by computing the maximum of the nearest neighbor distance for all electrodes in M , and then considered as belonging to E, every pair of distinct electrodes within less than three times this distance. In order to accelerate and enforce convergence, we used the three following technical tricks:
-we used our modified LBP algorithm [19] -we added a classical momentum term ( [20] ) -denoting by V f the subset of V of the manually labeled electrodes, we added the set of edges V f ×V to E, allowing accurate information (V f electrodes' labels being known exactly) to propagate quickly in the graph. Although non indispensable, this led to a mean running time of less than 11s on a standard 3GHz PC and to a smaller number of non converging optimization.
The cost-function ρ was of the form ρ(x, y) = x y+ǫ + y x+ǫ where ǫ is a small positive constant. We did not notice sensitivity with respect to this choice, as far as the following key conditions are fulfilled: (i) penalizing differences between x and y and (ii) penalizing small values of x or y. This latest condition enforces (yet does not warrant) a one-to-one mapping φ.
Different experiments where carried out. First, the prior consisted in manually labeling electrodes F pz, Oz, and T 8. In that case, our method recovers all the electrodes, which was, as expected, not at all the case with an affine registration+nearest neighbor approach (see figure 2) . Actually, we observed that labeling (Oz, T 8) seems sufficient. Yet, without any further data, we do not consider that labeling two electrodes only is reliable. Figure 3 shows a result on a case where affine registration does not work and the final 3D reconstruction with our method.
To demonstrate the robustness of our algorithm, we also tested hundreds of other conditions, in which 1, 2 or 3 randomly chosen electrodes were "manually" labeled. Non-convergence was only observed for non reasonable choices of "manually" labeled electrodes: indeed, if they are chosen on the sagittal medium line, there is an undetermination due to the left-right symmetry of the cap. This does not occur when the electrodes are set by a human operator. The classification error rates are low (see figure 2 again) but not negligible. This makes us plead for a manual labeling of two or three fixed and easy to identify electrodes, e.g. (F pz, Oz, T 8). Finally, we also successfully tested cases for which n < |L|, i.e. when some electrodes are missing (details in [19] ).
Discussion
Experiments show that our framework leads to fast, accurate and robust labeling on a variety of data sets. We consider providing on the WEB in a near future an complete pipeline including our algorithm -ranging from 3D reconstruction of electrodes to their labeling. Such a system would only require a standard digital camera and would imply minimal user interaction (manually labeling three electrodes).
Note that the flexibility of our M RF formulation allows different priors. We plan for instance to use the color of electrodes on the images as a further prior for N C misclassified labels Affine registration (moment based) -48.7% Affine registration (4 manual points) -21.3% Our method -(F pz, Oz, T 8) manually labeled 0% 0% Our method -(Oz, T 8) manually labeled 0% 0% Our method -3 random electrodes labeled 0% 0.03% Our method -2 random electrodes labeled 0.3% 0.2% Our method -1 random electrode labeled 4.2% 3.7% Fig. 2 . Classification errors. N C gives the percentage of instances of the problem for which our method did not converge. Misclassified labels percentages are estimated only when convergence occurs.
labeling. This could lead to a fully automated system, where no user interaction would be required.
