Abstract-Analysis and design for real-time distributed data communication and control system networks is an evolving field which requires interactions between the disciplines of communication systems and control systems engineering. Concepts of pertinent network parameters are introduced and an analytical base for system design is establisbed. A simulation methodology has been developed for performance evaluation of real-time control system networks for distributed dynamical processes like autonomous manufacturing, electric power and chemical plants, and aircraft and spacecraft. The network-induced delays, resulting from data latencies, data loss, and missynchronism between system components, degrade the dynamic performance of the controlled process and are a source of potential instability. The impact of delays induced by different network access protocols on the control system performance are investigated. The results of combined discrete-event and continuous-time simulation are presented to this effect.
I. INTRODUCTION
ISTRIBUTED information processing is essential for D control and operation of complex dynamical processes like autonomous manufacturing, large-scale electric power and chemical plants, and advanced aircraft and spacecraft. This requires a number of spatially dispersed computers and intelligent terminals to perform, in real time, diverse but interrelated functions ranging from closed-loop control of essential process variables to routine maintenance support and information display [ 11-[4] . The requirements for a communication network for a distributed control system may vary for specific applications. For example, in an autonomous manufacturing environment, the prime objective of distributed data communication and control system (DDCCS) networks is the integration of computer-controlled complexes of robots, automated machine tools, material-handling devices, and guided vehicles on the shop floor, with information processing across local and remote stations. Similarly, in nuclear power plants, distributed control systems could regulate the essential and time-dependent process variables, like reactor thermal power, feedwater flow, and electric power, as well as provide the necessary support for plant monitoring, fuel scheduling, and preventive maintenance. The major challenge in an advanced Paper IUSD, approved by the Industrial Control Committee of the IEEE Industry Applications Society for presentation at the 1986 Industry Applications Society Annual Meeting, Denver, CO, September 28-October 2. This work supported in part by the National Science Foundation under research grant DMC-8707648. Manuscript released for publication December 1, 1987.
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aircraft is to design a fly-by-wire (or fly-by-light) integrated control system that will ensure safe and reliable missions. Two basic methods are available for interconnecting the components of a distributed information-process and control system [3], [4] : 1) point-to-point dedicated connections, and 2) asynchronous time-division multiplexed (TDM) networking. The major advantages of multiplexed networks over pointto-point connections include reduced wiring and power requirements, flexibility of operations, evolutionary design process, and ease of maintenance, diagnostics, and monitoring. However, the data latency in multiplexed communication networks could introduce unacceptable delays and thereby degrade the dynamic performance of the control system.
The sensor and control data in a DDCCS network are subject t3 time-varying delays due to data latency of messages in the communication network [5] , [6] in addition to the sampling time delay that is inherent in digital control systems. This is evident in very fast processes (e.g., flight dynamics in tactical aircraft [5] ). The effects of data latency on the dynamic performance and stability of feedback control systems are often ignored in relatively slow processes, such as those encountered in manufacturing and processing plants. However, as the number of users on the network increases, the augmented traffic causes a larger data latency, to a point where its impact on the performance of some of the control loops (sharing the network) can no longer be ignored. The detrimental effects of data latency on the system dynamic performance are further aggravated by missynchronisni between the control-loop components as well as by loss of messages resulting from the saturation of buffers at the terminals and the data corruption by noise in the network medium.
In a distributed control system environment, the network traffic would consist of both real-time and non-real-time data packets. The real-time data are usually generated as short messages and must be communicated on a periodic basis as the sampling interval T of a control system is predetermined according to the dynamic characteristics of the controlled process. For example, T could be very small, that is, on the order of 50 ms, for communications between two robots working on the same transfer station. The non-real-time traffic is generated by the design and administrative information, such as production orders, part drawings, and status reports, and is transmitted nonperiodically and much less frequently. These messages are usually long and do not need to be processed within the constraints of a real-time environment. Whereas data latency is critical for real-time messages, non-real-time mes-0093-9994/88/0900-0897$01 .00 O 1988 IEEE sages need the assurance of accurate delivery via the shared communication medium.
Occasional losses of (real-time) sensor and control data in a feedback loop can be tolerated whereas the additional delay due to retransmission of erroneous signals may seriously degrade the system dynamic performance. Therefore the realtime data may not use the acknowledgment option; messages with detected errors would be simply discarded. On the other hand, the acknowledgment option needs to be adopted for non-real-time messages to ensure accurate delivery of data. Under these circumstances the real-time data should have a higher priority over the non-real-time data. This may delay the delivery of the non-real-time data but will not comprise the data integrity because of the built-in packet retransmission capabilities of the network protocol.
The mixing of real-time unacknowledged data and delayable acknowledged data is similar to what is encountered in packetized voice and data communication networks [7] . The preceding concept can be extended to integrated voice and data communications if the real-time data packets are replaced by voice packets.
Analysis and design of an integrated network for real-time DDCCS require interactions between the disciplines of communication systems and control systems engineering. It may be appropriate to bring out the notions of delay, as it is used in the two disciplines in somewhat different manners. In communication systems, the delay is primarily referred to as queueing delay and data latency, which are associated with only those messages that successfully arrive at the destination terminal [5]; messages that are corrupted by noise or deleted due to queue saturation at the transmitter buffer of the source terminal are not considered for this purpose. In real-time control systems the delay is related to the question: How old is the data that is currently used?. When no messages are rejected, the two notions of delay are identical; otherwise they are different.
Although sufficient research papers in modeling and simulation of communication protocols have been published [8], the significance of network-induced delays relative to the stability of feedback control systems apparently has not been addressed except in a few cases [5], [6] . A systematic methodology needs to be developed for design of real-time control systems that are subject to network-induced delays. A generic methodology, based on simulation analysis, has been developed for evaluating the system dynamic performance. The paper is organized in five sections. Section 11 introduces concepts of pertinent network parameters and establishes an analytical base for system design. The structure of a simulation methodology that has been developed for performance evaluation of real-time distributed control systems is described in Section 111. Simulation resiilts under diverse traffic are presented and discussed in Section IV. The summary and conclusions of this evolving research are presented in Section V.
PERFORMANCE ANALYSIS OF DISTRIBUTED CONTROL SYSTEM NETWORKS
This section emphasizes analytical modeling of networkinduced delays with the objective of evaluating the dynamic performance of distributed control systems. Other pertinent parameters for DDCCS performance evaluation, such as network reliability and data frame error rate, have not been addressed in this paper. The reason is that reliability and availability are largely hardware-dependent and are usually analyzed during the hardware design phase, when detailed specifications become available. Data frame errors depend on the raw bit error rate in the network medium and the error detection algorithm provided in the protocol (e.g., cyclic redundancy check). Raw bit error rates in (coaxial cable) network media in a typical industrial environment range from lo-" to
[ll]; corresponding values for optical fiber media are significantly lower. Although message retransmissions or rejections (as a result of detected frame errors) apparently have no significant bearing on data latency and throughput, under these circumstances it is the undetected frame errors that degrade control system reliability. Therefore the issue of undetected frame error rate should be examined along with reliability.
The following conditions were assumed for analytical modeling of the DDCSS network.
Each terminal has one transmitter queue and one receiver queue. First in, first out (FIFO) ranking is adopted at each terminal's transmitter queue, and its buffer capacity is limited to an a priori assigned constant; in the event of queue saturation, the first message (i.e., the message at the front end of the queue) is rejected and the stack is pushed down to accommodate the new arrival at the rear end of the queue. The receiver queue capacity at each terminal is one. Now we proceed to develop analytical models for network performance evaluation by introducing pertinent definitions.
Definition I : Network traffic is defined to be deterministic if the message length and the message interarrival time are constants.
Definition 2: Network traffic is defined to be simultaneous if it is deterministic and if the messages arrive at all terminals simultaneously at each sampling period. Remark 2: For a given G, individual protocols may load the medium to different levels and thus influence the performance of the DDCCS to different degrees. Therefore G is used as a parameter for selection of network access protocols instead of G'. A limit of G above which a given protocol is expected to overload the medium, resulting in message rejection, needs to be specified.
Definition 8:
The critical offered traffic G,, for a protocol is defined as the largest offered traffic for which no message frame is rejected, due to queue saturation for deterministic traffic under steady state.
Remark 3:
Definition 9: Queueing delay 6, of a successfully transmitted message is the difference between the instant of arrival of the message at the transmitter queue of the source terminal and the instant of transmission of its first bit on the medium.
Definition 10: Data latency 6 of a successfully transmitted message is defined as the difference between the instant of arrival of the message at the transmitter queue of the source
where R equals the data transmission rate in bits/s.
In a feedback control loop, messages are transmitted via the network medium from the sensor terminal to the controller terminal and from the controller terminal to the actuator terminal. Thus the control system in Fig. 1 is subject to time-varying delays due to data latency, and its dynamic performance is dependent on the traffic in the network. Additional definitions of network delay parameters are introduced below.
of a successful message at the kth sensor sampling instant is defined as the interval between the instant of its arrival at the sensor terminal's transmitter buffer and the instant when the controller starts processing this message. As for 6,, < As
= I f f + A s for ( P -1 ) T + A S~6 , c P T + A s
where P is a positive integer.
of a successful message at the jth controller sampling instant is the interval between the instant when the controller starts processing the available sensor data and the instant of arrival of the last bit of the processed control command at the actuator. Remark 6: In contrast with the sensor data, which may wait at the controller's receiver queue before being processed by the controller, the control command acts upon the plant immediately after arriving at the actuator terminal. This happens because the controller is scheduled to generate signals at constant intervals whereas the actuator operations are essentially asynchronous.
Remark 7: Since the delay e,, is time-varying, the controller may use the sensor data generated at the current or earlier samples. The delay e,, to which the control command sequence is subject is also time-varying. This implies that the intervals between successive arrivals of control commands at the actuator terminal may not be a constant. to compute the control command. This phenomenon is called vacant sampling at the controller.
Remark 9: Since the delay e,, is time-varying, the controller may use the sensor data generated at the current or earlier samples. The delay e,, to which the control command sequence is subject is also time-varying. This implies that the intervals between successive arrivals of control commands at the actuator terminal may not be a constant. Under random traffic conditions the control system delays e,, and e,, are stochastic processes. Even for deterministic traffic, i.e., periodic traffic with constant message lengths, these delays are both time-varying and therefore, in general, may not be lumped together. However, if the digital control algorithm is linear time-invariant, these two delays could be lumped under certain conditions. A statement of this property is given below.
The time-varying delays e,, and e,, in 
Proof of Proposition 1:
The lumped and unlumped delayed systems in Figs. l and 2 are equivalent with respect to the input/output relation if, for a given input y ( t ) to the controller, the outputs u(t) and u*(t) are identical. The function u(t) is piecewise constant and is given by
The function u*(t) is given by
For u(t) and u*(t) to be equivalent, the time ranges in the preceding equations must be the same. Condition 4 guarantees U(kT ak) = uk and condition 5 ) assures that this value remains constant as long as t < ( k + l ) T + that t -X(t) = kT + C#I -h(kT + 4) 2 kT at the instant t = kT + 9.
Thus the input to the plant is u(t) = uk.
Remark 10: As can be seen from the conditions 4) and 5) in Proposition 1 , h(t) is not unique, and any admissible function is equally applicable.
Remark 11: If X(t) is a constant, or can be approximated by a constant for all t, even though 8, and 8, could be individually time-varying, then the control system can be designed using conventional frequency-domain techniques.
This follows from the fact Proposition 2: For periodic traffic and G > G,,, Le., r < T, implying that some messages are rejected due to queue saturation, let r = mT + 6 , where m is a positive integer and 6 E (0, TI. Then a) the probability of message rejection is ( r -T ) / r ; b) following a successful message either (m -1) or m messages are rejected. The probability of m rejections isP, = 6 / T .
Proof of Proposition 2a):
The expected value of the number of messages that arrive at each terminal during the interval Tr is r. The expected value of the number of messages that are successfully transmitted during the same period is T . Hence the probability of a message to be successfully transmitted in T/r and that of rejection is (r -T)/r.
Proof of Proposition 26):
Let the messages periodically arrive at a certain terminal at the instants j T . Upon successful transmission of a message at tf = kT + a, a E (0, TI, the next successful message is transmitted at I f + r = (k + m)T + a + 8. If (a + 6) > T, then m messages are rejected; otherwise, (m -1) messages are rejected.
To the obtain the probability of message rejections, we make use of the following lemma to show that the probabilities of the events {(a + 8) > T} and {(a + 6 ) I T} are 29/Tand ( T -6 ) I T , respectively.
Lemma for Proposition 2: For r > T, if CY, is defined as a, = rem (ao + j r , T )
where rem ( e , e ) is as stated in Definition 3, then i) a0 = 0 implies that a, is discretely uniformly distributed in (0, TI; ii) if a0 is continuously uniformly distributed in (0, T I , then aj is also continuously uniformly distributed in (0, TI.
Proof of Lemma i):
Let y be the greatest common divisor of r and T , i.e., r = l y and T = 6 y , where 1 and 6 are co-prime integers and I > 6 . Then a, = rem ( j l , S)y and consequently a, assumes 6 distinct values j y for j = 1 , 2 , . * , 6. Since CY@+; = ai, the sequence {aj} is cyclic, with a period of 6,, and the distribution of ai is discretely uniform. Simulation modes for the SAE linear token bus and token ring and the MIL Std. 1553B protocols were developed for DDCCS performance evaluation using combined discreteevent and continuous-time techniques. Discrete-event models are suitable for representing the time-ordered sequences of operations that are encountered in network protocols. On the other hand, continuous-time models are essential for solving the differential and difference equations associated with plant and controller dynamics. The coupling of two types of simulation permits performance evaluation of the network as a dynamic element of the closed-loop control system. This allows for monitoring the effects of delays introduced by the network.
Proof of Lemma ii):
The simulation program for the DDCCS consists of two subsystem models: 1) a discrete-event model of the network and 2) a continuous-time model of process dynamics and a discrete-time model of the controller. The program structure is modular, Le., any one of the protocol models (e.g., SAE linear token bus, SAE token ring, or MIL Std. 1553B) can be inserted in the simulation program while operating on the same control system model, and vice versa. A schematic diagram for the combined discrete-event and continuous-time model structure of the DDCCS network is shown in [6]. The network subsystem model consists of two independent but interacting submodels: 1) the message generation submodel and 2 ) the protocol submodel.
The message-generation submodel has an identical structure for all types of protocols and is driven by an external pool of messages that arrive at the network system either periodically or at random intervals of time (Poisson arrival, for example). Similarly, the message lengths can be either constants or randomly distributed (exponential, for example). When a new message arrives at the system from the external message generator, the message attributes are defined to establish the message identity in the following ways.
Time of arrival-this is the instant at which the arrival of
The message information length (overhead not included). The source terminal, i.e., the terminal from which the The destination terminal-this could be any terminal on
The message priority, if applicable. a message at the transmitter queue is recorded. message is generated. the network other than the source terminal.
The protocol submodel essentially represents the algorithm of the network access protocol under consideration. Different submodels, each of which identically enters the simulation program as a subroutine, have been developed for SAE linear token bus, SAE token ring, and MIL Std. 1553B protocols. Although internal algorithms of the individual protocol submodels are different, their interactions with the message generation submodel and the models of the plant and controller are identical. For example, the attributes of the generated messages are captured by the protocol submodel, which in turn regulates the delays for exchange of messages between the plant and controller terminals. The interactions between the plant and controller models involve exchange of sensor and control signals which undergo time-varying delays introduced by scheduled events in the network model.
Key considerations in the choice of a language for the DDCCS simulation are: 1) combined discrete-event and continuous-time simulation capability; 2) programming flexibility and software portability; 3) verification and debugging capability; 4) built-in statistical testing capability; and 5) automatic ordering of scheduled events. After considering a number of simulation languages [17], SIMAN, which offers all of these key features [ 181, was chosen as the software for coding and implementation of the DDCCS model.
IV. SIMULATION RESULTS AND DISCUSSION
The network model was operated under steady-state conditions while disturbances were applied to the control system model to observe the impact of the network-induced delays on system dynamics. The following network configuration was employed as the basic model for simulation experiments and subsequent comparisons of the results.
The network consists of 31 terminals or nodes (this is the upper limit for MIL Std. 1553B). Terminal 1 operates as the sensor and actuator terminal, with its transmitter queue serving the sensor and its receiver queue serving the actuator in the closed-loop control system. Terminal 2 operates as the controller terminal, with its transmitter queue handling actuator commands and the receiver queue handling sensor data. Terminals 1 and 2 have periodic traffic with fixed-length messages, with the data part L = 64 bits and a sample period of 10 ms. Terminals 3 to 31 are modeled as ordinary nodes of the network, where the expected value of the message interarrival time was set to 10 ms and message lengths were varied to regulate the offered traffic in the network. The digital control system is single-input single-output with unity feedback. The plant transfer function in 
A . Steady-State Performance of the Network
Under each traffic condition and for each protocol the simulation model was run for 2 million ps, i.e., 2 s. Built-in statistical testing routines provided in SIMAN [ 181 were employed to obtain the average values, standard deviations, and confidence intervals at different percentiles of the data latency. Because of the time-varying nature of the network's operations, these steady-state statistical parameters, except the average values, have no major bearing on the DDCCS network design.
In many applications, such as routine information exchange between the design office and factory floor in an autonomous manufacturing environment, message interarrival time T and message length L are random variables. Performance evaluation of the DDCCS network was conducted under four different traffic scenarios: 1) constant T and constant L, i.e., deterministic traffic; 2) constant T and exponentially distributed L; 3) exponentially distributed T and constant L; and 4) both T and L being exponentially distributed. Simulation results for different combinations of constant and exponentially distributed cases of T and L are listed in Table I for the three protocols under consideration.
Each protocol was simulated at two values of queue limits: Q = 1 and Q = 2, and three values of offered traffic: G = 0.2,G = 0.7, and G = 1.2. On the basis of Definitions 3 and 4 in Section I1 and the data provided in Appendix C of [ 5 ] , the critical offered traffic G , (see Definition 8) for N = 31 and T = 10 ms was computed to be 0.993,0.986, and 0.523 for the SAE token bus, SAE token ring, and MIL Std. 1553B, respectively.
Based on the simulation results provided in Table I , the following inferences can be drawn.
0 For all protocols with G < G,,, the average data latency is improved with larger variability in traffic. The randomness of T contributes more to performance improvement than that of L. However, no general conclusion can be drawn for G > G,,, especially if G significantly larger than Gcr. SAE linear token-bus and token-ring protocols yield al-~~ most equivalent performances, which are superior to that of the MIL Std. on the average. In terms of average data latency, the SAE linear token bus and token ring exhibit their best performance under Poisson arrival of messages with constant lengths. Results indicate that the linear token-bus and token-ring protocols clearly excel beyond the MIL Std. 1553B in terms of average data latency. The reason for the relatively poor performance of the MIL Std. is its longer bus idle time and larger overhead due to its message formating structure. The linear token bus yields a slightly better performance than the token ring, but the difference may not be of statistical significance.
The steady-state performance data, Le., the average data latencies, in Table I are significant from a network design point of view. However, for control system design it is the time-varying characteristics of the delays that also need to be taken into account.
B. Dynamic Performance of the Distributed Control System
Since the data latency characteristics of the SAE token ring and linear token bus are similar, to a large extent, under normal operating conditions of the network, the transient responses of the digital control system in Fig. 1 were generated with the linear token-bus and MIL Std. 1553B protocols under different traffic conditions. Transient responses under identical conditions were obtained for an equivalent centralized digital controller, where the control loop is not subject to any delay except the usual sampling time delay. These responses were used as a reference for evaluating the individual protocols in the DDCCS. For simultaneous traffic (see Definition 2 in Section 11) in all terminals (except the controller terminal 2), transient responses of the output were obtained for a unit step increase in the reference input from an initial steady-state condition. In real applications the terminals may not be synchronized, and some of them may generate random traffic; therefore the traffic would not be simultaneous. However, simulation results with simultaneous traffic allow a better insight of the characteristics of network-induced delays and their impact on the control system performance. A typical scenario is discussed below. Fig. 3 shows transient responses for G = 0.7, where G exceeds Gcr for MIL Std. 1553B only, i.e., some messages are lost due to queue saturation. The performance of the MIL Std. becomes much worse, leading to instability, if Q is increased to 2 for the transmitter buffers of all terminals, including those for the sensor and the controller. The cause of the degradation is an additional queueing delay of 10 ms in each terminal in which a message never arrives at an empty buffer. This phenomenon is analytically derived in Proposition 2 of [5] .
Simulation experiments were carried out for random traffic with Poisson arrival and exponentially distributed message lengths in terminals 3 to 31 to investigate the effects of stochastic delays on the dynamic performance of the feedback loop in the DDCCS network. Transient responses for the plant output with random traffic were found to have characteristics similar to those with deterministic traffic. Additional results illustrating the impact of network-induced delays on dynamic performance of aircraft and chemical-plant control systems are reported in earlier publications [5] , [6] .
The overshoot and settling time of transients for the SAE linear token bus are, in general, superior to those for MIL Std. 1553B under identical network traffic, because MIL Std.
1553B suffers from larger data latencies due to a larger message overhead and idle time. This also entails a relatively smaller critical offered traffic for MIL Std. 1553B, resulting in a larger number of lost messages whenever offered traffic exceeds its critical value.
The preceding observations are generic in nature and are applicable to DDCCS networks for power and chemical plants, autonomous manufacturing processes, and aircraft. Although the process dynamics in different applications may vary widely, the concept of dimensionless offered traffic and the resulting delays relative to the sampling period are similar in all cases.
V. CONCLUSION
The paper presents the results of an ongoing research in the area of analysis and design for real-time distributed data communication and control systems (DDCCS) networks. This is an evolving field which requires interaction between the disciplines of communication systems and control systems engineering. In this respect, definitions of pertinent DDCCS parameters are introduced and propositions for system analysis have been developed and proved.
A generic methodology that builds upon the concept of combined discrete-event and continuous-time simulation has been developed for performance evaluation of real-time distributed control system networks for autonomous manufacturing, electric power and chemical plant, and aerospace applications. The simulation program is modular in the sense that diverse network protocol models and dynamic models of the plant and controller can be incorporated within the program without any need for modifying its structure.
The impact of delays induced by different network access protocols, such as the SAE linear token-bus and MIL Std.
1553B protocols, on the dynamic performance of a control system has been investigated. The following conclusions regarding DDCCS network design have been derived on the basis of analysis and simulation.
Although integrated control systems that are interconnected by a data communication network provide for operational flexibility and evolutionary design, networkinduced delays degrade the system's dynamic performance and are a source of potential instability. The network-induced delays are dependent on both traffic type and the access control protocol. The control system in general should have a better performance if a distributed controlled-access protocol, such as the SAE linear token bus or token ring, is used instead of a centralized controlled-access protocol like the MIL Std. 1553B. However, this conclusion is made only on the basis of data latency in which failure modes and reliability issues have not been addressed. The network-induced delays are time-varying and possibly stochastic. Conventional frequency-domain techniques that are routinely applied for linear time-invariant systems may not be valid for DDCCS design. Furthermore the delays from sensor to controller and f. rom controller to actuator in a feedback control loop may not be lumped together in general. The network should be designed such that the offered traffic does not exceed the critical value. This implies that any combination of network design parameters (namely, the number of terminals on the network, message arrival rate, message length, medium bandwidth, and sample time) should allow for a safe margin between the offered traffic and its critical value.
