Abstract. We study the regularity of Radon measures µ which satisfy that there exists a function h µ in H 1 (Ω), stationary harmonic such that ∆h µ = µ in Ω (here Ω is an open set of R 2 ). Such conditions appear in physical contexts such as the study of a limiting vorticity measure associated to a family (u ε ) ε of solutions of the GinzburgLandau system without magnetic field. Under these conditions we prove that locally there exists a harmonic function H such that the support of the measure is contained in the set of zeros of H. Using the local structure of the set of zeros of harmonic functions we can thus obtain that locally the support of µ is a union of smooth simple curves.
Introduction and main results
Stationary harmonic functions arise in many physical problems such as the study of Ginzburg-Landau equations linked to superconductivity or the study of Euler equations in fluid mechanics. They are also related to limiting vorticities of stationary system of point vortices. Let Ω be a bounded open set in R 2 .
Definition 1.1.
A function h in H 1 (Ω) is stationary harmonic if div T h = 0 in Ω in the sense of distributions, where T h is the stress-energy tensor associated to the Dirichlet energy, defined by
Equivalently h is stationary harmonic in Ω if (2) ω h := (∂ x h) 2 − (∂ y h) 2 − 2i∂ x h∂ y h is holomorphic in Ω.
Equation (1) means that ∂ x (T h ) i1 +∂ y (T h ) i2 = 0 for i = 1, 2 in the sense of distributions. Let us denote by H −1 (Ω) the dual of the Sobolev space H 1 0 (Ω). The aim of this paper is to describe the local regularity of Radon measures µ which satisfy the following conditions:
there exists a function h µ such that (4) ∆h µ = µ in Ω, and (5) h µ is stationary harmonic.
Note that if h µ is a solution of (4) then h µ ∈ H 1 (Ω) and then condition (5) is well-defined. Indeed we can see that there exists a solution of (4) in H 1 0 (Ω) using the Lax-Milgram theorem. Then all the solutions are in H 1 (Ω) since the difference between two solutions is harmonic in Ω end hence belongs to H 1 (Ω).
We will discuss the physical motivations of this problem in the next section. Now we wish to examine in slightly more details the condition (5) and some of its direct consequences. One can show that if h is harmonic (∆h = 0) then h is stationary harmonic but the converse is not true in general. It is true if h is regular. Indeed using the same techniques as in [11] chapter 13 we can prove that if µ is in L p for some p > 1 then a solution of (3), (4) , (5) is harmonic, i.e., µ = 0. For the proof of these facts and other properties of stationary harmonic functions we refer to the Appendix.
Another direct consequence of condition (5) is that ∇h µ ∈ L ∞ loc and then h µ is locally lipschitz continuous. This is due to the fact that |∇h µ | 2 = |ω hµ | 2 and ω hµ is holomorphic in Ω. In particular h µ and |∇h µ | are continuous. The fact that ω hµ is holomorphic also gives us the following: Proposition 1.1. Let h µ which satisfies that ω hµ = (∂ x h µ )
2 − (∂ y h µ ) 2 − 2i∂ x h µ ∂ y h µ is holomorphic. Then the zeros of ω hµ are isolated in Ω. If Ω is compact there is a finite number of such critical points.
In the present paper we are interested in describing the properties of Radon measures µ which satisfy hypothesis (3), (4), (5) . Let us recall that the support of a measure µ is the complement of the largest open set A such that µ(A) = 0. Our first result describes the local regularity of the measure µ in the neighborhood of point z 0 which belongs to the support of µ and such that ω hµ (z 0 ) = 0. Note that we can always assume that h µ (z 0 ) = 0 because adding a constant to h does not change the hypothesis (3), (4), (5) . Note also that near a point z 0 which does not belong to the support of µ the function h µ is a harmonic function. Theorem 1.1. Let z 0 ∈ supp µ, with (h µ , µ) which satisfy assumptions (3), (4), (5) and such that ω hµ (z 0 ) = 0. We assume that h µ (z 0 ) = 0. Then there exist a neighborhood V of z 0 and a harmonic function H in V such that (6) h µ = |H|, in V or h µ = −|H|, in V (7) supp µ V = {z ∈ V ; H(z) = 0}.
Furthermore we have that ∇H(z 0 ) = 0 and the set {z ∈ V ; H(z) = 0} is a smooth simple curve diffeomorphic to a straight line.
Near a point z 0 such that ω hµ (z 0 ) = 0 the behavior of h µ and the geometry of the support of µ is a little bit more complicated. Nevertheless if z 0 is a zero of even order of ω hµ the situation is similar. Theorem 1.2. Let z 0 ∈ supp µ, with (h µ , µ) which satisfy assumptions (3), (4), (5) , and such that z 0 is a zero of even order of ω hµ . We assume that h µ (z 0 ) = 0. Then there exist a neighborhood V of z 0 , a harmonic function H in V and a function θ : V → {±1} such that (8) h µ (z) = θ(z)H(z) in V.
The function θH is continuous and ∇H(z 0 ) = 0. Besides the support of µ V is a union of smooth curves included in {z ∈ V ; H(z) = 0} which end at z 0 .
A key ingredient in the proof of the previous theorem is the local structure of the set of zeros of harmonic functions (see e.g. [8] or [12] ). Remark: Note that in Theorem 1.2 it can happen that the support of µ is strictly contained in the set {z ∈ v; H(z) = 0}. In this case we can not have h µ = |H|. This is illustrated by the following example: we set h(re iϕ ) = θ(ϕ)r 2 cos(2ϕ), for r ∈ [0, 1], ϕ ∈ [0, 2π[ and
This function h satisfies (3), (4), (5) . In particular one can check that ∆h = µ with
is a zero of odd order of ω hµ we must use multivalued harmonic function. Theorem 1.4. Let z 0 ∈ supp µ with (h µ , µ) which satisfy assumptions (3), (4), (5) , and such that z 0 is a zero of odd order of ω hµ . We assume that h µ (z 0 ) = 0. Then there exist a neighborhood V of z 0 , a multivalued harmonic function H 1 in V such that H := |H 1 | is a single-valued function and a function θ : V → {±1} such that Figure 2 . An example of the geometry of supp µ near a critical point of h µ .
the function θH being continuous and ∇H(z 0 ) = 0. Besides the support of µ V is a union of smooth curves included in {z ∈ V ; H(z) = 0} which end at z 0 .
Furthermore the function H 1 is such that: there exist an unique integer n ≥ 1, a small number r > 0 and a biholomorphism Φ : B(0, r) → V such that Φ(0) = z 0 and
Thanks to the property satisfied by the function H 1 in the previous theorem we can obtain a description of the set of zeros of H 1 similar to Theorem 1.3. Theorem 1.5. let H 1 be as in the previous Theorem 1. 4 . Then there exist 2n + 1 analytic curves
, k = 1, ..., 2n + 1, where γ 2n+n denotes γ 1 and ang(γ k , γ k+1 ) is the angle between γ k and γ k+1 at z 0 .
3) There exists an analytic diffeomorphism φ : V → B(0, 1) such that
. In order to conclude this introduction we would like to comment on the hypothesis (3), (4), (5) . First note that the fact that h µ is in H 1 (or equivalently that µ ∈ H −1 ) is essential to assume (5) since we take the divergence of the tensor T µ in the sense of distributions we must have that its coefficients are in L 1 loc . Then we want to give an example which shows that (5) does not necessarily imply that µ is a Radon measure. The example is the following: one can take h defined on [0, 1] such that h(0) = 0 and
We then have that h ∈ H 1 ([0, 1]), and h satisfies ω h = |h (x)| 2 = 1 is holomorphic. But ∆h = +∞ n=2 δ 1 n is not a Radon measure.
The paper is organized as follows: In Section 2 we explain the physical motivations for studying this problem. Section 3 is devoted to the description of the measure µ near a point z 0 such that ω hµ (z 0 ) = 0. In Section 4 we discuss the case of a zero of even order of ω hµ and in Section 5 the case of a zero of odd order of ω hµ .
2. Physical motivations of the problem 2.1. Connections to Ginzburg-Landau vortices without magnetic field. The conditions (3), (4), (5) are motivated by the problem of describing limiting vorticities for the critical points (u ε ) ε of the Ginzburg-Landau energy without magnetic field
Here u is a complex-valued function called the order parameter and its isolated zeros are called vortices. The Ginzburg-Landau theory is a model for describing the superconductivity. The Ginzburg-Landau system without magnetic field was studied by Béthuel-Brézis-Hélein in [3] . Later on Sandier-Serfaty in [11] studied the GinzburgLandau system with magnetic field which is a more physically relevant model. The vortices are important features of the model. They correspond to small regions in the superconducting sample where the superconductivity is destroyed. Let Ω be a bounded domain in R 2 . We consider a family (u ε ) ε>0 of solutions of
We assume that |u ε | ≤ 1 in Ω and
for every ε > 0. We let j ε = iu ε , ∇u ε where ., . denotes the inner product in C identified with R 2 . We also let µ ε = curl j ε . Here j ε describes superconducting currents and µ ε is the vorticity of these currents. A direct calculation shows that div j ε = 0 hence we can write j ε = ∇ ⊥ h ε for some function h ε . Furthermore this function satisfies the following equation
Here ν is the outward pointing normal to ∂Ω and τ = ν ⊥ . By the solution to (14) we mean the solution with zero average in Ω. We split h ε into two pieces: let us define h 0 ε and h
We recall the following result which describes the behavior of the vorticity measure as ε goes to 0 (see [10] and [11] ).
Theorem 2.1 (Theorem 13.2 in [11]).
A) Let {u ε } ε>0 be solutions of (12) . Then for any ε > 0, there exists a measure ν ε of the form
where the sum is finite, a ε i ∈ Ω and d ε i ∈ Z for every i, such that, letting n ε = i |d ε i |,
where B ε is a union of balls of total radius less than Cε 2/3 , and such that
for some p ∈ (1, 2). B) Let {ν ε } ε be any measures of the form 2π i d 0) n ε = 0 for every ε small enough and then µ ε tends to
is nonzero for ε small enough, and then µ ε /n ε converges in W −1,p (Ω) to a measure µ such that
hence the support of µ is contained in the set of critical points of H 0 . 2) M ε ∼ λn ε , with λ > 0, and then µ ε /M ε converges in W −1,p (Ω) to a measure µ, and h ε /M ε converges in W 1,p loc (Ω) to a solution of ∆h µ = µ in Ω. Moreover the symmetric 2-tensor T µ with coefficients T ij given by
is divergence-free in finite part (see Definition 2.1 below). 3) M ε = 0(n ε ), and then µ ε /n ε converges in W −1,p (Ω) to a measure µ, and h ε /n ε converges in W 1,p loc (Ω) to the solution of
Moreover the symmetric 2-tensor T µ with coefficients T ij given by (17) is divergence-free in finite part. In cases 2) and 3), if
(Ω) and we have that div(T µ ) = 0 in the sense of distributions. In other words h µ is stationary harmonic.
Hence we can see that the limiting vorticity in cases 2), 3), with the additional hypothesis that µ ∈ H −1 (Ω) satisfies condition (4), (5) . Understanding the limiting measure µ will in turn give qualitative information on the behavior of vortices. We now recall the definition of the notion of divergence-free in finite part taken from [11] . Definition 2.1. Assume X is a vector field in Ω. We say that X is divergence-free in finite part if there exists a family of sets {E δ } δ>0 such that
If T is a 2-tensor with coefficients {T ij } 1≤i,j≤2 , we say that T is divergence free in finite part if the vectors
In this definition we denoted by cap 1 the 1-capacity of a set E ⊂ R 2 and we recall from Evans-Gariepy [6] that the p-capacity (1 ≤ p < 2) of a set E is defined as
where int(A) denotes the interior of A and p * = 2p 2−p
. We would like mention that in [9] , the author studied limiting vorticity measures associated to the Ginzburg-Landau system with magnetic field. This leads to conditions analog to (3), (4), (5) . He investigated these conditions under the additional assumption that the measure µ is supported by a simple smooth curve. He then proved, among other things, that in that in this case µ has a fixed sign.
2.2.
Connections to the Euler System. It turns out that conditions (4), (5) are also related to the Euler equations for incompressible flow in fluid mechanics. They can be written as follows:
where Ω is an open set of R 2 . In this system p is called the pressure and it is an unknown of the system. Here v ·∇v := v 1 ∂ x v +v 2 ∂ y v, and v is the velocity of the fluid. The system is stationary if it does not involve in time, i.e., if ∂ t v = 0 in Ω. A quantity of particular interest in fluid mechanics is the vorticity of the fluid defined by
We must be more specific to define the notion of solutions of the Euler system. Indeed we want to give a meaning to (19) for vector-fields which are only in L 2 (Ω). First note that thanks to the condition div(v) = 0 we can rewrite the stationary Euler system in the following form:
where
The divergence of a matrix is the sum of the divergence of the row. Let us denote by A, B := tr(A t B) the inner product between two matrices.
Proposition 2.1. Let h µ satisfy (3), (4), (5) . We set v = ∇ ⊥ h µ . Then v is a weak solution of the stationary Euler system with vorticity equal to µ.
However because of the condition (5) we have
Hence we can rewrite
We then set p = 1 2 |∇h| 2 ∈ L 1 (Ω) and we obtain that for all ϕ ∈ C ∞ c (Ω, R 2 ) we have
Thus v = ∇ ⊥ h is a weak solution of stationary Euler system, with pressure p = [5] . Note that in his paper an important assumption for the proof of the existence of global solution of vortex sheet solutions is that the initial data ω 0 = curl v 0 = µ is a positive (or negative) measure. However in cases of theorems 1.2, 1.4, it can happen that µ has no sign. For example setting h(r, ϕ) = θ(ϕ)r 2 cos(2ϕ) with
]. Then one can check that ∆h is a measure with no fixed sign.
Let us mention that not all stationary solutions of the Euler system (21) can be written as v = ∇ ⊥ h with h which satisfies (3), (4), (5) . For example we take v = (−y, x) for x, y ∈ B(0, 1). Then we can check that v is a solution of (21) with p =
. But h satisfies that ω h = (x − iy) 2 and it is not holomorphic. Hence (5) is not satisfied. Note that in this case ∆h = 1 in B(0, 1). Such a solution is called a vortex patch.
Connections to system of point vortices.
A system of N -point vortices in evolution is described by the following system of ordinary differential equations
with
The points z i (t) are called vortices and d i are the degrees of vortices. The system is stationary if the vortices do not evolve in time, one then has
A natural question is the following: What are the limiting vorticities of a stationary system of point vortices when the number of points tends to infinity?
Let us reformulate precisely this question. Let Ω be a bounded domain, we are interested in Radon measure µ which satisfies the following conditions:
) 1≤i≤N ε define a stationary system of point vortices. The limiting vorticities of a stationary system of point vortices are described by a result analog to Theorem 2.1:
Let Ω be a bounded domain. Let µ be a Radon measure in Ω which satisfies (25) and (26).
2) The tensor
is divergence-free in finite parts. Furthermore if µ is in H −1 (Ω) then u is in H 1 (Ω) and div(T u ) = 0 in the sense of distributions. That is u satisfies the conditions (3), (4), (5) .
Thanks to the previous theorem we see that studying the conditions (3), (4), (5) can be useful to obtain information about the vorticity of a stationary system of point vortices when the number of vortices tends to infinity. The rest of this subsection is devoted to the definitions needed in the statement of Theorem 2.2 and its proof. The definitions and some results are taken from [11] Chapter 13.
In this section we use an equivalent definition of divergence-free in finite part:
We say that X is divergence free in finite part if
.., N, ∀δ > 0 where ν denotes the outward unit normal to ∂B(z i , δ).
The equivalence between the two previous definitions can be proved using the coarea formula.
Definition 2.4. We say that u is weakly stationary harmonic if T u is divergence free in finite part.
Example 2.1. u(z) = ln |z| is weakly stationary harmonic in R 2 .
Proof. Let z = x + iy. We have that ln |z| is harmonic in R 2 \ {0} and smooth in
We want to show the second condition in the previous definition. Let δ > 0 we have
The outward unit normal to ∂B(0, δ) is ν = z |z|
. Hence, for all δ > 0 small:
The integral of the other component of T h is computed the same way and we also find that it is equal to 0. Thus u is weaky stationary harmonic.
We can associate to a system of point vortices (24) the measure
where we denoted by δ z 0 the Dirac mass in z 0 . Let us consider the particular solution of
given by
Proposition 2.2. The points (z i ) 1≤i≤N ∈ R 2 form a stationary system of point vortices if and only if the function u(z) =
Remark: Note that if u is not in H 1 (Ω) then it does not make sense to say that u is stationary harmonic that is why we need the notion of weak stationary harmonicity.
Proof. We use Definition 2.3. Again away from the points z 1 , ..., z N , u is harmonic and smooth. Thus it is stationary harmonic. Near z 1 we have
(in a neighborhood of z 1 which contains only z 1 and no other z i ) and α 1 is a constant. Without loss of generality we can assume that α 1 = 1 and z 1 = 0. We then have:
The first term in this sum is zero because ln |z| is weakly stationary harmonic. The second term is also zero because H is harmonic, smooth, and hence stationary harmonic and weakly stationary harmonic. For the third term we can use the fact that the normal on
Hence if u is weakly stationary harmonic this term must be equal to zero for all δ. Then dividing this quantity by δ and letting δ go to 0 we find that ∂ x H 1 (z 1 ) = 0. With the same method applied to the other component of T u we obtain
Thus if u is weakly stationary harmonic we find that ∇H 1 (0) = 0. By repeating this argument near each z i , we obtain that if u is weakly stationary harmonic then z 1 , ..., z N form a stationary system of point vortices:
We now prove Theorem 2.2. Let µ be a Radon measure which satisfies (25), (26). We set
We want to prove that u N ε converges to a function u when ε goes to 0 such that u satisfies ∆u = µ and u is weakly stationary harmonic. However we need to have a notion of convergence which preserves the notion of weak stationary harmonicity. This is the object of the following definition.
Definition 2.5 ([11]
). We say (with some abuse of notation) that a sequence
except on a set of arbitrarily small 1-capacity, or precisely if there exists a family of sets (E δ ) δ>0 such that for any compact K ⊂ Ω,
We define similarly the convergence in L 2 δ by replacing L 1 by L 2 in the above.
Proposition 2.3 ([11]
). Assume (X n ) n∈N is a sequence of divergence-free in finite part vector fields which converges to X in L 1 δ (Ω). Then X is divergence free in finite part.
Corollary 2.1. Assume that u N is a sequence of weakly stationary harmonic functions
(Ω) then u is weakly stationary harmonic.
Thus to prove Theorem 2.2 we only need to prove that the functions
Since Ω is bounded the measure µ N ε has compact support and we can then write
where * denotes the convolution product. Then for all ϕ in C ∞ c (R 2 ) we have
Now we let ε go to 0, by hypothesis µ N ε converges to µ in (C 0 (Ω)) * . Hence
This proves that u N ε converges to some u in the sense of distributions.
In the rest of the proof we drop the subscript ε and consider the limit N → +∞ (if N ε stays bounded the proof is immediate). We follow closely the proof of Proposition 13.2 in [11] . We choose a bounded open set Ω such that Ω ⊂⊂ Ω . We can define µ N , µ, u N and u in Ω (using formulas (32), (31) for u N and µ N valid in R 2 and passing to the limit in Ω ). In Ω we set
We then have
It holds that lim
Now we let
We have the following bound on the p-capacity of F N (cf. [6] p.158)
We note note that by elliptic regularity theory
because of (34) and because Ω ⊂⊂ Ω . Thus from (35) and (36) we find that
and therefore tends to 0 as N goes to infinity. This implies in turn that
Now we use a cut-off function ϕ ∈ C ∞ (Ω ) such that |ϕ(x)| ≤ 1 for all x ∈ Ω , ϕ ≡ 1 in Ω and ϕ = 0 on ∂Ω . We also set
We have that F N ⊂F N andF N ∩ Ω = F N since ϕ ≡ 1 in Ω. We use the following truncated function:
From a property of Sobolev functions (see e.g. Lemma 7.7 in [7] ), we have ∇(ϕv N ) = 0 almost everywhere inF N . We thus obtain:
The last inequality being true since ϕ = 0 on ∂Ω . Using the Leibniz formula we obtain that ∆(ϕv N ) = ∆ϕv N + 2∇ϕ · ∇v N + ϕ∆v N .
where we used the fact that ∆v N = α N in Ω . Now we use Hölder inequality to obtain that
We can also see, from the definition of F N and because Ω is bounded that
We conclude as in [11] . Since lim n→+∞ cap 1 (F N ) = 0, there is a subsequence, still denoted by {n}, such that n cap 1 (F N ) < +∞. We define
Then
This proposition proves point 1) and 2) of Theorem 2.2. The next proposition shows that if we add the hypothesis that µ is in H −1 (Ω), then u weakly stationary harmonic implies u stationary harmonic.
Proposition 2.5 (Proposition 13.1 in [11] ). Assume that X is divergence-free in finite part in Ω and that X is in
If µ is in H −1 (Ω) we have seen in the introduction that u is in H 1 (Ω) and T u is in L 1 (Ω). Thanks to the previous proposition u weakly stationary harmonic implies u stationary harmonic.
3. First case: local behavior near a point z 0 such that
Let us recall that we consider a couple (µ, h µ ) which satisfies
where µ is a Radon measure and
In this section we drop the subscript µ when there is no possible confusion. We denote by B r = B(z 0 , r) = {z ∈ C; |z − z 0 | < R} the ball of center z 0 and of radius r. The starting point of the proof of Theorem 1.1 is the following:
Then there exist R > 0, a function θ : B R → {±1} and a harmonic function H :
Proof. It holds that
2 satisfies that f is holomorphic in Ω and f(z 0 ) = 0. This implies that in a neighborhood U of z 0 where f (z) does not vanish there exists a function g : U → C such that g 2 = f in U . We can hence deduce that there exists θ : U → {±1} such that
From now on we take U = B(z 0
1) H vanishes at z 0 .
2) H is harmonic in B R because it is the real part of an holomorphic function.
Besides we have that
We set: Proof. We set g = ∂ x H − i∂ y H. Since H is harmonic it holds that g is holomorphic. Since z 0 is not a zero of the function f = (∂ x h − i∂ y h) 2 we have that g does not vanish in B R . Then we can write
.
We obtain that θ is in L 1 (B R ) since h is in H 1 (Ω) and g is in C ∞ (B R ). Furthermore we can differentiate θ in the sense of distributions using the Leibniz rule since g ∈ C ∞ (B R ). We obtain
Summing these two equalities it comes
But since g is holomorphic in B R it holds that ∂zg = 1 2
. Now ∆h = µ is a Radon measure and we can write ∂ x θ = Re(
)∆h. Let us denote by ., . the duality bracket for distributions. For all ϕ ∈ C 1 c (B R , R
2 ) with |ϕ| ≤ 1, we have
Hence we obtain
which means that θ is in BV (B R ) by definition.
Recall that a set E ⊂ Ω is a set of finite perimeter in Ω if its characteristic function χ E is in BV (Ω). We have
Hence B + R and B − R are sets of finite perimeter in B R . We need several definitions and results from the theory of sets of finite perimeter we recall these notions now and we refer the reader to the books [6] , or [2] for the proof of these results.
Theorem 3.1 ([6] p.167)
. Let E be a set of locally finite perimeter in Ω, then there exists a Radon measure on Ω denoted by ∂E and a ∂E -measurable function ν E : Ω → R such that 1) |ν E (x)| = 1 ∂E -a.e. , and
We present two notions of "boundary" of sets of finite perimeter:
Definition 3.1. Let E be a set of locally finite perimeter in R n and x ∈ R n . We say that x ∈ ∂ E, the reduced boundary of E, if i) ∂E (B(x, r)) > 0 for all r > 0,
Definition 3.2. Let E be a Lebesgue measurable set in R n and x ∈ R n . We say x ∈ ∂ E, the measure theoretic boundary or essential boundary of E if lim sup r→0 |B(x, r) ∩ E| r n > 0 and lim sup r→0 |B(x, r) \ E| r n > 0.
(Here |A| denotes the n-Lebesgue measure of a set in R n ).
The structure of the reduced boundary of a set of locally finite perimeter in R n is described by the following theorem: . Assume E has locally finite perimeter in R n .
We have a relation between the reduced and the essential boundary.
We will also use the following theorem Theorem 3.3 (Gauss-Green formula [6] p.209). Let E ⊂ R n have locally finite perimeter.
i) Then H n−1 (∂ E ∩ K) < +∞ for each compact set K ⊂ R n . ii) Furthermore, for H n−1 a.e. x ∈ ∂ E, there is a unique measure theoretic unit outer normal ν E (x) such that
Since B + R is a set of finite perimeter in B R , we denote by ν B + R its measure theoretic (or generalized) outer normal. Proof. Let us recall that, because of (43) we have
In the sense of distributions we have ∂ x ∂ y h = ∂ y ∂ x h. Thus we obtain ∂ y (θ∂ x H) = ∂ x (θ∂ y H) and
Now since H is harmonic and hence
where in the last equalities we set ψ := (−∂ y Hϕ, ∂ x Hϕ). We then use Theorem 3.3 to obtain
Using the fact that ϕ has compact support in B R and the definition of ψ we find that 
Now we use the fact that H is harmonic in B R (∆H = 0 in B R ) and the Gauss-Green formula 3.3 to obtain
. Now because of the previous Lemma 3. 3 we have that |∇H · ν B + R | = |∇H| = 0 in B R (recall that |∇H| = |∇h| in B R ). Hence we can deduce that the support of µ B R is ∂ * B + R \ ∂B R and the lemma is proved.
We study in more details ∂ B + R \ ∂B R . In particular since ∇h and ν B + R are parallel on ∂ B + R \ ∂B R we expect H to be constant on the connected components of this set. In order to prove this fact we need more definitions and more results from geometric measure theory, these can be found in the article [1] .
for some a, b ∈ R with a < b, and some continuous map γ, one-to-one on [a, b) and such that γ(a) = γ(b).
Lemma 3.5 (Lemma 3 in [1] ). Let C ⊂ R n be a compact connected set with H 1 (C) < ∞. Then for any pair of distinct points x, y ∈ C there exists a Lipschitz one-to-one map γ : [0, 1] → C such that γ(0) = x and γ(1) = y.
A consequence of this lemma is that any rectifiable Jordan curve admits a Lipschitz re-parametrization.
In order to state the next theorem, following [1] , we introduce a formal Jordan curve J ∞ whose interior is R n and a formal Jordan curve J 0 whose interior is empty. We denote by S the set of Jordan curves and formal Jordan curves. We then have the following description of the essential boundary of sets of finite perimeter in R 2 .
Theorem 3.4 (Corollary 1 in [1])
. Let E be a subset of R 2 of finite perimeter. Then there is a unique decomposition of ∂ E into rectifiable Jordan curves {C 
We are now able to prove: Lemma 3.6. Let θ be such that (43) holds, θ ∈ BV (B R ). Let B + R as before. There exist (possibly infinitely many) disjoint rectifiable Jordan curves γ i such that
Proof. We must check that B + R is a set of finite perimeter in R 2 (not just in B R ) in order to apply Theorem 3.4. To this end we set
We also set χ B
(1 +θ), this is the characteristic function of B + R in R 2 . We must
since ϕ has compact support in R 2 . Thus 
R has finite perimeter in B R by definition, and the same is true for B − R . We can thus apply the Gauss-Green formula 3.3 to obtain
Hence for all ϕ ∈ C ∞ c (R 2 , R 2 ) we have
This proves that χ B + R is in BV (R 2 ). We can thus apply the Theorem 3.4 to obtain the lemma.
In order to pursue the proof of the main result we need the following version of the coarea formula: Theorem 3.5 (Theorem 2.93 in [2] p.101). Let f : R 2 → R be a Lipschitz function and let E be a countably
is countably H 0 -rectifiable for dt-a.e. t ∈ R and
0 is the 0-dimensional Hausdorff measure (this is the counting measure) and for the definitions of these notions we refer to [2] Chapter 2.
We can apply the previous theorem with the function f : R 2 → R, x → |x| (we have that |d E f x | ≤ 1 for this f and all E countably H 1 -rectifiable subset of R 2 ). We then find that for all rectifiable Jordan curves γ we have, for R > ρ > 0
where C t = {z ∈ R 2 ; |z| = t}. We then obtain:
Lemma 3.7. Under the same assumptions as in Lemma 3.6. There exist 0 < R < R and (possibly infinitely many) connected rectifiable simple curves Γ j such that
Proof. We use the formula (51), and the fact that H 0 (γ i ∩ C t ) is finite for almost every t ∈ [R − ρ, R] . We choose R such that H 0 (γ i ∩ C R ) < +∞ and we have that for all i ∈ N there exists k i ∈ N and k i intervals of R such that 
with Γ j connected rectifiable simple curves.
We are now in position to prove Theorem 1.1.
Proof of Theorem 1.1. Let h which satisfies (40), (41),(42). Let θ, H be defined by (43). Let R > 0 be as in Lemma 3.7. From now on we denote by B the ball B R . We also denote by B + = {z ∈ B; θ(z) = +1}. Let {Γ j } j∈N simple connected rectifiable given by Lemma 3.7. The next claim states that each connected component of ∂ B + \ ∂B is a connected component of some level curve of the function H in B.
Claim 3.1. For all i ∈ N, there exists c i ∈ R such that
1) We first show that for all i ∈ N there exists c i ∈ R such that Γ i ⊂ {H = c i } ∩ B, where {H = c i } is a short for {z ∈ R 2 ; H(z) = c i }. Indeed let x, y ∈ Γ i , x = y, thanks to Lemma 3.5 we can find a bijective lipschitz map f : [0, 1] → Γ i such that f (0) = x and f (1) = y. We then have
To prove the absolute continuity we use that H ∈ C ∞ (B) and
g. Proposition 9.5 p. 270 of [4] ). Thus
where f (t) denotes the derivative of f which exists for L 1 -almost every t ∈ [0, 1] (because Lipschitz functions are differentiable almost everywhere). But f (t) is tangent to Γ i and ∇H(f (t)) is orthogonal to f (t) for almost every t ∈ [0, 1]. Indeed thanks to Lemma 3.3, we have that ∇H parallel to ν B + H 1 -a.e. Hence we obtain that
2) We show that Γ i = {H = c i } ∩ B using the following Lemma 3.8. We use the fact that since ∇H does not vanish in B the level curves {H = c i } ∩ B are diffeomorphic to straight line (this is a consequence of the implicit function theorem or can be seen in Theorem 1.3) if R is small enough. Hence they are connected. We then apply Lemma 3.8 to Γ i and {H = c i } ∩ B. These two curves are rectifiable, connected and simple, and we have Γ i ⊂ {H = c i } ∩ B and Γ i ∩ ∂B = {H = c i } ∩ ∂B by continuity of H. Lemma 3.8. Let B be a ball of radius R. Let γ andγ be two connected rectifiable simple curves. We also denote by γ,γ : [0, 1] → R 2 some Lipschitz parametrization of these curves. We suppose that γ,γ are homeomorphism from [0, 1] onto their image. Assume that
Then γ =γ.
We postpone the proof of this lemma at the end of the section. Now that we know the geometry of the curves Γ i we can prove that there exists only a finite number of such curves in a sufficiently small ball.
With ρ as in the statement of the claim we let B ρ = B(z 0 , ρ). Since θ ∈ BV (B R ) we also have θ ∈ BV (B ρ ).Thus using the same notations as before we have
where in the last equality we used the coarea formula (Theorem 3.5), and we let C t = {z ∈ C; |z| = t}. The coarea formula also tells us that for almost every
But if ρ is small enough then every level curves of the harmonic function H meet the boundary of the ball B ρ . This is a consequence of the maximum principle. As a consequence we have that
is exactly two times the number of curves Γ i inside B t . Then the number of curves Γ i is finite inside B ρ .
We can now conclude the proof of Theorem 1.1. The last claim proved that there exists a finite number of Γ i near Z 0 := {z ∈ B; H(z) = 0}. Thus there exists η > 0 such that dist(Z 0 , Γ i ) > η for all i ∈ N such that Γ i is not included in Z 0 . We then set
). Because of the definition of η we obtain that supp(µ V ) = {z ∈; H(z) = 0}.
Note that
We thus deduce that h = H on V + and h = −H on V − because h = H = 0 on ∂ V + \ ∂V = Z 0 . We know that H does not vanish in V + and V − , because H vanishes only on Z 0 . Hence H has constant sign on V + and on V − thanks to the maximum principle. These two signs are opposite, because if they were the same then the minimum (or maximum) of H would be 0 and would be inside the domain V , this contradicts the maximum principle. We can assume for example that H is non negative in V + and then h = |H| in V .
Proof of Lemma 3.8. By contradiction, assume that there exists p ∈ γ \γ.
But sinceγ and γ are homeomorphism onto their image we have thatγ
are two disjoint open sets. Thanks to the connectedness of ]0, 1[ we can deduce that
These two cases are similar. Let us assume that we are in case 1). We can then obtain that
This implies that γ(]t 0 , 1[) = ∅ orγ γ. The first assertion is impossible because γ is assumed to be a homeomorphism from [0, 1] onto its image and the second possibility is in contradiction with the hypothesis iii). Thus it holds thatγ = γ.
4.
Second case: local behavior near a zero of even order of
This section is devoted to the proof of Theorem 1.2. It is very similar to the proof of Theorem 1.1. Here ω hµ (z 0 ) = 0, but since we assume that z 0 is a zero of even order of ω hµ there is no difficulty to find a holomorphic function g such that (
2 . Then the proof of Theorem 1.2 is a rather direct adaptation of the proof of Theorem 1.1 except that here because the function g vanishes at z 0 we can only show that the function θ defined as in the previous section is in BV loc (B R \ {z 0 }) for R sufficiently enough. This introduce a new technical difficulty. We drop the subscript µ in the rest of this section. 
Proof. Since z 0 is a zero of even order of ω h , we can find a neighborhood U of z 0 , n ∈ N and a holomorphic function f 1 : U → C such that f 1 (z 0 ) = 0 and
Since f 1 (z 0 ) = 0, we can choose a smaller neighborhood of z 0 still denoted by U such that in U there exists a holomorphic function denoted by ϕ 1 which satisfies ϕ 2 1 (z) = f 1 (z), and furthermore we can choose U = B(z 0 , R) for R small enough. We then have (55) (
We set F (z) := The function H is harmonic in B R and satisfies
Hence, thanks to (54) we deduce that there exists θ : U → {±1} such that (57)
As before we set The proof of this lemma is exactly the same as the one of Lemma 3.3. We can also copy the proof of Lemma 3.4 to obtain 
We would like to apply Theorem 3.4 to the set B + R and continue the proof as in the previous section but we can not do that because B + R have only locally finite perimeter in B R \ {z 0 }. In fact we will show that this is just a technical issue and that B + R has indeed finite perimeter in B R but it requires some work. In a first time we work in an annular domain. Let 0 < ρ < R, we set A R,ρ = {z ∈ C; ρ < |z| < R} A + R,ρ = {z ∈ A R,ρ ; θ(z) = +1}. We first apply Theorem 3.4 to the set A + R,ρ . Lemma 4.5. Let θ be such that (53) holds, θ ∈ BV loc (B R \ {z 0 }). Let A + R,ρ as before. There exist (possibly infinitely many) disjoint rectifiable Jordan curves γ ρ i such that
Proof. We have that θ ∈ BV (A R,ρ ). As in the proof of Lemma 3.6 one can show that A + R,ρ has finite perimeter in R 2 . We can then apply Theorem 3.4 to deduce the result. Proof. The proof is the same as in Lemma 3.7, it uses the coarea formula (see 3.5). 
Proof. As in Lemma 3.2 this is due to the coarea formula and the fact that the curves Γ ρ i are level curves of the harmonic function H. The next result shows that, with R fixed if we take a larger annulus, then the number of curves in the decomposition of the support of µ is the same. This is due to the geometry of these curves since they are level curves of the harmonic function H. Lemma 4.9. Under the same assumptions as in Lemma 4.6 let ρ 1 < ρ 2 and R as before small enough. Then using the previous notations we have N ρ 2 = N ρ 1 and, up to re-order it holds Γ
Proof. Using the previous notations we have:
Besides it holds that supp(µ A R,ρ 2 ) = supp(µ A R,ρ 1 ) ∩ A R,ρ 2 . We thus deduce that
We also recall that we have the existence of real numbers (c i for i = 1, ..., N ρ 2 . Thanks to the maximum principle every connected component of level curves of the harmonic function H which lies in the ball B R meets the boundary of this ball if R is small enough. We thus obtain that Γ
As a consequence we obtain that Γ
This is a contradiction with our hypothesis on c
With the same justification we prove that N ρ 1 = N ρ 2 . And then up to reorder we have
We are now in position to prove: Lemma 4.10. Let θ, H be such that (53) holds with h which satisfies (40), (41), (42). As before we set B + R = {z ∈ B R ; θ(z) = +1}. Then there exists R > 0 small enough such that
R \ ∂B R ) = +∞ then for all sequence (ρ n ) of real numbers such that ρ n 0 we have
with A R,ρ = {z ∈ C; ρ < |z| < R} and A R,ρ + = A R,ρ ∩ B + R . This is due to the fact that
R,ρn \ ∂A R,ρn and the union of these sets is increasing. We now use the previous Lemmas 4.6 and 4.9 to obtain that for R small enough there exists an integer N such that for all n ∈ N there are N simple connected rectifiable curves Γ if n > m. We then obtain
But for R small enough the level curves of H have a finite Hausdorff measure. Thus there exists M > 0 such that for all n ∈ N,
This is a contradiction with (59) and then
Now we prove that θ ∈ BV (B R ). We recall that in the proof of Lemma 4.2 we found that
in the sense of distributions where g = ∂ x H − i∂ y H. We then have
We now use Lemma 4.4 to say that
We thus deduce, using the fact that | ∂xH
This proves the claim.
From this point we have all the ingredients to pursue the proof of Theorem 1.2 as in the previous section.
Proof of Theorem 1.2.
Claim 4.1. There exist R > 0 small enough, a finite number N and N simple, connected, rectifiable curves Γ j such that
Furthermore for all 1 ≤ j ≤ N there exists c j such that Γ j is exactly a connected component of the level set {z ∈ C, H(z) = c j } ∩ B R .
Once we know that the function θ defined by (57) is in BV (B R ) for R small enough we can apply the same arguments as in the previous section to prove this claim, it results from an adaptation of Lemmas 3.4, 3.6, 3.7, and Claims 3.1, 3.2.
We can now conclude the proof of Theorem 1.2. The last claim proves that there exist a finite number of Γ j near Z 0 := {z ∈ B; H(z) = 0}. Thus there exists η > 0 such that dist(Z 0 , Γ i ) > η for all j ∈ N such that Γ j is not included in Z 0 . We then set
). Because of the definition of η we can say that supp(µ V ) ⊂ {z ∈; H(z) = 0}.
We also set as usual
Note that in V the function θH is continuous since H = 0 at the discontinuity points of θ. Then θH is in H 1 (V ) since H is in H 1 . Computing ∇(θH) in the sense of distributions we obtain that ∇(θH) = θ∇H. Besides it comes
This proves that h − θH is constant in V , but evaluating this constant in z 0 we find that h = θH, in V.
This concludes the proof of Theorem 1.2.
In a neighborhood of z 0 we can expand ϕ 1 in power series
Thanks to an expansion in power series we have:
One can check that
We thus deduce that there exists a function θ : W → {±1} such that
We then set W + = {z ∈ W ; θ(z) = +1}, W − = {z ∈ W ; θ(z) = −1}.
Note that the function θ does not play the same role as in the previous section. This is because the function H is not harmonic here. Furthermore H is only lipschitz and not smooth thus we can not use the same argument as in the previous section to prove that θ is in BV loc (W \ {z 0 }). Indeed to prove this we used the fact that
and we differentiated this expression in the sense of distributions, using the Leibniz rule. We can not do the same here since ∂ x H − i∂ y H is not a smooth function.
For this reason we work in W \ {z ∈ U ; H(z) = 0}. In particular |H| ∈ C ∞ (W k ) for all 1 ≤ k ≤ 2n + 3. We are now in position to state that Claim 5.3. The function θ is in BV loc (W k \ {z 0 }) for all 1 ≤ k ≤ 2n + 3.
The proof of this fact is the same as the proofs of Lemma 3.2 and 4.2 in the previous sections. For 1 ≤ k ≤ 2n + 3 we set W + k = {z ∈ W k ; θ(z) = +1}. These sets are sets of locally finite perimeter in W k . As in the previous sections (see Lemma We have all the ingredients to repeat the arguments of Sections 3 and 4 in each sub-domains W k and obtain Claim 5.5. For all 1 ≤ k ≤ 2n + 3, there exist N k ∈ N, and N k simple connected rectifiable curves Γ with W k open and connected and W k ∩ W j = ∅ if k = j. We also set W + k = {z ∈ W k ; θ(z) = +1}. We use the previous Claim 5. 5 and we obtain that for all 1 ≤ k ≤ 2n+3, since there are only a finite number of curves Γ We claim that V + = {z ∈ V ; θ(z) = +1} is a set of finite perimeter in V . Indeed we have that ∂V + \ ∂V ⊂ {z ∈ V ; H(z) = 0} (here we use the topological boundary ∂V + ) and H 1 ({z ∈ V ; H(z) = 0}) < +∞ from the last point of Lemma 5.1. Then applying Proposition 3.62 of [2] we deduce that V + is a set of finite perimeter.
Note that in V the function θH is continuous since H = 0 at the discontinuity points of θ. Then θH is in H 1 (V ) since H is in H 1 . Computing ∇(θH) in the sense of distributions we obtain that ∇(θH) = θ∇H and it comes ∇(h − θH) = 0 in V.
this proves that h − θH is constant in V , but evaluating this constant in z 0 we find that h = θH in V. As shown by the following proposition we used an equivalent characterization.
Proposition 6.1. A function h is stationary harmonic if and only if div T h = 0 in the sense of distributions, where
Proof. We first note that div(T h ) = 0 in the sense of distributions if and only if
where Dη denotes the differential of η (which is a 2 × 2 matrix) and A, B = tr( t AB) denotes the inner product of two matrices. Let φ t (x) = x + tη(x) with η ∈ C ∞ c (Ω, R 2 ), if t is small enough φ t is a diffeomorphism. Let h t := h • φ t , we have ∇h t (x) = (I + tDη(x)).∇h(x + tη(x)) |∇h t (x)| 2 = |∇h(x + tη(x))| 2 + 2t ∇h(x + tη(x)), [Dη(x).∇h(x + tη(x))] + o(t) functions we have ∆h µ = 0 a.e. on the set F = {∇h µ = 0}, thus µ = 0 a.e. on F and µ = 0 on Ω \ F hence µ = 0 on Ω.
