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Diskurslinguistik und Korpora 
 
Der Beitrag skizziert die grundsätzliche korpuslinguistische Perspektive auf Dis-
kurse. Zunächst wird diese Perspektive genauer spezifiziert als Fokussierung auf 
die Musterhaftigkeit von Sprache und Repräsentation von Daten in Vektorräu-
men. Danach werden die grundlegenden Schritte des Korpusaufbaus und die 
Möglichkeiten der Annotation der Daten diskutiert. Schließlich werden die wich-
tigsten Analysekategorien, die für diskurslinguistische Fragestellungen relevant 
sind, beschrieben: Kollokationen, Mehrworteinheiten, Keywords, Topic Models 
und Netzwerkanalysen. Der Beitrag schließt mit Überlegungen, die Korpuslingu-
istik nicht als Hilfswissenschaft für die Diskursanalyse zu sehen, sondern als 
Schlüssel zu einem neuen Verständnis des Umgangs mit Daten in den Geisteswis-
senschaften. In diesem Zusammenhang werden fünf Desiderate genannt, die im 
Rahmen einer sozial und kulturwissenschaftlich interessierten maschinellen 





4. Korpusaufbereitung und Annotation 




Korpuslinguistik, Korpus, digitale Daten, Annotation, Sprachgebrauchsmuster, 
XML, Kollokationen, Topic Models, Netzwerke, maschinelle Textanalyse 
1 Einleitung	
Diskurslinguistische Arbeiten verwenden als empirische Untersuchungsbasis 
Korpora gesprochener oder geschriebener Sprache, die anschließend auf unter-
schiedlichen Wegen ausgewertet werden. Es existiert eine längere Diskussion dar-
über, ob und warum korpuslinguistische Ansätze gewinnbringend für die Diskurs-
linguistik sind (Busse/Teubert 1994; Spitzmüller/Warnke 2011; Bubenhofer 
2009; Teubert 2006) – diese Diskussion soll an dieser Stelle nicht geführt werden. 
Plädoyers dafür, dass die korpuslinguistische Perspektive für die Diskurslinguis-
tik mehr als ein Werkzeugkasten ist, finden sich in einer Reihe von Publikationen 
(Bubenhofer 2013; Bubenhofer et al. 2014; Mautner 2012; Scharloth et al. 2013; 
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Storjohann/Schröter 2011). Stattdessen zielt dieser Beitrag darauf, grundlegende 
Methoden der korpuslinguistischen Diskursanalyse wiederzugeben und Hinweise 
für die Aufbereitung und Analyse von Korpora für diskurslinguistische Fragestel-
lungen anzubieten. Damit verbunden ist aber auch eine kritische Reflexion über 
die sozial- und kulturwissenschaftliche Arbeit mit digitalen Daten und digitalen 
Methoden. 
Hier wird Korpuslinguistik als Zugang verstanden, der Methoden der Compu-
terlinguistik, des Text Minings, der Statistik, visueller Analysemethoden und ähn-
licher Felder nutzt, um sozial- und kulturwissenschaftliche Fragestellungen zu un-
tersuchen. An anderer Stelle haben wir diesen Zugang als korpuspragmatisch de-
finiert (Scharloth/Bubenhofer 2011; Bubenhofer/Scharloth 2013b, 2015) und ar-
gumentiert, dass damit die Korpuslinguistik mehr ist als ein Methodenapparat o-
der Werkzeugkasten, sondern ein Zugang, der eine neue Sichtweise auf Sprachge-
brauch einnimmt: 1) Die sprachliche Oberfläche (Feilke 1996; Feilke/Linke 2009) 
ist der Ausgangspunkt von Analysen, die 2) im Wechsel datengeleitet, hypothe-
sengenerierend („corpus driven“: Tognini-Bonelli 2001) und hypothesengeleitet 
3) auf der Basis von großen Textmengen vorgenommen werden. 
Nach wie vor besteht aber ein Desiderat, die theoretischen und methodischen 
Implikationen korpuslinguistischer Ansätze vor dem Hintergrund des digitalen 
Zeitalters kritisch zu reflektieren (Bubenhofer/Scharloth 2015). Mit der tiefgrei-
fenden und beinahe flächendeckenden Verdatung der Welt (einerseits über die 
fortschreitende Digitalisierung analoger Quellen, andererseits über die Masse der 
‚digital born‘ Quellen), werden sprachliche Artefakte zählbar. Wenn alle Daten 
digital vorliegen und unterschiedlichste Informationstypen numerisch repräsen-
tiert sind, können sie deswegen auch beliebig kombiniert werden – ‚Big Data‘ ist 
damit die mögliche Grundlage für ganz unterschiedliche Formen von Analysen. 
Als Drittes folgt daraus eine zunehmende Emanzipation der Daten vom Zweck ih-
rer Produktion, da Daten nicht mehr in Archiven lagern, die nur bestimmte Su-
chen erlaubten (etwa eine Bibliothek, in der Bücher gefunden werden können), 
sondern die Daten in ihrer strukturierten, digitalen Form auf mannigfache Weise 
abfragbar sind (z.B. Kollokationsprofile zu einem Suchausdruck in Abhängigkeit 
vom Publikationsdatum in allen Büchern mehrerer Bibliotheken). Mit welchen 
Methoden die Daten dereinst abgefragt werden, kann und muss bei ihrer Aufbe-
reitung nicht erschöpfend definiert werden. 
Im Folgenden werden die Schritte der Korpuserstellung, Korpusaufbereitung, 
Annotation und möglicher grundlegender Analysemethoden beschrieben. Die ein-
setzbaren Tools und Softwarepakete verändern sich naturgemäß ständig, deshalb 
werden die Schritte möglichst generisch beschrieben – das Online-Handbuch 
„Einführung in die Korpuslinguistik“ (www.bubenhofer.com/korpuslinguistik/ – 
Bubenhofer 2006-2016) bietet diesbezüglich aktuelle Informationen. 
Der Fokus dieses Beitrags liegt auf geschriebener Sprache. Ein Teil der Ar-
beitsschritte und Analysemethoden können grundsätzlich auch für Korpora 
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gesprochener Sprache eingesetzt werden, trotzdem ergeben sich dort eine Reihe 
weiterer Probleme, aber auch Chancen, auf die hier nicht eingegangen werden 
kann. 
2 Analyseperspektiven	
Wenn Diskurse anhand größerer Datenmengen analysiert werden sollen, stellt 
sich die Frage nach der Analyseperspektive, die eingenommen werden soll. Text-
korpora können z. B. als Textdatenbank oder als Zettelkasten aufgefasst werden. 
Eine Textdatenbank erlaubt primär eine effiziente Verwaltung von mit Metadaten 
versehenen Texten, um leicht Texte eines bestimmten Datums, einer Quelle o.ä. 
zu finden. Damit gewinnt man aber noch keine linguistische Perspektive auf den 
Text. 
Das ist beim Zettelkasten anders, der die Texteinheit durchbricht und den Fo-
kus auf Verwendungsweisen einer beliebigen sprachlichen Einheit, beispielsweise 
eines Lemmas, lenkt, indem die Verwendungsweisen dieser sprachlichen Einheit 
übersichtlich aufgeführt und damit systematisch analysierbar gemacht werden. 
Der Erfolg der Korpuslinguistik liegt zunächst darin begründet, genau dafür 
Suchmöglichkeiten und Darstellungsweisen entwickelt zu haben, nämlich die sog. 
Keyword in Context-Darstellung (KWiC) als Ergebnis einer Suche in großen di-
gitalen Textsammlungen. Dies ist eine triviale Einsicht, jedoch eine relevante, 
denn lange lag das Interesse der Korpuslinguistik (und deren Nutzerinnen und 
Nutzer) darin, solche KWiC-Darstellungen zusammenzufassen: Kollokationen, 
syntagmatische Muster, Distribution von Treffermengen. Dies sind wichtige und 
erfolgreich angewandte Methoden, die in neuerer Zeit jedoch ergänzt – und viel-
leicht abgelöst werden durch eine gänzlich andere Perspektive, nämlich jene, die 
Texte, Wörter oder andere sprachliche Einheiten und deren Eigenschaften als Da-
ten in einem sog. Vektorraum auffassen. Diese beiden unterschiedlichen Perspek-
tiven möchte ich im Folgenden ausführen. 
2.1 Syntagmatische	Muster	und	Verteilungen	
Elementare Einsicht für die meisten diskurslinguistischen Arbeiten, die Korpora 
als Grundlage verwenden, ist folgende: In Mustern des Sprachgebrauchs spiegeln 
sich Diskurse wider. Sprachgebrauchsmuster (Bubenhofer 2009) sind demnach 
rekurrente sprachliche Strukturen, wie etwa Kovorkommen von 1) sprachlichen 
Ausdrücken (z.B. Lexemen) in gleichen Kontexten oder von 2) sprachlichen Aus-
drücken in Texten bestimmter Autorinnen und Autoren, Institutionen, Zeiträu-
men, Textsorten und dergleichen. 
4 
Es gibt verschiedene Möglichkeiten, Kovorkommen von sprachlichen Aus-
drücken (1) zu operationalisieren. Letztlich geht es darum, KWiC-Listen von sehr 
vielen Belegen eines Suchausdrucks zusammenzufassen zu einer Liste von den 
typischsten unterschiedlichen Verwendungsweisen. Die häufigste Operationali-
sierung ist die Berechnung von Kollokationen (Evert 2009), bei der grundsätzlich 
in einem Korpus statistisch gesehen auffällig oft zusammen vorkommende Le-
xeme berechnet werden. Dahinter stecken unterschiedliche statistische Testver-
fahren, die die Überzufälligkeit der Assoziation bewerten (vgl. grundlegend Evert 
2009; Lemnitzer/Zinsmeister 2006; im Kontext diskurslinguistischer Fragestel-
lungen: Bubenhofer 2015). Kollokationsprofile von Lexemen werden für sehr un-
terschiedliche linguistische Zwecke verwendet, etwa in der Lexikographie und 
Semantik (Bedeutungskomponenten datengeleitet erarbeiten) oder eben auch in 
der Diskurslinguistik. Hier ist es oftmals von Interesse, von bestimmten Lexemen 
die Kollokationsprofile auf der Basis unterschiedlicher Korpora, oder aber die 
Kollokationsprofile auf der gleichen Datenbasis, aber zwischen unterschiedlichen 
Lexemen zu vergleichen. Weiter unten werden diesbezüglich Anwendungsbei-
spiele genannt. 
Die Korrelation von sprachlichen Ausdrücken mit beliebigen weiteren Textei-
genschaften wird über unterschiedliche distributionelle Analysen ergründet (2). 
Im einfachsten Fall werden beispielsweise Frequenzen eines Suchbegriffs in un-
terschiedlichen Teilkorpora, z.B. in einem nach Publikationsdatum der Texte dia-
chron nach Jahren o.ä. gegliederten Korpus, untersucht. Oder die Verwendungs-
frequenzen eines grammatischen Phänomens (z.B. Passivformen) in Zeitungskor-
pora zu unterschiedlichen Themen. 
Dabei existiert aus korpuslinguistischer Perspektive eine Diskussion darüber, 
welches geeignete Maße sind, um die Frequenzen zu messen und zu vergleichen; 
dass das Maß in Relation zur jeweiligen Korpusgröße stehen muss, versteht sich 
von selbst. Darüber hinaus wurden aber auch Maße wie ‚Frequenzklassen‘ vorge-
schlagen, die robuster gegenüber unterschiedlichen Korpusgrößen sind und des-
halb relativen Maßen wie ‚Treffer pro Mio. laufender Wortformen‘ o.ä. vorgezo-
gen werden (vgl. für eine ausführliche Diskussion Perkuhn et al. 2012, 78). Wei-
ter können wiederum statistische Testverfahren eingesetzt werden, um zu messen, 
ob die gemessenen Frequenzunterschiede signifikant sind oder nicht (Kilgarriff 
2001). 
All diesen Methoden gemeinsam ist die Tatsache, dass die Abhängigkeit einer 
Variable von einer gegebenen, unabhängigen Variable gemessen wird. Wenn ich 
allerdings so herausfinde, dass ein Lexem X in einem Korpus A signifikant häufi-
ger vorkommt als in B, oder wenn ich herausfinde, dass ein Lexem Y signifikant 
häufig zusammen mit X vorkommt, teste ich nur genau diese Zusammenhänge 
und keine weiteren (außer ich wiederhole die Messung systematisch mehrmals 
mit anderen unabhängigen Variablen). In Ansätzen, die unter Labeln wie ‚Data 
Mining‘ in ‚Big Data‘ o.ä. geführt werden, versucht man jedoch normalerweise 
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komplexere Abhängigkeiten zu testen. Dafür müssen Texte als Daten mit Eigen-
schaften in Vektorräumen modelliert werden.  
2.2 Daten	im	Vektorraum	
Wenn vor einem diskursanalytischen Hintergrund die Frage interessiert, welche 
Themenschwerpunkte in einem Diskurs vorherrschend sind und durch welches 
Vokabular diese geprägt werden, explodiert die Anzahl der zu berücksichtigenden 
Variablen: Auf Lexemebene gedacht ist jeder in den Texten vorkommende Le-
xemtype mit den Frequenzen in den jeweiligen Texten eine Variable. Es wäre nun 
aufwändig, für jeden Lexemtype die Frequenzen in jedem Text zusammenzutra-
gen – und auch dann wäre unklar, welche nun tatsächlich für bestimmte Texte be-
deutend wären oder ob für bestimmte Gruppen von Texten eine für die jeweilige 
Gruppe spezifische Kombination von Lexemen existiert, die für einen themati-
schen Cluster stehen. 
Um solche Fragen zu verfolgen, werden Daten als Sammlung von Objekten 
mit Eigenschaften in einem Vektorraum angesehen: Ein Datensatz (ein Korpus) 
besteht aus Objekten (Texten). Diese Objekte weisen bestimmte Eigenschaften 
(‚Features‘) auf: Darin vorkommende Lexeme, andere sprachliche Phänomene, 
bestimmte Metadaten etc. Diese Eigenschaften werden nun in einer systemati-
schen Art und Weise gemessen und als Matrix repräsentiert: Jedes Objekt nimmt 
eine Zeile ein, jede Eigenschaft eine Spalte, sodass für jedes Objekt die Ausprä-
gung dieser Eigenschaft notiert werden kann. Das Ergebnis ist eine Tabelle mit 
Werten des gesamten Datensatzes, wie wir sie auch manuell erstellen würden. 
Text fX fY 
A  15 28 
B  25 11 
C  27 9 
D  30 10 
E  30 30 
F  31 10 
G  28 28 
H  27 30 
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Diese Tabellen können sehr breit sein, also viele Spalten (Eigenschaften) auswei-
sen. Jede Eigenschaft, die irgendwo in einem der Objekte auftritt und die uns inte-
ressiert, die wir also messen, muss aufgeführt werden, wobei wir für jedes Objekt 
einen Messwert haben (kommt vor, kommt gar nicht vor, ggf. wie häufig oder mit 
welcher Assoziation). Die Folge der Ausprägungen aller Eigenschaften wird nun 
Vektor genannt; es handelt sich um eine Gerade in einem mehrdimensionalen 
Raum. Das Potenzial, was sich daraus ergibt, lässt sich besser erklären, wenn man 
zunächst von einem einfacheren Datensatz ausgeht: Nehmen wir an, für unsere 
Objekte erfassen wir nur die Frequenzen zweier Lexeme X und Y. Wir können 
nun die Werte für X und Y in einem Diagramm mit den zwei Achsen X und Y 
eintragen und erhalten ein Streudiagramm (vgl. Abbildung 1). 
 
Je nachdem, wo die Punkte liegen, können wir die Objekte charakterisieren: Lie-
gen die Punkte im Bereich oben rechts, handelt es sich um Objekte, in denen 
beide Lexeme häufig vorkommen. Punkte in der rechten Ecke unten charakteri-
sieren Objekte, in denen das Lexem X vorherrschend ist, Y aber kaum vorkommt 
usw. 
Wir fassen nun die X- und Y-Werte als Vektoren auf: Der Vektor, die Ge-
rade, beginnt beim Schnittpunkt 0,0 der beiden Achsen X und Y und endet beim 




Objektes geometrisch im Vektorraum. Wenn die Vektoren zweier Objekte in die 
ähnliche Richtung zeigen (in Abbildung 1 Vektoren der Objekte B und C), ähneln 
sich die beiden Objekte, ansonsten unterscheiden sie sich mehr oder weniger (A 
unterscheidet sich stark von B und C). Das Maß der Abweichung kann über geo-
metrische Maße gemessen werden, etwa indem die Distanz zwischen den Punkten 
(euklidische Distanz) oder der Winkel gemessen wird, den die beiden Vektoren 
aufmachen (Kosinus-Distanz). 
Wir können uns zu den beiden Dimensionen X und Y noch eine dritte Dimen-
sion Z vorstellen, wenn wir die Frequenz eines weiteren Lexems erfassen. Dies 
lässt sich noch immer visualisieren, indem ein dreidimensionales Streudiagramm 
gezeichnet wird und zusätzlich die Position auf der in den Raum zeigenden Z-
Achse verortet wird. Wenn wir weitere Eigenschaften hinzufügen, bewegen wir 
uns entsprechend in einem n-dimensionalen Raum, der sich nicht mehr visualisie-
ren, aber nach wie vor rechnerisch behandeln lässt. Jedes Objekt wird nach wie 
vor durch einen Vektor in einem mehrdimensionalen Raum repräsentiert und die 
Ähnlichkeit oder Differenzen zwischen den Objekten lässt sich noch immer über 
geometrische Operationen berechnen. Darin liegt das Potenzial begründet, wenn 
die Komplexität von Daten in einem mehrdimensionalen Raum repräsentiert und 
damit operiert werden kann. Das geisteswissenschaftliche Vergleichen von Din-
gen wird damit zu einem geometrischen Messen von Distanzen im Vektorraum: 
„The concept of a geometric feature space allows us to take the most basic me-
thod of humanities – a comparision – and extend it to big cultural data. In the 
same time, it allows us (or forces us, if you prefer) to quantify the concept of dif-
ference“ (Manovich 2015, 26). 
Aus diskurslinguistischer – und generell geisteswissenschaftlicher Sicht be-
deutet dies: Große Datenmengen sind gut handhabbar und reiche, differenzierte 
Annotationen gut nutzbar. Zusätzlich kommt hinzu, dass diese Methoden neue 
Analysestile ermöglichen: Explorative, datengeleitete Zugänge sind möglich, ggf. 
im Verbund mit hypothesengeleiteten und/oder auch qualitativen Zugängen (Bu-
benhofer et al. 2014; Bubenhofer/Scharloth 2015). 
Sobald die Eigenschaften von Objekten als Vektoren repräsentiert werden, 
können eine Vielzahl von Algorithmen darauf angewandt werden. So versuchen 
Clustering-Methoden Gruppen von Objekten zu identifizieren, die ähnliche Ei-
genschaften aufweisen und sich von anderen Objekten (und Gruppen) möglichst 
stark unterscheiden. Bei einem zwei- (wie in Abbildung 1) oder dreidimensiona-
len Streudiagramm sehen wir diese Gruppen in Form von nahe beieinander ste-
henden Punkten. Bei mehr Dimensionen jedoch nicht. Die vom Algorithmus 
identifizierten Cluster können anschließend von der Forscherin als Kategorien ge-
deutet werden und führen allenfalls sogar zu Kategorisierungen der Daten, an die 
man vorher gar nicht gedacht hat. Solche explorativen, sog. ‚unüberwachten‘ Me-
thoden kontrastieren mit ‚überwachten‘ Lernmethoden, wo bereits manuell oder 
anderweitig klassifizierte Daten die Grundlage sind, um daraus algorithmisch ein 
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statistisches Modell zu erstellen, mit dem neue, nicht-klassifizierte Daten maschi-
nell klassifiziert werden können (Carstensen et al. 2010, 591; Manovich 2015, 
24).  
Manovich argumentiert im Kontext der Digital Humanities, dass solche Klas-
sifikationsaufgaben, also überwachte Lernverfahren, die darauf hinzielen, beste-
hende Kategoriensysteme für eine maschinelle Klassifikation von großen Daten-
mengen zu nutzen, nicht sehr interessant ist: „Why should we use computers to 
classify cultural artifacts, phenomena or activities into a small number of catego-
ries? Why not instead use computational methods to question the categories we 
already have, generate new ones, or create new cultural maps that relate cultural 
artifacts in original ways?“ (Manovich 2015, 24) Unüberwachte, datengeleitete 
Methoden erlauben stattdessen einen explorativen Zugang zu riesigen Datenmen-
gen, was gerade auch für diskurslinguistische Fragestellungen interessant ist 
(Scharloth et al. 2013). 
3 Korpuserstellung	
3.1 Textauswahl	
Ein zu untersuchender Diskurs ist nicht zwingend durch ein klar definiertes Kor-
pus repräsentierbar, da Diskurse als Aussagensysteme begriffen werden müssen, 
die quer zu Texten liegen können (Spitzmüller/Warnke 2011, 25, 88, 91). Trotz-
dem ist es aus forschungspraktischen Gründen unumgänglich, eine Auswahl an 
Texten für ein Korpus zu treffen. Folgende Strategien können aber dem berechtig-
ten Einwand zu enger Korpusgrenzen entgegenkommen (vgl. ausführlich Buben-
hofer 2009): 
1) Dank immer besserer Verfügbarkeit digitaler Texte und größerer Speicher- und Rechen-
kapazitäten ist es oft möglich, mit sehr großen Textkorpora zu arbeiten, die zunächst gar 
keiner thematischen Eingrenzung unterworfen sind. Um beispielsweise massenmediale 
Krisendiskurse in Nachkriegsdeutschland zu untersuchen, stehen mit den digitalen Archi-
ven der Wochenzeitschrift ‚die Zeit‘ und des Magazins ‚der Spiegel‘ Quellen zur Verfü-
gung, mit denen ein Korpus aller in Nachkriegsdeutschland bis heute publizierten Artikel 
aufgebaut werden kann. Bei der späteren Analyse könnten immer wieder neue Eingrenzun-
gen (thematisch, zeitlich, bezüglich Textsorten etc.) vorgenommen werden. Auch große 
öffentlich verfügbare Korpora wie das DeReKo (Kupietz et al. 2010) enthalten genug 
große Textmengen verschiedener Typen, um Korpora zu bilden, die zunächst thematisch 
überhaupt nicht eingegrenzt werden. Schwierig bis unmöglich ist dieses Vorgehen selbst-
verständlich bei schwieriger Quellenlage. 
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2) Der Vorteil korpuslinguistischer Zugänge zu Texten liegt darin, dass die Texteinheit oft 
gar keine Rolle spielt: Die typische Key-Word in Context-Ansicht (KWiC) bricht die Text-
grenzen auf und lenkt die Aufmerksamkeit auf Aussagemuster, die über Textgrenzen hin-
aus gehen. Trotzdem sind bei Bedarf die Einzeltext-Informationen (Metadaten, Artikel-
grenzen) verfügbar. 
Bei der Auswahl eines Korpus für eine diskurslinguistische Analyse sollte ideal-
erweise zunächst nur definiert werden, welche Sprachdomänen, medialen Er-
scheinungsformen, Textsorten oder zeitlichen Perioden Grundlage für die Analy-
sen sind. Diese Definition orientiert sich verständlicherweise auch an den prakti-
schen Möglichkeiten, die durch technische, finanzielle und nicht zuletzt juristi-
sche (Perkuhn et al. 2012, 52) Grenzen bestimmt werden. Aus dieser Grundge-
samtheit wird dann eine Stichprobe gezogen, die entweder zufällig oder aber ge-
schichtet ist, also bezüglich bestimmter Dimensionen, die für die Analyse als ent-
scheidend angesehen werden, ausgeglichen ist. Eine solche Zufallsstichprobe hat 
das Ziel, eine für die Grundgesamtheit repräsentative Textmenge zusammenzu-
stellen, sodass Beobachtungen in der Stichprobe auf die Grundgesamtheit interpo-
liert werden können. 
Während dieses Vorgehen bei sozialwissenschaftlichen empirischen Untersu-
chungen hochgradig standardisiert ist, stellen sich in der Korpuslinguistik eine 
Reihe von Problemen (Perkuhn et al. 2012, 46). Bei Korpora, die ‚die deutsche 
Sprache‘ repräsentieren sollen, ist offensichtlich, dass dieses Ziel nicht erreicht 
werden kann, ohne vorher genau definiert zu haben, was zur ‚deutschen Sprache‘ 
gehört – was ohne ganz deutliche Eingrenzungen unmöglich ist. Aber wie verhält 
es sich mit Diskursen? Migrationsdiskurse zeigen sich nicht nur in der massenme-
dialen Politik-Berichterstattung, sondern auch in anderen Themen (z.B. Ökologie: 
Einwanderung von ‚fremdem‘ Saatgut) und in anderen medialen Formen (Jung 
1996). Um eine Grundgesamtheit zu definieren, sind Eingrenzungen notwendig – 
aber nicht zwingend thematischer Art. Beispielsweise könnte für das Beispiel 
Migrationsdiskurs die Grundgesamtheit auf deutschsprachige Pressetexte und 
Webforen-Diskussionen in einem bestimmten Zeitraum beschränkt werden. Mit 
der (geschichteten) Stichprobe würde man sich auf bestimmte Pressetitel und Fo-
ren beschränken, dort aber jeweils alle Texte des definierten Zeitraums ins Kor-
pus integrieren (Vollerhebung). 
3.2 Untersuchungs-	und	Referenzkorpus	
Einige der im Folgenden vorgestellten Analysemethoden beruhen auf Korpusver-
gleichen: Mit Keyword-Analysen wird beispielsweise das typische Vokabular ei-
nes Korpus im Vergleich zu einem Referenzkorpus berechnet. Das Referenzkor-
pus dient also dazu, die Besonderheiten des Untersuchungskorpus hervorzuheben. 
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Meist ist es nicht sinnvoll, gleich zu Beginn eines Projekts ein festes Refe-
renzkorpus zu definieren. Denn die Wahl des Referenzkorpus entscheidet dar-
über, welche Parameter (Thema, Textsorte, Zeitperiode etc.) miteinander vergli-
chen werden können; idealerweise unterscheiden sich Untersuchungs- und Refe-
renzkorpus jeweils bezüglich eines Parameters, um die beobachteten Unter-
schiede als Effekt dieses Parameters erklären zu können. 
In einer Untersuchung zu Veränderungen von Sprachgebrauchsmustern in der 
Neuen Zürcher Zeitung von 1995 bis 2005 wurde das Korpus, eine Zufallsstich-
probe aller im Zeitraum erschienenen Artikel, nach unterschiedlichen Kriterien 
unterteilt (Bubenhofer 2009, 197). Beispielsweise wurden zwei Zeiträume 1995-
1997 und 2003-2005 definiert und pro Ressort (‚Ausland‘, ‚Inland‘, ‚Wirtschaft‘ 
etc.) Teilkorpora erstellt. Bei der Gegenüberstellung des Auslands-Korpus 1995-
1997 und des Auslands-Korpus 2003-2005 sind alle Parameter (Medium, Texts-
orten, Ressort, grundsätzlich vorkommende Themen) gleich bis auf den Publikati-
onszeitpunkt. Die bei der Analyse sich ergebenden Unterschiede können demnach 
als zeitgebundene Veränderungen des Sprachgebrauchs (was indirekt natürlich 
auch mit unterschiedlichen Themen zusammenhängen kann) interpretiert werden. 
Zusätzlich könnte aber auch das gesamte NZZ-Korpus als Referenz zu einem Un-
tersuchungskorpus ‚Feuilleton-Artikel‘ oder ‚Artikel zum Thema X‘ definiert 
werden, um die Spezifika von Feuilleton-Artikeln bzw. Artikeln zu einem Thema 
X herauszuarbeiten. 
Als Referenzkorpus kann je nach Anlage auch ein externes Korpus verwendet 
werden: Das DeReKo (Kupietz et al. 2010) eignet sich mit seiner Größe von 24 
Milliarden laufenden Wortformen (Stand 2014) als Referenz, um beispielsweise 
in der Gegenwartssprache typische Verwendungsweisen bestimmter sprachlicher 
Ausdrücke zu untersuchen und mit denen des eigenen Untersuchungskorpus zu 
vergleichen (vgl. dazu ausführlicher Bubenhofer 2013). 
Beim Design des Korpus empfiehlt es sich demnach, für das Forschungsvor-
haben potenziell interessante Korpusvergleiche vorzusehen. Demnach ist eine 
Vollerhebung bestimmter Quellen (z.B. alle Zeitungsartikel einer Zeitung in ei-






Für diskurslinguistische Untersuchungen ist eine reiche Auszeichnung der Daten 
mit Metadaten sehr bedeutend. Zwar soll es das Korpus ermöglichen, Aussage-
muster über Textgrenzen hinweg zu finden, gleichzeitig müssen die Metadaten 
aber zur Verfügung stehen, um beliebig Teilkorpora zu bilden oder das Streu-
ungsverhalten bestimmter Phänomene über Textsorten, Autorinnen und Autoren, 
Zeitabschnitte etc. zu untersuchen.  
Deswegen ist es unumgänglich, das Korpus in einem strukturierten oder semi-
strukturierten Format abzulegen. Dafür eignet sich die Auszeichnungssprache 
XML (Bray et al. o. J.), mit der grundsätzlich ein eigenes, maßgeschneidertes Ka-
tegorien- und Auszeichnungssystem umgesetzt werden kann. Im Folgenden sei 
ein einfaches Beschreibungsmodell der Metadaten gegeben, das beliebig erweitert 
werden kann: 
<?xml version="1.0" encoding="UTF-8"?> 
<corpus> 
 <document id="imo345"> 
  <header> 
   <title>Titel des Textes</title> 
   <author>Autor</author> 
   <date>2012-04-01</date> 
  </header> 
  <body> 
   Hier folgt der Text... 
  </body> 
 </document> 
</corpus> 
Es existieren allerdings XML-Standards zur Codierung von Textkorpora. Dazu 
gehören die Standards TEI (‚Text Encoding Initiative‘ TEI Consortium 2014; 
Stührenberg 2012) oder XCES (‚Corpus Encoding Standard for XML‘ Ide et al. 
2000), die versuchen, für möglichst viele unterschiedliche Texte Codiervorgaben 
zu geben. Dazu gehören nicht nur Vorgaben für die Codierung der Metadaten, 
sondern auch (hauptsächlich bei TEI) die Möglichkeit, Layoutinformationen im 
Text zu codieren. TEI wird laufend weiterentwickelt und es existieren Hilfsmittel, 
um aus dem vergleichsweise komplexen Standard vereinfachte Versionen für ei-
gene Projekte abzuleiten. 
Die XML-Auszeichnungen folgen einem Regelapparat, der die zu verwen-
denden Elemente und die hierarchische Struktur, nach denen sie angeordnet wer-
den können, beschreibt (Means 2004). Es gibt zwei Möglichkeiten, diesen Re-
gelapparat zu beschreiben: Die ältere Variante ist das Verfassen einer DTD 
(Document Type Definition) – neuer, und der DTD überlegen, da die Regeln ge-
nauer beschrieben werden können, ist das XML-Schema (van der Vlist 2011). 
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Folgt man dem TEI-Standard, kann man auch das entsprechende XML-Schema 
verwenden und XML-Dokumente, die man selber erstellt, gegenüber dem 
Schema validieren lassen. Dazu dienen beispielsweise XML-Editoren oder ein 
XML-Parser. 
Ein gewichtiger Vorteil von XML liegt darin, dass Dokumente, die sich be-
reits in einer XML-Struktur befinden, vergleichsweise einfach in eine andere 
XML-Struktur konvertiert werden können. So kann das weiter oben dargestellte 
einfache XML-Schema in XML-TEI konvertiert werden, wobei natürlich ggf. In-
formationen ergänzt werden müssen. Damit ist XML ein Format, das sich für eine 
nachhaltige Archivierung von Daten eignet. 
Um XML-Dokumente eines bestimmten Schemas in ein XML-Dokument ei-
nes anderen Schemas zu überführen, wird ein XSL-Stylesheet geschrieben 
(XSLT, Tidwell 2008). Dieses regelt, welche XML-Elemente in bestimmte an-
dere XML-Elemente überführt werden sollen. Mit einem solchen Stylesheet kön-
nen dann beliebig viele XML-Dokumente, die dem gleichen Schema folgen, in 
XML-Dokumente eines anderen Schemas überführt werden. 
4.1.2 Erstellung	von	XML-Dokumenten	
XML-Dokumente können über verschiedene Wege erstellt werden. Die Wahl des 
Weges hängt davon ab, in welchem Ausgangsformat sich die zu konvertierenden 
Dokumente befinden. In aller Kürze kann dazu Folgendes zusammengefasst wer-
den: 
• Ausgangsdokumente sind in einem strukturierten Format vorhanden, 
z.B. als Datenbanktabelle, CSV-Datei (kommaseparierte Datei, etwa als 
Export aus einer Tabellenkalkulations-Software wie Microsoft Excel oder 
OpenOffice Calc) etc.: Eine Überführung in XML ist besonders einfach 
und oft direkt aus der entsprechenden Software hinaus möglich. Ggf. 
muss das dabei entstandene XML-Format in das gewünschte Format, 
z.B. TEI, mittels XSLT konvertiert werden. 
• Ausgangsdokumente sind in einem semi-strukturierten Format 
vorhanden, z.B. als XML oder HTML-Dokumente: XML-Dokumente 
können leicht mittels XSLT in das gewünschte XML-Schema überführt 
werden. Ein Spezialfall sind HTML-Dokumente: HTML gehört zur 
Familie der XML-Dokumente, gehorcht aber nicht den strengen Regeln 
der Wohlgeformtheit wie XML (so müssen z.B. sich öffnende Elemente 
nicht zwingend geschlossen werden – ein Browser interpretiert solche 
HTML-Dokumente großzügig). Daher ist vor der Weiterverarbeitung mit 
XSLT die Überführung in XHTML notwendig. Dafür existieren 
Konverter, die zudem typische Syntaxfehler in HTML-Dokumenten 
korrigieren und XML-konformes XHTML ausgeben. 
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• Ausgangsdokumente sind in einem unstrukturierten Format 
vorhanden, z.B. OCR-erkannter Text (Text, der von einer Optical 
Character Recognition-Software aus Bilddaten erkannt worden ist), 
PDFs, Word-Dokumente etc.: Bei solchen Dokumenten ist eine 
Überführung in XML mit erheblich mehr Aufwand verbunden. Entweder 
muss dabei komplett manuell gearbeitet werden oder aber es können 
Heuristiken entwickelt werden, mit denen Strukturen in den Dokumenten 
(z.B. Titel, Untertitel, Datumsangabe etc.) erkannt und in entsprechende 
XML-Strukturen überführt werden. Dazu können beispielsweise 
Scriptsprachen verwendet werden, mit denen solche Heuristiken 
programmiert werden. 
Je nach Ausgangslage muss also mehr oder weniger Aufwand in die Konvertie-
rung des Materials in XML einberechnet werden. 
4.2 Linguistische	Annotation	der	Textdaten	
Mit dem Annotieren von Textdaten ist das Hinzufügen von beliebigen linguisti-
schen Informationen zu den Wortformen oder Gruppen von Wortformen gemeint 
(Lemnitzer/Zinsmeister 2006; Perkuhn et al. 2012, 57). Typischerweise werden 
mittels eines Part-of-Speech-Taggers automatisch morphosyntaktische Informati-
onen (Wortartklassen) hinzugefügt sowie die jeweilige Grundform (Lemmatisie-
rung, Stemming). Weiter können aber auch syntaktische Informationen (Phrasen-
typen, Satzglieder o.ä.) annotiert werden sowie zahlreiche weitere Kategorien. 
Bei großen Textkorpora versucht man diese Annotationen maschinell zu er-
zeugen. Morphosyntaktische Tagger annotieren mit relativ hoher Sicherheit auf 
der Basis eines Lexikons und statistischer Modelle, die typische Wortarten-Kom-
binationen anhand eines manuell annotierten Trainingskorpus gelernt haben. 
Neben maschinellen Methoden der Annotation können Textdaten jedoch auch 
manuell oder halbautomatisch annotiert werden. Oft sprechen forschungsprakti-
sche Gründe dagegen, große Textmengen manuell zu annotieren, um komplexe 
Phänomene zu annotieren, ist ein manuelles (z.B. in einem Teilkorpus) oder halb-
automatisches Annotationsverfahren aber oft unumgänglich. Ich beschränke mich 
im Folgenden auf eine Übersicht über maschinelle Annotationsmethoden. 
Linguistische Diskursanalysen sind, zumindest auf den ersten Blick, weniger 
an grammatikalischen, sondern eher an lexikalischen Phänomenen interessiert. 
Deshalb könnte man zum Schluss kommen, dass eine linguistische Annotation 
der Daten, also beispielsweise das Hinzufügen von Wortartklassen zu den Wort-
formen, nicht von Interesse ist. Allenfalls wäre eine Lemmatisierung der Wortfor-
men, also das Rückführen der Wortformen auf Grundformen, eine Erleichterung 
für die Suche im Korpus – doch rechtfertigt dies den Aufwand? Zwei Gründe 
14 
sprechen jedoch dafür, zumindest eine morphosyntaktische Annotation und Lem-
matisierung (Zinsmeister 2015) vorzunehmen: 
• Auch aus diskurslinguistischer Sicht ist die Beobachtung von typischen 
syntaktischen Mustern (oder Veränderungen davon) in den Daten 
interessant. Zu den zahlreichen Beispielen gehören die Verwendung von 
Modalverben (mit oder ohne Negation?) in Verbindung mit typischen 
Subjekten oder Objekten, Verwendung von Tempusformen, die Anteile 
von Aktiv- und Passivkonstruktionen, von Partikeln in Verbindung mit 
bestimmten Nomen (für X, gegen X, mit X etc.), Anzeige typischer 
Adjektive in Verbindung mit bestimmten Nomen und dergleichen mehr. 
Daneben sind morphosyntaktische Kategorien bei datengeleiteten 
Analysen eine wichtige Bereicherung, wie weiter unten gezeigt wird. 
Aber auch bei Analyseverfahren, die primär ohne morphosyntaktische 
Annotation auskommen, können diese Informationen in einem zweiten 
Schritt von großer Hilfe sein – ein Beispiel ist die Berechnung von 
Kollokationen: Bei annotierten Daten können die Kollokatoren 
anschließend nach Wortartklassen gefiltert werden, was die Interpretation 
systematisiert. 
• Der Nutzen einer morphosyntaktischen Annotation ist zudem zu einem 
relativ geringen Preis zu haben: POS-Tagger gehören zu den 
Standardanwendungen der Computerlinguistik und sind leicht einsetzbar 
(Beispiele für POS-Tagger sind der ‚TreeTagger‘ – Schmid 1994; und der 
‚RFTagger‘ – Schmid/Laws 2008). Wenn die Daten in einem XML-
Format vorliegen, ist die Annotation technisch relativ problemlos. Einige 
Korpusmanagement-Systeme bieten zudem Standardannotationen, 
darunter die morphosyntaktische Annotation, an, ohne zusätzliche 
Software installieren zu müssen. 
Neben morphosyntaktischer Annotation sind weitere maschinell anwendbare An-
notationskategorien für linguistische Diskursanalysen von Interesse: 
• Automatische syntaktische Analysen versuchen die syntaktischen 
Strukturen der Sätze zu identifizieren, wobei man Chunk-Parsing 
(Carstensen et al. 2010, 275) und vollständiges Syntaxparsing 
(Carstensen et al. 2010, 303) unterscheidet. Chunk-Parsing, auch 
partielles Parsing genannt, beschränkt sich auf das Erkennen von Phrasen 
mit inhaltstragenden Wörtern als Kopf, ohne die Abhängigkeiten der 
einzelnen Chunks untereinander zu bestimmen. Diese Technik ist um 
einiges robuster und erfolgreicher als das Parsing der kompletten 
Dependenzstruktur, dafür auch weniger informativ. Syntaktisch 
annotierte Daten können für diskurslinguistische Fragestellungen 
interessant sein, wenn grammatische Eigenschaften (Textkomplexität, 
Topikalisierung, Aktiv-/Passivverwendung etc.) diskursive Bedeutung 
haben könnten. 
• Named Entity Recognition (NER) – Eigennamenerkennung: Es 
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existieren Systeme, die aufgrund von Wortlisten und statistischem 
Wissen maschinell Eigennamen erkennen und klassifizieren, indem sie 
z.B. Personen-, Firmen- und Institutionennamen sowie Toponyme 
unterscheiden. Bei einem diskursanalytischen Interesse für Akteure sind 
solche Informationen ohne Zweifel interessant. Auch die Verwendung 
von Toponymen in Diskursen kann erhellend sein oder die Berechnung 
von ‚Geokollokationen‘ – typische Kollokatoren zu Toponymen – deckt 
die diskursive Prägung von Orten auf (Bubenhofer 2014). 
• Bei mehrsprachigen Daten, bei denen nicht bereits Sprachinformationen 
verfügbar sind, ist wahrscheinlich eine maschinelle Sprachidentifikation 
sinnvoll. Diese arbeiten beispielsweise mit Sprachmodellen, die auf 
Häufigkeiten von Buchstaben-N-Grammen (also Folgen von Buchstaben) 
beruhen und funktioniert für die gängigen Sprachen sehr erfolgreich 
(Dunning 1994). 
• Ebenfalls von Bedeutung sind linguistische Ressourcen wie semantische 
Lexika (z.B. WordNet: Miller 1995; GermaNet: Kunze/Lemnitzer 2002), 
die den Wortschatz in sog. Synsets, also der Menge der Synonyme eines 
Konzeptes, modelliert und semantische Relationen festlegt. Diese 
Ressourcen können verwendet werden, um beispielsweise Wörtern in 
einem Korpus Hyperonyme zuzuweisen. Es gibt zahlreiche weitere 
Ansätze, Wissensbasen aufzubauen, indem etwa die Wikipedia als 
Grundlage für Extraktionen von Ontologien verwendet wird 
(Gabrilovich/Markovitch 2006; Zesch et al. 2008). 
Aus diskurslinguistischer Sicht ergeben sich zwar interessante Optionen, um Kor-
pusdaten maschinell reich zu annotieren, es stellen sich aber auch Probleme.  
Zunächst muss man bei computerlinguistischen Annotationsverfahren grund-
sätzlich damit leben, dass sie nicht fehlerfrei arbeiten. Auch wenn beispielsweise 
bei einem POS-Tagger bei Zeitungstexten 95% Akkuratheit erreicht wird – also 
95% der Wörter richtig annotiert werden – bedeutet dies bei einer durchschnittli-
chen Satzlänge von 17 Wörtern, dass ungefähr jeder zweite Satz einen Fehler auf-
weist (Zinsmeister 2015, 96). Lässt man längere Sätze außen vor, verbessert sich 
die Rate etwas. Für diskurslinguistische Fragestellungen muss das nicht zwingend 
problematisch sein, da die Akkuratheit auch nicht gleichmäßig auf die Wortarten 
verteilt ist. Dies gilt für alle Verfahren, die mit statistischen Modellen arbeiten, 
die auf der Basis von Trainingskorpora berechnet worden sind. Phänomene, die 
häufig sind, werden deshalb auch sicherer erkannt, seltenere eher nicht. Möchte 
man also beispielsweise die Adjektivvariation in einem Korpus untersuchen, wer-
den Annotationsfehler nicht stark ins Gewicht fallen. Bei selteneren Phänomenen 
oder Textsorten, die sich stark von den Trainingsdaten des Taggers unterscheiden, 
hingegen schon. 
Weiter ist man bei der Verwendung von computerlinguistischen Tools und 
Ressourcen von Designprinzipien und Prämissen abhängig, die bei der Erstellung 
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der Tools festgelegt worden sind und die nicht immer transparent und selten ver-
änderbar sind. Ein semantisches Lexikon wie GermaNet geht beispielsweise nicht 
von einem sich dynamisch verändernden Wortschatz aus, der darüber hinaus in 
unterschiedlichen Diskursen unterschiedlich verwendet wird. Die automatische 
Erkennung von Eigennamen ist abhängig von der verwendeten Definition des 
Konzeptes ‚Eigenname‘. Solche Prämissen reproduzieren also Episteme, die über 
die Diskursanalyse freigelegt werden sollen. Es ist deswegen unabdingbar, Anno-
tationstechnologien informiert und nicht als Black Box anzuwenden und die da-
mit verbundenen Implikationen abschätzen zu können.  
5 Analysekategorien	und	Beispiele	
Abschließend möchte ich die Praxis der korpuslinguistischen Diskursanalyse an 
Beispielen zeigen. Damit konkretisieren sich auch zentrale Analysekategorien, die 
oben bereits erwähnt und an anderer Stelle (Bubenhofer/Scharloth 2013a, 2015) 
ausführlich beschrieben werden. Zu diesen zentralen Kategorien gehören (neben 
anderen): 
• Kollokationen/Kookkurrenzen: Statistisch signifikantes Kovorkommen 
von sprachlichen Ausdrücken, meist Lexemen. 
• N-Gramme/Mehrworteinheiten: Folgen von Wortformen, Lemmata, 
Wortartklassen o.ä. oder Kombinationen davon. 
• Keywords: Sprachliche Ausdrücke, die in einem Untersuchungskorpus 
im Vergleich zu einem Referenzkorpus statistisch signifikant häufiger 
vorkommen. 
• Topic Models: Clustering-Methode, mit der Texte oder Textfragmente 
aufgrund ihrer Wortdistribution in Gruppen separiert werden, die sich 
durch eine ähnliche Wortverwendung auszeichnen. 
• Netzwerkanalysen: Modellierung von Beziehungen zwischen Objekten 
(z.B. Wörtern) als Netzwerk. 
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5.1 Kollokationsprofile	vergleichen	
Kollokationsprofile eines Lexems zeigen, mit welchen anderen Lexemen dieses 
häufiger, als wir es bei einer gleichmäßigen Verteilung der Lexeme im Korpus er-
warten würden, auftritt. Das Profil ist damit eine Zusammenfassung aller Ver-
wendungsweisen und zeigt die typischen Verwendungsweisen. 
Belica entwickelte eine erweiterte Form von Kollokationsprofilen (hier ge-
nannt: Kookkurrenzprofil), bei denen nicht nur die signifikanten Kollokatoren 
zum Ausgangslexem, sondern auch sekundäre und tertiäre Kollokatoren sowie ty-
pische syntagmatische Muster angezeigt werden (CCDB: Belica 2001). Abbil-
dung 2 zeigt die ersten Zeilen eines solchen Profils des Lexems ‚Ausländer‘ auf 
der Basis einer älteren Version des Deutschen Referenzkorpus DeReKo (Kupietz 
et al. 2010). 
 
Abbildung 2: Kookkurrenzprofil von "Ausländer" (Ausschnitt), CCDB 
18 
Das Kookkurrenzprofil zeigt deutlich, in welchen Kontexten im (zeitungslas-
tigen) Korpus normalerweise von ‚Ausländern‘ die Rede ist. Die fett gedruckten 
Kollokatoren sind die primären Kollokatoren, um die sich dann ggf. noch weitere 
Kollokatoren gruppieren. Die weiteren Spalten informieren über die Position, an 
der der Kollokator vor (Minus-Werte) oder nach (Plus-Werte) dem Ausgangsle-
xem auftritt, den statistischen Assoziationsgrad sowie die absoluten Frequenzen, 
mit denen die Kollokationen im Korpus erscheinen. In der letzten Spalte sind die 
typischen syntagmatischen Muster (mit Prozentangabe über den Anteil, den das 
Muster an allen Belegen einnimmt) aufgeführt (vgl. Bubenhofer/Scharloth 2013a 
für eine ausführlichere Erklärung zu den Kookkurrenzprofilen). 
Über Kookkurrenzprofile des gleichen Lexems aber in unterschiedlichen Kor-
pora, die unterschiedliche Diskurse repräsentieren, können diskursspezifische 
Verwendungsweisen ausgearbeitet werden. Eine weitere Möglichkeit ist der Ver-
gleich zweier Kookkurrenzprofile unterschiedlicher Lexeme auf der gleichen Da-
tenbasis: Wie unterscheidet sich die Verwendungsweise von ‚Ausländer‘ von 
 
Abbildung 3: Vergleich der beiden Kookkurrenzprofile von "Ausländer" und 
"Flüchtling", CCDB 
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derer von ‚Flüchtling‘? Mit der Funktion ‚contrast near-synonyms‘ ist es nicht nur 
möglich, Kookkurrenzprofile miteinander zu vergleichen, sondern das ganze se-
mantische Feld zwischen den beiden Lexemen zu untersuchen. 
Abbildung 3 zeigt diese Funktion der CCDB (Belica 2001) beim Kontrastieren 
der Profile von „Ausländer“ und „Flüchtling“. Die Idee ist Folgende: „Ausländer“ 
und „Flüchtling“ haben je ein spezifisches Kollokationsprofil. Zusätzlich gibt es 
aber viele weitere Lexeme, die ähnliche Profile haben wie die beiden Ausgangsle-
xeme und dabei mehr oder weniger ähnlich sind wie das eine oder andere Lexem. 
Diese ähnlichen Lexeme werden nun nach Grad der Ähnlichkeit mit den Aus-
gangslexemen angeordnet, wobei zusätzlich ein Clustering stattfindet: Lexeme, 
deren Profile besonders ähnlich sind und sich gleichzeitig von den anderen unter-
scheiden, werden zu einer Gruppe zusammengefasst. Jedes Feld in Abbildung 3 
enthält einen solchen Cluster von Lexemen mit besonders ähnlichen Kollokati-
onsprofilen. Die farbliche Codierung zeigt zudem an, wie ähnlich die Lexeme im 
Vergleich zu „Ausländer“ (hell, im Original gelb) oder „Flüchtling“ (dunkel, im 
Original rot) sind. 
Nun wird sichtbar, dass „Flüchtling“ in ähnlichen Kontexten erscheint wie 
eine Reihe von Herkunftsbezeichnungen von typischen Emigrationsländern 
(„Bosniake“, „Serbe“, „Kroate“, „Ruander“) oder Kriegsterminologie („Zivilbe-
völkerung“, „Offensive“, „Regierungstruppe“ etc.), die Fluchtgründe benennt. 
Sehr ähnlich wie „Ausländer“ sind jedoch Lexeme wie „Menschenhandel“, „Aus-
länderhass“, „ausländerfeindlich“, „rassistisch“ etc., also Phänomene, die eintre-
ten können, wenn Migrantinnen und Migranten im Inland thematisiert werden. 
Dazwischen stehen z.B. mit einer Nähe zu „Flüchtling“ Institutions- oder Men-
schenbezeichnungen, bei denen es um Flüchtlinge im Inland geht: „Neuankömm-
ling“, „Waisenkind“, „Flüchtlingsrat“, „Abschiebehäftling“ usw. Ebenfalls zwi-
schen „Ausländer“ und „Flüchtling“, jedoch näher bei ersterem, sind Bezeichnun-
gen für gesellschaftlich diskriminierte Menschen wie „Schwule“, „Andersden-
kende“, „Homosexuelle“, „Drogensüchtige“, „Kriminelle“. 
Es gäbe weitere Beobachtungen zu machen, doch bereits diese kurze Analyse 
zeigt wichtige Aspekte des Migrationsdiskurses (allerdings in einer bereits histo-
rischen Perspektive, da die zugrundeliegenden Daten nicht aktuell sind): „Flücht-
linge“ heißen Migrantinnen bzw. Migranten dann, wenn sie im Kontext ihrer 
Fluchtgründe benannt werden. Erreichen sie das Inland, werden sie zu Auslän-
dern, wobei dann nicht mehr die ursprünglichen Fluchtgründe bedeutend sind, 
sondern der Umgang mit ihnen im Inland. 
Die (diskurs-)linguistische Bedeutung dieser Methode ist bemerkenswert: Wir 
finden damit typische Verwendungsweisen eines bestimmten Wortes und wiede-
rum Wörter, die ähnlich verwendet werden wie dieses, also Aussagemuster, die 
sich ähneln, obwohl deren Kerne auf den ersten Blick nichts miteinander zu tun 
haben („Ausländer“ und „Homosexueller“). Es offenbaren sich Muster des Sagba-
ren in Diskursen. Daneben erhält man datengeleitet eine Übersicht über 
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involvierte Akteure, Vorgänge oder Zustände, die tatsächlich inhaltlich etwas mit 
den verglichenen Ausgangslexemen zu tun haben oder aber einem ähnlichen Dis-
positiv entspringen.   
5.2 Sprachgebrauchsmuster	
Sprachgebrauchsmuster können als Indikatoren für verschiedene Aspekte eines 
Diskurses gelesen werden (Bubenhofer 2009). Sie können korpuslinguistisch ope-
rationalisiert werden als Ketten von sprachlichen Einheiten wie Wortformen, 
Grundformen oder Wortartklassen, die typisch für ein bestimmtes Untersuchungs-
korpus (Diskurs X in Zeitung A) im Vergleich zu einem Referenzkorpus (alle 
Themen in Zeitung A) sind. Im einfachsten Fall werden dazu alle Wortformen-n-
Gramme im Untersuchungs- und Referenzkorpus extrahiert und deren Frequenzen 
in den beiden Korpora verglichen. N-Gramme, die im einen Korpus im Vergleich 
zum anderen überzufällig häufig auftreten, sind demnach statistisch auffällig und 
lohnenswert, um sie als diskursspezifisch zu interpretieren. 
Anhand des Text+Berg-Korpus (Bubenhofer et al. 2013b) konnten wir mit 
dieser Methode zeigen, wie sich das Sprechen über Berge in Bergsteigerberichten 
des Schweizer Alpenclubs in 150 Jahren verändert hat (Bubenhofer/Scharloth 
2011, 2013b; Bubenhofer/Schröter 2012). Auffallend für die 1880er- und 1890er-
Jahre sind Muster wie „[Adjektiv] Stunde [Adjektiv] [Nomen]“ mit Realisierun-
gen wie „halben Stunde angenehmer Steigung“, „halben Stunde weiteren Weges“ 
oder das Muster „[Präposition] [Artikel] Nähe [Artikel] [Nomen]“ mit Realisie-
rungen wie „in der Nähe des Gipfels/der Grenze/des Muttensees“ etc. Die meisten 
Muster spiegeln einen logbuchartigen, sachlichen Stil wider, mit dem die Land-
schaft genau vermessen wird. 
In den 1930er- und 40er-Jahren sind Muster vorherrschend, die einen narrati-
ven Stil vermuten lassen: „dann [Vollverb] [Artikel] [Nomen/Adjektiv]“ mit Rea-
lisierungen wie „dann kündet die Gipfelglocke“, „dann geschieht das Wunder“ 
etc. oder „[Adverb] [Vollverb] [Artikel] [Adjektiv] [Nomen]“ mit Realisierungen 
wie „draussen erwachte ein neuer Tag“, „dann kam ein trüber Tag“, „nun naht das 
schwierigste Stück“. 
Immer emotionaler und subjektiver wird diese Erzählweise in den 1960er- 
und 70er-Jahren, wo auch vermehrt Muster mit den Personalpronomen in erster 
Person Singular und Plural auftreten oder Ausrufe wie „… [Adjektiv] [Nomen] 
[Ausrufezeichen]“ – „War das ein wertvoller Fund!“, „Eine wunderbare Welt!“, 
„Welch andere Welt!“. Im Zusammenhang mit anderen korpuslinguistischen Er-
kenntnissen wird deutlich, dass der Diskurs des Sprechens über Berge zu einem 
Sprechen über sich selber in den Bergen wird. 
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5.3 Semantische	Lesarten	diachron	
Kollokationsprofile spiegeln typische Verwendungsweisen von Wörtern (siehe 
oben) wider. Die unterschiedlichen Verwendungsweisen müssen aber interpreta-
tiv aus dem Profil abgeleitet werden. Um solche Verwendungsweisen datengelei-
teter aus einem Korpus zu berechnen, eignet sich die Anwendung eines Topic 
Modelling-Verfahrens. 
Unter ‚Topic Models‘ werden verschiedene Ansätze zusammengefasst, die 
darauf zielen, Texte nach Themen zu clustern (Anthes 2010; Graham et al. 2012). 
Dabei sollen die Themen jedoch nicht vorgegeben, sondern aus den Daten abge-
leitet werden. Vereinfacht gesagt werden Texte aufgrund der Wortverteilung, ge-
messen an einer bestimmten Wahrscheinlichkeitsverteilung, in Klassen aufgeteilt 
und die dafür charakterisierenden Wörter genannt. Der Algorithmus versucht die 
bestmögliche Klassifizierung zu finden, die aufgrund des Wortmaterials die Texte 
in möglichst homogene Gruppen aufteilt. 
Bei Rohrdantz et al. (2012) findet sich ein Ansatz, diese Methode zu verwen-
den, um semantische Veränderungen von Lexemen datengeleitet zu berechnen. 
Anstelle von Texten werden Belege des gesuchten Lexems klassifiziert und die 
Verteilung der unterschiedlichen Verwendungsweisen diachron abgebildet. 
So können beispielsweise die semantischen Facetten von „Terror“ herausge-
arbeitet werden (Bubenhofer/Scharloth 2015): „Al-Qaida-Terror“, „RAF-Terror“, 
„Brigade Rosse-Terror“ und weitere mehr. Während diese Lesarten einen starken 
historischen Bezug haben und wenig überraschend sind, sind Analysen abstrakte-
rer Konzepte interessanter. Betrachten wir die semantischen Facetten von „Frei-
heit“. 
Die Datengrundlage ist ein Korpus aller Artikel des Magazins ‚Der Spiegel‘ 
von 1947 bis 2010 (237.620.381 Tokens, 307.111 Texte). Daraus werden alle Be-
lege für das Lexem „Freiheit“ extrahiert, wobei jeweils ein Kontext von 25 Wör-
tern davor und danach berücksichtigt wird. Die 24.291 Belege, in lemmatisierter 
Form, werden nun einer LDA-Klassifikation (Blei et al. 2003) unterzogen. Da 
dem Clusteringalgorithmus eine Zielgröße der Anzahl der zu findenden Cluster 
übergeben werden muss, ist es sinnvoll, verschiedene Zielgrößen zu testen, um 
eine optimale Anzahl zu finden. Im Beispiel erwiesen sich zehn unterschiedliche 
Cluster als sinnvoll. Der Algorithmus kommt zu folgenden Clustern, charakteri-




Keywords Bezeichnung  
(manuell) 
0 0,13 Kirche Recht Universität Gesetz Artikel 
Grundgesetz Professor Forschung Presse 




Verfassung persönlich Staat akademisch 
Person Richter  
1 0,27 Land Jahr Volk Präsident Krieg Polen kämp-
fen amerikanisch Regierung Sowjet Demo-
kratie Amerika Kampf Welt politisch US 
Unabhängigkeit Tag USA  
Erkämpfte Freiheit 
2 0,3 mein Frau da Mann Leben Jahr Kind gut 
nehmen jetzt alt nun hier Tag leben jed 
nichts wo du  
Persönliche Freiheit 
3 0,73 Freiheit Mensch jed politisch Demokratie 
Staat ohne Recht frei sondern Deutschland 




4 0,03 Mark Weg finanziell Bodo Schäfer Hans 
Campus Seite Verlag Euro Macht _( Leben 
NUMMER mein Hoffmann Bertelsmann 
Neger Campe  
(keine sinnvolle Zu-
ordnung) 
5 0,08 Uhr Film Kunst künstlerisch ZDF ARD Au-
tor Buch Regisseur Künstler TV - ord Thea-




6 0,13 Jahr Gefängnis Monat entlassen Haft Tag 
drei verurteilen Woche Mann Gefangene 
Gericht Stunde letzt Häftling sitzen nun ins 
Arzt  
Physische Freiheit 
7 0,15 SPD CDU Sozialismus statt Partei FDP 
Strauß jung CSU Zeitung Kohl Deutschland 
Bonner Berlin Berliner Wahlkampf - Wis-
senschaft Woche  
Parteipolitische Frei-
heit 
8 0,1 Berlin West Million Ost New Berliner Pro-
zent Jahr Mark York rund DDR Preis Wes-
ten Stadt Symbol amerikanisch Dollar Auto  
BRD West/Ost-Frei-
heit 
9 0,14 Freiheit Mensch Gleichheit Reich Gott Brü-
derlichkeit Revolution sondern Idee mensch-
lich französisch Welt Jahrhundert Ge-





Die Wahrscheinlichkeit (‚Prob.‘), mit der die Belege den Clustern zugeordnet 
werden können, ist nicht überall befriedigend. Insbesondere die Cluster 4 und 5 
gehen wahrscheinlich auf Buch- und Filmanzeigen zurück, die auch nicht sehr oft 
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im Korpus vorkommen. Für die anderen Cluster ist es aber aufgrund der 
Keywords möglich, Namen zu vergeben. Natürlich kann ein Blick in die Belege 
und die Zuordnungen bei der Interpretation helfen: Für jeden Beleg ist angege-
ben, mit welchen Wahrscheinlichkeiten die zehn Cluster zugeordnet worden sind. 
In einem weiteren Schritt kann die Verteilung der Häufigkeiten, mit denen die 
Cluster den Belegen zugeordnet worden sind, auf eine zeitliche Achse abgetragen 








Abbildung 4a-c): Distribution der Cluster auf die zeitliche Achse (Cluster 0, 2 und 
3) 
 
Die Lesart ‚Grundrechte/Menschenrechte‘ nimmt bis in die 60er-Jahre zu, geht 
dann aber kontinuierlich zurück. Die Lesart ‚persönliche Freiheit‘ nimmt nach ei-
nem Tiefpunkt am Anfang der 60er-Jahre kontinuierlich zu und die Lesart ‚Frei-
heit und Demokratie‘ bleibt über die ganze Periode mehr oder weniger stabil, al-
lerdings mit regelmäßigen Ausschlägen (die Debatte um die Volkszählung in den 
1980er-Jahren in Deutschland könnte für den Ausschlag in dieser Zeit verant-
wortlich sein). 
Das Topic Modelling-Verfahren hat nicht nur datengeleitet zu möglichen se-
mantischen Facetten von „Freiheit“ geführt, sondern macht es auch möglich, die 
24.000 Belege zu klassifizieren und so Veränderungen in der Verwendungsweise 
festzustellen und somit ggf. eben auch Hinweise für diskursive Veränderungen zu 
haben. 
5.4 Netzwerke	
Es ist inzwischen üblich geworden, ganz unterschiedliche Gegenstände als Netz-
werk zu konzipieren. Im Grimm’schen Wörterbuch wird ‚Netzwerk‘ umschrieben 
als „etwas netzartiges: alle fächlein oder bläslein der läpplein in den lungen wer-
den mit einem sehr subtilen netzwerke .. umgeben. ZEDLER 23, 2021“ (DWB, 
„Netzwerk“). Besonders produktiv wurde der Netzwerkbegriff durch dessen Abs-
trahierung durch die Anwendung auf soziale Gefüge in den 1960er-Jahren 
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(Mitchell 1969), sodass sich inzwischen eine eigenständige Netzwerkforschung 
entwickelt hat (Newman 2010; Stegbauer 2010). Im Kontext der Kulturgeschichte 
zeigten etwa Schich et al. (2014), wie aus trivialen Daten, nämlich den Geburtsor-
ten/-daten und Sterbeorten/-daten von über 120.000 ‚bekannten Persönlichkeiten‘ 
ein interpretierbares Netzwerk entsteht: Werden die Geburts- und Sterbeorte als 
auf einer Karte georeferenzierte Knoten und die Bewegung der Personen als Kan-
ten dazwischen visualisiert, wird im diachronen Vergleich sichtbar, welche Orte 
sich als kulturelle Zentren etablieren konnten oder diesen Status wieder verloren. 
Die quantitative Auswertung der Daten und insbesondere die Visualisierung als 
Netzwerk ermöglichen eine neue Sicht auf die Daten, die vorher nicht möglich 
war. 
Auch Kollokationen lassen sich als Netzwerk auffassen, wobei die kollokie-
renden Wörter als Knoten mit einer Kantenverbindung, die ggf. die Assoziations-
stärke visualisiert (etwa durch Dicke oder Länge). Abbildung 5 zeigt ein Kolloka-
tionsnetz auf der Basis von 1962 Texten (7.562.273 Tokens) aus dem Text+Berg-
Korpus (Bubenhofer et al. 2013b), also von Bergsteigerberichten. Daraus wurden 
für alle Lexeme, die im Vergleich zu einem Referenzkorpus signifikant sind, Kol-
lokatoren berechnet und als Netzwerk visualisiert. In Abbildung 7 ist ein Detail 
aus der Übersichtsdarstellung abgebildet. 
Bevor ein kurzer Blick auf die Inhalte des Netzwerkes geworfen werden soll, 
lohnt es sich, die Konstruktion des Netzwerkes als solches vor Augen zu führen. 
Die zugrundeliegenden (berechneten) Kollokationsdaten haben vereinfacht fol-
gendes Format: 
Westwind → heftig 
Gewitter → heftig 
los+brechen → Blitz 
los+brechen → Gewitter 
Blitz → Gewitter 
flammen → Blitz 
grell → zucken 
grell → Blitz 
heftig → Kälte 
… 
Es ist unmöglich, durch Lesen solcher langer Listen einen Eindruck über das En-
semble der Verknüpfungen zu erhalten. Erst durch die Visualisierung als Netz 
kann sich ein Bild ergeben (Pfeffer 2010; für einen historischen Blick auf Visuali-
sierungen von Netzwerken: Kruja et al. 2002). Allerdings stellt sich die Frage, 
wie die Knoten (Wörter) im Raum – und damit ist meist eine zweidimensionale 
Fläche gemeint – angeordnet werden sollen. Dafür können unterschiedliche Lay-
outalgorithmen verwendet werden (vgl. Abbildung 6). Bei komplexen Netzwer-
ken ist dies keine triviale Angelegenheit, da für jeden Knoten vielfältige Bedin-
gungen gelten sollen, die sich widersprechen können (z.B. sowohl eine 
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Verbindung zu einem weiteren Knoten ganz links als auch ganz rechts in der Flä-
che, gleichzeitig aber nicht zu nahe an einem dritten Knoten). Oft wird einem 
physikalischen Prinzip folgend ein Optimum der Positionierung der Knoten zu er-
reichen versucht. Ein häufiges Modell in der Gruppe der ‚force-directed‘ Layout-
modi nimmt zwei grundsätzlich wirkende Kräfte an: Einerseits werden die Kno-
ten, als ob sie an Springfedern angemacht wären, ins Zentrum der Fläche gezo-
gen, gleichzeitig stoßen sich Knoten aber gegenseitig ab, als ob sie elektrisch 
gleich geladen wären. Lässt man die Berechnung nach diesem Prinzip mehrfach 
über die Knoten iterieren, ergibt sich mit der Zeit eine optimale Darstellung. Es 
existieren verschiedene Spielarten dieses Prinzips, die z.B. auf schnelle Berechen-
barkeit optimiert sind (Chen et al. 2008, 109; Pfeffer 2010).  
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Schaut man sich nun das nach einem force-directed-Algorithmus (hier: Force At-
las) gelayoutete Kollokationennetzwerk genauer an, ergeben sich alleine durch 
die Anordnung der Knoten Cluster von Themen, die plausibel gedeutet werden 
können. Vgl. etwa in Abbildung 7 die Cluster zum Wetter und zum Essen, die of-
fenbar Konstanten in den Bergsteigerberichten sind. Man sieht aber auch Knoten, 
die für mehrere Cluster bedeutend sind, etwa „Hagel“, der sowohl über „prasselt“ 
eine Verbindung zum „Feuer“-Cluster hat („Feuer prasselt“), als auch über „Ge-
witter“ zum Wetter-Cluster. Darstellungsbedingt kommt „Hagel“ aber über den 
Essen/Trinken-Cluster zu liegen; würde man für das Layout eine 
 
Abbildung 5: Die typische Bergsteigergeschichte: Netz von Kollokationen im 
Text+Berg-Korpus (vgl. https://www.bubenhofer.com/sprechtakel/2013/02/21/die-
typische-bergtour/ für eine interaktive Version) 
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dreidimensionale Darstellung wählen, würde der Layoutalgorithmus eine bessere 
Lösung finden können (vgl. zu diesem Problem der Dimensionsreduktion Ab-




Abbildung 6: Verschiedene Netzwerklayouts der gleichen Daten: 1) Zufällige 
Anordnung, 2) Force Atlas, 3) Fruchterman Reingold, 4) Yifan Hu 
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Abbildung 6a-d: Verschiedene Netzwerklayouts der gleichen Daten: 1) Zufällige 
Anordnung, 2) Force Atlas, 3) Fruchterman Reingold, 4) Yifan Hu  
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Abbildung 7: Ausschnitt aus dem Kollokationsgraph der Bergsteigerberichte 
 
In der Netzwerkforschung wurden verschiedene statistische Maße entwickelt, um 
Aussagen über das Netzwerk machen zu können. So gibt es unterschiedliche 
Zentralitätsmaße, um zu messen, wie ‚wichtig‘ ein Knoten im Netzwerk ist 
(Newman 2010, 168). Die ‚betweenness centrality‘ drückt beispielsweise aus, wie 
oft ein Knoten durchlaufen wird, wenn man alle möglichen Verbindungen zwi-
schen allen Knoten im Netz in Betracht zieht und jeweils den kürzesten Weg 
wählt (Newman 2010, 185). Im Beispiel oben wurde die Louvain-Methode 
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(Blondel et al. 2008) angewandt, um ‚Communities‘ von Knoten zu entdecken, 
die viele Verbindungen untereinander, aber wenige mit anderen Knoten aufwei-
sen. 
Es ist naheliegend, Methoden der Netzwerkforschung für diskurslinguistische 
Zwecke zu nutzen – und zwar sowohl indem 1) Akteure oder Artefakte (bzw. ihre 
Eigenschaften) als Netzwerk modelliert werden (analog dem ersten Beispiel oben 
von Schich et al.), als auch 2) indem sprachliche Eigenschaften des zugrundelie-
genden Textkorpus als Netzwerk aufgefasst werden. Letzteres ist eine primär dis-
kurslinguistische Herangehensweise, während ersteres ganz generell für diskurs-
analytische Fragestellungen auch in anderen sozial- und geisteswissenschaftlichen 
Disziplinen eine Rolle spielt. 
6 Fazit	
Die Korpuslinguistik kann für die Diskursanalyse eine Hilfswissenschaft sein, um 
bestimmte Thesen oder Phänomene in großen Datenmengen effizient zu untersu-
chen. Sie kann aber, das hoffe ich gezeigt zu haben, auch viel mehr sein: Der 
Schlüssel zu einem neuen Verständnis, wie wir in den Geisteswissenschaften mit 
Daten umgehen. Daraus ergeben sich Möglichkeiten für neue Fragestellungen, 
kombiniert mit einer äußerst wichtigen Diskussion und Reflexion über das Zu-
sammenspiel von Methoden und theoretischen Annahmen. Bereits die Art und 
Weise, wie Daten repräsentiert werden – numerisch in einem Vektorraum statt als 
Texte in einer Datenbank – hat einen Einfluss darauf, unter welchen theoretischen 
Prämissen die Daten analysiert werden können. Häufig benutzte Methoden wie 
das Topic Modelling oder die Repräsentation von Objekten als Netzwerk basieren 
auf Algorithmen, die in den Geisteswissenschaften nur zu gern als Black Box ver-
wendet werden. Die Auseinandersetzung mit den zugrundeliegenden Algorithmen 
gehört jedoch genauso zu den theoretischen Prämissen wie die Entscheidung, eine 
Diskurslinguistik eher nach der ‚Düsseldorfer Schule‘ oder als ‚Critical Discourse 
Analysis‘ zu betreiben (Spitzmüller/Warnke 2011, 81). Visualisierungsmethoden 
zur Exploration von Daten beeinflussen ebenfalls markant die methodischen Zu-
gänge, wobei deren Status im Forschungsprozess, gerade wenn man es mit 
sprachlichen Daten zu tun hat, noch nicht hinreichend reflektiert ist (Buben-
hofer/Scharloth 2015, 16; siehe für den Vorschlag einer New Visual Hermeneu-
tics: Kath et al. 2015). 
Wir haben unlängst vier Desiderate formuliert, die im Rahmen einer sozial- 
und kulturwissenschaftlich interessierten maschinellen Textanalyse verfolgt wer-
den sollten (Bubenhofer/Scharloth 2015), die ich hier wiederholen und um einen 
Aspekt ergänzen möchte: 
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• Die maschinelle Textanalyse braucht einen integrierten Textbegriff: Die 
meisten Methoden des Data-Minings und der Computerlinguistik gehen 
von sogenannten ‚Bag of Words‘-Ansätzen aus: Ein Text (oder eine 
kleinere Einheit) besteht aus einer Menge von Wörtern, die jedoch ihrer 
Sequenzialität entrissen werden. Bei der oben dargestellten Methode des 
Topic Modellings spielt die Position des Wortes im Text oder 
Textausschnitt für die Bestimmung der Clusterzugehörigkeit keine Rolle. 
Text – und auch Diskurs – wird also meistens nicht als komplexes 
Gewebe operationalisiert. Das liegt nicht an technischen 
Beschränkungen, sondern daran, dass sich die Geisteswissenschaften 
bislang zu wenig für maschinelle Methoden interessierten und ihre Sicht 
einfließen ließen. Ein Versuch, Narrative in Geschichten vom ‚Ersten 
Mal‘ datengeleitet zu berechnen, liegt vor und zeigt das Potenzial, über 
die ‚Wortsäcke‘ hinwegzukommen (Bubenhofer et al. 2013a).  
• Die maschinelle Textanalyse braucht valide Modelle: Methoden des 
Data-Minings müssen funktionieren, nicht aber unbedingt erklären 
können. Für die maschinelle Autorschaftsattribution mag ein Ansatz, der 
ein Modell auf der Basis von Buchstaben-n-Grammen verwendet, 
funktionieren, um Texte mit unbekannter Autorschaft einem Autor bzw. 
einer Autorin zuzuweisen. Das Modell hat aber aus linguistischer Sicht 
keinen erklärenden Wert, da Buchstaben-n-Gramme keine linguistischen 
oder literaturwissenschaftlichen Stilbegriffe operationalisieren. Für die 
Sozial- und Kulturwissenschaften sind demnach Modelle wichtig, die 
hinsichtlich des zu Operationalisierenden valide sind (Kath et al. 2015; 
Lemke/Stulpe 2015) und die White-box- statt Black-box-Algorithmen 
verwenden (Rieder/Röhle 2012). 
• Die maschinelle Textanalyse braucht neue Methoden der Visualisierung: 
Auch Visualisierungen sind nicht nur ein Hilfsmittel, um Ergebnisse 
übersichtlich darzustellen, sondern – wie das Beispiel zu den Netzwerken 
oben gezeigt hat – ein hermeneutisches Mittel zur Datenanalyse. Schon 
länger firmieren unter Labeln wie ‚Visual Analytics‘ oder ‚Scientic 
Visualization‘ Paradigmen, die im Data-Mining erfolgreich eingesetzt 
werden (Chen et al. 2008; Keim et al. 2010). Obwohl die Linguistik eine 
lange Tradition von Visualisierungstechniken als exploratives Mittel 
aufweist (Dialektkarten, Gesprächstranskriptionen, Key Word in Context-
Darstellungen etc.), steckt die Reflexion darüber, welchen Effekt diese 
Visualisierungen auf die Sprachdaten haben und wie sie im 
Forschungsprozess eingebettet sind (Stichwort „Macht der visuellen 
Evidenz“: Rieder/Röhle 2012), in den Anfängen. Die diagrammatische 
Forschung dazu zeitigt interessante Überlegungen, die intensiviert 
werden müssen (Bauer/Ernst 2010; Krämer 2009; Steinseifer 2013; 
Stjernfelt 2007). Zudem ergeben sich mit digitalen Daten neue 
Möglichkeiten von Visualisierungsformen, die erkundet werden sollten. 
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• Die maschinelle Textanalyse braucht eine Forschungsethik: 
Digitalisierung sind nicht nur Zahlen, Daten, Informationen und 
Algorithmen, sondern der Umgang damit ist Praxis. Diese Praxis gilt es 
zu hinterfragen, da sie eine Reihe von ethischen Problemen berührt. 
Darunter fallen die forschungsethischen Grundprinzipien, etwa wenn 
individuelle Spuren in großen Datenmengen nachgezeichnet werden 
können, oder Gleichbehandlung, wenn der Zugang zu Daten und 
Analysetools beschränkt ist oder bestimmte Personengruppen von der 
Datenanalyse ausgeschlossen sind, da ihre Daten weniger gut greifbar 
sind. Zusätzlich wird der Ausgleich zwischen Urheber-
/Verwertungsrechten und informationsethischen Grundprinzipien in 
Frage gestellt – nur ein Beispiel: Was ist höher zu gewichten, das 
Gemeininteresse an Informationen oder die kommerzielle Verwertung 
derselben? 
• Die maschinelle Textanalyse braucht eine Reflexion über Coding 
Cultures: Programmiersprachen, die verwendet werden, um Algorithmen 
zu implementieren und daraus Software zu bauen, werden gemeinhin als 
neutrales Werkzeug angesehen. Die Entscheidung über die Wahl der 
Programmiersprache als höchstens ingenieurtechnisch interessante 
Trivialität. Auf den zweiten Blick ist aber klar, dass Programmiererinnen 
und Programmierer unterschiedlicher Programmiersprachen „different 
cultures, different tribal folklores, that they use to organize their working 
life“ (Ford 2015) haben. Software ist „a theoretical category […] still 
invisible to most academics, artists, and cultural professionals interested 
in IT and its cultural and social effects“ (Manovich 2014) – und ich 
würde weitergehen: Die Praxis der Softwareerstellung ist es ebenso, da 
die Praxis des Programmierens eine zutiefst kulturelle Praxis ist. Im 
Bereich der Visualisierung haben technologische Neuerungen (HTML5, 
SVG) zu einer völlig neuen Praxis der Visualisierung geführt, wie an sog. 
Bibliotheken für JavaScript, eine populäre Scriptsprache für 
Webanwendungen, gezeigt werden kann. D3.js oder P5.js sind Beispiele 
für solche Bibliotheken, deren technische Grundlagen und Möglichkeiten 
ähnlich sind, mit denen jedoch sehr unterschiedliche Kulturen verknüpft 
sind. In einem interaktiven Präsentationsvideo von P5.js 
(http://hello.p5js.org/) gibt die Hauptentwicklerin Lauren McCarthy 
dieses OpenSource-Projekts den unkomplizierten, undogmatischen Stil 
vor, in dem mit der Sprache programmiert werden soll. Dies kontrastiert 
bereits mit der ernsteren Selbstpräsentation von D3 (http://www.d3js.org) 
und größtmöglich etwa mit Auftritten des ehemaligen CEO von 
Microsoft, Steve Ballmer, der an Entwicklerkonferenzen zur Befeuerung 
„Developers“ bis zur Heiserkeit schreit. Dem Programm sieht man an, 
welcher Programmierkultur es entspringt und die Programmierkultur 
befördert einen bestimmten (wissenschaftlichen) Denkstil (nach Ludwik 
Fleck, 1980). 
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Der Diskurslinguistik ist zuzutrauen, diese metareflexiven Aufgaben angehen zu 
können. 
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