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1 Introduzione
Esiste un gran numero di evidenze empiriche che mostrano un’asimmetria tra produzione e comprensione
del linguaggio e, in particolare, che la comprensione linguistica è più ’semplice’ della produzione. Ad
esempio, i bambini imparano prima a comprendere le parole che a produrle (Bates et al., 2003), così come
avviene per gli adulti che imparano una seconda lingua. Inoltre, sembra che ci siano più pazienti con
patologie di produzione di quanti ce ne siano con patologie di comprensione (Dick et al., 2001). Infine,
con linvecchiamento il cervello sembra perdere la capacità di produrre prima di quella di comprendere
(Burke and MacKay, 1997). E questa asimmetria è più generale: capita che non ci venga la parola per
nominare qualcosa che abbiamo in mente, mentre capita raramente o mai che, sentendo una parola, non
ci venga in mente il suo significato.
In questo contributo proponiamo un modello neurale dei rapporti tra semantica e lessico che spiega
l’asimmetria tra produzione e comprensione linguistica – in particolare la maggiore facilità della com-
prensione rispetto alla produzione – come effetto della differente dimensione degli spazi computazionali
deputati al processamento dell’informazione semantica e lessicale. In particolare, il modello assume che
le parti del cervello deputate a processare l’informazione linguistica (i suoni delle parole) siano molto
più piccole, in termini di numero di neuroni, delle parti del cervello deputate a processare l’informazione
semantica (il significato delle parole). La nostra ipotesi è che l’asimmetria tra produzione e comprensione
sia determinata da questa differenza di grandezza tra larea semantica e quella lessicale.
2 Il modello
Modelliamo lintero sistema del linguaggio come una rete di Hopfield (Hopfield, 1982; Rolls and Treves,
1998), cioè come un insieme di nodi collegati tra loro. La rete è strutturata nel seguente modo. All’interno
della rete esistono due sotto-reti che rappresentano, rispettivamente, il sistema semantico e quello lessicale.
Le due sotto-reti sono accoppiate - ossia reciprocamente connesse - tra loro e sono di dimensioni diverse
(vedi figura 1). La sotto-rete semantica è costituita da 2500 nodi, mentre la sotto-rete lessicale è costituita
da 500 nodi. I nodi che appartengono ad una stessa sotto-rete hanno connettività uguale a 1, cioè sono
tutti reciprocamente connessi tra loro (ma non ci sono connessioni di un neurone con se stesso), mentre
le connessioni tra nodi che appartengono alle due diverse sotto-reti hanno connettività molto bassa (tra
lo 0.020 e lo 0.001, vedi sotto). Ciascuna sotto-rete apprende a memorizzare 50 pattern diversi (parole),
che consistono in vettori bipolari (composti da 1 o –1) formati da 2500 e da 500 elementi, rispettivamente
per la sotto-rete semantica e per quella lessicale. Ciascun pattern di una sotto-rete è associato con uno
specifico pattern dellaltra rete, e quindi il pattern complessivo è di 3000 elementi. L’apprendimento dei
pesi avviene nel seguente modo. All’inizio i pesi delle connessioni della rete sono tutti a zero. Per ciascun
pattern, i nodi della rete vengono attivati ai valori bipolari di quel pattern ed i pesi vengono modificati
tramite la regola di Hebb (Hebb, 1949). Informalmente, la regola di Hebb consiste nel fatto che se una
connessione unisce due nodi aventi lo stesso valore (1 e 1, o –1 e –1), il peso della connessione viene
aumentato, mentre se unisce due nodi aventi valore opposto (1 e –1, o –1 e 1), il peso viene diminuito.
Formalmente, la regola di Hebb è espressa dalla seguente formula:
∆wij = raiaj
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Figura 1: Rappresentazione schematica del modello. I cerchi rappresentano nodi (neuroni), mentre le
linee rappresentano connessioni tra nodi. All’interno delle due sotto-reti i neuroni sono completamente
connessi (tutti con tutti), mentre la connettività tra le due reti è molto bassa. Vedi testo per i dettagli
dove ∆wij è la modifica del peso dall’unità i all’unità j, ax è l’attività dell’unità x e r è una costante,
chiamata il tasso di apprendimento.
Le reti di Hopfield addestrate con la regola di Hebb hanno un’interessante proprietà: per qualunque
pattern in ingresso, dopo un certo numero di cicli di attivazione dei suoi nodi (in genere inferiore a 15),
la rete converge su uno stato stabile, chiamato attrattore. Dopo l’apprendimento la rete ha memorizzato
i pattern con cui è stata addestrata. Se infatti presentiamo alla rete uno dei pattern appresi, la rete lo
manterrà indefinitamente. Inoltre, se presentiamo un pattern parziale, ossia un pattern in cui una certa
percentuale di nodi è non attiva (attivazione a 0), dopo un certo numero di cicli di attivazione dei nodi la
rete è in grado di ricostruire perfettamente il pattern appreso, che viene poi mantenuto costante nei cicli
successivi. In altre parole, l’apprendimento hebbiano fa sì che gli attrattori della rete diventino proprio i
pattern che sono stati appresi.
3 Risultati
Nel nostro modello la produzione linguistica consiste nellattivare il pattern nella rete lessicale (suono)
che corrisponde al pattern che è presente nella rete semantica (significato). Viceversa, la comprensione
linguistica consiste nellattivare il pattern nella rete semantica (significato) che corrisponde al pattern
presente nella rete lessicale (suono). Per verificare la presenza di eventuali asimmetrie fra produzione e
comprensione abbiamo studiato il comportamento della rete con diversi gradi di connettività tra le due
sotto-reti, in particolare, con probabilità di connessione tra 0.020 e 0.001. Abbiamo fatto due test, uno
di richiamo lessicale e uno di richiamo semantico. Nel test di richiamo lessicale (produzione linguistica),
per tutti i pattern che rappresentano il significato di una parola, il pattern viene immesso nella sotto-rete
semantica, mentre tutti i nodi della rete lessicale vengono attivati a 0. La rete complessiva viene quindi
fatta ’rilassare’, ossia l’attivazione dei nodi viene aggiornata finché la rete non ha raggiunto un attrat-
tore. A questo punto verifichiamo se il pattern che si è attivato nella rete lessicale è quello del suono
della parola corrispondente a quel significato. Per ciascun grado di connettività, prendiamo due misure:
(a) la percentuale di pattern correttamente recuperati e (b) il tempo medio di recupero dei pattern ac-
curatamente recuperati (misurato come il numero di cicli necessari al rilassamento). Il test di richiamo
semantico (comprensione linguistica) avviene in maniera esattamente analoga a quello di richiamo les-
sicale: dato un suono immesso nella sotto-rete lessicale, guardiamo se nella sotto-rete semantica viene
attivato il significato corretto e, in caso affermativo, in quanto tempo.
I dati riportati in figura 2 rappresentano le medie di 10 repliche di ciascun test con valori casuali
diversi. I risultati mostrano chiaramente un’asimmetria tra produzione e comprensione. In generale,
la produzione è più difficile della comprensione, sia in termini di numero di pattern corretti richiamati
(figura 2a) che in termini di tempo di richiamo (figura 2b). Ad esempio, con un grado di connettività tra
le due reti pari a 0.002, mentre dato il suono di una parola viene richiamato il significato giusto in circa il
50% dei casi, dato un significato la probabilità che venga richiamata la parola corrispondente è circa l’8%.
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Figura 2: Percentuale di pattern recuperati correttamente (a) e tempo di recupero dei pattern
correttamente recuperati (b). Vedi testo per i dettagli
E, con la stesso grado di connettività, mentre il tempo di recupero medio nel test di richiamo semantico è
circa 8 cicli, il tempo medio nel test di richiamo lessicale è circa 12 cicli. Inoltre, le differenze tra richiamo
lessicale e richiamo semantico aumentano con la diminuzione del grado di connettività tra le due reti.
Ciò è in linea con il fatto che negli anziani la capacità di produrre viene disturbata prima di quella di
comprendere: più connessioni vengono eliminate tra la rete semantica e quella lessicale (per effetto di
meccanismi di degenerazione cellulare) e maggiore è l’asimmetria tra produzione e comprensione.
4 Conclusione
Il modello proposto rappresenta un tentativo di spiegare l’asimmetria tra produzione e comprensione
linguistica che si manifesta in varie forme: varie linee di evidenza empirica indicano infatti come sia più
difficile produrre parole che comprenderle, sia per i bambini, adulti ed anziani normali che per pazienti che
hanno subito lesioni cerebrali. Sebbene si tratti di fenomeni molto diversi, il fenomeno dell’asimmetria è
comune, e come tale potrebbe avere una causa comune. La nostra ipotesi è che tale causa comune esista e
sia da trovare nelle diverse dimensioni degli spazi computazionali (numero di neuroni) delle aree deputate
al processamento dei suoni delle parole e dei loro significati.
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