Abstract. We present an in-depth exploration of the phenomenon of dynamical friction in a universe where the dark matter is composed entirely of so-called Fuzzy Dark Matter (FDM), ultralight bosons of mass m ∼ O(10 −22 ) eV. We review the classical treatment of dynamical friction before presenting analytic results in the case of FDM for point masses, extended mass distributions, and FDM backgrounds with finite velocity dispersion. We then test these results against a large suite of fully non-linear simulations that allow us to assess the regime of applicability of the analytic results. We apply these results to a variety of astrophysical problems of interest, including infalling satellites in a galactic dark matter background, and determine that (1) for FDM masses m 10 −21 eV c −2 , the timing problem of the Fornax dwarf spheroidal's globular clusters is no longer solved and (2) the effects of FDM on the process of dynamical friction for satellites of total mass M and relative velocity v rel should require detailed numerical simulations for M/10 9 M m/10 −22 eV 100 km s −1 /v rel ∼ 1, parameters which would lie outside the validated range of applicability of any currently developed analytic theory, due to transient wave structures in the time-dependent regime.
Introduction
The standard cosmological model, developed over the past several decades, has been extraordinarily successful in explaining the Universe that we observe around us on the largest scales. The Dark Energy (Λ) and Cold Dark Matter (CDM) model simultaneously explains the power spectrum of the Cosmic Microwave Background (CMB) radiation [1, 2] and the distribution of large-scale structure [3] , while detailed numerical cosmological simulations of dark matter and baryons are able to self-consistently create a diverse population of realistic galaxies [4] . Yet, for all these successes, we lack a fundamental understanding of the nature of both dark energy and dark matter [5] . In the case of dark matter, there is an additional mismatch between the predictions of the theory of CDM and observations on cosmologically small scales [6, and references therein] . Though some of these discrepancies have standard astrophysical explanations [7] [8] [9] [10] [11] [12] , they have also motivated the development of alternative theories of dark matter that can solve the small-scale discrepancies while remaining consistent with CDM on large scales [13] [14] [15] [16] [17] .
A model that has become popular recently as an alternative to CDM treats the dark matter as an 'ultralight' boson field [13, 15] . This model posits that the dark matter is so light, with mass m ∼ O 10 −22 eV , that it has a de Broglie wavelength on kiloparsec scales and thus exhibits wave phenomenon on galactic length scales [18] [19] [20] [21] [22] . Following the work of [15] and [13] , we shall refer to this model as Fuzzy Dark Matter (FDM). Though FDM seems promising in explaining a number of small-scale observational inconsistencies with CDM theory, it can drastically change the dynamics of galaxies as compared to CDM [13, [18] [19] [20] 23] . Some ways in which galactic dynamics in FDM varies most strongly from CDM are dynamical heating and friction due to FDM's wavelike substructure [13, 21, 22] .
In this paper, we investigate how the phenomenon of dynamical friction, which controls the merging of galaxies [24, 25] , the slowing down of spinning galactic bars [26, 27] , and the coalescence of supermassive black holes (SMBH) in galaxy mergers [28, 29] , changes in an FDM paradigm. 1 The presence of quantum mechanical pressure and 'quasi-particles' arising in velocity-dispersed media in the FDM paradigm alters the formation of the dark matter wake and therefore warrants a detailed investigation of all relevant cases, including finite-size effects for the infalling objects. Dynamical interactions may also reshape the structure of the dark matter subhalos and reduce the tension between the predicted profiles of isolated halos [18] and the observed dwarf galaxy profiles [31] . A key achievement of this paper is the comparison of analytic perturbation theory results to fully non-linear numerical simulations in order to clearly identify where the perturbation theory results are applicable. We additionally identify how the application of perturbation theory in the non-linear regime can bias inferences. This paper is organized as follows. In Section 2, we begin by summarizing our conventions and notation, including specifying the key dimensionless numbers which control dynamical friction effects for our systems of interest. In Section 3, we give an overview of the classical treatment of dynamical friction both in the context of dark matter and in collisional media, to provide a more familiar context for the discussion that follows. Next, in Section 4, we review the analytic theory of dynamical friction in an FDM background for a point mass, and derive new results for finite-size satellites and FDM backgrounds with velocity dispersion. We then perform a series of simulations of the formation of the dark matter wake in several different contexts to test our analytic predictions. These simulations are described in Section 5, and we compare the results of our analytic calculations to these numerical simulations in Section 6. Finally, in Section 7, we discuss the consequences of our results for several concrete astrophysical observables and the associated constraints on the FDM model, in particular deriving an upper bound on the FDM mass needed to explain the infall times of the Fornax globular clusters. We conclude in Section 8. The three Appendices contain technical details of our analytic calculations and numerical simulations.
Notation and Scales
We begin by defining our notation and specifying the physical systems of interest. In this paper, we investigate how a mass M moving through an infinite background of average mass density ρ with velocity v rel relative to the background feels an effective drag force from the gravitational wake accumulated during its motion. The physical situation we have in mind is a large object like a globular cluster, a satellite galaxy, or an SMBH moving in a galactic dark matter halo, so we will refer to M as a satellite. As we describe in Sec. 4.1, we can treat the FDM background as a condensate, and we will often refer to it as such. We will define the 'overdensity' α(x) of the background medium as the fractional change of the background density ρ(x) from the mean density ρ:
There are several important reference scales that we will use throughout the paper. The first of these is the de Broglie wavelength associated with the relative velocity of the satellite and the condensate, which we will refer to as the background de Broglie wavelength 2 : 2) where is the reduced Planck's constant and m is the mass of the FDM particle. In what follows, we will often put length scales in units ofλ; we will indicate this by placing tildes above variables which are represented in units ofλ (i.e.,x ≡ x/λ). We can also put wave vector quantities in these units ask = kλ.
There is a characteristic quantum size associated with the mass of the satellite M , which can be interpreted as a gravitational Bohr radius, defined as
where G is Newton's constant. Its related velocity scale is
For satellites of finite size, there is an additional length scale corresponding to the classical size of the satellite (for example, its core radius). Finally, we will consider cases where there is some finite background velocity dispersion in the condensate, denoted by σ. The de Broglie wavelength associated with this dispersion is given byλ
Using ratios of the above quantities we can fully describe the most general system we will consider in terms of three dimensionless quantities:
1. The quantum Mach number,
6)
2 Note, the more typical de Broglie wavelength is 2π times this quantity.
which is equivalent to the inverse of the parameter β discussed in Appendix D of [13] . Since M Q is inversely proportional to M , we expect perturbation theory to work best in the limit of M Q 1. To give an idea of the order-of-magnitude scale, we can write the quantum Mach number as: (2.7)
2. The classical Mach number,
While the first expression defines M σ as the ratio of two de Broglie wavelengths, the second expression makes clear that M σ is purely classical (and independent of the satellite mass), facilitating comparisons to dynamical friction in systems with classical backgrounds.
3. The dimensionless satellite size,˜
which we define as the ratio of the satellite size to the background de Broglie wavelength.
In this work, we consider for the first time effects that depend on nonzero˜ , which allows us to apply our results to realistic systems. Again, to give an idea of the scale of this dimensionless parameter, we may write:
When we derive the dynamical friction forces below, it will be helpful to define a reference force value in terms of the dimensionful constants that we have listed above. We therefore define
From this, we may define the dimensionless dynamical friction coefficient, 12) where F DF is the total dynamical friction force experienced by the satellite in any given scenario.
Classical Treatment of Dynamical Friction
In this section, we review the classical theory of dynamical friction. There are two fundamental ways of tackling this problem. The first consists of treating the background as an infinite medium of 'field' particles of mass m f and number density n f such that the background mass density is ρ = m f n f . We then consider the aggregate effect of many two-body interactions between the field masses and the satellite mass under the assumption that the satellite mass M satisfies M m f . As first discussed by [32] , these assumptions lead to an estimate of the diffusion of the satellite or subject particle through phase space. We will discuss this approach in Section 3.1.
The second approach consists of calculating the form of the gravitational wake from the equations of motion of the background, treating the background as a continuous fluid [33, 34] . The dynamical friction force is then calculated by integrating the gravitational force of the over-dense wake on the satellite. This approach has been used to calculate the dynamical friction in various other contexts [35] ; we will discuss it in Section 3.2.
Phase Space Diffusion
In this approach, we use the Fokker-Planck approximation to model how the satellite, often referred to as the 'subject' particle in this approach, interacts via many two-body interactions with 'field' particles [36, Sec. 7.4] . This approximation works in the context of the collisional Boltzmann Equation:
where f is the phase-space distribution function of the satellite (treated as a point mass) and Γ [f ] is the encounter operator, which describes how collisions with field particles change the satellite's 'normal' or 'collisionless' path through phase space. The encounter operator can be written in terms of the transition probability function Ψ (w, ∆w) d 6 (∆w), which describes the probability per unit time that the satellite at phase-space coordinate w is scattered into the volume of phase space d 6 (∆w) centered on w + ∆w.
Under the Fokker-Planck approximation, we approximate the encounter operator in terms of the first two moments of the transition probability,
where
quantifies the steady drift through phase space, and
quantifies the amount by which the star undergoes a random walk through phase space. The second-order diffusion coefficient is scaled by a factor of m f /M relative to the firstorder diffusion coefficient. In the case where the satellite is much more massive than the field particles (M m f ), as we have here, the second-order diffusion coefficient is much smaller than the first-order diffusion coefficient, so we can ignore it. To evaluate D [∆w i ], we adopt simple Cartesian positions and velocities (x i , v i ) as our coordinates on phase space. By the symmetries of the problem, the only diffusion coefficients that are non-zero are those in the direction of motion of the satellite. If we assume that the satellite is moving in the x || direction, the only diffusion coefficients that we need to worry about are D ∆v || and D ∆x || . In the case of dynamical friction, we can assume that the interactions between the satellite and field particles take place over a short enough period of time so that they only affect the velocity of the satellite and not its position, to first approximation [36, 37] . Thus, we only need to worry about D ∆v || moving forward.
The evaluation of diffusion coefficients is dependent upon the distribution function of field particles f f (w) and is provided in full in Appendix L of [36] . The result needed here is
where we have assumed that the distribution of the field particles is homogeneous in position space and isotropic in velocity space, but have not yet specified f f (v f ), the velocity distribution of the field particles. Note that field particles moving faster than the satellite do not factor into the diffusion coefficient, as indicated by the limits of the integral above. We have also introduced the Coulomb logarithm, Λ, which is defined as
where b is the maximum distance at which the field particles are still interacting with the satellite and 90 is the distance at which a field particle has to approach the satellite to be deflected by 90
• . Note that this definition assumes that (1) the medium through which the satellite travels is infinite and (2) the satellite is a point mass. The first assumption means that if we include arbitrarily large scales, the dynamical friction would be infinite, as there would be an infinite number of field stars acting on the satellite. As a result, we must stop counting stars after a certain distance. The second assumption implies that a field star interacting with the satellite can have a large effect on the satellite's motion, changing its relative motion by a factor of 2v rel for an impact parameter of 0. In this limit, our assumption of small velocity changes (a diffusion through phase space) breaks down, so we must regulate this assumption by only including contributions with impact parameters great than 90 . For the case of a Maxwellian velocity distribution of the field stars, we can evaluate the diffusion coefficient above as:
where σ is the one-dimensional velocity dispersion of the Maxwellian distribution of the field stars, ρ is their mean density, X ≡ v rel / √ 2σ, and 8) where erf(X) is the error function. We can then use Eqs. 3.1, 3.2, and 3.7 to relate the dynamical friction force to the diffusion coefficient as
This result was first derived by [32] .
Overdensity Calculation
An independent derivation of the dynamical friction force involves directly calculating the overdensity in the medium induced by the satellite's gravity. We can then determine the dynamical friction force on the satellite, or 'perturber' as it is often referred to in this approach, by integrating the force from each mass element of the overdense medium. This approach has been employed in modeling classical collisionless particles with some velocity dispersion [33, 34] , as well as collisional gases [35] . We will employ these methods in the majority of the rest of the paper to find the mathematical form of the overdensity, defined in Eq. 2.1. For consistency, we briefly outline here the case of a medium of collisionless 'field' particles with a Maxwellian velocity distribution, as done in Section 3.1. For this case, the relevant evolution equation is the collisionless version of Eq. 3.1:
where f f is again the distribution function of the field particles and U (x) is the gravitational potential of the satellite. To solve for the overdensity that the field stars make in response to the potential of the perturber, we first linearize Eq. 3.10 around the zeroth-order solution of a uniform medium with a Maxwellian velocity distribution at every point in space. We then solve the equation for the first-order deviation from this zeroth-order solution. We then simply integrate the first-order distribution function over all of velocity space to obtain the overdensity. This process is shown in detail in Appendix A of [37] .
After obtaining the overdensity, we can compute the dynamical friction force using
where U (x) is the potential of the satellite andx || is the unit vector pointing in the direction of the satellite's motion. We will go through the details of this calculation in much more depth below for the case of an FDM wake.
Dynamical Friction in a Condensate: Analytic Theory
In this section, we will modify the discussion of Sec. 3 for a condensate background, rather than a classical background. Here, when we say "condensate", we simply mean a complex field ψ whose equation of motion is the Schrödinger equation with a gravitational source term given by
where m is the mass of the constituent particle of the condensate. "Condensate" is intended to be synonymous with the FDM; we use this more general term rather than "superfluid" (which has also appeared in the literature) because we are agnostic as to the nature of the sign of a possible self-interaction term between FDM particles. The wave function is typically normalized so that the mass density of the condensate is given by ρ = |ψ| 2 . We will assume that U is dominated by the gravitational potential of the satellite. In principle, at high enough background densities, the condensate's own self-gravity becomes important, and the U in Eq. 4.1 becomes a combination of the gravity of the satellite and the self-gravity of the background. As in the classical problem reviewed above, dynamical friction occurs due to the gravitational force between the satellite and the 'wake' in the condensate that forms behind it as it moves through the condensate background. Below, we will review how this wake forms in various treatments of the problem, varying the method of approach (exact solution versus linear perturbation theory), the mass distribution of the satellite (point source versus extended), and the nature of the velocity distribution of the condensate (plane wave versus velocity-dispersed).
Madelung Formalism
We begin by reviewing the key formalism for the treatment of this problem in linear perturbation theory (LPT): the Madelung formalism, developed nearly 100 years ago [38] . In this formalism the wave function ψ is decomposed in terms of its magnitude and phase,
where as noted above, ρ is interpreted as the mass density of the condensate and θ is the phase of the wave function. Defining
we may rewrite the Schrödinger equation 4.1 as two real partial differential equations in ρ and u (equivalently θ), ∂ρ ∂t 5) which are simply the equations for an incompressible fluid under the potential U with an additional term given by the gradient of a "quantum pressure"
The correspondence between these equations and the classical fluid equations has been studied in depth in the literature [39, 40] . A particularly in-depth and recent numerical study of the correspondence between the Schrödinger-Poisson equation and the Madelung formalism is given in [41] . This formalism provides a convenient starting point from which to carry out the perturbation theory analysis, which follows [42] . We consider the problem in the rest frame of the satellite, and assume that ρ and u have mean solutions ρ and v rel , respectively, which are independent of time and space, and have small perturbations δρ and δv, which are sourced by the satellite. This mean background solution would be expressed in the wave function as
If we make the replacements ρ → ρ + δρ and u → v rel + δv in Eqs. 4.4 and 4.5, keeping only terms linear in the perturbations, Eq. 4.4 becomes (using the overdensity defined in Eq. 2.1) 8) and Eq. 4.5 becomes
We now choose coordinates so that v rel = −v relẑ ; that is, the satellite is moving in the +ẑ direction, so in the rest frame of the satellite, the mean velocity of the condensate is in the −ẑ direction. Taking the time derivative of Eq. 4.8 and the divergence of Eq. 4.9, combining them, and simplifying, we arrive at:
Note that the only dependence on the mass of the satellite appears in Eq. 4.10 as ∇ 2 U , which by Poisson's equation is equal to 4πGρ S , where ρ S is the mass density of the satellite. Thus this LPT formalism is applicable for an arbitrary ρ S , as long as the total mass associated with the satellite is small enough for a linear regime treatment to be valid. We will study analytically the case where α is independent of time, which can be understood as the infinite-time limit. That is, we imagine that at t = −∞, the satellite is at rest at the origin in an (initially uniform) sea of quantum condensate moving with velocity v rel and with dynamics determined by Eq. 4.1, and we are interested in the configuration of the condensate as t → ∞. Strictly speaking, this is not a self-consistent approximation, as can be seen by examining Eq. 4.1 and noting that spatial gradients will typically drive evolution in time. That said, we may anticipate that as t → ∞, this temporal evolution will become oscillatory, and our time-independent solution is something like an average over these oscillations. Indeed, as we will show in Sec. 6, the assumption of time independence, carefully interpreted, gives excellent agreement with finite-time simulations. 3 
Linear Perturbation Theory: Point Source
We will begin by treating the case in which the satellite is a point mass M with a Keplerian potential
where r is the Euclidean distance from the satellite. The corresponding mass density is ρ K = M δ 3 (r). Assuming time-independence as discussed above, Eq. 4.10 becomes
To solve this, we proceed as in [42] by Fourier-transforming Eq. 4.13. In Fourier space, Eq. 4.13 becomes
Note thatα, the Fourier transform of the overdensity, has dimensions of [length] 3 . Using the background de Broglie wavelength, we define a dimensionless wave vector k =λk, so Eq. 4.14 becomes
We also point out that Eq. 4.10, transformed into the lab-frame rather than the moving perturber frame, is the biharmonic wave equation with a moving load [43] 
which describes the elastic behavior and deflections of a beam in Euler-Bernoulli beam theory [44] . This correspondence has also been mentioned in [42] .
Defining a dimensionless length r = r/λ, we may easily solve Eq. 4.14 algebraically forα and perform the inverse Fourier transform to solve for α( r):
The only preferred direction in the problem is set by the velocity v relẑ , so we work in dimensionless cylindrical coordinates ( R, φ,z). The integral overk φ can be performed analytically, giving
wherek R is the dimensionless radial wavenumber and J 0 is the zeroeth-order Bessel function of the first kind. We can further simplify this result by integrating over k z using contour integration, which we perform in Appendix A. 4 In our setup, computing α( r) is an intermediate step towards the dynamical friction force that results from this overdensity. By cylindrical symmetry, we know that the drag force will be in theẑ direction. The formula for the net force in this direction is then (from Eq. 3.11)
The drag force as defined above will be infinite, as the assumption of time-independence necessitates that there has been an infinite amount of time for the wake to accumulate. This is one manifestation of the ubiquitous Coulomb logarithm in gravitational scattering problems. We must therefore impose a cutoff, which we define physically as a maximum distance b from the satellite beyond which we do not consider the mass that has accumulated. This is equivalent to the situation where the satellite has only been traveling for some finite time and therefore mass has only been able to accumulate out to a certain distance. Using the results from Appendix A and imposing a cutoff ofb = b/λ, we have
While a closed-form solution to this integral does not exist, C rel can easily be evaluated numerically. For a point source, there is an alternate closed-form solution for α which permits a closed-form solution for C rel , which we will exploit below as a cross-check of this result. However, the formalism used in this section may be easily generalized to sources with finite extent , unlike the case of the exact solution for the point mass.
Exact Solution of a Point Source
For the special case of a point-mass satellite, the time-independent problem can actually be solved exactly, without resorting to perturbation theory. It should not be particularly surprising that this problem has been studied in some depth, as it is identical to the Coulomb scattering problem, which describes, for example, an incident beam of electrons scattered off a point-like nucleus through the Coulomb interaction [13] . In our case, the dark matter condensate plays the role of the electron beam and the satellite plays the role of the nucleus, but the mathematics (and quantum mechanics) of the attractive Coulomb potential between oppositely charged particles are identical to the universally-attractive Newtonian potential between two point masses.
The exact solution to this problem is given by the scattering states of the Coulomb potential, which can be found in a number of older quantum mechanics texts [45, 46] . The exact wave function which solves Eq. 4.1 in the time-independent regime with a gravitational potential given by Eq. 4.12, normalized so that it approaches √ ρ at large distances, is 20) where Γ(x) is the gamma function, 1 F 1 (a, b, c) is the confluent hypergeometric function [13] , and the tildes represent variables in units ofλ. Note that ψ is a function only of R andz, as expected from cylindrical symmetry. We compute the full density distribution by taking the squared norm of Eq. 4.20 and obtain the overdensity as defined in Eq. 2.1 through this density distribution. We derive the dynamical friction force experienced by the perturbing mass exactly as in Eq. 4.18. Defining Figure 2 . The density contrast, α ≡ δρ/ρ, generated by a point-mass satellite at the origin in an asymptotically uniform FDM medium moving in the z-direction with relative velocity v rel , in the limit that the equations of motion can be approximated as time independent and the satellite mass is small (M Q → ∞ or the LPT). The solution given in Eq. 4.25 is plotted here, where we set M Q = 1 for simplicity; the gravitational wake behind the satellite is clearly visible.
q ≡ R 2 +z 2 +z, the dynamical friction coefficient is
This is the same as Equation D8 given in [13] . In Fig. 1 , we compare C rel as calculated from Eq. 4.21 with both the linear theory (equivalently derivable from Eq. 4.19 or the derivation below) and the classical limit.
As noted in Sec. 2, the LPT analysis performed in Section 4.2 applies in the regime where the quantum Mach number is much greater than 1, M Q 1. In slightly more detail, we can write M Q as
If we assume that the size of the system is some (probably large) multiple ofλ and use v rel as a proxy for the circular velocity at some radius, then we can say M system ≈ Aλv 2 rel /G for some dimensionless A. We see that M Q is proportional to the ratio of the background system mass to the satellite mass. For a linear theory argument, we are clearly interested in the regime where this ratio is much greater than 1. One can also see from Eq. 4.22 that bM Q = bv 2 rel /GM , where GM/v 2 rel ≈ 90 , the distance at which field particles passing by the satellite are deflected by 90 • , as mentioned in Eq. 3.6. This is where the definition of the analogous Λ in Fig. 1 comes from. Expanding the hypergeometric and gamma functions in inverse powers of M Q , we have
where Si(q) ≡ q 0 sin(t)dt/t and Cin(q) ≡ q 0 (1 − cos(t))dt/t are the sine and cosine integrals, respectively, and γ is the Euler-Mascheroni constant. The corresponding density contrast is 25) which exactly matches Eq. 4.17 to machine precision to leading order in 1/M Q . We plot this linear-regime overdensity in Fig. 2 in the y − z plane; by cylindrical symmetry, the full three-dimensional result is obtained by rotating around the z-axis.
Inserting the expansion from Eqs. 4.23-4.24 into the expression for the dynamical friction in Eq. 4.21, we obtain an analytic expression for the dynamical friction coefficient in LPT:
Again, this formula has been previously shown in Equation D14 of [13] . Note the dependence of the result onb, the cutoff we impose to make the integral finite. In Fig. 1 , we compare this exact result with the LPT results in Sec. 4.2 and the classical limit from Sec. 3. From Fig. 1 it is clear that the exact solution approaches the perturbation theory result in the limit that M Q 1, as expected.
Linear Perturbation Theory: Extended Source
We would now like to generalize to the case where the satellite has an extended mass distribution, rather than simply being a point mass. We will work with the same LPT approach as in Section 4.2, starting from Eq. 4.10. We will assume a time-independent solution and take the satellite mass distribution to be a Plummer sphere [47] :
This choice will facilitate comparison with the numerical simulations described in Sec. 5; we show in Appendix B that the qualitative features of a finite size do not depend sensitively on the precise mass distribution chosen. Specifically, in that Appendix, we compare the results for the Plummer sphere with that of the truncated isothermal sphere profile. Using this potential and Fourier transforming the partial differential equation, we arrive at a slightly modified version of Eq. 4.14 for the Plummer profile,
where K 1 (x) is the first modified Bessel function of the second kind. Changing to dimensionless variables in units ofλ gives the extended-source version of Eq. 4.15 as
where we have also written relative toλ, denoted˜ and defined in Eq. 2.9. We can then recover α by performing the inverse Fourier transform; our version of Eq. 4.17 is then
We then carry out thek z integral in Eq. 4.30 using contour integration. The dynamical friction is given by
which is similar to Eq. 4.19 except for the regulation by K 1 (x). As a consistency check, we note that Eq. 4.31 becomes Eq. 4.19 in the limit where˜ → 0.
In Fig. 3 , we compare the results given by Eq. 4.31 for several values of˜ to the LPT result given equivalently in Eqs. 4.19 and 4.26. Again, we can see graphically that the extended-source result approaches the point-source result for all values ofb as˜ → 0. As one would expect, the extended-source result approaches the point-source result forb ˜ , where the source comes to 'look like' a point source. Forb ˜ , we find that C rel ∝b 5 , which one can verify from Eq. 4.19. One should not interpret theb 5 scaling as an extremely strong dynamical friction force on 'fluffy' objects; the dynamical friction only increases asb 5 for scales smaller than the size of the object. This growth is simply a cause of the response of the condensate to the presence of the satellite.
Velocity-Dispersed Condensate
In a realistic scenario, the FDM medium should have a distribution of velocities and cannot be modeled as a single plane wave, as was done above. In particular, while the core of an FDM halo may be dispersionless, the outer part of the halo is expected to have a Navarro-FrenkWhite (NFW)-like profile with nonzero dispersion [13, 48] . This motivates us to investigate the behavior of the dynamical friction coefficient when the FDM medium has some velocity dispersion.
We can model this velocity dispersion by constructing the background wave function ψ 0 , in analogy to Eq. 4.7, as a linear combination of plane waves [21] . In the absence of the perturbing satellite or any relative velocity, this background distribution would have a dependence on time and space given by We can see how the finite size of the satellite suppresses dynamical friction on scales comparable to the finite size, though on scales on the order of ∼ 10 2 larger, the dynamical friction only differs by a factor of order unity.
where the dispersion relation is given by the free Schrödinger equation:
The function ϕ(k) determines the distribution of velocities by weighting the individual plane waves. For an isotropic distribution, ϕ is only a function of the magnitude k and each plane wave is imbued with some random, uncorrelated phase shift. This behavior is expected for any realistic halo, formed through the collapse of many uncorrelated proto-halos and further randomized by violent relaxation and phase mixing [49] . This randomness would ensure that the function ϕ(k) is a random field. We can also make the connection between ϕ(k) and the actual velocity distribution function of the medium, f (v), by writing
For example, suppose that we would like to make our wave function mimic a classical Maxwell-Boltzmann distribution (in which case ϕ(k) would be a Gaussian random field):
In the context of a numerical implementation where we only have a finite number of Fourier modes k i to sum over, the coarse-grained version of Eq. 4.32 would look like
where the sum is over the discrete Fourier modes (which can be written equivalently in terms of k or the velocities v), the phase angles φ rand,v ∈ [0, 2π) are the manifestation of ensuring that the modes have random, uncorrelated phases, and f (v) is the desired distribution function. The normalization is such that the average density is still ρ -see [40] for details and [50] for an example where this construction is used to model the axion dark matter field for direct-detection experiments. Eq. 4.36 shows that the classical and quantum phase space are closely related: the quantum wave function is a superposition of constant v slices of the classical phase space, with amplitude v and random phases that give rise to interference patterns. If the initial condition had just a single velocity v 0 at each location x, then there is no interference and the classical and quantum densities agree exactly:
Through the remainder of the text, when working with a medium that has a distribution of velocities, we will use an isotropic distribution of the form of Eq. 4.35, determined solely by the velocity dispersion, σ. Such a system as described above would have a classical Mach number M σ defined in Eq. 2.8. We can then describe the dynamical friction in such a velocity-dispersed medium by summing up the contributions from each plane wave, weighted by the distribution function of these plane waves [21] : 37) where the C rel,pw (M Q ,b) is the dimensionless dynamical friction coefficient for a plane wave, which in general depends on both the quantum Mach number and the cutoff scale of interactions. In practice, one can plug in either a fully non-linear function for C rel,pw (M Q ,b) such as Eq. 4.21, or the LPT theory Eq. 4.26, or even include finite-size effects by using Eq. 4.31, we leave this treatment to future work. Taking the distribution function to be Maxwellian, and changing variables to the dimensionless velocityṽ = v/v rel , we may state the above in terms of the dynamical friction coefficient as
where, again, C rel,pw (M Q , b) is the dynamical friction coefficient in the case of a plane wave, and C rel is the overall dynamical friction coefficient in the velocity-dispersed case.
As we touched on in Sections 4.2 and 4.3, when M Q 1 the time-independent dynamical friction calculation for a point source approaches the classical answer. However, in the limit of LPT, when M Q 1, we can apply our perturbation theory argument to replace C rel,pw above. Using these assumptions, along with the assumption that the cutoff scaleb is much larger than the dispersion de Broglie wavelengthλ σ , one can show [21] that the dynamical friction is given by
where G(X) is defined in Eq. 3.8. Indeed, this result is the same as the classical Chandrasekhar result [32, 36] except with the Coulomb logarithm defined in terms of M σ . In Fig. 4 , we compare the dynamical friction found in this case to that found in the case of a point mass in a uniform medium as given in Eq. 4.26. We can see that the formula given here breaks down when b <λ σ , or, when b is expressed in units ofλ,b < M σ . We expect the velocity-dispersed solution to approach the point-source LPT solution in the limit that σ → 0, or equivalently M σ → ∞. However, this also implies that the de Broglie wavelength corresponding to the velocity dispersionλ σ = /mσ becomes very large, and the assumption that b λ σ is no longer valid. In this regime, we can assume thatλ σ is so large that we essentially have a uniform density background.
In practice, then, care must be taken to consider the comparative size ofλ σ and the size of the system b. The results derived in this section only apply in the case that b λ σ . On the other hand, when b λ σ , we may apply the uniform density results. In the intermediate regime of b ≈λ σ , individual over-densities and under-densities can strongly influence the satellite's motion, and the true dynamical friction force becomes uncertain. The calculation behind Eq. 4.39 assumes that these over-/under-densities can be treated in a statistically averaged way, so it does not take this effect in to account. This is why we do not see any strange behavior atb ≈ M σ in Fig. 4 . 
Numerical Simulations
Now that we have explored the analytic results in different regimes, we move on to numerically calculate the time-dependent solutions in each of these regimes and compare them to the analytic results. We carry out time-dependent numerical simulations of the response of the wave function to a massive satellite with a Plummer mass density profile in order to measure the dynamical friction coefficient as a function of dimensionless parameters M Q ,˜ , and M σ using the unitary spectral method of [20] . See Appendix C for details of the numerical implementation, which solves Eq. 4.1.
The perturbing satellite moves through half the distance of a periodic box of size L box = 64πL Q . In this amount of time, the simulation is unaffected by the boundary conditions. Our numerical resolution is 512 3 grid points. We simulate 65 different relative velocities, corresponding to choices of M Q in [0, 2]. We also simulate four different satellite sizes given by the Plummer profile, defined with respect to the quantum length scale as /L Q = 1 2 , 1, 2, 4. Finally, we simulate three different cases of background velocity dispersion, again defined with respect to the quantum length scale asλ σ /L Q = ∞, 8, 4, where ∞ corresponds to no velocity dispersion. This results in running a total of 780 simulations. We verified that our solutions are numerically converged by comparing with simulations at 256 3 resolution. For the velocity-dispersed simulations, we run ten additional simulations for each Mach number and satellite size, with different initial random phases, in order to obtain an ensemble average for the calculation of the dynamical friction.
In Fig. 5 , we show representative slices through the plane x = 0 for a few of our simulations that do not contain any velocity dispersion. The morphological similarities between these slices and the solution for the time-independent LPT result in Fig. 2 further increases our confidence in both results. We can also see from the M Q = 1/8 simulations that the deviation from the LPT solution is significant at small M Q , as we expect.
In Fig. 6 , we show a version of Fig. 5 except now with some finite velocity dispersion, specifically M σ = 4. Here, we can see how the overdensities induced in the fluid from the finite velocity dispersion act to disrupt the gravitational wake and therefore decrease the effect of dynamical friction.
Interpretation of Numerical Simulations
We extract dynamical friction coefficients as a function of time in our simulations of a finite-size satellite traveling with Mach number M Q in constant and velocity-dispersed backgrounds. These were obtained by integrating the gravitational force of the perturbed dark matter density field acting on the satellite, taking into account the satellite's extended mass distribution as well; implementation details are found in Appendix C. Fig. 7 shows the instantaneous dynamical friction coefficients for three different setups and Mach numbers 0 ≤ M Q ≤ 2. The three setups compare a fiducial case of an object of size /L Q = 1 and no velocity dispersion σ = 0 against a larger extended object of size /L Q = 2 as well as with a velocity-dispersed background with dispersionλ σ /L Q = 8. The overall growth of the drag force is logarithmic in time, as expected from timeindependent analytic theory. But a key feature of the time-dependent dynamical friction coefficients are oscillations. The duration of these oscillations occurs on the scale of the satellite size: it is seen in Fig. 7 that the period of oscillations approximately doubles in time when the satellite size is doubled. The size of the oscillations are strongest at low quantum Mach numbers 2πM Q ∼ 1. The overall dynamical friction force is also strongest at 2πM Q ∼ 1, and sharply drops to 0 at M Q = 0 which is when the object is at rest with respect to the medium. We note that the oscillations may be large enough at low quantum Mach numbers that the dynamical friction drag force can instantaneously be negative at times, e.g., when an interference crest ahead of the satellite pulls the satellite forward. However, on average, the addition of velocity dispersion in the background reduces the drag force, as the background interferes with the wake.
Below, we will compare a number of time-independent expressions for the dynamical friction in a given situation to the time-dependent simulations that we have run. This comparison, a priori, does not seem physical. However, we know that the time-independent calculations depend upon the dynamical friction cutoff scaleb. We also know that, absent the quadratic dispersion relation given in Eq. 4.33, we can think of the wake forming outwardly from the satellite propagating roughly at a speed v rel . Thus we can treat the scale v rel t as a stand-in for the cutoff scale b that we use in our time-independent calculations, similar to the formalism of [35] .
With this in mind, all of the comparisons discussed below will give the total dynamical In our simulations,b is associated with v rel t, as described in the text. All of the above pertain to a finite-size satellite with /L Q = 1. We also show the LPT result for a point source as computed from Eq. 4.26 (black solid line). The LPT result for extended sources matches the M Q = 2 simulation to better than 3% forb 7. For the non-linear case of M Q = 0.5, it is clear that the exact point mass formula (Eq. 4.21) better matches the mean behaviour of the simulations. However, it clearly does not capture the significant oscillations away from this mean behavior, which are most likely due to the simulations taking place over a finite time, whereas Eq. 4.21 is computed in an infinite-time limit.
friction in the simulation at time t and relate it to the time-independent calculation integrated out to the cutoff scale v rel t. This scale will simply be referred to by the variable b for the cutoff scale (typically in units ofλ, indicated byb).
Comparison of Finite-Size Calculations to Simulations
Beginning first with the case of zero velocity dispersion, we investigate the accuracy of the LPT for finite-size satellites as discussed in Section 4.4. We expect our results to be most accurate in the LPT regime where M Q 1, which is probed only to a limited extent by the simulations that we have run in this work, due to numerical resolution limitations. The results of this comparison can be seen in Fig. 8 .
As expected, the LPT predictions perform exceedingly well against the simulations at higher Mach number. In particular, the M Q = 2 case agrees to better than 3% forb 7. This case corresponds to˜ = 2, since the simulations in Fig. 8 all have a satellite size of = L Q . On the other hand, in the non-linear regime of M Q = 0.5, we see that while the LPT predicts the general trend of the dynamical friction force quite well, the true dynamical friction fluctuates much more strongly than the LPT case. The LPT result also tends to systematically overestimate the dynamical friction force in this non-linear regime, by a factor that becomes larger as one moves deeper into the non-linear regime. In the weakly non-linear regime of M Q = 0.5 that is shown in Fig. 8 , the over-estimate of C rel is only of order unity.
Comparison of Velocity-Dispersed Calculations to Simulations
We can also compare our simulations of dynamical friction in a velocity-dispersed FDM medium to the theory that we have developed for that scenario in Section 4.5. When making this comparison, we must keep in mind that any individual realization of a velocity-dispersed FDM medium will have a particular set of over-and under-densities (see Fig. 6 ) that will affect the temporal evolution of the dynamical friction. As mentioned in Section 5, we mitigate these effects by running an ensemble of simulations for a given set of parameters (M Q , M σ , ) and then comparing our analytic theory with the range of values within one standard deviation over the ensemble of simulations. This comparison is shown in Fig. 9 for /L Q = 1, v Q /σ = 4, and M Q = 0.25, 0.5, 1.
While the simulations are of course fully non-linear in their treatment of the dynamical friction force and use finite-size satellites, we compare these simulations to the theory developed for point masses in a linear regime as given in Eq. 4.39. Nonetheless, the analytic results give decent agreement with the simulations. In particular, for M Q = 1 which is the closest to the linear regime for the simulations shown, Eq. 4.39 does quite well at capturing the trends in the simulations. However, as with the results of Section 6.1, we see that the LPT results overestimate the dynamical friction force in the non-linear regime (M Q = 0.5 here). Some of this difference could also be due to finite-size effects. These simulations have ˜ = 0.5, respectively, which corresponds to the M Q = 0.5 cases shown in Fig. 8 , from which we can see that the inclusion of finite size only changes the resulting dynamical friction force by a factor of order unity forb 10.
Applications to Astrophysical Systems
Now that we have thoroughly investigated the theory of dynamical friction in a universe composed of FDM, we would like to apply the theory to a few systems of interest. To do this, we must first identify the systems we are interested in and determine in what regime of dynamical friction they reside. Towards that end, we may refer to the formulae for inferring the scale of the dimensionless parameters of interest, namely M Q , M σ , and˜ , given in Section 2. It is important to note here that the regime that especially lies outside the validated regime of any analytic theory we have developed here is M Q ≈ O(1/2π), based on our simulations. This restriction is equivalent to:
Below we will treat the cases of the globular clusters around Fornax in depth, and illustrate why many massive satellites such as the Sagittarius dwarf and the Magellanic Clouds are likely well-described by the classical Chandrasekhar formula. The infall of supermassive black holes (SMBH) in an FDM halo has already been thoroughly discussed in [13] and [21] , though our estimate above of the regime in which detailed simulations may be warranted suggests that it may be worth revisiting this case as well.
Fornax Globular Clusters
The Fornax dwarf spheroidal (dSph) galaxy is the most massive galaxy of its type orbiting the Milky Way (that shows no strong signs of tidal disruption) and has thus been extensively studied in the literature [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] . The tendency for dSph galaxies to be heavily dynamically dominated by dark matter [61] [62] [63] has made them ideal test beds for the nature of dark matter on cosmologically small scales [6, 64] .
One of Fornax's unique features is the set of six globular clusters associated with it [54, 65] . These globular clusters have long puzzled astronomers as they all appear to be old (∼10 Gyr), yet dynamical friction calculations show that globular clusters with similar orbits should have long ago sunk to the center of the Fornax dSph, assuming that they had been in these orbits for a significant fraction of their lifetimes [25, 54, [66] [67] [68] . Specifically, the classical treatment of the problem as first raised in [25] and subsequently discussed in [66, 67] indicated that the timescale for the infall of the globular clusters around Fornax to the center of the dSph due to dynamical friction should be on the order of τ DF ∼ 1 Gyr [67] , which is much shorter than the proposed age of the dSph of ∼ 10 Gyr [69, 70] . If the clusters are in fact still infalling, it seems extremely unlikely that we would happen to observe them all just before they fall into the center of Fornax. This issue has come to be known as the timing problem [24, 25] .
There have been multiple proposed solutions to this problem, such as tidal effects of the Milky Way, a population of massive black holes which act to dynamically heat the clusters [67] , non-standard dark matter models (such as we investigate here) [59] , alterations to the dark matter distribution in the Fornax dSph [54] , and more complicated treatments of Figure 10 . Infall times as a function of FDM particle mass for the two Fornax globular clusters with the shortest infall times, GC 3 and GC 4. The grey shaded region indicates τ DF < 3 Gyr, roughly the region in which a timing problem exists. The horizontal dashed lines indicate the infall times in a ΛCDM universe as calculated in [13] , which we can see clearly lies well within the timingproblem domain. The points indicate the infall times in an FDM scenario calculated by [13] for m = 3 × 10 −22 eV using Eq. 4.26. The solid lines indicate our estimates for the infall times in the FDM scenario where Eq. 4.26 is applied at the left-hand side of the plot and Eq. 4.39 is applied at the right-hand side of the plot. The break between the solid lines indicates the region where the velocity dispersion de Broglie wavelength is on the order of the size of the system and individual over-and under-densities make τ DF quite uncertain/stochastic. Our estimates differ from those of [13] (points) in that we use updated constraints on the dynamic properties of the Fornax dSph. Additionally, the [13] estimates are simply extrapolations of the point-mass LPT curves (curves shown on the left hand side of the plot) whereas we make sure to apply this theory only in the appropriate regime. the dynamical friction problem beyond a Chandrasekhar-type formula [32, 59, 68, 71] . We mention these arguments for the interested reader, but will not reiterate them here. Instead, we will focus on the extent to which FDM may be able to independently solve this problem.
Following the approach of [13] , we will estimate the infall time of each globular cluster due to dynamical friction, τ DF , as the angular momentum of the globular cluster's orbit divided by the torque due to dynamical friction. Assuming that each globular cluster is on a circular orbit, this time is given by
where v rel is the circular orbit velocity, ρ is the local density of dark matter at the position of the given globular cluster, M is the mass of the globular cluster, G is Newton's constant, and C rel is as defined in Eq. 2.12.
To estimate the infall time, we must determine the correct formula to use to calculate C rel . The typical size of the globular clusters in the Fornax dSph system is about ∼ 2 pc, they have a typical mass of about M ∼ 2 × 10 5 M , and a typical orbital velocity of ∼ 10 km s −1 (assuming an isotropic velocity distribution) [54, 72, 73] . Though the distances from the center of the Fornax dSph vary over the collection of globular clusters, we will take the typical globular cluster to be located at the core radius of the King profile fit to the Fornax dSph, which is r ≈ 668 pc [74] . The density of dark matter at this radius has been estimated to be ρ ≈ 2 × 10 7 M kpc −3 [75] and the velocity dispersion of the dark matter at this radius (estimated from the velocity dispersion of the stars) is σ ≈ 10 km s −1 [74] .
With these numbers in mind, we can calculate the dimensionless parameters of interest:
We can immediately see that we are almost always in the LPT regime (M Q 1) and that the globular clusters can be accurately treated as point masses (b ˜ ). At low FDM mass, the de Broglie wavelength of the velocity dispersion is much greater than the size of the system λ σ b (or equivalently, M σ b ) and we may treat the background as constant density, applying Eq. 4.26 for C rel in Eq. 7.2. At high FDM mass, we are in the opposite regime, M σ b , and the inhomogeneities caused by the velocity dispersion are very small compared to the size of the system, so we may accurately apply Eq. 4.39. However, between these two regimes, the precise dynamical friction force will be strongly affected by the presence or absence of single over-densities/under-densities in the FDM caused by the velocity dispersion. In this regime, the infall time is uncertain.
We estimate the infall times for the two Fornax globular clusters with the shortest infall times (for which the timing problem is most severe). We use information on the mass M , projected radial distance from the center of the Fornax dSph r ⊥ , and core sizes taken from [54, 72, 74] . These are the same parameters as used in [13] . Following the procedure of [13] further, we take the true radial distance of the globular clusters from the center of the Fornax dSph to be r = 2r ⊥ / √ 3 and then take the velocity dispersion curve to be roughly flat at σ ≈ 10 km s −1 [54, 75] . We also take the globular clusters to be on circular orbits, with velocities determined as v rel = GM encl (r)/r, where M encl (r) is the mass of the Fornax dSph contained within the radius r. However, unlike [13] , we use updated fits to the mass and density profiles of the Fornax dSph taken from [75] and we only apply Eq. 4.26 when M σ > 2b, using Eq. 4.39 when M σ <b/2. As argued above, in the regimeb/2 < M σ < 2b, the dynamical friction force is made uncertain by the presence of individual over-densities in the FDM, so we do not make a prediction for the infall time.
We show the results of this calculation in Fig. 10 . It is clear that for FDM masses m 10 −21 eV, FDM no longer resolves the timing problem. It should also be noted that as m becomes larger we will move first into the non-linear regime (M Q ∼ 1) where our LPT calculations do not apply and one must be careful applying analytic arguments. As m grows larger, we will move in to the classical regime (m → ∞ or M Q 1) where we may apply the classical Chandrasekhar formula. One must be aware of these different regimes when evaluating whether dynamical friction changes significantly in the FDM picture.
The Sagittarius Stream
The Sagittarius (Sgr) stream is a massive stellar stream that consists of the tidal debris of one of the Milky Way's most massive recent accretion events [76] [77] [78] [79] [80] [81] [82] [83] [84] [85] [86] [87] . A recent review of the literature is given in [84] with important, more recent, contributions in [85] [86] [87] . Dynamical modeling of the Sgr orbit can constrain the shape of the Galactic potential, and therefore the structure, of our Galaxy [77, 81, 82, 85, 87] .
It has long been known that Sgr's orbit depends sensitively on the effects of dynamical friction [88] , making various families of orbital parameters viable for different ranges of initial masses for Sgr. Here, we simply make an estimate of the dimensionless parameters which determine the applicable theory for C rel , as a guide for future work investigating the infall of Sgr in an FDM universe.
To do this, we follow the orbital model of [85] , taking the initial scale-size of Sgr (upon first infall) as = 25 kpc, the initial mass as M Sgr = 1.3 × 10 10 M , the initial distance from the center of the Milky Way as d init = 125 kpc, and the initial velocity relative to the center of the Milky Way as v init = 72.6 km s −1 . Using these parameters, we infer We can see that the large mass of the Sgr dwarf puts this problem strongly outside the regime of LPT, but most likely into the regime where classical arguments should still be viable (M Q 1). Additionally, the size of the Sgr dwarf is large enough to play an important role in reducing the dynamical friction significantly.
Recent studies enabled by the data provided by the Gaia satellite [89, 90] have allowed authors to look at the shape of the velocity ellipsoid of the Milky Way's stellar halo out to large Galactocentric radii [91, 92] . This allows us to estimate the final dimensionless parameter of interest, the classical Mach number M σ . Taking the one-dimensional velocity dispersion at Galactocentric radii of r = 125 kpc to be σ ≈ 80 km s −1 [91] , we see that M σ ≈ 1, meaning that the finite velocity dispersion should be important, especially as the system is large. The parameter estimates above indicate that for most values of m that are of interest, classical dynamical friction arguments should still accurately describe the orbit of Sagittarius.
The Magellanic Clouds
The Magellanic Clouds, consisting of the Large Magellanic Cloud (LMC) and the Small Magellanic Cloud (SMC), are some of the most massive satellites of the Milky Way and have been studied in depth in the literature [93] [94] [95] [96] [97] [98] . Dynamical friction has a very important role to play in the orbit of the Magellanic Clouds around the Milky Way, as was recently shown in [96] using high-resolution N -body simulations in a universe with 'traditional' CDM. In these simulations, the authors of [96] were able to show that the dark matter wake created by the infall of the LMC should have observable effects on the outer parts of the stellar halo.
Since the form of the DM wake formed in the FDM paradigm is so drastically different, we would of course expect the observable effects to change in the FDM scenario. Similarly as for Sgr, we aim here to estimate the values of the dimensionless parameters of interest to determine in what regime it lies. To this end, we take parameters for the LMC from [96] , using a scale size of ≈ 20 kpc, a total mass of M LMC ≈ 2 × 10 11 M , and a total orbital velocity of v rel ≈ 325 km s −1 gives us the dimensionless parameters of interest: As we can see, this system, like Sgr, lies deeply in the non-linear regime, and the finite size of the system is large enough to play a significant role in altering the dynamical friction. The Table 1 . Here we provide a reference to the relevant equations for dynamical friction coefficients in a given physical scenario. In the above we make the following abbreviations: point mass (PM), extended mass (EM), velocity dispersed (VD), and (as throughout the text) linear perturbation theory (LPT).
LMC system is in a regime where the classical Chandrasekhar formula will well-approximate the net dynamical friction on the object. However, the de Broglie wavelength of the relative motion of the system is not negligible:λ ∼ 60 pc, and the gravitational wake will have transient structures on this length scale, which may have observable effects.
Conclusions
In this work, we have investigated the phenomenon of dynamical friction acting on a satellite moving through an FDM background. We provided a detailed exploration of the analytic theory associated with this phenomenon, in a formalism which allows the calculation of the spatial dependence of the overdensity created by the massive satellite. After briefly reviewing the case of a point-source satellite in a background with no velocity dispersion and checking our results against the known exact solution, we moved to linear perturbutation theory (LPT), where we derived results for (i) point masses, (ii) finite-size satellites with a Plummer density profile, and (iii) a point-mass satellite in a velocity-dispersed background of FDM. To test our analytic results and to explore more non-linear regimes, we ran a large suite of fully non-linear simulations of the formation of the gravitational wake in an FDM medium. Comparing these simulations to our analytic results, we found excellent agreement in the linear regime, where our analytic results should be valid. Importantly, we determined that the LPT tends to overestimate the dynamical friction force when applied in the nonlinear regime, both for the case of zero dispersion and finite dispersion.
Finally, having extensively validated and tested our analytic results, we applied them to the investigation of various astrophysical problems of interest: (i) the globular clusters in the Fornax dSph galaxy, (ii) the Sagittarius stream, and (iii) the Magellanic Clouds. Our application to the Fornax globular clusters allowed us to quantitatively show in what regime FDM solves the so-called timing problem. In the case of Sagittarius and the Magellanic Clouds, we determined that the net drag of dynamical friction on these bodies is most likely well within the regime where classical arguments are applicable. That said, transient wavelike effects in the gravitational wake of these objects could be significant enough to have observable consequences. Validating this would, however, require detailed simulations of the objects in question.
We summarize our main conclusions as follows:
• FDM particles with masses m 10 −21 eV no longer solve the so-called 'timing problem' of the Fornax globular clusters.
• There are three distinct regimes for dynamical friction in FDM: (1) the de Broglie wavelength is large and the wake is set by the quantum pressure, well described by LPT; (2) the background fluid has velocity dispersion, de Broglie wavelength is small, and the wake behaves similarly to a collisionless Chandrasekhar wake; and (3) the length scales of the wake and the de Broglie wavelength of the velocity dispersion are comparable, and the wake has a stochastic character arising from interference crests of the background.
• LPT calculations overestimate the dynamical friction on a body when applied in the non-linear regime.
• Time-independent LPT is an excellent approximation to the true time-dependent answer, as long as it is applied in the correct way while in the linear regime (M Q 1).
• The dynamical friction force is relatively insensitive to the shape of the satellite's density distribution as long as the 'system size' b is much greater than the satellite's size . Instead, the parameter that matters the most for the overall dynamical friction force is the satellite's size itself, .
While FDM is an intriguing model of dark matter with the potential to resolve outstanding issues with small-scale structure, its unique phenomenology, with wave-like effects manifesting on galactic scales, offers numerous opportunities to constrain the model with astrophysical systems. Some constraints, such as those derived from pulsar timing [99, 100] , are quite robust but are limited by instrumental sensitivity. On the other hand, the changes that the FDM model implies for dynamical friction provide several test beds for the model itself. Given the range of satellite masses probed by our application to classic dynamical friction problems (Fornax globular clusters, Sgr, LMC) it seems that some of the best tests of these effects could come in the intermediate mass regime where M Q ∼ O(1/2π), which is outside the regime of both our analytic theory and that of classical treatments. As seen from Eqs. 2.6 and 7.1, for m ∼ 10 −22 eV and relative velocities v rel ∼ 100 km/s, these effects will be seen for satellite masses of M ∼ 10 9 M . Some potential candidate objects could be nuclei of galaxies during mergers or SMBHs on the higher mass end, also during galaxy mergers. Thus, dedicated simulations of infalling intermediate-mass satellites are crucial, and we look forward to the development of such simulations to shed light on the nature of dark matter in our Galaxy.
A Integrals for Linear Perturbation Theory Results
We proceed here with the solution to the form of the overdensity (or wake) created as a point mass travels through an initially uniform condensate in the limit of infinite time. We continue where we left off with Eq. 4.17. To simplify the notation, we will drop all tildes for dimensionless quantities, and in this Appendix all distances and wave vectors will be in units ofλ or 1/λ as appropriate.
We note that we may perform the integral over k z with contour integration, which allows us to temporarily ignore the factor of k R J 0 (k R R). For simplicity we will now define the dimensionless integrand
This integral will be evaluated by contour integration, so it is useful to specify the poles of the integrand. As k 2 = k 2 R + k 2 z , one can show that the denominator of the integrand above can be factorized as
The poles of the integrand are then k z = +χ + , −χ + , +χ − , −χ − , which can either lie on or off of the real line depending on whether k R > 1 or k R < 1; we will deal with each of these cases individually. First we make the poles explicit by rewriting the integrand as
In this case, all of the poles of the integrand lie off of the real line. We show the poles and two possible contours in the complex plane of k z below, where the original integral I(z, k R ) is along the real axis.
We see upon examining the exponential term in Eq. A.3 that we should close the contour in the upper-half of the complex plane when z > 0 (making the contribution to the integral that is off of the real line exponentially small), and we thereby pick up the residues at k z = −χ − , χ + . Similarly, when z < 0 we close in the lower-half plane and pick up the residues of the other two poles.
Using the definitions of χ ± and Cauchy's integral formula we can then easily evaluate the integral A.3. In principle, there should be distinct cases for z positive and negative, but it turns out that the solution can be succinctly written as
However, since this formula is even in z, this part of the integrand will not actually contribute to any dynamical friction forces, as the overdensity will be equal in front of and behind the perturber.
In this case, the poles all lie on the real line and the choice of contour will depend on a prescription for avoiding the poles. Below, we show our choice of pole prescription along the real line along with the two choices for closing the contour depending on the sign of z; we explain the rationale behind our pole prescription below.
We know that the result of the integral must be real, as it is directly proportional to α via a real constant and α must be real. Returning to the integral in Eq. A.3, we can see that if all of the poles are real, then the denominators of all of the residues will be real. This means that, in order to have a chance of the overall integral being real, we need the imaginary part of the exponential term to cancel with another term. This only happens in the case that ±χ + are both on the same side of the contour, and similarly for ±χ − .
This fact leaves us with four options for our contour. Two of these four choices, the ones where all poles are placed on one half of the complex plane, leave the contribution from this case to be zero in one half of the plane. Though previous authors have motivated that this should be the case [42] , the non-linear dispersion relation given in Eq. 4.33 points to the fact that a causality argument should not motivate this choice, as only linear dispersion relations have finite propagation speeds. Restricting to the case where the ±χ − and ±χ + terms lie on separate sides of the contour, we are left with two cases, corresponding to which terms we put on which side (e.g., ±χ − terms on the upper or lower half of the contour). Since our linear-theory, time-independent treatment has no notion of time, it is time-reversible, and indeed these two choices of contour correspond to a choice of the arrow of time (relative to the velocity vector) [101] . Thus, we find that the correct choice of contour for forward time is the one given above.
If we choose the contour given in the figure above, then for z > 0, we have
and for z < 0 we find
Now that we have evaluated Eq. A.1 in all relevant cases, we may return to the statement of the integral that we have for α in Eq. 4.17. Following [42] , and noting that the form of the overdensity depends on the cases k R > 1 or k R < 1, we define
and
so that we have α = α I + α II . As we have solved for the integrals over k z in either case above, we can state these integrals in a more simplified way as
We now make a change of variables in Eq. A.9 and A.10 so that the integrals are over χ ± instead of over k R :
Implementing the change of variables above in Eqs. A.9 and A.10 (χ + for A.9 and χ − for A.10) and relabeling the dummy integration variables as x in both cases, we have
(A.14)
At this point, we can combine the cases z < 0 and z > 0 by integrating from 0 to 2 in x. Plugging this into the general expression for the dynamical friction, Eq. 4.18, gives Eq. 4.19. It is clear that α I is not symmetric in z and therefore will contribute to the dynamical friction. For completeness, we also evaluate α II :
This can be further simplified by a change of coordinates to x ≡ k 2 R − 1 so that the integral becomes: As opposed to the previous term, this term is clearly symmetric in z and will therefore not contribute to the dynamical friction force.
B Analytical Calculation for Truncated Isothermal Sphere
The density profile considered for most of this paper, the Plummer sphere, provides only one example of a possible matter distribution of the satellite. While the expression for the dimensionless coefficient of dynamical friction C rel can only be found analytically in a small number of cases, it is still instructive to probe the end of the density spectrum opposite to the Plummer sphere in order to determine the impact of the satellite mass distribution on dynamical friction. We therefore calculate C rel for a more concentrated model, namely an isothermal sphere with an exponential cutoff, below. As in Appendix A, we will drop all tildes for dimensionless quantities in order to simplify the notation, and all distances and wave vectors appearing in this Appendix will be in units ofλ or 1/λ as appropriate.
The truncated isothermal sphere potential we use is given by
where G is the gravitational constant, M is the mass of the satellite, is a characteristic satellite size, and r is the radial distance from the center of the satellite. Solving Poisson's equation above yields a potential of the form
where Ei − r is a one-argument exponential integral. To find the dynamical friction for this density profile, we begin with the analog of Eq. 4.28, but instead of using the potential for the Plummer sphere, we use the potential for the isothermal sphere:
3)
The analog of Eq. 4.30 can be obtained by transforming to dimensionless variables and writing the integral
; (B.4) performing the contour integration over k z as detailed in Appendix A and making the relevant change of variables yields
Finally, the force is given by Eq. 3.11, which in this case is (B.8) One can confirm that this solution reduces to that of a point mass in the limit → 0.
The resulting curves from plotting Eq. B.8 are depicted in Fig. 11 , alongside the analogous curves for the case of a Plummer sphere (Eq. 4.31) for comparison. Despite residing at opposite ends of the spectrum of profile densities, the curves are qualitatively very similar. This demonstrates that the dynamical friction from FDM is instead more sensitive to other parameters describing the satellite, such as its size, rather than the precise mass distribution within the satellite. Figure 11 . A comparison of the curves generated from plotting Eq. B.8 (shown in solid lines) and its analog for the case of a Plummer sphere (Eq. 4.31, shown in dashed lines) for three different satellite sizes, as a function of the dimensionless cutoff parameterb. The black line is the analagous curve for the perturbative solution in the case of a plane wave, point mass, linear perturbation theory (PWPM) solution. Note the qualitative similarities among all pairs of curves; where b 100 , the curves tend to agree for both the truncated isothermal and Plummer spheres, suggesting the dynamical friction is relatively insensitive to the matter distribution of the satellite in this regime.
C Techniques for Numerical Simulations
Here, we outline the equations solved in our numerical simulations. The Schrödinger system is evolved with the unitary spectral method of [20] . Our code solves Eq. 4.1 with a Plummer profile satellite. The code solves the equations in dimensionless form, normalizing against the length-scale L Q (this is in contrast to normalization byλ in the analytic calculations of the paper). We will indicate this by placing a breve (˘) above dimensionless variables. Our dimensionless system of units for the simulation are: The dimensionless satellite profile is:
The solution is updated via a second-order spectral method: each timestep can be broken into a half-step 'kick' from the potential, carried out in real space, followed by a full-step 'drift' from the kinetic operator carried out in Fourier space, followed by another half-step 'kick', as follows:ψ whereV is the dimensionless self-potential, V ≡V · (4πL 2 Q Gρ), given by Poisson's equation
This can be solved numerically in Fourier space:
Finally, the drag coefficient is
(C.14)
We carry out this integral numerically on the discretized domain. Note that there is a general scaling symmetry of the equations:
{x, t, ρ, m, M p } → {ax, bt, cρ, a −2 bm, a 3 b −2 M p } , (C. 15) which can be used to transform our solutions to different satellite masses and FDM particle masses.
