We present multivariate penalized least squares regression estimates. We use Vapnik{ Chervonenkis theory and bounds on the covering numbers to analyze convergence of the estimates. We show strong consistency of the truncated versions of the estimates without any conditions on the underlying distribution.
Introduction
Let (X; Y ), (X 1 ; Y 1 ), (X 2 ; Y 2 ),... be independent identically distributed IR d IR -valued random vectors with EY 2 < 1. In the regression analysis we want to estimate Y after having observed X, i.e. we want to determine a function f with f(X) \close" to Y . If \closeness" is measured by the mean squared error, then one wants to nd a function f such that E ff (X) In the regression estimation problem the distribution of (X; Y ) (and consequently m) is unknown. Given a sequence D n = f(X 1 ; Y 1 ),...,(X n ; Y n )g of independent observations of (X; Y ), our goal is to construct an estimate m n (x)=m n (x; D n ) of m(x) such that the for all distributions of (X; Y ) with EY 2 < 1. Stone (1977) Universally consistency of various least squares estimates has been shown in Lugosi and Zeger (1995) and Kohler (1997a Kohler ( , 1999 Then the penalized least squares estimatem n is de ned bỹ m n ( ) = arg min (4) where n > 0 is a parameter of the estimate. Here we do not require that the minimum be unique. Observe thatm n depends on the data D n and that we have suppressed this in our notation. 
which achieves the minimum in (4), and that the coe cients a 1 ; : : : ; a n ; b 1 ; : : : ; b l 2 IR of this function can be computed by solving a linear system of equations. Under some additional assumptions on the X 1 , . . . , X n this is also shown in Section 2.4 of Wahba (1990) .
Penalized least squares estimates have been studied by many authors, see e.g. the monographs Eubank (1988) and Wahba (1990) and the literature cited therein. Most of the results in the literature are derived for xed design regression (where the X i are nonrandom) and cover the case d = 1 only. In the contex of random design regression consistency and rate of convergence of univariate penalized least squares estimates have been studied by means of empirical process theory by van de Geer (1987, 1988, 1990 ) and by Kohler (1997b) . In all papers a kind of boundedness assumption onm n is essential: For instance the second assumption in Lemma 6.1 of van de Geer (1990) implies thatm n is bounded (see van de Geer (1990), proof of Example 2.1 (ii)). It is easy to modify the estimate such that this assumption is no longer needed (cf. Kohler (1997b) ). But this is only true for d = 1. Unfortunately the equivalent multivariate assumption is much more restrictive.
Therefore we use a di erent approach to ensure boundedness of the estimate: we truncate it at some data{independent threshold tending to in nity for n tending to in nity.
We then use Vapnik{Chervonenkis theory to show strong consistency of the truncated estimate for all distributions of (X; Y ) with kXk 2 bounded a:s: and EY 2 < 1. Furthermore, after a slight modi cation of the de nition of the estimate the assumption kXk 2 bounded a:s: is no longer necessary and the estimate is strongly universally consistent.
The main result is stated in Section 2, preliminary results, including a key covering lemma, are proved in Section 3 using Vapnik{Chervonenkis theory, and the proof of the main result is given in Section 4.
Main result
For L > 0 and z 2 IR set
Letm n be de ned by (4) , and set m n (x) = T ln(n)mn (x): (6) Theorem 1 Let k 2 IN with 2k > d. Depending on the data choose n = n (D n ) > 0 such that n ! 0 (n ! 1) a:s: (7) and n n ! 1 (n ! 1) a:s: 
Application of Vapnik{Chervonenkis theory
In this section we use Vapnik{Chervonenkis approach to show Lemma 1 Let L > 0, let the estimate m n be de ned by (4) and (6) and let (7) where n is the number of partitions of fx 1 ; : : : ; x n g generated by intersections with the hyperplanes. Proposition 1 of Nobel (1996) It follows from the de nition of the estimate and (7) 
