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Preface
These lecture notes cover the material of a four hour course on Lie transformation
groups. The goal of this course is to provide the foundations of symmetry group
analysis of differential equations, a vast and very active research area with con-
nections to Lie group theory, differential geometry, differential equations, calculus
of variations, integrable systems, and mathematical physics, among others. The
standard reference in this field is P. J. Olver’s seminal work [14], and to a large part
this set of notes will closely follow his exposition. We do, however, take a slightly
different approach to the foundations of the field and try to give a reasonably com-
plete exposition of the underlying theory of local transformation groups, which in
turn is based on H. Sussmann’s study [18] of the integrability of distributions of
non-constant rank. For connecting this material with Olver’s approach, we have
found V. Schmidt’s doctoral thesis [17] very helpful.
I have tried to make these notes self-contained, pre-supposing only that the reader
be familiar with the material covered in basic courses on Differential Geometry
and Lie Groups. More precisely, the presentation is a direct continuation of my
courses [9] and [11] (which in turn is mostly based on [3]), as well as the chapter
on submanifolds in [10]. In particular, these notes supply proofs for many results
that are left to the reader in [14]. Clearly what we can provide here is only a first
step into the field, but it should allow the reader to delve into the subject, e.g., by
further studying [14].
I am greatly indebted to Roman Popovych for carefully reading the entire manuscript
and for suggesting numerous improvements.
Michael Kunzinger, summer term 2015
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Chapter 1
Lie transformation groups
1.1 Basic concepts
Throughout this course, by a manifold we mean a smooth (C∞) manifold. However,
we do not a priori assume further properties of the natural manifold topology like
Hausdorff or second countable. In this chapter we will follow [3].
We begin by recalling [11, Def. 16.1]:
1.1.1 Definition. A transformation of a manifold M is a diffeomorphism from
M onto M . A group G acts on M as a transformation group (on the left) if there
exists a map Φ: G×M →M satisfying:
(i) For every g ∈ G the map Φg : m 7→ Φ(g,m) is a transformation of M .
(ii) For all g, h ∈ G, Φg ◦ Φh = Φgh.
In particular, Φe = idM .
G acts effectively on M if Φg(m) = m for all m ∈ M implies g = e. G acts freely
on M if it has no fixed points, i.e., if Φg(m) = m for some m ∈ M implies that
g = e.
Our main object of study is introduced next.
1.1.2 Definition. A Lie group G acts as a Lie transformation group on a manifold
M if there exists a smooth surjection Φ: G ×M → M such that for all g, h ∈ G,
Φg ◦ Φh = Φgh.
We first note that any Lie transformation group is a transformation group in the
sense of 1.1.1. To see this, note first that Φ being surjective implies that Φe = idM .
In fact, given m ∈ M there exist m′ ∈ M , h ∈ G with Φh(m′) = m. Therefore,
Φe(m) = Φe ◦ Φh(m′) = Φh(m′) = m. Consequently, Φ−1g = Φg−1 for all g ∈ G,
so each Φg is a transformation of M , and we have verified all conditions from Def.
1.1.1. We will often briefly write gm instead of Φg(m).
1.1.3 Example. Let X be a complete vector field on a Hausdorff manifold M .
Then the flow ofX defines a smooth map Ψ := FlX : R×M →M with Ψ(s,Ψ(t,m))
= Ψ(s + t,m) for all s, t ∈ R and all m ∈ M . Ψ therefore induces a Lie trans-
formation group of the Lie group (R,+) on M . Each Ψt := m 7→ Ψ(t,m) is a
transformation on M and t 7→ Ψt is a homomorphism of R into the group of trans-
formations on M .
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1.1.4 Lemma. Let G be a Lie group acting as a Lie transformation group on M
and let H be a Lie subgroup of G. Then also H acts as a Lie transformation group
on M .
Proof. Let j : H →֒ G be the natural injection and let Φ: G ×M → M be as in
1.1.2. Then ΦH : H ×M →M , ΦH := Φ ◦ (j × idM ) does the trick. ✷
If G acts as a transformation group on M via Φ then a subset A of M is called
invariant under G if Φ(G×A) ⊆ A.
1.1.5 Proposition. If a regular submanifold M ′ of M is invariant under the
action of a Lie transformation group G on M then G acts naturally on M ′ as a Lie
transformation group.
Proof. Let j : G×M ′ →֒ G×M be the natural injection. Then sinceM ′ is regular,
the map Φ′ : G ×M ′ → M ′ induced by Φ ◦ j is smooth (see [10, 1.1.14]), hence it
defines an action of G on M ′. ✷
1.1.6 Example. GL(n,R) acts on Rn as a Lie transformation group via (A, x) 7→
Ax. By 1.1.4, so does O(n,R). Since Sn−1 is a regular submanifold of Rn invariant
under O(n,R), 1.1.5 implies that O(n,R) acts on Sn−1 as a Lie transformation
group.
For the notion of quotient manifold, cf. [11, Sec. 15]. We say that a transformation
group G preserves an equivalence relation ρ on M if (m1,m2) ∈ ρ and g ∈ G imply
(gm1, gm2) ∈ ρ.
1.1.7 Proposition. If M/ρ is a quotient manifold of M and if the equivalence
relation ρ is preserved by a Lie transformation group G on M then G acts naturally
on M/ρ as a Lie transformation group.
Proof. Denote by π : M → M/ρ the natural surjection. Then id × π : G ×
M → G × (M/ρ) is a submersion, so G× (M/ρ) is a quotient manifold of G×M .
Moreover, the smooth map π◦Φ: G×M →M/ρ is an invariant of the corresponding
equivalence relation on G×M since (g,m1) ∼ (g,m2) if and only if (gm1, gm2) ∈ ρ,
which implies π ◦ Φ(g,m1) = π(gm1) = π(gm2) = π ◦ Φ(g,m2). By [11, 15.13] it
therefore projects to a smooth map
Φρ : G× (M/ρ)→M/ρ, (g, π(m)) 7→ π(gm)
which defines the required action of G on M/ρ since
Φρ(g1,Φρ(g2, π(m))) = Φρ(g1, π ◦ Φ(g2,m)) = π ◦Φ(g1,Φ(g2,m))
= π ◦ Φ(g1g2,m) = Φρ(g1g2, π(m)).
✷
1.1.8 Example. Any Lie group G acts on itself as a Lie transformation group
via multiplication µ : G × G → G. A subgroup H of G determines an equivalence
relation ρ on G by
(g1, g2) ∈ ρ :⇔ ∃h ∈ H : g1 = g2h
and this relation is preserved by the transformation group. If the set of orbits G/H
(i.e., the set of left cosets) is a quotient manifold of G (cf. [11, Sec. 15, 20]) then
G acts naturally on G/H as a Lie transformation group with action Φ given by
(g, aH) 7→ (ga)H . A sufficient condition for G/H to be a quotient manifold of G is
that H is closed, not open, and connected (see [11, 20.5]).
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1.1.9 Proposition. If H is a closed subgroup of a Lie group G such that G/H is
a quotient manifold of G, then G/H is a Hausdorff manifold.
Proof. Recall from [11, 15.9] that the natural manifold topology of G/H is the
quotient topology with respect to the natural projection π : G → G/H . Suppose
first that gH ∈ G/H is distinct from H . Then gH is a closed subset of G that
does not contain e. Hence there exists a neighborhood U of e in G which is disjoint
from gH . Pick a neighborhood V of e in G such that V −1V ⊆ U . We show that
π(V g) and π(V ) are disjoint neighborhoods of gH and H , respectively. Indeed, if
π(V g) ∩ π(V ) 6= ∅ then there exist a, b ∈ V such that agH = bH , so a−1b ∈ gH .
But a−1b ∈ V −1V ⊆ U , so we obtain a contradiction.
In general, if gH and g′H are distinct elements of G/H then so are H and (g−1g′)H
and by what we have shown above they possess disjoint neighborhoods W and W ′.
Denoting by φ the action of G on G/H from 1.1.8, it follows that Φg(W ) and
Φg(W
′) are disjoint neighborhoods of gH and g′H . ✷
Recall from [11, Sec. 4, 6] that a vector field X ∈ X(G) is called left- (resp. right)-
invariant if L∗gX = X (resp. R
∗
gX = X) for each g ∈ G. We denote by XL(G) (resp.
XR(G)) the space of left- (resp. right)-invariant vector fields on G. Also, we identify
XL(G) with the Lie algebra g via TeG ∋ v 7→ Lv ∈ XL(G), where Lv(g) := TeLg(v).
The inverse of this map is X 7→ X(e).
Similarly, g is isomorphic to XR(G) via TeG ∋ v 7→ Rv ∈ XR(G) with Rv(g) :=
TeRg(v). We usually equip g with the Lie algebra structure induced by [v, w] :=
[Lv, Lw](e). Alternatively, we may set [v, w]R := [R
v, Rw](e). The resulting Lie
algebra will be denoted by gR. We have:
1.1.10 Proposition. Let G be a Lie group. Then
(i) The map F : Lv 7→ −Rv is a Lie algebra isomorphism from XL(G) onto
XR(G).
(ii) The map f : v 7→ −v is a Lie algebra isomorphism from g onto gR.
Proof. (i) By what was said above, F is a linear isomorphism, since both Lv 7→
v ∈ g and v 7→ Rv are. Furthermore, by [11, 6.1 (iii)] we have:
[F (Lv), F (Lw)] = [Rv, Rw] = R−[v,w] = −R[v,w] = F (L[v,w]) = F ([Lv, Lw]),
so F is a Lie algebra isomorphism.
(ii) We have [v, w]R = [R
v, Rw](e) = R−[v,w](e) = −[v, w]. Hence
[f(v), f(w)]R = [−v,−w]R = [v, w]R = −[v, w] = f([v, w]).
✷
1.1.11 Remark. By [11, 6.1] The map F from 1.1.10 can also be written as
X 7→ ν∗X . In fact, if X ∈ XL(G) then since ν ◦Rg = Lg−1 ◦ ν we have
R∗g(ν
∗X) = (ν ◦Rg)∗X = (Lg−1 ◦ ν)∗X = ν∗(L∗g−1X) = ν∗X,
so ν∗X ∈ XR(G), and by symmetry ν∗ : XL(G) → XR(G) is an isomorphism.
Moreover, ν∗(Lv)(e) = (Teν)−1 ◦ Lv ◦ ν(e) = −v, so ν∗(Lv) = R−v = F (Lv).
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Let now Φ: G×M →M be a Lie transformation group and let m ∈M . Then the
map
Φm : G→M
Φm(g) := Φ(g,m)
(1.1.1)
is smooth. Given any v ∈ TeG = g, let
Φ(v) :M → TM
Φ(v)(m) := TeΦm(v)
(1.1.2)
Then Φ(v)(m) = TΦ(v, 0m), so Φ(v) is smooth. Also, with π : TM → M and
π˜ : T (G ×M) → G ×M the canonical projections, π ◦ Φ(v)(m) = Φ(π˜(v, 0m)) =
Φ(e,m) = m, so Φ(v) is a smooth section of TM , i.e., Φ(v) ∈ X(M). We set
R(G,M) := {Φ(v) | v ∈ g}. (1.1.3)
R(G,M) is called the Killing algebra of Φ. Since v 7→ Φ(v) is linear, it is a finite-
dimensional vector space. In fact, we even have:
1.1.12 Proposition. The map Φ: v 7→ Φ(v) is a Lie algebra homomorphism from
gR onto R(G,M).
Proof. Given any v ∈ g, we first show that for any m ∈ M , the right-invariant
vector field Y on G with Y (e) = v is Φm-related to Φ(v). In fact, noting that
Φm ◦Rg(h) = Φm(hg) = Φ(h,Φm(g)) = Φm′(h) with m′ := Φm(g), we obtain:
TgΦm(Y (g)) = TgΦm(TeRg(v)) = Te(Φm ◦Rg)(v) = TeΦm′(v) = Φ(v)(Φm(g)).
Thus for any v ∈ g,
TgΦm(Y (g)) = Φ(v)(Φm(g)). (1.1.4)
From this, by [11, 4.4] we conclude that for Z = Rw another right-invariant vector
field we have
[Φ(v),Φ(w)] ◦ Φm = TΦm ◦ [Y, Z].
Inserting e, this gives
[Φ(v),Φ(w)]m = TeΦm([Y, Z]e) = TeΦm([v, w]R)
(where we used that [Rv, Rw] = R[v,w]R , cf. 1.1.10). Thus, finally, [Φ(v),Φ(w)] =
Φ([v, w]R), as claimed. ✷
In the following result, we will start denoting the time variable in the flow map of a
vector field with ε, for the sake of compatibility with the case of symmetry groups
of differential equations later on.
1.1.13 Proposition. If M is T2, then every vector field Φ(v) ∈ R(G,M) is com-
plete, with flow
FlΦ(v)ε (m) = Φ(exp(εv),m) = exp(εv) ·m.
In particular,
Φ(v)(m) =
d
dε
∣∣∣∣
0
Φ(exp(εv),m). (1.1.5)
Proof. In the proof of 1.1.12 we have seen that Rv is Φm-related to Φ(v). Thus by
[11, 7.2] it follows that Φm ◦ FlR
v
ε = Fl
Φ(v)
ε ◦Φm. Moreover, by [11, 8.2], FlR
v
ε (g) =
exp(εv) · g. Therefore,
FlΦ(v)ε (m) = Fl
Φ(v)
ε ◦ Φm(e) = Φm(exp(εv) · e) = Φ(exp(εv),m).
Completeness of Φ(v) is immediate from this description. ✷
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1.1.14 Example. Let Φ: R ×M → M be a Lie transformation group with Lie
group (R,+) and T2-manifold M . Then R(R,M) is generated by Φ(
d
dε
∣∣
0
). More-
over, the flow of Φ( ddε
∣∣
0
) is given by Φ itself: Fl
Φ( ddε |0)
ε (m) = Φ(ε,m): this is
immediate from 1.1.13 since exp(ε ddε
∣∣
0
) = ε.
Recall from [11, Sec. 16] that, given a Lie transformation group Φ: G ×M → M ,
we set
K := {k ∈ G | Φk = idM}.
Then K is a normal subgroup of G and [11, 16.3] demonstrates that the quotient
group G/K acts effectively on M . Moreover, K is closed in G since we can write
K =
⋂
m∈M Φ
−1
m (m). Hence by [11, 21.6], if K is not open then the quotient
manifold G/K is a Lie group. The exceptional case here is not very interesting
though:
1.1.15 Remark. If K is open, then R(G,M) = 0. Indeed, if K is open (and
closed) then since e ∈ K we must have Ge ⊆ K. Then because for all v ∈ g,
exp(εv) ∈ Ge it follows that Φm(exp(εv)) = m for all m ∈ M , and differentiating
with respect to ε at ε = 0 implies that Φ(v)(m) = TeΦm(v) = 0 for all m. Thus
Φ(v) = 0 and thereby R(G,M) = 0.
1.1.16 Proposition. If K is not open then G/K acts effectively on M as a Lie
transformation group and R(G/K,M) = R(G,M).
Proof. Let
Φ′ : (G/K)×M →M
(gK,m) 7→ Φ(g,m)
To see that Φ′ is well-defined and smooth let π : G→ G/K be the natural projec-
tion. Then π×idM : G×M → (G/K)×M is a submersion (cf. [11, 20.5]) and Φ is an
invariant of the corresponding equivalence relation on G×M : if (g1,m1) ∼ (g2,m2)
then g1K = g2K and m1 = m2, so Φ(g1,m1) = Φ
′(g1K,m1) = Φ′(g2K,m2) =
Φ(g2,m2). Thus by [11, 15.13], the map Φ
′, being the projection of Φ, is itself
smooth. That Φ′ gives an effective action has been shown in [11, 16.3].
Finally, for any m ∈M we have Φm = Φ′m ◦ π, so for any v ∈ g we get TeΦm(v) =
TeΦ
′
m ◦ Teπ(v), i.e., Φ(v) = Φ′(Teπ(v)). Since Teπ is a surjection, this gives
R(G/K,M) = R(G,M). ✷
1.1.17 Proposition. Let Φ be a transformation group that acts effectively on a
T2-manifold M . Then the map
Φ: gR → R(G,M)
defined by (1.1.2) is a Lie algebra isomorphism.
Proof. Using 1.1.12 it only remains to show that Φ is injective. Thus let Φ(v) = 0.
Then by 1.1.13 it follows that exp(εv) ·m = m for all m ∈M and all ε ∈ R. Since
G acts effectively we conclude that exp(εv) = e for all ε, giving v = 0. ✷
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1.1.18 Example. Let G = GL(n,R) and M = Rn with Φ: (A, x) 7→ A · x. To
determine the map (1.1.2) we let Aij be the standard coordinates on GL(n,R) and
xk those on Rn. Then
TeΦx
( ∂
∂Aij
)
=
∑
k
( ∂
∂Aij
(xk ◦ Φx)
)( ∂
∂xk
∣∣∣∣
x
)
=
∑
k,r
( ∂
∂Aij
(Akrxr)
) ∂
∂xk
∣∣∣∣
x
= xj
∂
∂xi
∣∣∣∣
x
,
so Φ = [Bij ] 7→∑i,j Bijxj ∂∂xi . Since G act effectively, Φ is an isomorphism.
1.1.19 Remark. There is a strong converse of 1.1.17, due to R. Palais (see [15,
p. 95]): If A is a finite-dimensional Lie algebra of complete vector fields on a T2-
manifold M , then there exists a connected Lie group G which acts effectively on M
as a Lie transformation group and such that A = R(G,M).
1.2 Orbits under a Lie transformation group
From [11, Sec. 16] we know that any transformation group Φ acting on a manifold
M induces an equivalence relation on M : m ∼ m′ iff there exists some g ∈ G with
m′ = gm. The equivalence class of any x ∈ M is called the orbit of m under G. It
is the range of the map Φm = g 7→ Φ(g,m), G→M .
1.2.1 Definition. Let Φ: G ×M → M be a transformation group on a manifold
M . For any m ∈ M , the subgroup Gm := Φ−1m (m) = {g ∈ G | g ·m = m} is called
the isotropy group of m.
1.2.2 Remark. (i) Isotropy groups at equivalent points in M are conjugate sub-
groups of G. In fact, suppose that m′ = gm. Then (gGmg−1)m′ = m′, so
gGmg
−1 ⊆ Gm′ , and analogously g−1Gm′g ⊆ Gm, so gGmg−1 = Gm′ .
(ii) For any m ∈ M , the map Φm : G → M projects to a map Ψm : G/Gm → M
defined by gGm 7→ gm. The range of Ψm is the orbit of m. Also, Ψm is injective:
if Ψm(g1Gm) = Ψm(g2Gm) then g1m = g2m, so g
−1
1 g2 ∈ Gm, i.e., g1Gm = g2Gm.
1.2.3 Remark. Let Φ: G × M → M be a Lie transformation group on a T2-
manifold M . Then any Gm is a closed subgroup of G. Hence by [11, 21.7], Gm is
either discrete or it admits a unique structure as a (regular) submanifold of G. In the
latter case it is also a Lie subgroup of G. Ifm′ = gm then by 1.2.2 (i), Gm is mapped
onto Gm′ by the diffeomorphism Lg ◦Rg−1 . Thus the isotropy groups at points of an
orbit are either all discrete or are regular submanifolds and Lie subgroups of G that
are pairwise diffeomorphic (since Gm, Gm′ are regular submanifolds, the restriction
of Lg ◦Rg−1 is also a diffeomorphism from Gm onto Gm′).
If Gm is open then it must be a union of connected components of G, which,
by [11, 2.4] are precisely the cosets of the normal subgroup Ge. If, for example,
G = g1Ge∪· · ·∪gkGe and Gm = g1Ge∪· · ·∪glGe, then G/Gm = {g1Gm, . . . , gkGm},
since for g ∈ gjGe we have
π(g) = g ·
l⋃
i=1
giGe =
l⋃
i=1
gGegi =
l⋃
i=1
gjGegi = gjGm.
Also, the orbit of m only consists of finitely many points (namely Ψm(G/Gm) =
{g1 ·m, . . . , gk ·m}). Otherwise, we have:
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1.2.4 Theorem. Let Φ: G×M →M be a transformation group on a T2-manifold
M and let m ∈ M . If the isotropy group Gm of m is not open in G then the map
Ψm from 1.2.2 (ii) is an injective immersion of the quotient manifold G/Gm into
M .
Proof. Since Φm = Ψm ◦ π (with π : G → G/Gm), Ψm is the projection of the
smooth map Φm, hence is itself smooth (see [10, 1.1.9]). Also, G/Gm is a quotient
manifold of G by [11, 21.5]. Since Ψm is injective by 1.2.2 (ii), it remains to show
that its rank in any point equals the dimension of G/Gm. Since π is a submersion,
this is the case if and only if the rank of Φm is everywhere equal to dim(G/Gm).
We begin by showing that this is true at e.
Let v ∈ TeG such that TeΦm(v) = 0. By (1.1.2) this means that the vector field Φ(v)
has a zero at m. Therefore 1.1.13 implies that FlΦ(v)ε (m) = exp(εv)m = m for all ε,
i.e., exp(εv) ∈ Gm for all ε. Now if Gm is discrete then the image of ε → exp(εv),
being connected, must consists solely of e ∈ G, so v = ddε
∣∣
0
exp(εv) = 0. In this
case, then, TeΦm is injective, and so the rank of TeΦm equals the dimension of G,
and thereby the dimension of G/Gm.
If Gm is non-discrete then by 1.2.3 it is a regular submanifold of G. Hence ε 7→
exp(εv) is smooth as a map into Gm (see [10, 1.1.14]), and so v =
d
dε
∣∣
0
exp(εv) ∈
TeGm. Altogether, we obtain that ker(TeΦm) ⊆ TeGm. Conversely, Φm is constant
on Gm, so TeΦm|TeGm ≡ 0, hence in fact ker(TeΦm) = TeGm. Consequently, using
[11, 21.7] we obtain
rk(TeΦm) = dimG− dimGm = dimG/Gm.
Finally, if g is an arbitrary point in G then Φm ◦Rg = Φm′ , where m′ = gm. Then
since Rg is a diffeomorphism we have
rkg(Φm) = rke(Φm′) = dimG/Gm′ .
Now by 1.2.3 Gm and Gm′ are either both discrete or they are diffeomorphic, so we
conclude that the rank of Φm equals dimG/Gm for every m ∈M . ✷
1.2.5 Corollary. Under the assumptions of 1.2.4, the orbit G ·m of any m ∈ M
can be endowed with the structure of an immersive submanifold of M diffeomorphic
to G/Gm.
Proof. For clarity, we write Ψ˜m for Ψm, viewed as a (bijective) map from G/Gm
to G ·m. Declaring Ψ˜m to be a diffeomorphism provides G ·m with a differentiable
structure with respect to which the inclusion map j : G ·m →֒ M is an immersion
since j ◦ Ψ˜m = Ψm : G/Gm →M is an immersion. ✷
1.2.6 Remark. Suppose that G is connected and let m ∈ M . By 1.2.4 the orbit
G ·m can be discrete only if Gm is open. In this case, Gm is open and closed in G,
so Gm = G and therefore G ·m = {m}.
1.2.7 Example. Let M = R2, G = (R,+), and X = −y∂x + x∂y the rotation
vector field on M . Then we obtain a Lie transformation group Φ by
Φ: (ε, (x, y)) 7→ FlXε (x, y) = (x cos ε− y sin ε, x sin ε+ y cos ε).
The orbits of Φ are the regular submanifolds {x2 + y2 = const} and the singleton
{(0, 0)}.
7
Recall that G is said to act transitively onM if for anym, m′ ∈M there exists some
g ∈ G with gm = m′. Such a group action possesses only a single orbit, namely the
manifold M itself. By 1.2.2 (i) this means that any Ψm is a bijection from G/Gm
onto M . To further elaborate on this, we will need the following auxiliary result:
1.2.8 Lemma. Let Mm and Nn be manifolds and suppose that M is second count-
able and that m < n. Then an immersion Ψ : M → N cannot be onto any open
subset W of N .
Proof. It suffices to take for W the domain of a chart χ in N . Let p be any
point in Ψ−1(W ) and choose charts (U,ϕ = (x1, . . . , xm)) around p in M and
(V, η = (y1, . . . , yn)) around Ψ(p) such that Ψ(U) ⊆ V ⊆ W and such that η ◦ Ψ ◦
ϕ−1 = (x1, . . . , xm) → (x1, . . . , xm, 0, . . . , 0). Then η(Ψ(U)) ⊆ Rm × {0} ⊆ Rn, so
it has Lebesgue measure 0. It follows that also the image χ(Ψ(U)) of this set under
the smooth map χ ◦ η−1 has Lebesgue measure 0.
As p varies in Ψ−1(W ), the domains U cover the set Ψ−1(W ). As M is second
countable we may extract a countable subcover {Uk | k ∈ N} from this collection.
Then the sets Ψ(Uk) cover W ∩Ψ(M), entailing
χ(W ∩Ψ(M)) =
⋃
k∈N
χ(Ψ(Uk)).
But then χ(W ∩ Ψ(M)) has Lebesgue measure 0 and so it cannot be all of χ(W ).
It follows that Ψ(M) cannot contain all of W . ✷
Using this, we can prove:
1.2.9 Proposition. Let G be a second countable Lie group that acts transitively
as a Lie transformation group on the T2-manifold M . Then M is diffeomorphic to
G/Gm, for any m ∈M .
Proof. Fix any m ∈ G. If Gm is open, then so is any gGm, hence any point
in G/Gm (because π
−1(π(g)) = gGm), which is therefore discrete (cf. [11, Rem.
20.1]). Otherwise, by [11, 21.5] G/Gm possesses a differentiable structure as a
quotient manifold of G. In both cases, the quotient map π : G → G/Gm is open
and continuous, so also the topology of G/Gm is second countable. Hence if G/Gm
were discrete it would be countable. But Ψm is bijective, so this would imply that
M was countable, which is impossible. Hence G/Gm is not discrete, and so it is a
quotient manifold of G with a countable basis for its topology. Also, by 1.2.4 Ψm is
an injective immersion of G/Gm into M . Hence dimG/Gm ≤ dimM . Since Ψm is
ontoM , 1.2.8 implies that the dimensions in fact are equal. As Ψm : G/Gm →M is
an immersion, it follows that its tangent map is bijective at any point. Thus by the
inverse function theorem it is a local diffeomorphism, hence a global diffeomorphism
since it is bijective. ✷
1.2.10 Corollary. Let G be a second countable Lie group that acts transitively and
freely as a Lie transformation group on the T2-manifold M . Then M is diffeomor-
phic to G.
Proof. If G acts freely then Gm = {e} for every m ∈ M . Hence G/Gm = G and
the result follows from 1.2.9. ✷
1.2.11 Corollary. Let G be a compact Lie group that acts transitively as a Lie
transformation group on the T2-manifold M . Then M is compact.
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Proof. Since G is compact, it is second countable. By 1.2.9, M is diffeomorphic
to G/Gm, for any m ∈ M . Let π : G → G/Gm be the quotient map. Then
π(G) = G/Gm is compact, hence so is M . ✷
1.2.12 Example. We continue our study of the action of O(n,R) on Sn−1 as a
Lie transformation group from 1.1.6. This action is given by
Φ: O(n,R) × Sn−1 → Sn−1
(A, x) 7→ Ax.
For any vector v ∈ Sn−1 we can find an orthogonal matrix T with v as its first
column, so Te1 = v. Hence Φ has only a single orbit, S
n−1, i.e., it is transitive.
The isotropy groupGe1 of e1, i.e., those elements ofO(n,R) that leave e1 unchanged,
are the matrices of the form
A =
(
1 0
0 D
)
with D ∈ O(n − 1,R). By 1.2.9 we conclude that Sn−1 is diffeomorphic to the
quotient manifold O(n,R)/Ge1 , i.e., S
n−1 ∼= O(n,R)/O(n − 1,R).
1.3 Groups of transformations on a T2-manifold
1.3.1 Definition. A set G of transformations on a T2-manifold M which is a group
under composition (g1, g2) 7→ g1◦g2 (g1, g2 ∈ G) is called a group of transformations
of M .
According to 1.1.1, the map Φ: (g,m) 7→ g(m) ≡ gm then defines a transformation
group on M . Moreover, this action obviously is effective. In this section we want
to analyze whether G can be endowed with a Lie group structure such that Φ is
smooth. The following example shows that such a structure may not be unique in
general:
1.3.2 Example. Let G be the group of translations on R2 and let φa := z 7→
z + a. Then G is bijectively mapped onto R2 by φa 7→ a, and this defines a C∞-
structure on G, for any given C∞-structure on R2. But on R2 there are different
such structures, e.g., the standard one and the one from [11, Ex. 14.3]. Both of
these induce corresponding structures on G such that Φ is smooth.
Recall from 1.1.3 that a complete vector field X on M induces an action of (R,+)
on M as a Lie transformation group via the flow of X , Ψε := m 7→ FlXε (m). We
call the vector field X tangent to G if all the resulting transformations Ψε belong
to G.
1.3.3 Definition. A group of transformations on a T2-manifold M is called a Lie
group of transformations if it admits a Lie group structure such that
(i) The map Φ: (g,m) 7→ gm is smooth.
(ii) If X ∈ X(M) is complete and tangent to G then the group homomorphism
ε 7→ Ψε is a one-parameter subgroup of G.
The above is the desired property entailing uniqueness:
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1.3.4 Proposition. A group of transformations of a T2-manifold M admits at
most one structure as a Lie group of transformations of M .
Proof. Let G and G′ be two Lie group structures on a group of transformations
that both satisfy 1.3.3. We have to show that id : G → G′ is a diffeomorphism.
We first note that by 1.3.3 (i), G is a Lie transformation group on M , denoted by
Φ: G × M → M . Hence by 1.1.13 any v ∈ TeG defines a complete vector field
Φ(v) ∈ X(M) with FlΦ(v)ε (m) = exp(εv)m. It follows that Φ(v) is tangent to G.
Now 1.3.3 (ii) implies that ε 7→ id◦exp(εv) : R→ G′ is a one-parameter subgroup of
G′. By [11, 8.3] there is a unique v′ ∈ TeG′ such that id ◦ exp(εv) = exp′(εv′) (with
exp′ the exponential map of G′). Thereby we obtain a well-defined map v 7→ v′
from TeG to TeG
′.
Fixing a basis (v1, . . . , vn) of TeG, let ϕ = (x
1, . . . , xn) be the corresponding canon-
ical chart of the second kind, cf. [11, Rem. 8.5]. Then since id is a group homomor-
phism,
id ◦ (exp(x1v1) . . . exp(xnvn)) = exp′(x1v′1) . . . exp(xnv′n),
implying that id is smooth on the domain of ϕ. Smoothness at an arbitrary point
of G then follows by writing id = L′g ◦ id ◦ Lg−1 . Interchanging G and G′ in the
above argument shows that id in fact is a diffeomorphism. ✷
1.3.5 Remark. By 1.3.3 (i), any Lie group G of transformations is also a Lie
transformation group that acts effectively on M . Therefore, 1.1.17 implies that
R(G,M) is Lie algebra-isomorphic to gR.
1.3.6 Proposition. If a group G of transformations of a T2-manifold M admits
the structure of a Lie group of transformations then the set Xt(M) of complete vector
fields on M tangent to G is a finite-dimensional Lie algebra (namely R(G,M)).
Proof. Denote the action of G on M by Φ: G×M →M . By 1.1.13, every Φ(v) ∈
R(G,M) is complete with corresponding transformations Ψε : m 7→ FlΦ(v)ε (m) =
exp(εv)m, hence belonging to G. Thus Φ(v) is a complete vector field on M that
is tangent to G, i.e., R(G,M) ⊆ Xt(M).
Conversely, let X ∈ Xt(M) and let Ψε := m 7→ FlXε (m) be the corresponding
transformation of M . By 1.3.3 (ii), ε 7→ Ψε is a one-parameter subgroup of G,
so by [11, 8.3] there is a unique v ∈ TeG with Ψε(m) = exp(εv)m for all m ∈ M .
Thus the vector fields X and Φ(v) have the same maximal integral curves and hence
coincide, so X ∈ R(G,M). ✷
1.3.7 Remark. There is in fact also a converse to 1.3.6, see [15, p. 103]: Let G
be a group of transformations of a T2-manifold M . If Xt(M) generates a finite-
dimensional Lie algebra A of vector fields on M then G admits the structure of a
Lie group of transformations of M and A = R(G,M).
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Chapter 2
Integrability of distributions
of non-constant rank
2.1 Distributions of non-constant rank
In [11, 17.32] we proved the classical Frobenius theorem on the integrability of
distributions of constant rank:
2.1.1 Theorem. Let M be an n-dimensional T2-manifold and let ∆ be a k-
dimensional distribution on M . Then the following are equivalent:
(i) ∆ is involutive.
(ii) Every point in M lies in the domain of a flat chart ϕ = (x1, . . . , xn) for
∆, i.e., such that ∂x1 |m, . . . , ∂xk |m forms a basis of ∆(m) for each m in the
domain of ϕ.
(iii) Every point of M is contained in an integral manifold of ∆.
(iv) Every point m of M lies in a cubic chart (ϕ = (x1, . . . , xn), U), ϕ(U) =
[−c, c]n centered around m such that the slices Ua = ϕ−1(Rk×{a}) are integral
manifolds of ∆. If M ′ is a connected integral-manifold of ∆ with M ′ ⊆ U
then M ′ is contained in one such slice.
Note that in [11] we called a distribution integrable if it satisfies (ii). However, in
this chapter we will use (iii) instead, cf. 2.1.17 below.
For the application to orbits of (local) transformation groups we have in mind,
2.1.1 is too restrictive in that it requires ∆ to have constant rank (i.e., dimension) k
everywhere. In this chapter we closely follow H. Sussmann’s article [18], as well as
P. Michor’s exposition in [13] to develop a theory of integrability for distributions
of non-constant rank.
Throughout this chapter, all manifolds are supposed to be T2 and paracompact.
2.1.2 Definition. We call
Xloc(M) :=
⋃
{X(U) | U ⊆M open}
the space of local vector fields on M .
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If X , Y are local vector fields on M , then so is [X,Y ], defined on the intersection of
the domains of X and Y . We agree to consider the ‘empty vector field’ an element
of Xloc(M), to avoid having to add formulations like ‘if the domains of X and Y
intersect’, and similar for further local notions to be introduced below.
For any X ∈ Xloc(M) we denote the maximal domain of FlX in R×M by UX . UX
is an open subset of R×M (see [9, 2.5.17]). For each t ∈ R, FlXt is a diffeomorphism
of some maximal open set Ut(X) (which may be empty) onto some open set U
′
t(X).
Note that U ′t(X) = U−t(X).
For any n ≥ 1 in N, any ξ = (X1, . . . , Xn) ∈ Xloc(M)n, any T = (t1, . . . , tn) ∈ Rn,
and any m ∈M we set
ξT (m) := Fl
X1
t1 (Fl
X2
t2 (. . .Fl
Xn
tn (m) . . . )). (2.1.1)
The maximal domain of (T,m) 7→ ξT (m) then is an open subset of Rn ×M that
will be denoted by Uξ, and we let UT (ξ) be the set of all m ∈ M such that ξT (m)
is defined, i.e., UT (ξ) = {m ∈M | (T,m) ∈ Uξ}.
2.1.3 Definition. A diffeomorphism f : U → U ′ between open subsets of M is
called a local diffeomorphism.
If fi : Ui → U ′i (i = 1, 2) are local diffeomorphisms, then so is f1 ◦ f2, with domain
f−12 (U1) and range f1(U
′
2∩U1). Moreover, f−11 : U ′1 → U1 is a local diffeomorphism
as well. A group of local diffeomorphisms is a set G of local diffeomorphisms that
is closed under composition and inverses.
Our main examples of local diffeomorphisms are flows of local vector fields. For any
X ∈ Xloc(M) the set of all FlXt (t ∈ R) is called the group of local diffeomorphisms
generated by X , and is denoted by GX . More generally, if D is any subset of
Xloc(M) then there exists a smallest group of local diffeomorphisms containing⋃{GX | X ∈ D}. This group (more precisely, pseudogroup) will be denoted by
GD. It is called the group of local diffeomorphisms generated by D. By definition,
we have
GD = {ξT | ∃n : ξ ∈ Dn, T ∈ Rn}. (2.1.2)
Given finite tuples λ = (λ1, . . . , λm), µ = (µ1, . . . , µk), by λµ we denote their con-
catenation (λ1, . . . , λm, µ1, . . . , µk), and by λˆ we denote the reverse tuple (λm, . . . , λ1).
With these notations we have
ξT ηT ′ := ξT ◦ ηT ′ = (ξη)TT ′ and (ξT )−1 = ξ−Tˆ .
A subset D of Xloc(M) is called everywhere defined if the union of all domains
of elements of D covers M . An analogous definition applies to groups of local
diffeomorphisms.
2.1.4 Definition. Let G be an everywhere defined group of local diffeomorphisms.
Two elements m1, m2 of M are called G-equivalent if there exists some g ∈ G such
that g(m1) = m2. The equivalence classes of the resulting equivalence relation on M
are called the orbits of G. If D ⊆ Xloc(M) is everywhere defined then the GD-orbits
are also called D-orbits. The orbit of m ∈M is called trivial if it equals {m}.
Thus m1, m2 belong to the same D-orbit if and only if there exists some n ≥ 1,
some ξ ∈ Dn and some T ∈ Rn such that ξT (m1) = m2. From this we immediately
conclude:
2.1.5 Lemma. Two points m1, m2 belong to the same D-orbit if and only if there
exists a piecewise smooth curve γ : [a, b] → M such that γ(a) = m1, γ(b) = m2,
with the following property: There exist a = t0 < t1 < · · · < tr = b and Xi ∈ D
(i = 1, . . . , r) such that, for each i, γ|[ti−1,ti] is an integral curve of Xi or of −Xi.
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Such a curve γ will be called a piecewise integral curve of D.
2.1.6 Remark. We now want to endow the orbits ofD with a natural topology. To
this end, for any m ∈ M and ξ ∈ Dn, let ρξ,m := T 7→ ξT (m), and let Uξ,m ⊆ Rn
be its domain. Then the D-orbit Sm of m is the union of all the images of the
mappings ρξ,m. We equip S := Sm with the finest topology such that each ρξ,m
(n ≥ 1, ξ ∈ Dn) is continuous. Since each ρξ,m is continuous for the trace topology
of M on S it follows that the topology of S is finer than the trace topology, i.e.,
S →֒M is continuous. In particular, S is T2. In general, the topology on S will be
strictly finer than the trace topology. Since all Uξ,m are connected and their images
all contain m, S is connected.
2.1.7 Remark. The topology on S does not depend on the choice of m ∈ S. To
see this, denote by Sm the set S equipped with the topology induced by the maps
ρξ,m. By symmetry, it will suffice to show that id : Sm → Sm′ is continuous for all
m, m′ ∈ S. Pick η, T0 such that ηT0(m′) = m. Then ρξ,m = T 7→ ξT ηT0(m′), which
is the composition of T → TT0 and ρξη,m′ . Now ρξη,m′ is continuous into Sm′ , so
ρξ,m : Uξ,m → Sm′ is continuous. By the universal property of the finest topology,
the claim follows.
We next generalize the definition ([11, Def. 17.1]) of distribution to the variable
rank setting:
2.1.8 Definition. A distribution on a manifold M is a mapping ∆ that assigns to
every m ∈M a linear subspace ∆(m) of TmM . A set D of local vector fields is said
to span ∆ if, for every m ∈M , ∆(m) = span{X(m) | X ∈ D}.
If D ⊆ Xloc(M) is everywhere defined then it spans a unique distribution, which will
be denoted by ∆D. Any distribution which is of the form ∆D for some everywhere
defined family D ⊆ Xloc(M) is called smooth.
We say that a local vector field X onM belongs to a distribution ∆ if X(m) ∈ ∆(m)
for every m in the domain of X . Let
D∆ := {X ∈ Xloc(M) | X belongs to ∆}.
Then ∆ is C∞ if and only if ∆ is spanned by D∆.
A distribution ∆ is called invariant under a group of local diffeomorphisms G if
∀m ∈M : Tmg(∆(m)) ⊆ ∆(g(m)) (2.1.3)
for all g ∈ G such that m is in the domain of g. In this case also Tgmg−1 maps
∆(g(m)) into ∆(m), i.e., Tmg(∆(m)) = ∆(g(m)). It follows that the dimension of
∆(m) is the same for all points m in the same G-orbit.
A distribution ∆1 is said to be contained in a distribution ∆2 if ∆1(m) ⊆ ∆2(m)
for all m ∈ M . If ∆ is a distribution and G is a group of local diffeomorphisms
on M then there is a smallest distribution ∆G which contains ∆ and is G-invariant
(namely the intersection of all such distributions). More precisely, ∆G(m) is the
linear span of all vectors v ∈ TmM such that v ∈ ∆(m) or v = Tm′g(w) for some
g ∈ G and m′ ∈M with w ∈ ∆(m′) and m = gm′.
2.1.9 Remark. Let ∆ be spanned by D ⊆ Xloc(M). Then ∆G is spanned by the
family
D ∪ {g∗X | X ∈ D, g ∈ G s.t. g∗X is defined }.
It follows that if ∆ is C∞ then so is ∆G.
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Note that if G = GD then in fact ∆
GD is spanned by
D := {g∗X | X ∈ D, g ∈ G s.t. g∗X is defined } (2.1.4)
(i.e., the union with D is not required). To see this, note that any X ∈ D with
domain, say, U can be written as X = g∗X for g = Fl
X
0 = idU ∈ GD. If D ⊆
Xloc(M) then a GD-invariant distribution is called D-invariant. The smallest D-
invariant distribution which contains ∆ is denoted by ∆D, i.e.,
∆D := ∆GD .
Next, let D be an everywhere defined subset of Xloc(M). Then we set
PD := ∆
D
D := (∆D)
D. (2.1.5)
Thus PD is the smallest distribution that is D-invariant and contains ∆D. By 2.1.9,
PD is smooth and the dimension of PD(m) depends only on the D-orbit of m.
2.1.10 Remark. It is important to note that the D-orbits are precisely the PD-
orbits: to see this, by (2.1.2) and the remark following 2.1.4 it suffices to note that
if g = ξT ∈ GD and X ∈ D, then X ∼ξT g∗X , and therefore (by [11, 17.8]),
Flg∗Xt = ξT ◦ FlXt ◦ ξ−Tˆ .
Hence the flows of the g∗X do not alter the D-orbits.
Thus the following definition makes sense:
2.1.11 Definition. Let S be an orbit of an everywhere defined subset D of Xloc(M).
For any m ∈ S, the dimension of PD(m) is called the rank of S.
Trivial orbits are characterized by the following result:
2.1.12 Lemma. Let D ⊆ Xloc(M) be everywhere defined and let S be the orbit of
m ∈M . The following are equivalent:
(i) PD(m) = {0}.
(ii) The orbit of m is trivial, i.e., S = {m}.
Proof. (i)⇒(ii): By (2.1.4), for any X ∈ D and g ∈ GD such that g∗X is defined,
g∗X(m) = 0. Therefore, the flow of any element of PD leaves m unchanged.
(ii)⇒(i): Suppose that PD(m) 6= {0}, then by (2.1.4) there would exist some g ∈ GD
and some X ∈ D with g∗X(m) 6= 0. But then the flow of g∗X would leave {m},
contradicting (ii). ✷
2.1.13 Example. As in 1.2.7, let M = R2 and X := −y∂x + x∂y . Now set
D := {X}. Then the D-orbit of any (x0, y0) is a circle through (x0, y0) with center
(0, 0), while the orbit at (0, 0) is trivial. In this example, PD = ∆D: In fact, this is
always true when D consists of only one vector field X because in that case
Fl(Fl
X
t )∗X
s = Fl
X
t ◦ FlXs ◦ FlX−t = FlXs ,
so X and (FlXt )∗X have the same flow and therefore coincide.
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2.1.14 Definition. A set D ⊆ Xloc(M) is called involutive if for any X, Y ∈
Xloc(M) that belong to D also [X,Y ] belongs to D. If D is any subset of Xloc(M)
then the smallest involutive subset of Xloc(M) that contains D will be denoted by
D∗. A smooth distribution ∆ is called involutive if the corresponding set D∆ is
involutive.
2.1.15 Lemma. Let D be an everywhere defined subset of Xloc(M). Then
∆D ⊆ ∆D∗ ⊆ PD.
Proof. The first inclusion is immediate since D ⊆ D∗. The second inclusion follows
since PD is involutive by 2.2.4 (iv) below. ✷
2.1.16 Example. Clearly the first inclusion in 2.1.15 can be proper. This example
shows that the same may happen for the second inclusion. Let M = R2, X1 :=
∂
∂x ,
X2 = φ
∂
∂y , where φ(x, y) = ψ(x) and ψ is a smooth function with ψ(x) = 0 for x ≤ 0
and ψ(x) > 0 for x > 0. Let D := {X1, X2}. Then since D(x, y) has dimension 2
for x > 0, the same is true for PD ⊇ ∆D. Moreover, any point in R2 can be joined
to a point (x, y) with x > 0 by a piecewise integral curve of D, so in fact PD has
dimension 2 everywhere. However, for x ≤ 0 the distribution ∆D∗ has dimension 1.
2.1.17 Definition. An immersive submanifold S of M is called an integral mani-
fold of a distribution ∆ on M if, for all s ∈ S, we have TsS = ∆(s). A C∞-
distribution ∆ is said to be integrable, or to have the integral manifold property if,
for every m ∈M , either the orbit of m is trivial or there exists an integral manifold
S of ∆ such that m ∈ S.
Note that we notationally suppress the inclusion map j : S →֒ M here. If a C∞-
distribution ∆ is integrable then a smooth vector field X belongs to ∆ if and only if
X is tangent to every integral manifold of ∆. By [11, 17.16], any such X can locally
be viewed as a smooth vector field on any given integral manifold. Moreover, by
[11, 17.22] and 2.1.12 we have:
2.1.18 Lemma. Any integrable C∞-distribution is involutive.
Note, however, that the converse is not true in the present situation (contrary to
constant rank distributions!). In fact, 2.1.16 provides an example of a distribution
∆D that is involutive:
[X1, X2](x, y) = ψ
′(x)∂y =
{
ψ′(x)
ψ(x) X2 x > 0
0 x ≤ 0
but cannot have the integral manifold property (the dimension of the integral man-
ifolds at x = 0 would have to be 1 and 2).
2.1.19 Definition. Let ∆ be a smooth distribution on M . A maximal integral
manifold of ∆ is a connected immersive submanifold S of M such that
(i) S is an integral manifold of ∆, and
(ii) every connected integral submanifold of ∆ that intersects S is an open sub-
manifold of ∆.
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∆ is said to have the maximal integral manifold property if through each point of
M with PD∆(m) 6= 0 (cf. 2.1.12) there passes a maximal integral manifold of ∆.
In particular, any two maximal integral submanifolds through the same point m
must coincide.
For the discussion below we will need the following auxiliary result:
2.1.20 Lemma. Let X, Y be smooth local vector fields on M . Then for any m in
the intersection of the domains of X, Y we have:
[X,Y ](m) =
d
dt
∣∣∣∣
0
FlY−√t(Fl
X
−√t(Fl
Y√
t(Fl
X√
t(m))))
Proof. For any local smooth function f we have
d
dt
(FlXt )
∗f = X(f) ◦ FlXt = (FlXt )∗(LXf) = (FlXt )∗(Tf(X)). (2.1.6)
Since
d
dt
∣∣∣∣
0
f(FlY−√t(Fl
X
−√t(Fl
Y√
t(Fl
X√
t(m))))) = Tf
(
d
dt
∣∣∣∣
0
FlY−√t(Fl
X
−√t(Fl
Y√
t(Fl
X√
t(m))))
)
and Tf([X,Y ])(m) = ([X,Y ](f))(m), the claim will follow if we can show that for
any such f we have
d
dt
∣∣∣∣
0
(
(FlX√t)
∗(FlY√t)
∗(FlX−√t)
∗(FlY−√t)
∗f
)
(m) = ([X,Y ](f))(m).
Using (2.1.6) we obtain
d
dt
(
(FlX√t)
∗(FlY√t)
∗(FlX−√t)
∗(FlY−√t)
∗f
)
=
(
(FlX√t)
∗LX((Fl
Y√
t)
∗(FlX−√t)
∗(FlY−√t)
∗f)
+ (FlX√t)
∗(FlY√t)
∗LY ((Fl
X
−√t)
∗(FlY−√t)
∗f)
− (FlX√t)∗(FlY√t)∗(FlX−√t)∗LX((FlY−√t)∗f)
− (FlX√
t
)∗(FlY√
t
)∗(FlX−√t)
∗(FlY−√t)
∗(Lyf)
) · 1
2
√
t
=:
g(
√
t)
2
√
t
We need to calculate the limit as t ց 0 of this expression. Now since g(0) = 0 it
follows that
lim
tց0
g(
√
t)
2
√
t
=
1
2
g′(0).
Again using (2.1.6) we calculate:
g′(0) =
(
LXLX + LX(LY − LX − LY ) + (LX + LY )LY + LY (−LX − LY )
− (LX + LY − LX)LX + LXLY − LXLY − LY LY + LXLY + LY LY
)
f
= 2(LXLY − LY LX)f = 2[X,Y ]f,
giving the claim. ✷
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2.1.21 Remark. To clarify the geometric meaning of ∆D∗ and PD, and also to
motivate the structure of the main results in the following section, suppose that a
subset D of Xloc(M) is given and that we want to find a distribution ∆ with the
property that the orbits of D are precisely the maximal integral manifolds of ∆.
It is then geometrically natural to define ∆(m) as the set of all tangent vectors of
smooth curves that pass through m and lie entirely in the D-orbit of m. Call this
set of curves Γm.
For any X ∈ D, the integral curve t 7→ FlXt (m) belongs to Γm. Consequently, ∆(m)
must contain ddt
∣∣
0
FlXt (m) = X(m). Moreover, for X , Y ∈ D the curve
t 7→ FlY−√t(FlX−√t(FlY√t(FlX√t(m))))
belongs to Γm. By 2.1.20, the derivative of this curve at t = 0 is [X,Y ](m), which
therefore must also lie in ∆(m). Iterating this procedure it follows that ∆D∗ must
be contained in ∆.
There may, however, be further vectors beside those in ∆D∗(m) that have to be
contained in ∆(m): Let X ∈ D, fix t′ ∈ R and set m′ := FlX−t′(m). If γ is a smooth
curve with γ(0) = m′ and γ ∈ Γm′ then the curve σ := t 7→ FlXt′ (γ(t)) belongs to
Γm. Setting v := γ
′(0) it follows that σ′(0) = Tm′Fl
X
t′ (v). We conclude that for
any v ∈ ∆(m′) we must have Tm′FlXt′ (v) ∈ ∆(m), i.e., ∆ must be D-invariant (i.e.,
GD-invariant).
These considerations suggest to define ∆ as the smallest D-invariant distribution
that contains ∆D∗ . We shall see below that this distribution coincides with the
smallest D-invariant distribution that contains ∆D, i.e., with PD.
The above also explains why ∆D∗ by itself may be too small to serve our purpose:
it may not contain sufficiently many directions: one may move within the orbit of
m along an integral curve of some X ∈ D, catch up a new direction there and come
back. Only PD is large enough to also contain these directions.
2.2 Orbit structure and integrability
Throughout this section, let D be an everywhere defined subset of Xloc(M), and let
S be an orbit of D (cf. 2.1.12). We equip S with the natural topology introduced
in 2.1.6, and we will use the notations introduced there. We set
D∞ :=
⋃
n∈N>0
Dn,
the set of all finite tuples of elements of D. If ξ ∈ Dn then Uξ,m is open in Rn and
ρξ,m : Uξ,m → M , T 7→ ξT (m) is C∞. Also, for any m ∈ S, ρξ,m : Uξ,m → S is
continuous.
Given ξ ∈ D∞, m ∈M , and T ∈ Uξ,m, we set
V (ξ,m, T ) := TTρξ,m(TTUξ,m),
the image of the tangent space of Uξ,m at T under the tangent map of ρξ,m. Setting
m0 := ξT (m), V (ξ,m, T ) is a linear subspace of Tm0M .
2.2.1 Lemma. Let ξ ∈ D∞, m ∈ S, T ∈ Uξ,m, and m0 := ξT (m). Then
V (ξ,m, T ) ⊆ PD(m0).
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Proof. To begin with, let n = 1, ξ = X and T = t0. Then Uξ,m = {t ∈ R |
∃FlXt (m)} and Tt0Uξ,m = R. Also, ρξ,m(t) = FlXt (m), so setting m′ := FlXt0 (m) we
have Tt0ρξ,m = X(m
′) and therefore
V (X,m, t0) = span(X(m
′)) ⊆ ∆D(m′) ⊆ PD(m′).
Suppose now that the claim is already true for n − 1. Let ξ ∈ Dn and T ∈ Uξ,m.
Then we may write ξ = Xη, T = t0T
′ for suitable X ∈ D and η ∈ Dn−1, T ′ ∈ Uη,m
and t0 ∈ R. By definition, V (ξ,m, T ) = im(TTρξ,m). Here, we have ρξ,m(t0, T ′) =
FlXt0 (ρη,m(T
′)), so that
T(t0,T ′)ρξ,m = X(Fl
X
t0 (ρη,m(T
′))) ⊕ Tρη,m(T ′)FlXt0 (TT ′ρη,m)
= X(ξT (m))⊕ Tρη,m(T ′)FlXt0 (TT ′ρη,m).
(2.2.1)
Therefore, V (ξ,m, T ) ⊆ span(X(ξT (m))) + Tρη,m(T ′)FlXt0 (V (η,m, T ′)). By our in-
duction assumption, V (η,m, T ′) ⊆ PD(ηT ′(m)), and since PD is D-invariant we
obtain
Tρη,m(T ′)Fl
X
t0 (V (η,m, T
′)) ⊆ PD(ξT (m)).
Moreover, X(ξT (m)) ∈ ∆D(ξT (m)) ⊆ PD(ξT (m)), so altogether V (ξ,m, T ) ⊆
PD(ξT (m)), concluding the proof for n. ✷
2.2.2 Lemma. Let m0 ∈ S. Then there exist ξ ∈ D∞, m ∈ S, and T ∈ Uξ,m such
that ξT (m) = m0 and V (ξ,m, T ) = PD(m0).
Proof. We will see that the claim follows once we establish the following two
statements:
(i) If ξ, η ∈ D∞, m, m′ ∈ S, T ∈ Uξ,m, and T ′ ∈ Uη,m′ are such that ξT (m) =
ηT ′(m
′) = m0 then there exist σ ∈ D∞, m′′ ∈ S, and T ′′ ∈ Uσ,m′′ such that
V (ξ,m, T ) ∪ V (η,m′, T ′) ⊆ V (σ,m′′, T ′′).
(ii) There exists a finite subset A of PD(m0) that spans PD(m0) and satisfies: for
every v ∈ A there exist ξ ∈ D∞, m ∈ S, and T ∈ Uξ,m such that ξT (m) = m0
and v ∈ V (ξ,m, T ).
In fact, let us suppose that (i) and (ii) have already been established. By (ii), any
element of PD(m0) is a linear combination of the elements of A =: {v1, . . . , vk} and
there exist ξi, mi, Ti (1 ≤ i ≤ k) such that vi ∈ V (ξi,mi, Ti) and ξTi(mi) = m0
for all i. By (i), then, there exists one V (ξ,m, T ) containing all V (ξi,mi, Ti), so
PD(m0) ⊆ V (ξ,m, T ). Together with 2.2.1 this finishes the proof. It therefore only
remains to show (i) and (ii).
To see (i), set m′′ := m′, σ := ξξˆη, and T ′′ := T (−Tˆ )T ′. Then
ρσ,m′′(T
′′) = σT ′′(m′′) = ξT (ξˆ−Tˆ (ηT ′ (m
′))) = ηT ′(m′) = m0.
Analogously to (2.2.1) we may therefore split the tangent map of ρσ,m′′ at T
′′ into
a direct sum of three maps, corresponding to differentiation with respect to T , −Tˆ ,
and T ′, respectively. Therefore V (σ,m′′, T ′′) = im(TT ′′ρσ,m′′) contains the sum of
the images of these partial maps. Since ξˆ−Tˆ ηT ′(m
′′) = m, the first of these maps
is TTρξ,m, so V (ξ,m, T ) = im(TT ρξ,m) ⊆ V (σ,m′′, T ′′). Moreover, since ξT ξˆ−T is
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the identity, the third of these maps has image im(TT ′ρη,m′) = V (η,m
′, T ′), so also
V (η,m′, T ′) ⊆ V (σ,m′′, T ′′). This proves (i).
To see (ii), let A˜ be the set of all vectors Y (m0), where Y is of the form g∗X for
some X ∈ D and some g ∈ GD. By (2.1.4), A˜ spans PD(m0). Since dimPD(m0) ≤
dim(M) we may extract a finite subset A from A˜ that still spans PD(m0). Given
any v ∈ A we have v = Tmg(w), where g ∈ GD, m ∈ S, g(m) = m0 and w ∈ TmM
is of the form w = X(m) for some X ∈ D. Also, since g ∈ GD we have g = ξT for
some ξ ∈ D∞ and some T ∈ Uξ,m.
Now set η := ξX and T ′ := (T, 0). Then ηT ′(m) = ξT (m) = m0, so ρη,m(T ′) =
ηT ′(m) = ξT ◦ FlX0 (m), and splitting the tangent map as above we find
TT ′ρη,m = TTρξ,m ⊕ TmξT (X(m)).
In particular, v = TmξT (X(m)) ∈ im(TT ′ρη,m) = V (η,m, T ′), which gives (ii). ✷
2.2.3 Lemma. If a connected integral manifold N of PD intersects S then N is
an open subset of S (in the topology introduced in 2.1.6).
Proof. Note first that if N intersects S in, say, m then S must be non-trivial by
2.1.12 because 1 ≤ dimTmN and TmN = PD(m). Let D as in (2.1.4), then from
2.1.10 we know that the D-orbits are precisely the D-orbits.
By (2.1.4), for anym ∈ N there existX1, . . . , Xp ∈ D such that {X1(m), . . . , Xp(m)}
form a basis for PD(m) = TmN . In particular, p = dim(N). Let
Φ: Rp → N
(t1, . . . , tp) 7→ FlX1t1 ◦ FlX2t2 ◦ · · · ◦ Fl
Xp
tp (m).
Then Φ is a diffeomorphism from an open neighborhood of 0 in Rp onto a neighbor-
hood of m in N : In fact, since X1, . . . , Xp are tangential to N it follows from [11,
17.16] that their restrictions to N can be viewed as vector fields on N , and since
∂iΦ(0) = Xi(m), the inverse function theorem gives the claim.
From what was said above it follows that every point in the image of Φ lies in the
same D-orbit as m. Thus any point in N has a neighborhood that is contained
in one orbit of D. Since N is connected, it follows that N is contained in a single
D-orbit S (given n1, n2 ∈ N we may connect them by a smooth curve γ in N . Now
covering γ by neighborhoods as above it follows that the entire curve lies in the
same orbit). Consequently, if N ∩ S 6= ∅ for some D-orbit S, then N ⊆ S.
It remains to show that N (as a set) is open in S. By 2.1.6 we need to see that for
any m ∈ S and ξ ∈ Dn (n ∈ N), ρ−1ξ,m(N) is open in Rn. Thus let T = (t1, . . . , tn) ∈
Uξ,m ⊆ Rn be such that ρξ,m(T ) ∈ N . Since ξ = (X1, . . . , Xn) ∈ Dn, it follows that
ρξ,m(T ) = Fl
X1
t1 ◦ FlX2t2 ◦ · · · ◦ FlXntn (m).
Note that Xi ∈ D ⊆ D for all i, so as in our considerations concerning Φ above
we may view the restrictions to N of the Xi as local vector fields on N . Thus for
1 ≤ i ≤ n, Xi|N ∈ Xloc(N). As in (2.1.1) it follows from this that the maximal
domain of the map Rn × N → N , (T,m′) 7→ ρξ,m′(T ) is open in Rn × N , so in
particular there exists an open neighborhood of T in Rn which is mapped by ρξ,m
into N . We conclude that ρ−1ξ,m(N) is open in R
n, as claimed. ✷
After these preparations we are now ready to prove the first main result of this
section:
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2.2.4 Theorem. Let D ⊆ Xloc(M) be everywhere defined. Then
(i) If S is a non-trivial orbit of D, then S, equipped with the topology from 2.1.6,
admits a unique C∞-structure such that S becomes an immersive submanifold
of M . The dimension of S equals the rank of S (see 2.1.11).
(ii) With the topology and differentiable structure from (i), each non-trivial orbit
of D is a maximal integral submanifold of PD. In fact, the non-trivial orbits
of D are exactly the maximal integral submanifolds of PD.
(iii) PD has the maximal integral manifold property.
(iv) PD is involutive.
Proof. We note first that (iii) is immediate from (ii), and that (iv) follows from
(iii) via 2.1.18.
(i) Let m0 ∈ S. Then by 2.2.2 there exist m ∈ S, ξ ∈ D∞, and T ∈ Uξ,m such that
ξT (m) = m0 and V (ξ,m, T ) = PD(m0). It follows that
k := rk(S) = dim(PD(m0)) = dim(V (ξ,m, T )) = dim(im(TT ρξ,m)),
so rkT (ρξ,m) = k. As we noted before 2.1.11, k = dim(PD(p)) for any p ∈ S.
Therefore, if T ′ ∈ Uξ,m then since im(TT ′ρξ,m) = V (ξ,m, T ′) ⊆ PD(ρξ,m(T ′)) by
2.2.1, it follows that rk(TT ′ρξ,m) ≤ k, i.e., the rank of ρξ,m cannot exceed k anywhere
in Uξ,m.
On the other hand, the rank of ρξ,m locally can only increase, so by the rank theorem
([10, 1.1.3]) there exist open neighborhoods U of T in Rn and V of m0 in M and
diffeomorphisms ϕ : U → ϕ(U) ⊆ Rn (where n is such that ξ ∈ Dn), ϕ(T ) = 0
ψ : V → ψ(V ) ⊆ Rl (with l = dim(M)), ψ(m0) = 0, such that the following
diagram commutes:
U
ρξ,m−−−−→ V
ϕ
y yψ
(−1, 1)n in,l,k−−−−→ (−1, 1)l
(2.2.2)
Here, in,l,k is the map
(x1, . . . , xn) 7→ (x1, . . . , xk, 0, . . . , 0︸ ︷︷ ︸
l−k
).
Denote by N the (regular) submanifold ψ−1(in,l,k((−1, 1)n)) of M . Then, as a set,
N = ρξ,m(U). If T
′ ∈ U and m′ := ρξ,m(T ′), then since (2.2.2) commutes we obtain
Tm′N = Tψ
−1(in,l,k(TT ′ϕ(Rn))) = TT ′ρξ,m(Rn) = V (ξ,m, T ′).
By 2.2.1, V (ξ,m, T ′) ⊆ PD(m′) and since both spaces have dimension k they must
be equal. Thus N is an integral manifold of PD. By definition of ρξ,m, N ⊆ S, so
2.2.3 shows that, as a set, N is open in S. In the same way, 2.2.3 applies to any
open connected (in the natural manifold topology of N) subset of N . As these sets
form a basis of the manifold topology of N , the natural inclusion map I : N →֒ S
is an open map. Moreover, due to (2.2.2) I can be decomposed as
U
ρξ,m−−−−→ ρξ,m(U) = N I
′−−−−→ V
ϕ
y yψ
(−1, 1)n il,n,k←−−−−−−−−−−−− (−1, 1)l
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Here, I ′ is the inclusion map and (reversing the roles of l and n above)
il,n,k = (x1, . . . , xl) 7→ (x1, . . . , xk, 0, . . . , 0︸ ︷︷ ︸
n−k
)
(Note that k ≤ min(l, n) by the above). Hence
I = ρξ,m ◦ ϕ−1 ◦ il,n,k ◦ ψ ◦ I ′
By definition of the topology on S, ρξ,m is continuous as a map into S, so also I
is. We conclude that I is a homeomorphism onto its image and that this image is
open in S.
Denote by N the family of all manifolds N constructed as above. Also, let set(N)
denote the underlying set of the manifold N . By the above, {set(N) | N ∈ N} is
an open cover of S and each I : N →֒ S is a homeomorphism onto its image. This
provides a family of differentiable structures on the elements of an open cover of S.
Our aim is to define a differentiable structure on S such that each N ∈ N becomes
an open submanifold of S. To this end it suffices to show that for any N1, N2 ∈ N
the differentiable structures of set(N1)∩set(N2) as an open submanifold of N1 resp.
N2 coincide. Call these manifolds W1, W2 and let j : W1 → W2 be the identity.
By symmetry we only have to show that j is C∞. Since both i1 : W1 →֒ M and
i2 : W2 →֒ M are immersions, by [10, 1.1.8] to see this it suffices to show that j is
continuous. This, however, is immediate since both i1 and i2 are homeomorphisms
onto the same open subset of S and j = i−12 ◦ i1.
It follows that S possesses a structure of a smooth manifold whose natural manifold
topology is precisely the topology from 2.1.6. Also, since each N as above is an open
submanifold of M it follows that S itself is an immersive submanifold of M which
is an integral manifold of PD. Suppose that S
′ is another such smooth structure
on S. Then i : S → S′ is a homeomorphism and both S →֒ M and S′ →֒ M
are immersions, so again by [10, 1.1.8] i is a diffeomorphism. Hence the smooth
structure on S is unique.
(ii) That S is an integral manifold of PD was already shown in (i). In particular,
dim(S) = k = dim(PD(m0)). Also, S is connected by 2.1.6. Now let R be any
connected integral manifold of PD with R ∩ S 6= ∅. By 2.2.3, set(R) is an open
subset of S. As we did in the proof of (i) for S, we may apply 2.2.3 to each open
connected subset of R to see that the inclusion map R →֒ S is an open map. Denote
by R′ the open submanifold of S with underlying set set(R) and let I : R′ → R be
the identity map. Then by what we have just shown, I is continuous. Note that
both iR : R →֒ M and iR′ : R′ →֒ M are immersions, and iR′ = iR ◦ I. Therefore,
again by [10, 1.1.8] it follows that I is smooth, and is in fact an immersion. Since
both R and R′, being integral manifolds of PD, have the same dimension k, I is even
a local diffeomorphism and, due to its injectivity, a diffeomorphism. We conclude
that R = R′ as a manifold, i.e., R is an open submanifold of S. Thus S is indeed
a maximal integral manifold of PD, as claimed. Finally, let m ∈M and let R be a
maximal integral manifold of PD containing m. Then by what we have just shown,
R is contained in the D-orbit S of m. Since, conversely, S is a connected integral
manifold of PD and R is maximal, we in fact have R = S. Thus the maximal
integral manifolds of PD are precisely the orbits of D. ✷
The second main result is as follows:
2.2.5 Theorem. Let ∆ be a smooth distribution on M and let D ⊆ Xloc(M)
span ∆ (in particular, D is everywhere defined). Then the following statements are
equivalent:
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(i) ∆ is integrable.
(ii) ∆ has the maximal integral manifold property.
(iii) ∆ is D-invariant.
(iv) For every X ∈ D, t ∈ R, and m ∈M such that FlXt (m) is defined,
TmFl
X
t (∆(m)) ⊆ ∆(FlXt (m)).
(v) For every m ∈M there exists k ≥ 1 and elements X1, . . . , Xk of D such that
(a) ∆(m) = span(X1(m), . . . , Xk(m)), and
(b) for every X ∈ D there exists some ε > 0 and smooth functions f ij :
(−ε, ε)→ R (1 ≤ i, j ≤ k) such that
[X,X i](FlXt (m)) =
k∑
j=1
f ij(t)X
j(FlXt (m))
for i = 1, . . . , k and t ∈ (−ε, ε).
(vi) ∆ = PD.
Proof. Clearly, (iv)⇒(iii)⇒(vi), and (ii)⇒(i). Also, (vi)⇒(ii) follows from 2.2.4.
(i)⇒(v): Let m ∈ M . If PD(m) = 0 then we may pick any X1 ∈ D. Then
X1(m) = 0, and (v) (a) holds trivially. Next, let X ∈ D and set f11 ≡ 0. By (i) also
[X,X i] ∈ D, so [X,X i](m) ∈ ∆(m) = {0}. Also, X(m) = 0, so FlXt (m) = m for all
t and also (v) (b) is satisfied trivially.
So let PD(m) 6= 0 and let S be an integral manifold of ∆ through m. Also, let
X1, . . . , Xk be elements of D such that {X1(m), . . . , Xk(m)} is a basis of ∆(m) =
TmS. Then k = dim(S) and the restriction of the X
i to S can be viewed as
elements of Xloc(S). By continuity of the determinant it follows that there exists
a neighborhood U of m in S such that {X1(m′), . . . , Xk(m′)} is a basis of Tm′S =
∆(m′) for all m′ ∈ U . If X ∈ D then X is tangent to S, hence also restricts to a
local vector field on S. It follows that also all [X,X i] are tangent to S, and so they
must be smooth linear combinations of the X i on U . This implies (v) once we pick
ε > 0 so small that the curve t 7→ FlXt (m) remains in U .
(v)⇒(iv): By the flow property, it suffices to show (iv) for t ∈ (−ε, ε). For any such
t, let W i(t) := (FlXt )
∗(X i)(m). Then by [11, 17.7] we get
dW i
dt
= (FlXt )
∗(LXX i)(m) = (Fl
X
t )
∗([X,X i])(m) =
k∑
j=1
f ij(t)(Fl
X
t )
∗(Xj)(m).
Hence W 1, . . . ,W k satisfy the system of linear ODE
dW i
dt
=
k∑
j=1
f ij(t)W
j(t)
on (−ε, ε). Since {W 1(0), . . . ,W k(0)} forms a basis of ∆(m), the same is therefore
true for {W 1(t), . . . ,W k(t)} for any t ∈ (−ε, ε). Now since X i ∈ D,
TmFl
X
t (W
i(t)) = X i(FlXt (m)) ∈ ∆(FlXt (m)),
so indeed TmFl
X
t (∆(m)) ⊆ ∆(FlXt (m)). ✷
Next, we want to connect the above results to the approach taken in [13]. To do
this, we need to introduce some notions first.
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2.2.6 Definition. D ⊆ Xloc(M) is called stable if for all X, Y ∈ D we have
(FlXt )
∗Y ∈ D, for all t such that this expression is defined. A local vector field X on
M is called an infinitesimal automorphism of a distribution ∆ if TmFl
X
t (∆(m)) ⊆
∆(FlXt (m)) whenever defined. The set of infinitesimal automorphisms of ∆ is de-
noted by aut(∆).
For any D ⊆ Xloc(M), let D ⊆ Xloc(M) be as in (2.1.4) (for G = GD).
2.2.7 Lemma. Let D ⊆ Xloc(M). Then
(i) D is the smallest stable subset of Xloc(M) containing D.
(ii) D is stable if and only if D = D.
(iii) If D is stable then PD = ∆D.
Proof. (i) By (2.1.4), D ⊆ D. Moreover, D is stable: if g∗X , h∗Y ∈ D (for
g = ξT , h = ηT ′ ∈ GD and X,Y ∈ D) then by 2.1.10 we obtain
(Flg∗Xt )
∗(h∗Y ) = (ξT ◦ FlXt ◦ ξ−Tˆ )∗(h∗Y ) = (η−Tˆ ′ ◦ ξT ◦ FlXt ◦ ξ−Tˆ )∗Y ∈ D.
On the other hand, if D′ ⊇ D is stable then given X ∈ D and g = ξT ∈ GD for
T = (t1, . . . , tn) then (Fl
Xn
−tn)
∗X ∈ D′, so (FlXn−1−tn−1)∗(FlXn−tn)∗X ∈ D′, etc., leading
to g∗X = (Fl
X1
−t1)
∗ . . . (FlXn−tn)
∗X ∈ D′, i.e., D ⊆ D′.
(ii) is immediate from (i), and (iii) follows since ∆D = PD by (2.1.4). ✷
After these preparations, we have (see [13, 3.24]):
2.2.8 Theorem. Let M be a smooth manifold and let ∆ be a smooth distribution
on M . Then the following statements are equivalent:
(i) ∆ is integrable.
(ii) D∆ is stable.
(iii) There exists a subset D ⊆ Xloc(M) such that D spans ∆ (i.e., s.t. PD = ∆).
(iv) aut(∆) ∩D∆ spans ∆.
Proof. (i)⇔(iii): this is 2.2.5, (i)⇔(vi), applied to D := D∆.
(i)⇒(ii): Let X,Y ∈ D∆ and m ∈M . Then Y (FlXt (m)) ∈ ∆(FlXt (m)), and so 2.2.5
(i)⇒(iv), applied to D = D∆ gives
(FlXt )
∗Y (m) = TFlX−t(Y (Fl
X
t (m))) ⊆ ∆(m).
Thus (FlXt )
∗Y ∈ D∆.
(ii)⇒(iii): Set D := D∆, then the claim follows from 2.2.7 (ii).
(i)⇒(iv): By 2.2.5, (i)⇒(iv), applied to D∆, it follows that D∆ ⊆ aut(∆). Thus
aut(∆) ∩D∆ = D∆, which spans ∆ by definition.
(iv)⇒(iii): Set D := aut(∆) ∩ D∆. Then D spans ∆ by assumption, and for
X ∈ D and Y ∈ D∆ we have TFlX−t(Y (FlXt (m))) ∈ ∆(m) since X ∈ aut(∆),
so (FlXt )
∗Y ∈ D∆. Iterating this argument it follows that for n ∈ N, Xi, Y ∈ D
(1 ≤ i ≤ n), ξ = (X1, . . . , Xn) and T ∈ Rn, (ξT )∗Y ∈ D∆. Therefore,D ⊆ D ⊆ D∆,
so D spans ∆ and the claim follows. ✷
Next, following [13, 3.25], we want to analyze the local structure of the integral
manifolds of an integrable distribution. For this we first introduce an important
class of immersive submanifolds:
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2.2.9 Definition. Let A be any subset of M l, and for m ∈ A denote by Cm(A) the
set of all points in A that can be joined to m by a smooth curve1 in M lying in A.
A subset N of M is called an initial submanifold of M of dimension n, if for each
m ∈ N there exists a chart (Um, ϕm) of M centered at m such that
ϕm(Cm(Um ∩N)) = ϕm(Um) ∩ (Rn × {0}) ⊆ Rn × Rl−n. (2.2.3)
In order to see that calling such subsets submanifolds is justified, we need an aux-
iliary result:
2.2.10 Lemma. Any piecewise smooth curve c : [a, b]→M admits a reparametriza-
tion as a C∞-curve.
Proof. Let a = t0 < t1 < · · · < tk = b be such that each curve c|[ti−1,ti] is smooth.
For each i pick a smooth map φi : [a, b] → R such that φi(t) = 0 for t ≤ ti−1,
φi(t) = 1 for t ≥ ti, and φ is strictly increasing on [ti−1, ti]. Then the map
φ := t0 +
k∑
i=1
(ti − ti−1)φi
is smooth, strictly increasing on [a, b], φ([a, b]) = [a, b], φ(ti) = ti, and φ
(m)(ti) = 0
for all i and all m ≥ 1. Thus c ◦ φ is the desired reparametrization. ✷
2.2.11 Lemma. Under the assumptions of 2.2.9, let m1,m2 ∈ N and Um1 , Um2
be as in (2.2.3). Then ϕm1(Cm1(Um1 ∩N) ∩ Cm2(Um2 ∩N)) is open in Rn × {0}.
Proof. We may suppose that the intersection is nonempty, so let p ∈ Cm1(Um1 ∩
N) ∩ Cm2(Um2 ∩N). Then
W := Cp(Um1 ∩ Um2 ∩N) ⊆ Cm1(Um1 ∩N) ∩ Cm2(Um2 ∩N) :
In fact, there is a smooth curve c1 from m1 to p in Um1 ∩ N and if q ∈ W then
there is also a smooth curve c2 from p to q in Um1 ∩ Um2 ∩N . The concatenation
of c1 and c2 can be reparametrized smoothly by 2.2.10, so q ∈ Cm1(Um1 ∩N), and
analogously for m2. We claim that
ϕm1(W ) = Cϕm1(p)(ϕm1(Um1 ∩ Um2) ∩ (Rn × {0})). (2.2.4)
⊆: ϕm1(W ) ⊆ ϕm1(Cm1(Um1 ∩ N)) = ϕm1(Um1) ∩ (Rn × {0}) and ϕm1(W ) ⊆
ϕm1(Um1 ∩ Um2). Moreover, any q ∈ W is connected to p within W by a smooth
curve c, and so ϕm1 ◦ c connects the corresponding images.
⊇: Let c˜ be a smooth curve from ϕm1(p) to ϕm1(q) in ϕm1(Um1 ∩Um2)∩(Rn×{0}).
Then c := ϕ−1m1 ◦ c˜ is a smooth curve in Um1 ∩ Um2 ∩N from p to q.
The right hand side of (2.2.4) is precisely the connected component of ϕm1(p) in
ϕm1(Um1 ∩ Um2) ∩ (Rn × {0}) in Rn × {0}, hence is open. Since p was arbitrary,
this shows that ϕm1(Cm1(Um1 ∩N) ∩ Cm2(Um1 ∩N)) is open, as claimed. ✷
2.2.12 Theorem. Let N be an initial submanifold of dimension n of M l. Then
there is a unique C∞-structure on N such that the inclusion map i : N →֒M becomes
an injective immersion and such that the following universal property holds: For any
manifold Rk and any map f : R → N , f is smooth if and only if i ◦ f : R → M is
smooth. Moreover, N is paracompact.
1By a smooth curve here we simply mean a C∞-map from some interval into M .
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Proof. For any m ∈ N , by 2.2.9 there exists a chart (Um, ϕm) ofM around m such
that ϕm(Cm(Um ∩N)) = ϕm(Um) ∩ (Rn × {0}). We define a chart for N at m by
(Cm(Um∩N), ψm := ϕm|Cm(Um∩N)). Then the chart transition functions ψm1 ◦ψ−1m2
are the restrictions of the smooth transition functions ϕm1 ◦ ϕ−1m2 of M to subsets
of Rn × {0} that are open by 2.2.11, hence we obtain a differentiable structure on
N . From this choice of charts it immediately follows that i is an immersion. Thus
N is an immersive submanifold of M . In particular, the natural manifold topology
of N is finer than the trace topology of M on N .
To show (the non-trivial part of) the universal property, let f : R→ N be such that
i ◦ f : R → M is smooth, let r ∈ R and choose a chart (U,ϕ) at f(r) in M such
that ϕ(Cf(r)(U ∩ N)) = ϕ(U) ∩ (Rn × {0}). Then since f−1(U) is open in R we
may pick a chart (V, ψ) in R at r with V ⊆ f−1(U) such that ψ(V ) is a ball in
Rk. Then since V is C∞-contractible and i ◦ f is smooth it follows that any point
in f(V ) can be connected by a smooth curve in M that lies entirely in U ∩N with
f(r). Therefore, f(V ) ⊆ Cf(r)(U ∩N), and we can write
(ϕ|Cf(r)(U∩N)) ◦ f ◦ ψ−1 = ϕ ◦ f ◦ ψ−1.
Here, the right hand side is smooth by assumption and the left hand side is the
chart representation of f around r, as a map from R to N , so indeed f : R→ N is
C∞.
To see uniqueness, denote by N ′ another differentiable structure on N with the
universal property. Then id : N → M and id : N ′ → M are smooth, hence so are
id : N → N ′ and id : N ′ → N , i.e., the smooth structures in fact coincide.
Concerning the paracompactness of N , note that any connected component of N
is contained in a connected component of M , hence is second countable by [11,
14.9]. Alternatively, M can be equipped with a Riemannian metric g (simply by
gluing local Riemannian metrics on charts via a partition of unity) and this induces
a Riemannian metric i∗g on N . The claim then follows from [7, Satz 1.1.2]. ✷
Next we show that also a converse of the previous theorem holds.
2.2.13 Theorem. Let f : Mk → N l be an injective immersion between manifolds
which has the universal property from 2.2.12, i.e.: if h : P → N is smooth and
h(P ) ⊆ f(M), then the induced map h¯ : P → M with f ◦ h¯ = h is smooth. Then
f(M) is an initial submanifold of N .
Proof. By [10, 1.1.3], given any m ∈ M , there exist charts (ϕ,W ) centered at m
in M and (ψ˜, V ) centered at f(m) in N such that
(ψ˜ ◦ f ◦ ϕ−1) = i := (x1, . . . , xk) 7→ (x1, . . . , xk, 0, . . . , 0) ∈ Rl.
We may assume that W = f−1(V ), so i : ϕ(W )→ ψ˜(V ). Pick r > 0 so small that
{x ∈ Rk | |x| < 2r} ⊆ ϕ(W ) and {y ∈ Rl | |y| < 2r} ⊆ ψ˜(V ). Define Bkr (0) resp.
Blr(0) to be the open ball of radius r in R
k resp. Rl, and set
U := ψ˜−1(Blr(0)) ⊆ N, W1 := ϕ−1(Bkr (0)) ⊆M
We show that (ψ := ψ˜|U , U) satisfies (2.2.3). In fact, since
i(i−1({(y1, . . . , yk, 0, . . . , 0) | |y| < r})) = {(y1, . . . , yk, 0, . . . , 0) | |y| < r} ∩ i(ϕ(W ))
= {(y1, . . . , yk, 0, . . . , 0) | |y| < r},
we have
ψ−1(ψ(U) ∩ (Rk × {0})) = ψ−1({(y1, . . . , yk, 0, . . . , 0) | |y| < r})
= f ◦ ϕ−1((ψ ◦ f ◦ ϕ−1)−1({(y1, . . . , yk, 0, . . . , 0) | |y| < r}))
= f ◦ ϕ−1(Bkr (0)) = f(W1).
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Now ψ˜ ◦ f(W1) = i(Bkr (0)) ⊆ Blr(0), so f(W1) ⊆ U ∩ f(M). Also, f(W1) is C∞-
contractible, so altogether we get
ψ−1(ψ(U) ∩ (Rk × {0})) = f(W1) ⊆ Cf(m)(U ∩ f(M)).
Conversely, let n ∈ Cf(m)(U ∩ f(M)). This means that there exists a smooth curve
c : [0, 1] → N with c(0) = f(m), c(1) = n, and c([0, 1]) ⊆ U ∩ f(M). By the
universal property of f it follows that the unique curve c¯ : [0, 1]→M with c = f ◦ c¯
is smooth.
We show that c¯([0, 1]) ⊆ W1. Since c¯([0, 1]) ⊆ f−1(U) ⊆ f−1(V ) = W and c¯(0) =
m (since f is injective), it follows that ϕ(c¯(0)) = 0. Thus if c¯([0, 1]) 6⊆ W1, by
continuity of c¯ there must exist some t ∈ (0, 1] where ϕ ◦ c¯ intersects ∂Bkr (0), i.e.,
with c¯(t) ∈ ϕ−1(∂Bkr (0)). But then
ψ ◦ f(c¯(t)) ∈ ψ ◦ f ◦ ϕ−1(∂Bkr (0)) = i(∂Bkr (0)) ⊆ ∂Blr(0),
and so ψ ◦ c(t) = ψ ◦ f ◦ c¯(t) 6∈ Blr(0), i.e., c(t) 6∈ U , a contradiction. We conclude
that c¯([0, 1]) ⊆W1, and therefore n = f(c¯(1)) ∈ f(W1). Altogether,
Cf(m)(U ∩ f(M)) = f(W1) = ψ−1(ψ(U) ∩ (Rk × {0})),
which shows that f(M) is an initial submanifold of N . ✷
The previous result in particular applies to the situation where f = j : M →֒ N ,
i.e., where M is an immersive submanifold with the universal property. In fact,
the setup of 2.2.13 is only seemingly more general: if f : M → N is an injective
immersion, then by transporting the manifold structure of M to f(M) via f , i.e.,
by declaring f : M → f(M) to be a diffeomorphism it follows that j : f(M) →֒ N
becomes an immersion, hence f(M) turns into an immersive submanifold of N , and
the universal property from 2.2.13 translates into the one from 2.2.12.
We now return to the study of integrable distributions.
2.2.14 Theorem. Let ∆ be an integrable distribution on M l. Let S be a non-trivial
orbit of D∆ and let m ∈ S. Then there exists a cubic chart (U,ϕ = (x1, . . . , xl))
centered at m, ϕ(U) = (−ε, ε)l for some ε > 0, some k ≥ 1 and a countable set
A ⊆ Rl−k such that
ϕ(U ∩ S) = {x ∈ ϕ(U) | (xk+1, . . . , xl) ∈ A}.
If the distribution is of constant rank k then the above holds for every non-trivial
orbit intersecting U , with the same k. Moreover, each non-trivial orbit is an initial
submanifold of M .
Proof. Let k := dim(S) and pick X1, . . . , Xk ∈ D∆ such that {X1(m), . . . , Xk(m)}
is a basis of ∆(m). Next, choose a chart (χ = (y1, . . . , yl),W ) around m in M such
that X1(m), . . . , Xk(m),
∂
∂yk+1
∣∣∣
m
, . . . , ∂∂yl
∣∣∣
m
is a basis of TmM . Let
f(t1, . . . , tl) := (FlX1t1 ◦ · · · ◦ FlXktk )(χ−1(0, . . . , 0, tk+1, . . . , tl)).
Then f is a diffeomorphism from some neighborhood of 0 ∈ Rl onto a neighborhood
of m in M , and we take ϕ := f−1 on a suitable neighborhood U of m, for which
we may suppose that ϕ(U) is a cube (−ε, ε)l with center 0 = ϕ(m). Since S is an
orbit of D∆,
m′ ∈ S ⇔ FlX1t1 ◦ · · · ◦ FlXktk (m′) ∈ S
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for all m′ and t1, . . . , tk where the right hand side is defined. Therefore, for any
m′ = f(t1, . . . , tl) ∈ U we have
m′ = f(t1, . . . , tl) ∈ S ⇔ f(0, . . . , 0, tk+1, . . . , tl) ∈ S. (2.2.5)
This means that U ∩ S is the disjoint union of connected sets of the form
Uc := {m′ ∈ U | xk+1(m′) = ck+1, . . . , xl(m′) = cl}
where c = (ck+1, . . . , cl) is constant. By assumption, ∆ is integrable, so 2.2.5 and
2.2.4 show that any orbit is a maximal integral manifold of ∆. Therefore, since
Uc = {(FlX1t1 ◦ · · · ◦ FlXktk )(χ−1(0, c)) | (t1, . . . , tk) ∈ (−ε, ε)k},
and S is an integral manifold of ∆, the proof of 2.2.3 demonstrates that Uc is
an open (and connected) submanifold of S. Now S, being a connected immersive
submanifold, is contained in a connected component C of M , and C is second
countable since M is paracompact. Thus by [11, 14.9], S is itself second countable.
This shows that there can at most be countably many Uc as above. If ∆ is of
constant rank k then clearly the above construction works for this same k for any
orbit that intersects U .
Finally, from (2.2.5) it follows that m′ ∈ Cm(U ∩ S) if and only if m′ ∈ U0, i.e.,
ϕ(Cm(U ∩ S)) = ϕ(U) ∩ (Rk × {0}),
so S is indeed an initial submanifold of M . ✷
2.2.15 Remark. The previous result provides an alternative proof of 2.1.1, (iii)
⇔ (iv).
2.2.16 Definition. A chart as in 2.2.14 is called a distinguished chart for ∆. The
connected components of U ∩ S are called plaques (or slices).
2.2.17 Definition. Let D ⊆ Xloc(M) be everywhere defined. D is said to satisfy
the reachability condition if the D-orbits are exactly the connected components of
M .
A necessary and sufficient condition for reachability is given in the following result:
2.2.18 Theorem. Let D ⊆ Xloc(M) be everywhere defined. Then the following
are equivalent:
(i) D satisfies the reachability condition.
(ii) For every m ∈M we have dimPD(m) = dim(M).
Proof. Let n := dim(M).
(i)⇒(ii) Suppose that for some m ∈ M we have k := dimPD(m) < n. Then
(by 2.2.4 (i)) the orbit S of D through m is a k-dimensional connected immersive
submanifold of M . It follows that the interior of S in the topology of M is empty.
But any connected component of M is open, so S cannot be such a connected
component, contradicting our assumption (i).
(ii)⇒(i) By [11, 14.1], every maximal integral manifold of PD is open (being an
immersive submanifold of the same dimension as M), and connected. Also, M is
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the disjoint union of the orbits of D which, by 2.2.4 (ii), are exactly the maximal
integral manifolds of PD. Thus these orbits are the connected components of M . ✷
Recall from 2.1.14 that if D is any subset of Xloc(M) then the smallest involutive
subset of Xloc(M) that contains D is denoted by D
∗.
2.2.19 Corollary. With M , n, D as in 2.2.18, if ∆D∗ has dimension n for every
m ∈M then D satisfies the reachability condition.
Proof. By 2.1.15, ∆D∗ ⊆ PD, so dim(PD(m)) = n for all m ∈ M , and the claim
follows from 2.2.18. ✷
To conclude this chapter we show how the classical results on the integrability of
constant rank distributions can be derived from the results established above.
2.2.20 Definition. Let D ⊆ Xloc(M) be everywhere defined. D is called locally of
finite type if for every m ∈M there exist X1, . . . , Xk ∈ D such that
(i) ∆D(m) = span(X
1(m), . . . , Xk(m)), and
(ii) for every X ∈ D there exists a neighborhood U of m in M and smooth func-
tions f ij ∈ C∞(U) (1 ≤ i, j ≤ k) such that
[X,X i](m′) =
k∑
j=1
f ij(m
′)Xj(m′)
for i = 1, . . . , k and all m′ ∈ U .
2.2.21 Theorem. If D is locally of finite type then ∆D has the maximal integral
manifold property.
Proof. By assumption, ∆ = ∆D satisfies (v), and thereby also (ii) of 2.2.5. ✷
2.2.22 Corollary. If D∗ is locally of finite type then ∆D∗ = PD and the non-trivial
D-orbits are precisely the maximal integral manifolds of ∆D∗ .
Proof. We know from 2.1.15 that ∆D∗ ⊆ PD. By 2.2.21, ∆D∗ has the maximal
integral manifold property, so 2.2.5 shows that ∆D∗ is (D
∗-, hence) D-invariant.
Therefore by definition of PD we get PD ⊆ ∆D∗ , i.e., ∆D∗ = PD. The claim then
follows from 2.2.4 (ii). ✷
We can now derive the following version of the classical Frobenius theorem.
2.2.23 Theorem. (Frobenius) Let ∆ be a smooth distribution on M of constant
rank k. Then the following are equivalent:
(i) ∆ has the maximal integral manifold property.
(ii) ∆ is involutive.
Proof. (i)⇒(ii) This is 2.1.18.
(ii)⇒(i) Let m ∈ M and pick X1, . . . , Xk ∈ ∆ such that {X1(m), . . . , Xk(m)} is
a basis of ∆(m). Then also {X1(m′), . . . , Xk(m′)} is linearly independent for all
m′ in some neighborhood U of m in M . Since dim(∆(m′)) = k for all m′, any
local vector field on U that belongs to ∆ is a linear combination of X1, . . . , Xk with
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smooth coefficients. If X belongs to ∆ then since ∆ is involutive, [X,X i] ∈ ∆, and
so D∆ is locally of finite type. Since ∆D∆ = ∆ by definition, (i) follows from 2.2.21.
✷
2.2.24 Corollary. Let D ⊆ Xloc(M) be everywhere defined, involutive and of
constant rank. Then ∆D has the maximal integral property.
Proof. By 2.2.23 it suffices to show that ∆D is involutive. Let m ∈ M and pick
X1, . . . , Xk ∈ ∆ such that {X1(m′), . . . , Xk(m′)} is linearly independent for all m′
in some neighborhood U of m in M . If X, X ′ ∈ ∆D on U then both X and X ′ are
linear combinations of X1, . . . , Xk with smooth coefficients. But then also [X,X ′]
is such a linear combination of the Xj and of brackets of Xj and X l, which also
belong to ∆D due to the involutivity of D. Thus [X,X
′] ∈ ∆D. ✷
2.2.25 Remark. Collecting some of the results proved above we obtain an inde-
pendent proof of the classical Frobenius theorem 2.1.1. In fact, (iii)⇔(iv) follows
from 2.2.15. 2.2.23 shows that (i)⇒(iii), and (iii)⇒(i) is clear. (ii)⇒(i) is the easy
part of [11, 17.13].
Finally, to see that (iv)⇒(ii), let (ϕ,U) be a chart as in (iv). Then for any point m
in U , ∂x1 |m, . . . , ∂xk |m span the tangent space at m of the slice Ua containing m.
But Ua is an integral manifold of ∆, so this tangent space equals ∆(m).
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Chapter 3
Symmetry groups of
differential equations
3.1 Local transformation groups
In Chapter 1 we studied Lie transformation groups on differentiable manifolds. Such
group actions are always defined globally (Φ: G ×M → M). For the applications
to symmetry groups of differential equations we have in mind, the natural actions
will typically not be defined globally, however. In this section, following [17, 14],
we therefore study local transformation groups by means of the tools developed in
Chapter 2. Throughout, we will assume M to be a connected paracompact (hence
Hausdorff and second countable) C∞-manifold.
3.1.1 Definition. A local transformation group (or local Lie transformation group)
on M consists of a Lie group G, an open subset U of G ×M with {e} ×M ⊆ U ,
and a smooth map Φ: U →M such that
(i) If (h,m) ∈ U , (g,Φ(h,m)) ∈ U and (gh,m) ∈ U then
Φ(g,Φ(h,m)) = Φ(gh,m).
(ii) For all m ∈M , Φ(e,m) = m.
(iii) If (g,m) ∈ U then (g−1,Φ(g,m)) ∈ U and (by (i), (ii))
Φ(g−1,Φ(g,m)) = m.
We will often abbreviate Φ(g,m) by g ·m. We set
Ug := {m ∈M | (g,m) ∈ U} (g ∈ G)
Um := {g ∈ G | (g,m) ∈ U} (m ∈M)
and
Φg : Ug →M, m 7→ Φ(g,m)
Φm : Um →M, g 7→ Φ(g,m)
For U = G×M we obtain a global transformation group as in 1.1.2.
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3.1.2 Definition. A subset ∅ 6= S ⊆M is called an orbit of the local transformation
group Φ: U ⊆ G ×M → M , or a Φ-orbit, if it is a minimal G-invariant subset of
M , i.e.,
(i) If m ∈ S, g ∈ G and (g,m) ∈ U then Φ(g,m) ∈ S.
(ii) If S′ ⊆ S is another subset of M satisfying (i) then either S′ = ∅ or S′ = S.
For any m ∈M we denote by SΦ,m the orbit of m under Φ.
3.1.3 Remark. If Φ is a global transformation group then
SΦ,m = Φm(G) = G ·m = {Φ(g,m) | g ∈ G}.
For a local transformation group Φ: U →M we obtain
SΦ,m = {p ∈M | ∃k ∈ N, ∃gi ∈ G (1 ≤ i ≤ k) : gk ∈ Um,
gi ∈ Ugi+1·····gk·m (1 ≤ i ≤ k − 1) and g1 · · · · · gk ·m = p}
(3.1.1)
In what follows, we will illustrate many of the concepts we consider in the following
example:
3.1.4 Example. Let M = R2, G = (R,+), and
Φ(ε, (x, y)) :=
(
x
1− εx,
y
1− εx
)
.
The natural domain of Φ is
U = {(ε, (x, y)) | ε < 1
x
for x > 0, ε >
1
x
for x < 0, ε ∈ R for x = 0} ⊆ R× R2,
which is an open subset of G×M , and Φ is C∞ on U . One easily checks that
Φ(ε1,Φ(ε2, (x, y))) = Φ(ε1 + ε2, (x, y)),
whenever both sides are defined. Thus we obtain a local transformation group. Its
orbits are the points on the y-axis and the straight half-rays emanating from the
origin (except for the positive and negative y-axis). Thus they are either single
points or (regular) submanifolds of M .
Note that Φ cannot be realized as the restriction to U of some global Lie transfor-
mation group on R2: in fact, for any x 6= 0 we have |Φ(ε, (x, y))| → ∞ as ε→ 1x .
3.1.5 Definition. A local transformation group Φ: G×M ⊇ U →M is called
(i) connected, if
(a) M and G are connected.
(b) U is connected.
(c) Um is connected for each m ∈M .
(ii) semi-regular, if all orbits can be endowed with a smooth structure as immersive
submanifolds of M of the same dimension.
(iii) regular, if it is semi-regular and every m ∈M possesses a neighborhood basis
of open sets U such that for every orbit S of G the set U ∩ S is connected in
S.
32
Blanket assumption: From now on we will assume all local transformation groups
to be connected in the above sense.
3.1.6 Remark.
(i) Since S (being a manifold) is locally pathwise connected, a semi-regular trans-
formation group is regular if and only if every m ∈ M possesses a neighbor-
hood basis of open sets U such that for every orbit S of G the set U ∩ S is
pathwise connected in S.
(ii) By [10, 1.1.12], every orbit of a regular transformation group is a regular
submanifold of M .
3.1.7 Example. (i) The map Φ from 3.1.4 defines a regular transformation group
on R2 \ {(0, y) | y ∈ R}.
(ii) (Cf. [11, Ex. 18.7]) Let M = T 2 = S1 × S1 be the two-dimensional torus and
G = (R,+). Fixing ω ∈ R and using angular coordinates (θ, ρ) on M we set
Φ(ε, (θ, ρ)) := (θ + ε, ρ+ ωε) mod 2π.
Then the orbits of Φ are immersive submanifolds of dimension 1, so G acts semi-
regularly on M . If ω ∈ Q then the orbits are closed curves and Φ acts regularly.
However, if ω is irrational then the orbits are dense in M and therefore cannot be
regular submanifolds by [11, 14.1]. So in this case Φ does not act regularly on M .
Our next aim is to show that the (non-discrete) orbits of any local transformation
group can naturally be endowed with the structure of an immersive (indeed even
initial) submanifold of M .
3.1.8 Remark. If Φ: G × M → M is a global (connected) Lie transformation
group on M then we have already shown this in 1.2.4 and 1.2.5: Denoting by Gm
the isotropy group of m in G we have by 1.2.2 that the map Ψm : G/Gm → G ·m,
gGm 7→ gm is a bijection. If the isotropy group Gm of m is open then by 1.2.6 the
orbit of m is the singleton {m}. Otherwise, declaring Ψm to be a diffeomorphism
we may endow G ·m with a smooth structure as an immersive submanifold of M .
The fact that G ·m is in fact an initial submanifold of M will follow from 3.1.14
and 3.1.15 below.
Turning now to the case of local transformation groups, we need to come up with a
different construction since in general Gm will no longer be a subgroup of G in this
case: in fact, if g1, g2 ∈ Gm then in general we will not have that (g−11 · g2,m) ∈ U .
But this fact was used in 1.2.2 to obtain injectivity of Ψm.
The route we will take to finding a smooth structure on the orbits of G goes via
the infinitesimal generators of the action of Φ. We first note that also for a local
transformation group we may introduce the definitions of Φ(v) and R(G,M) exactly
as in (1.1.2). However, R(G,M) ⊆ Xloc(M) now. Also, as in 1.1.12 it follows that
the map Φ: v 7→ Φ(v) is a Lie algebra homomorphism from gR onto R(G,M), the
Killing algebra of Φ. Concerning 1.1.13 we have to be careful about the domain Um
and note that for a local transformation group the vector field Φ(v) need no longer
be complete:
3.1.9 Proposition. Let Φ: U → M be a local transformation group, and let m ∈
M and v ∈ g. Then for all ε such that exp(εv) ∈ Um we have
FlΦ(v)ε (m) = Φ(exp(εv),m) = exp(εv) ·m.
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In particular,
Φ(v)(m) =
d
dε
∣∣∣∣
0
Φ(exp(εv),m).
Proof. For ε in a sufficiently small interval around 0, exp(εv) ∈ Um. On any such
interval (hence on the maximal such interval), we can argue as in the proof of 1.1.13.
✷
For any m ∈M we set
Rm(G,M) := {Φ(v)(m) | v ∈ g}.
Any Rm(G,M) is a linear subspace of TmM .
3.1.10 Example. For the example from 3.1.4 we have
Φ(∂ε|0)(x, y) = T0Φ(x,y)(∂ε|0) = ∂ε|0
(
x
1− εx
)
∂x + ∂ε|0
(
y
1− εx
)
∂y
= x2∂x + xy∂y =: X(x, y).
Therefore, R(x,y)(G,M) is one-dimensional if x 6= 0 and equals {0} for x = 0.
To verify 1.1.13 in this example (cf. 1.1.14) we first calculate the flow of X . The
integral curve c(ε) = (x(ε), y(ε)) of X through (x0, y0) has to satisfy the following
initial value problem:
∂εx(ε) = x(ε)
2
∂εy(ε) = x(ε)y(ε)
(x(0), y(0)) = (x0, y0).
Indeed we obtain
(x(ε), y(ε)) =
(
x0
1− εx0 ,
y0
1− εx0
)
= Φ(ε, (x0, y0))
with maximal domain (−∞, 1x0 ) if x0 > 0, ( 1x0 ,∞) if x0 < 0, and R, respectively,
if x0 = 0, i.e., the maximal domain of c is precisely U(x0,y0). In general, one can
only expect that U(x0,y0) is contained in the domain of the corresponding maximal
integral curve. Also, the image of c is the orbit of (x0, y0).
3.1.11 Proposition. Let Φ: G ×M ⊇ U → M be a local transformation group.
Then the Killing algebra R(G,M) of Φ spans an integrable distribution
∆Φ := ∆R(G,M)
on M .
Proof. By definition (see (1.1.3)), R(G,M) consists of the smooth local vector
fields Φ(v) for v ∈ g, hence ∆Φ is a smooth distribution on M . Pick any basis
{v1, . . . , vk} of g and set Xi := Φ(vi) ∈ R(G,M) for 1 ≤ i ≤ k. Then by 1.1.12,
{X1, . . . , Xk} is a Lie algebra of local vector fields spanning ∆Φ. Consequently, ∆Φ
satisfies condition (v) of 2.2.5 and thereby is integrable. ✷
Note that the dimension of ∆Φ may vary from point to point, so we really need the
theory of distributions of non-constant rank from Chapter 2. From 3.1.11 it follows
by 2.2.4 and 2.2.14 that the non-trivial orbits S∆Φ,m of ∆Φ are initial submanifolds
of M . It therefore remains to show that these orbits in fact coincide with those
introduced in 3.1.2, i.e., that SΦ,m = S∆Φ,m. For this we need some auxiliary
results.
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3.1.12 Lemma. Let Φ: U → M be a local transformation group and as in 3.1.1,
for m ∈ M let Um = {g ∈ G | (g,m) ∈ U} (m ∈ M). Then for any g ∈ Um there
exist n ∈ N and v1, . . . , vn ∈ g, t1, . . . , tn ∈ R≥0 such that
(i) g = exp(t1v1) · · · · · exp(tnvn)
(ii) ∀s ∈ [0, tn] : exp(svn) ∈ Um
(iii) ∀i = 1, . . . , n− 1 ∀s ∈ [0, ti] : exp(svi) exp(ti+1vi+1) . . . exp(tnvn) ∈ Um.
Proof. Denote by W the set of all g ∈ Um that satisfy (i)–(iii). Then W 6= ∅
since e ∈ W . To show that W is open, let g ∈ W and pick an absolutely convex
neighborhood V of 0 in g with exp(V )g ⊆ Um. Then exp(V )g ⊆ W : given h ∈
exp(V )g we can write
h = exp(v) exp(t1v1) · · · · · exp(tnvn),
and since V is absolutely convex it follows that also exp(tv) exp(t1v1)·· · ··exp(tnvn) ∈
Um for all t ∈ [0, 1]. But also Um \W is open: suppose that g ∈ Um \W and again
choose an absolutely convex neighborhood V of 0 in g with exp(V )g ⊆ Um. Suppose
that (exp(V )g)∩W 6= ∅, then there exists some v ∈ V such that h := exp(v)g ∈ W .
Since exp(V )g ⊆ Um we also have exp(tv)g ∈ Um for all |t| ≤ 1. It follows that
gt := exp(t(−v))h = exp((1− t)v)g ∈ Um (t ∈ [0, 1]).
This, however, shows that g = g1 is an element ofW , contradicting our assumption.
Therefore, exp(V )g ⊆ Um\W , implying that Um\W is open. Since Um is connected
by our blanket assumption following 3.1.5, W = Um. ✷
3.1.13 Lemma. Let Φ: U → M be a local transformation group, let m ∈ M ,
g ∈ Um and pick n ∈ N, v1, . . . , vn ∈ g, t1, . . . , tn ∈ R≥0 such that (i)–(iii) of 3.1.12
are satisfied. Define curves
γl : [0,
n∑
i=1
ti]→ G (l = 1, 2)
for s ∈ [0, tn] by
γ1(s) := exp(svn)m and γ2(s) := Fl
Φ(vn)
s (m),
and for s ∈ [∑nj=i+1 tj ,∑nj=i tj ] (i = 1, . . . , n− 1) by
γ1(s) :=
(
exp
((
s−
n∑
j=i+1
tj
)
vi
)
exp(ti+1vi+1) . . . exp(tnvn)
)
·m
γ2(s) := Fl
Φ(vi)
s−∑nj=i+1 tj (Fl
Φ(vi+1)
ti+1 (. . .Fl
Φ(vn)
tn (m)) . . . ).
Then γ1(s) = γ2(s) for all s ∈ [0,
∑n
i=1 ti].
Proof. For s ∈ [0, tn] this is immediate from 3.1.12 and 3.1.9. Proceeding by
induction, suppose that we already know that γ1 = γ2 on [0,
∑n
j=i+1 tj ]. Now set
ρ1(s) := (exp(svi) exp(ti+1vi+1) . . . exp(tnvn)) ·m
ρ2(s) := Fl
Φ(vi)
s (Fl
Φ(vi+1)
ti+1 (. . .Fl
Φ(vn)
tn (m)) . . . ).
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Then it suffices to show that ρ1 = ρ2 on [0, ti]. We do this by showing that ρ1 satis-
fies the same initial value problem as ρ2 on [0, ti]. Set exp(ti+1vi+1) . . . exp(tnvn) =:
h. By [11, 8.2], Rh(exp(svi)) = Fl
Rvi
s (h), so
d
ds
(Rh(exp(svi))) = R
vi
s (Rh(exp(svi))).
Using this, together with (1.1.4), we calculate
d
ds
ρ1(s) =
d
ds
Φm(Rh(exp(svi))) = TΦm(R
vi
s (Rh(exp(svi))))
= Φ(vi)(Φm(Rh(exp(svi)))) = Φ(vi)(ρ1(s)),
which is precisely the defining ODE for ρ2. Also, the initial values coincide since
ρ1(0) = ρ2(0) by our inductive assumption. ✷
After these preparations we may now show the equality of the two kinds of orbits
we introduced above:
3.1.14 Proposition. Let Φ: G ×M ⊇ U → M be a local transformation group
and let m ∈M . Then
SΦ,m = S∆Φ,m.
In particular, each non-trivial orbit is an initial submanifold of M .
Proof. Since G is connected, once we choose a basis {v1, . . . , vk} of g, any element
of G is a product of certain exp(εivi). Thus by 3.1.13 it follows that SΦ,m is trivial
if and only if Φ(vi)(m) = 0 for all i, i.e., if and only if ∆Φ(m) = 0. Since ∆Φ is
integrable by 3.1.11, 2.2.5 (vi) gives that ∆Φ = PR(G,M) (recall that ∆Φ = ∆R(G,M)
by definition). Consequently, 2.1.12 shows that the trivial orbits of SΦ,m and S∆Φ,m
coincide.
Turning now to the case of non-trivial orbits, let m′ ∈ S∆Φ,m and let g ∈ Um′ .
By 3.1.12 there exist n ∈ N, v1, . . . , vn ∈ g and t1, . . . , tn ∈ R≥0 such that g =
exp(t1v1) . . . exp(tnvn) and (i)-(iii) of 3.1.12 are satisfied (with m
′ instead of m).
Let ξ := (Φ(v1), . . . ,Φ(vn)) ∈ Xloc(M)n, and T := (t1, . . . , tn). Then using the
notation (2.1.1), 3.1.13 shows that g ·m′ = ξT (m′), and by definition ξT (m′) stays
in the orbit S∆Φ,m of m, hence g ·m′ ∈ S∆Φ,m. From this, starting with m′ = m
and then continuing inductively, it follows that any g1 . . . gl ·m stays in S∆Φ,m, so
by (3.1.1) SΦ,m ⊆ S∆Φ,m. Since in the above consideration we started out with any
m′ ∈ S∆Φ,m and since the Φ-orbits are disjoint by definition we have even shown
that S∆Φ,m is the disjoint union of certain Φ-orbits.
To conclude the proof we show that any Φ-orbit that is contained in S∆Φ,m is in
fact an open subset of S∆Φ,m. Indeed, once we know this then due to S∆Φ,m being
a disjoint union of such sets it will follow that any Φ-orbit contained in S∆Φ,m is
both open and closed in it, and since S∆Φ,m is connected the orbits must in fact
coincide.
Thus let m′ ∈ SΦ,m ⊆ S∆Φ,m (since we may move points within orbits this is the
only case we need to consider). Choose Xi = Φ(vi) ∈ R(G,M) (1 ≤ i ≤ n, for a
suitable n and suitable elements vi of g) such that X1, . . . , Xn is a basis for ∆Φ(m
′).
Set ξ := (X1, . . . , Xn). Then by the proof of 2.2.4 (i) and 2.2.5 (vi) we have
rk(T0ρξ,m′) = dim(∆Φ(m
′)) = n.
As in (2.2.2) it follows that there exists an open neighborhood U of 0 in Rn such
that ρξ,m′(U) is the domain of a coordinate chart of S∆Φ,m.
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There exists an absolutely convex open neighborhood V ⊆ U of 0 in Rn such that
for any T = (t1, . . . , tn) ∈ V we have
exp(t1v1) . . . exp(tnvn) ∈ Um′ .
In particular, (i)-(iii) of 3.1.12 are satisfied. Since ρξ,m′(V ) is open in S∆Φ,m it
suffices to show that ρξ,m′(V ) ⊆ SΦ,m. Also, because V is absolutely convex we only
need to show that ρξ,m′(T ) ∈ SΦ,m for any T = (t1, . . . , tn) ∈ V ∩ Rn≥0 (otherwise
replace vi by −vi). For such a T , 3.1.13 (together with (2.1.1)) gives
ρξ,m′(T ) = Fl
X1
t1 (Fl
X2
t2 (. . .Fl
Xn
tn (m
′) . . . ))
= exp(t1v1) · · · · · exp(tnvn) ·m′ ∈ SΦ,m,
(3.1.2)
as desired. The final claim was already shown in the remark following 3.1.11. ✷
If the transformation group G is in fact global then at the moment we have two
ways of endowing the non-trivial orbits SΦ of Φ with a differentiable structure:
the one from 3.1.8 and the one from 3.1.11. The following result shows that these
approaches in fact coincide.
3.1.15 Proposition. Let Φ: G ×M → M be a global Lie transformation group
and let m ∈ M . Then the differentiable structures on any non-trivial orbit SΦ,m
introduced in 3.1.8 and in 3.1.11, 3.1.14 coincide.
Proof. For brevity, we set S := SΦ,m, with the smooth structure from 3.1.11, and
we write S′ for the smooth structure on SΦ,m defined in 3.1.8. We know that the
inclusions i : S →֒ M and i′ : S′ →֒ M are injective immersions. Since S is an
initial submanifold of M and i′ = i ◦ idS′→S is smooth it follows from the universal
property in 2.2.12 that id : S′ → S is smooth.
Conversely, to see that id : S → S′ is smooth, let ρξ,m′(V ) (with m′ ∈ S) be as in
the proof of 3.1.14. Then ρξ,m′ : V → ρξ,m′(V ) is a diffeomorphism onto an open
submanifold (containing m′) of S, so we only need to show that idS→S′ ◦ ρξ,m′ is
smooth on V . By 3.1.8, this is the case if and only if Ψ−1m′ ◦ ρξ,m′ is smooth on V .
Now since Φ is global, it follows from 1.1.13 that for any T ∈ V we have
Ψ−1m′ ◦ ρξ,m′(T ) = Ψ−1m′ (exp(t1v1) · · · · · exp(tnvn) ·m′)
= exp(t1v1) · · · · · exp(tnvn) ·Gm′
and this map is indeed smooth as the composition of the smooth maps T 7→
exp(t1v1) · · · · · exp(tnvn), V → G, and the quotient map π : G→ G/Gm′ . ✷
3.1.16 Remark. Suppose that Φ: G × M ⊇ U → M is a semi-regular local
transformation group. Then since all orbits of Φ are immersive submanifolds of the
same dimension, say k, it follows that the integrable distribution ∆Φ is of constant
rank k ≥ 1. If S is an orbit of Φ (i.e., by 3.1.14, an orbit of D∆Φ) then by 2.2.4
(ii) S is a maximal integral manifold of ∆Φ and thereby a leaf of ∆Φ (cf. [11, Def.
17.23]).
Recall from [11, Def. 17.27] that a flat chart for a distribution ∆ is called regular if
every leaf of ∆ that intersects it does so in precisely one slice. Moreover, ∆ is called
regular if every point of M lies in the domain of a regular chart. The following
result shows that for a regular local transformation group Φ, ∆Φ is regular in this
sense.
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3.1.17 Lemma. Let Φ: G×M ⊇ U →M be a regular local transformation group.
Then each point of M lies in the domain of a regular chart for ∆Φ, i.e., ∆Φ is a
regular distribution.
Proof. Let m ∈ M and pick a cubical chart (U,ϕ) as in 2.1.1 centered at m,
ϕ(U) = [−c, c]n. Since G acts regularly on M , there exists some neighborhood
V ⊆ U of m such that the intersection of each orbit S of G (i.e., each maximal
integral manifold of ∆Φ) with V is connected in S. This intersection is therefore a
connected integral manifold of ∆Φ, hence by 2.1.1 it is contained in a single slice
Ua of ϕ. Now pick c
′ ∈ (0, c) so that U ′ := ϕ−1((−c′, c′)n) ⊆ V . If S is any orbit
of G that intersects U ′ then it also intersects V , hence S ∩ V ⊆ Ua for some a.
Therefore, S ∩ U ′ ⊆ U ′a. But since S is a maximal integral manifold we also have
U ′a ⊆ S, so altogether we obtain S ∩ U ′ = U ′a. ✷
3.1.18 Example. Returning once more to the example from 3.1.4, let
U+ := {(x, y) ∈ R2 | x > 0}
U− := {(x, y) ∈ R2 | x < 0}
and set
ϕ± : U± → R× R±
(x, y) 7→
(
x,
y
x
)
We show that (U+, ϕ+) is regular chart for the transformation group Φ from 3.1.4
(and analogously for (U−, ϕ−)). Note that ϕ−1(r, s) = (r, rs). From 3.1.10 we know
that ∆Φ is spanned by the vector field X = x
2∂x + xy∂y. In the chart (U+, ϕ+),
with coordinates (r, s) := ϕ+(x, y) we have
ϕ∗(∂x) =
∂r
∂x
∂r +
∂s
∂x
∂s = ∂r − s
r
∂s, ϕ∗(∂y) =
∂r
∂y
∂r +
∂s
∂y
∂s =
1
r
∂s.
Therefore, X has the representation
ϕ∗X = (ϕ−1)21ϕ∗(∂x) + (ϕ
−1)1(ϕ−1)2ϕ∗(∂y)
= r2ϕ∗(∂x) + rsϕ∗(∂y) = r2∂r.
By 3.1.4 the non-trivial orbits, i.e., the maximal integral manifolds of Φ are half-
rays emanating from (0, 0), except for those lying on the y-axis. Hence each such
orbit S is either contained in U+ or in U−. If S ⊆ U+ then
S = {(x, y) ∈ R2 | s = y
x
= c and x > 0},
so S is a slice of ϕ+. This shows that (U±, ϕ±) are regular charts for ∆Φ. Never-
theless, Φ is not regular because the points on the y-axis are trivial orbits, i.e., not
every orbit of Φ has the same dimension. Removing the y-axis from M = R2 we
obtain a regular local transformation group.
Finally, we have the following fundamental result on the space of orbits of a regular
local transformation group:
3.1.19 Theorem. Let Φ: G×M ⊇ U →M be a regular local transformation group
on an n-dimensional manifold M with k-dimensional orbits. Then the set M/G of
orbits of Φ can be endowed with the structure of an (n − k)-dimensional manifold
with the following properties:
38
(i) The quotient map π : M →M/G, m 7→ SΦ,m is a surjective submersion.
(ii) m and m′ belong to the same orbit if and only if π(m) = π(m′).
(iii) For any m ∈M , ∆Φ(m) = kerTmπ.
Proof. Surjectivity of π and (ii) are immediate from the definition. Since the
orbits of Φ are precisely the leaves of the foliation induced by ∆Φ, which is regular
by 3.1.17, (i) is [11, 17.29]. For (iii), note that since π is constant on any orbit S
of Φ, TmΦ must vanish on the tangent space of S at m ∈ S. But S is an integral
manifold of ∆Φ, so TmS = ∆Φ(m). Thus ∆Φ(m) ⊆ ker(Tmπ). Finally, since π is a
submersion, dimker(Tmπ) = k = dim(∆Φ(m)), so we have equality. ✷
3.1.20 Remark. For later use we recall the construction of [11, 17.29]: Given a
regular chart (U,ϕ = (x1, . . . , xn)), let U ′ := π(U). Then the map ϕ′ : U ′ → Rn−k,
m′ 7→ pr2(ϕ(m)), where m is any element of π−1(m′) ∩ U (recall that π−1(m′) ∩
U = Ua for some a and pr2 ◦ ϕ|Ua ≡ a) is a typical chart for M/G. The local
representation of π with respect to the standard charts then is
ϕ′ ◦ π ◦ ϕ−1 = pr2 = (x1, . . . , xn) 7→ (xk+1, . . . , xn) :
M ⊇ U π−−−−→ U ′ ⊆M/G
ϕ
y yϕ′
ϕ(U)
pr2−−−−→ ϕ′(U)
3.2 Symmetries of algebraic equations
From this point of the course onwards we will closely follow Olver’s work [14]. Con-
cerning notations, we will henceforth typically denote points in a smooth manifold
M by x, y, . . . , since the manifolds we are interested in will mainly be subsets of
spaces of independent and dependent variables of differential equations. As already
announced before 1.1.13, we will from now on denote the group parameter with ε
instead of t since we will often need t as a variable in a differential equation. More-
over, given a local Lie group action Φ on M we will often notationally suppress the
Lie algebra homomorphism v 7→ Φ(v) from (1.1.2), i.e., we will often simply write
v instead of Φ(v) ∈ Xloc(M). Also, we will usually only write G instead of Φ.
By a system of algebraic equations we mean any system of equations
Fν(x) = 0, ν = 1, . . . , l, (3.2.1)
where F1, . . . , Fl are smooth real-valued functions on M . The term ‘algebraic’
is used to distinguish this situation from the case of differential equations to be
considered later on. It does not, however, restrict the form of the Fν (e.g., to
polynomials). A solution of (3.2.1) is any point x ∈ M such that Fν(x) = 0 for
ν = 1, . . . , l. A symmetry group of (3.2.1) is any local transformation group G on
M that transforms any solution of (3.2.1) into another solution.
More generally, we define:
3.2.1 Definition. Let G be a local transformation group on a smooth manifold M .
A subset S ⊆ M is called G-invariant, and G is called a symmetry group of S if,
whenever x ∈ S and g ∈ G is such that g · x is defined, then also g · x ∈ S.
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3.2.2 Example. (i) Let M = R2 and consider the one-parameter group of trans-
lations
Gc : (x, y) 7→ (x+ cε, y + ε) (c ∈ R).
Then any line {x = cy + d} ⊆ R2 is an orbit of Gc, hence is invariant under Gc.
Any Gc-invariant subset of M is a union of such orbits.
(ii) Again let M = R2 and for α ∈ R let
Gα : (x, y) 7→ (λx, λαy) (λ > 0).
Then {(0, 0)}, as well as the positive and negative x- and y-axes are Gα-invariant.
Hence also the entire axes are invariant, being unions of invariant sets. Moreover,
{xy = 0} and {y = k|x|α} (for x < 0 or x > 0) are invariant.
(iii) Most of the time we will be interested in invariant sets S that are subvarieties,
given by the common zero set of smooth functions F = (F1, . . . , Fl):
S = SF = {x | Fν(x) = 0, ν = 1, . . . , l}.
(iv) If S1, S2 are invariant subsets, so are S1 ∪ S2 and S1 ∩ S2.
3.2.3 Definition. Let G be a local transformation group acting on M and let
F : M → N be a map into a manifold N . F is called G-invariant if for all x ∈M
and all g ∈ G such that g · x is defined we have
F (g · x) = F (x).
If N = R then F is simply called an invariant of G.
Obviously, F = (F1, . . . , Fl) : M → Rl is G-invariant if and only if each Fν is an
invariant of G.
3.2.4 Example. (i) For Gc the group of translations from 3.2.2 (i), the function
f(x, y) := x− cy
is an invariant: f(x + cε, y + ε) = f(x, y). Moreover, any invariant of Gc must be
of the form g(x− cy) for some smooth g.
(ii) As in 3.2.2 (ii), let G1 : (x, y) 7→ (λx, λy) (λ > 0). Then f(x, y) := x/y is an
invariant for G1, defined on {y 6= 0}. Another invariant is (x, y) 7→ xy/(x2 + y2),
defined on R2 \ {(0, 0)}. There is no smooth nonconstant invariant defined on all of
R2.
3.2.5 Remark. If F : M → Rl is a G-invariant function then every level set
of F is a G-invariant subset of M : if F (x) = c and g · x is defined then also
F (g · x) = F (x) = c.
However, if the zero-set {F (x) = 0} of a smooth map F is G-invariant then F itself
need not be invariant. For example, {(x, y) | xy = 0} is invariant under G1 from
3.2.2 (ii), but F (x, y) = xy is not G-invariant since F (λx, λy) = λ2xy 6= F (x, y).
To obtain a true statement we need to take all level sets into consideration:
3.2.6 Lemma. Let G be a local transformation group acting on M and let F ∈
C∞(M,Rl). The following are equivalent:
(i) F is invariant under G.
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(ii) Every level set {F (x) = c} (c ∈ Rl) of F is invariant under G.
Proof. (i)⇒(ii): See 3.2.5.
(ii)⇒(i): Let x, g be such that g · x is defined and set c := F (x). Then also
gx ∈ {y | F (y) = c}, so F (gx) = F (x). ✷
The following result gives a simple, linear, criterion for a function to be an invariant
of a group action. It is a first typical example of Lie theoretic methods in symmetry
analysis. Recall from 3.1.5 that we always assume transformation groups to be
connected.
3.2.7 Theorem. Let G be a local transformation group acting on M and let f ∈
C∞(M,R). The following are equivalent:
(i) f is an invariant of G.
(ii) For every infinitesimal generator v of G we have v(f) = 0.
Proof. (i)⇒(ii): For clarity, we de-identify again and write Φ(g, x) = gx for the
action of G. Let v ∈ g. Then since f is an invariant, given any x ∈M , by 3.1.9 we
obtain for ε small:
f(x) = f(exp(εv) · x) ≡ f(Φ(exp(εv), x)) = f(FlΦ(v)ε (x)) ≡ f(Flvε(x)).
Differentiating this expression with respect to ε at ε = 0 we get
v(f) ≡ Φ(v)(f) = 0.
(ii)⇒(i): Since v(f) vanishes identically on M we have
d
dε
f(exp(εv) · x) = d
dε
f(Flvε(x)) = v(f)(Fl
v
ε(x)) = 0,
wherever defined, so f(exp(εv) · x) = f(x) wherever defined. Since G is connected,
by 3.1.12 any g ∈ Ux can be written as a product of certain exp(εivi) (vi ∈ g)
satisfying (i)–(iii) from that result. Then 3.1.13 shows that we can iterate the
above argument to conclude that f(g · x) = f(x) for all g ∈ Ux. ✷
It follows that, if {v1, . . . , vr} is a basis of the local Lie algebra of infinitesimal
generators of G (i.e., if {Φ(v1), . . . ,Φ(vr)} is a local basis of ∆Φ) then f is an
invariant of G (on the open set where {v1, . . . , vr} is a basis) if and only if vk(f) = 0
for k = 1, . . . , r. If G acts effectively, then by 1.1.17 we may take for {v1, . . . , vr}
any basis of g. Writing vk =
∑n
i=1 ξ
i
k∂xi in local coordinates, this means that f has
to satisfy the homogeneous system of linear PDEs of first order
vk(f)(x) =
n∑
i=1
ξik(x)
∂f
∂xi
= 0 (k = 1, . . . , r). (3.2.2)
3.2.8 Example. We return to the translation group Gc from 3.2.2 (i). Its infinites-
imal generator is
v =
d
dε
∣∣∣∣
0
(x + cε, y + ε) = (c, 1) ≡ c∂x + ∂y.
We already know that f(x, y) = x− cy is an invariant, and indeed v(f) = 0.
In the case of the scale group Gα from 3.2.2 (ii) we have an action of the multi-
plicative group (R+, ·) on R2 whose generator therefore is v = ∂λ|λ=1(λx, λαy) =
x∂x + αy∂y and it is easily checked that the infinitesimal criterion is satisfied for
the invariants of Gα given in 3.2.4 (ii).
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Turning now to symmetries of systems of algebraic equations, we begin by deriving
a general criterion for the local invariance of submanifolds under local group actions.
3.2.9 Definition. Let G be a local transformation group acting on M . A subset
S ⊆ M is called locally G-invariant if for every x ∈ S there exists a neighborhood
U˜x ⊆ Ux (cf. 3.1.1) of the identity in G such that g ·x ∈ S for all g ∈ U˜x. A smooth
map F : U → N (U open in M) is called locally G-invariant if for each x ∈ U there
exists some neighborhood U˜x ⊆ Ux of e in G such that F (g ·x) = F (x) for all g ∈ U˜x
with g · x ∈ U . F is called globally G-invariant if F (g · x) = F (x) for all x ∈ U and
g ∈ G such that g · x ∈ U .
3.2.10 Example. LetG be the group of translations (x, y) 7→ (x+ε, y) onM = R2.
Then the set S := {(x, 0) | −1 < x < 1} is locally G-invariant, but not G-invariant.
Let
f(x, y) :=
{
0 y ≤ 0 or y > 0 and x > 0
e−1/y y > 0 and x < 0.
Then f is smooth and locally G-invariant on U := R2 \ {(0, y) | y ≥ 0}: in fact,
f(x+ ε, y) = f(x, y) for |ε| < |x|. But f is not globally G-invariant.
3.2.11 Theorem. Let N be an initial submanifold of M . The following are equiv-
alent:
(i) N is locally G-invariant.
(ii) The infinitesimal generators of G are everywhere tangent to N , i.e.:
∀x ∈ N ∀v ∈ g : v|x ∈ TxN
Proof. If Φ: G×M ⊇ U →M is the action of G then the above condition, written
out, means (cf. (1.1.2)):
∀x ∈ N ∀v ∈ g : Φ(v)|x ∈ TxN
(i)⇒(ii): Let v ∈ g, x ∈ N . Since N is locally G-invariant, for |ε| small we have
Φ(exp(εv), x) ∈ N . As N is initial, ε 7→ Φ(exp(εv), x) is smooth as a map into N
as well. The derivative of this curve at ε = 0 therefore is an element of TxN . This
implies (ii) since by 3.1.9 we have
Φ(v)(x) =
d
dε
∣∣∣∣
0
Φ(exp(εv), x).
(ii)⇒(i): By assumption, any Φ(v) is tangent to N , hence by [11, 17.16] it can be
viewed as a vector field on N , and so the restriction of its flow to N is a local
diffeomorphism on N (cf. [11, 7.2]). Given x ∈ N , FlΦ(v)ε (x) exists for |ε| small.
Using 3.1.9 we therefore have for |ε| small
exp(εv) · x = Φ(exp(εv), x) = FlΦ(v)ε (x) ∈ N. (3.2.3)
Next, choose a basis v1, . . . , vk of g. Then as in the last part of the proof of 2.2.3 it
follows that there exists some c > 0 such that FlΦ(v1)ε1 ◦ · · · ◦ FlΦ(vk)εk (x) exists for all|εi| < c. In addition, we may assume c so small that exp(ε1v1) · · · · · exp(εkvk) ∈ Ux
for |εi| < c. Then (i)–(iii) of 3.1.12 hold and so, by 3.1.13, iterating (3.2.3) gives
exp(ε1v1) · · · · · exp(εkvk) · x = FlΦ(v1)ε1 ◦ · · · ◦ FlΦ(vk)εk (x) ∈ N
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for these εi. Therefore, defining the neighborhood U˜x := {exp(ε1v1) . . . exp(εkvk) |
|εi| < c} of e ∈ G (shrinking c if necessary, cf. [11, 8.5]) we obtain that g · x ∈ N
for all g ∈ U˜x. ✷
3.2.12 Remark. As the proof of 3.2.11 shows, the implication (ii)⇒(i) remains
correct even for N an immersive submanifold of M . However, (i)⇒(ii) is not true
in this generality: To see this, equip M = R2 with a new manifold structure N
whose charts are ϕa : (x, a) 7→ x (a ∈ R), see [11, Ex. 14.3]. Then N is a one-
dimensional immersive submanifold of M with underlying set R2, hence is (even
globally) invariant under any local group action on M . But clearly not every group
action has generators tangential to N (i.e., horizontal).
As the most important special case of 3.2.11 we consider zero sets of smooth maps:
3.2.13 Corollary. Let G be a local transformation group acting on M , dim(M) =
m. Let F :M → Rl (l ≤ m) be smooth and of maximal rank (= l) at every solution
x of the system Fν(x) = 0 (1 ≤ ν ≤ l). Then G is a symmetry group of this system
if and only if
∀v ∈ g ∀ν = 1, . . . l ∀x ∈M with F (x) = 0 : v(Fν)|x = 0 (3.2.4)
Proof. By [10, 1.1.23], N := {x ∈ M | F (x) = 0} is a regular (hence in particular
initial) submanifold of M . Thus by 3.2.11, N is locally invariant under G if and
only if v|x ∈ TxN for all x ∈ N and v ∈ g. By [10, 1.1.25],
TxN = ker(TxF ) =
l⋂
ν=1
ker(TxFν)
for all x ∈ N . This implies that N is locally G-invariant if and only if for each
x ∈ N , i.e., for each x ∈ M with F (x) = 0, each v ∈ g, and each ν = 1, . . . , l we
have that
0 = TxFν(v|x) = v(Fν)|x.
It remains to show that local invariance implies invariance of N under G. Thus
let x ∈ N and g ∈ Ux. By 3.1.12, g = exp(t1v1) · · · · · exp(tnvn) with properties
(i)–(iii) from that result. To show that g ·x ∈ N , we proceed by induction. Suppose
we already know that gi · x ∈ N , where gi := exp(ti+1vi+1) · · · · · exp(tnvn) and
set Ai := {t ∈ [0, ti] | (exp(tvi) · gi) · x ∈ N}. Then 0 ∈ Ai and Ai is closed
since N is. If t ∈ Ai then by local invariance of N there exists some α > 0
such that for all |s| < α we have exp(svi) · [(exp(tvi) · gi) · x] ∈ N . Here, hi :=
exp(tvi) · gi ∈ Ux and exp(svi) ∈ Uhi·x. Also, for |s| < α and t + s ∈ [0, ti],
exp(svi) · exp(tvi) · gi = exp((s+ t)vi) · gi ∈ Ux by 3.1.12 (iii). Hence 3.1.1 (i) gives
[(exp((s+t)vi)·gi)]·x = [exp(svi)·(exp(tvi)·gi)]·x = exp(svi)·[(exp(tvi)·gi)·x] ∈ N
for these s, which establishes that Ai is also open in [0, ti]. Altogether, Ai = [0, ti],
and our claim follows. ✷
3.2.14 Example. (i) Let G = SO(2) be the rotation group acting on M = R2,
with infinitesimal generator
v =
d
dε
∣∣∣∣
0
(x cos ε− y sin ε, x sin ε+ y cos ε) = −y∂x + x∂y
43
Then S1 = {x2 + y2 = 1} is clearly invariant under G. We can also see this using
3.2.13: let F (x, y) := x2 + y2 − 1. Then F is of maximal rank (= 1) on its zero set
S1 and v(F ) = −2xy + 2xy = 0.
(ii) Let H(x, y) = y2−2y+1. Then the zero set of H is the horizontal line {y = 1},
which is manifestly not invariant under G. Nevertheless, v(H) = 2xy − 2x =
2x(y − 1) vanishes on this zero set. However, also TH = (0, 2y− 2) vanishes there,
so 3.2.13 does not apply. This demonstrates that the maximal rank condition in
3.2.13 cannot be dropped.
The following criterion will turn out to be useful many times later on:
3.2.15 Theorem. (Hadamard’s Lemma) Let F :Mm → Rl (l ≤ m) be of maximal
rank on the subvariety SF := {x ∈ M | F (x) = 0}. Then a smooth real-valued
function f : M → R vanishes on SF if and only if there exist Q1, . . . , Ql ∈ C∞(M,R)
such that
∀x ∈M : f(x) = Q1(x)F1(x) + · · ·+Ql(x)Fl(x).
Proof. The condition is clearly sufficient. Conversely, suppose that f vanishes on
SF and let x ∈ SF . Since F is a submersion, by [10, 1.1.7] there exists a chart (ϕ =
(y1, . . . , ym), U) centered at x such that Fϕ(y) := F ◦ϕ−1(y1, . . . , ym) = (y1, . . . , yl).
It follows that fϕ := f ◦ϕ−1 vanishes on ϕ(U)∩ ({0}×Rm−l). We can suppose that
ϕ(U) is a ball around 0 in Rm. Then for y = (y′, y′′) := (y1, . . . , yl, yl+1, . . . , ym)
we have
fϕ(y
′, y′′) = fϕ(y′, y′′)− fϕ(0, y′′) =
∫ 1
0
∂tfϕ(ty
′, y′′) dt
=
l∑
i=1
∫ 1
0
∂fϕ
∂yi
(ty′, y′′) · yi dt =:
l∑
i=1
Qiϕ(y) · yi =
l∑
i=1
Qiϕ(y) · (Fi)ϕ(y).
Therefore, setting QiU := Q
i
ϕ ◦ ϕ ∈ C∞(U) we obtain f |U =
∑l
i=1Q
i
U · Fi|U .
On the other hand, if x 6∈ SF then there exists some open neighborhood U of x and
some i ∈ {1, . . . , l} such that Fi(y) 6= 0 for all y ∈ U . Then we set QiU := f/Fi
and QjU := 0 for j 6= i to again obtain f |U =
∑l
i=1Q
i
U · Fi|U . Now pick a locally
finite open cover (Uα)α∈A of neighborhoods as above and a subordinate partition
of unity (χα)α∈A with supp(χα) ⊆ Uα for all α. Then
f =
∑
α
χαf =
∑
α
χα
l∑
i=1
QiUαFi =:
l∑
i=1
QiFi.
✷
It follows that an equivalent reformulation of (3.2.4) is that for any v ∈ g there
exist smooth functions Qνµ :M → R (µ, ν = 1, . . . , l) such that
v(Fν)(x) =
l∑
µ=1
Qνµ(x)Fµ(x) ν = 1, . . . , l, x ∈M. (3.2.5)
3.2.16 Example. The functions Qν in 3.2.15 are in general not unique: Let
M = R3 and F (x, y, z) := (x, y). Then the function f(x, y, z) = xz + y2 vanishes
on SF (which is the z-axis) and we have
f = zF1 + yF2 = (z − y)F1 + (x + y)F2.
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If f =
∑
ν QνFν =
∑
ν Q˜νFν , then the differences Rν := Qν − Q˜ν satisfy the
homogeneous system
l∑
ν=1
Rν(x)Fν(x) = 0. (3.2.6)
For such functions we have:
3.2.17 Proposition. Let F : Mm → Rl be of maximal rank on SF = {x ∈
M | F (x) = 0}. If R1, . . . , Rl ∈ C∞(M,R) satisfy (3.2.6), then each Rν vanishes
identically on SF . Equivalently, there exist S
µ
ν ∈ C∞(M,R) (ν, µ = 1, . . . , l) such
that, for all x ∈M and all ν = 1, . . . , l
Rν =
l∑
µ=1
SµνFµ. (3.2.7)
In addition, the Sµν can be chosen to be anti-symmetric: S
µ
ν = −Sνµ. In this case,
(3.2.7) is necessary and sufficient for (3.2.6).
Proof. As in the proof of 3.2.15, by using a partition of unity and suitable charts
we may reduce the proof to neighborhoods of points with either x ∈ SF or x 6∈ SF .
1) If x ∈ SF , using a chart as in 3.2.15, we may suppose that M is a ball in Rm and
F = (x1, . . . , xm) 7→ (x1, . . . , xl). Then (3.2.6) reads
l∑
ν=1
Rν(x)x
ν = 0. (3.2.8)
We show by induction that (3.2.8) implies the existence of a skew-symmetric matrix
Sµν of smooth functions satisfying (3.2.7).
For l = 1, (3.2.8) reduces to R1(x)x
1 = 0 for all x, so by continuity R1(x) = 0 for
all x, and we can choose S11 = 0.
l − 1 → l: Setting x′ := (xl+1, . . . , xm), (3.2.8) implies that Rl(0, . . . , 0, xl, x′) ·
xl = 0, so in fact Rl(0, . . . , 0, x
l, x′) = 0 for all (xl, x′). Applying 3.2.15 to F :=
(x1, . . . , xm) 7→ (x1, . . . , xl−1), it follows that there exist smooth functions Sµl (µ =
1, . . . , l − 1) of x with Rl(x) =
∑l−1
µ=1 S
µ
l (x)x
µ. By (3.2.8), therefore,
0 =
l−1∑
µ=1
(Rµ(x)x
µ + Sµl (x)x
µxl) =
l−1∑
µ=1
(Rµ(x) + S
µ
l (x)x
l)xµ =:
l−1∑
µ=1
R˜µx
µ.
By our induction hypothesis there exist smooth functions S˜µν (1 ≤ µ, ν ≤ l−1) such
that R˜ν =
∑l−1
µ=1 S˜
µ
ν x
µ for 1 ≤ ν ≤ l − 1 and such that S˜µν is skew-symmetric. By
definition, Rµ = R˜µ − Sµl xl for 1 ≤ µ ≤ l − 1. Therefore,

R1
...
Rl−1
Rl

 =


S˜11 . . . S˜
l−1
1 −Sl1
...
...
S˜1l−1 . . . S˜
l−1
l−1 −Sll−1
S1l . . . S
l−1
l 0

 ·


x1
...
xl−1
xl

 =: S · x,
giving the desired skew-symmetric l × l matrix S.
2) Now suppose that x 6∈ SF . Again we proceed by induction. For l = 1, F1(x) 6= 0
and R1 · F1 = 0 imply that we can write R1(x) = 0 = 0 · F1 =: S11 · F1 on a
neighborhood of x where F1 6= 0.
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Next, assume that the result is already proved for l − 1. Since F (x) 6= 0, some
component of F (x) must be non-zero, and without loss of generality we may suppose
that Fl−1(x) 6= 0 (the proof below works the same way for any other component as
well). Then on a neighborhood U of x where Fl−1(x) 6= 0 we have
R1F1 + · · ·+Rl−2Fl−2 +
(
Rl−1 +Rl
Fl
Fl−1
)
Fl−1 = 0,
and so by our induction assumption (and shrinking U if necessary) there exists a
skew-symmetric (l − 1)× (l − 1) matrix Sˆµν such that

R1
...
Rl−2
Rl−1 +Rl FlFl−1

 =


Sˆ11 . . . Sˆ
l−1
1
...
...
Sˆ1l−2 . . . Sˆ
l−1
l−2
Sˆ1l−1 . . . Sˆ
l−1
l−1

 ·


F1
...
Fl−2
Fl

 .
Consequently,

R1
...
Rl−2
Rl−1
Rl

 =


Sˆ11 . . . Sˆ
l−1
1 0
...
...
...
Sˆ1l−2 . . . Sˆ
l−1
l−2 0
Sˆ1l−1 . . . Sˆ
l−1
l−1 −Rl/Fl−1
0 . . . 0 Rl/Fl−1 0

 ·


F1
...
Fl−2
Fl−1
Fl

 ,
which gives the claim also in this case.
Conversely, if (3.2.7) is satisfied, then denoting by 〈 , 〉 the standard scalar product
on Rl we have
〈R(x), F (x)〉 = 〈S(x)F (x), F (x)〉 = 0
since S⊤ = −S. This is (3.2.6). ✷
3.3 Invariance and functional dependence
Our goal in this section is to determine ‘how many’ invariants a given group action
possesses. We first observe that if ζ1, . . . , ζk are invariants (either local or global)
of a group G and F = F (z1, . . . , zk) is any smooth function then also
ζ(x) := F (ζ1(x), . . . , ζk(x))
is an invariant. However, ζ is completely determined by ζ1, . . . , ζk and so adds no
additional information. We therefore want to determine invariants up to this kind
of relation.
3.3.1 Definition. Let ζ1, . . . , ζk ∈ C∞(M,R). Then
(i) ζ1, . . . , ζk are called functionally dependent if for each x ∈ M there exists a
neighborhood U of x and a smooth map F : Rk → R that does not vanish
identically on any open subset of Rk such that
F (ζ1(x), . . . , ζk(x)) = 0 (3.3.1)
for all x ∈ U .
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(ii) ζ1, . . . , ζk are called functionally independent if they are not functionally de-
pendent when restricted to any open subset U of M . Equivalently, if F
as in (i) is such that (3.3.1) holds for all x in some open subset U of M
then F (z1, . . . , zk) = 0 for all z in some open subset of R
k (which contains
(ζ1, . . . , ζk)(U ′) for some U ′ ⊆ U).
3.3.2 Example. (i) The functions x/y and xy/(x2+y2) are functionally dependent
on {(x, y) | y 6= 0} because
xy
x2 + y2
=
x/y
1 + (x/y)2
= f(x/y).
On the other hand, x/y and x+y are functionally independent where defined since if
F (x+y, x/y) ≡ 0 for (x, y) in any open subset of R2 then since (x, y) 7→ (x+y, x/y)
is a local diffeomorphism, F has to vanish identically on some open subset of the
image of this set.
(ii) The functions
η(x, y) = x, ζ(x, y) =
{
x y ≤ 0
x+ e−1/y y > 0
are functionally dependent on {y < 0}, independent on {y > 0}, but neither on the
entire space R2.
For a characterization of functional (in)dependence we need two auxiliary results,
both of which are of independent interest as well.
3.3.3 Proposition. Let M be a second countable smooth manifold and let S be
a closed subset of M . Then there exists a smooth function f : M → R such that
S = {x ∈M | f(x) = 0}.
Proof. Since M \ S is open and M is second countable, M \ S can be written as
a locally finite union of countably many sets Vj (j ∈ N) and there exist functions
χj ∈ C∞(M) with χj ≥ 0 and χj > 0 precisely on Vj (see the proof of [9, 2.3.10]).
Then set
f :=
∑
j∈N
χj.
Since (Vj)j is locally finite, locally around any point in M only finitely many sum-
mands are nonzero, so f ∈ C∞(M). Moreover, for any x ∈M we have
f(x) = 0⇔ ∀j : χj(x) = 0⇔ x ∈
⋂
j∈N
(M \ Vj) = M \
⋃
j∈N
Vj = S.
✷
In the next theorem, by a critical point of a smooth map f : M → N we mean a
point x ∈M where Txf is not surjective. A point y ∈ N is called a critical value of
f if there exists a critical point x ∈M of f such that y = f(x).
3.3.4 Theorem. (Sard’s Theorem) Let f : M → N be a smooth map between
smooth manifolds. Then the set of critical values of f in N has measure zero, in
the sense that in any chart of N the image of the set of critical values in that chart
domain has Lebesgue measure zero.
A proof of this result would take us too far afield, so we refer to [8, 3.2].
Based on the previous results we now have:
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3.3.5 Theorem. Let ζ = (ζ1, . . . , ζk) be a smooth map from M to Rk. Then the
following are equivalent:
(i) ζ1, . . . , ζk are functionally dependent on M .
(ii) ∀x ∈M : rk(Txζ) < k.
Proof. (i)⇒(ii): Suppose that for some x ∈M we had rk(Txζ) = k. Since the rank
can’t fall locally, there would then exist some open set U around x with rk(Tx′ζ) = k
for all x′ ∈ U . We may assume U small enough that there is some F as in 3.3.1
with F (ζ1(x′), . . . , ζk(x′))) ≡ 0 on U . Since ζ is a submersion on U , it is an open
map. Thus F vanishes on the open set ζ(U), a contradiction.
(ii)⇒(i): Let U be open and relatively compact in M . By 3.3.3 there exists some
F ∈ C∞(Rk) such that F (z) = 0 if and only if z ∈ ζ(U ). Since ζ(U) ⊆ {ζ(x) |
rk(Txζ) < k} and the latter set has measure zero by Sard’s theorem 3.3.4, ζ(U) does
not contain any non-empty open set. Thus ζ1, . . . , ζk are functionally dependent.
✷
3.3.6 Theorem. Let G act semi-regularly on the m-dimensional manifold M with
k-dimensional orbits and let x0 ∈M . Then there exists some open neighborhood U
of x0 such that there are precisely m − k functionally independent local invariants
ζ1, . . . , ζm−k of G on U . Any other invariant of G on U is of the form
f(x) = F (ζ1(x), . . . , ζm−k(x))
for some smooth function F . If the action of G is regular then the invariants can
be taken to be globally invariant on a neighborhood of x0.
Proof. By 3.1.16, any orbit of G is a leaf of the k-dimensional integrable dis-
tribution ∆Φ. Thus the classical Frobenius theorem 2.1.1 yields a cubic chart
(ϕ = (x1, . . . , xm), U) centered at x0, ϕ(U) = (−c, c)m, such that any orbit of
G that intersects U does so in a (by 2.2.14 at most countable) union of slices
Ua = ϕ
−1(Rk × {a}). For 1 ≤ i ≤ m − k, let ζi : U → R, ζi := xk+i(= ϕk+i).
Then by definition, each ζi is constant on each slice, hence is locally constant on
any orbit that intersects U , hence is a local invariant. Any other local invariant
f must be constant on each slice. In terms of the chart ϕ this means that f does
in fact not depend on the variables x1, . . . , xk, and therefore is a function of the
remaining variables xk+i (1 ≤ i ≤ k) only, i.e., of the ζi.
Finally, if the action of G is regular, then by 3.1.17 the chart (ϕ,U) can be chosen
such that each G-orbit intersects U in at most one slice. Then the ζi are constant
on this slice, i.e., on U ∩ S, so they are global invariants. ✷
Since ζ = (ζ1, . . . , ζm−k) has maximal rank, the ζi are functionally independent by
3.3.5. Such a family of invariants (i.e., a functionally independent family such that
any other invariant is a function of the members of the family) is called a complete
set of functionally independent invariants.
3.3.7 Proposition. Let G act semi-regularly on the m-dimensional manifold M
with k-dimensional orbits. Then:
(i) Any complete set of functionally independent local invariants of G has m− k
elements.
(ii) If η1, . . . , ηm−k is a set of functionally independent local invariants, then lo-
cally around any point in its domain it is complete.
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Proof. (i) Let η = (η1, . . . , ηl) and (θ1, . . . , θp) be two sets of functionally indepen-
dent invariants of G and assume that l > p. Since θ is complete, there exists some
smooth map F : Ω→ Rl with Ω ⊆ Rp open such that η = F ◦ θ. But then for any
x, rk(Txη) ≤ rkTθ(x)(F ) ≤ p < l, a contradiction to 3.3.5. By symmetry, l = p, and
by 3.3.6 it follows that in fact l = m− k.
(ii) Suppose that f is some invariant defined on the domain Ω of η = (η1, . . . , ηm−k)
and let x ∈ Ω. Also, pick ζ = (ζ1, . . . , ζm−k) around x as in 3.3.6. Then there exists
some F : Rm−k → Rm−k, such that η = F ◦ ζ near x. Since rk(η) = rk(ζ) = m− k,
we also must have rk(F ) = m − k, i.e., F is a local diffeomorphism. Since f is a
smooth function of ζ near x it is therefore also a smooth function of η. ✷
3.3.8 Proposition. Let G act semi-regularly on the m-dimensional manifold M
with k-dimensional orbits and let ζ1, . . . , ζm−k be a complete set of functionally
independent invariants defined on an open subset U of M . If a subvariety SF =
{x ∈ M | F (x) = 0} (with F ∈ C∞(M,Rl)) is G-invariant, then for each solution
x0 ∈ SF ∩ U there is a neighborhood U˜ ⊆ U of x0 and a smooth function f such
that the solution set of the corresponding invariant F˜ = x 7→ f(ζ1(x), . . . , ζm−k(x))
on U˜ coincides with that of F , i.e.,
SF ∩ U˜ = SF˜ ∩ U˜ = {x ∈ U˜ | f(ζ1(x), . . . , ζm−k(x)) = 0}.
Proof. Since (by 3.3.5) the rank of (ζ1, . . . , ζm−k) is m − k on U we may find
coordinates (y1, . . . , ym) on a neighborhood U˜ of x0 such that y
i = ζi for 1 ≤
i ≤ m − k. In fact, the remaining k coordinates can be determined by picking
suitable xij (called parametric variables) from any given coordinates (x1, . . . , xm).
The change of coordinates is then of the form y = ψ(x) = (ζ(x), xˆ), with xˆ the
parametric variables.
We show that these coordinates are then flat for ∆Φ: Each ζ
j is constant on the
orbits of ∆Φ, hence if v1, . . . , vk ∈ g are such that ∆Φ(x) = span(v1|x, . . . , vk|x)
then
Txζ
j(vi|x) = vi(ζj)|x = d
dt
∣∣∣∣
0
ζj(Flvit (x)) = 0
for all x ∈ U˜ . Therefore, vi|x ∈
⋂k
j=1 ker(Txζ
j) = kerTxζ, and since dim(ker(Txζ)) =
k, ∆Φ(x) = span(v1|x, . . . , vk|x) = kerTxζ. On the other hand, ker(Txζ) is spanned
by ∂ym−k+1 , . . . , ∂ym because Tζ
i(∂yj ) =
∂yi
∂yj = 0 for i ∈ {1, . . . ,m − k} and
j ∈ {m− k + 1, . . . ,m}.
In terms of the new variables we can write F (x) = F ∗(y) = F ∗(ζ(x), xˆ), where
F ∗ := F ◦ ψ−1. Denoting by xˆ0 the value of the parametric variables at x0 we now
set f(z) := F ∗(z, xˆ0), and
F˜ (x) := f(ζ(x)) = f(ζ1(x), . . . , ζk(x)).
By assumption, SF is G-invariant. Also, the orbits of G intersect U in the slices
{ζ(x) = c}. Therefore, F (x) = F ∗(ζ(x), xˆ) = 0 if and only if F˜ (x) = F ∗(ζ(x), xˆ0) =
0 since (ζ(x), xˆ) and (ζ(x), xˆ0) lie in the same slice. ✷
We now turn to the problem of actually calculating invariants of a local transforma-
tion group. To begin with, we consider the case of a one-parameter group G with
infinitesimal generator v ∈ Xloc(M)(M). In terms of local coordinates x1, . . . , xn
we can write
v = ξ1(x)∂x1 + · · ·+ ξm(x)∂xm
49
for certain smooth functions ξi. Then by 3.2.7, a local invariant f of G is a solution
of the linear homogeneous first order PDE
v(f) = ξ1(x)
∂f
∂x1
+ · · ·+ ξm(x) ∂f
∂xm
= 0. (3.3.2)
By 3.3.6 we know that if v|x 6= 0 then locally around x there existm−1 functionally
independent invariants, i.e., m− 1 functionally independent solutions of (3.3.2). In
PDE theory, the method of choice for solving (3.3.2) is themethod of characteristics.,
cf. [4, Sec. 3.2]. This basically consists in solving the corresponding system of ODEs
given by
dxi
dt
= ξi(x(t)) (1 ≤ i ≤ m). (3.3.3)
Solutions of (3.3.2) are then functions that are constant along solutions of (3.3.3).
Such functions are also called first integrals of (3.3.3). In this terminology, 3.3.6 says
that (3.3.3) possesses m− 1 functionally independent first integrals locally around
any point.
3.3.9 Remark. Using the straightening-out theorem (cf. [11, 17.14]) it is very
easy to see all of the above directly. In fact, in an appropriate coordinate system
y1, . . . , ym we have v = ∂y1 near the point x. It is then immediate that the functions
y2, . . . , ym form a complete set of functionally independent invariants of Flv. Fur-
thermore, in these coordinates (3.3.3) reads dy
1
dt = 1, and
dyi
dt = 0 for i = 2, . . . ,m,
with general solution y1(t) = t + c1, y
i = ci for i = 2, . . . ,m. A complete set of
functionally independent first integrals then of course is also given by y2, . . . , ym,
because these functions are constant along this general solution of the ODE.
3.3.10 Example. Consider the rotation group SO(2) on R2 \ {(0, 0)} with in-
finitesimal generator v = −y∂x + x∂y. Then the characteristic system reads
dx
dt
= −y dy
dt
= x.
A first integral is f(x, y) = x2 + y2, since
d
dt
f(x(t), y(t)) = ∂xf(x(t), y(t))(−y(t)) + ∂yf(x(t), y(t))(x(t))
= −2x(t)y(t) + 2x(t)y(t) = 0.
Any other first integral, i.e., any other invariant of v, is a function of f .
In the remainder of this section we want to explore how invariance of functions
or subvarieties under a local transformation group can be expressed in terms of
quotient manifolds, using 3.1.19. The main result is as follows:
3.3.11 Theorem. Let G be a local transformation group on M that acts regularly
on the m-dimensional manifold M with k-dimensional orbits.
(i) A smooth map F :M → Rl is G-invariant if and only if there exists a smooth
function F˜ :M/G→ Rl such that F (x) = F˜ (π(x)) for all x ∈M .
(ii) Let F ∈ C∞(M,Rl). Then the corresponding subvariety SF = {x ∈ M |
F (x) = 0} is G-invariant if and only if there exists a smooth map F˜ :M/G→
Rl such that, for all x ∈M , F (x) = 0 if and only if F˜ (π(x)) = 0.
(iii) An n-dimensional regular submanifold N of M is G-invariant if and only if
there exists a smooth (n − k)-dimensional regular submanifold N˜ = N/G of
M/G such that N = π−1(N˜ ) (and therefore N˜ = π(N)).
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Proof. (i) By definition, π is invariant under G, so any F˜ ◦ π is G-invariant as
well. Conversely, suppose that F ∈ C∞(M,Rl) is G-invariant. Using a regular chart
(U,ϕ), the proof of 3.3.6, together with 3.1.20 shows that on π(U) there exists a
smooth map F˜U such that F˜U ◦ π = F on U . The sets π(U) form a covering of
M/G by chart neighborhoods (since π(U) = U ′), so we may find a partition of
unity (χj) on M/G subordinate to it, say with suppχj ⋐ U
′
j for all j. Then setting
F˜ :=
∑
j χj · F˜Uj it follows that, for any x ∈M ,
F˜ (π(x)) =
∑
j
χj(π(x)) · F˜Uj (π(x)) =
∑
j
χj(π(x)) · F (x) = F (x).
(ii) Suppose first that there exists some F˜ ∈ C∞(M/G,Rl) such that F (x) = 0 if
and only if F˜ (π(x)) = 0. Then if y is in the same orbit as x, π(x) = π(y). Thus, if
F (x) = 0 then 0 = F˜ (π(x)) = F˜ (π(y)), which in turn is equivalent to F (y) = 0. It
follows that SF is G-invariant.
Conversely, if SF is G-invariant then by 3.3.8 (together with 3.1.20) it follows that
any point in M has a neighborhood U such that there exists some smooth map
F˜U on U
′ = π(U) with the property that, for all x ∈ U , F (x) = 0 if and only if
F˜U (π(x)) = 0. Let F˜U (z) = (F˜1(z), . . . , F˜l(z)). Then we may replace F˜i by (F˜i)
2
for all i ∈ {1, . . . , l} while retaining the property stated above. Hence without
loss of generality we may assume that each F˜i is non-negative. As in (i), pick a
partition of unity (χj) on M/G subordinate to a covering by such neighborhoods
U ′j (j ∈ N) and set F˜ :=
∑
j χj · F˜Uj . Let x ∈ M with F (x) = 0 and suppose
that π(x) ∈ U ′j = π(Uj). Then for some xj ∈ Uj we have π(x) = π(xj), so since
SF is G-invariant we obtain xj ∈ SF as well. Hence 0 = F˜Uj (π(xj)) = F˜Uj (π(x))
for any such j, implying F˜ (π(x)) = 0. Conversely, suppose that F˜ (π(x)) = 0 and
pick k such that χk(π(x)) > 0. Then since each F˜
i
Uj
is non-negative, it follows that
F˜Uk(π(x)) = 0. Since U
′
k = π(Uk), there exists some xk ∈ Uk with π(xk) = π(x).
By construction of F˜Uk , therefore, F (xk) = 0, i.e., xk ∈ SF . But then also F (x) = 0
since SF is G-invariant.
(iii) Suppose that N = π−1(N˜) and let x ∈ N and g ∈ G such that y := g ·x exists.
Then π(y) = π(x) ∈ N˜ , so y ∈ π−1(N˜) = N . Thus N is G-invariant.
Conversely, if N is a G-invariant regular submanifold of M and Φ: U →M denotes
the action of G on M (cf. 3.1.1), then U ′ := U ∩ (G × N) is open in G × N and
contains {e} × N . Also, Φ: U ′ → M is smooth. Moreover, Φ(U ′) ⊆ N since N is
G-invariant and because N is regular it follows that Φ: U ′ → N is smooth, hence
is a local transformation group. Let x ∈ N and let S be the G-orbit of x. Then S
is a regular submanifold of M (by 3.1.6) and is contained in N . Thus by [11, 13.6]
it is an immersive submanifold of N . Also, it carries the trace topology of M , as
does N , so in fact it carries the trace topology of N , i.e., it is a regular submanifold
of N . Furthermore, if B is a neighborhood basis of x in M such that S′ ∩ U is
connected in S′ for every orbit S′ and every U ∈ B then {U ∩N | U ∈ B} has the
same property in N (since it carries the trace topology of M), so G acts regularly
on N as well. We are therefore in a position to apply 3.1.19 to Φ: U ′ → N and
obtain that π|N : N → N/G is a surjective submersion and N/G = π(N) =: N˜
is an (n − k)-dimensional manifold. Since N is G-invariant, if y ∈ π−1(N˜) then
π(y) = π(x) for some x ∈ N , so y ∈ N , i.e., N = π−1(N˜).
It only remains to prove that N˜ is a regular submanifold of M/G. To see this, we
will proceed analogously to the proof of 2.2.14. Let x ∈ N , let S be the orbit of
x (so S ⊆ N), and pick v1, . . . , vk ∈ g such that {v1(x), . . . , vk(x)} is a basis of
∆Φ(x). Next, choose an adapted chart (χ = (y
1, . . . , ym),W ) around x in M such
that ((y1, . . . , yn),W ∩N) is a chart of N , χ(x) = 0 ∈ Rm, and χ(W ∩N) = {yn+1 =
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· · · = ym = 0}. Also, we may suppose that v1(x), . . . , vk(x), ∂∂yk+1
∣∣∣
x
, . . . , ∂∂yn
∣∣∣
x
is
a basis of TxN , and v1(x), . . . , vk(x),
∂
∂yk+1
∣∣∣
x
, . . . , ∂∂ym
∣∣∣
x
is a basis of TxM . Let
f(t1, . . . , tm) := (Flv1t1 ◦ · · · ◦ Flvktk )(χ−1(0, . . . , 0, tk+1, . . . , tm)).
Then f is a diffeomorphism from some neighborhood (−d, d)m of 0 ∈ Rm onto a
neighborhood of x in M , and we take ϕ := f−1 on a suitable neighborhood U of x
to obtain that (U,ϕ) is a chart of M around x. Furthermore, since χ is an adapted
chart and N is G-invariant,
(t1, . . . , tn) 7→ f(t1, . . . , tn, 0, . . . , 0)
maps into N and can (by making d smaller if necessary) also be assumed to be a
diffeomorphism. This means that (ϕ,U) is also an adapted chart for N .
Since S is an orbit of G,
y ∈ S ⇔ Flv1t1 ◦ · · · ◦ Flvktk (y) ∈ S
for all y and t1, . . . , tk where the right hand side is defined. Therefore, for any
y = f(t1, . . . , tm) ∈ U we have
y = f(t1, . . . , tm) ∈ S ⇔ f(0, . . . , 0, tk+1, . . . , tm) ∈ S. (3.3.4)
This means that U ∩ S is the disjoint union of connected sets of the form
Uc := {y ∈ U | xk+1(y) = ck+1, . . . , xm(y) = cm}
where c = (ck+1, . . . , cm) is constant. Since G acts regularly, we may suppose in
addition that U ∩ S is connected. Then since f(0, . . . , 0) = x ∈ S it follows that
the only non-empty Uc is U0, so S ∩ U = {y ∈ U | xk+1(y) = · · · = xm(y) = 0}.
Summing up, we have that (ϕ,U) is a flat chart for G on M and (ϕ,U ∩ N) is a
flat chart for G on N . Since G acts regularly, the proof of 3.1.17 shows that we
may in addition assume that U is so small that (ϕ,U) is regular for ∆Φ on M and
(ϕ,U ∩N) is regular for ∆Φ on N . Then by 3.1.20, on U ′ = π(U) we obtain a chart
ϕ′ for M/G around π(x) by
ϕ′ : y′ 7→ (xk+1(y), . . . , xm(y)), U ′ → Rm−k
with y any element of π−1(y′) ∩ U . By the same reasoning,
y′ 7→ (xk+1(y), . . . , xn(y)), U ′ ∩ N˜ → Rn−k
(with y any element of π−1(y′) ∩ U ∩ N) is a chart for N˜ = N/G around π(x).
This shows that (ϕ′, U ′) is a chart adapted to N˜ , i.e., N˜ is a regular submanifold
of M/G. ✷
3.4 Dimensional analysis
In a typical physics problem, there are certain fundamental physical quantities, such
as length, time, mass, . . . , which can all be scaled independently of each other. Let
z1, . . . , zr denote these quantities, then this scaling can be described by the action
of a scaling group
(z1, . . . , zr) 7→ (λ1z1, . . . , λrzr),
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with fixed scaling factors λ = (λ1, . . . , λr) ∈ Rr. The underlying group therefore is
the r-th power of the multiplicative group R+.
Furthermore, there typically are certain derived quantities, such as velocity, accel-
eration, force, density, . . . , which also scale if the fundamental quantities are scaled.
Call these quantities x = (x1, . . . , xm). Then the action of the scaling group on the
derived quantities takes the form
λ · (x1, . . . , xm) = (λα111 λα212 . . . λαr1r x1, . . . , λα1m1 λα2m2 λαrmr xm), (3.4.1)
where αij , i = 1, . . . , r, j = 1, . . . ,m is a matrix of real numbers determined by the
problem at hand. For example, if z1 is length, z2 is time and z3 is mass, then the
action of scaling on velocity x1 and force x2 are given by
λ · (x1, x2) = (λ1λ−12 x1, λ11λ−22 λ3x2).
If a derived quantity is invariant under the corresponding scaling then it is called di-
mensionless. To describe some physical situation, one often has functional relations
of the form F (x1, . . . , xm) = 0 for the derived quantities. Such a relation is called
unit-free if it remains unchanged under a rescaling of the fundamental quantities. It
turns out that such unit-free relations are often of great physical significance. The
Buckingham Pi-Theorem shows that any unit-free relation can be written solely in
terms of dimensionless quantities.
3.4.1 Theorem. (Buckingham Pi-theorem) Let z1, . . . , zr be fundamental physical
quantities that scale independently according to zi 7→ λizi. Let x1, . . . , xm be derived
quantities that scale according to (3.4.1) for some (r×m)-matrix of constants A =
(αij) and let s be the rank of A. Then
(i) There exist m− s functionally independent dimensionless ‘power products’
πk = (x1)β1k(x2)β2k . . . (xm)βmk , k = 1, . . . ,m− s (3.4.2)
such that any other dimensionless quantity can be written as a function of
π1, . . . , πm−s. The columns of the matrix B = (βjk) in (3.4.2) can be taken
to be any basis of kerA.
(ii) If F (x1, . . . , xm) = 0 is any unit-free relation among the given derived quan-
tities, then there is an equivalent relation F˜ = 0 which can be expressed solely
in terms of the above dimensionless power products:
F (x) = 0⇔ F˜ (π1(x), . . . , πm−s(x)) = 0.
Proof. The proof will basically be an application of 3.3.11. As the underlying
manifold M we take the positive octant in Rm, so
M = {x = (x1, . . . , xm) | xi > 0, i = 1, . . . ,m}.
Then the multiplicative group G = (R+)r acts globally on M via (3.4.1). Since
the action is multiplicative, its generators are found by differentiating (3.4.1) with
respect to λi and then setting λ1 = · · · = λr = 1:
vi = αi1x
1 ∂
∂x1
+ αi2x
2 ∂
∂x2
+ · · ·+ αimxm ∂
∂xm
, i = 1, . . . , r.
It follows that the dimension of the span of v1, . . . , vr is precisely the rank of A,
namely s, so G has s-dimensional orbits. For a function f to be a global invariant
of G, by 3.2.7 it has to satisfy
vi(f) = 0, i = 1, . . . , r.
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In particular, if f = πk is given by (3.4.2), then this condition is satisfied if and
only if the exponents βjk satisfy the system of linear equations
m∑
j=1
αijβjk = 0, i = 1, . . . , r. (3.4.3)
Since rk(A) = s, there are m − s linearly independent solutions to this system.
Choosing these solutions for the βjk, let π := (π
1, . . . , πm−s). Then the Jacobian
of π at x = (1, . . . , 1) is the transpose of the matrix (βjk), j = 1, . . . ,m, k =
1, . . . ,m − s, and its rank therefore is m − s. For any a > 0 we have (as matrix-
multiplication)
π(ax1, x2, . . . , xm) = diag(aβ11 , . . . , aβ1(m−s)) · π(x1, x2, . . . , xm),
so since Dπ(1, 1, . . . , 1) has a non-zero (m−s)× (m−s)-sub-determinant, the same
is true of Dπ(a, 1, . . . , 1). Analogously we can argue for varying the x2-component,
and so on. Altogether, it follows that the rank of the Jacobian of π is (m−s) every-
where on M . Thus by (the easy direction of) 3.3.5, (π1, . . . , πm−s) is a functionally
independent system of invariants of G on M .
Next we show that the orbits of G are precisely the level sets of the function π. To
see this, let x, x˜ be any two points in M . Then by the definition of M there exist
exponents tj , j = 1, . . . ,m such that x
j = etj · x˜j for all j. Therefore
πk(x) = eβ1kt1eβ2kt2 . . . eβmktm(x˜1)β1k . . . (x˜m)βmk = πk(x˜)
⇔
m∑
j=1
βjktj = 0,
so x and x˜ lie in the same level set of π if and only if the tj satisfy
m∑
j=1
βjktj = 0, k = 1, . . . ,m− s. (3.4.4)
By construction, the columns of the m× (m− s)-matrix B := (βjk) form a basis of
kerA, so in particular A · B = 0. Moreover, (3.4.4) means that B⊤ · t = 0, where
t = (t1, . . . , tm)⊤, i.e., t ∈ ker(B⊤). We claim that this, in turn, is equivalent to the
existence of s1, . . . , sr with
tj =
r∑
i=1
siαij , j = 1, . . . ,m (3.4.5)
i.e., to t ∈ im(A⊤). This means we have to show that im(A⊤) = ker(B⊤). Now if
w = A⊤u ∈ im(A⊤), then B⊤w = B⊤A⊤u = (AB)⊤u = 0, so im(A⊤) ⊆ ker(B⊤).
On the other hand, dim im(A⊤) = dim im(A) = s, and also dimker(B⊤) = m −
dim im(B⊤) = m− dim im(B) = s, so indeed we have equality.
Hence two points x and x˜ in M have the same image under π if and only if x = λx˜,
where λi = e
si , i.e., if and only if they lie in the same orbit under G. Since π has
maximal rank m−s everywhere, its level sets are regular submanifolds of dimension
s, so G has s-dimensional regular submanifolds as orbits. Moreover, the proof of
3.3.8 shows that, around any point, π1, . . . , πm−s can be completed by a set of s
parametric variables to form a flat chart for the group action of G. In the present
situation, such parametric variables can even be chosen globally on all ofM : indeed,
pick numbers βjk, j = 1, . . .m, k = m − s + 1, . . . ,m that supplement the matrix
B from above to obtain an invertible m×m matrix B˜ and set
π˜(x) :=
( m∏
i=1
(xi)βi1 , . . . ,
m∏
i=1
(xi)βim
)
.
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Then the first k components of π˜ are precisely π, and the remaining m − s com-
ponents are our new parametric variables. By the same reasoning as above for π
it follows that π˜ has rank m everywhere on M , hence is a local diffeomorphism.
In addition, π˜ is injective: to see this, note first that π˜(x) = π˜(y) implies x = y
if and only if π˜i(x) = 1 implies xi = 1 for all i. Now if π˜i(x) = 1 for all i then
taking logarithms it follows that B˜⊤ · (ln(x1), . . . , ln(xm))⊤ = 0, which due to the
invertibility of B˜ indeed implies xi = 1 for all i. Thus we obtain the desired global
chart π˜ for M .
Any orbit intersects this chart in a single slice (π = const.), so the action of G
is regular. Moreover, by 3.1.20, π induces global coordinates on M/G, hence can
be identified with the quotient map M → M/G (and M/G can be identified with
Rm−s+ ). We are therefore in the position to apply 3.3.11. Since being G-invariant by
definition is the same as being dimensionless, (i) follows from 3.3.11 (i). Moreover,
an equation is unit-free if and only if it is G-invariant, so (ii) follows from 3.3.11
(ii). ✷
3.4.2 Example. The energy yield of the first atomic explosion. In 1947, when
the amount of energy released by the first atomic explosion was still classified, G.
Taylor calculated this energy using dimensional analysis (see [19], our presentation
follows [2]).
We model the explosion by the radius R of the spherical fireball emanating from
the point of explosion. We assume that R is a function
R = F (x1, x2, x3, x4), (3.4.6)
where
x1 = E, the energy released by the explosion,
x2 = t, the time elapsed since the explosion,
x3 = ρ0, the initial ambient air density,
x4 = P0, the initial ambient air pressure.
R itself also is a derived quantity, so we set x5 = R. It follows that for this
problemm = 5. The fundamental physical quantities needed to describe the derived
quantities are z1 = length, z2 = mass, and z3 = time, so r = 3. The matrix
A = (αij)
j=1,...,5
i=1,...,3 has the form
A =

 2 0 −3 −1 11 0 1 1 0
−2 1 0 −2 0


E.g., energy has dimension length2×mass/time2, hence the first column. The rank
of this matrix is s = 3, so m − s = 5 − 3 = 2. Therefore, by 3.4.1 there are two
functionally independent dimensionless power products π1, π2, in terms of which
any dimensionless quantity can be described. By (3.4.2), these power products are
of the form
π1(x) = (x1)β11(x2)β21(x3)β31(x4)β41(x5)β51
π2(x) = (x1)β12(x2)β22(x3)β32(x4)β42(x5)β52 .
55
From the proof of 3.4.1 we know that the 5×2 matrix B = (βjk) can be constructed
by finding a basis of kerA. It follows that
B =


−2 −1
6 −2
−3 1
5 0
0 5

 ,
so
π1(x) = (x1)−2(x2)6(x3)−3(x4)5 =
P 50 t
6
E2ρ30
π2(x) = (x1)−1(x2)−2(x3)(x5)5 =
R5ρ0
Et2
.
By 3.4.1 (ii), the relation (3.4.6) can equivalently be expressed in the form F˜ (π1, π2) =
0, and we assume that in fact we can solve for π2. Thus there exists a smooth func-
tion g˜ of π1 such that (3.4.6) is equivalent to π2 = g˜(π1), i.e., to
R =
(
Et2
ρ0
)1/5
g(π1). (3.4.7)
for some function g. By continuity, g(π1) ≈ g(0) for π1 small, so Taylor derived the
approximative formula
R = At2/5, with A =
(
E
ρ0
)1/5
g(0).
Here, ρ0 is known, and to find g(0) one can plot log10 R versus log10 t using data
from experiments with conventional explosives (whose E is known). Taylor then
used motion picture records of the first atomic explosion, due to J.E. Mack, to plot
5/2 log10R versus log10 t (in c.g.s.-units, but as we know any other system of units
would have given the same result!), to obtain an accurate estimate for E:
E ≈ 7, 14× 1020 ergs = 7, 14× 1013J,
which corresponds to the energy release of about 16800 tons of TNT.
3.5 Groups and differential equations
We now want to start applying symmetry methods to differential equations. To
this end we consider a system S of differential equations involving p independent
variables x = (x1, . . . , xp) and q dependent variables u = (u1, . . . , uq). Solutions of
S will be functions u = f(x), or, in components,
uα = fα(x1, . . . , xp) (α = 1, . . . , q).
Henceforth we will use the convention of using Latin indices for the independent
variables and Greek indices for the dependent ones. We let X = Rp be the space of
independent variables and U = Rq the space of dependent variables. Then basically
a symmetry group of S will be a local transformation groupG acting onM := X×U
in such a way that it ‘transforms solutions of S into solutions of S.
We first need to clarify how such a group of transformations is to act on a function
f . The key idea here is to identify f : X ⊇ Ω→ U with its graph
Γf = {(x, f(x)) | x ∈ Ω}.
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Then Γf is a p-dimensional submanifold of M . If g ∈ G and Γf ⊆ Ug, the domain
of g, then g acts on Γf by
g · Γf := {(x˜, u˜) = g · (x, u) | (x, u) ∈ Γf}.
Note that g · Γf will in general no longer be the graph of a function. However,
since G acts smoothly and e · Γf = Γf , by shrinking Ω and restricting to elements
of G near to e we can always achieve that g · Γf = Γf˜ , where f˜ (corresponding to
u˜ = f˜(x˜)) is a well-defined function. In this case we write f˜ = g · f and call f˜ the
transform of f by g.
3.5.1 Example. Let X = R, U = R, so p = q = 1 and again consider the rotation
group G = SO(2) on M = X × U = R2. The action of G is given by
(x˜, u˜) = ε · (x, u) = (x cos ε− u sin ε, x sin ε+ u cos ε) (3.5.1)
Now if f : x 7→ u = f(x) is a function then G acts on f by rotating its graph,
and in general this rotated graph will not be the graph of a well-defined function:
think of a straight line or a parabola. The example of the parabola in particular
demonstrates that it will in general not suffice to choose g near e (i.e., ε near 0) but
that one has to also restrict the domain of f . But for |ε| small and restricting f to
a sufficiently small domain we do obtain a well defined function ε · f = f˜ .
To explicitly calculate the action of G on a linear function, let u = f(x) = ax+ b.
Then any point in Γf is of the form (x, ax + b), which is rotated by ε to the point
(x˜, u˜) = (x cos ε− (ax+ b) sin ε, x sin ε+ (ax+ b) cos ε).
To determine u˜ = f˜(x˜) we have to eliminate x from this equation, which is possible
for ε small (so that cot ε 6= a). Then
x =
x˜+ b sin ε
cos ε− a sin ε ,
and therefore
u˜ = f˜(x˜) =
sin ε+ a cos ε
cos ε− a sin εx˜+
b
cos ε− a sin ε ,
which, as expected, is again a linear function.
The general procedure for calculating f˜ = g · f from f is as follows. Write
(x˜, u˜) = g · (x, u) = (Ξg(x, u),Φg(x, u)), (3.5.2)
with Ξg,Φg smooth. The graph Γf˜ = g ·Γf of f˜ = g ·f is then given parametrically
by the equations (for x ∈ Ω)
x˜ = Ξg(x, f(x)) = Ξg ◦ (id× f)(x)
u˜ = Φg(x, f(x)) = Φg ◦ (id× f)(x)
To calculate f˜ we have to eliminate x from these equations. For g = e, Ξe◦(id×f) =
id, hence for g in a neighborhood of e the Jacobian of Ξg ◦ (id × f) is nonsingular
and so by the inverse function theorem we can locally solve for x:
x = [Ξg ◦ (id× f)]−1(x˜).
Consequently,
g · f = [Φg ◦ (id× f)] ◦ [Ξg ◦ (id× f)]−1. (3.5.3)
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3.5.2 Lemma. Let f be a local smooth map, f : Ω → U , and let g, h ∈ G. Then
h · (g · f) = (h · g) · f , wherever defined.
Proof. Since any function is uniquely determined by its graph it suffices to note
that
Γ(h·g)·f = (h · g)Γf = h · (g · Γf ) = h · Γg·f = Γh·(g·f).
✷
An important special case where f˜ is automatically defined unrestrictedly is that
of a projectable group action. For such actions, Ξg is a function of x only, i.e.,
(x˜, u˜) = g · (x, u) = (Ξg(x),Φg(x, u)),
and so f˜(x˜) = [Φg ◦ (id× f)] ◦Ξ−1g (x˜). Using this terminology, we can now define:
3.5.3 Definition. Let S be a system of differential equations. A symmetry group
of S is a local transformation group G acting on an open subset of M = X × U
such that whenever f is a solution of S and g · f is defined for some g ∈ G then
also g · f is a solution of S. (Here solution means any smooth solution defined on
any subdomain Ω of X.)
3.5.4 Example. (i) Let S consist of the equation uxx = 0. The solutions are
precisely the linear functions on R. Since G = SO(2) transforms linear functions to
linear functions, it is a symmetry group of S.
(ii) Let S = {ut = uxx}, the heat equation, and consider the group action
(x, t, u) 7→ (x+ εa, t+ εb, u) (ε ∈ R).
This is a symmetry group of S since f(x − εa, t − εb) is a solution of the heat
equation whenever f is.
One immediate advantage of knowing the symmetry group of a differential equation
is that it gives a straightforward way of constructing new solutions from known ones
(sometimes even from trivial ones, e.g., constant solutions) simply by applying the
group transformations. Our aim ultimately is to derive infinitesimal criteria for
a local transformation group to be a symmetry group of a differential equation,
which can then be used to explicitly calculate the full symmetry group of any given
differential equation. For this purpose we first need to develop some more technical
machinery.
3.6 Prolongation
In the previous section we identified any smooth function with its graph in order
to define the action of a transformation group on it. Since we are now interested in
differential equations we need to find a way of simultaneously considering a function
and its derivatives up to a certain order. The mechanism we are going to employ is
that of prolongation, a simplified version of the theory of jet bundles.
Given a smooth function f : Rp → R, x 7→ f(x1, . . . , xp) and any k ∈ N0, we let
J = (j1, . . . , jk) be an unordered k-tuple with 1 ≤ jl ≤ p for all l. The order of this
tuple is defined as ♯J = k, and the corresponding partial derivative of f is
∂Jf(x) =
∂kf
∂xj1∂xj2 . . . ∂xjk
.
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There are
pk :=
(
p+ k − 1
k
)
different possible k-th order partial derivatives of f . To see this, note that since the
order of derivatives is irrelevant we may first bring J in ascending order, and then
uniquely describe any possible choice by writing ∗ for each number that appears in
J and | to signify that we increase the number. For example, if p = 5 and k = 2,
the string ∗ ∗ |||| corresponds to the tuple (1, 1), | ∗ | ∗ || to (2, 3), and (||| ∗ |∗) to
(4, 5), etc. We need k stars and p− 1 vertical lines, so our problem is equivalent to
determining the number of possible selections of k elements from a p−1+k-element
set, hence the above formula.
If f : X → U with X = Rp and U = Rq, so u = f(x) = (f1(x), . . . , f q(x)), then we
need q · pk numbers uαJ = ∂Jfα(x) to represent all possible k-th order derivatives of
f at any point x. Therefore, we set Uk := R
q·pk and write uαJ , with α ∈ {1, . . . , q}
and J any unordered multi-index as above. Moreover, we let
U (n) := U × U1 × · · · × Un.
The coordinates of U (n) can be used to represent all the derivatives of any map
f : X → U of orders 0 to n. The dimension of U (n) is
q + qp1 + · · ·+ qpn = q
(
p+ n
n
)
=: qp(n).
We will denote elements of U (n) by u(n), with q · p(n) components uαJ , with α ∈
{1, . . . , q} and J = (j1, . . . , jk) an unordered multiindex, 1 ≤ jl ≤ p, 0 ≤ k ≤ n. For
k = 0 there is only one such multiindex, denoted by 0 and uα0 is the component u
α
of u.
3.6.1 Example. Let p = 2, q = 1. Then X = R2 has coordinates (x1, x2) = (x, y),
and U = R has the coordinate u. U1 equals R
2, with coordinates (ux, uy), represent-
ing all first order derivatives of u. Also, U2 = R
3 has coordinates (uxx, uxy, uyy),
representing all second order derivatives of u. In general, Uk = R
k+1 since there
are k + 1 derivatives of u of order k, namely ∂
ku
∂xi∂yk−i , i = 0, . . . , k. Also, U
(2) =
U × U1 × U2 = R6, with coordinates u(2) = (u;ux, uy;uxx, uxy, uyy), representing
all derivatives of u with respect to x and y of order at most 2.
Now for any smooth function f : X → U we define its n-th prolongation pr(n)f : X →
U (n), u(n) = pr(n)f(x) by
uαJ = ∂Jf
α(x).
Thus for any x, pr(n)f(x) is a vector with q · p(n) entries representing the values of
f and all its derivatives up to order n at x. In this sense we might also identify
pr(n)f(x) with the n-th Taylor polynomial of f at x.
3.6.2 Example. For p = 2, q = 1, we have u = f(x, y). Then the second
prolongation of f , u(2) = pr(2)f(x, y) is given by
(u;ux, uy;uxx, uxy, uyy) =
(
f ; ∂xf, ∂yf, ∂
2
xf, ∂xyf, ∂
2
yf
)
,
evaluated at (x, y).
The space X ×U (n) is also called the n-th order jet-space of X ×U , and pr(n)f(x)
is called the n-jet of f at x. If M is an open subset of X × U , then we set
M (n) :=M × U1 × · · · × Un.
If u = f(x) is a function whose graph lies in M then the n-th prolongation pr(n)f
is a function whose graph lies in M (n).
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3.7 Systems of differential equations
For a system S of n-th order differential equations in p independent and q dependent
variables we write
Pν(x, u
(n)) = 0 ν = 1, . . . , l,
where x = (x1, . . . , xp), u = (u1, . . . , uq). Here the functions
P (x, u(n)) = (P1(x, u
(n)), . . . , Pl(x, u
(n)))
are assumed to be smooth, i.e., P ∈ C∞(X × U (n),Rl). The differential equa-
tions in S determine where this map vanishes on X × U (n), i.e., they determine a
corresponding subvariety
SP = {(x, u(n)) | P (x, u(n)) = 0} ⊆ X × U (n)
of the total jet space X × U (n). We may therefore identify the system S with this
set SP , and we shall do so at many places below.
A solution of S is a smooth function u = f(x) such that
Pν(x, pr
(n)f(x)) = 0, ν = 1, . . . , l,
for all x in the domain of f . Geometrically, this means that the graph of the
prolongation pr(n)f is contained in SP :
Γ
(n)
f ≡ {(x, pr(n)f(x))} ⊆ SP = {P (x, u(n)) = 0}.
3.7.1 Example. Consider the Laplace equation in two variables:
uxx + uyy = 0. (3.7.1)
Here, p = 2, q = 1, and n = 2 since the equation is of second order. The coordinates
of X×U (2) are (x, y;u;ux, uy;uxx, uxy, uyy), and (3.7.1) describes a hyperplane SP
in X ×U (2). A function f is a solution of (3.7.1) if the graph of pr(2)f is contained
in SP . For example, let f(x, y) = x3 − 3xy2. Then
(x, y, pr(2)f(x, y)) = (x, y;x3 − 3xy2; 3x2 − 3y2,−6xy; 6x,−6y,−6x) ∈ SP .
3.8 Prolongation of group actions
In this section, given a local transformation group G on an open subsetM of X×U ,
we will construct an induced action pr(n)G, the n-th prolongation of G, on M (n).
The idea is to define pr(n)G in such a way that it transforms the derivatives of any
smooth function u = f(x) into the corresponding derivatives of the transformed
function u˜ = f˜(x˜).
Thus let (x0, u
(n)
0 ) ∈ M (n) and choose any smooth function u = f(x) defined in a
neighborhood of x0 whose graph lies inM and such that it has the given derivatives
at x0, i.e., such that u
(n)
0 = pr
(n)f(x0). To see that such an f indeed exists, one
may take it to be an appropriate Taylor polynomial:
fα(x) :=
∑
J
uαJ0
J˜ !
(x− x0)J , α = 1, . . . , q. (3.8.1)
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Here the sum is over all J = (j1, . . . , jk) with 0 ≤ k ≤ n, and
(x− x0)J := (xj1 − xj10 )(xj2 − xj20 ) . . . (xjk − xjk0 ).
Also, for given J we set J˜ := (j˜1, . . . , j˜p), where j˜i equals the number of jκ’s which
equal i. For example, if J = (1, 1, 1, 2, 4, 4), p = 4, k = 6, then J˜ = (3, 1, 0, 2).
Finally, J˜ = j˜1! . . . j˜p!.
If g is close to e then the transformed function f˜ = g · f (as in (3.5.3)) is defined in
a neighborhood of (x˜0, u˜0) = g · (x0, u0), where u0 = f(x0). We then define
pr(n)g · (x0, u(n)0 ) = (x˜0, u˜(n)0 ),
where
u˜
(n)
0 = pr
(n)(g · f)(x˜0). (3.8.2)
An important point to note here is that, due to the chain rule, the value of pr(n)g ·
(x0, u
(n)
0 ) depends exclusively on the derivatives of f at the point x0 up to order n,
i.e., only on (x0, u
(n)
0 ) itself. It is therefore independent of the choice of the auxiliary
function f from above and therefore provides a well-defined operation on M (n).
3.8.1 Lemma. For any local transformation group G on M as above, pr(n)G is a
local transformation group on M (n).
Proof. We first note that (g, (x0, u
(n)
0 )) 7→ pr(n)g · (x0, u(n)0 ) is smooth. Indeed,
taking the f from (3.8.1) this follows directly from (3.5.3). To see this, it suffices to
note that the inverse function theorem yields an inverse that automatically depends
smoothly on all parameters that the original function depends upon (in our case,
the u
(n)
0 ): if f = f(x, α) (α representing any parameters), then f
−1 is the solution of
the implicit equation F (x, y, α) = f(y, α)− x = 0, so the implicit function theorem
yields the claim.
It remains to verify (i) and (ii) from 3.1.1. Here, (ii) is automatic because for g = e
we get g · f = f . Thus we are left with proving that
pr(n)h(pr(n)g · (x0, u(n)0 )) = pr(n)(h · g)(x0, u(n)0 ). (3.8.3)
To see this, let (x0, u
(n)
0 ) ∈M (n) and pick a smooth function f defined near x0 with
u
(n)
0 = pr
(n)f(x0). Then
(x˜0, u˜
(n)
0 ) = g · (x0, u(n)0 ) = (x˜0, pr(n)(g · f)(x˜0)).
To determine the left hand side of (3.8.3) we have to find any smooth function F such
that pr(n)F (x˜0) = pr
(n)(g · f)(x˜0), calculate h · F and then determine pr(n)h · F at
the corresponding point. Naturally, we take F := g · f . Then using the terminology
from (3.5.2) we obtain
pr(n)h(pr(n)g · (x0, u(n)0 )) = (Ξh(x˜0, (g · f)(x˜0)), pr(n)(h · F )(Ξh(x˜0, (g · f)(x˜0))))
Here,
Ξh(x˜0, (g · f)(x˜0)) = Ξh(g · (x0, u0)) = proj1(h · (g · (x0, u0)))
= proj1((h · g) · (x0, u0)) = Ξh·g(x0, u0),
and, by 3.5.2, h · F = h · (g · f) = (h · g) · f , so altogether we get
pr(n)h(pr(n)g · (x0, u(n)0 )) = (Ξh·g(x0, u0), pr(n)((h · g)f)(Ξh·g(x0, u0)))
= pr(n)(h · g)(x0, u(n)0 ).
✷
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3.8.2 Example. Again let G = SO(2) be the rotation group onM = R2 = X×U .
We determine the first prolongation of G. We have p = q = 1, so X × U (1) = R3,
with coordinates (x, u, ux). If u = f(x) is a local smooth function then pr
(1)f(x) =
(f(x), f ′(x)). Now let (x0, u0, u0x) ∈ X ×U (1) and let ε be an angle of rotation. We
wish to determine
pr(1)ε · (x0, u0, u0x) = (x˜0, u˜0, u˜0x).
To this end, let f be the Taylor polynomial
f(x) = u0 + u0x(x − x0) = u0x · x+ (u0 − u0xx0),
which satisfies f(x0) = u0, f ′(x0) = u0x. Then by 3.5.1 we get
f˜(x˜) = (ε · f)(x˜) = sin ε+ u
0
x cos ε
cos ε− u0x sin ε
x˜+
u0 − u0xx0
cos ε− u0x sin ε
,
which is well-defined for u0x 6= cot ε. By (3.5.1) we have x˜0 = x0 cos ε− u0 sin ε, so
either again by (3.5.1) or by inserting we get
u˜0 = f˜(x˜0) = x0 sin ε+ u0 cos ε.
Finally, we get for the first derivative
u˜0x = f˜
′(x˜0) =
sin ε+ u0x cos ε
cos ε− u0x sin ε
.
Combining this and dropping the 0-superscripts we obtain the action of pr(1)SO(2)
on X × U (1):
pr(1)ε · (x, u, ux) =
(
x cos ε− u sin ε, x sin ε+ u cos ε, sin ε+ ux cos ε
cos ε− ux sin ε ,
)
,
defined for |ε| < |arccot(ux)|. The important point to note is that although the
action of SO(2) is linear and globally defined, its first prolongation is nonlinear and
only locally defined.
In the previous example we see that the first prolongation of G acts on the original
variables (x, u) in exactly the same way as G itself. This is actually a general
phenomenon. In fact, it follows directly from the definition of pr(n)G via evaluating
derivatives of f˜ that the action of pr(n)g on (x, u(k)) with k ≤ n coincides with that
of pr(k). In particular, pr(0)G = G. To give a concise formulation of this property
we introduce the natural projections
πnk :M
(n) →M (k)
πnk (x, u
(n)) = (x, u(k)),
where (for k ≤ n), u(k) consists of the components uαJ , ♯J ≤ k of u(n). For example,
if p = 2, q = 1, then
π20(x, y;u;ux, uy;uxx, uxy, uyy) = (x, y;u)
π21(x, y;u;ux, uy;uxx, uxy, uyy) = (x, y;u;ux, uy).
Then for any k ≤ n and any g ∈ G we have
πnk ◦ pr(n)g = pr(k)g. (3.8.4)
In particular, this observation allows to calculate prolongations of group actions
inductively.
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3.9 Invariance of differential equations
In Section 3.7 we have identified any given system S of differential equations
Pν(x, u
(n)) = 0 (ν = 1, . . . , l) with a subvariety SP of M (n). This identification will
allow us to utilize the methods of symmetry group analysis of algebraic equations
in the context of differential equations. The essential translation result between the
two realms is the following theorem
3.9.1 Theorem. Let M be an open subset of X × U and let S:
Pν(x, u
(n)) = 0 ν = 1, . . . , l
be an n-th order system of differential equations defined on M , with corresponding
subvariety SP of M (n). Suppose that G is a local transformation group acting on
M whose prolongation leaves SP invariant, i.e.,
(x, u(n)) ∈ SP ⇒ pr(n)g · (x, u(n)) ∈ SP ,
whenever defined. Then G is a symmetry group of the system S in the sense of
3.5.3.
Proof. Let u = f(x), f : Ω→ U be a local solution of P (x, u(n)) = 0. This means
that the graph
Γ
(n)
f = {(x, pr(n)f(x)) | x ∈ Ω}
of pr(n)f is contained in SP . If g ∈ G is such that g · f is well-defined then, by the
very definition of pr(n)g, the graph of pr(n)(g · f) is given by the image of the graph
of pr(n)f under pr(n)g, i.e.,
Γ
(n)
g·f = (pr
(n)g) · Γ(n)f .
Since SP is invariant under pr(n)g, it follows from this that the graph of pr(n)(g · f)
is contained in SP as well. But this just means that g · f is a local solution of the
system S. ✷
3.10 Prolongation of vector fields
To make the calculation of symmetry groups of differential equations accessible to
the infinitesimal methods we developed for algebraic equations we need to be able
to effectively calculate the infinitesimal generators of prolonged group actions.
3.10.1 Definition. Let M ⊆ X×U be open and suppose that v is the infinitesimal
generator of a local one-parameter transformation group ε 7→ Flvε . Then the n-
th prolongation of v, denoted by pr(n)v, is the local vector field on M (n) which
is the infinitesimal generator of the corresponding prolonged one-parameter group
pr(n)Flvε :
pr(n)v|(x,u(n)) =
d
dε
∣∣∣∣
0
pr(n)(Flvε)(x, u
(n)),
for any (x, u(n)) ∈M (n).
Note that from this definition, together with 3.1.9 it immediately follows that
pr(n)(Flvε) = Fl
pr(n)v
ε . (3.10.1)
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Any vector field v on M = X × U can be written in the form
v|(x,u) =
p∑
i=1
ξi(x, u)∂xi +
q∑
α=1
φα(x, u)∂uα .
Its n-th prolongation, being a vector field on M (n), therefore has to be of the form
pr(n)v|(x,u(n)) =
p∑
i=1
ξi(x, u)∂xi +
q∑
α=1
∑
J
φJα(x, u
(n))∂uαJ , (3.10.2)
where the last sum is over all J with 0 ≤ ♯J ≤ n. Note that due to (3.8.4) the
prolonged group action agrees with the original one onM (0) =M , so the coefficients
ξi and φ0α = φα agree with those of v. Moreover, for the same reason, if ♯J = k
then the coefficient φJα of ∂uαJ will only depend on k-th and lower order derivatives
of u, φJα = φ
J
α(x, u
(k)), i.e.,
Tπnk (pr
(n)v) = pr(k)v n ≥ k, (3.10.3)
where pr(0) = v. Again this reflects the possibility of calculating the coefficients φJα
recursively. Our main goal will be to derive a general formula for calculating the
φJα given φα.
3.10.2 Example. Returning once more to the rotation group G = SO(2) on R2
from 3.5.1, 3.8.2, with infinitesimal generator v = −u∂x + x∂u and group action
Flvε(x, u) = ε · (x, u) = (x cos ε− u sin ε, x sin ε+ u cos ε)
we have
pr(1)[Flvε ](x, u, ux) =
(
x cos ε− u sin ε, x sin ε+ u cos ε, sin ε+ ux cos ε
cos ε− ux sin ε ,
)
,
By 3.10.1, the first prolongation of v is calculated by differentiating this expression
at ε = 0. This gives
pr(1)v = −u∂x + x∂u + (1 + u2x)∂ux (3.10.4)
As predicted by (3.10.3), the first two terms coincide with those of v itself.
In order to be able to apply the criterion 3.2.13 to the present situation we need a
suitable maximal rank condition for systems of differential equations.
3.10.3 Definition. A system
Pν(x, u
(n)) = 0 ν = 1, . . . , l
of differential equations is said to be of maximal rank if the l× (p+ qp(n)) Jacobian
matrix
JP (x, u
(n)) =
(
∂Pν
∂xi
,
∂Pν
∂uαJ
)
of P with respect to all its variables (x, u(n)) is of rank l whenever P (x, u(n)) = 0.
3.10.4 Example. (i) The 2-dimensional Laplace equation P = uxx+ uyy = 0 is of
maximal rank since the Jacobian of P with respect to (x, y;u;ux, uy;uxx, uxy, uyy) ∈
X × U (2) is
JP = (0, 0; 0; 0, 0; 1, 0, 1),
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which has rank 1 everywhere.
(ii) The equation P = (uxx + uyy)
2 = 0 is not of maximal rank, because
JP = (0, 0; 0; 0, 0; 2(uxx + uyy), 0, 2(uxx + uyy))
vanishes on P = 0.
3.10.5 Remark. In practice, the maximal rank condition is not much of a re-
striction, i.e., ‘most’ systems automatically satisfy it. In fact, if SP = {(x, u(n)) |
P (x, u(n)) = 0} is a regular (l-dimensional) submanifold ofM (n) then locally around
any point in M (n) we can pick an adapted coordinate system (cf. [10, 1.1.12]), and
thereby (extracting the relevant coordinates) find a smooth map P˜ of rank l such
that SP = SP˜ = {(x, u(n)) | P˜ (x, u(n)) = 0}.
Using the above condition we can now formulate the main result on the calculation
of symmetry groups of systems of differential equations:
3.10.6 Theorem. Let
Pν(x, u
(n)) = 0 ν = 1, . . . , l
be a system of differential equations of maximal rank defined on an open subset M
of X × U . If G is a local transformation group acting on M and
pr(n)v[Pν(x, u
(n))] = 0, ν = 1, . . . , l, whenever P (x, u(n)) = 0 (3.10.5)
for every infinitesimal generator v of G, then G is a symmetry group of the system.
Proof. By 3.9.1 it suffices to show that SP remains invariant under pr(n)G. By
3.8.1, pr(n)G is a local group of transformations on M (n), whose infinitesimal gen-
erators are exactly the pr(n)v, for v the infinitesimal generators of G (by 3.10.1).
Since P is of maximal rank, the result now follows from 3.2.13. ✷
We shall see in 3.12.4 that if P satisfies a certain local solvability condition then
(3.10.5) is in fact necessary and sufficient for G to be a symmetry group of the
system.
The Hadamard Lemma 3.2.15 allows the following equivalent reformulation of (3.10.5):
there exist smooth functions Qνµ = Qνµ(x, u
(n)) such that
pr(n)v[Pν(x, u
(n))] =
l∑
µ=1
Qνµ(x, u
(n))Pµ(x, u
(n)) (3.10.6)
holds identically on M (n).
3.10.7 Example. Continuing our analysis of the rotation group SO(2) on R2 from
3.10.2, consider the first order ODE
P (x, u, ux) = (u − x)ux + u+ x = 0. (3.10.7)
The Jacobian of P is
JP = (∂xP, ∂uP, ∂uxP ) = (1 − ux, 1 + ux, u− x),
hence has rank 1 everywhere.
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We now apply the infinitesimal generator pr(1)v from (3.10.4) to P :
pr(1)v(P ) = −u∂xP + x∂uP + (1 + u2x)∂uxP
= −u(1− ux) + x(1 + ux) + (1 + ux)2(u− x)
= ux[(u− x)ux + u+ x] = uxP.
Therefore, (3.10.5) (or also (3.10.6)) is satisfied, and we conclude that the rotation
group transforms solutions of (3.10.7) to other solutions.
The calculation of even the first prolongation of the infinitesimal generator of the
rotation group in 3.8.2 demonstrates that the direct method of first determining
the prolonged group action and then calculating the corresponding generators is
not feasible in practice. We need to find an algorithmic way of directly calculating
prolongations of vector fields, avoiding the detour of determining the prolonged
group action along the way.
Before deriving a general formula, let us start out by considering some special cases
first. Let
v =
p∑
i=1
ξi(x)∂xi
on M ⊆ X × U , with U = R. According to (3.5.2), the corresponding group action
gε = Fl
v
ε then is of the form
(x˜, u˜) = gε · (x, u) = (Ξε(x), u),
where
d
dε
∣∣∣∣
0
Ξiε(x) = ξ
i(x). (3.10.8)
On M (1) we have coordinates (x, u(1)) = (xi, u, uj) with uj := ∂xju. By definition,
to calculate pr(1)v in (x, u(1)), we may take any function f with u = f(x) and
uj = ∂xjf(x) for j = 1, . . . , p. Then
pr(1)gε · (x, u(1)) = (x˜, u˜(1)),
where x˜ = Ξε(x), u˜ = u, and u˜j are the derivatives of the transformed function
f˜ε = gε · f , which, by (3.5.3), is given by
u˜ = f˜ε(x˜) = f(Ξ
−1
ε (x˜)) = f(Ξ−ε(x˜)).
Therefore,
u˜j =
∂f˜ε
∂x˜j
(x˜) =
p∑
k=1
∂f
∂xk
(Ξ−ε(x˜)) · ∂Ξ
k
−ε
∂x˜j
(x˜). (3.10.9)
Since Ξ−ε(x˜) = x, this simplifies to
u˜j =
p∑
k=1
∂Ξk−ε
∂x˜j
(Ξε(x))uk.
This is the explicit formula for the action of gε on the uj-variables. To find the in-
finitesimal generator of pr(1)gε, we have to differentiate this expression with respect
to ε at ε = 0. Also, since pr(1)gε acts on (x, u) as gε, the coefficients of ∂xi and ∂u
in pr(1)v stay the same. Hence
pr(1)v =
p∑
i=1
ξi(x)∂xi +
p∑
j=1
φj(x, u(1))∂uj , (3.10.10)
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where
φj(x, u(1)) =
d
dε
∣∣∣∣
0
p∑
k=1
∂Ξk−ε
∂x˜j
(Ξε(x))uk.
Here, using (3.10.8), we have
d
dε
∣∣∣∣
0
[
∂Ξk−ε
∂x˜j
(Ξε(x))
]
= −∂ξ
k
∂xj
(x) +
p∑
l=1
[
∂2Ξk−ε
∂x˜j∂x˜l
(Ξε(x))
d
dε
Ξlε(x)
]
ε=0
,
and the second term vanishes since Ξ0 = id. Therefore,
φj(x, u, ux) = −
p∑
k=1
∂ξk
∂xj
uk. (3.10.11)
The second special case we look at is a local group action as above, only this time
acting exclusively on the dependent variable:
(x˜, u˜) = gε · (x, u) = (x,Φε(x, u)).
In this case, v = φ(x, u)∂u, where
φ(x, u) =
d
dε
∣∣∣∣
0
Φε(x, u).
Let f be a local smooth function with f(x) = u. Then f˜ε = gε · f is given by
u˜ = f˜ε(x) = Φε(x, f(x)). (3.10.12)
To determine the prolonged group action, we need to differentiate f˜ε:
u˜j =
∂f˜ε
∂xj
(x) =
∂Φε
∂xj
(x, f(x)) +
∂Φε
∂u
(x, f(x))
∂f
∂xj
(x).
Consequently, pr(1)gε · (x, u(1)) = (x, u˜(1)), where
u˜j =
∂Φε
∂xj
+
∂Φε
∂u
uj (3.10.13)
As before, to determine φj in
pr(1)v = v +
p∑
j=1
φj(x, u(1))∂uj ,
we have to differentiate (3.10.13) at ε = 0:
φj(x, u(1)) =
d
dε
∣∣∣∣
0
u˜j =
∂φ
∂xj
+ uj
∂φ
∂u
. (3.10.14)
We have here the first instance of a generally useful operation, namely that of total
derivative:
φj(x, u(1)) =
∂
∂xj
[φ(x, f(x))].
Thus φj(x, u(1)) is calculated from φ(x, u) by differentiating with respect to xj while
treating u as a function of x. Accordingly, the total derivative of φ with respect to
xj , Dj is defined as
Djφ :=
∂φ
∂xj
+ uj
∂φ
∂u
.
More generally, we define:
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3.10.8 Definition. Let (x, u(n)) 7→ P (x, u(n)) be a smooth function of x, u, and
derivatives of u up to order n, defined on an open subset M (n) of X × U (n). The
total derivative of P with respect to xi is the unique smooth function DiP (x, u
(n+1))
defined on M (n+1) with the property that if u = f(x) is any smooth function of x
then
DiP (x, pr
(n+1)f(x)) =
∂
∂xi
[P (x, pr(n)f(x))].
Thus DiP is calculated by differentiating P with respect to x
i while treating all uα
and their derivatives as functions of x.
3.10.9 Lemma. For any P (x, u(n)) we have
DiP =
∂P
∂xi
+
q∑
α=1
∑
J
uαJ,i
∂P
∂uαJ
, (3.10.15)
where, for J = (j1, . . . , jk),
uαJ,i =
∂uαJ
∂xi
=
∂k+1uα
∂xi∂xj1 . . . ∂xjk
, (3.10.16)
and the sum in (3.10.15) extends over all 0 ≤ ♯J ≤ n.
For example, with X = R2, U = R we have
DxP =
∂P
∂x
+ ux
∂P
∂u
+ uxx
∂P
∂ux
+ uxy
∂P
∂uy
+ uxxx
∂P
∂uxx
+ . . .
DyP =
∂P
∂y
+ uy
∂P
∂u
+ uxy
∂P
∂ux
+ uyy
∂P
∂uy
+ uxxy
∂P
∂uxx
+ . . .
Higher order total derivatives are defined inductively: let J = (j1, . . . , jk) be a k-th
order multiindex with 1 ≤ jκ ≤ p for each κ, then we set
DJ := Dj1Dj2 . . . Djk .
Also, note that the order of differentiation does not matter for total derivatives:
DjDl = DlDj for all j, l.
In the proof of the general prolongation formula we will need the following auxiliary
result:
3.10.10 Lemma. Let ε 7→M(ε) be a smooth map that takes values in the space of
invertible n× n-matrices. Then
d
dε
[M(ε)−1] = −M(ε)−1dM(ε)
dε
M(ε)−1.
Proof. It suffices to differentiate the identity M(ε)M(ε)−1 = I by the product
rule. ✷
3.10.11 Remark. As a final prerequisite for the proof of 3.10.12 below we need
the observation that given any open subset M of X × U , one can view the (n +
1)-st jet space M (n+1) as a subspace of the first jet space (M (n))(1) of the n-th
jet space. In fact, any (n + 1)-st derivative uαJ can be viewed as a first order
derivative of an n-th order derivative (which, in general, can be done in many
different ways). For example, let p = 2, q = 1, so that the coordinates on M (1)
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can be written as (x, y;u;ux, uy). Then we may view (ux, uy) as new dependent
variables, ux = v, uy = w. This turns M
(1) into a subset of X × U˜ , where X is
still R2, but U˜ has three dependent variables u, v, w. Consequently, the first jet
space (M (1))(1) of M (1) turns into an open subset of X × U˜ (1), with coordinates
(x, y;u; v;w;ux, uy, vx, vy, wx, wy). Since we defined v = ux, w = uy it follows that
M (2) ⊆ (M (1))(1) is the subspace defined by the relations
v = ux, w = uy, vy = wx
in X × U˜ (1). Here, the third relation is a consequence of uxy = uyx.
3.10.12 Theorem. (The general prolongation formula) Let
v =
p∑
i=1
ξi(x, u)
∂
∂xi
+
q∑
α=1
φα(x, u)
∂
∂uα
(3.10.17)
be a vector field on an open subset M ⊆ X × U . The n-th prolongation of v is the
vector field
pr(n)v = v +
q∑
α=1
∑
J
φJα(x, u
(n))
∂
∂uαJ
(3.10.18)
defined on M (n) ⊆ X × U (n), where J runs over all multi-indices J = (j1, . . . , jk)
with 1 ≤ jκ ≤ p, 1 ≤ k ≤ n. The coefficient functions φJα are given by
φJα(x, u
(n)) = DJ
(
φα −
p∑
i=1
ξiuαi
)
+
p∑
i=1
ξiuαJ,i, (3.10.19)
where uαi = ∂xiu
α and uαJ,i = ∂xiu
α
J .
Proof. We start out with the case n = 1. Let gε = Fl
v
ε and
(x˜, u˜) = gε · (x, u) = (Ξε(x, u),Φε(x, u)).
Then
ξi(x, u) =
d
dε
∣∣∣∣
0
Ξiε(x, u), i = 1, . . . , p,
φα(x, u) =
d
dε
∣∣∣∣
0
Φαε (x, u), α = 1, . . . , q.
(3.10.20)
Given any (x, u(1)) ∈ M (1), pick a local smooth map f with pr(1)f(x) = u(1), i.e.,
with uα = fα(x), uαi = ∂xif
α(x). By (3.5.3), for ε small and restricting the domain
of f sufficiently, we have
u˜ = f˜ε(x˜) = (gε · f)(x˜) = [Φε ◦ (id× f)] ◦ [Ξε ◦ (id× f)]−1(x˜).
By the chain rule, we conclude from this that for the Jacobian Jf˜ε = (∂f˜
α
ε /∂x˜
i) we
have (using that x = [Ξε ◦ (id× f)]−1(x˜))
Jf˜ε(x˜) = J [Φε ◦ (id× f)](x) · [J [Ξε ◦ (id× f)](x)]−1 (3.10.21)
The matrix entries of Jf˜ε(x˜) then give formulae for pr
(1)gε.
To calculate pr(1)v we have to differentiate (3.10.21) at ε = 0. In doing this, note
that since g0 = id, we have
Ξ0(x, f(x)) = x, Φ0(x, f(x)) = f(x), (3.10.22)
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so with I the p× p unit matrix we get
J [Ξ0 ◦ (id× f)](x) = I, J [Φ0 ◦ (id× f)](x) = Jf(x).
Therefore, using 3.10.10,
d
dε
∣∣∣∣
0
Jf˜ε(x˜) =
d
dε
∣∣∣∣
0
J [Φε ◦ (id× f)](x)− Jf(x) d
dε
∣∣∣∣
0
J [Ξε ◦ (id× f)](x)
= J [φ ◦ (id× f)](x)− Jf(x) · J [ξ ◦ (id× f)](x).
The matrix entries of this expression give the coefficient functions φkα of ∂uαk in
pr(1)v. The (α, k)-th entry is
φkα(x, pr
(1)f(x)) =
∂
∂xk
[φα(x, f(x))] −
p∑
i=1
∂fα
∂xi
· ∂
∂xk
[ξi(x, f(x))],
or, in terms of total derivatives,
φkα(x, u
(1)) = Dkφα(x, u
(1))−
p∑
i=1
Dkξ
i(x, u(1))uαi
= Dk
[
φα −
p∑
i=1
ξiuαi
]
+
p∑
i=1
ξiuαki,
(3.10.23)
with uαki = ∂
2uα/∂xk∂xi. This is (3.10.19) for n = 1.
In the general case we proceed by induction. Here we make use of the key observa-
tion 3.10.11, which allows us to view the (n+ 1)-st jet space M (n+1) as a subspace
of the first jet space (M (n))(1) of the n-th jet space. The strategy is to regard
pr(n−1)v as a vector field M (n−1) and then use the case n = 1 above to prolong it
to (M (n−1))(1). Then we restrict the resulting vector field to the subspace M (n)
of (M (n−1))(1), and this will give the n-th prolongation of v. The fact that this is
possible and gives a well-defined result will follow from the explicit formula below.
The coordinates on (M (n−1))(1) are given by uαJ,k =
∂uαJ
∂xk , where J = (j1, . . . , jn−1),
1 ≤ k ≤ p, and 1 ≤ α ≤ q. By (3.10.3), the only new coefficients we need to
calculate are those of the highest order derivatives ∂/∂uαJ,k. By (3.10.23), they are
given by
φJ,kα = Dkφ
J
α −
p∑
i=1
Dkξ
i · uαJ,i. (3.10.24)
To finish the proof, it suffices to show that the explicit formula (3.10.19) solves the
recursion relation (3.10.24) in closed form. This follows by induction: supposing
that φJα has already been shown to satisfy (3.10.19), it follows from (3.10.24) that
φJ,kα = Dk
[
DJ
(
φα −
p∑
i=1
ξiuαi
)
+
p∑
i=1
ξiuαJ,i
]
−
p∑
i=1
Dkξ
i · uαJ,i
= DkDJ
(
φα −
p∑
i=1
ξiuαi
)
+
p∑
i=1
(Dkξ
i · uαJ,i + ξiuαJ,ik)−
p∑
i=1
Dkξ
i · uαJ,i
= DkDJ
(
φα −
p∑
i=1
ξiuαi
)
+
p∑
i=1
ξiuαJ,ik,
where uαJ,ik = ∂
2uαJ/∂x
i∂xk. Thus φJ,kα is of the form (3.10.19) as well, which
completes the induction step. ✷
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3.10.13 Remark. Note that (3.10.24) provides a useful way of calculating prolon-
gations of vector fields recursively.
3.10.14 Example. As an illustration of the relative ease with which one may
calculate prolongations of vector fields using the general prolongation formula, we
once more return to the rotation group G = SO(2) acting on R2, cf. 3.10.7. The
infinitesimal generator is v = −u∂x + x∂u, so φ = x and ξ = −u. By 3.10.12 we
have
pr(1)v = v + φx∂ux ,
where
φx = Dx(φ− ξux) + ξuxx = Dx(x + uux)− uuxx = 1 + u2x,
which confirms (3.10.4). To calculate the coefficient φxx of ∂uxx in pr
(2)v, we can
either use (3.10.19):
φxx = D2x(φ− ξux) + ξuxxx = D2x(x+ uux)− uuxxx = 3uxuxx,
or the recursion formula (3.10.24):
φxx = Dxφ
x − uxxDxξ = Dx(1 + u2x) + uxuxx = 3uxuxx.
Consequently,
pr(2)v = −u∂x + x∂u + (1 + u2x)∂ux + 3uxuxx∂uxx .
Note that to derive this result via the second prolongation of the group action (as
in 3.8.2) would be much more involved.
Based on this, and using the invariance criterion in 3.10.6, it follows that the ODE
uxx = 0 has SO(2) as a symmetry group. In fact,
pr(2)v(uxx) = 3uxuxx = 0 whenever uxx = 0.
Since the solutions of uxx = 0 are linear functions, this is basically just the statement
that rotations take straight lines to straight lines.
Next, consider the function
κ(x, u(2)) =
uxx
(1 + u2x)
3/2
, (3.10.25)
describing the Frenet-curvature of a planar curve. Then one easily checks that
pr(2)v(κ) = 0, so 3.2.7 shows that κ is an invariant of pr(2)SO(2). Geometrically,
this means that the curvature of a planar curve is invariant under rotations.
3.10.15 Theorem. Let v, w be smooth vector fields on the open subsetM of X×U .
Then
(i) pr(n)(cv + w) = c · pr(n)v + pr(n)w (c ∈ R).
(ii) pr(n)[v, w] = [pr(n)v, pr(n)w].
Proof. (i) This is immediate from 3.10.12.
(ii) This also could be verified using 3.10.12, but we take a different route. First,
by 3.8.1 we have
pr(n)(g · h) = (pr(n)g) · (pr(n)h).
Also, defining (g + h) · x := g · x+ h · x we obtain
pr(n)(g + h) = pr(n)g + pr(n)h
71
directly from the definition (3.8.2) (using sums of representing functions to represent
sums of points in the jet bundle). Also, pr(n)idM = idM(n) , and v 7→ pr(n)v is clearly
continuous. Finally, recall from (3.10.1) that
pr(n)(Flvε) = Fl
pr(n)v
ε ,
so we can use 2.1.20 to calculate as follows:
[pr(n)v, pr(n)w] = lim
ε→0
Flpr
(n)w
−√ε ◦ Flpr
(n)v
−√ε ◦ Flpr
(n)w√
ε
◦ Flpr(n)v√
ε
− idM(n)
ε
= lim
ε→0
pr(n)[Flw−√ε ◦ Flv−√ε ◦ Flw√ε ◦ Flv√ε − idM ]
ε
= pr(n)
[
lim
ε→0
Flw−√ε ◦ Flv−√ε ◦ Flw√ε ◦ Flv√ε − idM
ε
]
= pr(n)[v, w].
✷
If we call a vector field v an infinitesimal symmetry of a system S of differential
equations if it satisfies (3.10.5), then we obtain from the previous theorem:
3.10.16 Corollary. Let S be a system of differential equations of maximal rank
defined on M ⊆ X × U . Then the set of all infinitesimal symmetries of S forms a
Lie algebra of vector fields on M .
To conclude this section we note the following equivalent way of writing the general
prolongation formula 3.10.12. For v a vector field on M ⊆ X × U , let
Qα(x, u
(1)) := φα(x, u)−
p∑
i=1
ξi(x, u)uαi , α = 1, . . . , q. (3.10.26)
The q-tuple Q(x, u(1)) = (Q1, . . . , Qq) is called the characteristic of the vector field
v. Using this, (3.10.19) becomes
φJα = DJQα +
p∑
i=1
ξiuαJ,i (3.10.27)
Substituting this into (3.10.18), a brief calculation gives
pr(n)v =
q∑
α=1
∑
J
DJQα
∂
∂uαJ
+
p∑
i=1
ξi
(
∂
∂xi
+
q∑
α=1
∑
J
uαJ,i
∂
∂uαJ
)
, (3.10.28)
which, by (3.10.15), means that
pr(n)v = pr(n)vQ +
p∑
i=1
ξiDi, (3.10.29)
where
vQ :=
q∑
α=1
Qα(x, u
(1))
∂
∂uα
, pr(n)vQ =
q∑
α=1
∑
J
DJQα
∂
∂uαJ
. (3.10.30)
Here, the last equality comes from applying (3.10.28) to vQ. In all of the above
equations, the sums over J extend over all J with 0 ≤ ♯J ≤ n. Note that the
individual terms on the right hand side of (3.10.29) actually involve (n+1)-st order
derivatives of u, and only their combination gives a genuine vector field on M (n).
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3.11 Calculation of symmetry groups
In this section we want to illustrate how to explicitly calculate the symmetry group
of any given system S of differential equations. From the previous sections, we
obtain the following general strategy for tackling this problem:
(i) Make an ansatz for an infinitesimal generator v of a prospective one-parameter
symmetry group of S in the form (3.10.17) with unknown functions ξi and
φα.
(ii) Calculate pr(n)v according to (3.10.18), (3.10.19), where n is the order of S.
(iii) Insert the resulting expression into (3.10.5). Since these equations only have
to hold on SP , eliminate any dependencies of the derivatives of the u’s by
using the equations in S. The equations achieved in this way have to hold
identically in x, u and the remaining partial derivatives of the u’s.
(iv) Solving the resulting so-called defining equations produces a number of (usu-
ally elementary) partial differential equations for the unknown functions ξi
and φα.
(v) Compute the ξi and φα from these equations. By 3.10.16, the vector fields
gathered from this procedure form a Lie algebra of infinitesimal symmetries.
(vi) The corresponding one-parameter symmetry groups are found by calculating
the flows of the respective infinitesimal symmetries.
Let us systematically work through this list in a concrete example:
3.11.1 Example. Consider the one-dimensional heat equation
ut = uxx (3.11.1)
Thus we haveX = R2 with variables x, t, and U = R, and the equation P (x, t, u(2)) =
ut − uxx determines a subvariety in X × U (2). For the infinitesimal generators of
symmetries of S = {P = 0} we make the ansatz
v = ξ(x, t, u)
∂
∂x
+ τ(x, t, u)
∂
∂t
+ φ(x, t, u)
∂
∂u
(3.11.2)
Our aim is to determine all possible coefficient functions ξ, τ, φ such that Flvε is a
symmetry group of the heat equation (3.11.1). Since we wish to apply 3.10.6, we
will need the second prolongation of v,
pr(2)v = v + φx
∂
∂ux
+ φt
∂
∂ut
+ φxx
∂
∂uxx
+ φxt
∂
∂uxt
+ φtt
∂
∂utt
.
Inserting this into (3.10.5), it follows that the only restriction on the coefficients of
v is that
φt = φxx whenever ut = uxx. (3.11.3)
Using (3.10.19), we calculate
φt = Dt(φ− ξux − τut) + ξuxt + τutt = Dtφ− uxDtξ − utDtτ
= φt − ξtux + (φu − τt)ut − ξuuxut − τuu2t
(3.11.4)
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and
φxx = D2x(φ− ξux − τut) + ξuxxx + τuxxt
= D2xφ− uxD2xξ − utD2xτ − 2uxxDxξ − 2uxtDxτ
= φxx + (2φxu − ξxx)ux − τxxut + (φuu − 2ξxu)u2x − 2τxuuxut
− ξuuu3x − τuuu2xut + (φu − 2ξx)uxx − 2τxuxt − 3ξuuxuxx
− τuutuxx − 2τuuxuxt.
(3.11.5)
If we insert these expressions into (3.11.3) and replace ut by uxx wherever it occurs,
we obtain an equation on the jet space X × U (2) that has to hold identically in
all the remaining variables. We may therefore ‘split’ the equation by equating the
coefficient functions of all monomials appearing in it. This gives the following table:
Monomial Coefficient
uxuxt 0 = −2τu (a)
uxt 0 = −2τx (b)
u2xx −τu = −τu (c)
u2xuxx 0 = −τuu (d)
uxuxx −ξu = −2τxu − 3ξu (e)
uxx φu − τt = −τxx + φu − 2ξx (f)
u3x 0 = −ξuu (g)
u2x 0 = φuu − 2ξxu (h)
ux −ξt = 2φxu − ξxx (j)
1 φt = φxx (k)
We first note that (a), (b) imply that τ is a function of t only: τ = τ(t). Using this,
(e) shows that ξ does not depend on u, and (f) gives τt = 2ξx. Therefore,
ξ(x, t) =
1
2
τtx+ σ(t),
where σ is some function of t. (h) shows that φ is linear in u, so
φ(x, t, u) = β(x, t)u + α(x, t)
for some functions α, β. By (j), −2βx = ξt = 12τttx+ σt, so
β(x, t) = −1
8
τttx
2 − 1
2
σtx+ ρ(t). (3.11.6)
Finally, (k) implies that both α and β must be solutions of the heat equation:
αt = αxx, βt = βxx.
Combined with (3.11.6) we get
τttt = 0, σtt = 0, ρt = −1
4
τtt.
Hence τ is quadratic in t, σ is linear in t, so for suitable constants ci we get:
τ = c2 + 2c4t+ 4c6t
2
σ = c1 + 2c5t
ρt = −1
4
τtt = −2c6 ⇒ ρ = −2c6t+ c3
⇒ β = −1
8
τttx
2 − 1
2
σtx+ ρ = −c6x2 − c5x− 2c6t+ c3
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Consequently,
ξ =
1
2
τt + σ = c1 + c4x+ 2c5t+ 4c6xt
τ = c2 + 2c4t+ 4c6t
2
φ = βu+ α = (c3 − c5x− 2c6t− c6x2)u + α(x, t),
where c1, . . . , c6 are arbitrary constants and α is any solution of the heat equation.
It follows that the Lie algebra of infinitesimal symmetries of the heat equation is
spanned by the six vector fields
v1 = ∂x
v2 = ∂t
v3 = u∂u
v4 = x∂x + 2t∂t
v5 = 2t∂x − xu∂u
v6 = 4tx∂x + 4t
2∂t − (x2 + 2t)u∂u
and the infinite-dimensional subalgebra
vα = α(x, t)∂u,
where α is any solution of the heat equation. By 3.10.16 we know that these
generators span a Lie algebra of vector fields. Thus with any two generators also
their Lie bracket is an infinitesimal symmetry of the heat equation.
The one-parameter symmetry group actions Flviε corresponding to the generators
can be calculated by solving the ODE
d
dε
(x(ε), t(ε), u(ε)) = vi(x(ε), t(ε), u(ε))
with initial value (x(0), t(0), u(0)) = (x, t, u). This gives the groups
G1 : (x + ε, t, u)
G2 : (x, t+ ε, u)
G3 : (x, t, e
εu)
G4 : (e
εx, e2εt, u)
G5 : (x + 2εt, t, ue
−εx−ε2t)
G6 :
(
x
1− 4εt ,
t
1− 4εt , u
√
1− 4εte −εx
2
1−4εt
)
Gα : (x, t, u + εα(x, t))
Using (3.5.3) we conclude that, given any solution f of the heat equation, so are
the following functions (given by g(i) · f , for g(i) ∈ Gi):
u(1) = f(x− ε, t)
u(2) = f(x, t− ε)
u(3) = eεf(x, t)
u(4) = f(e−εx, e−2εt)
u(5) = e−εx+ε
2tf(x− 2εt, t)
u(6) =
1√
1 + 4εt
e
−εx2
1+4εt f
(
x
1 + 4εt
,
t
1 + 4εt
)
u(α) = f(x, t) + εα(x, t).
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Here, ε is a real number and α is any solution of the heat equation. G3 and Gα
are simply an expression of the linearity of the heat equation. G1 and G2 reflect
the space- and time-invariance of the equation. G4 is a scaling symmetry, and G5
represents a kind of Galilean boost to a moving coordinate frame. G6 is a genuinely
local transformation group. Applying G6 to a trivial solution u = c (c a constant)
we obtain that also
u =
c√
1 + 4εt
e
−εx2
1+4εt
is a solution. Setting c =
√
ε/π we obtain the fundamental solution to the heat
equation at the point (x0, t0) = (0,−1/(4ε)). Translating in t (using G2) we arrive
at the fundamental solution at (0, 0),
u =
1√
4πt
e
−x2
4t .
The most general one-parameter group of symmetries has a generator of the form
c1v1+ · · ·+c6v6+vα. Also, an arbitrary element of the symmetry group of the heat
equation (if sufficiently close to the identity element) can be expressed in the form
g = Flvαεα ◦ Flv6ε6 ◦ · · · ◦ Flv1ε1 ,
and so the most general solution obtainable from any given solution u by such a
transformation is of the form
u =
1√
1 + 4ε6t
eε3−
ε5x+ε6x
2
−ε25t
1+4ε6t f
(
e−ε4(x− 2ε5t)
1 + 4ε6t
− ε1, e
−2ε4t
1 + 4ε6t
− ε2
)
+ α(x, t),
with ε1, . . . , ε6 real constants and α any solution of the heat equation.
3.12 Nondegeneracy conditions
The central result 3.10.6 only gives a sufficient condition for a local group of trans-
formations to be a symmetry group of a given system of differential equations. In
the present section we will see that under some mild condition on the system the
infinitesimal criterion from 3.10.6 is in fact also sufficient.
Let us first look at the difference between the criterion 3.2.13 for the invariance
of a system of algebraic equations, which is necessary and sufficient, and 3.10.6.
For a system of algebraic equations F = 0, for each point x0 on the subvariety
SF = {x | F (x) = 0} there trivially exists a solution to the system, namely x0
itself. In the case of a system P (x, u(n)) = 0 of differential equations, however,
if (x0, u
(n)
0 ) ∈ SP = {(x, u(n)) | P (x, u(n)) = 0} there is no guarantee that there
exists a solution u = f(x) of the differential equation locally around x0 such that
u
(n)
0 = pr
(n)f(x0). Our definition 3.5.3 of a symmetry group of P (x, u
(n)) = 0
requires pr(n)G to transform solutions into solutions, so we only can infer that it
will move points in SP for which there exists a solution as above to other points in
SP . In general, these points need not constitute the entire set SP . Thus we define:
3.12.1 Definition. A system P (x, u(n)) = 0 of n-th order differential equations is
called locally solvable at the point
(x0, u
(n)
0 ) ∈ SP = {(x, u(n)) | P (x, u(n)) = 0}
if there exists a smooth function u = f(x) defined near x0 such that u
(n)
0 = pr
(n)f(x0).
The system is called locally solvable if it is locally solvable at every point of SP . It
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is called nondegenerate if it is locally solvable and of maximal rank at every point
(x0, u
(n)
0 ) ∈ SP .
3.12.2 Remark. Consider a non-singular ODE of order n, i.e., of the form
un = P (x, u, ux, . . . , un−1), (3.12.1)
with uk =
∂ku
∂xk
for any k and let (x0, u0, . . . , u0n) ∈ SP . Then we need to find a local
smooth function u = f(x) such that
u0 = f(x0), u0x = f
′(x0), . . . , u0n−1 = f
(n−1)(x0), u0n = f
(n)(x0).
Here, the first n conditions are the usual initial conditions for the ODE (3.12.1),
hence can always be satisfied by standard ODE solution theory. The last condition
then simply follows from (3.12.1) itself (i.e., from the fact that (x0, u0, . . . , u0n) ∈
SP ). We conclude that non-singular (systems of) ODEs are always locally solvable,
hence are in fact nondegenerate.
Note that even for PDEs, local solvability is usually a very mild restriction – e.g.,
in Cauchy problems one usually is looking for solutions with prescribed values on
an entire hypersurface.
3.12.3 Example. (i) The 2-dimensional wave equation
P (x, t, u(2)) = utt − uxx = 0
is locally solvable. In fact, let
(x0, t0;u0;u0x, u
0
t ;u
0
xx, u
0
xt, u
0
tt) ∈ SP ,
i.e., u0tt = u
0
xx. Then we need to find a solution u = f(x) of the wave equation near
(x0, t0) with pr(2)f(x0, t0) = (u0x, u
0
t ;u
0
xx, u
0
xt, u
0
tt). Since u
0
tt = u
0
xx, we can take for
f the polynomial solution
f(x, t) = u0+u0x(x − x0) + u0t (t− t0) +
1
2
u0xx[(x− x0)2 + (t− t0)2]
+ u0xt(x− x0)(t− t0).
(ii) The over-determined system
ux = yu, uy = 0 (3.12.2)
is not locally solvable: given (x0, y0), let
u0 = u(x0, y0) = 1, u
0
x = ux(x0, y0) = y0, u
0
y = uy(x0, y0) = 0.
Then there is no local solution with the prescribed jet at (x0, y0). In fact, by
cross-differentiation we obtain
0 = uxy = (yu)y = yuy + u = u,
which is incompatible with the above prescription.
(iii) Apart from integrability conditions as in (ii), the second main reason why a
PDE may fail to be locally solvable is that there are no smooth solutions, even
locally. The most famous example is due to H. Lewy ([12]), who showed that there
exist smooth functions h = h(x, y, z) such that the first order system
ux − vy + 2yuz + 2xvz = h(x, y, z)
uy + vx − 2xuz + 2yvz = 0
has no smooth solutions even locally around any point.
(iv) For analytic systems of PDEs (in Kovalevskaya-form), the Cauchy–Kovalevskaya
theorem ensures local solvability.
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For nondegenerate systems of differential equations we can now show that indeed
(3.10.5) is necessary and sufficient:
3.12.4 Theorem. Let
Pν(x, u
(n)) = 0 ν = 1, . . . , l
be a nondegenerate system of differential equations defined on an open subset M of
X×U . Let G be a local transformation group acting on M . Then G is a symmetry
group of the system if and only if
pr(n)v[Pν(x, u
(n))] = 0, ν = 1, . . . , l, whenever P (x, u(n)) = 0 (3.12.3)
for every infinitesimal generator v of G.
Proof. The condition is sufficient by 3.10.6. To see that it is also necessary, note
that by 3.2.13, condition (3.12.3) is equivalent to pr(n)G mapping SP = {(x, u(n)) |
P (x, u(n)) = 0} into itself. Thus we have to verify that any symmetry group G of
the system has this property. Let (x0, u
(n)
0 ) ∈ SP . Then by local solvability we may
find a smooth function u = f(x) defined near x0 such that u
(n)
0 = pr
(n)f(x0). If
g ∈ G is such that pr(n)g · (x0, u(n)0 ) is defined, then by shrinking the domain of f
if necessary, we can obtain that f˜ = g · f is a well-defined function near x˜0, where
(x˜0, u˜0) = g · (x0, u0). Then by (3.8.2) we have
pr(n)g · (x0, u(n)0 ) = (x˜0, pr(n)(g · f)(x˜0)) =: (x˜0, u˜(n)0 ).
Since f˜ = g · f is a solution, this shows that (x˜0, u˜(n)0 ) ∈ SP , as claimed. ✷
3.13 Integration of ordinary differential equations
As an illustration of the power of the methods developed in this chapter, in the
present section we investigate the general problem of solving ordinary differential
equations (ODEs). It turns out that all the standard solution techniques for special
types of ODEs are instances of symmetry methods. Moreover, knowledge of a
sufficiently large group of symmetries of any given ODE allows to reduce the solution
procedure to successive integrations (or quadratures, in classical terminology).
Consider a first-order ODE
∂u
∂x
= F (x, u). (3.13.1)
We will show that if a one-parameter symmetry group of (3.13.1) is known, then it
can be solved by integration. Let G be a local one-parameter group of transforma-
tions acting on an open subset M of X × U = R2, with infinitesimal generator
v = ξ(x, u)
∂
∂x
+ φ(x, u)
∂
∂u
. (3.13.2)
By 3.10.12, its first prolongation is given by
pr(1)v = ξ(x, u)
∂
∂x
+ φ(x, u)
∂
∂u
+ φx(x, u, ux)
∂
∂ux
, (3.13.3)
where
φx = Dxφ− uxDxξ = φx + (φu − ξx)ux − ξuu2x. (3.13.4)
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The infinitesimal criterion (3.10.5) for v to generate a symmetry of (3.13.1) then
reads
∂φ
∂x
+
(∂φ
∂u
− ∂ξ
∂x
)
F − ∂ξ
∂u
F 2 = ξ
∂F
∂x
+ φ
∂F
∂u
, (3.13.5)
for all (x, u). Thus any solution to the PDE (3.13.5) generates a symmetry of the
ODE (3.13.1). Although at first sight, replacing the ODE (3.13.1) by the PDE
(3.13.5) may not seem to facilitate the problem, in practice one can often find
symmetries directly, e.g. by geometric considerations.
Suppose that v generates a symmetry of (3.13.1) and let v|(x0,u0) 6= 0. Then by
straightening out (see [11, 17.14]) we may pick new coordinates
y = η(x, u), w = ζ(x, u) (3.13.6)
near (x0, u0) such that in the new coordinates we have v = ∂w, and thereby
pr(1)v = v =
∂
∂w
The condition that (3.13.1) be invariant under v then simply means that it must
be independent of w, i.e., it can be written in the form
∂w
∂y
= H(y)
for some smooth function H . This equation can then be solved trivially by integra-
tion:
w =
∫
H(y) dy + const.
Transforming back to the (x, u)-coordinates gives the solution to (3.13.1).
To find the required coordinate transform, note that in the new coordinates we
require (cf. [9, 2.5.3]) that
v = v(η)
∂
∂y
+ v(ζ)
∂
∂w
!
=
∂
∂w
,
so in terms of (x, u), we need to satisfy
v(η) = ξ
∂η
∂x
+ φ
∂η
∂u
= 0
v(ζ) = ξ
∂ζ
∂x
+ φ
∂ζ
∂u
= 1.
(3.13.7)
Here, the first equation means that η is an invariant of G, hence can be found by
the method of characteristics indicated in (3.3.3). Once η is known, ζ can often be
found by inspection. In any case, also the second equation can be solved by the
method of characteristics. As indicated above, there is no guarantee that solving
(3.13.7) is indeed easier than solving the original equation (3.13.1). For example, if
φ(x, u)
ξ(x, u)
= F (x, u) (3.13.8)
then inserting φ = ξ ·F in (3.13.5) gives an identity, i.e., finding a symmetry in this
case is exactly the same problem as solving the original equation.
3.13.1 Example. Consider the homogeneous equation
∂u
∂x
= F
(u
x
)
.
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This equation is invariant under the group of scaling transformations
G : (x, u) 7→ (λx, λu), λ > 0.
Indeed, by (3.13.4), the first prolongation of the generator v = x∂x + u∂u is v
itself and so one readily checks that (3.13.5) is satisfied. New coordinates satisfying
(3.13.7) are given by
y =
u
x
, w = log x.
Then
∂u
∂x
=
du/dy
dx/dy
=
x(1 + ywy)
xwy
=
1 + ywy
wy
,
so the equation in the new coordinates becomes
dw
dy
=
1
F (y)− y ,
which can be solved by integration:
w =
∫
dy
F (y)− y + c.
3.13.2 Example. Consider the equation P dx + Qdu = 0. We show that if
it possesses a one-parameter symmetry with generator v = ξ∂x + φ∂u, then the
function
R(x, u) =
1
ξ(x, u)P (x, u) + φ(x, u)Q(x, u)
is an integrating factor.
To see this, note first that the given ODE is of the form (3.13.1) with F = −P/Q.
Inserting this into (3.13.5) and recalling 3.12.4 and 3.12.2 it follows that v is a
symmetry if and only if(
ξ
∂P
∂x
+ φ
∂P
∂u
)
Q−
(
ξ
∂Q
∂x
+ φ
∂Q
∂u
)
P +
∂φ
∂x
Q2
−
(
∂φ
∂u
− ∂ξ
∂x
)
PQ− ∂ξ
∂u
P 2 = 0.
(3.13.9)
On the other hand, that R is an integrating factor means that
∂
∂u
(RP ) =
∂
∂x
(RQ),
and inserting R from above here gives
R2
(
φ
(
Q
∂P
∂u
− P ∂Q
∂u
)
− ∂ξ
∂u
P 2 − ∂φ
∂u
PQ
)
= R2
(
ξ
(
P
∂Q
∂x
−Q∂P
∂x
)
− ∂ξ
∂x
PQ− ∂φ
∂x
Q2
)
,
which is equivalent to (3.13.9), as claimed.
Consider now a non-singular ODE of order n:
P (x, u(n)) = P (x, u, ux, . . . , un), (3.13.10)
where un =
dnu
dxn . We will show that knowledge of a one-parameter symmetry group
G of (3.13.10) with generator v allows to reduce the order of the equation by one.
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To see this, choose coordinates y = η(x, u), w = ζ(x, u) as in (3.13.7) that straighten
out v, so that v = ∂w. Then by the chain rule, we can re-write the derivatives of u
with respect to x in terms of y, w and the derivatives of w with respect to y:
dku
dxk
= δk
(
y, w,
dw
dy
, . . . ,
dkw
dyk
)
,
for suitable functions δk. Substituting these expressions back into (3.13.10), we
obtain the equivalent n-th order equation
P˜ (y, w(n)) = P˜ (y, w,wy , . . . , wn) = 0 (3.13.11)
in the new coordinates. Now note that since (3.13.10) has G as a symmetry group,
the same is true of the transformed system (3.13.11): this follows from the definition
of a symmetry group and the fact that the prolongation of a group action according
to (3.8.2) is equivariant under changing variables (again by the chain rule). In the
new variables, pr(n)v = v = ∂w, and so the infinitesimal criterion (3.10.5) reduces
to
pr(n)v(P˜ ) =
∂P˜
∂w
= 0 whenever P˜ (y, w(n)) = 0.
Since P˜ is invariant under G(n), by 3.3.8 and 3.12.4 (and provided that G acts semi-
regularly with orbits of constant dimension) there exists an equivalent equation
that depends exclusively on a complete set of functionally independent invariants
of G(n). In the present situation, such a set of invariants is obviously given by
y, wy, wyy, . . . , wn. Consequently, there is an equivalent equation
Pˆ (y, wy, . . . , wn) = 0,
which is independent of w. Thus, setting z = wy we obtain an equivalent ODE of
order n− 1, as claimed:
Pˆ
(
y, z, . . . ,
dn−1z
dyn−1
)
= Pˆ (y, z(n−1)) = 0.
Given any solution z = h(y) of this ODE, w =
∫
h(y) dy+c is a solution to (3.13.11),
and transforming back to (x, u)-coordinates gives a solution to (3.13.10).
3.13.3 Example. Any homogeneous linear ODE of second order
uxx + p(x)ux + q(x)u = 0 (3.13.12)
is invariant under the scaling group G : (x, u) 7→ (x, λu). In fact, the generator of
G is v = u∂u, so pr
(2)v = u∂u + ux∂ux + uxx∂uxx , and so the infinitesimal criterion
(3.10.5) is satisfied. Coordinates satisfying (3.13.7) are given by
y = x, w = log u,
so v = ∂w. To re-express the equation in the new coordinates, note that
u = ew, ux = wxe
w, uxx = (wxx + w
2
x)e
w,
giving
wxx + w
2
x + p(x)wx + q(x) = 0,
which, as expected, is independent of w. Setting z = wx = ux/u we therefore obtain
the well-known transformation of (3.13.12) into the Riccati equation
zx = −z2 − p(x)z − q(x).
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3.14 Differential invariants
In this section we look at a converse to the problem of determining the symme-
try group of a differential equation, namely: Given a local transformation group,
what is the most general type of differential equation that admits it as a symmetry
group? We will give an answer to this question in the setting of ordinary differential
equations.
Recall from 3.12.4 that a nondegenerate differential equation P (x, u(n)) = 0 admits
a local transformation group as a symmetry group if and only if the corresponding
subvariety SP of M (n) is invariant under pr(n)G. Provided that pr(n)G acts semi-
regularly with orbits of constant dimension, 3.3.8 then implies that there is an
equivalent equation P˜ = 0 describing the subvariety SP and depending only on
the functionally independent invariants of pr(n)G. We therefore give a name to the
invariants of pr(n)G:
3.14.1 Definition. Let G be a local transformation group acting on M ⊆ X × U
and let n ≥ 1. An n-th order differential invariant of G is a smooth function
η :M (n) → R such that η is an invariant of pr(n)G:
η(pr(n)g · (x, u(n))) = η(x, u(n))
for all (x, u(n)) ∈M (n) and g ∈ G such that pr(n)g · (x, u(n)) is defined.
3.14.2 Example. For the rotation group G = SO(2) on X × U = R2 we have
v = −u∂x + x∂u, and by (3.10.4) we have
pr(1)v = −u∂x + x∂u + (1 + u2x)∂ux
By definition, the first order differential invariants of G are the invariants of pr(1)G,
which can be calculated by the method of characteristics, cf. (3.3.3). This gives the
following complete set of first order invariants of G:
y =
√
x2 + u2, w =
xux − u
x+ uux
.
Any other first order invariant must be a function of these (by 3.3.7).
Our next aim is to show that one can always calculate higher order differential
invariants inductively from known ones of lower order. To show this we need an
auxiliary result first.
3.14.3 Lemma. Let v = ξ∂x + φ∂u be a vector field on M ⊆ X × U = R2 and let
ζ = ζ(x, u(n)) be smooth. Then
pr(n+1)v(Dxζ) = Dx[pr
(n)v(ζ)]−Dxξ ·Dxζ. (3.14.1)
Proof. By (3.10.29),
pr(n+1)v(Dxζ) = pr
(n+1)vQ(Dxζ) + ξD
2
xζ,
and
Dx[pr
(n)v(ζ)] = Dx[pr
(n)vQ(ζ)] +Dx(ξDxζ).
It therefore remains to show that
pr(n+1)vQ(Dxζ) = Dx[pr
(n)vQ(ζ)].
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Using (3.10.30), we calculate:
pr(n+1)vQ(Dxζ) =
n+1∑
j=0
DjQ
∂
∂uj
(
∂ζ
∂x
+
n∑
k=0
uk+1
∂ζ
∂uk
)
=
n+1∑
j=0
DjQ
(
∂2ζ
∂uj∂x
+
n∑
k=0
(
δk+1j
∂ζ
∂uk
+ uk+1
∂2ζ
∂uj∂uk
))
=
n∑
j=0
(
Dj+1Q
∂ζ
∂uj
+DjQ
(
∂2ζ
∂uj∂x
+
n∑
k=0
uk+1
∂2ζ
∂uj∂uk
))
= Dx

 n∑
j=0
DjQ
∂ζ
∂uj

 = Dx[pr(n)vQ(ζ)],
where in the penultimate line we used that ζ = ζ(x, u(n)), hence its derivative with
respect to un+1 vanishes. ✷
3.14.4 Proposition. Let G be a local one-parameter group of transformations
acting on M ⊆ X × U = R2. Let y = η(x, u(n)) and w = ζ(x, u(n)) be n-th order
differential invariants of G (n ≥ 1). Then the derivative
dw
dy
=
dw/dx
dy/dx
≡ Dxζ
Dxη
(3.14.2)
is a differential invariant of G of order n+ 1.
Proof. Note first that for any vector field Z and any smooth functions f , g we have
the usual quotient rule Z(f/g) = g−2(Z(f)g−fZ(g)), as follows from the derivation
description of vector fields. Using this and (3.14.1), we obtain from (3.14.2):
pr(n+1)v
(
dw
dy
)
=
1
(Dxη)2
(
pr(n+1)v(Dxζ) ·Dxη −Dxζ · pr(n+1)v(Dxη)
)
=
1
(Dxη)2
(
Dx[pr
(n)v(ζ)] ·Dxη −Dxξ ·Dxζ ·Dxη
−Dxζ ·Dx[pr(n)v(η)] +Dxζ ·Dxξ ·Dxη
)
= 0
since ζ and η are n-th order invariants, so pr(n)v(ζ) = pr(n)(η) = 0. ✷
3.14.5 Corollary. Let G be a local one-parameter group of transformations acting
on M ⊆ X × U = R2. Let {y = η(x, u), w = ζ(x, u, ux)} be a complete set of
functionally independent invariants of pr(1)G. Then (locally around any point) the
derivatives
y, w,
dw
dy
, . . . ,
dn−1w
dyn−1
form a complete set of functionally independent invariants for pr(n)G for n ≥ 1.
Proof. Successively applying 3.14.4 it follows that the derivatives up to order k are
invariants of pr(k)G, hence also of any higher prolongation of G (by (3.8.4)). So it
only remains to show that they are functionally independent. But this is immediate
because d
kw
dyk
depends explicitly on uk+1, hence is independent of the previously
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constructed invariants y, w, ∂w∂y , . . . ,
dk−1w
dyk−1
, since those only depend on x, u, . . . , uk.
By 3.3.7, since G has one-dimensional orbits and dimX×U (n) = n+2, completeness
follows. ✷
3.14.6 Example. Applying the previous result to the first order invariants of the
rotation group given in 3.14.2 it follows that y, w, and
dw
dy
=
dw/dx
dy/dx
=
√
x2 + u2
(x+ uux)3
[(x2 + u2)uxx − (1 + u2x)(xux − u)]
together form a complete set of functionally independent invariants for pr(2)G. Thus
any other second order differential invariant can be written as a smooth function
of these invariants. For example, the curvature κ from (3.10.25) is an invariant of
pr(2)G (as one checks by verifying that pr(2)v(κ) = 0), and in fact
κ =
uxx
(1 + u2x)
3/2
=
wy
(1 + w2)3/2
+
w
y(1 + w2)1/2
.
The important point to note now is that once the differential invariants of a local
group of transformations G on M ⊆ X × U = R2 are known, we can determine all
ODEs that admit G as a symmetry group, i.e., all ODEs that can be integrated
using G:
3.14.7 Theorem. Let G be a connected local transformation group acting on M ⊆
X × U = R2 and let η1(x, u(n)), . . . , ηk(x, u(n)) be a complete set of functionally
independent n-th order differential invariants of G.
(i) If pr(n)G acts semi-regularly on M (n), then an n-th order nondegenerate dif-
ferential equation P (x, u(n)) = 0 admits G as a symmetry group if and only
if, locally around any point in SP = {(x, u(n)) | P (x, u(n)) = 0} ⊆M (n), there
is an equivalent equation
P˜ (η1(x, u(n)), . . . , ηk(x, u(n))) = 0
involving only the differential invariants of G.
(ii) If G is a one-parameter group of transformations, any nondegenerate n-th
order differential equation having G as a symmetry group is equivalent to an
(n− 1)-st order equation
P˜
(
y, w,
dw
dy
, . . . ,
dn−1w
dyn−1
)
= 0,
where y = η(x, u), w = ζ(x, u, ux) form a complete set of functionally inde-
pendent invariants of pr(1)G.
Proof. (i) Clearly if there is an equivalent equation depending only on invariants
then SP itself is locally invariant. Since P is non-degenerate, S is a closed regular
submanifold ofM (n), so the proof of 3.2.13 shows that this implies that S is invariant
under pr(n)G, which in turn yields that G is a symmetry group of P . Conversely,
if G is a symmetry group then the proof of 3.12.4 shows that pr(n)G leaves SP
invariant. The claim then follows from 3.3.8.
(ii) This is immediate from (i) and 3.14.5. ✷
84
3.14.8 Example. Continuing our analysis of the rotation group from 3.14.6, we
can use 3.14.7 to find the most general first and second order ODEs that admit the
rotation group as a symmetry group. By 3.14.7 (ii), any such first order equation
is equivalent to one involving only the first order invariants given in 3.14.2. If we
solve for w it follows that any such equation is of the form
xux − u
x+ uux
= F (
√
x2 + u2).
Analogously, any second order equation invariant under rotations is equivalent to
one only involving y, w, and, say, the curvature κ = uxx
(1+u2x)
3/2 , hence is of the
general form
uxx = (1 + u
2
x)
3/2F
(√
x2 + u2,
xux − u
x+ uux
)
.
We may also employ 3.14.7 to obtain an alternative way of reducing the order of a
given differential equation P (x, u(n)) = 0 once we know a one-parameter symmetry
group. In fact, we know from 3.14.7 (ii) that the equation must be equivalent to
one involving only y, w, dwdy , . . . ,
dn−1w
dyn−1 . But this latter equation automatically is of
order n− 1. Thus simply by re-expressing the equation in terms of the differential
invariants already reduces the order by 1. Furthermore, once the solution w = h(y)
of the reduced equation is known, the solution of the original equation is found by
solving the auxiliary first order equation
ζ(x, u, ux) = h(η(x, u)) (3.14.3)
obtained by substituting for y and w their expression in terms of x and u. As
(3.14.3) depends only on the invariants η, ζ of pr(1)G, it has G as a one-parameter
symmetry group, hence can be integrated using the methods described above for
first order equations.
3.14.9 Example. The second order equation
x2uxx + xu
2
x = uux (3.14.4)
is invariant under the scaling group G : (x, u) 7→ (λx, λu). In fact, the infinitesimal
generator of G is v = ddλ
∣∣
λ=1
(λx, λu) = x∂x + u∂u. Hence (3.10.19) gives
pr(2)v = x∂x + u∂u − uxx∂uxx ,
so
pr(2)v(x2uxx + xu
2
x − uux) = 2x2uxx + xu2x − uux − x2uxx = 0
for any (x, u, ux, uxx) ∈ SP . By 3.14.5 and 3.13.1, a complete set of functionally
independent invariants of second order is given by
y =
u
x
, w = ux,
dw
dy
=
dw/dx
dy/dx
=
x2uxx
xux − u.
Inserting this into (3.14.4) gives the transformed equation
(w − y)dw
dy
+ w2 = yw,
which, as expected, is of first order. This has two families of solutions: either w = y
(which is a singular solution), or dwdy = −w, which implies w = ce−y. Re-substituting
gives
du
dx
=
u
x
, or
du
dx
= ce−u/x.
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This results in the one-parameter family of singular solutions u = kx, and the
implicit solutions ∫
dy
ce−y − y = log x+ k,
with y = u/x, which constitutes the general solution to the original equation
(3.14.4).
3.14.10 Example. We return to the two-dimensional heat equation ut = uxx,
whose symmetry group we calculated in 3.11.1, and use the methods of this section
to determine the general form of traveling wave solutions to the heat equation. In
general, a traveling wave solution to a differential equation is one which is invariant
under a translation group. Here we consider the symmetry of the heat equation
given by the translation group
(x, t, u) 7→ (x+ cε, t+ ε, u), ε ∈ R,
with generator v = ∂t + c∂x, for c some fixed constant. Global invariants are given
by
y = x− ct, v = u. (3.14.5)
Thus any group-invariant solution is of the form v = h(y), or u = h(x− ct), which
is a function that doesn’t change its shape along the straight line x− ct = const. If
we express the derivatives of u in terms of the new variables we obtain
ut = −cvy, ux = vy, uxx = vyy.
Inserting into the heat equation, we arrive at the ODE determining all traveling
wave solutions of the above form:
−cvy = vyy,
with general solution
v(y) = ke−cy + l
(k, l arbitrary constants). If we now substitute back into the heat equation we
obtain the general form of traveling wave solutions:
u(x, t) = ke−c(x−ct) + l.
Much more can be said about group-invariant solutions of PDEs. In fact, there
is an entire theory that allows to calculate solutions invariant under any subgroup
of the full symmetry group of any given system of differential equations. While
these methods also basically rest on choosing new variables from invariants of the
given sub-group, the case of higher (than one) dimensional symmetry groups is
significantly more involved than what we considered in this section. For a precise
formulation, the theory of extended jet bundles and group invariant prolongation is
required. We refer to [14, Ch. 3] for an in-depth study.
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Chapter 4
Variational symmetries
Conservation laws (like conservation of energy, momentum, etc.) play a central role
in physics. In contemporary theoretical physics one usually formulates the governing
principles of a theory in the form of a variational principle – roughly, this says that
some relevant quantity is to take an optimal value. It is a deep and far-reaching
discovery of Emmy Noether (1918) that for such systems, every conservation law
comes from a corresponding symmetry property. In the present chapter we give an
introduction to this field.
4.1 Calculus of variations
Let X = Rp, with coordinates (x1, . . . , xp), and U = Rq with coordinates (u1, . . . ,
uq). Also, let Ω be a connected open subset of X with smooth boundary ∂Ω. By a
variational problem we mean the problem of finding extrema (maxima, minima, or
stationary points) of the functional
L[u] =
∫
Ω
L(x, u(n)(x)) dx
in some class of admissible functions u = f(x) on Ω. The integrand L : X×U (n) →
R is called the Lagrangian of the variational problem L. The class of admissible
functions varies with the problem under consideration (e.g., through the imposition
of various boundary or regularity conditions). We will confine ourselves here to
studying smooth variational problems. The calculus of variations is a vast subject
and we will here barely be able to scratch the surface, with a focus on symmetry
methods. For a gentle introduction see, e.g., [16], a rather comprehensive treatise
is [5, 6].
4.1.1 Example. (i) To find the shortest curve u = f(x) connecting two points
(a, b), (c, d) in the plane, one needs to minimize the length of u = f(x):
L[u] =
∫ c
a
√
1 + u2x dx.
(ii) More generally, if (M, g) is a smooth Riemannian manifold and x, y ∈ M then
the problem of finding the shortest curve from x to y is a variational problem,
namely that of minimizing the arc-length of curves u : [0, 1]→M connecting x and
y:
L[u] =
∫ 1
0
√
g(u′(t), u′(t)) dt.
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Solutions to this problem are called geodesics of (M, g).
The basic approach to finding extremals of variational problems is very similar to
that of extremizing smooth functions in basic real analysis. There, given a function
f : Ω → R, one notes that if x is an extremum of f then for any y, the one-
dimensional function ε 7→ f(x + εy) must have an extremal. Therefore, we must
have
0 =
d
dε
∣∣∣∣
0
f(x+ εy) = 〈∇f(x), y〉 (y ∈ Rp),
and so the gradient ∇f of f at x vanishing is a necessary condition for x being an
extremum of f .
For functionals L[u], the role of the gradient is taken over by what is called the
variational derivative. Moreover, the inner product on Rn gets replaced by the
L2-inner product of functions f, g : Ω→ Rq:
〈f, g〉 =
∫
Ω
f(x) · g(x) dx =
∫
Ω
q∑
α=1
fα(x)gα(x) dx.
With these notations we can define:
4.1.2 Definition. Let L[u] be a variational problem. The variational derivative of
L is the unique q-tuple
δL[u] = (δ1L[u], . . . , δqL[u]),
δL : C∞(Ω)→ C∞(Ω)q with the property that
d
dε
∣∣∣∣
0
L[f + εη] =
∫
Ω
δL[f ](x) · η(x) dx (4.1.1)
for every smooth function f on Ω and any compactly supported smooth function η ∈
D(Ω)q such that f + εη is itself admissible. δαL is called the variational derivative
of L with respect to uα.
Here, by D(Ω) we denote the space of test functions on Ω, D(Ω) = {f ∈ C∞(Ω) |
supp(f) ⋐ Ω}.
4.1.3 Proposition. If u = f(x) is an extremal of L[u], then
δL[f ](x) = 0 ∀x ∈ Ω. (4.1.2)
Proof. For any η ∈ D(Ω)q and for all ε small, f + εη is admissible, and by
assumption, ε 7→ L[f + εη] must have an extremum at ε = 0. Hence by classical
real analysis,
0 =
d
dε
∣∣∣∣
0
L[f + εη] =
∫
Ω
δL[f ](x) · η(x) dx.
As this has to hold for any η, the claim follows. ✷
Using the notion of total derivative, cf. (3.10.15), we now wish to derive an explicit
formula for the variational derivative. First,
d
dε
∣∣∣∣
0
L[f + εη] =
∫
Ω
d
dε
∣∣∣∣
0
L(x, pr(n)(f + εη)(x)) dx
=
∫
Ω
(∑
α,J
∂L
∂uαJ
(x, pr(n)f(x)) · ∂Jηα(x)
)
dx.
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Since η has compact support, we may apply the divergence theorem to this expres-
sion, with all boundary terms vanishing. Note also that when a partial derivative
∂xj is applied to ∂L/∂u
α
J then the result can be expressed by a total derivative, so
d
dε
∣∣∣∣
0
L[f + εη] =
∫
Ω
q∑
α=1
[∑
J
(−D)J ∂L
∂uαJ
(x, pr(n+♯J)f(x))
]
ηα(x) dx. (4.1.3)
Here, for J = (j1, . . . , jk) we set (−D)J := (−Dj1)(−Dj2) . . . (−Djk). This formula
is the first instance of the following operator that will play a central role below.
4.1.4 Definition. For 1 ≤ α ≤ q, the α-th Euler operator is defined by
Eα =
∑
J
(−D)J ∂
∂uαJ
, (4.1.4)
where the sum extends over all J = (j1, . . . , jk) with 1 ≤ jκ ≤ p, k ≥ 0. Moreover,
we set E(L) := (E1(L), . . . , Eq(L)).
Although the above sum is formally infinite, whenever Eα is applied to some con-
crete L(x, u(n)) only finitely many terms are required.
In terms of the Euler operator, (4.1.3) says that
δL = E(L)
Together with 4.1.2, this gives the classical necessary condition for extremals of a
variational problem:
4.1.5 Theorem. If u = f(x) is a smooth extremal of the variational problem
L[u] = ∫Ω L(x, u(n)) dx then it must be a solution of the Euler–Lagrange equations
Eα(L) = 0, α = 1, . . . , q.
✷
4.1.6 Example. Let p = q = 1, i.e., we consider a variational problem for a
real-valued function of one variable. In this case,
E =
∞∑
j=0
(−Dx)j ∂
∂uj
=
∂
∂u
−Dx ∂
∂ux
+D2x
∂
∂uxx
− . . .
Thus the Euler–Lagrange equation for an n-th order variational problem
L[u] =
∫ b
a
L(x, u(n)) dx
is given by (setting uj =
∂ju
∂xj )
0 = E(L) =
∂L
∂u
−Dx ∂L
∂ux
+D2x
∂L
∂uxx
− · · ·+ (−1)nDnx
∂L
∂un
.
This is an ODE of order (at most) 2n. The most common case of a first order
variational problem L = L(x, u, ux) gives
0 = E(L) =
∂L
∂u
−Dx ∂L
∂ux
=
∂L
∂u
− ∂
2L
∂x∂ux
− ux ∂
2L
∂u∂ux
− uxx ∂
2L
∂u2x
.
In particular, for the curve length problem 4.1.1 the Euler–Lagrange equation reads
−Dx
(
ux√
1 + u2x
)
= − uxx
(1 + u2x)
3/2
= 0,
i.e., uxx = 0. As geometrically expected, the solutions are straight lines u = kx+d.
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4.1.7 Example. The Dirichlet principle: Consider the variational problem of
minimizing the total energy (kinetic plus potential) of some system in the form
L[u] =
∫
Ω
1
2
|∇u|2 − uh dx
with some external potential h. Then the Euler–Lagrange equation reads
0 = E(L) =
∂L
∂u
−
p∑
i=1
Di
∂L
∂ui
=
∂L
∂u
−
p∑
i=1
Diui = −h−∆u,
i.e., we obtain the Poisson equation −∆u = h.
4.2 Variational symmetries
In this section we want to develop a notion of symmetry that applies to variational
problems, similar to the symmetry groups of differential equations studied in the
previous chapter. Consider a variational problem
L[u] =
∫
Ω0
L(x, u(n)) dx. (4.2.1)
Let G be a local transformation group on an open subset M of Ω0 × U ⊆ X × U .
If u = f(x) is a smooth function on a sufficiently small subdomain Ω ⊆ Ω0 such
that the graph of f lies in M then any transformation g ∈ G sufficiently close to
the identity will transform f into another smooth function u˜ = f˜(x˜) = (g · f)(x˜)
defined on some Ω˜ ⊆ Ω0. Therefore, we define:
4.2.1 Definition. A local transformation group G acting on M ⊆ Ω0×U is called
a variational symmetry of the functional (4.2.1) if whenever Ω is a subdomain with
Ω ⊆ Ω0, u = f(x) is a function defined over Ω with graph contained in M , and
g ∈ G is such that u˜ = f˜(x˜) = (g · f)(x˜) is a well-defined function defined on
Ω˜ ⊆ Ω0, then ∫
Ω˜
L(x˜, pr(n)f˜(x˜)) dx˜ =
∫
Ω
L(x, pr(n)f(x)) dx. (4.2.2)
Our first aim, in line with our previous considerations on symmetries of differential
equations, is to derive an infinitesimal criterion for variational symmetries. For this,
we need a few preparations.
To begin with, we need to study how a variational problem transforms under the
action of a local transformation group. Let
x˜ = Ξ(x, u), u˜ = Φ(x, u) (4.2.3)
be any change of variables. Then there is an induced change of variables
u˜(n) = Φ(n)(x, u(n))
for the derivatives, given by prolongation (i.e., by differentiating (4.2.3) by the
chain rule). If the conditions of the inverse function theorem are satisfied then
(4.2.3) determines a transformed function u˜ = f˜(x˜). Thereby, any functional
L[f ] =
∫
Ω
L(x, pr(n)f(x)) dx
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is transformed into a new functional
L˜[f˜ ] =
∫
Ω˜
L˜(x˜, pr(n)f˜(x˜)) dx˜.
Here, the new domain Ω˜ = {x˜ = Ξ(x, f(x)) | x ∈ Ω} depends both on Ω and on f .
By the change of variables formula we get
L(x, pr(n)f(x)) = L˜(x˜, pr(n)f˜(x˜)) det J(x, pr(1)f(x)), (4.2.4)
where J is the Jacobian matrix with entries
J ij(x, pr(1)f(x)) =
∂
∂xj
Ξi(x, f(x)) = DjΞ
i(x, pr(1)f(x)) i, j = 1, . . . , p, (4.2.5)
where, for simplicity, we assume that det J(x) > 0, otherwise we have to add
absolute value signs.
4.2.2 Definition. Let x = (x1, . . . , xp) and let P = P (x, u(n)) = (P1(x, u
(n)), . . . ,
Pp(x, u
(n))) be a p-tuple of smooth functions. Then the total divergence of P is
DivP = D1P1 + · · ·+DpPp,
where Dj denotes the total derivative with respect to x
j .
With these notations, we have:
4.2.3 Lemma. Let v =
∑
i ξ
i∂xi +
∑
α φ
α∂uα be a vector field on M ⊆ Ω0 × U
and set gε := Fl
v
ε = (Ξgε ,Φgε). Denoting by Jgε the Jacobian (4.2.5) corresponding
to Ξgε , we have
d
dε
(det Jgε(x, u
(1))) = (Div ξ)(pr(1)gε · (x, u(1))) · detJgε(x, u(1)). (4.2.6)
Proof. Recall first that for matrices A, B with A invertible, the derivative of the
determinant function at A in the direction B is given by det′(A)(B) = det(A) ·
tr(A−1B). Consequently, for any fixed function u we get
d
dε
det Jgε = det
′(Jgε)
( d
dε
Jgε
)
= detJgε · tr(J−1gε
d
dε
Jgε). (4.2.7)
By (4.2.5), Jgε(x, u
(1)(x)) = ∂x(Ξgε (x, u(x))) (with ∂x abbreviating the x-gradient,
and similar for ∂1, ∂2 below), so
d
dε
(Jgε(x, u
(1))(x)) = ∂x
( d
dε
Ξgε(x, u(x))
)
= ∂x(ξ(Ξgε (x, u(x)),Φgε (x, u(x))))
= (∂1ξ)(Ξgε (x, u(x)),Φgε (x, u(x)))∂x(Ξgε (x, u(x)))
+ (∂2ξ)(Ξgε (x, u(x)),Φgε (x, u(x)))∂x(Φgε(x, u(x)))
= [(∂1ξ)(. . . ) + ∂2ξ(. . . ) · ∂x(Φgε(x, u(x))) · ∂x(Ξgε (x, u(x)))−1]∂x(Ξgε (x, u(x)))
Now let u˜ be the transformed function gε · u, so that with x˜(x) = Ξgε(x, u(x)) we
have u˜(x˜(x)) = Φgε(x, u(x)). Then
∂x(Φgε(x, u(x))) = ∂x(u˜◦ x˜)(x) = ∂x˜u˜(x˜(x)) ·∂xx˜(x) = ∂x˜u˜(x˜(x)) ·∂x(Ξgε(x, u(x))),
so, together with the above calculations we obtain
d
dε
(Jgε(x, u
(1))(x)) = [(∂1ξ)(x˜, u˜(x˜)) + (∂2ξ)(x˜, u˜(x˜)) · ∂x˜u˜(x˜(x))] · Jgε(x, u(1)(x))
= Dx˜ξ(pr
(1)gε(x, u
(1)(x))) · Jgε(x, u(1)(x)).
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Finally, using (4.2.7), and the fact that tr(AB) = tr(BA), we arrive at
d
dε
(detJgε(x, u
(1)(x))) = det(Jgε(x, u
(1)(x))) · tr(Dx˜ξ(pr(1)gε(x, u(1)(x))))
= det(Jgε(x, u
(1)(x))) · (Div ξ)(pr(1)gε(x, u(1)(x))).
✷
The infinitesimal criterion for variational symmetries now is given by the following
result.
4.2.4 Theorem. Let G be a connected local transformation group acting on M ⊆
Ω0×U . Then G is a variational symmetry group of the variational problem (4.2.1)
if and only if
pr(n)v(L) + L ·Div ξ = 0 (4.2.8)
for all (x, u(n)) ∈M (n) and every infinitesimal generator
v =
p∑
i=1
ξi(x, u)
∂
∂xi
+
q∑
α=1
φα(x, u)
∂
∂uα
of G.
Proof. As usual, for g ∈ G we write (x˜, u˜) = g · (x, u) = (Ξg(x, u),Φg(x, u)). By
definition of a variational symmetry, see (4.2.2), we get∫
Ω
L(x, pr(n)f(x)) dx =
∫
Ω˜
L(x˜, pr(n)f˜(x˜)) dx˜
(4.2.4)
=
∫
Ω
L(x˜(x), pr(n)f˜(x˜(x))) det Jg(x, pr
(1)f(x)) dx
Since this equality has to hold for all subdomains Ω and all functions f , the inte-
grands must agree pointwise, so g is a variational symmetry if and only if
L(pr(n)g · (x, u(n))) detJg(x, u(1)) = L(x, u(n)) ∀(x, u(n)) ∈M (n) (4.2.9)
for all g such that both sides are defined. We now insert g = gε = Fl
v
ε and differen-
tiate with respect to ε, which by (4.2.6) and the product rule yields
(pr(n)v(L) + L ·Div ξ)|(pr(n)gε·(x,u(n))) · detJgε(x, u(1)) = 0 (4.2.10)
Setting ε = 0, i.e., gε = id, this formula reduces to (4.2.8), proving necessity.
Conversely, if (4.2.8) is satisfied then also (4.2.10) holds for ε sufficiently small.
Therefore, the derivative of (4.2.9) (with g = gε) with respect to ε vanishes identi-
cally. Integrating from 0 to ε then shows that (4.2.9) holds for any gε. Since G is
connected the result then follows since any g ∈ G can be written as a product of
such gε. ✷
4.2.5 Example. Returning to (4.1.1) (i), where L[u] = ∫ ca √1 + u2x dx, we expect
that rotations should be variational symmetries, as they leave curve lengths invari-
ant. To verify this, let v = −u∂x+ x∂u be a generator of the rotation group on R2.
Then by (3.10.4),
pr(1)v = −u∂x + x∂u + (1 + u2x)∂ux .
In particular ξ = −u, and we calculate
pr(1)v(L) + L ·Dxξ = (1 + u2x)
∂
∂ux
√
1 + u2x −
√
1 + u2x · ux = 0,
so indeed (4.2.8) is satisfied.
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Next, we want to clarify the relationship between variational symmetries of some
variational problem and symmetries of the corresponding Euler–Lagrange equations.
To this end, we first need to understand how the Euler–Lagrange equations of
variational problems transform under a change of variables.
4.2.6 Proposition. Let L(x, u(n)), L˜(x˜, u˜(n)) be two Lagrangians related by a
change of variables given by (4.2.3), (4.2.4), i.e.,
x˜ = Ξ(x, u), u˜ = Φ(x, u)
and
L(x, u(n)) = L˜(x˜, u˜(n)) det J(x, u(1)).
Then
Euα(L)(x, u
(2n)) =
q∑
β=1
Fαβ(x, u
(1))Eu˜β (L˜)(x˜, u˜
(2n)), α = 1, . . . , q, (4.2.11)
where Fαβ is the determinant of the following (p+ 1)× (p+ 1)-matrix:
Fαβ = det


D1Ξ
1 . . . DpΞ
1 ∂Ξ1
∂uα
...
...
...
D1Ξ
p . . . DpΞ
p ∂Ξp
∂uα
D1Φ
β . . . DpΦ
β ∂Φβ
∂uα

 . (4.2.12)
Proof. Let (x0, u
(2n)
0 ) be any fixed point in X ×U (2n) and let f be a smooth func-
tion defined near x0 with (x0, u
(2n)
0 ) = (x0, pr
(2n)f(x0)). By the inverse function
theorem, on an open ball Ω around x0, f is transformed by our change of variables
into a function u˜ = f˜(x˜). If η ∈ D(Ω)q and ε is sufficiently small, then the pertur-
bations uε = f(x, ε) = f(x)+εη(x), required for calculating variational derivatives,
are transformed into functions u˜ = f˜(x˜, ε), which are determined implicitly by
x˜ = Ξ(x, f(x) + εη(x)) =: Ξε(x), u˜ = Φ(x, f(x) + εη(x)) =: Φε(x). (4.2.13)
Again the inverse function theorem determines the domain of each f˜( . , ε). More
precisely, by [1, Suppl. 2.5 A], the minimal radius of a ball around x˜ε := Ξ(x, f(x0)+
εη(x0)) where f˜( . , ε) is defined can be estimated from below in terms of the second
derivatives of the maps Ξε from (4.2.13) in a neighborhood of x0 as well as the
norm of the inverse of their Jacobians at x0. Since η is compactly supported, Ω is
compact, and x˜ε → x˜0 as ε→ 0, by choosing ε small we can therefore achieve that
all these balls contain a fixed neighborhood of x˜0, which we then take as a common
domain Ω˜ of all f˜( . , ε), independently of ε. In fact, since the radius of the ball Ω
around x0 is itself determined by the mentioned estimates (with ε = 0), we may in
addition achieve that supp(η) is contained in Ξ−1ε (Ω˜) for ε small.
Now set η˜(x˜, ε) := f˜(x˜, ε) − f˜(x˜) and note that Ξε(x) = Ξ0(x) as well as Φε(x) =
Φ0(x), and thereby f˜(Ξε(x), ε) = f˜(Ξ0(x)) for x 6∈ supp(η). This implies that
η˜(y˜, ε) = 0 for y˜ 6∈ Ξε(supp(η)). Again due to the compactness of supp(η) this
shows that, for ε sufficiently small, all η˜( . , ε) have compact support contained in
Ω˜. The same is therefore true of ∂f˜∂ε
∣∣
ε=0
= ∂η˜∂ε
∣∣
ε=0
.
Using this, exactly as in (4.1.3) we obtain
d
dε
∣∣∣∣
0
L˜[f˜ ] =
∫
Ω˜
Eu˜(L˜) · ∂f˜
∂ε
∣∣∣∣∣
ε=0
dx˜, (4.2.14)
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where Eu˜(L˜) is evaluated at u˜ = f˜ . To continue, we need to determine
∂f˜
∂ε .
To calculate f˜(x˜, ε), we need to solve the first equation in (4.2.13) for x and then
insert into the second equation. Thus we have x = x(x˜, ε) with
x˜ = Ξ(x(x˜, ε), f(x(x˜, ε)) + εη(x(x˜, ε))).
When computing variations of L˜, the base variables are not allowed to depend on
ε, so for i = 1, . . . , p we must have
∂x˜i
∂ε
= 0 =
p∑
j=1
DjΞ
i ∂x
j
∂ε
+
q∑
α=1
∂Ξi
∂uα
ηα.
Using Cramer’s rule we can solve for ∂x
j
∂ε (and insert ε = 0), to obtain
∂xj
∂ε
∣∣∣∣
ε=0
= − 1
detJ
p∑
i=1
Kij
q∑
α=1
∂Ξi
∂uα
ηα,
whereKij is the (i, j)-cofactor (i.e., signed minor) of the Jacobian J(x) from (4.2.5).
Consequently,
∂f˜β
∂ε
∣∣∣∣∣
ε=0
=
q∑
α=1
∂Φβ
∂uα
ηα +
p∑
j=1
DjΦ
β ∂x
j
∂ε
∣∣∣∣
ε=0
=
1
detJ
q∑
α=1
[∂Φβ
∂uα
detJ −
p∑
i,j=1
DjΦ
β ·Kij ∂Ξ
i
∂uα
]
ηα.
Here, the term in brackets is the expansion of the determinant (4.2.12) along the
last column, wherein
∑
j DjΦ
β ·Kij is the row expansion of the (i, p+ 1)-st minor
along its last row (recall that the necessary signs are already contained in the Kij).
Thus we have shown that
∂f˜β
∂ε
∣∣∣∣∣
ε=0
=
1
det J
q∑
α=1
Fαβη
α.
If we insert this into (4.2.14) and change variables we get
d
dε
∣∣∣∣
0
L˜[f˜ ] =
∫
Ω
( q∑
α,β=1
FαβEu˜β (L˜) · ηα
)
dx,
which, on the other hand, must equal
d
dε
∣∣∣∣
0
L[f + εη] =
∫
Ω
( q∑
α=1
Euα(L) · ηα
)
dx.
Since η was arbitrary, this proves that (4.2.11) holds at (x0, u
(2n)
0 ). ✷
Based on this result, we can now show:
4.2.7 Theorem. If G is a variational symmetry group of the functional
L[u] =
∫
Ω0
L(x, u(n)) dx,
then G is also a symmetry group of the corresponding Euler–Lagrange equations
E(L) = 0.
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Proof. Let g ∈ G and let f be a solution to the Euler–Lagrange equations. Then
since G is a variational symmetry group, (4.2.9) shows that L(x˜, pr(n)f˜(x˜)) and
L(x, pr(n)f(x)) are related by the change of variables formula (4.2.4) with L = L˜,
where g−1 ·(x, u) =: (Ξ(x, u),Φ(x, u)). Interchanging the roles of u and u˜ in (4.2.11)
we therefore have
Eu˜α(L)(x˜, u˜
(n)) =
q∑
β=1
Fαβ(x˜, u˜
(1))Euβ (L)(x, u
(n)), α = 1, . . . , q.
Since f is a solution to the Euler–Lagrange equations, Euβ (L)(x, pr
(n)f(x)) = 0 for
all β and all x. Thus also Eu˜α(L)(x˜, pr
(n)f˜(x˜)) = 0, so g · f is a solution as well,
i.e., G is a symmetry group of E(L) = 0. ✷
4.3 Conservation laws
4.3.1 Definition. Let P (x, u(n)) = 0 be a system of differential equations. A
conservation law is a divergence expression
Div F = 0, (4.3.1)
which vanishes for all solutions u = f(x) of the system. Here, for some m,
F = (F1(x, u
(m)), . . . , Fp(x, u
(m)))
is a p-tuple of smooth functions and Div F is the total divergence from 4.2.2. F
then is called a conserved current.
4.3.2 Example. (i) Let P = ∆(u), where ∆ is the Laplace-operator. Then ∆
itself is a conservation law because
∆u = Div (gradu) = 0
for every solution. Further conservation laws are obtained by multiplying the equa-
tion with ui =
∂u
∂xi :
0 = ui∆u =
p∑
j=1
Dj
(
uiuj − 1
2
δji
p∑
k=1
u2k
)
.
(ii) If P is any system of ODEs, with independent variable x, then any conservation
law is of the form DxF = 0 for all solutions u = f(x) of the system, i.e., F (x, u
(n))
has to be constant along solutions, so F is a first integral of the system (cf. the
remarks following (3.3.3)). In light of this, (4.3.1) can be viewed as a generalization
of the concept of a first integral to PDEs.
In applications to physics, often there is a distinguished time-variable t, while the
remaining variables (x1, . . . , xp) are spatial variables. Then any conservation law
takes the form
DtT +DivX = 0,
where Div now is the spatial total divergence (with respect to (x1, . . . , xp)). Then
T is called the (conserved) density and X = (X1, . . . , Xp) is called the flux of the
conservation law. They are functions of x, t, u and the derivatives of u with respect
to x and t.
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Suppose now that Ω ⊆ Rp is a spatial domain and let u = f(x, t) be a solution
defined for all x ∈ Ω and a ≤ t ≤ b. Consider the functional
TΩ[f ](t) =
∫
Ω
T (x, t, pr(m)f(x, t)) dx, (4.3.2)
which, for f , Ω fixed, depends only on t. Then we have:
4.3.3 Proposition. T and X are the density and the flux of a conservation law
of a system of differential equations if and only if, for any bounded domain Ω ⊆ Rp
with smooth boundary ∂Ω and for any solution u = f(x, t) defined for x ∈ Ω and
t ∈ [a, b] we have
TΩ[f ](t)− TΩ[f ](a) = −
∫ t
a
∫
∂Ω
X(x, τ, pr(m)f(x, τ)) · n dS dτ, (4.3.3)
with n the outward-pointing unit normal vector field on ∂Ω.
Proof. Differentiating (4.3.2), by the divergence theorem we have
d
dt
TΩ[f ](t) =
∫
Ω
DtT (x, t, pr
(m+1)f) dx = −
∫
∂Ω
X(x, t, pr(m−1)f) · n dS, (4.3.4)
so (4.3.3) follows by integration.
Conversely, differentiating (4.3.3) with respect to t and applying the divergence
theorem we obtain∫
Ω
(DtT (x, t, pr
(m+1)f) + DivX(x, t, pr(m+1)f)) dx = 0.
As this is to hold for any Ω and f , the claim follows. ✷
4.3.4 Example. Consider the motion of an incompressible, inviscid fluid. With
x ∈ R3 representing the spatial coordinates, let u = u(x, t) ∈ R3 denote the velocity
of a fluid particle at position x and time t. Let ρ(x, t) be the density and p(x, t)
be the pressure of the fluid. We assume that the flow is isentropic (has constant
entropy), then p depends only on ρ. The equation of continuity then takes the form
ρt +Div (ρ · u) = 0, (4.3.5)
where Div (ρu) =
∑
j
∂(ρuj)
∂xj is the spatial total divergence. Also, momentum bal-
ance gives the three equations
∂ui
∂t
+
3∑
j=1
uj
∂ui
∂xj
= −1
ρ
∂p
∂xi
, i = 1, 2, 3. (4.3.6)
Here, the equation of continuity is itself a conservation law with density T = ρ and
flux X = ρu. Using (4.3.4) for the functional (4.3.2) corresponding to the flux we
get
d
dt
∫
Ω
ρ dx = −
∫
∂Ω
ρu · ndS.
This equation has an immediate physical interpretation:
∫
Ω ρ dx is the total mass
of the fluid within Ω, and ρu ·n is the flux of fluid out of a point on the boundary of
Ω. This means that the net change of mass inside Ω equals the influx of fluid into Ω
via ∂Ω. In particular, if the normal component u · n of the velocity on ∂Ω vanishes
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then there is no change in the mass in Ω and we obtain the law of conservation of
mass: ∫
Ω
ρ dx = const.
Furthermore, combining (4.3.5) and (4.3.6) and re-arranging we get three further
conservation laws:
Dt(ρu
i) +
3∑
j=1
Dj(ρu
iuj + pδji ) = 0, i = 1, 2, 3.
Again using (4.3.4) we obtain the laws of conservation of momentum:
d
dt
∫
Ω
ρui dx = −
∫
∂Ω
(ρui(u · n) + pni) dS, i = 1, 2, 3.
Here, the first term on the right hand side is the transport of momentum ρui due to
the flow across the surface ∂Ω, and the second term is the net change in momentum
due to the pressure across ∂Ω. Thus Xj = ρu
iuj + pδji represents the components
of the momentum flux.
4.4 Noether’s theorem
In this section we prove a fundamental result on the connection between variational
symmetries and conservation laws, established by Emmy Noether in 1918. It is
of central importance in mathematical physics as the source of many fundamental
laws of nature.
4.4.1 Theorem. Let G be a local one-parameter group of variational symmetries
of the variational problem L[u] = ∫ L(x, u(n)) dx. Let
v =
p∑
i=1
ξi(x, u)
∂
∂xi
+
q∑
α=1
φα(x, u)
∂
∂uα
(4.4.1)
be the infinitesimal generator of G, and as in (3.10.26) let
Qα(x, u
(1)) := φα(x, u)−
p∑
i=1
ξi(x, u)uαi , α = 1, . . . , q.
be the characteristic of v. Then there exists a p-tuple
F (x, u(m)) = (F1(x, u
(m)), . . . , Fp(x, u
(m)))
such that
Div F = Q · E(L) =
q∑
α=1
Qα · Eα(L). (4.4.2)
Thus DivF = 0 is a conservation law for the Euler–Lagrange equations E(L) = 0.
Proof. Since v is the infinitesimal generator of a variational symmetry, by (4.2.8)
and (3.10.29) we have
0 = pr(n)v(L) + LDiv ξ = pr(n)vQ(L) +
p∑
i=1
ξiDiL+ LDiv ξ
= pr(n)vQ(L) + Div (Lξ),
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where Lξ := (Lξ1, . . . , Lξp). We now ‘integrate by parts’ the first term, using
(3.10.30):
pr(n)vQ(L) =
∑
α,J
DJQα
∂L
∂uαJ
=
∑
α,J
Qα · (−D)J ∂L
∂uαJ
+DivA
=
q∑
α=1
QαEα(L) + DivA,
where A = (A1, . . . , Ap) is some p-tuple of functions depending on Q, L and their
derivatives, but whose concrete form is not important for us. It follows that
pr(n)vQ(L) = Q ·E(L) + DivA. (4.4.3)
Therefore,
0 = Q · E(L) + Div (A+ Lξ), (4.4.4)
which means that (4.4.2) holds with F = −(A+ Lξ). ✷
To explicitly calculate F one may in principle follow the calculation of the previous
proof. In applications, in most cases one encounters first order variational problems.
For these, an explicit formula is given in the following result:
4.4.2 Corollary. Let L[u] = ∫ L(x, u(1)) dx be a first order variational problem,
and let v as in (4.4.1) be a variational symmetry. Then
Fi =
q∑
α=1
φα
∂L
∂uαi
+ ξiL−
q∑
α=1
p∑
j=1
ξjuαj
∂L
∂uαi
, i = 1, . . . , p (4.4.5)
form the components of a conservation law DivF = 0 for the corresponding Euler–
Lagrange equations E(L) = 0.
Proof. Since L depends only on derivatives up to order one, (3.10.30) gives
pr(1)vQ(L) =
q∑
α=1
(
Qα
∂L
∂uα
+
p∑
i=1
DiQα
∂L
∂uαi
)
.
Now setting Ai :=
∑q
α=1Qα
∂L
∂uαi
we have
DivA =
∑
α,i
(
DiQα
∂L
∂uαi
+
∑
α,i
QαDi
∂L
∂uαi
)
.
On the other hand, (4.1.4) implies
Q · E(L) =
q∑
α=1
Qα
∂L
∂uα
−
q∑
α=1
QαDi
∂L
∂uαi
,
so altogether we obtain
pr(1)vQ(L) = Q ·E(L) + DivA,
verifying (4.4.3). ✷
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4.4.3 Example. Perhaps the most prominent application of the Noether theorem
is to the mechanics of particles. Consider a system of n particles moving in R3
in some force field given by a potential. The system is described by the position
of its particles, where xα = (xα, yα, zα) is the position of the α-th particle, and
x = (x1, . . . ,xn) is a vector containing the information about all positions of the
particles. Assuming that the α-th particle has mass mα, the total kinetic energy of
the system is
K(x˙) =
1
2
n∑
α=1
mα|x˙α|2.
Also, we assume that the force field is determined by a potential U = U(x, t).
Newton’s equation of motion then gives
mαx¨
α = −∇αU = −(Uxα , Uyα , Uzα), α = 1, . . . , n.
The important point to note here is that these equations are the Euler–Lagrange
equations of the Lagrange function (or action integral)
L[x] =
∫ ∞
−∞
(K − U) dt. (4.4.6)
Indeed,
Exα(L) =
∂L
∂xα
−Dt ∂L
∂x˙α
= −Uxα −mαx¨α,
and analogously for yα and zα.
By (4.2.8), a vector field
v = τ(t,x)
∂
∂t
+
∑
α
ξ
α(t,x) · ∂
∂xα
≡ τ ∂
∂t
+
∑
α
(
ξα
∂
∂xα
+ ηα
∂
∂yα
+ ζα
∂
∂zα
)
generates a variational symmetry of the Lagrangian (4.4.6) if and only if
pr(1)v(K − U) + (K − U)Dtτ = 0 ∀(t,x). (4.4.7)
Given a variational symmetry, by Noether’s theorem 4.4.2 we obtain a corresponding
conservation law (or first integral) with single component (since p = 1)
F =
n∑
α=1
mαξ
α · x˙α + τ(K − U)−
n∑
α=1
τ x˙α · (mαx˙α)
=
n∑
α=1
mαξ
α · x˙α − τ(K + U) =
n∑
α=1
mαξ
α · x˙α − τE,
(4.4.8)
where E = K + U is the total energy. Since DtF = 0 it follows that F has to
be constant for any solution of Newton’s equations of motion. We now analyze
some examples of variational symmetries of (4.4.6) that lead to conservation laws
of physical interest.
• v = ∂t: In this case, pr(1)v = v, so (4.4.7) holds if and only ∂tU = 0, i.e.,
if and only if U does not explicitly depend on the time t. Since τ = 1 and
ξ = 0, the conserved quantity given in (4.4.8) then is the total energy E. We
obtain that invariance of a physical system under time translations implies
conservation of energy.
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• v = ∑nα=1 a · ∂∂xα : This is the generator of the translation x 7→ x + a, so
all particles are simultaneously translated in the same fixed direction a ∈ R3.
Also in this case, pr(1)v = v, so (4.4.7) holds if and only v(U) = 0, i.e., if and
only if the potential is translationally invariant in the direction a. As τ = 0
and ξα = a for all α, the corresponding conserved quantity from (4.4.8) is the
momentum
n∑
α=1
mαa · x˙α = const.
In particular, if U is invariant under all translations then the total momentum∑n
α=1mαx˙
α is conserved.
• v =∑nα=1 (xα ∂∂yα − yα ∂∂xα ): This is the generator of a simultaneous rotation
of all the masses in the system about some fixed axis, in this case the z-axis.
By (3.10.19) we have
pr(1)v = v +
n∑
α=1
(
x˙α
∂
∂y˙α
− y˙α ∂
∂x˙α
)
.
Note that pr(1)v(K) = 0 (since K is invariant under rotations of velocities),
and since τ = 0, (4.4.7) shows that v generates a variational symmetry if and
only if v(U) = 0, i.e., if and only if U is invariant under rotations around the
z-axis. In this case, the conserved quantity corresponding to this symmetry
via (4.4.8) is the angular momentum around the z-axis
n∑
α=1
mα(x
αy˙α − yαx˙α) = const.
Thus rotational invariance implies conservation of angular momentum.
In particular, if we assume that the particles only interact through their mutual
gravitational (or electrostatic, . . . ) attraction, then the potential energy is of the
form
U(t,x) =
∑
α6=β
γαβ |xα − xβ |−1.
In this case, all of the above assumptions are satisfied, so we obtain conservation of
energy, momentum, and angular momentum.
To conclude this chapter we introduce a straightforward generalization of Noether’s
theorem that also leads to conservation laws of physical interest.
4.4.4 Definition. Let L[u] = ∫ L(x, u(n)) dx be a variational problem. A vector
field v on M ⊆ X × U is called an infinitesimal divergence symmetry of L if there
exists a p-tuple B(x, u(m)) = (B1, . . . , Bp) of functions of x, u and the derivatives
of u such that
pr(n)v(L) + L ·Div ξ = DivB (4.4.9)
for all (x, u) ∈M .
The point to note is that the Noether theorem 4.4.1 remains valid if in the hypothesis
we replace ‘variational symmetry’ by ‘divergence symmetry’. Indeed, the only thing
that has to be changed in the proof is that we have to incorporate the new term
DivB into (4.4.4), which now becomes
Q ·E(L) + Div (A+ Lξ) = DivB,
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but we still obtain a conservation law of the form (4.4.2), namely F = B−A−Lξ. In
particular, in the case of a variational problem of first order, the conserved quantity
corresponding to (4.4.5) now becomes
Fi =
q∑
α=1
φα
∂L
∂uαi
+ ξiL−
q∑
α=1
p∑
j=1
ξjuαj
∂L
∂uαi
−Bi. i = 1, . . . , p (4.4.10)
4.4.5 Example. Returning to the setup of 4.4.3, consider a Galilean boost
(t,xα) 7→ (t,xα + εta),
for some a ∈ R3. By(3.10.19), the infinitesimal generator v =∑nα=1 ta∂xα then has
prolongation
pr(1)v =
n∑
α=1
(
ta
∂
∂xα
+ a
∂
∂x˙α
)
,
so
pr(1)v(L) = pr(1)(K − U) =
n∑
α=1
mαa · x˙α − t
n∑
α=1
a · ∇αU.
Since τ = 0, (4.4.7) demands that this expression should vanish identically, but this
is never the case for a 6= 0. However, since
n∑
α=1
mαa · x˙α = Dt
( n∑
α=1
mαa · xα
)
,
v is an infinitesimal divergence symmetry if a · ∇αU = 0, i.e., if U is translationally
invariant in the direction a. The conserved quantity according to (4.4.10) now reads
t
n∑
α=1
mαa · x˙α −
n∑
α=1
mαa · xα.
Here the first sum, when divided by the total mass
∑
αmα is the position of the
center of mass of the system in the direction a, and the second is the momentum in
that direction. It follows that if U is translationally invariant in a given direction
then on the one hand, as shown in 4.4.3, the momentum in that direction is constant.
In addition it now follows that the center of mass in that direction is a linear function
of t:
position of center of mass = initial position + t(momentum)/mass.
In particular, if U is invariant under all translations, then the center of mass of any
such system moves linearly in one fixed direction.
4.5 Trivial conservation laws and characteristics
There are certain types of conservation laws that do not yield any useful information
on the system under consideration and hence are called trivial. A conservation law
F = (F1, . . . , Fp) can be trivial for one of two reasons: triviality of the first kind
holds if F itself vanishes on every solution of the system. This kind of triviality
is usually easy to eliminate by solving the system itself and its prolongations for
certain of the variables uαJ and then substituting for these variables wherever they
occur. For example, in the case of an evolution equation ut = P (x, u
(n)), any time
derivative of u, e.g., utt, uxt, etc. can be expressed in terms of x, u and spatial
derivatives of u.
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4.5.1 Example. Consider the system of first order evolution equations
ut = vx, vt = ux,
which is equivalent to the one-dimensional wave equation utt = uxx. Then
Dt
(1
2
u2t +
1
2
u2x
)
−Dx(utux) = ut(utt − uxx) = 0
is a conservation law for this system. As explained above, we can replace the density
and the flux of this conservation law by ones that depend only on spatial derivatives.
This gives
Dt
(1
2
u2x +
1
2
v2x
)
−Dx(uxvx) = 0.
The two conservation laws differ by the trivial conservation law
Dt
(1
2
u2t −
1
2
v2x
)
+Dx(vxux − utux) = 0,
for which both density and flux vanish on any solution of the system. In the same
way, for any conservation law of an evolution equation there is, up to addition of a
trivial conservation law of the first kind, one where density and flux depend only
on spatial derivatives.
A conservation law is called trivial of the second kind if the total divergence DivF
in fact vanishes on all smooth functions f , whether or not they solve the equation.
An example of this kind of triviality is the relation
Dxuy −Dyux = 0, (4.5.1)
which obviously holds for any smooth function u = f(x, y). Hence (4.5.1) is a
trivial conservation law of the second kind for any partial differential equation for
functions of x and y. The underlying p-tuples (F1, . . . , Fp) of conservation laws of
the second kind are also called null divergences.
There is in fact a complete characterization of null divergences that is a direct
analogue of the characterization of the kernel of the usual divergence operator via the
Poincare´ lemma. Since the proof of this result, building on the so-called variational
complex, is quite involved, we only state the result and refer to [14, Sec. 5.4] for a
proof.
4.5.2 Theorem. Let F = (F1, . . . , Fp) be a p-tuple of smooth functions depending
on x = (x1, . . . , xp), (u1, . . . , uq) and derivatives of u, and defined on all of X×U (n).
Then the following are equivalent:
(i) DivF ≡ 0.
(ii) There exist smooth functions Gjk, j, k = 1, . . . , p, depending on x, u, and
derivatives of u, such that Gjk = −Gkj for all j, k, and
Fj =
p∑
k=1
DkGjk, j = 1, . . . , p (4.5.2)
For example, if p = 3, then
DivF = D1F1 +D2F2 +D3F3 ≡ 0
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if and only if F is a ‘total curl’: F = Curl(G), i.e.,
F1 = D2G3 −D3G2, F2 = D3G1 −D1G3, F3 = D1G2 −D2G1
(where we have identified G12 = −G21 from the theorem with G3, etc.).
We define a trivial conservation law to be any conservation law that is a linear
combination of trivial conservation laws of the first and second kind. Thus DivF =
0 is a trivial conservation law if and only if there exist functions Gij as in 4.5.2 (ii)
such that (4.5.2) holds for all solutions of the system. Two conservation laws are
called equivalent if they differ only by a trivial conservation law. The interesting
objects in the study of conservation laws therefore are equivalence classes in this
sense.
For the following considerations on characteristics of conservation laws we need
some preparations.
4.5.3 Definition. Let Pν(x, u
(n)) = 0, ν = 1, . . . , l, be a system of differential
equations, with P :M (n) → Rl. The k-th prolongation of this system is the (n+k)-
th order system of differential equations
P (k)(x, u(n+k)) = 0
obtained by differentiating in all possible ways k times. Thus the new system consists
of the
(
p+ k − 1
k
)
· l equations
DJPν(x, u
(n+k)) = 0,
where ν = 1, . . . , l and 0 ≤ ♯J ≤ k.
4.5.4 Example. If P is the heat equation ut = uxx, then the first prolongation
P (1) is the system
ut = uxx, uxt = uxxx, utt = uxxt,
and the second one contains, in addition, the equations
uxxt = uxxxx, uxtt = uxxxt, uttt = uxxtt.
We then clearly have:
4.5.5 Lemma. If u = f(x) is a solution of the system P (x, u(n)) = 0, then it is
also a solution of every prolongation P (k)(x, u(n+k)) = 0, k = 0, 1, 2, . . . .
4.5.6 Definition. A system of differential equations is called totally nondegenerate
if it and all its prolongations are nondegenerate (i.e., of maximal rank and locally
solvable).
4.5.7 Lemma. Let Pν(x, u
(n)) = 0, ν = 1, . . . , l, be a totally nondegenerate system
of differential equations. Let Q = Q(x, u(m)) be a smooth function. Then the
following are equivalent:
(i) Q vanishes for all solutions u = f(x) of the system.
(ii) There exist differential operators Dν =
∑
J Q
J
ν (x, u
(m))DJ , ν = 1, . . . , l, such
that
Q =
l∑
ν=1
DνPν
for all (x, u(m)).
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Proof. (ii)⇒(i) is obvious.
(i)⇒(ii): Clearly we can assume that m ≥ n. By 4.5.5, (i) is equivalent to Q
vanishing on all solutions of the prolonged system to P (m−n), which is locally solv-
able by assumption. Thus it follows that Q vanishes on the zero set of P (m−n).
Since, moreover, P (m−n) is nondegenerate, by 3.2.15 there exist smooth functions
QJν (♯J ≤ m− n, 1 ≤ ν ≤ l) such that
Q(x, u(m)) =
∑
J
∑
ν
QJν (x, u
(m))DJPν(x, u
(m))
✷
Let now DivF = 0 be a conservation law of a totally nondegenerate system
P (x, u(n)) = 0
of differential equations. Then by 4.5.7, DivF vanishes on every solution of the
system if and only if there exist smooth functions QJν (x, u
(m)) such that
Div F =
∑
ν,J
QJνDJPν . (4.5.3)
We now note that each term in (4.5.3) can be ‘integrated by parts’: for example, if
1 ≤ j ≤ p then
QjνDjPν = Dj(Q
j
νPν)−Dj(Qjν)Pν .
Proceeding in this way, we can cast (4.5.3) in the form
DivF = DivG+
l∑
ν=1
QνPν ≡ DivG+Q · P,
where Q = (Q1, . . . , Ql) has entries
Qν =
∑
J
(−D)JQJν , (4.5.4)
and all we need to know about G = (G1, . . . , Gp) is that it depends linearly on the
components Pν of P and their total derivatives. This means that G defines a trivial
conservation law of the first kind. Consequently, replacing F by F −G we obtain
an equivalent conservation law of the form
Div F = Q · P. (4.5.5)
This is called the characteristic form of the conservation law (4.5.3), and Q =
(Q1, . . . , Ql) is called the characteristic of the conservation law.
Unless l = 1, the Qν from (4.5.5) are in general not uniquely determined. If Q and
Q˜ are two l-tuples both satisfying (4.5.5) for the same F , then (Q − Q˜) · P = 0.
Since P is nondegenerate, by 3.2.17 it follows from this that Q− Q˜ vanishes on all
solutions. Based on this observation, we call a characteristic trivial if it vanishes on
all solutions of the system, and we call two characteristics equivalent if they differ
by a trivial one. In this terminology, characteristics are in general only determined
up to equivalence.
4.5.8 Example. To obtain the characteristic form of the conservation law for the
heat equation given in 4.5.1, we re-write it in the form (4.5.3):
Dt(
1
2
u2t +
1
2
u2x)−Dx(utux) = utDt(ut − vx) + utDx(vt − ux).
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Then (4.5.4) shows that the characteristic is given by
Q = (−Dt(ut),−Dx(ut)) = (−utt,−uxt),
and an equivalent conservation law in characteristic form can be found through
integration by parts:
Dt
(1
2
u2t +
1
2
u2x
)
+Dx(−utux) ∼= −utt(ut − vx)− uxt(vt − ux).
One can show that for systems of differential equations that are totally nondegen-
erate and normal (i.e., possessing a noncharacteristic direction at every point) the
two notions of equivalence we have introduced above actually coincide:
4.5.9 Theorem. Let P (x, u(n)) = 0 be a normal and totally nondegenerate system
of differential equations. Let the p-tuples F and F˜ determine conservation laws with
characteristics Q and Q˜, respectively. Then F and F˜ are equivalent as conservation
laws if and only if Q and Q˜ are equivalent as characteristics.
For a proof we refer to [14, Sec. 4.3].
Finally, we may apply the terminology developed in this chapter to re-formulate
Noether’s theorem 4.4.1 more precisely:
4.5.10 Theorem. Let G be a local one-parameter group of variational symmetries
of the variational problem L[u] = ∫ L(x, u(n)) dx. Let
v =
p∑
i=1
ξi(x, u)
∂
∂xi
+
q∑
α=1
φα(x, u)
∂
∂uα
be the infinitesimal generator of G, and as in (3.10.26) let
Qα(x, u
(1)) := φα(x, u)−
p∑
i=1
ξi(x, u)uαi , α = 1, . . . , q.
be the characteristic of v. Then Q = (Q1, . . . , Qq) is also the characteristic of a
conservation law for the corresponding Euler–Lagrange equations E(L) = 0, i.e.,
there exists a p-tuple
F (x, u(m)) = (F1(x, u
(m)), . . . , Fp(x, u
(m)))
such that
DivF = Q · E(L) =
q∑
α=1
Qα ·Eα(L)
is a conservation law in characteristic form for the Euler–Lagrange equations
E(L) = 0.
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