Covariance matrix estimation is one of the most important problems in statistics. To accommodate the complexity of modern datasets, it is desired to have estimation procedures that not only can incorporate the structural assumptions of covariance matrices, but are also robust to outliers from arbitrary sources. In this paper, we define a new concept called matrix depth and we propose a robust covariance matrix estimator by maximizing the empirical depth function. The proposed estimator is shown to achieve minimax optimal rate under Huber's ǫ-contamination model for estimating covariance/scatter matrices with various structures including bandedness and sparsity.
Introduction
Covariance matrix estimation is one of the most important problems in statistics. The last decade has witnessed the rapid development of statistical theory for covariance matrix estimation under high dimensional settings. Starting from the seminal works of Bickel and Levina [2, 3] , covariance matrices with a list of different structures can be estimated with optimal theoretical guarantees. Examples include bandable matrix [6] , sparse matrix [28, 5] , Toeplitz matrix [8] and spiked matrix [4, 10] . For a recent comprehensive review on this topic, see [9] . However, these works do not take into account the heavy-tailedness of data and the possible presence of outliers. All these methods are based on sample covariance matrix, which is shown to have a 1/(n + 1) breakdown point [20] . This means that even if there exists only one arbitrary outlier in the whole dataset, the statistical performance of the estimator can be totally compromised. In this paper, we attempt to tackle the problems of robust covariance matrix estimation under high dimensional settings.
To be more specific, we consider the distribution (1 − ǫ)N (0, Σ) + ǫQ, where Q is an arbitrary distribution that models the outliers and ǫ is the proportion of contamination.
Given i.i.d. observations X 1 , ..., X n from this distribution, there are approximately nǫ of them distributed according to Q, which can influence the performance of an estimator without robust property. This setting is called ǫ-contamination model, first proposed in a pathbreaking paper by Huber [26] . In this paper, Huber proposed a robust location estimator and proved its minimax optimality under the ǫ-contamination model. His work suggests an estimator that is optimal under the ǫ-contamination model must achieve statistical efficiency and resistance to outliers simultaneously. Therefore, we view the ǫ-contamination model as a natural framework to develop theories of robust estimation of covariance matrices. The goal of this paper is to propose an estimator of Σ that works optimally for the contaminated data.
To obtain a robust covariance matrix estimator, we propose a new concept called matrix depth. For a p-variate distribution X ∼ P, the matrix depth of a positive semi-definite Γ ∈ R p×p with respect to P is defined as
We will show that for P = N (0, Σ), the deepest matrix is βΣ for some constant multiplier β > 0. Thus, a natural estimator for Σ isΓ/β withΓ = arg max Γ 0 D(Γ, P n ). Here, we use the notation P n to denote the empirical distribution. Our definition of matrix depth is parallel to Tukey's depth function [40] for a location parameter. The deepest vector according to Tukey's depth is a natural extension of median in the multivariate setting, and thus can be used as a robust location estimator. Zuo and Serfling [52] advocated the notion of statistical depth function that satisfies the four properties in [29] and verified that Tukey's depth indeed satisfies all these properties while many other depth functions [29, 37, 38, 44] do not. The multivariate median defined by Tukey's depth was shown to have high breakdown point [12, 15, 14] . The original proposal of the depth function in [40] not only provides a way for robust location estimation, but also gives a general way to summarize multivariate data. For example, the depth function can be used to define an index of scatteredness of data [53] . Based on the concept of data depth, a data peeling procedure has been proposed to estimate the covariance matrix. Specifically, one may trim the data points according to their depths and use the remaining ones to estimate the covariance [12, 30] . Though the notion of Tukey's depth is closely related to covariance matrix estimation, there has not been a concept of depth function directly defined on positive semi-definite matrices, to the best of our knowledge. The matrix depth defined in (1) offers such an option. It provides an alternative way and perhaps a more natural way for robust covariance matrix estimation than the data peeling procedure. Later, we will define several variants of the matrix depth that take into account the high dimensional structures such as bandedness and sparsity. Those matrix depth functions are powerful tools for robust estimation of structured covariance matrices.
We apply the proposed robust matrix estimator to the problems of estimating banded covariance matrices, bandable covariance matrices, sparse covariance matrices and sparse principal components. We show that in all these cases, the estimators defined by the matrix depth functions achieve the minimax rates of the corresponding ǫ-contamination models un-der the operator norm. Therefore, the new estimators enjoy both statistical efficiency and property of resistance to outliers. Interestingly, the minimax rates have a unified expression. That is, M(ǫ) ≍ M(0) ∨ ω(ǫ, F), where M(ǫ) is the minimax rate for the probability class of distributions (1 − ǫ)N (0, Σ) + ǫQ ranging over Σ ∈ F for some covariance matrix class F and all probability distributions Q. The first part M(0) is the classical minimax rate without contamination. The second part is determined by the quantity ω(ǫ, F) called modulus of continuity. Its definition goes back to the fundamental works of Donoho and Liu [16] and Donoho [13] . A high level interpretation is that the least favorable contamination distribution Q can be chosen in a way that the parameters within ω(ǫ, F) under a given loss cannot be distinguished from each other. We establish this phenomenon rigorously through a general lower bound argument for all ǫ-contamination models.
Besides ǫ-contamination models with Gaussian distributions, we show that our proposed estimators also work for general elliptical distributions. To be specific, the setting (1 − ǫ)P Γ + ǫQ is also considered, where Γ is the scatter matrix under the canonical representation of an elliptical distribution. In fact, a characteristic property of the scatter matrix Γ of an elliptical distribution is D(Γ, P Γ ) = 1/2. This property allows the depth function to combine naturally with the elliptical family. The resulting estimators are also shown to achieve the optimal convergence rates. To this end, we can claim that the proposed estimator by matrix depth have two extra robust properties besides its statistical efficiency: resistance to outliers and insensitivity to heavy-tailedness. In fact, there are many works in the literature on scatter matrix estimation for elliptical distributions, including [34, 42] in classical settings and [48, 21, 22, 47, 18, 24, 23, 36, 49] in high dimensional settings. However, the influence of the presence of outliers are not quantified in these works. It still remains open whether these estimators can achieve the minimax rates of the ǫ-contamination models.
Finally, we advocate the use of Huber's ǫ-contamination model in the analysis of robust estimators by comparing it to the notion of breakdown point. The breakdown point [25, 20, 12] is defined as the smallest proportion of outliers that can totally ruin a given estimator. The concept by itself does not take into account any other statistical property besides robustness. Therefore, robust estimators are proposed to have both high breakdown point and certain statistical properties such as affine invariance [14, 31] and efficiency [50] . In comparison, the ǫ-contamination model is a setting where a successful estimator must achieve statistical efficiency and robustness simultaneously. By considering a population counterpart of the breakdown point which we term as δ-breakdown point, we show that for a given estimator that has convergence rate δ under the ǫ-contamination model, its δ-breakdown point is at least ǫ. This suggests convergence under Huber's ǫ-contamination model is a more general notion of robustness than the breakdown point and it provides a unified way to study statistical efficiency and robustness jointly.
The paper is organized as follows. First, we revisit Tukey's location depth in Section 2 and discuss the statistical property of the associated multivariate median. The matrix depth is introduced in Section 3 and we use it as a tool to solve various robust structured covariance matrix estimation problems. Section 4 presents a general result on minimax lower bound for the ǫ-contamination model. In Section 5, we discuss the relationship between matrix depth and elliptical distributions. Results of covariance matrix estimation are extended to scatter matrix estimation for elliptical distributions. In Section 6, we discuss some related topics on robust statistics including the connection between breakdown point and the ǫ-contamination model. All proofs of the theoretical results are given in Section 7 and the supplementary material.
We close this section by introducing some notation. Given an integer d, we use [d] to denote the set {1, 2, ..., d}. For a vector u = (u i ), u = i u 2 i denotes the ℓ 2 norm. For a matrix A = (A ij ), we use s k (A) to denote its kth singular value. The largest and the smallest singular values are denoted as s max (A) and s min (A), respectively. The operator norm of A is denoted by A op = s max (A) and the Frobenius norm by A F = ij A 2 ij . When A = A T ∈ R p×p is symmetric, diag(A) means the diagonal matrix whose (i, i)th entry is A ii . Given a subset J ⊂ [p], A JJ is an |J| × |J| submatrix, where |J| means the cardinality of J. The set S p−1 = {u ∈ R p : ||u|| = 1} is the unit sphere in R p . Given two numbers a, b ∈ R, we use a ∨ b = max(a, b) and a ∧ b = min(a, b). For two positive sequences {a n }, {b n }, a n b n means a n ≤ Cb n for some constant C > 0 independent of n, and a n ≍ b n means a n b n and b n a n . Given two probability distributions P, Q, the total variation distance is defined by sup B |P(B)−Q(B)|, and the Kullback-Leibler divergence is defined by D(P||Q) = log dP dQ dP. Throughout the paper, C, c and their variants denote generic constants that do not depend on n. Their values may change from line to line.
Prologue: Robust Location Estimation
We start by the problem of robust location estimation. Consider i.i.d. observations X 1 , ..., X n ∼ P (ǫ,θ,Q) = (1 − ǫ)P θ + ǫQ, where P θ = N (θ, I p ). The goal is to estimate the location parameter θ from the contaminated data {X i } n i=1 . It is known that the sample average will fail because of its sensitivity to outliers. We consider Tukey's median ( [39, 40] , see [41] as well) as a robust estimator of the location θ. First, we need to introduce Tukey's depth function. For any η ∈ R p and a distribution P on R p , the Tukey's depth of η with respect to P is defined as
, the Tukey's depth of η with respect to the observations
where P n = 1 n n i=1 δ X i is the empirical distribution. Then, Tukey's median is defined to be the deepest point with respect to the observations, i.e.,
When (2) has multiple maxima,θ is understood as any vector that attains the deepest level. The statistical property ofθ is stated in the following theorem.
Theorem 2.1. Consider Tukey's medianθ. Assume ǫ < 1/4 and p/n < c for some sufficiently small constant c. Then, we have
with P (ǫ,θ,Q) -probability at least 1 − exp −C ′ (p + nǫ 2 ) uniformly over all θ and Q, where C, C ′ > 0 are some absolute constants.
Remark 2.1. By scrutinizing the proof of Theorem 2.1, the result can hold for any ǫ < 1/3−c ′ for an arbitrarily small constant c ′ . The critical threshold 1/3 has a meaning of the highest breakdown point for Tukey's median [12, 14] . Further discussion on the connection between the breakdown point and the ǫ-contamination model is given in Section 6.
Remark 2.2. Theorem 2.1 is valid for identity covariance matrix. For a more general case P θ = N (θ, Σ), as long as s max (Σ) ≤ M with some absolute constant M > 0, the result remains valid.
Theorem 2.1 says that the convergence rate of Tukey's median is p/n when ǫ 2 p/n. Otherwise, the rate is ǫ 2 . Therefore, as long as the number of outliers from Q is at the order of O(nǫ) = O( √ np), the convergence rate of Tukey's median is identical to the case when ǫ = 0. The next theorem shows that Tukey's median is optimal under the ǫ-contamination model in a minimax sense.
Theorem 2.2. There are some absolute constants C, c > 0 such that
Theorem 2.2 provides a minimax lower bound for the ǫ-contamination model. It implies that as long as ǫ 2 p/n, the usual minimax rate p/n for estimating θ is no longer achievable. It also justifies the optimality of Tukey's median from a minimax perspective. To summarize, Theorem 2.1 and Theorem 2.2 jointly provide a framework for robust statistics that characterize both statistical accuracy and resistance to outliers simultaneously.
Another natural robust estimator for location is the coordinate median, defined asθ = (θ 1 , ...,θ p ) T withθ j = Median({X ij } n i=1 ). We show that the coordinate median has an inferior convergence rate via the following proposition.
Proposition 2.1. Consider the coordinate medianθ. There are absolute constants C, c > 0 such that
Obviously, p n −1 ∨ ǫ 2 is also the upper bound forθ by applying Theorem 2.1 to each coordinate. Since p/n ∨ ǫ 2 ≪ p n −1 ∨ ǫ 2 when ǫ 2 1/n, the coordinate median has a slower convergence rate. It achieves the rate p/n only when nǫ = O( √ n). Therefore, to preserve the rate p/n, the coordinate median can tolerate at most O( √ n) number of outliers, whereas
Tukey's median can tolerate O( √ pn).
Robust Covariance Matrix Estimation
In this section, we consider the problem of estimating covariance matrices under the ǫ-contamination model. The model is represented as P (ǫ,Σ,Q) = (1 − ǫ)P Σ + ǫQ, where P Σ = N (0, Σ) and Q is any distribution. Motivated by Tukey's depth function for location parameters, we introduce a new concept called matrix depth. The robust matrix estimator is defined as the deepest covariance matrix with respect to the observations. This estimator achieves minimax optimal rates under the ǫ-contamination model.
Matrix Depth
The main idea of Tukey's median is to project multivariate data onto all one-dimensional subspaces and obtain the deepest point by evaluating depths in those one-dimensional subspaces. Such an idea can be used to estimate covariance matrices. Formally speaking, for X ∼ N (0, Σ), the population median of |u T X| 2 is βu T Σu for every u ∈ S p−1 with some absolute constant β defined later. Thus, an estimator of Σ can be obtained by estimating variance on every direction. Inspired by the above idea, we define the matrix depth of a positive semi-definite Γ ∈ R p×p with respect to a distribution P as
For computational reasons, it is also helpful to define matrix depth by a subset of the directions S p−1 . Given a subset U ⊂ S p−1 , the matrix depth of Γ with respect to a distribution P relative to U is defined as
We adopt the notation
. At the population level, the following proposition shows that the true covariance matrix, multiplied by a scalar, is the deepest positive semi-definite matrix.
Proposition 3.1. Define β through the equation
where Φ is the cumulative distribution function of N (0, 1). Then, for any U ⊂ S p−1 , we have
from P, the matrix depth of Γ with respect to
is defined as
A general estimator for βΣ is given bŷ
where F is some matrix class to be specified later. The estimator of Σ iŝ
where β is defined through (3).
General Covariance Matrix
Consider the following covariance matrix class with bounded spectra
where Σ 0 means Σ is positive semi-definite and M > 0 is some absolute constant that does not scale with p or n.
To define an estimator, we need to specify a subset U ⊂ S p−1 in the depth function. Let U p be a (1/4)-net of the unit sphere S p−1 in the Euclidean space in R p . This means for any u ∈ S p−1 , there exists a u ′ ∈ U p such that u − u ′ ≤ 1/4. According to [45] , such U p can be picked with cardinality bounded by 9 p . Definê
When (7) has multiple maxima,Γ is understood as any positive semi-definite matrix that attains the deepest level. A final estimator of Σ is defined byΣ =Γ/β as in (6) . The statistical property ofΣ is stated in the following theorem.
Theorem 3.1. Assume that ǫ < 1/4 and p/n < c for some sufficiently small constant c. Then, we have
with P (ǫ,Σ,Q) -probability at least 1 − exp −C ′ (p + nǫ 2 ) uniformly over all Q and Σ ∈ F(M ), where C, C ′ > 0 are some absolute constants.
Remark 3.1. Due to the computational consideration, we chose a (1/4)-net U p of S p−1 and defined our estimator via the matrix depth relative to U p . In fact, it can be shown that the result in Theorem 3.1 also holds if we defineΓ
The convergence rate for the deepest covariance is p/n ∨ ǫ 2 under the squared operator norm. This rate is minimax optimal over the matrix class F(M ) under the ǫ-contamination model. Theorem 3.2. There are some constants C, c > 0 such that
Bandable Covariance Matrix
In many high-dimensional applications such as time series data in finance, the covariates of data are collected in an ordered fashion. This leads to a natural banded estimator of the covariance matrix [3, 6] . Define the class of covariance matrices with a banded structure by
Next, we propose a notion of matrix depth function relative to some subset U k ⊂ S p−1 defined particularly for the class
, whose cardinality can be bounded by 9 l 2 −l 1 +1 . The depth function is defined relatively to the following subset
Then, a robust covariance matrix estimator with banded structure is defined aŝ
An estimator for Σ isΣ =Γ/β as in (6).
Remark 3.2. The cardinality of U k is bounded by p × 9 2k . When k ≪ p, this is significantly smaller than that of the set used in (7), because we have taken advantage of the banded structure.
To study the statistical property ofΣ, we consider the class
The convergence rate ofΣ under the ǫ-contamination model is stated in the following theorem. Theorem 3.3. Assume that ǫ < 1/4 and (k+log p)/n < c for some sufficiently small constant c. Then, we have
with P (ǫ,Σ,Q) -probability at least 1 − exp C ′ (k + log p + nǫ 2 ) uniformly over all Q and Σ ∈ F k (M ), where C, C ′ > 0 are some absolute constants.
Theorem 3.3 states that the convergence rate forΣ under the class
, this is exactly the minimax rate in [6] . Therefore, Theorem 3.3 extends the result of [6] to a robust setting. If the rate k+log p n is pursued, then the maximum number of outliers thatΣ can tolerate is O( n(k + log p)).
Besides matrices with exact banded structure, we also consider the following class of bandable matrices. That is, 
with P (ǫ,Σ,Q) -probability at least
To close this section, we show in the following theorem that both rates in Theorem 3.3 and Theorem 3.4 are minimax optimal under the ǫ-contamination model. 
Sparse Covariance Matrix
We consider sparse covariance matrices in this section. For a subset of coordinates
:|S|≤s G(S). Then, the sparse covariance class is
In other words, there are s covariates in a block that are correlated with each other. The remaining covariates are independent from this block and from each other. Such sparsity structure has been extensively studied in the problem of sparse principal component analysis [27, 32, 46, 7] , and is different from the notion of degree sparsity studied in [2, 5] . Estimating the whole covariance matrix under such sparsity was considered by [10] .
To take advantage of the sparsity structure, we define a subset U s ⊂ S p−1 for the matrix depth function. For any
Then there exists a (1/4)-net of V S , denoted byV S , whose cardinality can be bounded by 9 |S| . The depth function is defined relatively to the following subset
A robust sparse covariance matrix estimator is defined bŷ
An estimator for Σ isΣ =Γ/β as in (6) . The statistical property ofΣ is studied in the class
Theorem 3.6. Assume that ǫ < 1/4 and s log(ep/s)/n < c for some sufficiently small constant c. Then, we have
with P (ǫ,Σ,Q) -probability at least 1 − exp −C ′ (s log(ep/s) + nǫ 2 ) uniformly over all Q and Σ ∈ F s (M ), where C, C ′ > 0 are some absolute constants.
The next theorem shows that the upper bound in Theorem 3.6 is optimal under the ǫ-contamination model. Theorem 3.7. Assume p/n ≤ C 1 for some constant C 1 > 0. There are some constants C, c > 0 such that
Sparse Principal Component Analysis
As an application of Theorem 3.6, we consider sparse principal component analysis. We adopt the spiked covariance model [27, 4] . That is,
where V ∈ R p×r is an orthonormal matrix and Λ is a diagonal matrix with elements λ 1 ≥ λ 2 ≥ ... ≥ λ r > 0. When V has s nonzero rows [7, 10] , Σ is in the class F s . The goal is to estimate the subspace projection matrix V V T . We propose a robust estimator by applying singular value decomposition toΓ in (9) . That is,Γ =VDV T . Then,VV T is a robust estimator of V V T .
To study the statistical property ofV , define the covariance matrix class as
where O(p, r) is the class of p × r orthonormal matrices and supp(V ) is the set of nonzero rows of V . The rank r is assumed to be bounded by a constant.
λ 2 ≤ c for some sufficiently small constant c and r ≤ C 1 for some constant C 1 > 0. Then, we have
with P (ǫ,Σ,Q) -probability at least 1 − exp −C ′ (s log(ep/s) + nǫ 2 ) uniformly over all Q and Σ ∈ F s,λ (M, r), where C, C ′ > 0 are some absolute constants.
According to Theorem 3.8, the convergence rate for principal subspace estimation is
We have the rate ǫ 2 /λ 2 instead of the usual ǫ 2 to account for the outliers in the previous cases. As shown in the next theorem, the rate ǫ 2 /λ 2 is in fact optimal for sparse principal component analysis.
Theorem 3.9. There are some constants C, c, c
A General Minimax Lower Bound
In this section, we provide a general minimax theory for ǫ-contamination model. Given a general statistical experiment {P θ : θ ∈ Θ}, recall the notation P (ǫ,θ,Q) = (1 − ǫ)P θ + ǫQ.
If we denote the minimax rate for the class {P (ǫ,θ,Q) : θ ∈ Θ, Q} under some loss function L(θ 1 , θ 2 ) by M(ǫ), then most rates we obtained in Section 2 and Section 3 can be written
for sparse principal component analysis. Therefore, a natural question is whether we can have a general theory for the ǫ-contamination model that governs those minimax rates. The answer for this question lies in a key quantity called modulus of continuity, whose definition goes back to the seminal works of Dohono and Liu [16] and Donoho [13] . The modulus of continuity for the ǫ-contamination model is defined as
The quantity ω(ǫ, Θ) measures the ability of the loss L(θ 1 , θ 2 ) to distinguish two distributions P θ 1 and P θ 2 that are close in total variation at the order of ǫ. A high level interpretation is that two distributions P θ 1 and P θ 2 as close as O(ǫ) under total variation distance cannot be distinguished at the presence of arbitrary outlier distribution Q. A general minimax lower bound depending on the modulus of continuity is stated in the following theorem.
Theorem 4.1. Suppose there is some M(0) such that
Theorem 4.1 shows that the quantity ω(ǫ, Θ) is the price of robustness one has to pay in the minimax rate. To illustrate this result, let us consider the location model in Section 2 where
Besides, it is well known that M(0) ≍ p/n for the location model, and thus we obtain the rate p/n ∨ ǫ 2 as the lower bound, which implies Theorem 2.2. Similar calculation can also be done for the covariance model. In particular, for sparse principal component analysis, we get ω(ǫ, Θ) ≍ (ǫ/λ) 2 . The details of derivation are given in Section 7.3.
Extension to Elliptical Distributions
In Section 3, we considered estimating the covariance matrix under the Gaussian distribution P Σ = N (0, Σ). Though we show that our covariance estimator via matrix depth function is robust to arbitrary outliers, it is not clear whether such property also holds under more general distributions. In real applications, the data may not follow a Gaussian distribution and can have very heavy tails. In this section, we extend the Gaussian setting in Section 3 to general elliptical distributions. We show that at the population level, the scatter matrix of an elliptical distribution achieves the maximum of the matrix depth function. This fact motivates us to use the matrix depth estimator (5) in the elliptical distribution setting. Indeed, all statistical properties we prove under the Gaussian distribution continue to hold under the elliptical distributions. Therefore, the proposed estimator is also adaptive to the shape of the distribution. We start by introducing the definition of an elliptical distribution.
Definition 5.1 ([19]).
A random vector X ∈ R p follows an elliptical distribution if and only if it has the representation X = µ + ξAU , where µ ∈ R p and A ∈ R p×r are model parameters. The random variable U is distributed uniformly on the unit sphere S p−1 and ξ ≥ 0 is a random variable in R independent of U . Letting Σ = AA T and we denote X ∼ EC(µ, Σ, ξ).
For simplicity, we consider the model with µ = 0. We want to remark two points on this definition. First, the representation EC(0, Σ, ξ) is not unique. This is because EC(0, Σ, ξ) = EC(0, a −2 Σ, aξ) for any a > 0. Secondly, for an elliptical random variable X ∼ EC(0, Σ, ξ) with s min (Σ) > 0, given any unit vector u ∈ S p−1 , the distribution of u T X/ √ u T Σu is independent of u. In other words, Σ −1/2 X is spherically symmetric. Motivated by these two points, we define the canonical representation of an elliptical distribution as follows. , where P Γ = EC(0, Γ, η). From now on, whenever we use P Γ = EC(0, Γ, η), it always denotes the canonical representation.
To guarantee the existence and uniqueness of the canonical representation, we need the following assumption on the marginal distribution. Define the distribution function
Note that G(t) does not depend on the specific direction u ∈ S p−1 used in the definition. We assume that G(t) is continuous at t = 1 and there exist some τ ∈ (0, 1/2) and α, κ > 0 such that
Proposition 5.1. For an elliptical distribution EC(0, Γ, η) that satisfies (13), its canonical representation exists and is unique.
The existence and uniqueness of the canonical representation of EC(0, Γ, η) imply that the matrix Γ is a well-defined object. We call Γ the scatter matrix. The following proposition shows that the scatter matrix Γ is actually the deepest one with respect to the matrix depth function. When X ∼ EC(0, Γ, η) has a density function, it must have the form p(x) = f (x T Γ −1 x) for some univariate function f (·) [19] . Examples of elliptical distributions include:
1. Multivariate Gaussian. The density function is p(x) ∝ exp(−βx T Γ −1 x/2), where the constant β is defined in (3). Proposition 3.1 implies that β −1 Γ is the Gaussian covariance matrix.
2. Multivariate Laplacian. The density function is p(x) ∝ exp(− βx T Γ −1 x), where the constant β is determined through the canonical representation. The covariance matrix has formula (p + 1)β −1 Γ.
, where d is the degree of freedom. The constant β is determined through the canonical representation. When d > 2, the covariance matrix is The density function is p(
Proposition 5.3. For all the four examples above, β is an absolute constant independent of p. Moreover, the condition (13) holds with absolute constants τ, α, κ independent of p.
Let us proceed to consider estimating the scatter matrix Γ under the ǫ-contamination model P (ǫ,Γ,Q) = (1 − ǫ)P Γ + ǫQ. This requires the estimator to be robust in two senses. First, it should be resistant to the outliers. Second, it should be adaptive to the distribution. Using the property of the scatter matrix spelled out in Proposition 5.2, we show that the depth-induced estimator (5) enjoys good statistical properties.
Theorem 5.1. Consider the estimatorΓ defined in (7). Assume ǫ < τ /3, p/n < c for some sufficiently small constant c and the distribution P Γ = EC(0, Γ, η) satisfies (13) . Then, we have
with P (ǫ,Γ,Q) -probability at least 1 − exp −C ′ (p + nǫ 2 ) uniformly over all Q and Γ ∈ F(M ), where C, C ′ > 0 are some absolute constants.
Theorem 5.2. Consider the estimatorΓ defined in (8) . Assume that ǫ < τ /3, (k+log p)/n < c for some sufficiently small constant c and the distribution P Γ = EC(0, Γ, η) satisfies (13) . Then, we have
with P (ǫ,Γ,Q) -probability at least 1 − exp −C ′ (k + log p + nǫ 2 ) uniformly over all Q and Γ ∈ F k (M ), where C, C ′ > 0 are some absolute constants. < c for some sufficiently small constant c and the distribution P Γ = EC(0, Γ, η) satisfies (13) . Then, we have
with P (ǫ,Γ,Q) -probability at least 1 − exp −C ′ (min n 1 2α+1 + log p, p + nǫ 2 ) uniformly over all Q and Γ ∈ F α (M, M 0 ), where C, C ′ > 0 are some absolute constants.
Theorem 5.4. Consider the estimatorΓ defined in (9) . Assume that ǫ < τ /3, s log(ep/s)/n < c for some sufficiently small constant c and the distribution P Γ = EC(0, Γ, η) satisfies (13) . Then, we have
with P (ǫ,Γ,Q) -probability at least 1 − exp −C ′ (s log(ep/s) + nǫ 2 ) uniformly over all Q and Γ ∈ F s (M ), where C, C ′ > 0 are some absolute constants.
Theorem 5.5. Consider the leading eigen-matrix with rank r ofΓ defined in (9), denoted bŷ V . Assume that κ s log ep s nλ 2 ∨ ǫ 2 λ 2 ≤ c for some sufficiently small constant c, r ≤ C 1 for some constant C 1 > 0 and the distribution P Γ = EC(0, Γ, η) satisfies (13) . Then, we have
with P (ǫ,Γ,Q) -probability at least 1 − exp −C ′ (s log(ep/s) + nǫ 2 ) uniformly over all Q and Γ ∈ F s,λ (M, r), where C, C ′ > 0 are some absolute constants.
Remark 5.1. Theorem 5.5 requires the scatter matrix Γ to belong to F s,λ (M, r), which means that Γ = V ΛV T + I p . While the I p part has a clear meaning for covariance matrix, it may not be a suitable way of modeling the scatter matrix. However, we may consider a more general space which contains Γ = V ΛV T + σ 2 I p for some constant σ 2 bounded in some interval [M −1 , M ]. Then, the result of Theorem 5.5 still holds.
Remark 5.2. The problem of finding the leading principal subspace for EC(0, Γ, η) was coined as elliptical component analysis by [21] . While [21] extended sparse principal component analysis to the elliptical distributions, the influence of outliers was not investigated. In comparison, we show that our estimator is robust to both heavy-tailed distributions and the presence of outliers.
To close this section, we remark that the estimators via matrix depth function does not require the knowledge of the exact elliptical distribution. They are adaptive to all EC(0, Γ, η) that satisfy the condition (13) . Since the class of elliptical distributions includes multivariate Gaussian as a special case, the lower bounds in Section 3 imply that the convergence rates obtained in this section are optimal.
Discussion

Impact of Contamination on Convergence Rates
For all the problems we consider in this paper, the minimax rate under the ǫ-contamination model has the expression M(ǫ) ≍ M(0) ∨ ω(ǫ, Θ). Define
Then, ǫ * is the maximal proportion of outliers under which the minimax rate obtained without outliers can still be preserved. Thus, nǫ * is the maximal expected number of outliers for an optimal procedure to achieve the minimax rate as if there is no contamination. Compared to the minimax rate, consistency is easier to achieve. Suppose M(0) = o(1), then the necessary and sufficient condition for consistency is ω(ǫ, Θ) = o(1). In most cases where ω(ǫ, Θ) ≍ ǫ 2 , the condition reduces to ǫ = o(1), meaning that as long as the expected number of outliers is at a smaller order of n, the optimal procedure is consistent under the ǫ-contamination model.
Connection with Breakdown Point
The notion of breakdown point [20] has been widely used to quantify the influence of outliers for a given estimator. In this section, we discuss the connection between the breakdown point and Huber's ǫ-contamination model. Let us start by the definition given in [12, 15, 14] .
Consider the observations {X
with n 1 +n 2 = n. We view {Z i } n 2 i=1 as the outliers. Then, a robust estimatorθ(·) should not be influenced much by the outliers if the proportion n 2 /(n 1 + n 2 ) is small. The breakdown point ofθ with respect to Y is defined as ǫ(θ, Y) = min n 2 n 1 + n 2 : sup
where · is some norm. The breakdown point ǫ(θ, Y) measures the smallest proportion of outliers that an estimatorθ can be totally ruined. In its original form, the supreme of
are usually assumed to be in a general position or follow some distribution. Thus, it is natural to apply this modification. Now let us consider the ǫ-contamination model P (ǫ,θ,Q) = (1 − ǫ)P θ + ǫQ. For i.i.d. observations X 1 , ..., X n ∼ P (ǫ,θ,Q) , it can be decomposed into two parts
, where n 2 ∼ Binomial(n, ǫ) and n 1 = n − n 2 . Conditioning on n 1 , Y 1 , ..., Y n 1 ∼ P θ and Z 1 , ..., Z n 2 ∼ Q. Observe that n 2 n 1 +n 2 ≈ ǫ, which means the ǫ in the contamination model plays a similar role to the ratio n 2 n 1 +n 2 in (14) . Motivated by this fact, we introduce a population counterpart of (14) . Given an estimatorθ, its δ-breakdown point with respect to some parameter space Θ is defined as
where L(·, ·) is some loss function, and c ∈ (0, 1) is some small constant. We may view (15) as the population counterpart of (14) because sup Q corresponds to sup
, sup θ∈Θ corresponds to sup {Y i } n 1 i=1 ∈Y and ǫ corresponds to n 2 n 1 +n 2 . We allow δ to be a sequence of n instead of ∞ because L(·, ·) can be a bounded loss. Then, the δ-breakdown point means the minimal ǫ such that an estimatorθ is influenced at least by the level of δ under the ǫ-contamination model. In fact, ǫ(θ, Θ, δ) is a quantity directly related to the lower bound of the convergence rate ofθ under the ǫ-contamination model. This is rigorously stated in the following theorem.
Theorem 6.1. Assume the loss function is symmetric and satisfies
with some constant c 1 ∈ (0, 1). Then, for ǫ = ǫ(θ, Θ, δ) < 1 2 , we have
for some c > 0 in (15) and sufficiently large n.
Before discussing the implications of Theorem 6.1, we remark on the assumption (17) . The notation P n θ means the estimatorθ(·) takes a random argumentθ({Y i } n i=1 ) with distribution Y 1 , ..., Y n ∼ P θ . Thus, the assumption (17) simply means when the sample sizes n, n ′ are at the same order, the lower bounds remain at the same order. In most cases including all the examples considered in this paper, (17) automatically holds.
Theorem 6.1 gives a general lower bound based on the notion of δ-breakdown point. Given an estimatorθ and an ǫ-contamination model, the solution δ to the equation
lower bounds its rate of convergence. Whenθ is a minimax optimal estimator with rate M(ǫ), we obtain M(ǫ) δ. In other words, the convergence rate δ under the ǫ-contamination model automatically implies a δ-breakdown point with the same ǫ.
A Unified Framework of Robustness and Efficiency
Huber's ǫ-contamination model allows a simultaneous joint study of robustness and efficiency of an estimator. This is our major reason to develop the theory of robust covariance matrix estimation under this framework. We illustrate the importance of this view by re-visiting the coordinate median studied in Section 2. Without contamination, the coordinate median is a location estimator with minimax rate under Gaussian distribution. It is also robust because of its high breakdown point [14] . However, Proposition 2.1 shows that its performance under the presence of contamination is not optimal. In contrast, Tukey's multivariate median shows its advantage over the coordinate median by obtaining optimality under the ǫ-contamination model. This example suggests that the statistical efficiency and the robust property of an estimator should be studied together rather than separately. Recently, Donoho and Montanari [17] have studied Huber's M-estimator under the ǫ-contamination model in a regression setting where p/n converges to a constant. They find a critical ǫ * that determines the variance breakdown point. The setting of ǫ-contamination model plays a critical role in their work to illustrate both efficiency and robustness of Huber's M-estimator in a unified way.
Proofs
This section provides proofs for the results in Section 3 and Section 4. The proofs of the remaining results are given in the supplementary material.
Auxiliary Lemmas
from a contaminated distribution (1 − ǫ)P + ǫQ, it can be written as
. Marginally, we have n 2 ∼ Binomial(n, ǫ) and n 1 = n − n 2 . Conditioning on n 1 and n 2 ,
The following lemma controls the ratio n 2 /n 1 . Its proof is given in the supplementary material. Lemma 7.1. Assume ǫ < 1/2. For any δ > 0 satisfying n −1 log(1/δ) < c for some sufficiently small constant c, we have
with probability at least 1 − δ, where C > 0 is an absolute constant. Moreover, assume ǫ 2 > 1/n, and then we have
with probability at least 1/2 for some constant c ′ > 0.
The following lemma characterizes an important property of the ǫ-contamination model. Its proof is given in the supplementary material.
Lemma 7.2. Consider any parametric family {P θ : θ ∈ Θ}, and we have the relation
Finally, we need the following DKW inequality due to [35] . Lemma 7.3. For i.i.d. real-valued data X 1 , ..., X n ∼ P, we have for any t > 0,
Proofs of upper bounds in Section 3
We first prove the following master theorem.
Theorem 7.1. Consider the estimatorΣ defined in (6). Assume ǫ < 1/4 and n −1 log |U | is sufficiently small. Then for any δ > 0 such that n −1 log(1/δ) is sufficiently small, we have
P (ǫ,Σ,Q) -probability at least 1 − 2δ uniformly over all Q and Σ ∈ F ∩ F(M ), where C > 0 is some absolute constant.
Proof. By Lemma 7.1, we decompose the data
. The following analysis is conditioning on the set of (n 1 , n 2 ) that satisfies (19) with probability at least 1 − δ. To facilitate the proof, define
Applying Lemma 7.3 and union bound, we get
with probability at least 1 − δ. We lower bound D U (Γ, P Σ ) by
The inequalities (22) and (26) are by (21) . The inequalities (23) and (25) are due to the property of depth function that (24) is by the definition ofΓ. Finally, the equality (27) is due to Proposition 3.1. Now let us use Lemma 7.1 so that the right hand side of (27) can be lower bounded by 1 2
for some absolute constant C 1 > 0 with probability at least 1 − δ. Using the property that
with probability at least 1 − 2δ. By Proposition 3.1 and the fact that
Combining with (28), we have 2 sup
with probability at least 1 − 2δ. Under the assumption that ǫ < 1/4 and log |U |+log(2/δ) n is sufficiently small, we have
with probability at least 1 − 2δ. Finally, note that Σ has bounded spectra, which implies
with probability at least 1 − 2δ. Thus, the proof is complete.
Proof of Theorem 3.1. Since U p is taken to be the (1/4)-net of S p−1 . By Lemma 5.4 of [45] , we have |U | ≤ 9 p and Σ − Σ op ≤ 2 max u∈Up |u T (Σ − Σ)u|. The conclusion follows the result of Theorem 7.1 by setting 2δ = exp(−C ′ (p + nǫ 2 )) for some C ′ > 0.
Proof of Theorem 3.3. Consider the weights
. This meansΣ − Σ can also be viewed as a tapered matrix. Then, Lemma 2 of [6] implies that Σ − Σ op ≤ C max u∈U k |u T (Σ − Σ)u| for some constant C > 0. Using Theorem 7.1 the fact that log |U k | ≤ C 1 (k + log p) for some constant C 1 > 0, the proof is complete by setting 2δ = exp(−C ′ (k + log p + nǫ 2 )) for some C ′ > 0.
Proof of Theorem 3.4. The main point of the proof is bias-variance tradeoff.
Using this bound and modifying the arguments (22)- (28), we obtain
for all u ∈ U k with probability at least 1 − 2δ. Repeating the subsequent argument in the proof of Theorem 7.1, we have
A triangle inequality implies
Using the argument in the proof of Theorem 3.3, we get
Using triangle inequality again, we have
A bias argument in [6] implies that Σ k − Σ op ≤ C 5 k −α . Choosing k = ⌈n 1 2α+1 ⌉ and 2δ = exp −C ′ (min n 1 2α+1 + log p, p + nǫ 2 ) , the proof is complete by observing that log
Proof of Theorem 3.6. Note thatΣ−Σ ∈ F 2s , and thus Σ −Σ op = max |S|=2s (Σ−Σ) SS op . Applying Lemma 5.4 of [45] , we obtain that Σ − Σ op ≤ C max u∈Us |u T (Σ − Σ)u| for some constant C > 0. Using Theorem 7.1 the fact that |U s | ≤ 9 2s p 2s ≤ exp C 1 s log ep s
for some constant C 1 > 0, the proof is complete by setting 2δ = exp −C ′ (s log(ep/s) + nǫ 2 ) for some C ′ > 0.
Proof of Theorem 3.8. Since F s,λ (M, r) ⊂ F s (M + 1), the result of Theorem 3.6 applies and we get
with probability at least 1−exp −C ′ (s log(ep/s) + nǫ 2 ) . Weyl's inequality implies |s k+1 (Γ/β)− 1| ≤ Γ /β − Σ op . Under the assumption that
λ 2 is sufficiently small, we have s k (Σ) − s k+1 (Γ/β) > cλ for some constant c > 0. By Davis-Kahan theorem [11] , we have
, and the proof is complete.
Proofs of Lower Bounds
Proof of Theorem 4.1.
It is sufficient to prove when M(0) < ω(ǫ, Θ), we have
Let us pick θ 1 , θ 2 that are solution of the following program
Then, there exists ǫ ′ ≤ ǫ such that
For these θ 1 , θ 2 ∈ Θ, let us define density functions
.
Define Q 1 and Q 2 by their density functions
Let us first check that Q 1 and Q 2 are probability measures. Since
we have
which implies
Thus, Q 1 and Q 2 are well-defined probability measures. The least favorable pair in the parameter space is
By Lemma 7.2,
Direct calculation gives
Hence, P 1 = P 2 , which implies the corresponding θ 1 and θ 2 are not identifiable from the model, and their distance under L(θ 1 , θ 2 ) can be as far as ω(ǫ, Θ). A standard application of Le Cam's two point testing method [51] leads to (29) and the proof is complete.
Proof of Theorem 2.2. In this case L(θ 1 , θ 2 ) = θ 1 − θ 2 2 . Therefore,
Moreover the rate M(0) ≍ p n is classical (see, for example, [33] ). Hence, we have M(ǫ) ≍ (p/n) ∨ ǫ 2 by Theorem 4.1.
Proofs of Theorem 3.2, Theorem 3.5 and Theorem 3.7. Consider Σ 1 = I p and Σ 2 = I p + ǫE 11 , where E 11 is a matrix with 1 in the (1, 1)-entry and 0 elsewhere. Note that both Σ 1 and Σ 2 are in all matrix classes considered in Section 3. Then,
and by Theorem 4 of [10] . By Theorem 4.1, we obtain the desired lower bound.
Proof of Theorem 3.9. Consider Σ 1 = λθ 1 θ T 1 + I p and Σ 2 = λθ 2 θ T 2 + I p . It is obvious that Σ 1 , Σ 2 ∈ F s,λ (M, 1). For r ≥ 2, we may consider some V ∈ O(p, r − 1) with supp(V ) ⊂ {3, 4, ..., p}. Then, let
for some constant c > 0. The reason we need c in the above inequality is because
F is a bounded loss. By Theorem 3 of [7] , M(0)
. By Theorem 4.1, we obtain the desired lower bound.
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A Proofs in Section 2
Proof of Theorem 2.1. Since our estimator is affine invariant, without loss of generality we consider the case where θ = 0. By Lemma 7.1, we decompose the data
. The following analysis is conditioning on the set of (n 1 , n 2 ) that satisfies (19) . Define half space H u,η = {y : u T y ≤ u T η}. Recall that the Tukey's depth of η with respect to P θ and its empirical counterpart are
where P n 1 denotes the empirical distribution of
. The class of set functions {I Hu,η : u ∈ S p−1 , η ∈ R p } consists of all half spaces in R p and hence has VC dimension p + 1 [43] . Then standard empirical processes theory (see, for instance, [1, Theorems 5, 6] ) implies that for any δ > 0, there exists some absolute constant C 1 such that with probability at least 1 − δ, we have
As an immediate consequence, we have with probability at least 1 − δ,
We lower bound D(θ, P θ ) by
The inequalities (31) and (35) are by (30) . The inequalities (32) and (34) are due to the property of depth function that
for any η ∈ R p . The inequality (33) is by the definition ofθ. Finally, the equality (36) is because P θ = N (θ, I p ) = N (0, I p ), so that
for any η ∈ R p , where Φ(·) is the cumulative distribution function of N (0, 1). Combining (36) with (37) and (19), we have
with probability at least 1−2δ, where C 2 , C 3 are absolute constants. Note that Φ( θ )−1/2 = θ 0 (2π) −1/2 e −t 2 /2 dt and e −t 2 /2 is bounded away from 0 in the neighborhood of t = 0. Thus, under the assumption that ǫ < 1/4 and p/n + log(1/δ)/n are sufficiently small, we obtain the bound θ ≤ C p/n + ǫ + log(1/δ)/n with probability at least 1 − 2δ. Choosing 2δ = exp(−C ′ (p + nǫ 2 )) for some constant C ′ > 0, the proof is complete.
Proof of Proposition 2.1. Given the conclusion of Lemma 7.2, it is sufficient to consider the case ǫ ≤ 1/4. Recall the constant c ′ > 0 in Lemma 7.1. When ǫ 2 ≤ ( 64 log(12) (c ′ ) 2 ∨ 1)n −1 , the classical minimax lower bound implies
for some small constants 0 < c < 1/3 and C ′ > 0, by considering the case Q = P θ . Since 1/n 1/n ∨ ǫ 2 , we have
where
64 log(12) ) Hence, it is sufficient to consider the case ǫ 2 > (
Let us consider the distribution P = P (ǫ,0,Q) with Q{Z = (1, 1, . .., 1) T } = 1. Decompose the observations into
as in Lemma 7.1. Then for each j ∈ [p], define the event
and
with c ′ > 0 specified in Lemma 7.1. We claim that
for some small constant c 1 > 0. We will establish the conclusion of Proposition 2.1 by assuming (38) holds. The inequality (38) will be proved in the end. Let us first show that E ∩ E j ⊂ {θ 2 j ≥ c 2 ǫ 2 }, where the absolute constant 0 < c 2 < 1 depends on c ′ only. For each η < 1, we have
Whenθ j < 1, we have
where θ * is defined by the equation
, which is guaranteed to have a solution when n 2 /n 1 < 1/2 under the event E. The inequalities (40) and (42) are due to (39) and the inequality (41) is by the definition ofθ. By ǫ 2 > Theorem B.1. Consider the estimatorΓ defined in (5). Assume ǫ < τ /3, n −1 log |U | is sufficiently small and the distribution P Γ = EC p (0, Γ, η) satisfies (13) . Then for any δ > 0 such that n −1 log(1/δ) is sufficiently small, we have
with P (ǫ,Γ,Q) -probability at least 1 − 2δ uniformly over all Q and Γ ∈ F(M ) ∩ F, where C > 0 is some absolute constant.
Proof. The proof is similar to that of Theorem 7.1. We focus on the difference and omit the overlapping content. In particular, the inequality (28) can be derived by using the same argument under the elliptical distribution P Γ = EC p (0, Γ, η). That is, 
C Proofs in Section 6
Proof of Theorem 6.1. Let us shorthand P (ǫ,Θ,Q) , {X i } n i=1 and {Y i } n 1
i=1 by P, X and Y . For any estimatorθ(·), we have P L(θ(X), θ) > 1 2
where the inequality (44) is due to (16) and the inequality (45) 
In the equality (47), the expectation operator E is associated with the probability n 1 ∼ Binomial(n, 1 − ǫ). The inequality (48) is by Hoeffding's inequality and the assumption ǫ < 1/2. The inequality (49) is by the assumption (17) . Finally, the inequality (50) is due to the relation {P θ : θ ∈ Θ} ⊂ {(1−ǫ)P θ +ǫQ : θ ∈ Θ, Q}. Combining the above argument with (46) and the inequality sup θ∈Θ sup Q P L(θ(X), θ) > which leads to the desired conclusion for a sufficiently large n.
D Proofs of Propositions and Lemmas
Proof of Proposition 3.1. For any u ∈ S p−1 , we have D u (βΣ, P Σ ) = P Σ |u T X| 2 < βu T Σu ∧ P Σ |u T X| 2 > βu T Σu , which equals 2Φ( √ β) − 1 ∧ 2 − 2Φ( √ β) because u T X/ √ u T Σu ∼ N (0, 1). Since Φ( √ β) = 3/4, we have 2Φ( √ β) − 1 ∧ 2 − 2Φ( √ β) = 1/2 and thus D U (βΣ, P Σ ) = inf u∈U D u (βΣ, P Σ ) = 1/2.
Proof of Proposition 5.1. The existence is guaranteed by the continuity. Suppose there are two canonical representation, then equivalently, G(t) = 1 2 will have another solution besides t = 1. However, G(t) = G(1) for some t = 1 contradicts (13) . This completes the proof.
Proof of Proposition 5.2. For any u ∈ S p−1 , we have D u (Γ, P Γ ) = P Γ |u T X| 2 ≤ u T Γu ∧ P Γ |u T X| 2 ≥ u T Γu , which equals G (1) ∧ (1 − G(1 − )) by the definition of G(t). According to the definition of canonical representation, G(1) = 1/2 and thus the proof is complete. 
, where K m (·) is the modified Bessel of the second kind. Note that for all the examples considered, φ(·) does not depend on Γ or the dimension p, which means the distribution of η does not depend on p, either. Since the distribution of η fully determines the function G(·) defined by (12) , the equation G(1) = 1/2 is satisfied for some constant β independent of p. Finally, the condition (13) is satisfied for some constants τ, α, κ independent of p because of the smoothness of the derivative of G(·).
Proof of Lemma 7.1. Note that n 2 ∼ Binomial(n, ǫ). By Hoeffding's inequality, P(n 2 > nǫ + t) ≤ exp(−2t 2 /n) for any t > 0. Thus, n 2 ≤ nǫ + n 2 log(1/δ) with probability at least 1 − δ. This implies n 1 ≥ n(1 − ǫ) − n 2 log(1/δ) and therefore, , with probability at least 1 − δ. Under the assumption that ǫ < 1/2 and n −1 log(1/δ) sufficiently small, we have n 2 /n 1 ≤ ǫ/(1 − ǫ) + C n −1 log(1/δ) with probability at least 1 − δ. This proves (19) . A symmetric argument leads to , with probability at least 1−δ. For δ = 1/2 and ǫ 2 > 1/n, we have n 2 /n 1 ≥ cǫ with probability at least 1/2. Thus, the proof is complete.
