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1 Introduction
In 1925, R. Nevanlinna published his fundamental article [51] on
the theory of meromorphic functions, later called the Nevanlinna
theory. He derived and developed this theory with the well-known
Poisson-Jensen formula as its starting point. Together with sev-
eral subsequent contributions, this theory now forms a significant
part of modern function theory. The theory mainly consists of the
so-called first and second main theorems, expressed in terms of
three quantities, T(r, f ),m(r, f ) and N(r, f ), associated with a given
meromorphic function f (z), which are called characteristic function,
proximity function and counting function, respectively. After that, the
Nevanlinna theory of meromorphic functions has been applied to
study and resolve the growth, oscillation, value distribution [44],
uniqueness [58], solvability and existence of meromorphic solutions
of linear and nonlinear differential equations.
The studies in this thesis deal with the properties of meromor-
phic solutions of complex functional difference equations in the
complex plane, investigate the existence of entire solutions of a cer-
tain type of difference equations, and focus on the properties on
q-difference Riccati equations and second order linear q-difference
equations.
In this survey, we present the basic concepts and results of this
research field, and focus on some recent developments concern-
ing the value distribution, solvability and existence of meromorphic
solutions of complex difference equations, and classical results on
meromorphic solutions of complex q-difference equations. By de-
scribing these earlier results in this context, our aim is to give the
necessary background for understanding the Papers I-IV in Section
5.
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2 Background on Nevanlinna
theory
In this survey, a meromorphic function means meromorphic in the
whole complex plane C. In the following, we assume that the reader
is familiar with the fundamental results and standard notations of
the Nevanlinna theory of meromorphic functions, see [28, 61].
2.1 CLASSICAL RESULTS ON NEVANLINNA THEORY
We know that Poisson-Jensen’s formula plays an important role
in Nevanlinna theory. Here, we present some classical results on
Nevanlinna theory of meromorphic functions, which enable an effi-
cient study of complex analytic properties of finite order meromor-
phic solutions of differential equations.
Theorem 2.1.1 ( [52], pp.163). Let f (z) be a meromorphic function in
the complex plane, not identically zero. Let (aµ)µ∈N and (bν)ν∈N, be the
sequence of zeros and poles, taking due account of multiplicity, of f (z)
respectively. Then for |z| < R < ∞,
log f (z) =
1
2pi
∫ 2pi
0
log
∣∣∣ f (Reiφ)∣∣∣ Reiφ + z
Reiφ − zdφ− ∑|aµ|<R
log
R2 − aµz
R(z− aµ)
+ ∑
|bν|<R
log
R2 − bνz
R(z− bν) + iC, (2.1.1)
where
C = arg f (0) + ∑
|aµ|<R
arg
(
− R
aµ
)
− ∑
|bν|<R
arg
(
− R
bν
)
+ 2mzpi
and mz ∈ N depend on the choice of branch of the logarithmic functions
of both sides of (2.1.1), and thus may depend on z.
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Remark 2.1.1 By taking the real parts on both sides of (2.1.1), for
every z = reiθ , we recover the classical Poisson-Jensen formula, see
[44, 51, 61],
log | f (z)| = 1
2pi
∫ 2pi
0
log
∣∣∣ f (Reiφ)∣∣∣ R2 − r2
R2 − 2Rr cos(θ − φ) + r2 dφ
+ ∑
|aµ|<R
log
∣∣∣∣R(z− aµ)R2 − aµz
∣∣∣∣− ∑
|bν|<R
log
∣∣∣∣R(z− bν)R2 − bνz
∣∣∣∣ .
Let us suppose that f (z) is a meromorphic function in the com-
plex plane. Then the Nevanlinna characteristic of f (z) is defined as
T(r, f ) = m(r, f ) + N(r, f ),
where
m(r, f ) =
1
2pi
∫ 2pi
0
log+
∣∣∣ f (reiθ)∣∣∣ dθ
is the proximity function, and
N(r, f ) =
∫ r
0
n(t,∞, f )− n(0,∞, f )
t
dt+ n(0,∞, f ) log r
the counting function. Here, n(r,∞, f ) denotes the counting function
for the poles of f (z) in {z ∈ C : |z| ≤ r}, counting multiplicities,
and log+ x = max{0, log x} for x ≥ 0.
The first main theorem of Nevanlinna theory, see, e.g., [28, The-
orem 1.2], [44, Theorem 2.1.10], describes the striking balance be-
tween the number of a-points and the affinity of f (z) toward the
value a ∈ C.
Theorem 2.1.2 (the first main theorem) Let f (z) be a nonconstant
meromorphic function. Then for any a ∈ C,
T
(
r,
1
f − a
)
= T(r, f ) +O(1).
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Background on Nevanlinna theory
Surprisingly, the second main theorem has not found many ap-
plications in the theory of complex differential equations. Due to its
appearance in difference case [24, Theorem 2.4], we give its original
version.
Theorem 2.1.3 (the second main theorem, [44, Theorem 2.5.1]) Let
f (z) be a nonconstant meromorphic function, let q ≥ 2 and let a1, a2, · · · , aq ∈
C be distinct points. Then
m(r, f ) +
q
∑
j=1
m
(
r,
1
f − aj
)
≤ 2T(r, f ) + S(r, f ),
where S(r, f ) is a quantity satisfying
S(r, f ) = O{log r+ log T(r, f )} = o(T(r, f ))
as r → ∞ outside of a possible exceptional set E ⊂ [0,∞) of finite linear
measure.
Let us define logarithmic measure of a set E ⊂ [0,∞) as
lim
r→∞
∫
[1,r]∩E1
1
t
dt,
and logarithmic density as
lim
r→∞
∫
[1,r]∩E2
dt
t
/ log r.
Obviously, if the set E ⊂ [0,∞) has finite logarithmic measure, then
the logarithmic density of E ⊂ [0,∞) is zero.
We next need the following notation. A meromorphic function
a(z) is called a small function relative to f (z) if T(r, a(z)) = S(r, f ) =
o(T(r, f )) as r → ∞ outside of a possible exceptional set of finite
logarithmic measure; furthermore, possibly outside of a set E of
logarithmic density 0.
The following auxiliary results are essential in applications since
they can be used to deal with an exceptional set of finite logarithmic
measure.
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Theorem 2.1.4 ( [21, Lemma 5]) Let g(r) and h(r) be monotone nonde-
creasing functions on [0,∞) such that g(r) ≤ h(r) for all r ∈ E ∪ [0, 1],
where E ⊂ (1,∞) is a set of finite logarithmic measure. Let α > 1
be a given constant. Then there exists an r0 = r0(α) > 0 such that
g(r) ≤ h(αr) for all r ≥ r0.
Next, we give a final version of the logarithmic derivative lemma.
Theorem 2.1.5 (the logarithmic derivative lemma, [44, Theorem 2.3.3])
Let f (z) be a transcendental meromorphic function. Then
m
(
r,
f
′
f
)
= S(r, f ),
and if f (z) is of finite order of growth, then
m
(
r,
f
′
f
)
= O(log r).
For the nonconstant meromorphic function f (z), the order σ( f ) ,
the hyper order σ2( f ), the exponent of convergence λ( f ) of zeros and the
exponent of convergence τ( f ) of fixed points, respectively, are defined
as
σ( f ) = lim sup
r→∞
log T(r, f )
log r
, σ2( f ) = lim sup
r→∞
log log T(r, f )
log r
,
λ( f ) = lim sup
r→∞
logN
(
r, 1f
)
log r
and τ( f ) = lim sup
r→∞
logN
(
r, 1f−z
)
log r
.
Moreover, if f (z) is entire and its order σ( f ) is nonzero and finite,
then the order σ( f ) and the type τM( f ), respectively , are also de-
fined as
σ( f ) = lim sup
r→+∞
log logM(r, f )
log r
and τM( f ) = lim sup
r→+∞
logM(r, f )
rσ( f )
,
where M(r, f ) is the maximum of | f (z)| on the circle |z| = r.
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Background on Nevanlinna theory
For a small function a(z) relative to f (z), we define the deficiency
δ(a, f ) of a(z) by
δ(a, f ) = lim inf
r→∞
m
(
r, 1f−a
)
T(r, f )
= 1− lim sup
r→∞
N
(
r, 1f−a
)
T(r, f )
.
A differential polynomial P(z, f ) in f (z) is a polynomial in f (z)
and its derivatives, with small functions relative to f (z) as the coef-
ficients. The following theorems are the Clunie lemma (for its orig-
inal version, see [15, Lemma 2]) and the Mohon’ko lemma (for its
original version, see [50]), which have numerous applications in the
study of complex differential equations.
Theorem 2.1.6 (Clunie lemma [28, Lemma 3.3]) Suppose that f (z) is
meromorphic and transcendental in the plane and that
f (z)nP(z, f ) = Q(z, f ),
where P(z, f ) and Q(z, f ) are differential polynomials in f (z) and the
degree of Q(z, f ) is at most n. Then
m(r, P(z, f )) = S(r, f ).
Remark 2.1.2 Considering the proof given in Hayman [28], p.68-69,
we easily observe that, instead of small functions relative to f (z)
as their coefficients of differential polynomials P(z, f ) and Q(z, f )
in f (z), it is enough to assume that Theorem 2.1.6 remains valid if
the differential polynomials P(z, f ) and Q(z, f ) in f (z) have small
proximity functions relative to f (z) as their coefficients. This result
can be seen in [44, Lemma 2.4.2].
Now, we recall the above mentioned Mohon’ko lemma. It seems
to us that this result may appear to be even more important than
has been realized up to now.
Theorem 2.1.7 (Mohon’ko lemma [44, Proposition 9.2.3]) Let
P(z, f , f
′
, · · · , f (n)) = 0 (2.1.2)
Dissertations in Forestry and Natural Sciences No 93 7
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be an algebraic differential equation, i.e., P(z, u0, u1, · · · , un) is a polyno-
mial in all of its arguments, and let f (z) be a transcendental meromorphic
solution of (2.1.2). If a constant a ∈ C does not solve (2.1.2), then
m
(
r,
1
f − a
)
= S(r, f ).
2.2 DIFFERENCE ANALOGUES ON NEVANLINNA THEORY
The lemma on the logarithmic derivative of a meromorphic func-
tion has many applications in the study of meromorphic functions
and ordinary differential equations. Using Poisson-Jensen’s formula,
the difference analogue of the logarithmic derivative lemma had
been established, respectively, by Halburd and Korhonen [23, 24],
and Chiang and Feng [7], and a q-difference case had also been
established by Barnett et al. [5]. These results have enabled the
rapid development of difference and q-difference cases in the com-
plex plane in recent years. The difference analogue appears to be in
its most useful forms when applied to study finite order meromor-
phic solutions of difference equations. Further details can be seen
in [8,27,42]. In this section, we introduce some results of difference
analogues on classical Nevanlinna theory.
For a meromorphic function f (z) and for c ∈ C\{0}, a shift of
f (z) is defined as f (z+ c), and forward differences are defined as
∆c f (z) := f (z+ c)− f (z) and ∆nc f (z) := ∆c
(
∆n−1c f (z)
)
, n = 2, 3, · · · .
Thus, by n ∈ N times iteration of the above forward differences, we
obtain
∆nc f (z) =
n
∑
j=0
(
n
j
)
(−1)n−j f (z+ jc). (2.2.1)
We now present a difference analogue of the lemma on the log-
arithmic derivative for a finite order meromorphic function, which
was proved, independently, by Halburd and Korhonen [23, Corol-
lary 2.2], [24, Theorem 2.1], and Chiang-Feng [7, Corollary 2.5]. We
give the final version.
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Theorem 2.2.1 Let f (z) be a meromorphic function of finite order, and
let c ∈ C\{0}. Then
m
(
r,
f (z+ c)
f (z)
)
= S(r, f )
for all r outside of a possible exceptional set with finite logarithmic mea-
sure.
For forward differences of finite order meromorphic functions,
Halburd and Korhonen obtained
Theorem 2.2.2 [24, Lemma 2.3 ] Let c ∈ C\{0}, n ∈ N, and f (z) be a
meromorphic function of finite order. Then for any small periodic function
a(z) with period c,
m
(
r,
∆nc f (z)
f (z)− a(z)
)
= S(r, f )
for all r outside of a possible exceptional set with finite logarithmic mea-
sure.
The following theorem is an extension of Theorem 2.2.1 to the
case of a meromorphic function f (z) with hyper order σ2( f ) < 1.
Theorem 2.2.3 [27, Theorem 5.1] Let f (z) be a nonconstant meromor-
phic function and c ∈ C\{0}. If f (z) is of finite order, then
m
(
r,
f (z+ c)
f (z)
)
= O
(
log r
r
T(r, f )
)
for all r outside of a set E satisfying
lim sup
r→∞
∫
E∩[1,r) dt/t
log r
= 0,
i.e., outside of a set E of zero logarithmic density. If hyper order σ2( f ) < 1
and ε > 0, then
m
(
r,
f (z+ c)
f (z)
)
= O
(
T(r, f )
r1−σ2( f )−ε
)
for all r outside of a set of finite logarithmic measure.
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For a more general case of Theorem 2.2.1, Korhonen obtained
Theorem 2.2.4 [42, Lemma 2.2] Let f (z) be a nonrational meromorphic
function, and let ω(z) = czn + pn−1zn−1 + · · ·+ p0 and ϕ(z) = czn +
qn−1zn−1 + · · ·+ q0 be nonconstant polynomials. If
σ2( f ) = lim sup
r→∞
log log T(r, f )
log r
<
1
n2
,
then
m
(
r,
f ◦ω
f ◦ ϕ
)
= o (T (|c|rn, f ))
for all r outside of an exceptional set of finite logarithmic measure.
When we consider the value distribution of meromorphic solu-
tions of difference equations, the estimates of Nevanlinna charac-
teristics are also essential. Thus, we obtain
Theorem 2.2.5 [7, Theorem 2.1] Let f (z) be a meromorphic function
with order σ = σ( f ) < +∞, and let c ∈ C\{0}. Then for each ε > 0, we
have
T(r, f (z+ c)) = T(r, f ) +O
(
rσ−1+ε
)
+O(log r).
Theorem 2.2.6 [7, Theorem 2.2] Let f (z) be a meromorphic function
with exponent of convergence of poles λ(1/ f ) = λ < +∞, and let c ∈
C\{0}. Then for each ε > 0,
N(r, f (z+ c)) = N(r, f ) +O
(
rλ−1+ε
)
+O(log r).
The Clunie lemma (Theorem 2.1.6) andMohon’ko lemma (Theorem
2.1.7) have been extensively applied in studying the value distribu-
tion of differential polynomials, as well as the growth estimates
of solutions and meromorphic solvability of differential equations
in the complex plane. The original versions of the difference ana-
logues of the Clunie lemma can be seen in [23, Theorem 3.1 ] and [46,
Theorem 2.3]. For further results on the difference counterparts of
the Clunie lemma, we refer to [35, 43].
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Theorem 2.2.7 Let f (z) be a transcendental meromorphic solution of fi-
nite order σ of a difference equation of the form
U(z, f )P(z, f ) = Q(z, f ),
where U(z, f ), P(z, f ) and Q(z, f ) are difference polynomials such that
the total degree degU(z, f ) = n in f (z) and its shifts, and degQ(z, f ) ≤
n. Moreover, we assume that U(z, f ) contains just one term of maximal
total degree in f (z) and its shifts. Then for each ε > 0,
m(r, P(z, f )) = O
(
rσ−1+ε
)
+ S(r, f )
possibly outside of an exceptional set of finite logarithmic measure.
Remark 2.2.1 (1) A difference polynomial P1(z, f ) in f (z) is a polyno-
mial in f (z) and its shifts f (z+ c), with small functions relative to
f (z) as the coefficients, and a differential-difference polynomial P2(z, f )
in f (z) is a polynomial in f (z), its derivatives and its shifts f (z+ c),
with small functions relative to f (z) as the coefficients.
(2) By examining the proof of Theorem 2.2.7, the conclusion also
holds if difference polynomials P(z, f ) and Q(z, f ) are polynomials
in f (z) with small proximity functions relative to f (z) as the coeffi-
cients.
(3) If P(z, f ) and Q(z, f ) are differential-difference polynomials,
then the same conclusion of Theorem 2.2.7 remains valid.
The original versions of the difference counterparts of the Mo-
hon’ko lemma can be seen in [23, Theorem 3.2 ] and [46, Theorem
2.4].
Theorem 2.2.8 Let f (z) be a nonconstant finite order meromorphic solu-
tion of
P(z, f ) = 0,
where P(z, f ) is difference polynomial in f (z). If P(z, f ) ≡ 0 for a small
function a(z) relative to f (z), then
m
(
r,
1
f − a
)
= S(r, f ).
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2.3 Q-DIFFERENCE ANALOGUESONNEVANLINNA THEORY
In this section, we introduce some results of classical Nevanlinna
theory for the q-difference case.
For a meromorphic function f (z) and for q ∈ C\{0}, a q-shift of
f (z) is defined as f (qz), and q-differences are defined as
∆q f (z) := f (qz)− f (z) and ∆nq f (z) := ∆q
(
∆n−1q f (z)
)
, n = 2, 3, · · · .
We next present the q-difference analogue of the lemma on log-
arithmic derivative, and the counterparts of the Clunie lemma and
the Mohon’ko lemma for zero order meromorphic functions.
Theorem 2.3.1 [5, Theorem 1.2] Let f (z) be a nonconstant zero order
meromorphic function, and q ∈ C\{0}. Then
m
(
r,
f (qz)
f (z)
)
= o(T(r, f ))
on a set of logarithmic density 1.
Theorem 2.3.2 [5, Theorem 2.1] Let f (z) be a nonconstant zero order
meromorphic solution of
f (z)nP(z, f ) = Q(z, f ),
where P(z, f ) and Q(z, f ) are q-difference polynomials in f (z). If the
degree of Q(z, f ) as a polynomial in f (z) and its q-shifts is at most n,
then
m(r, P(z, f )) = o(T(r, f ))
on a set of logarithmic density 1.
Theorem 2.3.3 [5, Theorem 2.2] Let f (z) be a nonconstant zero order
meromorphic solution of
P(z, f ) = 0,
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where P(z, f ) is a q-difference polynomial in f (z). If P(z, a) ≡ 0 for a
small function a(z) relative to f (z), then
m
(
r,
1
f − a
)
= o(T(r, f ))
on a set of logarithmic density 1.
Zhang and Korhonen obtained the following results concerning
the estimates of the Nevanlinna characteristic f (qz) for a zero order
meromorphic solution f (z).
Theorem 2.3.4 [62, Theorem 1.1] Let f (z) be a nonconstant zero order
meromorphic function, and q ∈ C\{0}. Then
T(r, f (qz)) = T(r, f (z)) + S(r, f ) (2.3.1)
on a set E of lower logarithmic density lim inf
r→∞
∫
[1,r]∩E2
dt
t / log r = 1.
Theorem 2.3.5 [62, Theorem 1.3] Let f (z) be a nonconstant zero order
meromorphic function, and q ∈ C\{0}. Then
N(r, f (qz)) = N(r, f (z)) + S(r, f ) (2.3.2)
on a set E of lower logarithmic density 1.
Remark 2.3.1 In the proof of Theorems 2.3.4 and 2.3.5, if we replace
[29, Lemma 4] with [5, Lemma 5.2], we can prove that (2.3.1) and
(2.3.2) remain valid on a set of logarithmic density 1.
2.4 SOME OTHER PRELIMINARIES USED IN THIS THESIS
In this section, we list some other results which are important in
studying the value distribution and solvability of meromorphic so-
lutions of complex differential equations and complex functional
difference equations.
The following theorem, due to Valiron [54] and Mohon’ko [49],
is of fundamental importance in the theory of complex differen-
tial equations and difference equations, see [44, Theorem 2.5 and
Corollary 2.2.7] for the proof.
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Theorem 2.4.1 (Valiron-Mohon’ko lemma) Let f (z) be a meromor-
phic function. Then for all irreducible rational functions in f (z),
R(z, f (z)) =
p
∑
i=0
ai(z) f (z)i
q
∑
j=0
bj(z) f (z)j
,
with meromorphic coefficients ai(z) and bj(z), the characteristic function
of R(z, f (z)) satisfies
T(r,R(z, f (z))) = dT(r, f ) +O(Ψ(r)),
where Ψ(r) = max
i,j
{T(r, ai), T(r, bj)} and d = max{p, q}.
In the particular case when{
T(r, ai) = S(r, f ), i = 0, 1, · · · , p,
T(r, bj) = S(r, f ), j = 0, 1, · · · , q,
we have
T(r,R(z, f (z))) = dT(r, f ) + S(r, f ).
In the study of uniqueness theorems of meromorphic functions,
the following theorem plays an important role. Furthermore, it is
also crucial to consider the existence of exponent solutions of dif-
ference equations.
Theorem 2.4.2 [58, Theorem 1.51] Suppose that fj(z)(j = 1, 2, · · · , n)(n ≥
2) are meromorphic functions, and gj(z)(j = 1, 2, · · · , n) are entire func-
tions satisfying the following conditions:
(1)
n
∑
j=1
f j(z)egj(z) = 0.
(2) gj(z)− gk(z) are not constants for 1 ≤ j < k ≤ n.
(3) For 1 ≤ j ≤ n, 1 ≤ h < k ≤ n,
T(r, f j) = o
{
T(r, egh−gk)
}
(r → +∞, r ∈ E),
where E ⊂ (1,+∞) is of finite linear measure or finite logarithmic mea-
sure.
Then fj(z) ≡ 0(j = 1, 2, · · · , n).
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The theorem of Tumura and Clunie is an important result in
Nevanlinna theory, see [15, 53]. Weissenborn extended it and ob-
tained
Theorem 2.4.3 [56, Theorem] Let h(z) be a meromorphic function and
let φ be given by
φ(z) = cn(z)h(z)n + cn−1(z)h(z)n−1 + · · ·+ c0(z),
T(r, cj) = S(r, h), j = 0, 1, · · · , n− 1, n.
Then either
φ ≡
(
h+
cn−1(z)
ncn(z)
)n
,
or
T(r, h) ≤ N
(
r,
1
φ
)
+ N(r, h) + S(r, h).
The following two results play important roles in estimating the
characteristics of meromorphic functions.
Theorem 2.4.4 [47, Lemma 3] Suppose that h(z) is a nonconstant mero-
morphic function satisfying
N(r, h) + N
(
r,
1
h
)
= S(r, h).
Let f (z) = a0hp + a1hp−1+ · · ·+ ap and g(z) = b0hq + b1hq−1+ · · ·+
bq be polynomials in h(z) with coefficients a0, a1, · · · , ap, b0, b1, · · · , bq
being small functions of h(z) and a0b0bq ≡ 0. If q ≤ p, then
m
(
r,
g
f
)
= S(r, h).
Theorem 2.4.5 [16, Lemma 4] Let f (z) be a transcendental meromor-
phic function, and p(z) = dkzk + · · ·+ d1z+ d0(dk = 0) a polynomial
of degree k. Given 0 < δ < |dk|, denote ν := |dk|+ δ and µ := |dk| − δ.
Then, given ε > 0 and a ∈ C ∪ {∞}, we have, for all r ≥ r0 > 0,
kn
(
µrk, a, f
)
≤ n(r, a, f ◦ p) ≤ kn
(
νrk, a, f
)
,
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kN
(
µrk, a, f
)
+O(log r) ≤ N(r, a, f ◦ p) ≤ kn
(
νrk, a, f
)
+O(log r),
(1− ε)T
(
µrk, f
)
≤ T(r, f ◦ p) ≤ (1+ ε)T
(
νrk, f
)
.
The following two results can be used to estimate the order of the
growth of a meromorphic function under certain assumptions.
Theorem 2.4.6 [17, Lemma 3] Let ψ(r) be a function of r(r ≥ r0),
positive and bounded in every finite interval.
(i) Suppose that ψ(µrm) ≤ Aψ(r) + B(r ≥ r0), where µ(µ > 0),m(m >
1), A(A ≥ 1), B are constants. Then ψ(r) = O ((log r)α) with α =
log A
logm, unless A = 1 and B > 0; and if A = 1 and B > 0, then for any
ε > 0,ψ(r) = O ((log r)ε).
(ii) Suppose that (with the notation of (i)) ψ(µrm) ≥ Aψ(r)(r ≥ r0).
Then for all sufficiently large values of r, ψ(r) ≥ K(log r)α with α = log Alogm
for some positive constant K.
Theorem 2.4.7 [26, Lemma 2.1] Let f (z) be a nonconstant meromorphic
function, c > 0, α < 1, and F ⊂ R+ the set of all r such that
T(r, f ) ≤ αT(r+ c, f ).
If the logarithmic measure of F is infinite, that is,
∫
F
dt
t = ∞, then f (z) is
of infinite order of growth.
We close this subsection by providing one result from Nevan-
linna theory needed in our considerations related to functional dif-
ference equations.
Theorem 2.4.8 [20, Theorem B.16] Given distinct meromorphic func-
tions f1, · · · , fn, let {J} denote the collection of all non-empty subsets of
{1, 2, · · · , n}, and suppose that αJ ∈ C for each J ∈ {J}. Then
T
(
r,∑
{J}
αJ
(
∏
j∈J
f j
))
≤
n
∑
k=1
T(r, fk) +O(1)
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3 Value distribution of mero-
morphic solutions of func-
tional difference equations
The results concerning the growth aspects and oscillation of mero-
morphic solutions of complex differential equations have developed
rapidly in the past 30 years, see, e.g. [44]. These activities are de-
voted to revealing the connection between the growth of coefficient
functions and the growth of meromorphic solutions. Thus, the
properties of zeros, poles and fixed points of meromorphic solu-
tions of complex differential equations are revealed as well. Nat-
urally, similar techniques are also used to study the value distri-
bution of meromorphic solutions when considering complex dif-
ference equations and complex functional equations (q-difference
equations).
3.1 VALUEDISTRIBUTIONOF SOLUTIONSOFDIFFERENCE
EQUATIONS
3.1.1 General difference equations
Bank and Kaufman offered a complex difference equation concern-
ing the existence and growth as follows.
Theorem 3.1.1 [4, Proposition 16] For any rational function R(z), the
difference equation
f (z+ 1)− f (z) = R(z) (3.1.1)
always has a meromorphic solution f (z) such that T(r, f ) = O(r).
Here, we list some results concerning the growth of meromorphic
solutions of difference equations. These results show that the dom-
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inating coefficient affects the behaviors of meromorphic solutions
of complex difference equations.
Theorem 3.1.2 [7, Theorem 9.2] Let A0(z), · · · , An(z) be entire func-
tions such that there exists an integer l, 0 ≤ l ≤ n,
σ(Al(z)) > max
0≤j =l≤n
{σ(Aj(z))}. (3.1.2)
If f (z) is a meromorphic solution to
An(z) f (z+ n) + · · ·+ A1(z) f (z+ 1) + A0(z) f (z) = 0, (3.1.3)
then we have σ( f ) ≥ σ(Al) + 1.
Theorem 3.1.3 [7, Theorem 9.4] Let P0(z), · · · , Pn(z) be polynomials
such that there exists an integer l, 0 ≤ l ≤ n,
deg Pl > max
0≤j =l≤n
{deg Pj}. (3.1.4)
Suppose f (z) is a meromorphic solution to
Pn(z) f (z+ n) + · · ·+ P1(z) f (z+ 1) + P0(z) f (z) = 0, (3.1.5)
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tions of finite order such that among those having the maximal order
σ := max
0≤j≤n
σ(Aj), exactly one has its type strictly greater than the others.
Then for any meromorphic solutions of
An(z) f (z+ cn) + · · ·+ A1(z) f (z+ c1) + A0(z) f (z) = 0, (3.1.6)
we have σ( f ) ≥ σ+ 1.
However, replacing condition (3.1.4) with the condition
deg(Pn + · · ·+ P0) = max{deg Pj : j = 0, 1, · · · , n},
Chen obtained the following two results.
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Theorem 3.1.5 [10, Theorem 1.1] Let F(z), Pn(z), · · · , P0(z) be polyno-
mials such that FPnP0 ≡ 0 and
deg(Pn + · · ·+ P0) = max{deg Pj : j = 0, 1, · · · , n} ≥ 1. (3.1.7)
Then every finite order transcendental meromorphic solution f (z) of equa-
tion
Pn(z) f (z+ n) + · · ·+ P1(z) f (z+ 1) + P0(z) f (z) = F(z)
satisfies σ( f ) ≥ 1 and λ( f ) = σ( f ).
Remark 3.1.1 Replacing j with cj(j = 1, 2, · · · , n), where cj(j =
1, 2, · · · , n) are distinct nonzero complex constants, Theorem 3.1.5
remains valid.
Theorem 3.1.6 [10, Theorem 1.2] Let F(z), Pn(z), · · · , P0(z) be poly-
nomials such that FPnP0 ≡ 0 and satisfy (3.1.7). Then every finite or-
der meromorphic solution f (z)( ≡ 0) of equation (3.1.5) satisfies σ( f ) ≥
1 and f (z) assumes every nonzero value a ∈ C infinitely often and
λ( f − a) = σ( f ).
3.1.2 Difference equations concerning Gamma function
It is well known that the Gamma function is defined as
Γ(z) =
e−γz
z
∞
∏
n=1
(
1+
z
n
)−1
e
z
n ,
where γ = lim
n→∞
[
1+ 12 + · · ·+ 1n − log n
]
, and cannot satisfy any
algebraic differential equation whose coefficients are rational func-
tions. However, it satisfies the difference equation
Γ(z+ 1) = zΓ(z),
and the Gaussian psi function is defined as Ψ(z) = Γ
′
(z)
Γ(z) , which satis-
fies the difference equation
Ψ(z+ 1)−Ψ(z) = 1
z
.
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Chen et al. considered difference equations concerning the Gamma
function, and obtained the growth, poles, zeros, fixed points and
Borel exceptional value of meromorphic solutions.
Theorem 3.1.7 [11, Theorem 1] For any rational function R(z) ≡ 0,
considering difference equation (3.1.1), the following statements hold:
(1) Equation (3.1.1) must have a meromorphic solution f (z) which satis-
fies λ( f ) = σ( f ) = 1, and all its transcendental meromorphic solutions
f (z) of finite order satisfy λ( f ) = σ( f ) ≥ 1;
(2) Every transcendental meromorphic solution f (z) of finite order has at
most one Borel exceptional value;
(3) If solution f (z) has infinitely many poles, then λ
(
1
f
)
≥ 1;
(4) If R(z) ≡ 1 and f (z) is a transcendental meromorphic solution of fi-
nite order, then the exponent of convergence of fixed points of f (z) satisfies
τ( f ) = σ( f ).
Theorem 3.1.8 [11, Theorem 3] Let P(z) be a polynomial with deg P(z) =
p ≥ 1. Considering the difference equation
f (z+ 1) = P(z) f (z), (3.1.8)
then
(1) Equation (3.1.8) has no nonzero rational solution;
(2) Every transcendental meromorphic solution of (3.1.8) satisfies σ( f ) ≥
1, and has at most one Borel exceptional value.
3.1.3 Difference Painleve´ equations
Halburd and Korhonen [25] used value distribution theory and a
reasoning related to the singularity confinement test [18] to single
out difference Painleve´ II equation from the second order difference
equation
f (z+ 1) + f (z− 1) = R(z, f ),
where R(z, f ) is rational in both arguments, and the denominator
of R(z, f ) has at least two distinct roots as a polynomial in f (z). The
value distribution of meromorphic solutions of difference Painleve´
II equations were then considered.
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Theorem 3.1.9 [9, Theorem 1] Let a, b, c be constants with ac = 0. If
f (z) is a finite order transcendental meromorphic solution of the difference
Painleve´ II equation
f (z+ 1) + f (z− 1) = (az+ b) f (z) + c
1− f (z)2 ,
then
(1) f (z) has at most one nonzero finite Borel exceptional value;
(2) λ
(
1
f
)
= λ( f ) = σ( f );
(3) f (z) has infinitely many fixed points and satisfies τ( f ) = σ( f ).
3.1.4 Difference Riccati equations
The differential Riccati equation
f
′
(z) = a(z) + b(z) f (z) + c(z) f (z)2,
where a(z), b(z) and c(z) are meromorphic, has taken on a special
position in algebraic differential equations by virtue of the works of
Malmquist, Wittich, Yosida and others. Here, we consider a simple
case of the Riccati differential equation
f
′
(z) + f (z)2 + A(z) = 0,
where A(z) is a meromorphic function. This Riccati differential equa-
tion is concerned with the difference Riccati equation below.
In its proof, Halburd and Korhonen [25] are also concerned with
the difference Riccati equation of the form
f (z+ 1) =
A(z) + δ f (z)
δ− f (z) , (3.1.9)
where A(z) is a polynomial and δ = ±1. The value distribution of
the difference Riccati equation (3.1.9) is investigated as follows.
Theorem 3.1.10 [12, Theorem 2] Let δ = ±1 be a constant and A(z) =
m(z)
n(z) an irreducible nonconstant rational function, where m(z) and n(z)
are polynomials with degm(z) = m and deg n(z) = n. If f (z) is a
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transcendental finite order meromorphic solution of (3.1.9), then
(1) If σ( f ) > 0, then f (z) has at most one Borel exceptional value;
(2) λ
(
1
f
)
= λ( f ) = σ( f );
(3) If A(z) ≡ −z2 − z + 1, then the exponent of convergence of fixed
points of f (z) satisfies τ( f ) = σ( f ).
3.1.5 Difference equations of Malmquist type
The value distribution of meromorphic solutions of complex differ-
ence equations of Malmquist type have been investigated in many
papers, see, e.g., [1, 25, 26, 31, 34, 45, 63]. Here, we present some of
them.
Theorem 3.1.11 [31, Theorem 10] Let c1, · · · , cn and m ≥ 2. Suppose
that f (z) is a transcendental meromorphic solution of difference equation
n
∑
i=1
ai(z) f (z+ ci) =
n
∑
j=1
bj(z) f (z)j
with rational coefficients ai(z), bj(z). Denote C := max{|c1|, · · · , |cn|}.
(1) If f (z) is entire or has finitely many poles, then there exist constants
K > 0 and r0 > 0 such that
logM(r, f ) ≥ Kmr/C
holds for all r ≥ r0.
(2) If f (z) has infinitely many poles, then there exist constants K > 0
and r0 > 0 such that
n(r, f ) ≥ Kmr/C
holds for all r ≥ r0.
Let P(z, f (z)) and Q(z, f (z)) be two polynomials in f (z) with
rational coefficients. we note that P(z, f (z)) and Q(z, f (z)) are rela-
tively prime polynomials in f (z) over the field of rational functions
if R(z, f (z)) = P(z, f (z))Q(z, f (z)) is irreducible. Thus,
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Theorem 3.1.12 [45, Theorem 2.5] Suppose again that f (z) is a tran-
scendental meromorphic solution of
n
∑
j=1
αj(z) f (z+ cj) = R(z, f (z)) =
P(z, f (z))
Q(z, f (z))
,
where the coefficients αj(z) are now rational and non-vanishing and P
and Q are relatively prime polynomials in f (z) over the field of ratio-
nal functions. We also assume that Q is a monic polynomial which sat-
isfies the condition p = deg f P > deg f Q + 1 = q + 1. Let C :=
max{|c1|, · · · , |cn|}. Then
n(r, f ) ≥ K(p− q)r/C
for some constant K > 0 and for all r > r0, provided that f (z) has
infinitely many poles.
3.2 VALUEDISTRIBUTIONOF SOLUTIONSOF Q-DIFFERENCE
EQUATIONS
The non-autonomous Schro¨der equation
f (qz) = R(z, f (z)), (3.2.1)
where the right-hand side is rational in both arguments, has been
widely studied during recent decades, see, e.g., [22, 37–39]. Gun-
dersen et al. [22] considered the order of growth of meromorphic
solutions of (3.2.1) when q ∈ C and |q| > 1.
Theorem 3.2.1 [22, Theorem 3.2] Suppose that f (z) is a transcendental
meromorphic solution of an equation of the form (3.2.1) with |q| > 1.
Then
σ( f ) =
log deg f R(z, f )
log |q| .
On the other hand, Bergweiler et al. investigated the functional
equation
n
∑
j=0
aj(z) f (qjz) = Q(z), (3.2.2)
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where 0 < |q| < 1 is a complex number and aj(z), j = 0, 1, · · · , n
and Q(z) are rational functions with a0(z) ≡ 0 and an(z) ≡ 1.
Theorem 3.2.2 [6, Theorem 1.1] All meromorphic solutions of (3.2.2)
satisfy T(r, f ) = O((log r)2).
Theorem 3.2.3 [6, Theorem 1.2] All transcendental meromorphic solu-
tions of (3.2.2) satisfy (log r)2 = O(T(r, f )).
Subsequently, there are numerous papers concerning the more
general case of equation (3.2.2), see, e.g., [13, 14, 55, 64, 65].
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4 The existence of mero-
morphic solutions of differen-
tial and functional difference
equations
4.1 THE EXISTENCEOF SOLUTIONSOFDIFFERENTIAL EQUA-
TIONS
In this section, we only present some results on the existence of
meromorphic solutions of differential equations which are concerned
with difference equations in this thesis.
Theorem 4.1.1 [32, Theorem 4.2], [57, Theorem 1] Consider the differ-
ential equation
p(z) f (z)n − L(z, f ) = h(z), (4.1.1)
where p(z) is a polynomial of degree n, L(z, f ) is a linear differential
polynomial in f (z), and h(z) is a meromorphic function. If n ≥ 4, then
equation (4.1.1) may admit at most n distinct entire solutions.
Theorem 4.1.2 [60, Theorem 1.4] Let p(z) be a non-vanishing polyno-
mial and b, c be nonzero complex numbers. If p(z) is nonconstant, then
the differential equation
f (z)3 + p(z) f
′′
(z) = c sin bz (4.1.2)
admits no transcendental entire solutions, while if p(z) is constant, then
(4.1.2) admits three distinct transcendental entire solutions, provided
(pb2/27)3 = 14c
2.
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Theorem 4.1.3 [48, Theorem 1] Let n ≥ 2 be a positive integer, f (z)
a transcendental entire function and P(z, f ) a differential polynomial in
f (z) of degree ≤ n− 1. If
f (z)n + P(z, f ) = p1(z)eα1z + p2(z)eα2z, (4.1.3)
where pj(z), j = 1, 2 are non-vanishing small functions of ez, and αj, j =
1, 2 are positive numbers satisfying (n − 1)α2 ≥ nα1 > 0, then there
exists a small function γ(z) of f (z) such that
( f (z)− γ(z))n = p2(z)eα2z.
Theorem 4.1.4 [48, Theorem 3] Suppose that n ≥ 2 is a positive integer,
pj(z), j = 1, 2 are small functions of ez, and αj, j = 1, 2 are positive
numbers satisfying (n − 1)α2 ≥ nα1 > 0. If α1/α2 is irrational, then
the differential equation (4.1.3) has no entire solutions, where P(z, f ) is a
differential polynomial in f (z) of degree ≤ n− 1.
4.2 THE EXISTENCEOF SOLUTIONSOFDIFFERENCE EQUA-
TIONS
The existence of a sufficient number of finite order meromorphic
solutions of a difference equation appears to be a good indicator
of integrability. The Painleve´ property is a good detector of in-
tegrability. Ablowitz, Halburd and Herbst [1] considered discrete
equations as delay equations in the complex plane. Halburd and
Korhonen [26] proved that either f (z) satisfies a difference linear
or Riccati equation, or the above equation can be transformed into
one of a list of canonical difference equations if f (z) is a finite order
meromorphic solution of the second order difference equation
f (z+ 1) + f (z− 1) = R(z, f (z)),
where R(z, f (z)) is rational in f (z) with coefficients that are mero-
morphic in z.
Consequently, the results concerning the existence of meromor-
phic solutions of difference equations are numerous, see, e.g., [1, 7,
9–12,25, 26, 31, 40, 60].
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Here, we present some results concerning the results in Papers
II and IV in this thesis.
Theorem 4.2.1 [60, Theorem 2.5] A nonlinear difference equation
f 3(z) + q(z) f (z+ 1) = c sin bz, (4.2.1)
where q(z) is a nonconstant polynomial and b, c ∈ C are nonzero con-
stants, does not admit entire solutions of finite order. If q(z) = q is a
nonzero constant, then equation (4.2.1) possesses three distinct entire so-
lutions of finite order, provided b = 3pin and q3 = (−1)n+1 274 c2 for a
nonzero integer n.
Theorem 4.2.2 [60, Theorem 2.6] Let n ≥ 4 be an integer, M(z, f ) be a
linear differential-difference polynomial in f (z), not vanishing identically,
and h(z) be a meromorphic function of finite order. Then the differential-
difference equation
f n(z) +M(z, f ) = h(z)
possesses at most one transcendental entire solution of finite order such
that all coefficients of M(z, f ) are small functions of f (z). If such a solu-
tion f (z) exists, then f (z) is of the same order as h(z).
Theorem 4.2.3 [40, Proposition 2.1] Let δ = 1. Suppose that (3.1.9)
possesses three distinct meromorphic solutions f1(z), f2(z) and f3(z). Then
any meromorphic solution f (z) of (3.1.9) can be represented by
f (z) =
f1(z) f2(z)− f2(z) f3(z)− f1(z) f2(z)Q(z) + f1(z) f3(z)Q(z)
f1(z)− f3(z)− f2(z)Q(z) + f3(z)Q(z) ,
(4.2.2)
where Q(z) is a periodic function of period 1. Conversely, if for any peri-
odic function Q(z) of period 1 we define a function f (z) by (4.2.2), then
f (z) is a meromorphic solution of (3.1.9).
Theorem 4.2.4 [40, Proposition 2.2] Let δ = 1. Suppose that (3.1.9)
possesses two distinct rational solutions a1(z) and a2(z). Then there exists
a meromorphic solution a3(z) distinct from a1(z) and a2(z) so that any
meromorphic solution f (z) of (3.1.9) is represented in the form (4.2.2).
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4.3 THE EXISTENCEOF SOLUTIONSOF Q-DIFFERENCE EQUA-
TIONS
Linear q-difference equations with rational coefficients do not al-
ways admit meromorphic solutions, even if the coefficients are con-
stants. Gundersen et al. [22] considered the existence of meromor-
phic solutions of q-difference equations of the type (3.2.1).
Theorem 4.3.1 [22, Proposition 4.2] Suppose that f (z) is a meromorphic
solution of equation
f (qz) = A(z) + γ f (z) + δ f (z)2, (4.3.1)
where q,γ, δ ∈ C, |q| > 1, δ = 0 and A(z) = ∑∞n=0 αnzn.
(1) If in (4.3.1),
(1− γ)2 = 4δα0 and (qn − 1)2 = (1− γ)2 − 4δα0, n ∈ N,
then (4.3.1) possesses exactly two distinct meromorphic solutions.
(2) If in (4.3.1),
(1− γ)2 = 4δα0,
then (4.3.1) possesses exactly one meromorphic solution.
Heittokangas et al. [30] studied equation (3.2.2) as follows.
Theorem 4.3.2 [30, Corollary 2.5] Let the coefficients a0(z), · · · , an(z)
of (3.2.2) be complex constants satisfying
n
∑
j=0
aj(z)qjk = 0 f or all k ∈ Z,
and let Q(z) = g1(z) be entire. Then (3.2.2) possesses exactly one entire
solution f (z).
Bergweiler et al. [6] provided sufficient conditions for the exis-
tence of meromorphic solutions of linear q-difference equations of
the type (3.2.2), and obtained
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ways admit meromorphic solutions, even if the coefficients are con-
stants. Gundersen et al. [22] considered the existence of meromor-
phic solutions of q-difference equations of the type (3.2.1).
Theorem 4.3.1 [22, Proposition 4.2] Suppose that f (z) is a meromorphic
solution of equation
f (qz) = A(z) + γ f (z) + δ f (z)2, (4.3.1)
where q,γ, δ ∈ C, |q| > 1, δ = 0 and A(z) = ∑∞n=0 αnzn.
(1) If in (4.3.1),
(1− γ)2 = 4δα0 and (qn − 1)2 = (1− γ)2 − 4δα0, n ∈ N,
then (4.3.1) possesses exactly two distinct meromorphic solutions.
(2) If in (4.3.1),
(1− γ)2 = 4δα0,
then (4.3.1) possesses exactly one meromorphic solution.
Heittokangas et al. [30] studied equation (3.2.2) as follows.
Theorem 4.3.2 [30, Corollary 2.5] Let the coefficients a0(z), · · · , an(z)
of (3.2.2) be complex constants satisfying
n
∑
j=0
aj(z)qjk = 0 f or all k ∈ Z,
and let Q(z) = g1(z) be entire. Then (3.2.2) possesses exactly one entire
solution f (z).
Bergweiler et al. [6] provided sufficient conditions for the exis-
tence of meromorphic solutions of linear q-difference equations of
the type (3.2.2), and obtained
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Theorem 4.3.3 [6, Theorem 3.1] Consider the functional equation
f
(
q2z
)
+ a(z) f (qz) + b(z) f (z) = 0, (4.3.2)
where q ∈ C, 0 < |q| < 1, a(z) = ∑Ak=0 akzk, b(z) = ∑Bl=0 blzl such that
|a|+ |b| = 0.
(1) If there exists no integer n satisfying q2n+ a0qn+ b0 = 0, then (4.3.2)
does not possess any transcendental meromorphic solution.
(2) If b0 = 0 and there exists an integer n satisfying q2n+ a0qn+ b0 = 0,
then (4.3.2) possesses a transcendental meromorphic solution.
(3) If b0 = 0, then (4.3.2) does not possess any transcendental meromor-
phic solution.
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5 Summary of Papers I-IV
In the following summaries, some notations used in the original
papers have been introduced in previous sections.
5.1 SUMMARY OF PAPER I
5.1.1 The growth of solutions of difference equations
We note that the dominating coefficient of (3.1.3) and (3.1.6) affect
the properties of solutions. However, Laine and Yang [46] ques-
tioned whether all meromorphic solutions f (z) of equations (3.1.3)
and (3.1.6) satisfy σ( f ) ≥ 1+ max
0≤j≤n
{σ(Aj)}, even if there is no dom-
inating coefficient.
The following examples show that the above conclusion does
not hold identically if there is no dominating coefficient in (3.1.3)
and (3.1.6).
Example 5.1.1 By Theorem 1.1 in [36], equation
(6z2+ 19z+ 15)∆3 f (z) + (z+ 3)∆2 f (z)−∆ f (z)− f (z) = 0, (5.1.1)
admits an entire solution f (z) of order σ( f ) = 13 .
By employing the relation (2.2.1), we can rewrite equation (5.1.1)
as the type (3.1.3) and (3.1.6), i.e.,
(6z2 + 19z+ 15) f (z+ 3)− (18z2 + 56z+ 42) f (z+ 2)
+(18z2 + 55z+ 38) f (z+ 1)− (6z2 + 18z+ 12) f (z) = 0. (5.1.2)
Thus, equation (5.1.2) also has an entire solution f (z) with order
σ( f ) = 13 . Here, equation (5.1.2) has no dominating coefficient.
However, the following example shows that f (z) may satisfy
σ( f ) ≥ 1+ max
0≤j≤n
{σ(Aj)} if there is no dominating coefficient.
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Example 5.1.2 f (z) = ez + z is a solution of the equation
[(e− 1)z− 1] f (z+ 2)− [(e2 − 1)z− 2] f (z+ 1)
+[(e2 − 2)z+ (e2 − 2e)] f (z) = 0. (5.1.3)
Here, equation (5.1.3) has no dominating coefficient and σ( f ) = 1
satisfies the conclusion of Theorem 3.1.2 and Theorem 3.1.4.
Therefore, under certain conditions of a dominating coefficient,
we may further discuss the properties of meromorphic solutions of
the nonhomogeneous linear difference equation
An(z) f (z+ n) + · · ·+ A1(z) f (z+ 1) + A0(z) f (z) = An+1(z),
(5.1.4)
where Aj(z)(j = 0, 1, · · · , n, n+ 1) are meromorphic functions, and
obtain the following theorems.
Theorem 5.1.1 Suppose that the coefficients Aj(z)(j = 0, 1, · · · , n, n+
1) in (5.1.4) are meromorphic functions with finite order. If for any given
ε > 0, there exists some l ∈ {0, 1, · · · , n, n + 1} and an unbounded
domain D ⊂ C such that
|Al(z)| ≥ exp{αrσ−ε},
|Aj(z)| ≤ exp{βrσ−ε}, j ∈ {0, 1, · · · , n, n+ 1}\{l}
for all z ∈ D, where α > β > 0 are real numbers. Then each nontrivial
meromorphic solution f (z) of equation (5.1.4) satisfies σ( f ) ≥ σ.
Theorem 5.1.2 Suppose that Aj(z) = Bj(z)eajz(j = 0, 1, · · · , n), An+1(z) =
Bn+1(z), where Bj(z)(j = 0, 1, · · · , n, n+ 1) are meromorphic functions
with order σ(Bj) < 1(j = 0, 1, · · · , n, n + 1), aj = αjeiθ , αj ≥ 0,
θ ∈ [0, 2pi)(j = 0, 1, · · · , n). If there exists l ∈ {0, 1, · · · , n} such that
αl > α = max{αj : j = l, 0 ≤ j ≤ n}, then each nontrivial meromorphic
solution f (z) of equation (5.1.4) satisfies σ( f ) ≥ 1.
Corollary 5.1.1 Suppose that Aj(z) = Pj(z)eajz(j = 0, 1, · · · , n),
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where Pj(z)(j = 0, 1, · · · , n) are polynomials, aj = αjeiθ , αj ≥ 0, θ ∈
[0, 2pi)(j = 0, 1, · · · , n). If there exists l ∈ {0, 1, · · · , n} such that
αl > α = max{αj : j = l, 0 ≤ j ≤ n} and An+1(z) is an entire
function with the order σ(An+1(z)) < 1, then each nontrivial entire
solution f (z) of equation (5.1.4) satisfies σ( f ) ≥ 1.
Now, we consider the more general coefficients of equation (5.1.4).
Define
σ = max
0≤j≤n+1
{σ(Aj)}, I = {j ∈ {0, 1, · · · , n+ 1} : σ(Aj) = σ}.
According to these notations, we obtain the following result.
Theorem 5.1.3 Suppose that σ > 0 and that Aj(z) = Bj(z)eajz
σ
for all
j ∈ I, where aj ∈ C \ {0}(j ∈ I) and Bj(z)(j ∈ I) are meromorphic
functions with finite order σ(Bj) < σ. If the constants aj(j ∈ I) are
distinct, then each nontrivial meromorphic solution f (z) of the equation
(5.1.4) satisfies σ( f ) ≥ σ.
However, if we consider the coefficients of equation (5.1.4) to
be transcendental meromorphic functions, we obtain the following
result.
Theorem 5.1.4 Suppose that Aj(z) = Bj(z)egj(z) for all j ∈ I, where
gj(z) are transcendental entire functions and Bj(z)(j ∈ I) are meromor-
phic functions with finite order. Moreover, suppose that gi(z)− gj(z) are
transcendental entire functions for all i, j ∈ I, i = j. Then each nontrivial
solution of equation (5.1.4) satisfies σ( f ) = +∞.
Remark 5.1.1 If in Theorem 5.1.3 and Theorem 5.1.4, the coef-
ficients Aj(z)(j = 0, 1, · · · , n, n + 1) are entire functions, we can
observe that those coefficients have the maximum order σ, and ex-
actly one has its type strictly greater than the others. Thus, we
obtain the following result.
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Theorem 5.1.5 Suppose that the coefficients Aj(z)(j = 0, 1, · · · , n, n+
1) in (5.1.4) are entire functions with finite order such that among those
coefficients have the maximum order σ = max
0≤j≤n+1
{σ(Aj(z))} > 0, ex-
actly one has its type strictly greater than the others. Then each non-
trivial entire solution f (z) of (5.1.4) satisfies σ( f ) ≥ σ. Moreover, if
f (z) is an entire solution of (5.1.4) with finite order σ( f ) = σ and if
l ∈ I and τ(Al) > τ = max{τ(Aj) : j ∈ I\{l}}, then τ( f ) ≥
τ(Al)−max{τ(Aj) : j ∈ I\{l}}.
5.1.2 The deficiency and fixed points of solutions of difference
equations
By using a similar method used in [44, Theorem 4.3], we consider
difference equation (3.1.3) and obtain the following results.
Theorem 5.1.6 Let f (z) be a finite order meromorphic solution of equa-
tion (3.1.3), where the entire coefficients Aj(z)(j = 0, 1, · · · , n) are small
functions relative to f (z).
(1) If a(z) is a small meromorphic function relative to f (z) and satisfies
n
∑
j=0
Aj(z)a(z+ j) ≡ 0,
then δ(a(z), f ) = 0.
(2) If a(z) = z is a small function relative to f (z) and satisfies
n
∑
j=0
Aj(z)(z+ j) ≡ 0, (5.1.5)
then f (z) has infinitely many fixed points and satisfies λ( f (z) − z) =
σ( f ).
Corollary 5.1.2 Suppose that the coefficients Aj(z)(j = 0, 1, · · · , n)
in (3.1.3) are entire functions with finite order such that among
those coefficients have the maximum order σ = max
0≤j≤n
{σ(Aj)} > 0,
exactly one has its type strictly greater than the others. Let f (z) be
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a finite order meromorphic solution of equation (3.1.3).
(1) If a(z) is a meromorphic function with finite order < σ+ 1 and
satisfies
n
∑
j=0
Aj(z)a(z+ j) ≡ 0,
then δ(a(z), f ) = 0.
(2) If a(z) = z and satisfies
n
∑
j=0
Aj(z)(z+ j) ≡ 0,
then f (z) has infinitely many fixed points and satisfies λ( f (z) −
z) = σ( f ).
Now, we consider the fixed point of the meromorphic solutions
of equation (5.1.4), and obtain the following results.
Theorem 5.1.7 Suppose that σ > 0 and that Aj(z) = Bj(z)eajz
σ
for all
j ∈ I, where aj ∈ C \ {0}(j ∈ I) and Bj(z)(j ∈ I) are meromorphic
functions with finite order σ(Bj) < σ. If the constants aj(j ∈ I) are
distinct, then every nontrivial finite order meromorphic solution f (z) of
equation (5.1.4) has infinitely many fixed points and satisfies λ( f (z) −
z) = σ( f ) ≥ σ.
Theorem 5.1.8 Suppose that the coefficients Aj(z)(j = 0, 1, · · · , n, n+
1) in (5.1.4) are entire functions with finite order such that among those
coefficients have the maximum order σ = max
0≤j≤n+1
{σ(Aj(z))} > 0, ex-
actly one has its type strictly greater than the others. Then every nontriv-
ial finite order meromorphic solution f (z) of equation (5.1.4) has infinitely
many fixed points and satisfies λ( f (z)− z) = σ( f ) ≥ σ.
The remainder of this section is devoted to demonstrating that
the result of Theorem 5.1.6(2) is, in certain senses, the best possible.
Example 5.1.3 f (z) = ez + 1 is a solution of equation
f (z+ 2)− (e+ 1) f (z+ 1) + e f (z) = 0. (5.1.6)
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Obviously, the coefficients of equation (5.1.6) are small functions
relative to f (z), and
(z+ 2)− (e+ 1)(z+ 1) + ez = (1− e) ≡ 0,
also satisfies (5.1.5). Here, f (z) = ez + 1 has infinitely many fixed
points and satisfies λ( f (z)− z) = σ( f ) = 1.
The following example shows that the condition (5.1.5) cannot
be omitted.
Example 5.1.4 f (z) = ez − z and f (z) = ez + z are both solutions of
equation
[(e− 1)z− 1] f (z+ 2)− [(e2 − 1)z− 2] f (z+ 1)
+[(e2 − e)z+ (e2 − 2e)] f (z) = 0. (5.1.7)
Obviously, the coefficients of equation (5.1.7) are small functions
relative to f (z), but
[(e− 1)z− 1](z+ 2)− [(e2 − 1)z− 2](z+ 1)
+[(e2 − e)z+ (e2 − 2e)]z ≡ 0.
Thus, it does not satisfy the condition (5.1.5). In this case, f (z) =
ez − z has infinitely many fixed points and satisfies λ( f (z)− z) =
σ( f ) = 1, but f (z) = ez + z has no fixed point.
5.2 SUMMARY OF PAPER II
Yang and Laine [60] recently investigated the existence of finite or-
der transcendental entire solutions of differential-difference equa-
tions. A natural question is whether similar conclusions, see, e.g.,
Theorem 4.2.1, Theorem 4.2.2, remain valid for more general non-
linear difference equations. Here, we answer this question and ob-
tain the following results.
Theorem 5.2.1 Suppose that n ≥ 3 is a positive integer, Pn−2( f ) is a
difference polynomial in f (z) of degree ≤ n− 2, pj(z)( ≡ 0)(j = 1, 2) are
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small entire functions relative to ez and αj(j = 1, 2) are positive numbers
satisfying (n− 2)α2 > nα1 > 0. Then the difference equation
f n(z) + Pn−2( f ) = p1(z)eα1z + p2(z)eα2z (5.2.1)
has no transcendental entire solutions of finite order.
Remark 5.2.1 In [60], an example was given to show that equation
(4.2.1) may admit three distinct entire solutions of finite order, i.e.,
the difference equation
f 3(z) +
3
4
f (z+ 1) = −1
4
sin 3piz =
1
8i
e−3piiz − 1
8i
e3piiz
is solved by
f1(z) = − 12i e
−piiz +
1
2i
epiiz, f2(z) = − ε
2
2i
e−piiz +
ε
2i
epiiz
and
f3(z) = − ε2i e
−piiz +
ε2
2i
epiiz,
where ε := − 12 +
√
3
2 i is a cubic root of unity. In fact, we can more
generally obtain
Theorem 5.2.2 Suppose that n ≥ 2 is a positive integer, Pn−2( f ) is a
difference polynomial in f (z) of degree ≤ n− 2, pj(z)(j = 1, 2) are small
entire functions relative to ez and αj(j = 1, 2) are integers satisfying
α1α2 < 0 and α1 + α2 ≥ 0. If there exists a transcendental entire func-
tion f (z) of finite order solving equation (5.2.1), then α1 + α2 = 0 and
difference equation (5.2.1) admits solutions of the type
f (z) = c1β1(z)e
α1z
n + c2β2(z)e
α2z
n ,
where c1, c2 are nonzero constants and βnj (z) = pj(z), j = 1, 2.
We also observe that the solvability of transcendental meromor-
phic solutions of linear and nonlinear differential equations, see,
e.g. [32, 48, 59], or differential-difference equations, see [60], has
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been studied when the degrees of the differential polynomials or
differential-difference polynomials are less than the degree n. Now,
we consider the equal case and obtain the following result.
Theorem 5.2.3 Suppose that n,m are positive integers with n ≥ m > 0,
Mk( f )(k = 0, 1, · · · ,m) are difference monomials in f (z) of degree k,
pj(z)(j = 1, 2) are small functions relative to ez and αj(j = 1, 2) are
positive numbers satisfying α2 ≥ α1 > 0. Then the difference equation
f n+m(z) + P(z, f ) = p1(z)eα1z + p2(z)eα2z
has no transcendental entire solution of finite order, where P(z, f ) =
f n(z)
m
∑
k=0
Mk( f ).
5.3 SUMMARY OF PAPER III
Meromorphic solutions of complex difference equations have re-
cently gained increasing interest, due to the problem of integrabil-
ity of difference equations. This is related to the activity concerning
Painleve´ differential equations and their discrete counterparts in the
last decades. Ablowitz, Halburd and Herbst [1] considered discrete
equations to be delay equations in the complex plane. This allowed
them to analyze these equations with the methods of complex anal-
ysis. In regard to related papers concerning a more general class
of complex difference equations, we may refer to [19, 31, 45]. These
papers mainly dealt with equations of the form
∑
{J}
αJ(z)
(
∏
j∈J
f (z+ cj)
)
= R(z, f ), (5.3.1)
where {J} is a collection of all non-empty subsets of {1, 2, · · · , n}, cj ′s
are distinct complex constants, f (z) is a transcendental meromor-
phic function, αJ
′
s are small functions relative to f (z) and R(z, f )
is a rational function in f (z) with small meromorphic coefficients.
Moreover, if the right-hand side of equation (5.3.1) is essentially like
the composite function e ◦ f of f (z) and a rational function e(z),
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Laine et al. reversed the order of composition, i.e., they considered
the composite function f ◦ e of f (z) and a rational function e(z), and
resulted in complex functional difference equations, see [45, Theo-
rem 2.8].
At this point, we briefly introduce some notations used in this
paper. Let c0 = 0, cj ∈ C\{0}(j = 1, 2, · · · , n) be distinct constants,
and let I be a finite set of multi-indexes λ = (λ0,λ1, · · · ,λn). A
difference monomial of a meromorphic function f (z) is defined as
n
∏
i=0
f (z+ ci)λi ,
and a difference polynomial H(z, f (z)) of a meromorphic function
f (z), a finite sum of difference monomials, is defined as
H(z, f (z)) = ∑
λ∈I
αλ(z)
(
n
∏
i=0
f (z+ ci)λi
)
, (5.3.2)
where the coefficients αλ(z) are small functions relative to f (z). The
degree and the weight of the difference polynomial (5.3.2), respec-
tively, are defined as
deg f (H) = max
λ∈I
{
n
∑
i=0
λi
}
and κ f (H) = max
λ∈I
{
n
∑
i=1
λi
}
.
Consequently, κ f (H) ≤ deg f (H). For instance, the degree and
the weight of the difference polynomial f 2(z) f (z − 1) f (z + 1) +
f (z) f (z+ 1) f (z+ 2) + f 2(z− 1) f (z+ 2), respectively, are four and
three. A difference polynomial (5.3.2) is said to be homogeneous
with respect to f (z) if the degree dλ = λ0 + λ1 + · · ·+ λn of each
monomial in the sum of (5.3.2) is nonzero and the same for all λ ∈ I.
Moreover, we obtain an estimate of the characteristic of (5.3.2) as
follows.
Lemma 5.3.1 Let c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n) be distinct
constants, and f (z) be a meromorphic function. Then the charac-
teristic function of the difference polynomial (5.3.2) satisfies
T
(
r,∑
λ∈I
αλ(z)
(
n
∏
i=0
f (z+ ci)λi
))
≤ (n+ 1)deg f (H)T(r+C, f )+S(r, f ),
Dissertations in Forestry and Natural Sciences No 93 39
Zhibo Huang: Results on complex functional difference equations in the
complex plane
where C = max{|c1|, |c2|, · · · , |cn|}.
In the following, we proceed to prove generalizations of [45,
Theorem 2.8], and investigate some other related results. We permit
more general expressions on both sides of equation (5.3.1).
Theorem 5.3.1 Let c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n) be distinct
constants, and f (z) be a transcendental meromorphic solution of equation
∑
λ∈I
αλ(z)
(
n
∏
i=0
f (z+ ci)λi
)
= R(z, f ◦ p)
=
a0(z) + a1(z)( f ◦ p) + · · ·+ as(z)( f ◦ p)s
b0(z) + b1(z)( f ◦ p) + · · ·+ bt(z)( f ◦ p)t , (5.3.3)
where p(z) = dkzk + · · · + d1z + d0 is a polynomial with constant co-
efficients dk( = 0), · · · , d1, d0 and of the degree k ≥ 2, I is a finite set
of multi-indexes λ = (λ0,λ1, · · · ,λn), and all coefficients in (5.3.3) are
small meromorphic functions relative to f (z) such that as(z)bt(z) ≡ 0.
Set d = max{s, t} and assume that kd ≤ (n+ 1)deg f (H). Then
T(r, f ) = O((log r)α+ε),
where α =
log(n+1)+log deg f (H)−log d
log k .
Corollary 5.3.1 Let ci ∈ C(i = 1, 2, · · · , n) be distinct constants, and
f (z) be a transcendental meromorphic solution of equation
∑
{J}
αJ(z)
(
∏
j∈J
f (z+ cj)
)
= R(z, f ◦ p)
=
a0(z) + a1(z)( f ◦ p) + · · ·+ as(z)( f ◦ p)s
b0(z) + b1(z)( f ◦ p) + · · ·+ bt(z)( f ◦ p)t , (5.3.4)
where p(z) = dkzk + · · · + d1z + d0 is a polynomial with constant
coefficients dk( = 0), · · · , d1, d0 and of the degree k ≥ 2 , and all
coefficients in (5.3.4) are small functions relative to f (z). Moreover,
we assume that kd = kmax{s, t} ≤ n. Then
T(r, f ) = O((log r)α+ε),
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where C = max{|c1|, |c2|, · · · , |cn|}.
In the following, we proceed to prove generalizations of [45,
Theorem 2.8], and investigate some other related results. We permit
more general expressions on both sides of equation (5.3.1).
Theorem 5.3.1 Let c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n) be distinct
constants, and f (z) be a transcendental meromorphic solution of equation
∑
λ∈I
αλ(z)
(
n
∏
i=0
f (z+ ci)λi
)
= R(z, f ◦ p)
=
a0(z) + a1(z)( f ◦ p) + · · ·+ as(z)( f ◦ p)s
b0(z) + b1(z)( f ◦ p) + · · ·+ bt(z)( f ◦ p)t , (5.3.3)
where p(z) = dkzk + · · · + d1z + d0 is a polynomial with constant co-
efficients dk( = 0), · · · , d1, d0 and of the degree k ≥ 2, I is a finite set
of multi-indexes λ = (λ0,λ1, · · · ,λn), and all coefficients in (5.3.3) are
small meromorphic functions relative to f (z) such that as(z)bt(z) ≡ 0.
Set d = max{s, t} and assume that kd ≤ (n+ 1)deg f (H). Then
T(r, f ) = O((log r)α+ε),
where α =
log(n+1)+log deg f (H)−log d
log k .
Corollary 5.3.1 Let ci ∈ C(i = 1, 2, · · · , n) be distinct constants, and
f (z) be a transcendental meromorphic solution of equation
∑
{J}
αJ(z)
(
∏
j∈J
f (z+ cj)
)
= R(z, f ◦ p)
=
a0(z) + a1(z)( f ◦ p) + · · ·+ as(z)( f ◦ p)s
b0(z) + b1(z)( f ◦ p) + · · ·+ bt(z)( f ◦ p)t , (5.3.4)
where p(z) = dkzk + · · · + d1z + d0 is a polynomial with constant
coefficients dk( = 0), · · · , d1, d0 and of the degree k ≥ 2 , and all
coefficients in (5.3.4) are small functions relative to f (z). Moreover,
we assume that kd = kmax{s, t} ≤ n. Then
T(r, f ) = O((log r)α+ε),
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where α = log n−log dlog k .
We then proceed to consider the distribution of zeros and poles
of solutions of equation (5.3.3). The following result indicates that
solutions having Borel exceptional zeros and poles appear only in
special situations, which can be seen as a generalization of Theorem
13 in [31].
Theorem 5.3.2 Let c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n) be distinct
constants, and f (z) be a transcendental meromorphic solution of equation
αλ(z)
n
∏
i=0
f (z+ ci)λi = R(z, f ◦ p)
=
a0(z) + a1(z)( f ◦ p) + · · ·+ as(z)( f ◦ p)s
b0(z) + b1(z)( f ◦ p) + · · ·+ bt(z)( f ◦ p)t , (5.3.5)
where p(z) = dkzk + · · · + d1z + d0 is a polynomial with constant co-
efficients dk( = 0), · · · , d1, d0 and of the degree k ≥ 1, I is a finite set
of multi-indexes λ = (λ0,λ1, · · · ,λn), and all coefficients in (5.3.5) are
small meromorphic functions relative to f (z) such that as(z)bt(z) ≡ 0. If
max
{
λ( f ),λ
(
1
f
)}
< σ( f ), (5.3.6)
then (5.3.5) is either of the form
αλ(z)
n
∏
i=0
f (z+ ci)λi = α
as(z)
b0(z)
( f ◦ p)s
or
αλ(z)
n
∏
i=0
f (z+ ci)λi = α
a0(z)
bt(z)
1
( f ◦ p)t ,
where α ∈ C\{0} is some constant.
Example 5.3.1 f (z) = cos z solves difference equation
4 f (z)2 f (z+ pi)2 = f (2z)2 + 2 f (2z) + 1.
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Here p(z) = 2z. Clearly, λ
(
1
f
)
= 0 < 1 = λ( f ) = σ( f ). This
example shows that condition (5.3.6) is necessary and cannot be
replaced by
min
{
λ( f ),λ
(
1
f
)}
< σ( f ).
Moreover, if f (z) is a meromorphic function of finite order, we
obtain a result parallel to Theorem 5.4 in [22] for the difference case.
Theorem 5.3.3 Suppose that the equation
n
∏
i=0
f (z+ ci)λi =
c(z)
f (z)m
, m ∈ N (5.3.7)
has a meromorphic solution of finite order, where c0 = 0, ci ∈ C\{0}(i =
1, 2, · · · , n) are distinct constants, and c(z) is a nontrivial meromorphic
function. If f (z) has only finitely many poles, then f (z) = D(z)eE(z),
where D(z) is a rational function and E(z) is a nonconstant polynomial,
if and only if c(z) = G(z)eM(z), where G(z) is a rational function and
M(z) is a nonconstant polynomial.
Example 5.3.2 Difference equation
f (z)2 f (z+ 1) f (z− 1) =
(
1
z4(z2 − 1) e
2z
)
· 1
f (z)2
of the type (5.3.7) is solved by f (z) = e
z
z . Here, f (z) =
ez
z and
c(z) = e
2z
z4(z2−1) satisfy Theorem 5.3.3.
The assumption that f (z) is finite order cannot be removed, for
example,
Example 5.3.3. Difference equation
f (z− ipi) = 1
z(z− ipi) ·
1
f (z)
of the type (5.3.7) is solved by f (z) = exp{e
z}
z . Here, f (z) =
exp{ez}
z
and c(z) = 1z(z−ipi) do not satisfy Theorem 5.3.3.
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Here p(z) = 2z. Clearly, λ
(
1
f
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= 0 < 1 = λ( f ) = σ( f ). This
example shows that condition (5.3.6) is necessary and cannot be
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if and only if c(z) = G(z)eM(z), where G(z) is a rational function and
M(z) is a nonconstant polynomial.
Example 5.3.2 Difference equation
f (z)2 f (z+ 1) f (z− 1) =
(
1
z4(z2 − 1) e
2z
)
· 1
f (z)2
of the type (5.3.7) is solved by f (z) = e
z
z . Here, f (z) =
ez
z and
c(z) = e
2z
z4(z2−1) satisfy Theorem 5.3.3.
The assumption that f (z) is finite order cannot be removed, for
example,
Example 5.3.3. Difference equation
f (z− ipi) = 1
z(z− ipi) ·
1
f (z)
of the type (5.3.7) is solved by f (z) = exp{e
z}
z . Here, f (z) =
exp{ez}
z
and c(z) = 1z(z−ipi) do not satisfy Theorem 5.3.3.
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The following lemmas 5.3.2 and 5.3.3 reveal some properties of
the maximal module of the polynomial in f ◦ p, which are useful for
proving the existence of the Borel exceptional value of finite order
meromorphic solutions of the type (5.3.5).
Lemma 5.3.2 Let g(z) be a nonconstant entire function of order
σ(g) = σ < ∞. Suppose that αj(z)(j = 1, 2, · · · ,m) are small
meromorphic functions relative to f (z). Then there exists a set
E ⊂ (0,∞) of lower logarithmic density 1 such that
M(r, αj)
M(r, g)
→ 0, j = 1, 2, · · · ,m,
hold simultaneously for all r ∈ E as r → ∞, where the lower loga-
rithmic density of set E is defined by
logdens(E) = lim inf
r→∞
∫
[1,r]∩E
dt
t
log r
.
Lemma 5.3.3 Let f (z) be a finite order transcendental meromorphic
function satisfying (5.3.6), and p(z) = dkzk + · · · + d1z + d0 is a
polynomial with constant coefficients dk( = 0), · · · , d1, d0 and of the
degree k ≥ 1. Suppose that
H(z) = an(z)( f ◦ p)n + an−1(z)( f ◦ p)n−1 · · ·+ a1(z)( f ◦ p) + a0(z)
is a polynomial in f ◦ p, where n(≥ 1) is a positive integer, an(z)( ≡
0), an−1(z), · · · , a1(z), a0(z) are small meromorphic functions rela-
tive to f (z). Then there exists a set E1 of lower logarithmic density
1 such that
log+ M(r,H) ≥ (n− 2ε)T(µrk, f )
for all r ∈ E1 as r → ∞, where 0 < µ < |dk|. Hence, H(z) ≡ 0.
Thus, as a application of Theorem 5.3.2, and Lemma 5.3.2 and
Lemma 5.3.3, we obtain
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Theorem 5.3.4 Let c ∈ C\{0} and f (z) be a finite order transcendental
meromorphic solution of equation
f (z+ c) = R(z, f ◦ p)
=
a0(z) + a1(z)( f ◦ p) + · · ·+ as(z)( f ◦ p)s
b0(z) + b1(z)( f ◦ p) + · · ·+ bt(z)( f ◦ p)t , (5.3.8)
where p(z) = dkzk + · · · + d1z + d0 is a polynomial with constant co-
efficients dk( = 0), · · · , d1, d0 and of the degree k ≥ 1 , and all coeffi-
cients in (5.3.8) are small meromorphic functions relative to f (z) such
that as(z)bt(z) ≡ 0. Then f (z) has at most one Borel exceptional value.
If we remove the assumption λ
(
1
f
)
< σ( f ) used in Theorem
5.3.2 and Theorem 5.3.3, we obtain a result similar to Theorem 12
in [31].
Theorem 5.3.5 Let c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n) be distinct
constants, and f (z) be a transcendental meromorphic solution of equation
∑
λ∈I
αλ(z)
(
n
∏
i=0
f (z+ ci)λi
)
= R(z, f )
=
a0(z) + a1(z) f (z) + · · ·+ as(z) f (z)s
b0(z) + b1(z) f (z) + · · ·+ bt(z) f (z)t , (5.3.9)
where I is a finite set of multi-indexes λ = (λ0,λ1, · · · ,λn), and all co-
efficients in (5.3.9) are small meromorphic functions relative to f (z) such
that as(z)bt(z) ≡ 0. If H(z, f ) is defined as (5.3.2) and d := max{s, t} >
(n+ 1)deg f (H), then σ( f ) = ∞.
Example 5.3.4 f (z) = exp{e
z}
z solves the difference equation
(z− pii)(z+ log 2− pii) f (z− pii) f (z+ log 2− pii)
+ (z+ log 8) f (z+ log 8) =
1+ z11 f (z)11
z3 f (z)3
.
Clearly, d = 11 > (3+ 1) · 2 = (n+ 1)deg f (H) and σ( f ) = ∞.
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Theorem 5.3.4 Let c ∈ C\{0} and f (z) be a finite order transcendental
meromorphic solution of equation
f (z+ c) = R(z, f ◦ p)
=
a0(z) + a1(z)( f ◦ p) + · · ·+ as(z)( f ◦ p)s
b0(z) + b1(z)( f ◦ p) + · · ·+ bt(z)( f ◦ p)t , (5.3.8)
where p(z) = dkzk + · · · + d1z + d0 is a polynomial with constant co-
efficients dk( = 0), · · · , d1, d0 and of the degree k ≥ 1 , and all coeffi-
cients in (5.3.8) are small meromorphic functions relative to f (z) such
that as(z)bt(z) ≡ 0. Then f (z) has at most one Borel exceptional value.
If we remove the assumption λ
(
1
f
)
< σ( f ) used in Theorem
5.3.2 and Theorem 5.3.3, we obtain a result similar to Theorem 12
in [31].
Theorem 5.3.5 Let c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n) be distinct
constants, and f (z) be a transcendental meromorphic solution of equation
∑
λ∈I
αλ(z)
(
n
∏
i=0
f (z+ ci)λi
)
= R(z, f )
=
a0(z) + a1(z) f (z) + · · ·+ as(z) f (z)s
b0(z) + b1(z) f (z) + · · ·+ bt(z) f (z)t , (5.3.9)
where I is a finite set of multi-indexes λ = (λ0,λ1, · · · ,λn), and all co-
efficients in (5.3.9) are small meromorphic functions relative to f (z) such
that as(z)bt(z) ≡ 0. If H(z, f ) is defined as (5.3.2) and d := max{s, t} >
(n+ 1)deg f (H), then σ( f ) = ∞.
Example 5.3.4 f (z) = exp{e
z}
z solves the difference equation
(z− pii)(z+ log 2− pii) f (z− pii) f (z+ log 2− pii)
+ (z+ log 8) f (z+ log 8) =
1+ z11 f (z)11
z3 f (z)3
.
Clearly, d = 11 > (3+ 1) · 2 = (n+ 1)deg f (H) and σ( f ) = ∞.
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In fact, the following example shows that the assertion of Theo-
rem 5.3.5 may be valid if d = 2 = (1+ 1) · 1 = (n+ 1)deg f (H). We
cannot, however, find a proper method to prove it.
Example 5.3.5( [41, pp.103-106], [46, pp.8]) The following difference
equation
f (z+ 1) = α f (z)(1− f (z)), α = 0, (5.3.10)
drives from a well-known discrete logistic model in biology. It has
been proved that all other meromorphic solutions are of infinite
order, apart from the constant solutions f (z) ≡ 0 and f (z) = α−1α .
For instance, equation (5.3.10) has one-parameter families of entire
solutions of infinite order:
f (z) =
1
2
(1− exp(Aez log 2)), A ∈ C\{0}, α = 2,
and
f (z) = sin2(exp(Bez log 2)), B ∈ C\{0} α = 4.
Moreover, we also obtain
Theorem 5.3.6 Let c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n) be distinct
constants, and f (z) be a transcendental meromorphic solution of equation
(5.3.9), where I is a finite set of multi-indexes λ = (λ0,λ1, · · · ,λn),
and all coefficients in (5.3.9) are small meromorphic functions relative to
f (z) such that as(z)bt(z) ≡ 0. If H(z, f ) is defined as (5.3.2) and is
homogeneous, and d := max{s, t} > 3 deg f (H), then σ( f ) = ∞.
5.4 SUMMARY OF PAPER IV
In order to reveal the properties of meromorphic solutions of (5.4.5)
and (5.4.6) below, we first mention the following two classes of
equations.
The differential Riccati equation
w
′
(z) + w(z)2 + A(z) = 0 (5.4.1)
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and the second order linear differential equation
u
′′
(z) + A(z)u(z) = 0 (5.4.2)
are closely related by the transformation
w(z) = −u
′(z)
u(z)
,
where A(z) is a meromorphic function, see e.g., [33, pp.103-106],
and the difference Riccati equation
∆ f (z) +
f (z)2 + A(z)
f (z)− 1 = 0 (5.4.3)
and the second order linear difference equation
∆2y(z) + A(z)y(z) = 0 (5.4.4)
are closely linked by the transformation
f (z) = −∆y(z)
y(z)
,
where A(z) is meromorphic function, see e.g., [40, pp.185].
We are thus concerned with the q-difference Riccati equation
g(qz) = − a1(z)g(z) + a0(z)
g(z)
, (5.4.5)
and the second order linear q-difference equation
f
(
q2z
)
+ a1(z) f (qz) + a0(z) f (z) = 0, (5.4.6)
where q ∈ C\{0}, |q| = 1, a1(z) and a0(z) ≡ 0 are rational func-
tions.
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and the second order linear differential equation
u
′′
(z) + A(z)u(z) = 0 (5.4.2)
are closely related by the transformation
w(z) = −u
′(z)
u(z)
,
where A(z) is a meromorphic function, see e.g., [33, pp.103-106],
and the difference Riccati equation
∆ f (z) +
f (z)2 + A(z)
f (z)− 1 = 0 (5.4.3)
and the second order linear difference equation
∆2y(z) + A(z)y(z) = 0 (5.4.4)
are closely linked by the transformation
f (z) = −∆y(z)
y(z)
,
where A(z) is meromorphic function, see e.g., [40, pp.185].
We are thus concerned with the q-difference Riccati equation
g(qz) = − a1(z)g(z) + a0(z)
g(z)
, (5.4.5)
and the second order linear q-difference equation
f
(
q2z
)
+ a1(z) f (qz) + a0(z) f (z) = 0, (5.4.6)
where q ∈ C\{0}, |q| = 1, a1(z) and a0(z) ≡ 0 are rational func-
tions.
46 Dissertations in Forestry and Natural Sciences No 93
Summary of Papers I-IV
5.4.1 Transformation between q-difference Riccati equations and
second order linear q-difference equations
For a nontrivial meromorphic solution f (z) of equation (5.4.6), we
take
g(z) =
f (qz)
f (z)
. (5.4.7)
Then g(z) satisfies the q-difference Riccati equation (5.4.5). Con-
versely, if equation (5.4.5) admits a nontrivial meromorphic solu-
tion g(z), then the meromorphic solution f (z) of the first order
q-difference equation (5.4.7) satisfies equation (5.4.6).
Example 5.4.1 Suppose that q ∈ C\{0} and |q| = 1. Let a0(z) =
q2z2−(q2−2q−1)z+1
1−z2 and a1(z) =
2
z−1 . Then g(z) =
qz+1
z+1 and f (z) =
z+ 1 satisfy the q-difference Riccati equation (5.4.5) and the second
order linear q-difference equation (5.4.6), respectively, and both sat-
isfy the transformation (5.4.7).
5.4.2 Representations of solutions of q-difference Riccati equa-
tions
The representations of meromorphic solutions of Riccati equations
are interesting. Bank et al. [3, pp.371-373] demostrated that the dif-
ferential Riccati equation (5.4.1) possesses a one parameter family of
meromorphic solutions ( fc)c∈C if (5.4.1) has three distinct meromor-
phic solutions α1(z), α2(z) and α3(z). Ishizaki extended this prop-
erty to difference Riccati equation (5.4.3) and obtained a difference
analogue of this property, see [40, Proposition 2.1]. Now, we present
this property for the q-difference case below, which can also be seen
as a q-difference analogue of the fact that a cross ratio for four dis-
tinct meromorphic solutions of a differential Riccati equation is a
constant, see, e.g., [33, pp.108-109].
Theorem 5.4.1 Suppose that (5.4.5) possesses three distinct meromorphic
solutions g1(z), g2(z) and g3(z). Then any meromorphic solution g(z) of
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(5.4.5) can be represented by
g(z) =
g1(z)g2(z)− g2(z)g3(z)− g1(z)g2(z)φ(z) + g1(z)g3(z)φ(z)
g1(z)− g3(z)− g2(z)φ(z) + g3(z)φ(z) ,
(5.4.8)
where φ(z) is a meromorphic function satisfying φ(qz) = φ(z). Con-
versely, if for any meromorphic function φ(z) satisfying φ(qz) = φ(z),
we define a function g(z) by (5.4.8), then g(z) is a meromorphic solution
of (5.4.5).
We next illustrate some of the results of q-difference equations
which are explicitly solvable in terms of known zero order mero-
morphic functions (see [5]). Let q ∈ C be such that 0 < |q| < 1.
Then q-Gamma function Γq(x) is defined by
Γq(x) :=
(q; q)∞
(qx; q)∞
(1− q)1−x,
where (a; q)∞ = ∏∞k=0
(
1− aqk) . It is a meromorphic function with
poles at x = −n ± 2piik/ log q, where k and n are non-negative
integers, see [2]. By defining
γq(z) := (1− q)x−1Γq(x), z = qx,
and γq(0) := (q; q)∞, we observe that γq(z) is a meromorphic func-
tion of zero order with no zeros, having its poles at
{
qk
}∞
k=0.
Therefore, the first order linear q-difference equation
h(qz) = (1− z)h(z)
is solved by the function γq(z). We next consider the first order
linear q-difference equation
h(qz) = a(z)h(z), (5.4.9)
where a(z) is a rational function. If a(z) ≡ a is a constant, equation
(5.4.9) is solvable in terms of rational functions if and only if logq a
is an integer. If a(z) is nonconstant, let αi, i = 1, 2, · · · , n and β j, j =
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1, 2, · · · ,m be the zeros and poles of a(z), respectively, repeated
according to their multiplicities. Then a(z) can be written in the
form
a(z) =
c(1− z/α1)(1− z/α2) · · · (1− z/αn)
(1− z/β1)(1− z/β2) · · · (1− z/βm) ,
where c = 0 is a complex number depending on a(z). Hence, equa-
tion (5.4.9) is solved by
h(z) = zlogq c
γq(z/α1)γq(z/α2) · · · γq(z/αn)
γq(z/β1)γq(z/β2) · · · γq(z/βm) , (5.4.10)
which is meromorphic if and only if logq c is an integer.
We obtain from Theorem 3.2.1 and Theorem 3.2.2 that all tran-
scendental meromorphic solutions of equation (5.4.5) are of order
zero for all q ∈ C\{0} and |q| = 1. Therefore, we find that mero-
morphic solutions of q-difference Riccati equations (5.4.5) are con-
cerned with the q- Gamma function if q ∈ C such that 0 < |q| < 1.
Theorem 5.4.2 Let q ∈ C be such that 0 < |q| < 1. Suppose that q-
difference Riccati equation (5.4.5) possesses two distinct rational solutions
g1(z) and g2(z). Then there exists a meromorphic solution g3(z) distinct
from g1(z) and g2(z) so that any meromorphic solution g(z) of (5.4.5) is
represented in the form (5.4.8).
Example 5.4.2 Let q = − 12 , a1(z) = 5z+42(z+2) and a0(z) = z−4z+2 in (5.4.5)
and (5.4.6). Then functions
g1(z) = −2 and g2(z) = − z− 22(z+ 1) (5.4.11)
satisfy the q-difference Riccati equation (5.4.5).
Since g1(z) and g2(z) are two distinct rational solutions of (5.4.5),
we define a transformation
g(z) =
g1(z)h(z) + g2(z)
h(z) + 1
.
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Then (5.4.5) transforms into
h(qz) =
g1(z)
g2(z)
h(z),
so
h
(
−1
2
z
)
=
4(z+ 1)
z− 2 h(z) =
−2 [1− z−1]
1− z2
h(z).
We note that
γq(z) = (1− q)x−1Γq(x) = (q; q)∞(qx; q)∞
=
(q; q)∞
(z; q)∞
. (5.4.12)
Thus, we conclude from (5.4.10) and (5.4.12) that
h(z) = z
{
log− 12
−2
}
·
γ− 12 (−z)
γ− 12
( z
2
) = z−1 ( z2 ;− 12)∞(−z;− 12)∞
= z−1
∏∞k=0
(
1− z2
(− 12)k)
∏∞k=0
(
1+ z
(− 12)k) = z−1
∏∞k=0
(
1+ z
(− 12)k+1)
∏∞k=0
(
1+ z
(− 12)k)
= z−1
[
1+
(− 12) z] [1+ (− 12)2 z] · · · [1+ (− 12)k z] · · ·
(1+ z)
[
1+
(− 12) z] [1+ (− 12)2 z] · · · [1+ (− 12)k z] · · ·
=
1
z(z+ 1)
,
and
g3(z) =
g1(z)h(z) + g2(z)
h(z) + 1
= − (z− 2)
2
2 (z2 + z+ 1)
is a meromorphic solution of (5.4.5), which is distinct from g1(z)
and g2(z). Moreover, we also conclude from (5.4.7), (5.4.11) and
(5.4.6) that
f1
(
−1
2
z
)
= −2 f1(z) and f2
(
−1
2
z
)
=
1− z2
1− z−1
f2(z),
which correspond to g1(z) and g2(z), respectively, and are also the
types of (5.4.9). Thus, we deduce from (5.4.10) that
f1(z) =
1
z
and f2(z) =
γ− 12
( z
2
)
γ− 12 (−z)
= z+ 1
satisfy the second order linear q-difference equation (5.4.6).
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5.4.3 Value distribution of solutions of q-difference Riccati equa-
tions and form of solutions of second order linear q-difference
equations
The following Lemma 5.4.1 is crucial to obtaining the property
of the Borel exceptional value of meromorphic solutions of the q-
difference Riccati equation (5.4.5).
Lemma 5.4.1 Suppose that h(z) is a nonconstant meromorphic func-
tion satisfying
N(r, h) + N
(
r,
1
h
)
= S(r, h).
Let
φ(z) = cn(z)h(z)n + cn−1(z)h(z)n−1 + · · ·+ c0(z)
be a polynomial in h(z) with n ∈ N and coefficients satisfying
T(r, cj) = S(r, h), j = 0, 1, · · · , n− 1, n, cn(z)c0(z) ≡ 0.
Then
N
(
r,
1
φ
)
= nT(r, h) + S(r, h) or N
(
r,
1
φ
)
≥ T(r, h) + S(r, h).
Thus, φ(z) ≡ 0.
We therefore obtain
Theorem 5.4.3 Let a1(z) and a0(z) be nonconstant rational functions.
If g(z) is a zero order transcendental meromorphic solution of the q-
difference Riccati equation (5.4.5) with q ∈ C\{0} and |q| = 1, then
(i) If |q| > 1 and N(r, g) + N
(
r, 1g
)
= S(r, g), then g(z) has at
most one Borel exceptional value;
(ii) Nevanlinna deficiencies δ(0, g) = δ(∞, g) = 0;
(iii) If qz2 + za1(z) + a0(z) ≡ 0, then g(z) has infinitely many fixed
points.
In particular, we obtain
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Theorem 5.4.4 If a1(z) = a1 and a0(z) = a0( = 0) are constants, and
if q ∈ C\{0} and |q| = 1, then the q-difference Riccati equation (5.4.5)
has only rational solutions. Furthermore, if a1(z) ≡ 0 and a0(z) = a0
is a nonzero constant, then (5.4.5) has only a nonzero constant solution
g(z) = d, which satisfies d2 + a0 = 0.
We now consider the form of the meromorphic solutions of (5.4.6),
according to Theorem 5.4.4. In fact, more details about meromor-
phic solutions of (5.4.6) have been studied in [6, 30]. Here, we only
consider the case where all coefficients are constants.
Theorem 5.4.5 If a1(z) ≡ 0 and a0(z) = a0 is constant, and if q ∈
C\{0} and |q| = 1, then every meromorphic solution f (z) of the second
order linear q-difference equation (5.4.6) has the form f (z) = βzk, where
β ∈ C\{0} and k ∈ Z satisfy q2k + a0 = 0.
Example 5.4.3 Let q ∈ C\{0} , |q| = 1, a1(z) ≡ 0 and a0(z) = − 1q2 .
Then the second order q-difference equation (5.4.6) is solved by
f (z) = 1z . Obviously, f (z) =
1
z and k = −1 satisfy the conclusions
described by Theorem 5.4.5.
5.4.4 Second order linear q-difference equations
Let y1(z) and y2(z) be meromorphic solutions of equation (5.4.6).
We define the q-Casorati determinant of meromorphic functions
y1(z) and y2(z) by
Cˆq(z) = Cˆq(y1, y2; z) =
∣∣∣∣∣ y1(z) y2(z)y1(qz) y2(qz)
∣∣∣∣∣.
Then the q-Casorati determinant Cˆq(z) vanishes identically on C if
and only if the functions y1(z) and y2(z) are linearly dependent
over the field of functions φ(qz) = φ(z). On the other hand, g1(z)
and g2(z) are linear independent if and only if Cˆq(g1, g2; z) ≡ 0.
From this definition, we obtain some properties of the q-Casorati
determinant Cˆq(z) as follows.
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Theorem 5.4.6 If y1(z) and y2(z) are nontrivial meromorphic solutions
of equation (5.4.6), then the q-Casorati determinant Cˆq(y1, y2; z) satisfies
a first order q-difference equation
∆qCˆq(z) = (a0 − 1)Cˆq(z). (5.4.13)
Conversely, we assume that y1(z)( ≡ 0) and y2(z) satisfy (5.4.13). If
y1(z) is a meromorphic solution of equation (5.4.6), then y2(z) is also a
meromorphic solution of equation (5.4.6).
Theorem 5.4.7 (i) Let y1(z) and y2(z) be linear independent meromor-
phic solutions of equation (5.4.6), and let Cˆq(z) be the q-Casoratian de-
terminant of y1(z) and y2(z). Then y2(z) is represented as y2(z) =
g(z)y1(z), where g(z) satisfies
∆qg(z) =
Cˆq(z)
y1(z)y1(qz)
(5.4.14)
(ii) Let y1(z) be a nontrivial meromorphic solution of equation (5.4.6), and
let Cˆq(z) be a meromorphic solution of equation (5.4.13). If g(z) satisfies
(5.4.14), then y2(z) = g(z)y1(z) is a meromorphic solution of equation
(5.4.6).
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In this article, we treat complex difference equation of the form
AnðzÞ f ðzþ nÞ þ � � � þ A1ðzÞ f ðzþ 1Þ þ A0ðzÞ f ðzÞ ¼ Anþ1ðzÞ,
where Aj(z)( j¼ 0, 1, . . . , n, nþ 1) are meromorphic functions. We give
answers to the growth estimates of the meromorphic solutions, and firstly
consider the deficiency and fixed points of the meromorphic solutions of
these equations. Some examples are listed to show that the result about the
properties of fixed points is the best possible in a certain sense.
Keywords: growth; difference equations; deficiency; fixed points
AMS Subject Classifications: 30D35; 39B32
1. Introduction
AnðzÞ f ðzþ nÞ þ � � � þ A1ðzÞ f ðzþ 1Þ þ A0ðzÞ f ðzÞ ¼ 0, ð1:1Þ
and
AnðzÞ f ðzþ nÞ þ � � � þ A1ðzÞ f ðzþ 1Þ þ A0ðzÞ f ðzÞ ¼ Anþ1ðzÞ, ð1:2Þ
where Aj(z)( j¼ 0, 1, . . . , n, nþ 1) are meromorphic functions.
We use the standard notations of Nevanlinna theory in this article [1–4].
We know that the lemma on the logarithmic derivative of a meromorphic
function plays a key role in the study of meromorphic functions and complex
differential equations. Thus, in order to use Nevanlinna theory to difference operator
and difference equations [5–15], it is necessary to have a difference analogue of the
lemma on the logarithmic derivative. Fortunately, there are two papers [9,10]
*Corresponding author. Email: hzbo20019@sina.com
ISSN 1747–6933 print/ISSN 1747–6941 online
 2011 Taylor & Francis
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of linear and nonlinear difference quations of the forms
In  this  article,  we  are  concerned  with  the  properties  of  the  meromorphic  solutions
containing very similar results about a difference analogue of the lemma on the
logarithmic derivative.
THEOREM 1.1 [10, Theorem 2.1] Let f(z) be a non-constant meromorphic function,
c2C, 05 �5 1 and "4 0. Then
m r,
f ðzþ cÞ
f ðzÞ
� �
¼ o Tðrþ jcj, f Þ
1þ"
r�
� �
for all r outside of a possible exceptional set E with finite logarithmic measureR
E
dr
r 5 þ1:
THEOREM 1.2 [9, Corollary 2.6] Let �1, �2 be two complex numbers such that �1 6¼ �2
and let f(z) be a finite-order meromorphic function. Let �(f) be the order of f(z), then for
each "4 0, we have
m r,
f ðzþ �1Þ
f ðzþ �2Þ
� �
¼ Oðr�ð f Þ�1þ"Þ:
In order to relate our results, we also need the following preliminaries.
Let g(z) be an entire function. The order �(g) and the type �(g) of g(z) are defined,
respectively,
�ð gÞ ¼ lim sup
r!þ1
log logMðr, gÞ
log r
¼ lim sup
r!þ1
logTðr, gÞ
log r
, �ð gÞ ¼ lim sup
r!þ1
logMðr, gÞ
r�
:
2. The growth of the solutions of the difference equations
Y.M. Chiang and S.J. Feng considered the growth of meromorphic solutions of a
general linear difference equations (1.1), and they obtained the following theorem.
THEOREM 2.1 [9, Theorem 9.2] Let A0(z),A1(z), . . . ,An(z) be entire functions such
that there exists an integer l, 0� l� n, such that
max
0�j6¼l�n
f�ðAj Þg5 �ðAl Þ: ð2:1Þ
If f(z) is a meromorphic solution of equations (1.1), then �(f)� �(Al)þ 1.
In Theorem 2.1, the coefficients of (1.1) should satisfy the condition (2.1). If the
condition (2.1) was replaced by �ðAl Þ ¼ max0�j6¼l�nf�ðAj Þg, what will be the results?
Regarding this, I. Laine and C.C. Yang obtained the following theorem.
THEOREM 2.2 [15, Theorem 5.2] Let A0(z),A1(z), . . . ,An(z) be entire functions of
finite order such that among those having the maximal order � ¼ max0�j6¼l�nf�ðAj Þg,
exactly one has its type strictly greater than the others. Then for any meromorphic
solution of (1.1), we have �( f )� �(Al)þ 1.
Remark 2.1 In [15], Laine and Yang asked whether all meromorphic solutions f(z)
of equation (1.1) satisfy �ð f Þ � 1þmax0�j�nf�ðAj Þg, even if there is no dominating
coefficient.
2 Z.-B. Huang et al.
D
ow
nl
oa
de
d 
by
 [Z
hi
-B
o 
H
ua
ng
] a
t 1
6:
39
 1
4 
N
ov
em
be
r 2
01
1 
Here, we assert that the above conclusion does not hold identically if there is no
dominating coefficient in (1.1). For example:
Example 2.1 Let
Df ðzÞ ¼ f ðzþ 1Þ � f ðzÞ, Dnþ1f ðzÞ ¼ D Dnf ðzÞð Þ:
By n(2N) times iteration of the above difference operator to f(z), we have
Dnf ðzÞ ¼
Xn
j¼0
n
j
� �
ð�1Þn�jf ðzþ j Þ, ð2:2Þ
and
f ðzþ nÞ ¼
Xn
j¼0
n
j
� �
Djf ðzÞ:
Then, by the Theorem 1.1 in [14], the equation
ð6z2 þ 19zþ 15ÞD3f ðzÞ þ ðzþ 3ÞD2f ðzÞ � Df ðzÞ � f ðzÞ ¼ 0, ð2:3Þ
admits an entire solution f(z) of order �ð f Þ ¼ 13 :
By making use of the relation (2.2), we can rewrite Equation (2.3) to an equation
of the form (1.1), i.e.,
ð6z2 þ 19zþ 15Þ f ðzþ 3Þ � ð18z2 þ 56zþ 42Þ f ðzþ 2Þ
þ ð18z2 þ 55zþ 38Þ f ðzþ 1Þ � ð6z2 þ 18zþ 12Þ f ðzÞ ¼ 0: ð2:4Þ
Thus, Equation (2.4) also has an entire solution f(z) with order �ð f Þ ¼ 13. Here, all
the coefficients of (2.4) have order 0 and type þ1. Obviously, the conclusion of
Theorem 2.2 does not hold if there is no dominating coefficient.
But the following example shows that, if there is no dominating coefficient, f(z)
may satisfy �ð f Þ � 1þmax0�j�nf�ðAj Þg.
Example 2.2 f(z)¼ ezþ z is a solution of the equation
½ðe� 1Þz� 1� f ðzþ 2Þ � ½ðe2 � 1Þz� 2� f ðzþ 1Þ þ ½ðe2 � 2Þzþ ðe2 � 2eÞ� f ðzÞ ¼ 0:
ð2:5Þ
Here, the all coefficients of (2.5) have the order 0 and the type þ1, but �(f)¼ 1
satisfies the conclusion of Theorem 2.2.
Now, we will discuss the properties of the solutions of Equation (1.2) and obtain
the following theorems.
THEOREM 2.3 Suppose that the coefficients Aj(z)( j¼ 0, 1, . . . , n, nþ 1) in (1.2) are
meromorphic functions with finite order� �. If for any given "4 0, there exists some
l2 {0, 1, . . . , n, nþ 1} and an unbounded domain D�C such that
jAl ðzÞj � expf�r��"g,
jAj ðzÞj � expf�r��"g, j2 f0, 1, . . . , n, nþ 1gnflg
Complex Variables and Elliptic Equations 3
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for all z2D, where �4�4 0 are real numbers. Then each nontrivial meromorphic
solution f(z) of (1.2) satisfies �(f)� �.
THEOREM 2.4 Suppose that AjðzÞ ¼ BjðzÞeajzð j ¼ 0, 1, . . . , nÞ,Anþ1ðzÞ ¼ Bnþ1ðzÞ,
where Bj(z)(j¼ 0, 1, . . . , n, nþ 1) are meromorphic functions with order �(Bj)5 1
( j¼ 0, 1, . . . , n, nþ 1), aj¼ �j ei�, �j� 0, �2 [0, 2�)( j¼ 0, 1, . . . , n). If there exists
l2 {0, 1, . . . , n} such that �l4�¼max{�j: j 6¼ l, 0� j� n}, then each nontrivial
meromorphic solution f(z) of equation (1.2) satisfies �( f )� 1.
COROLLARY 2.5 Suppose that AjðzÞ ¼ PjðzÞeajzð j ¼ 0, 1, . . . , nÞ, where Pj(z)(j¼ 0,
1, . . . , n) are polynomials, aj¼ �jei�, �j� 0, � 2 [0, 2�)( j¼ 0, 1, . . . , n). If there exists
l2 {0, 1, . . . , n} such that �l4�¼max{�j: j 6¼ l, 0� j� n} and Anþ1(z) is an entire
function with the order �(Anþ1(z))5 1, then each nontrivial entire solution f(z) of the
equation (1.2) satisfies �( f )� 1.
In order to prove Theorems 2.3 and 2.4, we need the following lemmas.
LEMMA 2.1 [5, Lemma 1] Given "4 0 and meromorphic function f(z), the Nevanlinna
characteristic function T(r, f ) satisfies
Tðr, f ðzþ cÞÞ � ð1þ "ÞTðrþ jcj, f Þ, Tðrþ jcj, f Þ ¼ ð1þ "ÞTðr, f Þ
for all r4 1", where c is a complex number.
LEMMA 2.2 [16, Lemma 2.1] Let g(z) be a meromorphic function of order
�(g)¼ �5þ1. Then for any given "4 0, there exists a set E� [0, 2�) that has
finite linear measure mE, such that for all z satisfying arg z¼�2 [0, 2�)\E and
jzj ¼ r�R4 1, we have
expf�r�þ"g � j gðrei�Þj � expfr�þ"g:
LEMMA 2.3 Suppose that H(z)¼ h(z)eaz, where h(z) is a nonzero meromorphic
function with order �(h)¼ �5 1, a¼dei�, � 2 [0, 2�), d� 0 a constant. Set
E0¼ {�2 [0, 2�): cos(�þ�)¼ 0}. Then for any given "(05 "5 1� �), there exists
a set E that has linear measure zero, if z ¼ rei�,�2 ½0, 2�ÞnðESE0Þ, we have r
sufficiently large,
(i) if cos(�þ�)4 0, then
expfð1� "Þdr cosð� þ �Þg � jHðrei�Þj � expfð1þ "Þdr cosð� þ �Þg,
(ii) if cos(�þ�)5 0, then
expfð1þ "Þdr cosð� þ �Þg � jHðrei�Þj � expfð1� "Þdr cosð� þ �Þg:
Proof of Lemma 2.3 We can use the similar method used in [17] to prove it. Here,
we omit it.
LEMMA 2.4 [9, Corollary 8.3] Let �1, �2 be two arbitrary complex numbers, and let
f(z) be a meromorphic function of finite order �( f ). Let "4 0 be given, then there exists
a subset E�R with finite logarithmic measure such that for all r 62E[ [0, 1], we have
exp
�� r�ð f Þ�1þ"� � f ðzþ �1Þ
f ðzþ �2Þ
���� ���� � expðr�ð f Þ�1þ"Þ:
4 Z.-B. Huang et al.
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Proof of Theorem 2.3 Suppose that the conclusion does not hold, i.e., �( f )¼ �5 �.
By Lemma 2.1, we have �(f(zþ j))¼ �5 � for all j¼ 0, 1, . . . , n.
By Lemma 2.2, for any given "(05 2"5 �� �), there exists a set E1� [0, 2�) that
has finite linear measure, such that for all z satisfying arg z¼�2 [0, 2�)\E1 and
jzj ¼ r�R4 1, we have
expf�r�þ"g � j f ðrei� þ j Þj � expfr�þ"g, j ¼ 0, 1, . . . , n: ð2:6Þ
By assumption, we can choose a sequence of points fzk ¼ rkei�kg � D � C, where
�k2 [0, 2�)\E1 and jzkj ¼ rk�R4 1, rk!þ1 as k!þ1,such that
jAl ðrkei�kÞj � expf�rk��"g, ð2:7Þ
jAj ðrkei�kÞj � expf�rk��"g, j2 f0, 1, . . . , n, nþ 1gnflg, ð2:8Þ
where �4�4 0 are real numbers.
If l 6¼ nþ 1, It follows from (1.2) and (2.6–2.8) that
expf�rk��" � rk�þ"g � jAl ðrkei�k Þj � j f ðrkei�k þ l Þj
�
Xn
j¼0
j 6¼l
jAj ðrkei�kÞj � j f ðrkei�k þ j Þj þ jAnþ1ðrkei�kÞj
� ðnþ 1Þ expf�rk��" þ rk�þ"g,
which implies that
expfð�� �Þrk��" � 2rk�þ"g � nþ 1
holds for all sufficiently large rk. This is a contradiction since 05 2"5 �� � and
�4�4 0.
If l¼ nþ 1, we can use the same method to deduce a similar contradiction.
The proof of Theorem 2.3 is completed.
Proof of Theorem 2.4 Suppose that the conclusion does not hold, i.e., �( f )¼ �5 1.
Set
z ¼ rei�, �ð�,�Þ ¼ cosð� þ �Þ, E0 ¼ f� : cosð� þ �Þ ¼ 0g, � ¼ max
0�j�nþ1
f�ðBj Þg:
Then E0 is a finite set and �5 1. Thus, for any �2 [0, 2�)\E0, we have �(�, �)4 0 or
�(�,�)5 0.
Here, we only prove the case �(�, �)4 0 and deduce a contradiction.
By Lemma 2.3, for any given
" 05 2"5 min
�l � �
�l þ � , 1� �, 1� �
� �� �
,
there exists a set E2 that has linear measure zero, if z ¼ rei�,�2 ½0, 2�ÞnðE0
S
E2Þ, we
have r sufficiently large,
Aj ðrei�Þ
�� �� � expfð1þ "Þ�r�ð�,�Þg, j2 f0, 1, . . . , n, nþ 1g n flg, ð2:9Þ
jAl ðrei�Þj � expfð1� "Þ�lr�ð�,�Þg: ð2:10Þ
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Since we have assumed that �( f )¼ �5 1, we also have �ð f ðzþ l ÞÞ ¼
�
�
1
f ðzþl Þ
� ¼ �5 1. By Lemma 2.2, for any given " above, there exists a set
E32 [0, 2�) that has finite linear measure mE3, such that for all z satisfying arg
z¼�2 [0, 2�)\E3 and jzj ¼ r�R4 1, we have
expf�r�þ"g � 1
f ðrei� þ l Þ
���� ���� � expfr�þ"g, ð2:11Þ
expf�r�þ"g � jAnþ1ðrei�Þj � expfr�þ"g: ð2:12Þ
It follows from (1.2), (2.9)–(2.12) and Lemma 2.4 that, for any given
" 05 2"5 min
�l � �
�l þ � , 1� �, 1� �
� �� �
and z ¼ rei�,�2 ½0, 2�ÞnðE0
S
E2
S
E3Þ, we have r sufficiently large,
expfð1� "Þ�lr�ð�,�Þg � jAl ðrei�Þj
� jAnþ1ðrei�Þj � 1j f ðrei� þ l Þj þ
Xn
j¼0
j 6¼l
jAj ðrei�Þj � f ðre
i� þ j Þ
f ðrei� þ l Þ
���� ����
� expfr�þ"g � expfr�þ"g þ n expfð1þ "Þ�r�ð�,�Þg � expfr��1þ"g
� ðnþ 1Þ expfð1þ "Þ�r�ð�,�Þ þ r�þ" þ r�þ"g,
which implies that
exp
1
2
ð�l � �Þr�ð�,�Þ � r�þ" � r�þ"
� �
� nþ 1,
for all sufficiently large r. This is a contradiction since
05 2"5 min
�l � �
�l þ � , 1� �, 1� �
� �
,
�l4� and �(�,�)4 0.
The proof of Theorem 2.4 is completed.
Now, we consider the more general coefficients of (1.2).
Define
� ¼ max
0�j�nþ1
f�ðAjÞg, I ¼ f j2 f0, 1, . . . , nþ 1g : �ðAj Þ ¼ �g: ð2:13Þ
According to these notations, we obtain the following theorem.
THEOREM 2.6 Suppose that �4 0 and that AjðzÞ ¼ BjðzÞeajz� for all j2 I, where
aj2Cn{0}( j2 I ) and Bj(z)( j2 I ) are meromorphic functions with finite order
�(Bj)5 �. If the constants aj( j2 I ) are distinct, then each nontrivial meromorphic
solution f(z) of Equation (1.2) satisfies �( f )� �.
In order to prove Theorem 2.6, we need the following lemma.
LEMMA 2.5 [4, p. 79–80] Let fj( z)(j¼ 1, 2, . . . , n)(n� 2) be meromorphic functions,
gj(z)(j¼ 1, 2, . . . , n) be entire functions, and satisfy
(1)
Pn
j¼1 fjðzÞegjðzÞ ¼ 0;
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(2) when 1� j5 k� n, gj(z)� gk(z) is not a constant;
(3) when 1� j� n, 1� h5 k� n,
Tðr, fjÞ ¼ o Tðr, egh�gk Þ
� �ðr!þ1, r 62EÞ,
where E� (1, þ1) is of finite linear measure or finite logarithmic measure. Then
fj(z)� 0( j¼ 1, 2, . . . , n).
Proof of Theorem 2.6 We suppose that �( f )5þ1. Assume that the assertion does
not hold, i.e., every nontrivial solution f(z) of Equation (1.2) satisfies �( f )¼ �5 �.
By Lemma 2.1, we have �( f(zþ j))¼ �( f )¼ �5 � for all j¼ 0, 1, 2, . . . , n.
Now, we can rewrite Equation (1.2) the formX
j2 I
GjðzÞeajz� þ BðzÞ ¼ 0: ð2:14Þ
In (2.14), if nþ 12 I,
Gj ðzÞ ¼ Bj ðzÞ f ðzþ j Þð j2 Infnþ 1gÞ,Gnþ1ðzÞ ¼ �Bnþ1,BðzÞ ¼
X
j6 2 I
Aj ðzÞ f ðzþ j Þ,
if nþ 1 62 I,
Gj ðzÞ ¼ Bj ðzÞ f ðzþ j Þð j2 IÞ, BðzÞ ¼
X
j 6 2 I
Aj ðzÞ f ðzþ j Þ � Anþ1ðzÞ:
By (2.13) and the assumption of Theorem 2.6 �(Gj)5 � and B(z) is a
meromorphic function with finite order �(B)5 �.
It follows from Lemma 2.5 and (2.14) that Gj(z)� 0, j2 I. This is impossible.
Now, we consider that the coefficients of Equation (1.2) are transcendental
meromorphic functions and obtain the following theorem.
THEOREM 2.7 Suppose that �¼þ1 and that AjðzÞ ¼ BjðzÞegj ðzÞ for all j2 I, where
gj(z) are transcendental entire functions and Bj(z)( j2 I ) are meromorphic functions
with finite order. Moreover, suppose that gi(z)� gj(z) is transcendental entire function
for all i, j2 I, i 6¼ j. Then each nontrivial solution of Equation (1.2) satisfies �( f )¼þ1.
Proof of Theorem 2.7 The proof is similar to the proof of Theorem 2.6. Here we
omit it.
Remark From Theorems 2.6 and 2.7, if the coefficients Aj(z)(j¼ 0, 1, . . . , n, nþ 1)
are entire functions, We can find that those coefficients have the maximum order �,
exactly one of its type is strictly greater than the others. So we obtain the following
theorem.
THEOREM 2.8 Suppose that the coefficients Aj(z)(j¼ 0, 1, . . . , n, nþ 1) in (1.2) are
entire functions with finite order such that among those coefficients having the
maximum order � ¼ max0�j�nþ1f�ðAj ðzÞÞg, exactly one has its type strictly greater
than the others. Then each nontrivial entire solution f(z) of (1.2) satisfies �( f )� �.
Moreover, if f(z) is an entire solution of (1.2) with finite order �( f )¼ � and if l2 I and
�(Al)4 �¼max{�(Aj): j2 I\{l}}, then �( f )� �(Al)�max{�(Aj): j2 I\{l}}.
In order to prove Theorem 2.8, we need the following lemmas.
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The proof of Theorem 2.63 is completed.e pro f of Theorem 2.6 is completed.
LEMMA 2.6 [18, Lemma 4] Let f(z) be an entire function of order �( f )¼ �5þ1.
Then for any given "4 0, there is a set E� [1, þ1) that has finite linear measure mE
and finite logarithmic measure lmE, such that for all z satisfying jzj ¼ r 62 [0, 1][E,
expf�r�þ"g � j f ðzÞj � expfr�þ"g:
LEMMA 2.7 Let f(z) be an entire function with the order �( f )¼ �(05 �5þ1) and
the type �( f )¼ �(05 ��þ1). Then for any given positive number �5 �, there exists
a set E� [1, þ1) that has infinite linear measure mE and infinite logarithmic measure
lmE, such that for all r2E,
logMðr, f Þ4�r�:
Remark 2.2 In [19], Tu and Yi obtained the same result when 05 �5þ1 and
E� [1, þ1) that has infinite logarithmic measure. The main idea of the proof of
Lemma 2.7 comes from [19], but the details are somewhat different. For the
convenience, we give a complete proof.
Proof of Lemma 2.7 We prove the conclusion by considering the following two
cases.
Case 1 If 05 �5þ1.
By the definition of type function, there exists an increasing sequences
{rn}(rn!þ1, n!þ1) satisfying 1þ 1n
� �
rn5 rnþ1 and
lim
n!þ1
logMðrn, f Þ
r�n
¼ �:
Then for any given positive number �5 � and for any given "(05 "5 �� �), there
exists N02N such that for all n�N0, we have
logMðrn, f Þ4 ð� � "Þr�n : ð2:15Þ
Since 05 "5 �� �, we have 05 ���" 5 1. Thus, there exists N12N such that for
all n�N1, we have
n
nþ 1
� ��
4
�
� � " : ð2:16Þ
It follows from (2.15) and (2.16) that for all n�N¼max{N0, N1} and for all
r2 rn, 1þ 1n
� �
rn
� �
, we have
logMðr, f Þ � logMðrn, f Þ4 ð� � "Þr�n � ð� � "Þ
n
nþ 1 r
� ��
4�r�: ð2:17Þ
Set
E ¼
[þ1
n¼N
rn, 1þ 1
n
� �
rn
� �
,
then
mE ¼
Xþ1
n¼N
rn
n
¼ þ1 ð2:18Þ
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lim
n!þ1
rnþ1
nþ 1 =
rn
n
� �
¼ lim
n!þ1
rnþ1
rn
� n
nþ 1 4 limn!þ1 1þ
1
n
� �
� n
nþ 1 ¼ 1,
and
lmE ¼
Xþ1
n¼N
Z 1þ1nð Þrn
rn
1
t
dt ¼
Xþ1
n¼N
log 1þ 1
n
� �
¼ þ1: ð2:19Þ
Case 2 If �¼þ1.
By the definition of type function, there exists an increasing sequence
{rn}(rn!þ1, n!þ1) satisfying 1þ 1n
� �
rn5 rnþ1 such that
logMðrn, f Þ4Ar�n ð2:20Þ
for any given positive number A5þ1.
For any given positive number �5A, there exists N2N such that for all n�N,
we have
n
nþ 1
� ��
4
�
A
: ð2:21Þ
By using the same method similar to case 1, we also can prove that (2.17)–(2.19)
hold.
Together with Case 1 and Case 2, the proof of Lemma 2.7 is completed.
Proof of Theorem 2.8 Suppose that the conclusion does not hold, i.e., �( f )¼ �5 �,
then �ð fþ j Þ ¼ �� 1
f ðzþj Þ
� ¼ �5 � for all j¼ 0, 1, . . . , n.
Since the coefficients of (1.2) have the maximum order � ¼ max0�j�nþ1f�ðAj ðzÞÞg,
exactly one has its type strictly greater than the others, without loss of generality, we
can set l2 I and satisfies �(Al)4 �¼max{�(Aj): j2 I\{l}}.
Define
� ¼ maxf�ðAj Þ: j2 f0, 1, . . . , n, nþ 1gnIg,
then �5 � by (2.13).
By Lemma 2.6, for any given "(05 2"5min{�� �, �� �}), there exists a set
E4� [1, þ1) that has finite linear measure and finite logarithmic measure , such that
for all z satisfying jzj ¼ r 62 [0, 1][E4, we have
1
f ðzþ l Þ
���� ���� � expfr�þ"g, j f ðzþ j Þj � expfr�þ"g, j ¼ 0, 1, . . . , n, ð2:22Þ
jAj ðzÞj � expfr�þ"g � expfr��"g, j2 f0, 1, . . . , n, nþ 1gnI: ð2:23Þ
Let �1, �2 be positive real numbers such that �5�15�25 �(Al). By Lemma 2.7
and the definition of type of an entire function, there exists a set E5� [1,þ1) that
has infinite linear measure and infinite logarithmic measure , such that for all z
satisfying jzj ¼ r2E5, we have
Mðr,Al ðzÞÞ4 expf�2r�g, ð2:24Þ
Mðr,Aj ðzÞÞ5 expf�1r�g, j2 Inflg: ð2:25Þ
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Thus, for all z satisfying jzj ¼ r2E5\([0, 1][E4), (2.22)–(2.25) hold. So there
exists a subsequence {rn: jzj ¼ rn}2E5\([0, 1][E4) such that jAl(z)j ¼M(r, Al(z)) and
expfð�2 � �1Þr�n � 2r�þ"n g � nþ 1,
whether l¼ nþ 1 or l 6¼ nþ 1.
Now we will show that �( f )� �(Al)� �. Suppose that the conclusion does not
hold, i.e., �( f )5 �(Al)� �.
Since we suppose that f(z) is an entire solution of (1.2) with finite order �( f )¼ �,
we have �ð f ðzþ j ÞÞ ¼ � 1f ðzþj Þ  ¼ �5 þ1 for all j¼ 0, 1, . . . , n.
By Lemma 2.6, for any given "(05 4"5min{�� �, �(Al)� �}), there exists a set
E6� [1, þ1) that has finite linear measure and finite logarithmic measure, such that
for all z satisfying jzj ¼ r 62 [0, 1][E6, we have
1
f ðzþ l Þ
  � expfr�þ"g, ð2:26Þ
jAj ðzÞj � expfr�þ"g � expfr��"g, j2 f0, 1, . . . , n, nþ 1gnI: ð2:27Þ
By Lemma 2.7 and the definition of type of an entire function, there exists a set
E7� [1, þ1) that has infinite linear measure and infinite logarithmic measure, such
that for all z satisfying jzj ¼ r2E7, we have
Mðr,Al ðzÞÞ4 expfð�ðAl Þ � "Þr�g, ð2:28Þ
Mðr, f ðzþ j ÞÞ � expfð�ð f Þ þ "Þr�g, j ¼ 0, 1, . . . , n, ð2:29Þ
Mðr,Aj ðzÞÞ5 expfð� þ "Þr�g, j2 Inflg: ð2:30Þ
Thus, for all z satisfying jzj ¼ r2E7\([0, 1][E6), (2.26)–(2.30) hold. So there
exists a subsequence {rn : jzj ¼ rn}2E7\([0, 1][E6) such that jAl(z)j ¼M(r, Al(z)) and
expfð�ðAl Þ � � � 2"Þr� � ð�ð f Þ þ "Þr� � r�þ"g
5expfð�ðAl Þ � � � 2"Þr� � ð�ð f Þ þ "Þr�g � nþ 1,
whether l¼ nþ 1 or l 6¼ nþ 1.
This is a contradiction. The proof of Theorem 2.8 is completed.
3. The deficiency and fixed points of the solutions of the difference equations
We first briefly recall some of the basic definition of Nevanlinna theory. We refer to
[9,13] for a comprehensive description of the value distribution theory. Denote the
Nevanlinna deficiency of a by
�ða, f Þ ¼ lim inf
r!þ1
mðr, aÞ
Tðr, f Þ ¼ 1� lim supr!þ1
N r, 1f�a
 
Tðr, f Þ
for a non-constant meromorphic function f(z) and for all a2 C^ :¼ C [ f1g.
Let f(z) be meromorphic function. Set g(z)¼ f(z)� z, then z is a fixed point of f(z)
if and only if g(z)� 0.
10 Z.-B. Huang et al.
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1 2,3] for a co prehensive description of the value distribution theory. enote the
In [6,7], Bergweiler et al. considered the zeros and fixed points of differences of
meromorphic functions. Here, we consider the deficiency and the fixed points of
solutions of difference equations (1.1) and (1.2).
In [3], Lanie considered the differential equation and obtained the following
Theorem.
THEOREM 3.1 [3, Theorem 4.3] Let f(z) be an admissible meromorphic solution of
equation
anðzÞ f ðnÞðzÞ þ an�1ðzÞ f ðn�1ÞðzÞ þ � � � þ a0ðzÞ f ðzÞ ¼ 0, a0ðzÞanðzÞ 6� 0, ð3:1Þ
where T(r, aj)¼S(r, f ) for all j¼ 0, 1, . . . , n. Then
�ð�, f Þ ¼ 0
for all � 6¼ 0, 1. Especially this is true for transcendental solutions of (3.1) with
polynomial coefficients.
If we consider the difference equation (1.1), by using the similar method as
Theorem 3.1, we also obtain the similar result as follows.
THEOREM 3.2 Let f(z) be a finite-order meromorphic solution of Equation (1.1),
where the entire coefficients Aj(z)( j¼ 0, 1, . . . , n) are small functions relative to f(z).
(1) If a(z) is a small meromorphic function relative to f(z) and satisfiesXn
j¼0
Aj ðzÞaðzþ j Þ 6� 0, ð3:2Þ
we obtain
�ðaðzÞ, f Þ ¼ 0:
(2) If a(z)¼ z is a small function relative to f(z) and satisfiesXn
j¼0
Aj ðzÞðzþ j Þ 6� 0, ð3:3Þ
we obtain that f(z) has infinitely many fixed points and satisfies �(f(z)� z)¼ �( f ).
COROLLARY 3.3 Suppose that the coefficients Aj(z)( j¼ 0, 1, . . . , n) in (1.1) are entire
functions with finite order such that among those coefficients having the maximum
order � ¼ max0�j�nf�ðAj Þg, exactly one has its type strictly greater than the others. Let
f(z) be a finite order meromorphic solution of Equation (1.1).
(1) If a(z) is a meromorphic function with finite order 5�þ 1 and satisfiesXn
j¼0
Aj ðzÞaðzþ j Þ 6� 0,
we obtain
�ðaðzÞ, f Þ ¼ 0:
(2) If a(z)¼ z and satisfies Xn
j¼0
Aj ðzÞðzþ j Þ 6� 0,
we obtain that f(z) has infinitely many fixed points and satisfies �(f(z)� z)¼ �( f ).
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Now, we will consider the fixed point of the solutions of the more general
equations (1.2), and obtain the following theorems.
THEOREM 3.4 Suppose that �4 0 and that AjðzÞ ¼ BjðzÞeajz� for all j2 I, where
aj2Cn{0}( j2 I) and Bj(z)( j2 I ) are meromorphic functions with finite order �(Bj)5 �.
If the constants aj( j2 I ) are distinct, then every nontrivial finite-order meromorphic
solution f(z) of Equation (1.2) has infinitely many fixed points and satisfies
�(f(z)� z)¼ �( f )� �.
Proof By using Theorem 2.6, we obtain that every nontrivial solution f(z) of
Equation (1.2) satisfies �( f )� �. Now we suppose that the assertion does not hold,
i.e., �(f(z)� z)5 �( f )51. This shows that there exists a positive integer k(��) such
that �(f(z)� z)¼ �( f )¼ k. Thus we can rewrite f(z)� z the form
f ðzÞ � z ¼ PðzÞe�zk , ð3:4Þ
where � is a nonzero constant and P(z) is a meromorphic function with
�ðPÞ � maxf�ð f ðzÞ � zÞ, k� 1g5 k:
From (3.4), we have
f ðzþ j Þ ¼ zþ jþ Pðzþ j ÞQj ðzÞe�zk , ð3:5Þ
where
Qj ðzÞ ¼ exp �C1kzk�1jþ �C2kzk�2j2 þ � � � þ �jk
� �
, �ðQj Þ ¼ k� 1, j ¼ 1, . . . , n:
By (1.2), (3.4) and (3.5), we obtain
Xn
j¼0
Pðzþ j ÞQj ðzÞAj ðzÞe�zk þ
Xn
j¼0
ðzþ j ÞAj ðzÞ ¼ Anþ1ðzÞ: ð3:6Þ
Together with (2.13) and AjðzÞ ¼ BjðzÞeajz� for all j2 I, if nþ 12 I, (3.6) can be
rewritten in the formX
j2 Infnþ1g
Pðzþ j ÞQj ðzÞBj ðzÞeajz�þ�zk þ
X
j2 Infnþ1g
ðzþ j ÞBj ðzÞeajz� � Bnþ1ðzÞeanþ1z�
þ
X
j 6 2 I
Pðzþ j ÞQj ðzÞAj ðzÞ
 !
e�z
k þ
X
j 6 2 I
ðzþ j ÞAj ðzÞ ¼ 0, ð3:7Þ
if nþ 1 62 I, (3.6) can be rewritten in the formX
j2 I
Pðzþ j ÞQj ðzÞBj ðzÞeajz�þ�zk þ
X
j2 I
ðzþ j ÞBj ðzÞeajz�
þ
X
j6 2 I
Pðzþ j ÞQj ðzÞAj ðzÞ
 !
e�z
k þ
X
j6 2 I
ðzþ j ÞAj ðzÞ � Anþ1ðzÞ
 !
¼ 0: ð3:8Þ
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By the above assumptions, we find that (3.7) and (3.8) satisfy the conditions of
Lemma 2.5 respectively. Hence, we obtain
Pðzþ j ÞQj ðzÞBj ðzÞ � 0, j2 Infnþ 1g:
This is a contradiction. The proof of Theorem 3.4 is completed.
THEOREM 3.5 Suppose that the coefficients Aj(z)(j¼ 0, 1, . . . , n, nþ 1) in (1.2) are
entire functions with finite order such that among those coefficients having the
maximum order � ¼ max0�j�nþ1f�ðAj ðzÞÞg, exactly one has its type strictly greater
than the others. Then every nontrivial finite-order meromorphic solution f(z) of
Equation (1.2) has infinitely many fixed points and satisfies �(f(z)� z)¼ �( f )� �.
The remaining part of this section is devoted to show that the result of
Theorem 3.2(2) is the best possible in certain senses.
Example 3.1 f(z)¼ ezþ 1 is a solution of the equation
ðz2 þ 1Þ f ðzþ 2Þ � ðeþ 1Þðz2 þ 1Þ f ðzþ 1Þ þ eðz2 þ 1Þ f ðzÞ ¼ 0: ð3:9Þ
Obviously, the coefficients of Equation (3.9) are small functions relative to f(z), and
ðz2 þ 1Þðzþ 2Þ � ðeþ 1Þðz2 þ 1Þðzþ 1Þ þ eðz2 þ 1Þz ¼ ð1� eÞðz2 þ 1Þ 6� 0,
also satisfies (3.3). Here, f(z)¼ ezþ 1 has infinitely many fixed points and satisfies
�(f(z)� z)¼ �( f )¼ 1.
The following example shows that the condition (3.3) cannot be omitted.
Example 3.2 f(z)¼ ez� z and f(z)¼ ezþ z both are the solutions of the equation
½ðe� 1Þz� 1� f ðzþ 2Þ � ½ðe2 � 1Þz� 2� f ðzþ 1Þ þ ½ðe2 � eÞzþ ðe2 � 2eÞ� f ðzÞ ¼ 0:
ð3:10Þ
Obviously, the coefficients of Equation (3.10) are small functions relative to f(z). But
½ðe� 1Þz� 1�ðzþ 2Þ � ½ðe2 � 1Þz� 2�ðzþ 1Þ þ ½ðe2 � eÞzþ ðe2 � 2eÞ�z � 0:
Thus, it does not satisfy the condition (3.3). In this case, f(z)¼ ez� z has infinitely
many fixed points and satisfies �(f(z)� z)¼ �( f )¼ 1, but f(z)¼ ezþ z has no fixed
point.
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CORRIGENDUM
The properties of the meromorphic solutions of some
difference equations
• In Theorem 2.2 , “σ = max
0≤j =l≤n
{σ(Aj(z))}” should be “σ = max
0≤j =l≤n
{σ(Aj(z))} >
0”.
• In Theorem 2.3, we may avoid the condition on the order of coefficients(i.e.,
≤ σ).
• In Theorem 2.7, “gi − gj is transcendental entire function” should be “gi − gj
are transcendental entire functions”.
• In Theorem 2.7, we need remove “σ =∞ and”.
• In Theorem 2.8 and Theorem 3.5, “σ = max
0≤j≤n+1
{σ(Aj(z))}” should be “σ =
max
0≤j≤n+1
{σ(Aj(z))} > 0”.
• In Corollary 3.3, “σ = max
0≤j≤n
{σ(Aj(z))}” should be “σ = max
0≤j≤n
{σ(Aj(z))} >
0”.
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Abstract. By using Nevanlinna value distribution theory of meromorphic functions, we resolve the
existence of finite order transcendental entire solutions of nonlinear difference equations of type
f
n
(z) + Pd(f) = p1(z)e
α1z + p2(z)e
α2z,
where pj(z)(j = 1, 2) are two small functions relative to e
z , αj(j = 1, 2) are two nonzero constants with
certain conditions, and Pd(f) denotes a difference polynomial in f(z) and its shifts f(z+ c), with small
functions relative to f(z) as its coefficients, of degree no greater than d(≤ n).
1. Introduction and Main Results
In this paper, a meromorphic function means meromorphic in the whole complex plane
C. In what follows, we assume that the reader is familiar with the fundamental results and
the standard notations of Nevanlinna value distribution theory of meromorphic functions,
such as the proximity functionm(r, f), the counting functionN(r, f) and the characteristic
function T (r, f), Nevanlinna main theorems and lemma on the logarithmic derivative
etc.(see e.g. [4, 6]).
Given a meromorphic function f(z), we call a meromorphic function a(z) a small
function relative to f(z) if T (r, a(z)) = S(r, f), where S(r, f) is used to denote any quantity
satisfying S(r, f) = o(T (r, f)) as r → ∞, possibly outside of an exceptional set of finite
logarithmic measure. A differential polynomial P (z, f) in f(z) is a polynomial in f(z)
and its derivatives, with small functions relative to f(z) as the coefficients. Similarly, a
difference polynomial Q(z, f) in f(z) is a polynomial in f(z) and its shifts f(z + c), with
small functions relative to f(z) as the coefficients, and a differential-difference polynomial
H(z, f) in f(z) is a polynomial in f(z), its derivatives and its shifts f(z + c), with small
functions relative to f(z) as the coefficients. We specify that the difference polynomial is
a finite sum of difference monomials of type
∏s
j=1 f(z + cj)
µj , where cj(j = 1, 2, · · · , s)
are complex constants and µj(j = 1, 2, · · · , s) are natural numbers, with small functions
relative to f(z) as the coefficients.
R. Nevanlinna derived and developed the value distribution with the well-known Poisson-
Jensen formula as its starting point. After that, Nevanlinna value distribution theory has
been applied to study and resolve the growth [6], value distribution [6], uniqueness [12],
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tire solution; Nevanlinna theory.
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solvability and existence of meromorphic solutions of linear and nonlinear differential
equations(see [5, 8, 10]).
With the development of difference analogues of Nevanlinna value distribution theory,
a number of fundamental results on difference operators and difference polynomials have
been obtained (see [1, 2, 3, 7]). In particular, the difference counterparts of Clunie lemma
[2, 7] have been extensively applied in studying the value distribution of a difference poly-
nomial P (z, f), as well as the growth estimates of solutions and meromorphic solvability
of difference equations in the complex plane.
Yang and Laine [11] recently investigated the existence of finite order transcendental
entire solutions of differential-difference equations. We now give their two results to serve
as a background to our considerations below.
Theorem 1.A([11, Theorem 2.5]). A nonlinear difference equation
f3(z) + q(z)f(z + 1) = c sin bz, (1.1)
where q(z) is a nonconstant polynomial and b, c ∈ C are nonzero constants, does not
admit entire solutions of finite order. If q(z) = q is a nonzero constant, then equation
(1.1) possesses three distinct entire solutions of finite order, provided b = 3pin and q3 =
(−1)n+1 27
4
c2 for a nonzero integer n.
Theorem 1.B([11, Theorem 2.6]). Let n ≥ 4 be an integer, M(z, f) be a linear
differential-difference polynomial in f(z), not vanishing identically, and h(z) be a mero-
morphic function of finite order. Then the differential-difference equation
fn(z) +M(z, f) = h(z)
possesses at most one transcendental entire solution of finite order such that all coefficients
of M(z, f) are small functions of f(z). If such a solution f(z) exists, then f(z) is of the
same order as h(z).
A natural question is whether similar conclusions hold for more general nonlinear dif-
ference equations. Here, we answer this question and obtain the following results.
Theorem 1.1. Suppose that n ≥ 3 is a positive integer, Pn−2(f) is a difference
polynomial in f(z) of degree ≤ n − 2, pj(z)(≡ 0)(j = 1, 2) are small entire functions
relative to ez and αj(j = 1, 2) are positive numbers satisfying (n− 2)α2 > nα1 > 0. Then
the difference equation
fn(z) + Pn−2(f) = p1(z)e
α1z + p2(z)e
α2z (1.2)
has no transcendental entire solutions of finite order.
Remark 1.1. In [11], an example was given to show that equation (1.1) may admit
three distinct entire solutions of finite order, i.e., the difference equation
f3(z) +
3
4
f(z + 1) = −1
4
sin 3piz =
1
8i
e−3piiz − 1
8i
e3piiz
is solved by
f1(z) = − 1
2i
e−piiz +
1
2i
epiiz, f2(z) = −ε
2
2i
e−piiz +
ε
2i
epiiz and f3(z) = − ε
2i
e−piiz +
ε2
2i
epiiz,
where ε := − 1
2
+
√
3
2
i is a cubic root of unity. In fact, we can more generally obtain
Theorem 1.2. Suppose that n ≥ 2 is a positive integer, Pn−2(f) is a difference
polynomial in f(z) of degree ≤ n− 2, pj(z)(j = 1, 2) are small entire functions relative to
ez and αj(j = 1, 2) are integers satisfying α1α2 < 0 and α1 + α2 ≥ 0. If there exists a
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transcendental entire function f(z) of finite order solving equation (1.2), then α1+α2 = 0
and difference equation (1.2) admits solutions of the type
f(z) = c1β1(z)e
α1z
n + c2β2(z)e
α2z
n ,
where c1, c2 are nonzero constants and β
n
j (z) = pj(z), j = 1, 2.
We also observe that the solvability of transcendental meromorphic solutions of lin-
ear and nonlinear differential equations (see, e.g. [5, 8, 10]), or differential-difference
equations(see [11]), has been studied when the degrees of the differential polynomials or
differential-difference polynomials are less than the degree n. Now, we consider the equal
case and obtain the following result.
Theorem 1.3. Suppose that n,m are positive integers with n ≥ m > 0, Mk(f)(k =
0, 1, · · · ,m) are difference monomials in f(z) of degree k, pj(z)(j = 1, 2) are small functions
relative to ez and αj(j = 1, 2) are positive numbers satisfying α2 ≥ α1 > 0. Then the
difference equation
fn+m(z) + P (z, f) = p1(z)e
α1z + p2(z)e
α2z (1.3)
has no transcendental entire solution of finite order, where P (z, f) = fn(z)
m∑
k=0
Mk(f).
2. Lemmas for proofs
We now recall some lemmas for our proofs.
Lemma 2.1([2, Theorem 3.1]). Let f(z) be a nonconstant meromorphic solution of
f(z)nP (z, f) = Q(z, f),
where P (z, f) and Q(z, f) are difference polynomials in f(z), and let δ < 1 and ε > 0. If
the degree of Q(z, f) as a polynomial in f(z) and its shifts is at most n, then
m (r, P (z, f)) = o
(
T (r + |c|)1+ε
rδ
)
+ o (T (r, f))
for all r outside of a possible exceptional set with finite logarithmic measure.
Remark 2.1. If meromorphic function f(z) is finite order in Lemma 2.1, the conclusion
can be expressed as
m (r, P (z, f)) = S(r, f)
for all r outside of a possible exceptional set with finite logarithmic measure.
Remark 2.2. By examining the proof of Lemma 2.1, the conclusion also holds if
difference polynomials P (z, f) and Q(z, f) are polynomials in f(z) with small proximity
functions relative to f(z) as the coefficients.
Remark 2.3. If P (z, f) and Q(z, f) are differential-difference polynomials, then the
same conclusion of Lemma 2.1 remains valid.
Lemma 2.2([1, Corollary 2.6], [2, Corollary 2.2]). Let f(z) be a meromorphic function
of finite order, and let c ∈ C. Then
m
(
r,
f(z + c)
f(z)
)
= S(r, f),
for all r outside of a possible exceptional set with finite logarithmic measure.
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Lemma 2.3([9, Lemma 3]). Suppose that h(z) is a nonconstant meromorphic function
satisfying
N(r, h) +N
(
r,
1
h
)
= S(r, h).
Let f(z) = a0h
p+a1h
p−1+· · ·+ap and g(z) = b0hq+b1hq−1+· · ·+bq be polynomials in h(z)
with coefficients a0, a1, · · · , ap, b0, b1, · · · , bq being small functions of h(z) and a0b0bp ≡ 0.
If q ≤ p, then
m
(
r,
g
f
)
= S(r, h).
Lemma 2.4([12, Theorem 1.51]). Suppose that fj(z)(j = 1, 2, · · · , n)(n ≥ 2) are
meromorphic functions, gj(z)(j = 1, 2, · · · , n) are entire functions satisfying the following
conditions.
(1)
n∑
j=1
fj(z)e
gj(z) = 0.
(2) gj(z)− gk(z) are not constants for 1 ≤ j < k ≤ n.
(3) For 1 ≤ j ≤ n, 1 ≤ h < k ≤ n,
T (r, fj) = o
{
T (r, egh−gk )
}
(r → +∞, r ∈ E),
where E ⊂ (1,+∞) is of finite linear measure or finite logarithmic measure.
Then fj(z) ≡ 0(j = 1, 2, · · · , n).
3. Proof of Theorem 1.1
Suppose that f(z) is a transcendental entire solution of finite order to equation (1.2).
Then, by differentiating both sides of equation (1.2), we obtain
nfn−1(z)f
′
(z) + (Pn−2(f))
′
=
(
p
′
1(z) + α1p1(z)
)
eα1z +
(
p
′
2(z) + α2p2(z)
)
eα2z. (3.1)
By eliminating eα1z and eα2z, respectively, from (1.2) and (3.1), we conclude that(
p
′
1(z) + α1p1(z)
)
fn(z)− np1(z)fn−1(z)f
′
(z) +Qn−2(f) = β(z)e
α2z (3.2)
and (
p
′
2(z) + α2p2(z)
)
fn(z)− np2(z)fn−1(z)f
′
(z) +Rn−2(f) = −β(z)eα1z, (3.3)
where
Qn−2(f) =
(
p
′
1(z) + α1p1(z)
)
Pn−2(f)− p1(z) (Pn−2(f))
′
,
and
Rn−2(f) =
(
p
′
2(z) + α2p2(z)
)
Pn−2(f)− p2(z) (Pn−2(f))
′
are differential-difference polynomials in f(z), its derivative f
′
(z) and its shifts f(z + c)
with degree no greater than n−2, and β(z) = p′1(z)p2(z)−p1(z)p
′
2(z)+(α1−α2)p1(z)p2(z)
is a small entire function relative to ez. Obviously, β(z) can not vanish identically. Indeed,
if
p
′
1(z)p2(z)− p1(z)p
′
2(z) + (α1 − α2)p1(z)p2(z) = 0,
then
p1(z)/p2(z) = ce
(α2−α1)z
for a nonzero constant c. This is impossible since p1(z), p2(z) are small entire functions
relative to ez and α1 = α2 from the assumptions of Theorem 1.1. Thus, (3.2) and (3.3)
show that
T (r, eαjz) ≤ nT (r, f) + S(r, f), j = 1, 2.
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Therefore,
S (r, ez) = S(r, f) =: S(r). (3.4)
Since Pn−2(f) is a difference polynomial, we can write Pn−2(f) in the form
Pn−2(f) =
n−2∑
k=0
bk(z)Mk(f),
where bk(z)(k = 0, 1, · · · , n − 2) are small functions relative to f(z), M0(f) = 1 and
Mk(f)(k = 1, 2, · · · , n− 2) are difference monomials in f(z) of degree k. Without loss of
generality, we may assume that b0(z) ≡ 0. Otherwise, we do the transformation f(z) =
g(z) + τ for a suitable constant τ . It follows from (1.2) that
1
p1(z)e
α1z+p2(z)e
α2z−b0(z)
+
n−2∑
k=1
bk(z)
p1(z)e
α1z+p2(z)e
α2z−b0(z)
Mk(f)
fk(z)
(
1
f(z)
)n−k
=
(
1
f(z)
)n
.
(3.5)
By Lemma 2.2, we obtain
m
(
r,
Mk(f)
fk(z)
)
= S(r).
By applying Lemma 2.3 with function h(z) = ez together with equation (3.4), we conclude
that
m
(
r,
1
p1(z)eα1z + p2(z)eα2z − b0(z)
)
= S (r, ez) = S(r),
and
m
(
r,
eαjz
p1(z)eα1z + p2(z)eα2z − b0(z)
)
= S (r, ez) = S(r), j = 1, 2.
So the left hand side of (3.5) is a polynomial in 1
f(z)
of degree no greater than n− 1 with
small proximity functions relative to f(z) as the coefficients. We deduce from Lemma 2.1,
Remark 2.2 and (3.5) that
m
(
r,
1
f(z)
)
= S(r). (3.6)
Multiplying (3.5) by eαjz(j = 1, 2), respectively, we get, for j = 1, 2,
eαjz
p1(z)eα1z + p2(z)eα2z − b0(z)+
n−2∑
k=1
bk(z)e
αjz
p1(z)eα1z + p2(z)eα2z − b0(z)
Mk(f)
fk(z)
(
1
f(z)
)n−k
=
eαjz
fn(z)
.
Therefore,
m
(
r,
eαjz
fn(z)
)
= S(r), j = 1, 2. (3.7)
Now, we will proceed to prove that
m
(
r,
eα1z
fs(z)
)
= S(r), (3.8)
for s = n− 1 and s = n− 2.
For a fixed r > 0, let z = reiθ, θ ∈ [0, 2pi), the interval [0, 2pi) can be expressed as the
union of the following three disjoint sets:
E1 =
{
θ ∈ [0, 2pi) :
∣∣∣ f2(z)
e(α2−α1)z
∣∣∣ ≤ 1, z = reiθ} ,
E2 =
{
θ ∈ [0, 2pi) :
∣∣∣ f2(z)
e(α2−α1)z
∣∣∣ > 1, |ez| ≤ 1, z = reiθ} ,
E3 =
{
θ ∈ [0, 2pi) :
∣∣∣ f2(z)
e(α2−α1)z
∣∣∣ > 1, |ez| > 1, z = reiθ} .
(3.9)
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Lemma 2.3([9, Lemma 3]). Suppose that h(z) is a nonconstant meromorphic function
satisfying
N(r, h) +N
(
r,
1
h
)
= S(r, h).
Let f(z) = a0h
p+a1h
p−1+· · ·+ap and g(z) = b0hq+b1hq−1+· · ·+bq be polynomials in h(z)
with coefficients a0, a1, · · · , ap, b0, b1, · · · , bq being small functions of h(z) and a0b0bp ≡ 0.
If q ≤ p, then
m
(
r,
g
f
)
= S(r, h).
Lemma 2.4([12, Theorem 1.51]). Suppose that fj(z)(j = 1, 2, · · · , n)(n ≥ 2) are
meromorphic functions, gj(z)(j = 1, 2, · · · , n) are entire functions satisfying the following
conditions.
(1)
n∑
j=1
fj(z)e
gj(z) = 0.
(2) gj(z)− gk(z) are not constants for 1 ≤ j < k ≤ n.
(3) For 1 ≤ j ≤ n, 1 ≤ h < k ≤ n,
T (r, fj) = o
{
T (r, egh−gk )
}
(r → +∞, r ∈ E),
where E ⊂ (1,+∞) is of finite linear measure or finite logarithmic measure.
Then fj(z) ≡ 0(j = 1, 2, · · · , n).
3. Proof of Theorem 1.1
Suppose that f(z) is a transcendental entire solution of finite order to equation (1.2).
Then, by differentiating both sides of equation (1.2), we obtain
nfn−1(z)f
′
(z) + (Pn−2(f))
′
=
(
p
′
1(z) + α1p1(z)
)
eα1z +
(
p
′
2(z) + α2p2(z)
)
eα2z. (3.1)
By eliminating eα1z and eα2z, respectively, from (1.2) and (3.1), we conclude that(
p
′
1(z) + α1p1(z)
)
fn(z)− np1(z)fn−1(z)f
′
(z) +Qn−2(f) = β(z)e
α2z (3.2)
and (
p
′
2(z) + α2p2(z)
)
fn(z)− np2(z)fn−1(z)f
′
(z) +Rn−2(f) = −β(z)eα1z, (3.3)
where
Qn−2(f) =
(
p
′
1(z) + α1p1(z)
)
Pn−2(f)− p1(z) (Pn−2(f))
′
,
and
Rn−2(f) =
(
p
′
2(z) + α2p2(z)
)
Pn−2(f)− p2(z) (Pn−2(f))
′
are differential-difference polynomials in f(z), its derivative f
′
(z) and its shifts f(z + c)
with degree no greater than n−2, and β(z) = p′1(z)p2(z)−p1(z)p
′
2(z)+(α1−α2)p1(z)p2(z)
is a small entire function relative to ez. Obviously, β(z) can not vanish identically. Indeed,
if
p
′
1(z)p2(z)− p1(z)p
′
2(z) + (α1 − α2)p1(z)p2(z) = 0,
then
p1(z)/p2(z) = ce
(α2−α1)z
for a nonzero constant c. This is impossible since p1(z), p2(z) are small entire functions
relative to ez and α1 = α2 from the assumptions of Theorem 1.1. Thus, (3.2) and (3.3)
show that
T (r, eαjz) ≤ nT (r, f) + S(r, f), j = 1, 2.
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Therefore,
S (r, ez) = S(r, f) =: S(r). (3.4)
Since Pn−2(f) is a difference polynomial, we can write Pn−2(f) in the form
Pn−2(f) =
n−2∑
k=0
bk(z)Mk(f),
where bk(z)(k = 0, 1, · · · , n − 2) are small functions relative to f(z), M0(f) = 1 and
Mk(f)(k = 1, 2, · · · , n− 2) are difference monomials in f(z) of degree k. Without loss of
generality, we may assume that b0(z) ≡ 0. Otherwise, we do the transformation f(z) =
g(z) + τ for a suitable constant τ . It follows from (1.2) that
1
p1(z)e
α1z+p2(z)e
α2z−b0(z)
+
n−2∑
k=1
bk(z)
p1(z)e
α1z+p2(z)e
α2z−b0(z)
Mk(f)
fk(z)
(
1
f(z)
)n−k
=
(
1
f(z)
)n
.
(3.5)
By Lemma 2.2, we obtain
m
(
r,
Mk(f)
fk(z)
)
= S(r).
By applying Lemma 2.3 with function h(z) = ez together with equation (3.4), we conclude
that
m
(
r,
1
p1(z)eα1z + p2(z)eα2z − b0(z)
)
= S (r, ez) = S(r),
and
m
(
r,
eαjz
p1(z)eα1z + p2(z)eα2z − b0(z)
)
= S (r, ez) = S(r), j = 1, 2.
So the left hand side of (3.5) is a polynomial in 1
f(z)
of degree no greater than n− 1 with
small proximity functions relative to f(z) as the coefficients. We deduce from Lemma 2.1,
Remark 2.2 and (3.5) that
m
(
r,
1
f(z)
)
= S(r). (3.6)
Multiplying (3.5) by eαjz(j = 1, 2), respectively, we get, for j = 1, 2,
eαjz
p1(z)eα1z + p2(z)eα2z − b0(z)+
n−2∑
k=1
bk(z)e
αjz
p1(z)eα1z + p2(z)eα2z − b0(z)
Mk(f)
fk(z)
(
1
f(z)
)n−k
=
eαjz
fn(z)
.
Therefore,
m
(
r,
eαjz
fn(z)
)
= S(r), j = 1, 2. (3.7)
Now, we will proceed to prove that
m
(
r,
eα1z
fs(z)
)
= S(r), (3.8)
for s = n− 1 and s = n− 2.
For a fixed r > 0, let z = reiθ, θ ∈ [0, 2pi), the interval [0, 2pi) can be expressed as the
union of the following three disjoint sets:
E1 =
{
θ ∈ [0, 2pi) :
∣∣∣ f2(z)
e(α2−α1)z
∣∣∣ ≤ 1, z = reiθ} ,
E2 =
{
θ ∈ [0, 2pi) :
∣∣∣ f2(z)
e(α2−α1)z
∣∣∣ > 1, |ez| ≤ 1, z = reiθ} ,
E3 =
{
θ ∈ [0, 2pi) :
∣∣∣ f2(z)
e(α2−α1)z
∣∣∣ > 1, |ez| > 1, z = reiθ} .
(3.9)
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Suppose now that s = n− 1. By the definition of proximity function, we get
m
(
r,
eα1z
fn−1(z)
)
=
1
2pi
∫ 2pi
0
log+
∣∣∣∣ eα1zfn−1(z)
∣∣∣∣ dθ = I1 + I2 + I3,
where
Ij =
1
2pi
∫
Ej
log+
∣∣∣∣ eα1zfn−1(z)
∣∣∣∣ dθ, j = 1, 2, 3.
We proceed to estimate every Ij(j = 1, 2, 3) separately.
If θ ∈ E1, we have∣∣∣∣ eα1zfn−1(z)
∣∣∣∣ = ∣∣∣∣ eα2zfn(z) · f2(z)e(α2−α1)z · 1f(z)
∣∣∣∣ ≤ ∣∣∣∣ eα2zfn(z) · 1f(z)
∣∣∣∣
By (3.6) and (3.7), we obtain
I1 ≤ m
(
r,
eα2z
fn(z)
)
+m
(
r,
1
f(z)
)
= S(r).
If θ ∈ E2, we get |eα1z| = |ez|α1 ≤ 1 since α1 > 0. Thus,∣∣∣∣ eα1zfn−1(z)
∣∣∣∣ ≤ ∣∣∣∣ 1fn−1(z)
∣∣∣∣ .
By (3.6), we deduce that
I2 ≤ m
(
r,
1
fn−1(z)
)
= S(r).
If θ ∈ E3, we get 1|ez| < 1 and |f(z)|2 > |ez|α2−α1 . Since (n − 2)α2 > nα1 > 0, we
conclude that
(n− 1)α2 − (n+ 1)α1 > (n− 1) · n
n− 2α1 − (n+ 1)α1 =
2
n− 2α1 > 0.
Therefore ∣∣∣∣ eα1zfn−1(z)
∣∣∣∣ ≤ ∣∣∣∣ 1ez
∣∣∣∣
(n−1)α2−(n+1)α1
2
< 1,
and so
I3 = 0.
Similarly, we can prove that (3.8) holds for s = n− 2
Thus, (3.3) can be rewritten as the following two cases.
fn−1(z)ϕ(z) = −β(z) e
α1z
fn−1(z)
· fn−1(z)−Rn−2(f), (3.10)
and
fn−2(z) · f(z)ϕ(z) = −β(z) e
α1z
fn−2(z)
· fn−2(z)−Rn−2(f), (3.11)
where
ϕ(z) =
(
p
′
2(z) + α2p2(z)
)
f(z)− np2(z)f
′
(z). (3.12)
It follows from Lemma 2.1, Remark 2.2, Remark 2.3, (3.10) and (3.11) that
T (r, ϕ) = m(r, ϕ) = S(r), T (r, fϕ) = m(r, fϕ) = S(r).
If ϕ(z) ≡ 0, then
T (r, f) = m(r, f) ≤ m(r, fϕ) +m
(
r,
1
ϕ
)
≤ T (r, ϕ) + S(r) = S(r).
This is impossible. Thus, ϕ(z) ≡ 0. It follows from (3.3), (3.10) and (3.12) that(
p
′
2(z) + α2p2(z)
)
Pn−2(f)− p2(z) (Pn−2(f))
′
= Rn−2(f) = −β(z)eα1z, (3.13)
and (
p
′
2(z) + α2p2(z)
)
f − np2(z)f
′
(z) = 0. (3.14)
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By integrating (3.14), we obtain
fn(z) = c2p2(z)e
α2z (3.15)
for a nonzero constant c2. So,
f(z) = c(p2(z))
1
n e
α2
n
z (3.16)
for a nonzero constant c.
Now, substituting (3.16) into (3.13), we obtain that the left hand side of (3.13) is a
polynomial in e
α2z
n with degree no greater than n − 2. Thus, by Lemma 2.4, (3.13)
implies that
(n− 2)α2
n
= α1.
This is impossible since (n− 2)α2 > nα1. The proof of Theorem 1.1 is completed.
4. Proof of Theorem 1.2
Since α1 · α2 < 0, we may assume that α1 < 0 < α2. We also assume that there exists
transcendental entire function f(z) of finite order solving equation (1.2). Thus, similar to
the proof of Theorem 1.1, we still obtain (3.1)−(3.7). Set [0, 2pi) = E1 ∪ E2 ∪ E3, where
Ej(j = 1, 2, 3) are defined as (3.9). By replacing α1 > 0 with α1 + α2 ≥ 0, and by using
the similar estimation to (3.8), we also conclude that
m
(
r,
e(α1+α2)z
f2n−2(z)
)
= S(r). (4.1)
Multiplying (3.2) by (3.3), we obtain
f2n−2(z)ψ(z) = −β(z) · e
(α1+α2)z
f2n−2(z)
· f2n−2(z) + S2n−2(f), (4.2)
where S2n−2(f) is a differential-difference polynomial with small functions relative to f(z)
as its coefficients, and
ψ(z) =
{[
p
′
1(z) + α1p1(z)
]
f(z)− np1(z)f
′
(z)
}{[
p
′
2(z) + α2p2(z)
]
f(z)− np2(z)f
′
(z)
}
.
(4.3)
It follows from Lemma 2.1, Remark 2.2, Remark 2.3, (4.1) and (4.2) that
T (r, ψ) = m(r, ψ) = S(r).
Set
gj(z) =
[
p
′
j(z) + αjpj(z)
]
f(z)− npj(z)f
′
(z), j = 1, 2. (4.4)
We assert that gj(z) ≡ 0(j = 1, 2). Otherwise, if g2(z) ≡ 0, we can still get (3.15) and
(3.16). Substituting (3.15) and (3.16) into (1.2), we obtain
(c2 − 1)p2(z)eα2z + Tn−2
(
e
α2z
n
)
= p1(z)e
α1z, (4.5)
where Tn−2
(
e
α2z
n
)
is a polynomial in e
α2z
n of the degree no greater than n−2, with small
functions as its coefficients. Thus, by applying Lemma 2.4 to (4.5), we obtain c2 = 1 and
(n− 2)α2
n
= α1.
This is impossible since α1 < 0 < α2. Similarly, we also deduce a contradiction if g1(z) ≡ 0.
Therefore ψ ≡ 0 and (4.3) can be rewritten as[
p
′
2(z) + α2p2(z)
]
f(z)− np2(z)f
′
(z) =
ψ(z)
g1(z)
. (4.6)
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Suppose now that s = n− 1. By the definition of proximity function, we get
m
(
r,
eα1z
fn−1(z)
)
=
1
2pi
∫ 2pi
0
log+
∣∣∣∣ eα1zfn−1(z)
∣∣∣∣ dθ = I1 + I2 + I3,
where
Ij =
1
2pi
∫
Ej
log+
∣∣∣∣ eα1zfn−1(z)
∣∣∣∣ dθ, j = 1, 2, 3.
We proceed to estimate every Ij(j = 1, 2, 3) separately.
If θ ∈ E1, we have∣∣∣∣ eα1zfn−1(z)
∣∣∣∣ = ∣∣∣∣ eα2zfn(z) · f2(z)e(α2−α1)z · 1f(z)
∣∣∣∣ ≤ ∣∣∣∣ eα2zfn(z) · 1f(z)
∣∣∣∣
By (3.6) and (3.7), we obtain
I1 ≤ m
(
r,
eα2z
fn(z)
)
+m
(
r,
1
f(z)
)
= S(r).
If θ ∈ E2, we get |eα1z| = |ez|α1 ≤ 1 since α1 > 0. Thus,∣∣∣∣ eα1zfn−1(z)
∣∣∣∣ ≤ ∣∣∣∣ 1fn−1(z)
∣∣∣∣ .
By (3.6), we deduce that
I2 ≤ m
(
r,
1
fn−1(z)
)
= S(r).
If θ ∈ E3, we get 1|ez| < 1 and |f(z)|2 > |ez|α2−α1 . Since (n − 2)α2 > nα1 > 0, we
conclude that
(n− 1)α2 − (n+ 1)α1 > (n− 1) · n
n− 2α1 − (n+ 1)α1 =
2
n− 2α1 > 0.
Therefore ∣∣∣∣ eα1zfn−1(z)
∣∣∣∣ ≤ ∣∣∣∣ 1ez
∣∣∣∣
(n−1)α2−(n+1)α1
2
< 1,
and so
I3 = 0.
Similarly, we can prove that (3.8) holds for s = n− 2
Thus, (3.3) can be rewritten as the following two cases.
fn−1(z)ϕ(z) = −β(z) e
α1z
fn−1(z)
· fn−1(z)−Rn−2(f), (3.10)
and
fn−2(z) · f(z)ϕ(z) = −β(z) e
α1z
fn−2(z)
· fn−2(z)−Rn−2(f), (3.11)
where
ϕ(z) =
(
p
′
2(z) + α2p2(z)
)
f(z)− np2(z)f
′
(z). (3.12)
It follows from Lemma 2.1, Remark 2.2, Remark 2.3, (3.10) and (3.11) that
T (r, ϕ) = m(r, ϕ) = S(r), T (r, fϕ) = m(r, fϕ) = S(r).
If ϕ(z) ≡ 0, then
T (r, f) = m(r, f) ≤ m(r, fϕ) +m
(
r,
1
ϕ
)
≤ T (r, ϕ) + S(r) = S(r).
This is impossible. Thus, ϕ(z) ≡ 0. It follows from (3.3), (3.10) and (3.12) that(
p
′
2(z) + α2p2(z)
)
Pn−2(f)− p2(z) (Pn−2(f))
′
= Rn−2(f) = −β(z)eα1z, (3.13)
and (
p
′
2(z) + α2p2(z)
)
f − np2(z)f
′
(z) = 0. (3.14)
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By integrating (3.14), we obtain
fn(z) = c2p2(z)e
α2z (3.15)
for a nonzero constant c2. So,
f(z) = c(p2(z))
1
n e
α2
n
z (3.16)
for a nonzero constant c.
Now, substituting (3.16) into (3.13), we obtain that the left hand side of (3.13) is a
polynomial in e
α2z
n with degree no greater than n − 2. Thus, by Lemma 2.4, (3.13)
implies that
(n− 2)α2
n
= α1.
This is impossible since (n− 2)α2 > nα1. The proof of Theorem 1.1 is completed.
4. Proof of Theorem 1.2
Since α1 · α2 < 0, we may assume that α1 < 0 < α2. We also assume that there exists
transcendental entire function f(z) of finite order solving equation (1.2). Thus, similar to
the proof of Theorem 1.1, we still obtain (3.1)−(3.7). Set [0, 2pi) = E1 ∪ E2 ∪ E3, where
Ej(j = 1, 2, 3) are defined as (3.9). By replacing α1 > 0 with α1 + α2 ≥ 0, and by using
the similar estimation to (3.8), we also conclude that
m
(
r,
e(α1+α2)z
f2n−2(z)
)
= S(r). (4.1)
Multiplying (3.2) by (3.3), we obtain
f2n−2(z)ψ(z) = −β(z) · e
(α1+α2)z
f2n−2(z)
· f2n−2(z) + S2n−2(f), (4.2)
where S2n−2(f) is a differential-difference polynomial with small functions relative to f(z)
as its coefficients, and
ψ(z) =
{[
p
′
1(z) + α1p1(z)
]
f(z)− np1(z)f
′
(z)
}{[
p
′
2(z) + α2p2(z)
]
f(z)− np2(z)f
′
(z)
}
.
(4.3)
It follows from Lemma 2.1, Remark 2.2, Remark 2.3, (4.1) and (4.2) that
T (r, ψ) = m(r, ψ) = S(r).
Set
gj(z) =
[
p
′
j(z) + αjpj(z)
]
f(z)− npj(z)f
′
(z), j = 1, 2. (4.4)
We assert that gj(z) ≡ 0(j = 1, 2). Otherwise, if g2(z) ≡ 0, we can still get (3.15) and
(3.16). Substituting (3.15) and (3.16) into (1.2), we obtain
(c2 − 1)p2(z)eα2z + Tn−2
(
e
α2z
n
)
= p1(z)e
α1z, (4.5)
where Tn−2
(
e
α2z
n
)
is a polynomial in e
α2z
n of the degree no greater than n−2, with small
functions as its coefficients. Thus, by applying Lemma 2.4 to (4.5), we obtain c2 = 1 and
(n− 2)α2
n
= α1.
This is impossible since α1 < 0 < α2. Similarly, we also deduce a contradiction if g1(z) ≡ 0.
Therefore ψ ≡ 0 and (4.3) can be rewritten as[
p
′
2(z) + α2p2(z)
]
f(z)− np2(z)f
′
(z) =
ψ(z)
g1(z)
. (4.6)
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By combining with (4.6) and (4.4) for g1(z), we can resolve
f(z) =
p2(z)
β(z)
· g1(z)− ψ(z)p1(z)
β(z)
· 1
g1(z)
, (4.7)
and
f
′
(z) =
p
′
2(z) + α2p2(z)
nβ(z)
· g1(z)− ψ(z)(p
′
1(z) + α1p1(z))
nβ(z)
· 1
g1(z)
, (4.8)
where β(z) = p
′
1(z)p2(z) − p1(z)p
′
2(z) + (α1 − α2)p1(z)p2(z) is a small entire function
relative to ez. Obviously, β(z) can not vanish identically. Indeed, if
p
′
1(z)p2(z)− p1(z)p
′
2(z) + (α1 − α2)p1(z)p2(z) = 0
then
p1(z)p2(z) = ce
(α2−α1)z
for a nonzero constant c. This is impossible since p1(z), p2(z) are small entire functions
relative to ez and α1 < 0 < α2.
By differentiating both sides of (4.7), we conclude that
f
′
(z) =
[(
p2(z)
β(z)
)′
+
p2(z)
β(z)
· g
′
1(z)
g1(z)
]
·g1(z)−
[(
ψ(z)p1(z)
β(z)
)′
− ψ(z)p1(z)
β(z)
· g
′
1(z)
g1(z)
]
· 1
g1(z)
.
(4.9)
By comparing the coefficients of (4.8) and (4.9), we get
p
′
2(z) + α2p2(z)
nβ(z)
=
(
p2(z)
β(z)
)′
+
p2(z)
β(z)
· g
′
1(z)
g1(z)
,
and
ψ(z)(p
′
1(z) + α1p1(z))
nβ(z)
=
(
ψ(z)p1(z)
β(z)
)′
− ψ(z)p1(z)
β(z)
· g
′
1(z)
g1(z)
By integrating the above two equalities, respectively, we deduce that
p2(z)e
α2z = d2
(
p2(z)g1(z)
β(z)
)n
, (4.10)
and
p1(z)e
α1z = d1
(
ψ(z)p1(z)
β(z)g1(z)
)n
, (4.11)
for nonzero constants dj(j = 1, 2). Now, substituting (4.10) and (4.11) into (4.7), we have
f(z) = c1β1(z)e
α1z
n + c2β2(z)e
α2z
n ,
where c1 = −
(
1
d1
) 1
n
, c2 =
(
1
d2
) 1
n
are nonzero constants and βnj (z) = pj(z)(j = 1, 2) are
small entire functions relative to ez.
In the following, we will prove α1 + α2 = 0. Multiplying (4.10) by (4.11), we obtain
p1(z)p2(z)e
(α1+α2)z = d1d2
(
ψ(z)p1(z)p2(z)
β2(z)
)n
.
Obviously, the right hand side of the above equality is a small function relative to ez.
Thus, α1 + α2 = 0 since α1 < 0 < α2 and α1 + α2 ≥ 0. The proof of Theorem 1.2 is
completed.
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5. Proof of Theorem 1.3
Suppose that f(z) is a transcendental entire solution of finite order to equation (1.3).
Then by differentiating both sides of equation (1.3), we obtain
(n+m)fn+m−1(z)f
′
(z) + (P (z, f))
′
=
(
p
′
1(z) + α1p1(z)
)
eα1z +
(
p
′
2(z) + α2p2(z)
)
eα2z.
(5.1)
By eliminating eα1z from (1.3) and (5.1), we conclude that(
p
′
1(z) + α1p1(z)
)
fn+m(z)−(n+m)p1(z)fn+m−1(z)f
′
(z)+Qn+m(f) = β(z)e
α2z, (5.2)
where
Qn+m(f) =
(
p
′
1(z) + α1p1(z)
)
P (z, f)− p1(z) (P (z, f))
′
,
is differential-difference polynomial in f(z), its derivative f
′
(z) and its shifts f(z+ c) with
degree no greater than n +m, β(z) = p
′
1(z)p2(z) − p1(z)p
′
2(z) + (α1 − α2)p1(z)p2(z) can
not vanish identically and is a small function relative to ez. Now, rewrite (5.2) as
fn+m(z)φ(z) = β(z)eα2z, (5.3)
where
φ(z) =
(
p
′
1(z) + α1p1(z)
)
− (n+m)p1(z)f
′
(z)
f(z)
+
Qn+m(f)
fn+m(z)
=
(
p
′
1(z) + α1p1(z)
)
− (n+m)p1(z)f
′
(z)
f(z)
+
(
p
′
1(z) + α1p1(z)
)
P (z, f)− p1(z) (P (z, f))′
fn+m(z)
=
(
p
′
1(z) + α1p1(z)
)
− (n+m)p1(z)f
′
(z)
f(z)
− np1(z)
m∑
k=0
Mk(f)
fk(z)
f
′
(z)
f(z)
(
1
f(z)
)m−k
+
(
p
′
1(z) + α1p1(z)
) m∑
k=0
Mk(f)
fk(z)
(
1
f(z)
)m−k
− p1(z)
m∑
k=0
M
′
k(f)
fk(z)
(
1
f(z)
)m−k
.
It follows from Lemma 2.2 and (3.6) that
m(r, φ) = S(r).
By applying Lemma 2.1 to (5.3), we also get
m(r, fφ) = S(r).
Obviously, the poles of φ(z) mainly come from the zeros of f(z). Suppose that φ(z) has
more than S(r) poles. We know that a zero of f(z) with multiplicity s should be the
pole of φ(z) with multiplicity no greater than ms. Thus, the left hand side of (5.3) has
more than S(r) zeros with multiplicities no less than ns(≥ 1), which is impossible since
T (r, β) = S(r). Therefore,
N(r, φ) = S(r) and N(r, fφ) = S(r).
Furthermore,
T (r, f) ≤ T (r, fφ) + T
(
r,
1
φ
)
≤ T (r, fφ) + T (r, φ) = S(r),
completing the proof.
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Abstract. In this paper, under certain assumptions, we prove some properties on transcendental
meromorphic solutions of complex functional difference equations of the form
∑
λ∈I
αλ(z)
(
n∏
i=0
f(z + ci)
λi
)
= R(z, f ◦ p) = a0(z) + a1(z)(f ◦ p) + · · ·+ as(z)(f ◦ p)
s
b0(z) + b1(z)(f ◦ p) + · · ·+ bt(z)(f ◦ p)t
,
where the shifts c0, c1, · · · , cn are distinct complex constants, p(z) is a polynomial, I is a finite set
of multi-indexes λ = (λ0, λ1, · · · , λn), and all coefficients are small meromorphic functions relative to
f(z). We also consider related complex difference equations.
1. Introduction and Main Results
In this paper, a meromorphic function means meromorphic in the whole complex plane
C. For a meromorphic function y(z), let σ(y) be the order of growth and µ(y) be the
lower order of y(z). Further, let λ(y)(resp. λ(1/y)) be the exponent of convergence of the
zeros(resp. poles) of y(z). We also assume that the reader is familiar with the fundamental
results and the standard notations of Nevanlinna theory of meromorphic functions(see e.g.
[12]). Given a meromorphic function y(z), we call a meromorphic function a(z) a small
function relative to y(z) if T (r, a(z)) = S(r, y) = o(T (r, y)) as r →∞, possibly outside of
an exceptional set of finite logarithmic measure. Moreover, for R(z, y) rational in y(z) with
small functions relative to y(z) as its coefficients, we use the notation d = degy R(z, y) for
the degree of R(z, y) with respect to y(z). In what follows, we always assume that R(z, y)
is irreducible in y(z).
Meromorphic solutions of complex difference equations have recently gained increasing
interest, due to the problem of integrability of difference equations. This is related to the
activity concerning Painleve´ differential equations and their discrete counterparts in the
last decades. Ablowitz, Halburd and Herbst [1] considered discrete equations to be delay
equations in the complex plane. This allowed them to analyze these equations with the
methods from complex analysis. In regard to related papers concerning a more general
class of complex difference equations, we may refer to [6, 13, 16]. These papers mainly
2000 Mathematics Subject Classification: 30D35, 39B32, 34M05.
Keywords: Complex functional difference equation; Complex difference equation; Nevanlinna
theory; Borel exceptional value.
Research supported by National Natural Science Foundation of China(No.11171119,
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dealt with equations of the form
∑
{J}
αJ(z)
(∏
j∈J
f(z + cj)
)
= R(z, f), (1.1)
where {J} is a collection of all non-empty subsets of {1, 2, · · · , n}, cj ′s are distinct complex
constants, f(z) is a transcendental meromorphic function, αJ
′
s are small functions relative
to f(z) and R(z, f) is a rational function in f(z) with small meromorphic coefficients.
Moreover, if the right-hand side of equation (1.1) is essentially like the composite function
e ◦ f of f(z) and a rational function e(z), Laine et al. reversed the order of composition,
i.e., they considered the composite function f ◦ e of f(z) and a rational function e(z), and
resulted in a complex functional difference equation. The following theorem [16, Theorem
2.8] gives an example.
Theorem 1.A [16, Theorem 2.8]. Suppose that f(z) is a transcendental meromorphic
solution of equation ∑
{J}
αJ(z)
(∏
j∈J
f(z + cj)
)
= f(p(z)),
where p(z) is a polynomial of degree k ≥ 2. Moreover, we assume that the coefficients
αJ(z) are small functions relative to f(z) and that n ≥ k. Then
T (r, f) = O((log r)α+ε),
where α = logn
log k
.
At this point, we briefly introduce some notations used in this paper. Let c0 = 0, cj ∈
C\{0}(j = 1, 2, · · · , n) be distinct constants, and let I be a finite set of multi-indexes
λ = (λ0, λ1, · · · , λn). A difference monomial of a meromorphic function f(z) is defined as
n∏
i=0
f(z + ci)
λi ,
and a difference polynomial H(z, f(z)) of a meromorphic function f(z), a finite sum of
difference monomials, is defined as
H(z, f(z)) =
∑
λ∈I
αλ(z)
(
n∏
i=0
f(z + ci)
λi
)
, (1.2)
where the coefficients αλ(z) are small functions relative to f(z). The degree and the
weight of the difference polynomial (1.2), respectively, are defined as
degf (H) = max
λ∈I
{
n∑
i=0
λi
}
and κf (H) = max
λ∈I
{
n∑
i=1
λi
}
.
Consequently, κf (H) ≤ degf (H). For instance, the degree and the weight of the difference
polynomial f2(z)f(z− 1)f(z+1)+ f(z)f(z+1)f(z+2)+ f2(z− 1)f(z+2), respectively,
are four and three. Moreover, a difference polynomial (1.2) is said to be homogeneous
with respect to f(z) if the degree dλ = λ0 + λ1 + · · ·+ λn of each monomial in the sum of
(1.2) is nonzero and the same for all λ ∈ I.
In the following, we proceed to prove generalizations of Theorem 1.A, and investigate
some other related results. We permit more general expressions on both sides of equation
(1.1).
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Theorem 1.1. Let c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n) be distinct constants, and f(z)
be a transcendental meromorphic solution of equation∑
λ∈I
αλ(z)
(
n∏
i=0
f(z + ci)
λi
)
= R(z, f ◦ p) = a0(z) + a1(z)(f ◦ p) + · · ·+ as(z)(f ◦ p)
s
b0(z) + b1(z)(f ◦ p) + · · ·+ bt(z)(f ◦ p)t ,
(1.3)
where p(z) = dkz
k + · · · + d1z + d0 is a polynomial with constant coefficients dk(=
0), · · · , d1, d0 and of the degree k ≥ 2, I is a finite set of multi-indexes λ = (λ0, λ1, · · · , λn),
and all coefficients in (1.3) are small meromorphic functions relative to f(z) such that
as(z)bt(z) ≡ 0. Set d = max{s, t} and assume that kd ≤ (n+ 1) degf (H). Then
T (r, f) = O((log r)α+ε),
where α =
log(n+1)+log degf (H)−log d
log k
.
Corollary 1.1. Let ci ∈ C(i = 1, 2, · · · , n) be distinct constants, and f(z) be a
transcendental meromorphic solution of equation∑
{J}
αJ(z)
(∏
j∈J
f(z + cj)
)
= R(z, f ◦ p) = a0(z) + a1(z)(f ◦ p) + · · ·+ as(z)(f ◦ p)
s
b0(z) + b1(z)(f ◦ p) + · · ·+ bt(z)(f ◦ p)t ,
(1.4)
where p(z) = dkz
k + · · · + d1z + d0 is a polynomial with constant coefficients dk(=
0), · · · , d1, d0 and of the degree k ≥ 2 , and all coefficients in (1.4) are small functions
relative to f(z). Moreover, we assume that kd = kmax{s, t} ≤ n. Then
T (r, f) = O((log r)α+ε),
where α = logn−log d
log k
.
We then proceed to consider the distribution of zeros and poles of solutions of equation
(1.3). The following result indicates that solutions having Borel exceptional zeros and
poles appear only in special situations, which can be seen as a generalization of Theorem
13 in [13].
Theorem 1.2. Let c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n) be distinct constants, and f(z)
be a transcendental meromorphic solution of equation
αλ(z)
n∏
i=0
f(z + ci)
λi = R(z, f ◦ p) = a0(z) + a1(z)(f ◦ p) + · · ·+ as(z)(f ◦ p)
s
b0(z) + b1(z)(f ◦ p) + · · ·+ bt(z)(f ◦ p)t , (1.5)
where p(z) = dkz
k + · · · + d1z + d0 is a polynomial with constant coefficients dk(=
0), · · · , d1, d0 and of the degree k ≥ 1, I is a finite set of multi-indexes λ = (λ0, λ1, · · · , λn),
and all coefficients in (1.5) are small meromorphic functions relative to f(z) such that
as(z)bt(z) ≡ 0. If
max
{
λ(f), λ
(
1
f
)}
< σ(f), (1.6)
then (1.5) is either of the form
αλ(z)
n∏
i=0
f(z + ci)
λi = α
as(z)
b0(z)
(f ◦ p)s or αλ(z)
n∏
i=0
f(z + ci)
λi = α
a0(z)
bt(z)
1
(f ◦ p)t ,
where α ∈ C\{0} is some constant.
Example 1.1. f(z) = cos z solves difference equation
4f(z)2f(z + pi)2 = f(2z)2 + 2f(2z) + 1.
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dealt with equations of the form
∑
{J}
αJ(z)
(∏
j∈J
f(z + cj)
)
= R(z, f), (1.1)
where {J} is a collection of all non-empty subsets of {1, 2, · · · , n}, cj ′s are distinct complex
constants, f(z) is a transcendental meromorphic function, αJ
′
s are small functions relative
to f(z) and R(z, f) is a rational function in f(z) with small meromorphic coefficients.
Moreover, if the right-hand side of equation (1.1) is essentially like the composite function
e ◦ f of f(z) and a rational function e(z), Laine et al. reversed the order of composition,
i.e., they considered the composite function f ◦ e of f(z) and a rational function e(z), and
resulted in a complex functional difference equation. The following theorem [16, Theorem
2.8] gives an example.
Theorem 1.A [16, Theorem 2.8]. Suppose that f(z) is a transcendental meromorphic
solution of equation ∑
{J}
αJ(z)
(∏
j∈J
f(z + cj)
)
= f(p(z)),
where p(z) is a polynomial of degree k ≥ 2. Moreover, we assume that the coefficients
αJ(z) are small functions relative to f(z) and that n ≥ k. Then
T (r, f) = O((log r)α+ε),
where α = logn
log k
.
At this point, we briefly introduce some notations used in this paper. Let c0 = 0, cj ∈
C\{0}(j = 1, 2, · · · , n) be distinct constants, and let I be a finite set of multi-indexes
λ = (λ0, λ1, · · · , λn). A difference monomial of a meromorphic function f(z) is defined as
n∏
i=0
f(z + ci)
λi ,
and a difference polynomial H(z, f(z)) of a meromorphic function f(z), a finite sum of
difference monomials, is defined as
H(z, f(z)) =
∑
λ∈I
αλ(z)
(
n∏
i=0
f(z + ci)
λi
)
, (1.2)
where the coefficients αλ(z) are small functions relative to f(z). The degree and the
weight of the difference polynomial (1.2), respectively, are defined as
degf (H) = max
λ∈I
{
n∑
i=0
λi
}
and κf (H) = max
λ∈I
{
n∑
i=1
λi
}
.
Consequently, κf (H) ≤ degf (H). For instance, the degree and the weight of the difference
polynomial f2(z)f(z− 1)f(z+1)+ f(z)f(z+1)f(z+2)+ f2(z− 1)f(z+2), respectively,
are four and three. Moreover, a difference polynomial (1.2) is said to be homogeneous
with respect to f(z) if the degree dλ = λ0 + λ1 + · · ·+ λn of each monomial in the sum of
(1.2) is nonzero and the same for all λ ∈ I.
In the following, we proceed to prove generalizations of Theorem 1.A, and investigate
some other related results. We permit more general expressions on both sides of equation
(1.1).
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s
b0(z) + b1(z)(f ◦ p) + · · ·+ bt(z)(f ◦ p)t , (1.5)
where p(z) = dkz
k + · · · + d1z + d0 is a polynomial with constant coefficients dk(=
0), · · · , d1, d0 and of the degree k ≥ 1, I is a finite set of multi-indexes λ = (λ0, λ1, · · · , λn),
and all coefficients in (1.5) are small meromorphic functions relative to f(z) such that
as(z)bt(z) ≡ 0. If
max
{
λ(f), λ
(
1
f
)}
< σ(f), (1.6)
then (1.5) is either of the form
αλ(z)
n∏
i=0
f(z + ci)
λi = α
as(z)
b0(z)
(f ◦ p)s or αλ(z)
n∏
i=0
f(z + ci)
λi = α
a0(z)
bt(z)
1
(f ◦ p)t ,
where α ∈ C\{0} is some constant.
Example 1.1. f(z) = cos z solves difference equation
4f(z)2f(z + pi)2 = f(2z)2 + 2f(2z) + 1.
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Here p(z) = 2z. Clearly, λ
(
1
f
)
= 0 < 1 = λ(f) = σ(f). This example shows that
condition (1.6) is necessary and cannot be replaced by
min
{
λ(f), λ
(
1
f
)}
< σ(f).
Moreover, if f(z) is a meromorphic function of finite order, we obtain a result parallel
to Theorem 5.4 in [9] for the difference case.
Theorem 1.3. Suppose that the equation
n∏
i=0
f(z + ci)
λi =
c(z)
f(z)m
, m ∈ N (1.7)
has a meromorphic solution of finite order, where c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n)
are distinct constants, and c(z) is a nontrivial meromorphic function. If f(z) has only
finitely many poles, then f(z) = D(z)eE(z), where D(z) is a rational function and E(z)
is a nonconstant polynomial, if and only if c(z) = G(z)eM(z), where G(z) is a rational
function and M(z) is a nonconstant polynomial.
Example 1.2. Difference equation
f(z)2f(z + 1)f(z − 1) =
(
1
z4(z2 − 1)e
2z
)
· 1
f(z)2
of the type (1.7) is solved by f(z) = e
z
z
. Here, f(z) = e
z
z
and c(z) = e
2z
z4(z2−1) satisfy
Theorem 1.3.
The assumption that f(z) is finite order cannot be removed, for example,
Example 1.3. Difference equation
f(z − ipi) = 1
z(z − ipi) ·
1
f(z)
of the type (1.7) is solved by f(z) = exp{e
z}
z
. Here, f(z) = exp{e
z}
z
and c(z) = 1
z(z−ipi) do
not satisfy Theorem 1.3.
As a application of Theorem 1.2, we obtain
Theorem 1.4. Let c ∈ C\{0} and f(z) be a finite order transcendental meromorphic
solution of equation
f(z + c) = R(z, f ◦ p) = a0(z) + a1(z)(f ◦ p) + · · ·+ as(z)(f ◦ p)
s
b0(z) + b1(z)(f ◦ p) + · · ·+ bt(z)(f ◦ p)t , (1.8)
where p(z) = dkz
k + · · · + d1z + d0 is a polynomial with constant coefficients dk(=
0), · · · , d1, d0 and of the degree k ≥ 1 , and all coefficients in (1.8) are small meromorphic
functions relative to f(z) such that as(z)bt(z) ≡ 0. Then f(z) has at most one Borel
exceptional value.
If we remove the assumption λ
(
1
f
)
< σ(f) used in Theorem 1.2 and Theorem 1.3, we
obtain a result similar to Theorem 12 in [13].
Theorem 1.5. Let c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n) be distinct constants, and f(z)
be a transcendental meromorphic solution of equation∑
λ∈I
αλ(z)
(
n∏
i=0
f(z + ci)
λi
)
= R(z, f) =
a0(z) + a1(z)f(z) + · · ·+ as(z)f(z)s
b0(z) + b1(z)f(z) + · · ·+ bt(z)f(z)t , (1.9)
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where I is a finite set of multi-indexes λ = (λ0, λ1, · · · , λn), and all coefficients in (1.9)
are small meromorphic functions relative to f(z) such that as(z)bt(z) ≡ 0. If H(z, f) is
defined as (1.2) and d := max{s, t} > (n+ 1) degf (H), then σ(f) =∞.
Example 1.4. f(z) = exp{e
z}
z
solves the difference equation
(z − pii)(z + log 2− pii)f(z − pii)f(z + log 2− pii) + (z + log 8)f(z + log 8) = 1 + z
11f(z)11
z3f(z)3
.
Clearly, d = 11 > (3 + 1) · 2 = (n+ 1) degf (H) and σ(f) =∞.
In fact, the following example shows that the assertion of Theorem 1.5 may be valid if
d = 2 = (1+1) · 1 = (n+1) degf (H). We cannot, however, find a proper method to prove
it.
Example 1.5[15, pp.103-106], [17, pp.8]. The following difference equation
f(z + 1) = αf(z)(1− f(z)), α = 0, (1.10)
derive from a well-known discrete logistic model in biology. It has been proved that
all other meromorphic solutions are of infinite order, apart from the constant solutions
f(z) ≡ 0 and f(z) = α−1
α
. For instance, equation (1.10) has one-parameter families of
entire solutions of infinite order:
f(z) =
1
2
(1− exp(Aez log 2)), A ∈ C\{0}, α = 2,
and
f(z) = sin2(exp(Bez log 2)), B ∈ C\{0}, α = 4.
Moreover, we also obtain
Theorem 1.6. Let c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n) be distinct constants, and
f(z) be a transcendental meromorphic solution of equation (1.9), where I is a finite set
of multi-indexes λ = (λ0, λ1, · · · , λn), and all coefficients in (1.9) are small meromorphic
functions relative to f(z) such that as(z)bt(z) ≡ 0. If H(z, f) is defined as (1.2) and is
homogeneous, and d := max{s, t} > 3 degf (H), then σ(f) =∞.
2. Proof of Theorem 1.1
We need some lemmas to prove Theorem 1.1.
Lemma 2.1[4, Lemma 4]. Let f(z) be a transcendental meromorphic function, p(z) =
dkz
k + · · · + d1z + d0(dk = 0) be a polynomial of degree k. Given 0 < δ < |dk|, denote
ν := |dk| + δ and µ := |dk| − δ. Then, given ε > 0 and a ∈ C ∪ {∞}, we have, for all
r ≥ r0 > 0,
kn
(
µrk, a, f
)
≤ n(r, a, f ◦ p) ≤ kn
(
νrk, a, f
)
,
kN
(
µrk, a, f
)
+O(log r) ≤ N(r, a, f ◦ p) ≤ kn
(
νrk, a, f
)
+O(log r),
(1− ε)T
(
µrk, f
)
≤ T (r, f ◦ p) ≤ (1 + ε)T
(
νrk, f
)
.
Lemma 2.2[7, Theoren B.16]. Given distinct meromorphic functions f1, · · · , fn, let
{J} denote the collection of all non-empty subsets of {1, 2, · · · , n}, and suppose that
αJ ∈ C for each J ∈ {J}. Then
T
r,∑
{J}
αJ
(∏
j∈J
fj
) ≤ n∑
k=1
T (r, fk) +O(1)
4 ZHI-BO HUANG
Here p(z) = 2z. Clearly, λ
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)
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{J} denote the collection of all non-empty subsets of {1, 2, · · · , n}, and suppose that
αJ ∈ C for each J ∈ {J}. Then
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By denoting fi+1 = f(z + ci)
λi(i = 0, 1, · · · , n) below, it is an easy exercise to prove
the following result from Lemma 2.2.
Lemma 2.3. Let c0 = 0, ci ∈ C\{0}(i = 1, 2, · · · , n) be distinct constants, and f(z)
be a meromorphic function. Then the characteristic function of the difference polynomial
(1.2) satisfies
T
(
r,
∑
λ∈I
αλ(z)
(
n∏
i=0
f(z + ci)
λi
))
≤ (n+ 1) degf (H)T (r + C, f) + S(r, f),
where C = max{|c1|, |c2|, · · · , |cn|}.
Lemma 2.4[8, Lemma 5]. Let g(r) and h(r) be monotone nondecreasing functions
on [0,∞) such that g(r) ≤ h(r) for all r ∈ E ∪ [0, 1], where E ⊂ (1,∞) is a set of finite
logarithmic measure. Let α > 1 be a given constant. Then there exists an r0 = r0(α) > 0
such that g(r) ≤ h(αr) for all r ≥ r0.
Lemma 2.5[5, Lemma 3]. Let ψ(r) be a function of r(r ≥ r0), positive and bounded
in every finite interval.
(i) Suppose that ψ(µrm) ≤ Aψ(r) + B(r ≥ r0), where µ(µ > 0),m(m > 1), A(A ≥ 1), B
are constants. Then ψ(r) = O ((log r)α) with α = logA
logm
, unless A = 1 and B > 0; and if
A = 1 and B > 0, then for any ε > 0, ψ(r) = O ((log r)ε).
(ii) Suppose that (with the notation of (i)) ψ(µrm) ≥ Aψ(r)(r ≥ r0). Then for all
sufficiently large values of r, ψ(r) ≥ K(log r)α with α = logA
logm
for some positive constant
K.
Proof of Theorem 1.1. For any ε(0 < ε < 1), we may apply Valiron-Mohon’ko
lemma, Lemma 2.1, Lemma 2.3, (1.2) and (1.3) to conclude that
d(1− ε)T
(
µrk, f
)
≤ dT (r, f ◦ p) + S(r, f ◦ p)
= T
(
a0(z) + a1(z)(f ◦ p) + · · ·+ as(z)(f ◦ p)s
b0(z) + b1(z)(f ◦ p) + · · ·+ bt(z)(f ◦ p)t
)
+ S(r, f)
= T
(
r,
∑
λ∈I
αλ(z)
(
n∏
i=0
f(z + ci)
λi
))
+ S(r, f)
≤ (n+ 1) degf (H)T (r + C, f) + S(r, f)
≤ (n+ 1) degf (H)(1 + ε)T (r + C, f),
holds for all sufficiently large r, possibly outside of an exceptional set of finite logarithmic
measure, where C = max{|c1|, |c2|, · · · , |cn|} and µ is defined as Lemma 2.1. Now, we may
apply Lemma 2.4 to deal with the exceptional set, and conclude that, for every η > 1,
there exists an r0 > 0 such that
d(1− ε)T
(
µrk, f
)
≤ (n+ 1) degf (H)(1 + ε)T (ηr, f) (2.1)
holds for all r ≥ r0. Denote ω = ηr. Then (2.1) can be written in the form
T
(
µ
ηk
ωk, f
)
≤ (n+ 1) degf (H)(1 + ε)
d(1− ε) T (ω, f).
Since dk ≤ (n+1) degf (H), we get (n+1) degf (H)(1+ε)d(1−ε) > 1 for all 0 < ε < 1. Thus, we now
apply Lemma 2.5(i) to conclude that
T (r, f) = O
(
(log r)α+ε
)
,
and
α =
log
(n+1) logf (H)(1+ε)
d(1−ε)
log k
=
log(n+ 1) + log degf (H)− log d
log k
+ o(1).
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The proof of Theorem 1.1 is completed.
3. Proof of Theorem 1.2 and Theorem 1.3
We again need some preliminaries.
Lemma 3.1[19, Theorem 1.51]. Suppose that fj(z)(j = 1, 2, · · · , n)(n ≥ 2) are mero-
morphic functions, gj(z)(j = 1, 2, · · · , n) are entire functions satisfying the following con-
ditions.
(1)
n∑
j=1
fj(z)e
gj(z) = 0.
(2) gj(z)− gk(z) are not constants for 1 ≤ j < k ≤ n.
(3) For 1 ≤ j ≤ n, 1 ≤ h < k ≤ n,
T (r, fj) = o
{
T (r, egh−gk )
}
(r → +∞, r ∈ E),
where E ⊂ (1,+∞) is of finite linear measure or finite logarithmic measure.
Then fj(z) ≡ 0(j = 1, 2, · · · , n).
Lemma 3.2[3, Theorem 1.1]. Let F (z), Pn(z), · · · , P0(z) be polynomials such that
FPnP0 ≡ 0 and
deg{Pn + · · ·+ P0} = max{degPj : j = 0, · · · , n} ≥ 1.
Then every finite order transcendental meromorphic solution f(z) of equation
Pn(z)f(z + n) + · · ·+ P1(z)f(z + 1) + P0(z)f(z) = F (z)
satisfies σ(f) ≥ 1 and λ(f) = σ(f).
Remark 3.1. Replacing j by cj(j = 1, 2, · · · , n), where cj(j = 1, 2, · · · , n) are distinct
nonzero complex constants, Lemma 3.2 remains valid.
Proof of Theorem 1.2. Let τ be the multiplicity of pole of f(z) at the origin, and let
q(z) be a canonical product formed with the nonzero poles of f(z). Since max
{
λ(f), λ
(
1
f
)}
<
σ(f), then h(z) = zτq(z) is an entire function such that
σ(h) = λ
(
1
f
)
< σ(f), (3.1)
and g(z) = h(z)f(z) is a transcendental entire function with
T (r, g) = T (r, f) + S(r, f), σ(g) = σ(f) and λ(g) = λ(f). (3.2)
We now conclude from the last assertion of Lemma 2.1, (3.1) and (3.2) that
σ(h ◦ p) = kσ(h) = kλ
(
1
f
)
< kσ(g) = σ(g ◦ p).
Therefore,
T (r, h ◦ p) = S(g ◦ p) = S(r, g). (3.3)
Now, substituting f(z) = g(z)
h(z)
into equation (1.5), we conclude that
αλ(z)(h ◦ p)s−t
n∏
i=0
h(z + ci)λi
(
n∏
i=0
g(z + ci)
λi
)
=
a0(z)(h ◦ p)s + a1(z)(h ◦ p)s−1(g ◦ p) + · · ·+ as(z)(g ◦ p)s
b0(z)(h ◦ p)t + b1(z)(h ◦ p)t−1(g ◦ p) + · · ·+ bt(z)(g ◦ p)t . (3.4)
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(
r,
∑
λ∈I
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(
n∏
i=0
f(z + ci)
λi
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≤ (n+ 1) degf (H)(1 + ε)T (r + C, f),
holds for all sufficiently large r, possibly outside of an exceptional set of finite logarithmic
measure, where C = max{|c1|, |c2|, · · · , |cn|} and µ is defined as Lemma 2.1. Now, we may
apply Lemma 2.4 to deal with the exceptional set, and conclude that, for every η > 1,
there exists an r0 > 0 such that
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holds for all r ≥ r0. Denote ω = ηr. Then (2.1) can be written in the form
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satisfies σ(f) ≥ 1 and λ(f) = σ(f).
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nonzero complex constants, Lemma 3.2 remains valid.
Proof of Theorem 1.2. Let τ be the multiplicity of pole of f(z) at the origin, and let
q(z) be a canonical product formed with the nonzero poles of f(z). Since max
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λ(f), λ
(
1
f
)}
<
σ(f), then h(z) = zτq(z) is an entire function such that
σ(h) = λ
(
1
f
)
< σ(f), (3.1)
and g(z) = h(z)f(z) is a transcendental entire function with
T (r, g) = T (r, f) + S(r, f), σ(g) = σ(f) and λ(g) = λ(f). (3.2)
We now conclude from the last assertion of Lemma 2.1, (3.1) and (3.2) that
σ(h ◦ p) = kσ(h) = kλ
(
1
f
)
< kσ(g) = σ(g ◦ p).
Therefore,
T (r, h ◦ p) = S(g ◦ p) = S(r, g). (3.3)
Now, substituting f(z) = g(z)
h(z)
into equation (1.5), we conclude that
αλ(z)(h ◦ p)s−t
n∏
i=0
h(z + ci)λi
(
n∏
i=0
g(z + ci)
λi
)
=
a0(z)(h ◦ p)s + a1(z)(h ◦ p)s−1(g ◦ p) + · · ·+ as(z)(g ◦ p)s
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Obviously, it follows from (3.1), (3.2) and (3.3) that
T
(
r, αλ(z)/
n∏
i=0
h(z + ci)
λi
)
= S(r, g),
T (r, (h ◦ p)s−t) = S(r, g),
T
(
r, au(z)(h ◦ p)s−u
)
= S(r, g), u = 0, 1, · · · , s,
T
(
r, bv(z)(h ◦ p)t−v
)
= S(r, g), v = 0, 1, · · · , t.
(3.5)
Denoting A(z) = (αλ(z)(h ◦ p)s−t)/
n∏
i=0
h(z + ci)
λi , we get from (3.2) and (3.5) that
T (r, A) = S(r, g) = S(r, f). (3.6)
Since zeros and poles are Borel exceptional of f(z) by (1.6), we may apply a result due
to Whittaker, see [14, Satz 13.4], to deduce that f(z) is of regular growth. Thus, we use
(1.6) again to get
T
(
r,
f
′
f
)
= N(r, f) +N
(
r,
1
f
)
+ S(r, f) = S(r, f). (3.7)
Similarly, if we set B(z) = A(z)
(
n∏
i=0
g(z + ci)
λi
)
, we also deduce from the lemma of the
logarithmic derivative, (1.6), (3.2) and (3.6) that
T
(
r,
B
′
B
)
= T
(
r,
A
′
A
+
n∑
i=0
λi
g
′
(z + ci)
g(z + ci)
)
= S(r, f). (3.8)
Denote F (z) = g ◦ p,
P (z, F ) =
a0(z)
as(z)
(h ◦ p)s + a1(z)
as(z)
(h ◦ p)s−1F (z) + · · ·+ F (z)s,
and
Q(z, F ) =
b0(z)
bt(z)
(h ◦ p)t + b1(z)
bt(z)
(h ◦ p)t−1F (z) + · · ·+ F (z)t.
Therefore, we deduce from (3.2) and (3.3) that the coefficients of P (z, F ) and Q(z, F ) are
small functions relative to f(z). Thus, (3.4) can be written in the form
bt(z)
as(z)
B(z) =
P (z, F )
Q(z, F )
= u(z, F ). (3.9)
Denote
ψ(z) =
F
′
(z)
F (z)
and U(z) =
u
′
(z, F )
u(z, F )
,
we get T (r, U) = S(r, f) from (3.8) and (3.9). We also conclude from the lemma of
logarithmic derivative, Lemma 2.1, (1.6), (3.2) and (3.3) that
T (r, ψ) = T
(
r,
F
′
F
)
= m
(
r,
F
′
F
)
+N
(
r,
F
′
F
)
≤ N(r, F ) +N
(
r,
1
F
)
+ S(r, F )
= N(r, g ◦ p) +N
(
r,
1
g ◦ p
)
+ S(r, g ◦ p)
≤ N
(
r,
1
g ◦ p
)
+ S(r, g)
≤ N
(
νrk,
1
g
)
+ S(r, g) = S(r, f),
where ν is defined as Lemma 2.1.
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Since
P
′
Q− PQ′
Q2
= u
′
= Uu =
UP
Q
,
we conclude that
P
′
Q− PQ′ = UPQ. (3.10)
Now, writing F
′
= ψF in (3.10), regarding then (3.10) as an algebraic equation in F with
coefficients of growth S(r, F )(in fact S(r, f)), and comparing the leading coefficients, we
deduce that
(s− t)ψ = U.
By integrating both side of last equality above, we conclude that
u(z, F ) = αF (z)s−t, (3.11)
for some α ∈ C\{0}. Therefore, by combining the representations of F,B,A, g with (3.11),
we conclude that
αλ(z)
n∏
i=0
f(z + ci)
λi = α
as(z)
bt(z)
(f ◦ p)s−t. (3.12)
If st = 0, we deduce from (1.5) and (3.12) that
α
as(z)
bt(z)
(f ◦ p)s−t = R(z, f ◦ p) = a0(z) + a1(z)(f ◦ p) + · · ·+ as(z)(f ◦ p)
s
b0(z) + b1(z)(f ◦ p) + · · ·+ bt(z)(f ◦ p)t .
From this, we get that R(z, f ◦ p) is not irreducible in f ◦ p, a contradiction. Thus, t = 0
or s = 0. Therefore, we deduce from (3.12) that
αλ(z)
n∏
i=0
f(z + ci)
λi = α
as(z)
b0(z)
(f ◦ p)s or αλ(z)
n∏
i=0
f(z + ci)
λi = α
a0(z)
bt(z)
1
(f ◦ p)t .
The proof of Theorem 1.2 is completed.
Proof of Theorem 1.3. Denote h(z) = f
′
(z)
f(z)
. We conclude from (1.7) that
n∑
i=1
λih(z + ci) + (λ0 +m)h(z) =
c
′
(z)
c(z)
. (3.13)
Assume first that f(z) = D(z)eE(z), where D(z) is a rational function and E(z) is a
nonconstant polynomial. Then h(z) is a rational function. We see from (3.13) that
c
′
(z)
c(z)
must be rational function. Thus, by Weierstrass factorization, c(z) must be of the
form c(z) = G(z)eM(z), where G(z) is a rational function and M(z) is a nonconstant
polynomial.
Suppose next that c(z) = G(z)eM(z), where G(z) is a rational function and M(z) is a
nonconstant polynomial. Since f(z) has only finitely many poles, we conclude from (1.7)
that
N
(
r,
1
f
)
≤ N
(
r,
1
fm
)
= N
(
r,
∏n
i=0 f(z + ci)
λi
c(z)
)
= O(1).
Thus, f(z) has only finitely many zeros and poles. So f(z) = D(z)eE(z), where D(z) is
a rational function and E(z) is a nonconstant entire function. Now, substituting f(z) =
D(z)eE(z) and c(z) = G(z)eM(z) into (1.7), we get
n∏
i=0
{
D(z + ci)
λi exp (λiE(z + ci))
}
=
G(z)
D(z)m
exp(M(z)−mE(z)).
Therefore,(
n∏
i=0
D(z + ci)
λi
)
exp
(
n∑
i=0
λiE(z + ci)
)
=
G(z)
D(z)m
exp(M(z)−mE(z)). (3.14)
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Obviously, it follows from (3.1), (3.2) and (3.3) that
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′
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Now, writing F
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coefficients of growth S(r, F )(in fact S(r, f)), and comparing the leading coefficients, we
deduce that
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By integrating both side of last equality above, we conclude that
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Proof of Theorem 1.3. Denote h(z) = f
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must be rational function. Thus, by Weierstrass factorization, c(z) must be of the
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that
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1
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)
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D(z)eE(z) and c(z) = G(z)eM(z) into (1.7), we get
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i=0
{
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D(z + ci)
λi
)
exp
(
n∑
i=0
λiE(z + ci)
)
=
G(z)
D(z)m
exp(M(z)−mE(z)). (3.14)
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Thus, we deduce from Lemma 3.1 that two exponents in (3.14) cancel each other to a
constant τ ∈ C such that
n∑
i=0
λiE(z + ci) = M(z)−mE(z) + τ,
i.e.,
n∑
i=1
λiE(z + ci) + (λ0 +m)E(z) = M(z) + τ. (3.15)
Suppose that E(z) is not a nonconstant polynomial. If E(z) is a transcendental entire
function of finite order, we get from Lemma 3.2, Remark 3.1 and (3.15) that σ(E) ≥ 1.
Otherwise, E(z) is a transcendental entire function of infinite order. These both show that
σ(f) = ∞, contradicting the assumption that f(z) is meromorphic of finite order. Thus,
E(z) is a nonconstant polynomial, and so f(z) = D(z)eE(z), where D(z) is a rational
function and E(z) is a nonconstant polynomial. The proof of Theorem 1.3 is completed.
4. Proof of Theorem 1.4
We need some lemmas to proof Theorem 1.4.
Lemma 4.1. Let g(z) be a nonconstant entire function of order σ(g) = σ < ∞.
Suppose that αj(z)(j = 1, 2, · · · ,m) are small meromorphic functions relative to f(z).
Then there exists a set E ⊂ (0,∞) of lower logarithmic density 1 such that
M(r, αj)
M(r, g)
→ 0, j = 1, 2, · · · ,m,
hold simultaneously for all r ∈ E as r →∞, where the lower logarithmic density of set E
is defined by
logdens(E) = lim inf
r→∞
∫
[1,r]∩E
dt
t
log r
.
.
Remark 4.1. The proof of Lemma 4.1 is similar to the proof of Lemma 2.4 and
Remark 2.5 in [18], Here, we omit it.
Lemma 4.2. Let f(z) be a finite order transcendental meromorphic function satisfying
(1.6), and p(z) = dkz
k + · · · + d1z + d0 is a polynomial with constant coefficients dk(=
0), · · · , d1, d0 and of the degree k ≥ 1. Suppose that
H(z) = an(z)(f ◦ p)n + an−1(z)(f ◦ p)n−1 · · ·+ a1(z)(f ◦ p) + a0(z) (4.1)
is a polynomial in f ◦p, where n(≥ 1) is a positive integer, an(z)(≡ 0), an−1(z), · · · , a1(z),
a0(z) are small meromorphic functions relative to f(z). Then there exists a set E1 of lower
logarithmic density 1 such that
log+M(r,H) ≥ (n− 2ε)T (µrk, f)
for all r ∈ E1 as r →∞, where 0 < µ < |dk|. Hence, H(z) ≡ 0.
Proof of Lemma 4.2. Let τ be the multiplicity of pole of f(z) at the origin, and let
q(z) be a canonical product formed with the nonzero poles of f(z). Since f(z) satisfies
(1.6), then h(z) = zτq(z) is an entire function. Thus, g(z) = h(z)f(z) is entire, and (3.1),
(3.2) and (3.3) also hold.
REMARKS ON COMPLEX FUNCTIONAL DIFFERENCE EQUATIONS 11
Now, substituting f(z) = g(z)
h(z)
into equation (4.1), we conclude that
H(z) = an(z) · (g ◦ p)
n
(h ◦ p)n + an−1(z) + ·
(g ◦ p)n−1
(h ◦ p)n−1 + · · ·+ a1(z) ·
(g ◦ p)
(h ◦ p) + a0(z)
=
an(z)
(h ◦ p)n (g ◦ p)
n
[
1 +
an−1(z)(h ◦ p)
an(z)
(g ◦ p)−1 + · · ·
+
a1(z)(h ◦ p)n−1
an(z)
(g ◦ p)1−n + a0(z)(h ◦ p)
n
an(z)
(g ◦ p)−n
]
. (4.2)
We note from (3.1), (3.2) and (3.3) that
T
(
r, an(z)
(h◦p)n
)
= S(r, g ◦ p),
T
(
r,
aj(z)(h◦p)n−j
an(z)
)
= S(r, g ◦ p) for j = 0, 1, · · · , n− 1.
Therefore, we deduce from Lemma 4.1 that there exists a set E ⊂ (0,∞) of lower loga-
rithmic density 1 such that
M
(
r,
an(z)/(h ◦ p)n
M(r, g ◦ p)
)
→ 0 and M
(
r,
aj(z)(h ◦ p)n−j/an(z)
M(r, g ◦ p)
)
→ 0, (j = 0, 1, · · · , n−1).
(4.3)
Moreover, according to the choosing of E in the proof of Lemma 4.1, we know that
aj(z)(h◦p)n−j
an(z)
for j = 0, 1, · · · , n− 1 have no zeros and poles for all |z| = r ∈ E. Thus, we
conclude from (4.2) and (4.3) that, for any ε > 0,
M(r,H) ≥ M(r, g ◦ p)n−ε
[
1−
∣∣∣∣an−1(z)(h ◦ p)an(z)
∣∣∣∣M(r, g ◦ p)−1 − · · ·
−
∣∣∣∣a1(z)(h ◦ p)n−1an(z)
∣∣∣∣M(r, g ◦ p)1−n − ∣∣∣∣a0(z)(h ◦ p)nan(z)
∣∣∣∣M(r, g ◦ p)−n]
≥ (1− ε)M(r, g ◦ p)n−ε,
and so
log+M(r,H) ≥
(
n− 3
2
ε
)
log+M(r, g ◦ p)
for all |z| = r ∈ E and |g ◦ p(z)| = M(r, g ◦ p).
Therefore, we deduce from Lemma 2.1 and (3.2) that
log+M(r,H) ≥ (n− 2ε)T (µrk, f)
for all |z| = r ∈ E1 = E ∩ (r0,+∞), where r0 > 0. It is obvious that E1 has lower
logarithmic density 1. The proof of Lemma 4.2 is completed.
Proof of Theorem 1.4. Suppose that f(z) has two finite Borel exceptional value a
and b(= 0, a). For the case where one of a and b is infinite, we can use a similar method
to prove. Set
g(z) =
f(z)− a
f(z)− b . (4.4)
Then σ(g) = σ(f),
λ(g) = λ(f − a) < σ(g) and λ
(
1
g
)
= λ(f − b) < σ(g). (4.5)
It follows from (4.4) that
f(z) =
a− bg(z)
1− g(z) . (4.6)
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Thus, we deduce from Lemma 3.1 that two exponents in (3.14) cancel each other to a
constant τ ∈ C such that
n∑
i=0
λiE(z + ci) = M(z)−mE(z) + τ,
i.e.,
n∑
i=1
λiE(z + ci) + (λ0 +m)E(z) = M(z) + τ. (3.15)
Suppose that E(z) is not a nonconstant polynomial. If E(z) is a transcendental entire
function of finite order, we get from Lemma 3.2, Remark 3.1 and (3.15) that σ(E) ≥ 1.
Otherwise, E(z) is a transcendental entire function of infinite order. These both show that
σ(f) = ∞, contradicting the assumption that f(z) is meromorphic of finite order. Thus,
E(z) is a nonconstant polynomial, and so f(z) = D(z)eE(z), where D(z) is a rational
function and E(z) is a nonconstant polynomial. The proof of Theorem 1.3 is completed.
4. Proof of Theorem 1.4
We need some lemmas to proof Theorem 1.4.
Lemma 4.1. Let g(z) be a nonconstant entire function of order σ(g) = σ < ∞.
Suppose that αj(z)(j = 1, 2, · · · ,m) are small meromorphic functions relative to f(z).
Then there exists a set E ⊂ (0,∞) of lower logarithmic density 1 such that
M(r, αj)
M(r, g)
→ 0, j = 1, 2, · · · ,m,
hold simultaneously for all r ∈ E as r →∞, where the lower logarithmic density of set E
is defined by
logdens(E) = lim inf
r→∞
∫
[1,r]∩E
dt
t
log r
.
.
Remark 4.1. The proof of Lemma 4.1 is similar to the proof of Lemma 2.4 and
Remark 2.5 in [18], Here, we omit it.
Lemma 4.2. Let f(z) be a finite order transcendental meromorphic function satisfying
(1.6), and p(z) = dkz
k + · · · + d1z + d0 is a polynomial with constant coefficients dk(=
0), · · · , d1, d0 and of the degree k ≥ 1. Suppose that
H(z) = an(z)(f ◦ p)n + an−1(z)(f ◦ p)n−1 · · ·+ a1(z)(f ◦ p) + a0(z) (4.1)
is a polynomial in f ◦p, where n(≥ 1) is a positive integer, an(z)(≡ 0), an−1(z), · · · , a1(z),
a0(z) are small meromorphic functions relative to f(z). Then there exists a set E1 of lower
logarithmic density 1 such that
log+M(r,H) ≥ (n− 2ε)T (µrk, f)
for all r ∈ E1 as r →∞, where 0 < µ < |dk|. Hence, H(z) ≡ 0.
Proof of Lemma 4.2. Let τ be the multiplicity of pole of f(z) at the origin, and let
q(z) be a canonical product formed with the nonzero poles of f(z). Since f(z) satisfies
(1.6), then h(z) = zτq(z) is an entire function. Thus, g(z) = h(z)f(z) is entire, and (3.1),
(3.2) and (3.3) also hold.
REMARKS ON COMPLEX FUNCTIONAL DIFFERENCE EQUATIONS 11
Now, substituting f(z) = g(z)
h(z)
into equation (4.1), we conclude that
H(z) = an(z) · (g ◦ p)
n
(h ◦ p)n + an−1(z) + ·
(g ◦ p)n−1
(h ◦ p)n−1 + · · ·+ a1(z) ·
(g ◦ p)
(h ◦ p) + a0(z)
=
an(z)
(h ◦ p)n (g ◦ p)
n
[
1 +
an−1(z)(h ◦ p)
an(z)
(g ◦ p)−1 + · · ·
+
a1(z)(h ◦ p)n−1
an(z)
(g ◦ p)1−n + a0(z)(h ◦ p)
n
an(z)
(g ◦ p)−n
]
. (4.2)
We note from (3.1), (3.2) and (3.3) that
T
(
r, an(z)
(h◦p)n
)
= S(r, g ◦ p),
T
(
r,
aj(z)(h◦p)n−j
an(z)
)
= S(r, g ◦ p) for j = 0, 1, · · · , n− 1.
Therefore, we deduce from Lemma 4.1 that there exists a set E ⊂ (0,∞) of lower loga-
rithmic density 1 such that
M
(
r,
an(z)/(h ◦ p)n
M(r, g ◦ p)
)
→ 0 and M
(
r,
aj(z)(h ◦ p)n−j/an(z)
M(r, g ◦ p)
)
→ 0, (j = 0, 1, · · · , n−1).
(4.3)
Moreover, according to the choosing of E in the proof of Lemma 4.1, we know that
aj(z)(h◦p)n−j
an(z)
for j = 0, 1, · · · , n− 1 have no zeros and poles for all |z| = r ∈ E. Thus, we
conclude from (4.2) and (4.3) that, for any ε > 0,
M(r,H) ≥ M(r, g ◦ p)n−ε
[
1−
∣∣∣∣an−1(z)(h ◦ p)an(z)
∣∣∣∣M(r, g ◦ p)−1 − · · ·
−
∣∣∣∣a1(z)(h ◦ p)n−1an(z)
∣∣∣∣M(r, g ◦ p)1−n − ∣∣∣∣a0(z)(h ◦ p)nan(z)
∣∣∣∣M(r, g ◦ p)−n]
≥ (1− ε)M(r, g ◦ p)n−ε,
and so
log+M(r,H) ≥
(
n− 3
2
ε
)
log+M(r, g ◦ p)
for all |z| = r ∈ E and |g ◦ p(z)| = M(r, g ◦ p).
Therefore, we deduce from Lemma 2.1 and (3.2) that
log+M(r,H) ≥ (n− 2ε)T (µrk, f)
for all |z| = r ∈ E1 = E ∩ (r0,+∞), where r0 > 0. It is obvious that E1 has lower
logarithmic density 1. The proof of Lemma 4.2 is completed.
Proof of Theorem 1.4. Suppose that f(z) has two finite Borel exceptional value a
and b(= 0, a). For the case where one of a and b is infinite, we can use a similar method
to prove. Set
g(z) =
f(z)− a
f(z)− b . (4.4)
Then σ(g) = σ(f),
λ(g) = λ(f − a) < σ(g) and λ
(
1
g
)
= λ(f − b) < σ(g). (4.5)
It follows from (4.4) that
f(z) =
a− bg(z)
1− g(z) . (4.6)
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Now, substituting (4.6) into (1.8), we conclude that
g(z + c)
=
s∑
i=0
ai(z)(a− bg ◦ p)i(1− g ◦ p)s+t−i − a
t∑
j=0
bj(z)(a− bg ◦ p)j(1− g ◦ p)s+t−i
s∑
i=0
ai(z)(a− bg ◦ p)i(1− g ◦ p)s+t−i − b
t∑
j=0
bj(z)(a− bg ◦ p)j(1− g ◦ p)s+t−i
=
(−g ◦ p)s+t
(
s∑
i=0
ai(z)b
i − a
t∑
j=0
bj(z)b
j
)
+ · · ·+
(
s∑
i=0
ai(z)a
i − a
t∑
j=0
bj(z)a
j
)
(−g ◦ p)s+t
(
s∑
i=0
ai(z)bi − b
t∑
j=0
bj(z)bj
)
+ · · ·+
(
s∑
i=0
ai(z)ai − b
t∑
j=0
bj(z)aj
) .(4 7)
We note that
s∑
i=0
ai(z)b
i − a
t∑
j=0
bj(z)b
j ≡ 0 and
s∑
i=0
ai(z)b
i − b
t∑
j=0
bj(z)b
j ≡ 0 by the
assumptions of Theorem 1.4. Thus, we deduce from Theorem 1.2 that
g(z + c) = c(z)(g ◦ p)k, (4.8)
where c(z) is meromorphic function satisfying T (r, c) = S(r, g) and k ∈ Z. Clearly, k = 0
and g(z) is of regular growth from (4.5), see [14, Staz 13.4]. Therefore, σ(c) < σ(g).
If k ≥ 1, we conclude from (4.7) and (4.8) that
(−1)s+tc(z)
(
s∑
i=0
ai(z)b
i − b
t∑
j=0
bj(z)b
j
)
(g ◦ p)s+t+k
+ · · ·+
(
−
s∑
i=0
ai(z)a
i + a
t∑
j=0
bj(z)a
j
)
= 0. (4.9)
Thus, we deduce from Lemma 4.2 that (4.9) is a contradiction. If k ≤ −1, we use the
same method as above to get another contradiction. Therefore, f(z) has at most one Borel
exceptional value. The proof of Theorem 1.4 is completed.
5. Proof of Theorem 1.5 and Theorem 1.6
We first need to recall a lemma.
Lemma 5.1[11, Lemma 2.1]. Let f(z) be a nonconstant meromorphic function, s >
0, α < 1, and F ⊂ R+ be the set of all r such that
T (r, f) ≤ αT (r + s, f).
If the logarithmic measure of F is infinite, that is,
∫
F
dt
t
=∞, then f(z) is of infinite order
of growth.
Lemma 5.2[2, Corollary 2.6], [10, Corollary 2.2]. Let f(z) be a meromorphic function
of finite order, and let c ∈ C. Then
m
(
r,
f(z + c)
f(z)
)
= S(r, f)
for all r outside of a possible exceptional set of finite logarithmic measure.
REMARKS ON COMPLEX FUNCTIONAL DIFFERENCE EQUATIONS 13
Proof of Theorem 1.5. For any ε(0 < ε < (d−(n+1) degf (H))/(d+(n+1) degf (H)),
we may apply Valiron-Mohon’ko lemma, Lemma 2.3, (1.2) and (1.9) to conclude that,
d(1− ε)T (r, f) ≤ dT (r, f) + S(r, f)
= T
(
a0(z) + a1(z)f(z) + · · ·+ as(z)f(z)s
b0(z) + b1(z)f(z) + · · ·+ bt(z)f(z)t
)
= T (r,H(z, f(z))) ≤ (n+ 1) degf (H)T (r + C, f) + S(r, f)
≤ (n+ 1) degf (H)(1 + ε)T (r + C, f),
for all r outside of a possible exceptional set of finite logarithmic measure.
Denote
α =
(n+ 1) degf (H)(1 + ε)
d(1− ε) .
Then α < 1 since ε(0 < ε < (d − (n + 1) degf (H))/(d + (n + 1) degf (H)) and d >
(n+ 1) degf (H). Thus,
T (r, f) ≤ αT (r + C, f) (5.1)
holds for all r in a set with infinite logarithmic measure. Therefore, we deduce from
Lemma 5.1 and (5.1) that σ(f) =∞. The proof of Theorem 1.5 is completed.
Proof of Theorem 1.6. Assume, contrary to the assertion, that f(z) is meromorphic
of finite order. Taking into account to the assumption that H(z, f(z)) is homogeneous,
we deduce from Lemma 5.2 that
m
(
r,
H(z, f(z))
f(z)degf (H)
)
= S(r, f)
for all r outside of a possible exceptional set of finite logarithmic measure.
By denoting C = max
1≤i≤n
{|ci|}, we conclude that
N
(
r,
H(z, f(z))
f(z)degf (H)
)
≤ κf (H)
(
N(r + C, f) +N
(
r,
1
f
))
+ S(r, f)
≤ degf (H)
(
N(r + C, f) +N
(
r,
1
f
))
+ S(r, f).
Therefore,
T (r,H(z, f(z))) = m(r,H(z, f(z))) +N(r,H(z, f(z)))
≤ m
(
r,
H(z, f(z))
f(z)degf (H)
)
+m
(
r, f(z)degf (H)
)
+N
(
r,
H(z, f(z))
f(z)degf (H)
)
+N
(
r, f(z)degf (H)
)
≤ degf (H)
(
N(r + C, f) +N
(
r,
1
f
))
+ T
(
r, f(z)degf (H)
)
+ S(r, f)
≤ 3 degf (H)T (r + C, f) + S(r, f) (5.2)
for all r outside of a possible exceptional set of finite logarithmic measure. The remainders
can be prove by similar method in Theorem 1.5. The proof of Theorem 1.6 is completed.
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Now, substituting (4.6) into (1.8), we conclude that
g(z + c)
=
s∑
i=0
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t∑
j=0
bj(z)b
j ≡ 0 and
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≡ 0 by the
assumptions of Theorem 1.4. Thus, we deduce from Theorem 1.2 that
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Thus, we deduce from Lemma 4.2 that (4.9) is a contradiction. If k ≤ −1, we use the
same method as above to get another contradiction. Therefore, f(z) has at most one Borel
exceptional value. The proof of Theorem 1.4 is completed.
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We first need to recall a lemma.
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0, α < 1, and F ⊂ R+ be the set of all r such that
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If the logarithmic measure of F is infinite, that is,
∫
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Lemma 5.2[2, Corollary 2.6], [10, Corollary 2.2]. Let f(z) be a meromorphic function
of finite order, and let c ∈ C. Then
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≤ (n+ 1) degf (H)(1 + ε)T (r + C, f),
for all r outside of a possible exceptional set of finite logarithmic measure.
Denote
α =
(n+ 1) degf (H)(1 + ε)
d(1− ε) .
Then α < 1 since ε(0 < ε < (d − (n + 1) degf (H))/(d + (n + 1) degf (H)) and d >
(n+ 1) degf (H). Thus,
T (r, f) ≤ αT (r + C, f) (5.1)
holds for all r in a set with infinite logarithmic measure. Therefore, we deduce from
Lemma 5.1 and (5.1) that σ(f) =∞. The proof of Theorem 1.5 is completed.
Proof of Theorem 1.6. Assume, contrary to the assertion, that f(z) is meromorphic
of finite order. Taking into account to the assumption that H(z, f(z)) is homogeneous,
we deduce from Lemma 5.2 that
m
(
r,
H(z, f(z))
f(z)degf (H)
)
= S(r, f)
for all r outside of a possible exceptional set of finite logarithmic measure.
By denoting C = max
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1
f
))
+ S(r, f)
≤ degf (H)
(
N(r + C, f) +N
(
r,
1
f
))
+ S(r, f).
Therefore,
T (r,H(z, f(z))) = m(r,H(z, f(z))) +N(r,H(z, f(z)))
≤ m
(
r,
H(z, f(z))
f(z)degf (H)
)
+m
(
r, f(z)degf (H)
)
+N
(
r,
H(z, f(z))
f(z)degf (H)
)
+N
(
r, f(z)degf (H)
)
≤ degf (H)
(
N(r + C, f) +N
(
r,
1
f
))
+ T
(
r, f(z)degf (H)
)
+ S(r, f)
≤ 3 degf (H)T (r + C, f) + S(r, f) (5.2)
for all r outside of a possible exceptional set of finite logarithmic measure. The remainders
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Abstract. In this paper, we consider q-difference Riccati equations and second order linear q-
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between these two equations, the representations and the value distribution of meromorphic solutions
of q-difference Riccati equations, the q- Casorati determinant of meromorphic solutions of second order
linear q-difference equations. In particular, we find that the meromorphic solutions of these two equa-
tions are concerned with the q-Gamma function when q ∈ C such that 0 < |q| < 1. Some examples are
also listed to illustrate our results.
1. Introduction and Main Results
In this paper, a meromorphic function means meromorphic in the whole complex plane
C, unless stated otherwise. We also assume that the reader is familiar with the standard
symbols and fundamental results such as m(r, f), N(r, f) and T (r, f) etc. of Nevanlinna
theory, see e.g. [7, 11], for a given meromorphic function f(z). A meromorphic function
a(z) is said to be a small function relative to f(z) if T (r, a) = S(r, f), where S(r, f) is
used to denote any quantity satisfying S(r, f) = o({T (r, f)} as r →∞, possibly outside of
a set of finite logarithmic measure, furthermore, possibly outside of a set E of logarithmic
density logdens(E) = lim
r→∞
∫
[1,r]∩E
dt
t
/ log r = 0. For a small function a(z) relative to
f(z), we define
δ(a, f) = lim inf
r→∞
m
(
r, 1
f−a
)
T (r, f)
= 1− lim sup
r→∞
N
(
r, 1
f−a
)
T (r, f)
.
Recently, Ishizaki[10] considered the difference Riccati equation
∆f(z) +
f(z)2 +A(z)
f(z)− 1 = 0, (1.1)
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and the second order linear difference equation
∆2y(z) +A(z)y(z) = 0, (1.2)
where A(z) is meromorphic function, and gave surveys of basic properties of equations
(1.1) and (1.2) which are analogues in the differential cases.
We are thus concerned with the q-difference Riccati equation
g(qz) = −a1(z)g(z) + a0(z)
g(z)
, (1.3)
and the second order linear q-difference equation
f
(
q2z
)
+ a1(z)f(qz) + a0(z)f(z) = 0, (1.4)
where q ∈ C\{0}, |q| = 1, a1(z) and a0(z) ≡ 0 are rational functions, and will obtain some
parallel results for the q-difference case. For a meromorphic function h(z), the q-difference
operator ∆q is defined by ∆qh(z) = h(qz)− h(z).
This paper is organized as follows. In Section 2, we describe the transformation between
the q-difference Riccati equation (1.3) and the second order linear q-difference equation
(1.4). In section 3, we present some properties of the q-difference Riccati equation (1.3),
such as q-difference analogue on the property of a cross ratio for four distinct meromor-
phic solutions of a differential Riccati equation, the meromorphic solutions concerning
with q-Gamma function.In Section 4, we study the value distribution of transcendental
meromorphic solutions of the q-difference Riccati equation (1.3) and the form of mero-
morphic solutions of the second order linear q-difference equation (1.4). In Section 5,
we discuss the properties on the q-Casorati determinant of meromorphic solutions of the
second order linear q-difference equation (1.4).
2. Transformations between q-difference Riccati equations and second
order linear q-difference equations
It is well known that the differential Riccati equation
w
′
(z) + w(z)2 +A(z) = 0, (2.1)
and the second order linear differential equation
u
′′
(z) +A(z)u(z) = 0, (2.2)
are closely related by the transformation
w(z) = −u
′
(z)
u(z)
,
where A(z) is a meromorphic function, see e.g., [9, pp.103-106].
Ishizaki [10] considered a difference analogue of (2.1) and (2.2), and obtained that the
difference Riccati equation (1.1) and the second order linear difference equation (1.2) are
closely linked by the transformation
f(z) = −∆y(z)
y(z)
,
where A(z) is a meromorphic function.
Here, we are concerned with a transformation between (1.3) and (1.4), see [2]. For a
nontrivial meromorphic solution f(z) of equation (1.4), we take
g(z) =
f(qz)
f(z)
. (2.3)
q-DIFFERENCE RICCATI EQUATIONS AND q-DIFFERENCE EQUATIONS 3
Then g(z) satisfies the q-difference Riccati equation (1.3). In fact, we deduce from (1.4)
that
f
(
q2z
)
f(qz)
+ a1(z) + a0(z)
f(z)
f(qz)
= 0,
which implies the desired form of equation (1.3).
Conversely, if equation (1.3) admits a nontrivial meromorphic solution g(z), then mero-
morphic function f(z) of first order q-difference equation (2.3) satisfies equation (1.4). In
fact, we conclude from (1.3) and (2.3) that
f
(
q2z
)
= g(qz)f(qz) =
(
−a1(z)g(z) + a0(z)
g(z)
)
f(qz) = −a1(z)f(qz)− a0(z)f(z),
which implies equation (1.4).
Example 2.1. Suppose that q ∈ C\{0} and |q| = 1. Let a0(z) = q
2z2−(q2−2q−1)z+1
1−z2
and a1(z) =
2
z−1 . Then g(z) =
qz+1
z+1
and f(z) = z + 1 satisfy the q-difference Riccati
equation (1.3) and the second order linear q-difference equation (1.4), respectively, and
both satisfy the transformation (2.3).
3. Representations of solutions of q-difference Riccati equations
The representations of meromorphic solutions of Riccati equations are interesting.
Bank et al. [3, pp.371-373] demonstrated that the differential Riccati equation (2.1)
possesses a one parameter family of meromorphic solutions (fc)c∈C if (2.1) has three dis-
tinct meromorphic solutions α1(z), α2(z) and α3(z). Ishizaki extended this property to
difference Riccati equation (1.1) and obtained a difference analogue of this property, see
[10, Proposition 2.1]. Now, we present this property for the q-difference case below, which
can also be seen as a q-difference analogue of the fact that a cross ratio for four distinct
meromorphic solutions of a differential Riccati equation is a constant, see, e.g., [9, pp.108-
109]. Furthermore, we find that meromorphic solutions of q-difference Riccati equations
(1.3) are concerned with q- Gamma function if q ∈ C such that 0 < |q| < 1.
Theorem 3.1. Suppose that (1.3) possesses three distinct meromorphic solutions
g1(z), g2(z) and g3(z). Then any meromorphic solution g(z) of (1.3) can be represented
by
g(z) =
g1(z)g2(z)− g2(z)g3(z)− g1(z)g2(z)φ(z) + g1(z)g3(z)φ(z)
g1(z)− g3(z)− g2(z)φ(z) + g3(z)φ(z) , (3.1)
where φ(z) is a meromorphic function satisfying φ(qz) = φ(z). Conversely, if for any
meromorphic function φ(z) satisfying φ(qz) = φ(z), we define a function g(z) by (3.1),
then g(z) is a meromorphic solution of (1.3).
Proof of Theorem 3.1. Let hj(z), j = 1, 2, 3, 4 be distinct meromorphic functions.
We denote a cross ratio of hj(z), j = 1, 2, 3, 4 by
R(h1, h2, h3, h4; z) =
h1(z)− h3(z)
h1(z)− h4(z) :
h2(z)− h3(z)
h2(z)− h4(z) .
Suppose that g(z) is meromorphic solution of (1.3) and is also distinct from g1(z), g2(z)
and g3(z). We first show that g(z) is a meromorphic solution of the q-difference Riccati
equation (1.3) if and only if R(qz) = R(z), where R(z) = R(g1, g2, g3, g; z). In fact, we
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conclude from (1.3) that
R(qz) =
g1(qz)− g3(qz)
g1(qz)− g(qz) :
g2(qz)− g3(qz)
g2(qz)− g(qz)
=
a0(z)(g1(z)−g3(z))
g1(z)g3(z)
a0(z)(g1(z)−g(z))
g1(z)g(z)
:
a0(z)(g2(z)−g3(z))
g2(z)g3(z)
a0(z)(g2(z)−g(z))
g2(z)g(z)
=
g1(z)− g3(z)
g1(z)− g(z) :
g2(z)− g3(z)
g2(z)− g(z) = R(z).
Conversely, if R(qz) = R(z), then
a0(z)(g1(z)−g3(z))
g1(z)g3(z)
−a1(z)g(z)+a0(z)
g(z)
− g(qz)
:
a0(z)(g2(z)−g3(z))
g2(z)g3(z)
−a2(z)g(z)+a0(z)
g(z)
− g(qz)
=
g1(z)− g3(z)
g1(z)− g(z) :
g2(z)− g3(z)
g2(z)− g(z) .
(3.2)
We conclude from (3.2) that g(qz) = −a1(z)g(z)+a0(z)
g(z)
, which shows that g(z) satisfies
(1.3).
Thus, for any meromorphic function φ(z) satisfying φ(qz) = φ(z), we define g(z) by
R(g1, g2, g3, g; z) = φ(z).
Then g(z) is represented by (3.1), and also satisfies the q-difference Riccati equation (1.3).
The proof of Theorem 3.1 is completed.
Now, we recall some results of transcendental meromorphic solutions concerned with the
q-difference Riccati equation (1.3). Bergweiler et al. [4] pointed out that all transcendental
meromorphic solutions of equation (1.4) satisfy T (r, f) = O((log r)2) if q ∈ C and 0 < |q| <
1. Since (2.3) is a transformation between (1.3) and (1.4), we obtain all transcendental
meromorphic solutions of equation (1.3) are of order zero if q ∈ C and 0 < |q| < 1. On
the other hand, if g(z) is a transcendental meromorphic solution of equation
g(qz) = R(z, g(z)), (3.3)
where q ∈ C, |q| > 1, and the coefficients of R(z, g(z)) are small functions relative to
g(z), Gundersen et al. [6] showed that the order of growth of equation (3.3) is equal to
log degg(R)/ log |q|, where degg(R) is the degree of irreducible rational function R(z, g(z))
in g(z). Thus, from the above two cases, we obtain that all transcendental meromorphic
solutions of equation (1.3) are of order zero for all q ∈ C\{0} and |q| = 1.
We next illustrate some of the results of q-difference equations which are explicitly
solvable in terms of known zero order meromorphic functions(see [2]). Let q ∈ C be such
that 0 < |q| < 1. Then q-Gamma function Γq(x) is defined by
Γq(x) :=
(q; q)∞
(qx; q)∞
(1− q)1−x,
where (a; q)∞ =
∏∞
k=0
(
1− aqk) . It is a meromorphic function with poles at x = −n ±
2piik/ log q, where k and n are non-negative integers, see [1]. By defining
γq(z) := (1− q)x−1Γq(x), z = qx,
and γq(0) := (q; q)∞, we observe that γq(z) is a meromorphic function of zero order with
no zeros, having its poles at
{
qk
}∞
k=0
.
Therefore, the first order linear q-difference equation
h(qz) = (1− z)h(z)
q-DIFFERENCE RICCATI EQUATIONS AND q-DIFFERENCE EQUATIONS 5
is solved by the function γq(z). Moreover, for general first order linear q-difference equation
h(qz) = a(z)h(z), (3.4)
where a(z) is a rational function. If a(z) ≡ a is a constant, equation (3.4) is solvable
in terms of rational functions if and only if logq a is an integer. If a(z) is nonconstant,
let αi, i = 1, 2, · · · , n and βj , j = 1, 2, · · · ,m be the zeros and poles of a(z), respectively,
repeated according to their multiplicities. Then a(z) can be written in the form
a(z) =
c(1− z/α1)(1− z/α2) · · · (1− z/αn)
(1− z/β1)(1− z/β2) · · · (1− z/βm) ,
where c = 0 is a complex number depending on a(z). Hence, equation (3.4) is solved by
h(z) = zlogq c
γq(z/α1)γq(z/α2) · · · γq(z/αn)
γq(z/β1)γq(z/β2) · · · γq(z/βm) , (3.5)
which is meromorphic if and only if logq c is an integer.
Now, let c1(z) and c2(z) be two distinct rational solutions of the differential Riccati
equation (2.1). If there exists a rational solution c3(z) distinct from cj(z), j = 1, 2, then
all meromorphic solutions of (2.1) are rational solutions. If there exists a transcendental
meromorphic solution w(z), then there is no rational solution other than cj(z), j = 1, 2, see,
e.g.,[3, pp.393-394]. For difference Riccati equation (1.1), Ishizaki obtained a difference
analogue, see [10, Proposition 2.2]. In the follows, we give a q-difference case for q-
difference Riccati equation (1.3).
Theorem 3.2. Let q ∈ C be such that 0 < |q| < 1. Suppose that q-difference Riccati
equation (1.3) possesses two distinct rational solutions g1(z) and g2(z). Then there exists
a meromorphic solution g3(z) distinct from g1(z) and g2(z) so that any meromorphic
solution g(z) of (1.3) is represented in the form (3.1).
Proof of Theorem 3.2. Since g1(z) and g2(z) are two distinct rational solutions of
(1.3), we define a translation
g(z) =
g1(z)h(z) + g2(z)
h(z) + 1
. (3.6)
Then σ(h) = σ(g) = 0. Substituting (3.6) into (1.3), we conclude that
h(qz) =
g1(z)
g2(z)
h(z), (3.7)
which is type of (3.4). So, h(z) is a meromorphic solution of (3.7) as in the form (3.5).
Therefore, we conclude from (3.6) that g3(z) is a meromorphic solution of (1.3), which is
distinct from g1(z) and g2(z). So, we now deduce from Theorem 3.1 that any meromorphic
solution of (1.3) is represented in the form (3.1). The proof of Theorem 3.2 is completed.
Example 3.1. Let q = − 1
2
, a1(z) =
5z+4
2(z+2)
and a0(z) =
z−4
z+2
in (1.3) and (1.4). Then
functions
g1(z) = −2 and g2(z) = − z − 2
2(z + 1)
(3.8)
satisfy q-difference Riccati equation (1.3), and (3.7) turns into
h
(
−1
2
z
)
=
4(z + 1)
z − 2 h(z) =
−2
[
1− z−1
]
1− z
2
h(z).
We note that
γq(z) = (1− q)x−1Γq(x) = (q; q)∞
(qx; q)∞
=
(q; q)∞
(z; q)∞
. (3.9)
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conclude from (1.3) that
R(qz) =
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Thus, we conclude from (3.5) and (3.9) that
h(z) = z
{
log− 12
−2
}
·
γ− 12 (−z)
γ− 12
(
z
2
) = z−1 ( z2 ;− 12)∞(−z;− 1
2
)
∞
= z−1
∏∞
k=0
(
1− z
2
(− 1
2
)k)
∏∞
k=0
(
1 + z
(− 1
2
)k) = z−1
∏∞
k=0
(
1 + z
(− 1
2
)k+1)
∏∞
k=0
(
1 + z
(− 1
2
)k)
= z−1
[
1 +
(− 1
2
)
z
] [
1 +
(− 1
2
)2
z
]
· · ·
[
1 +
(− 1
2
)k
z
]
· · ·
(1 + z)
[
1 +
(− 1
2
)
z
] [
1 +
(− 1
2
)2
z
]
· · ·
[
1 +
(− 1
2
)k
z
]
· · ·
=
1
z(z + 1)
,
and
g3(z) =
g1(z)h(z) + g2(z)
h(z) + 1
= − (z − 2)
2
2 (z2 + z + 1)
is a meromorphic solution of (1.3), which is distinct from g1(z) and g2(z). Moreover, we
also conclude from (2.3), (3.8) and (1.4) that
f1
(
−1
2
z
)
= −2f1(z) and f2
(
−1
2
z
)
=
1− z
2
1− z−1
f2(z),
which are corresponding to g1(z) and g2(z), respectively, and are also the types of (3.4).
Thus, we deduce from (3.5) that
f1(z) =
1
z
and f2(z) =
γ− 12
(
z
2
)
γ− 12 (−z)
= z + 1
satisfy second order linear q-difference equation (1.4).
4. Value distribution of solutions of q-difference Riccati equations and
form of solutions of second order linear q-difference equations
We first consider the value distribution of transcendental meromorphic solution of q-
difference Riccati equation (1.3).
Theorem 4.1. Let a1(z) and a0(z) be nonconstant rational functions. If g(z) is a zero
order transcendental meromorphic solution of q-difference Riccati equation
g(qz) = −a1(z)g(z) + a0(z)
g(z)
with q ∈ C\{0} and |q| = 1, then
(i) If
|q| > 1 and N(r, g) +N
(
r,
1
g
)
= S(r, g),
then g(z) has at most one Borel exceptional value;
(ii) Nevanlinna deficiencies δ(0, g) = δ(∞, g) = 0;
(iii) If qz2 + za1(z) + a0(z) ≡ 0, then g(z) has infinitely many fixed points.
In particular, we obtain
Theorem 4.2. If a1(z) = a1 and a0(z) = a0(= 0) are constants, and if q ∈ C\{0} and
|q| = 1, then q-difference Riccati equation (1.3) has only rational solutions. Furthermore,
if a1(z) ≡ 0 and a0(z) = a0 is nonzero constant, then (1.3) has only a nonzero constant
solution g(z) = d, which satisfies d2 + a0 = 0.
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We need some preliminaries to prove Theorems 4.1 and 4.2.
The theorem of Tumura and Clunie is an important result in Nevanlinna theory, see
[5, 12]. Weissenborn extended it and obtained
Lemma 4.1[13, Theorem]. Let h(z) be a meromorphic function and let φ be given by
φ(z) = cn(z)h(z)
n + cn−1(z)h(z)
n−1 + · · ·+ c0(z),
T (r, cj) = S(r, h), j = 0, 1, · · · , n− 1, n.
Then either
φ ≡
(
h+
cn−1(z)
ncn(z)
)n
,
or
T (r, h) ≤ N
(
r,
1
φ
)
+N(r, h) + S(r, h).
Lemma 4.2. Suppose that h(z) is a nonconstant meromorphic function satisfying
N(r, h) +N
(
r,
1
h
)
= S(r, h). (4.1)
Let
φ(z) = cn(z)h(z)
n + cn−1(z)h(z)
n−1 + · · ·+ c0(z) (4.2)
be a polynomial in h(z) with n ∈ N, and coefficients satisfying
T (r, cj) = S(r, h), j = 0, 1, · · · , n− 1, n, cn(z)c0(z) ≡ 0.
Then
N
(
r,
1
φ
)
= nT (r, h) + S(r, h), (4.3)
or
N
(
r,
1
φ
)
≥ T (r, h) + S(r, h). (4.4)
Thus, φ(z) ≡ 0.
Proof of Lemma 4.2. By differentiating both sides of (4.2), we conclude that
φ
′
(z) =
n∑
j=1
(
c
′
j(z) + jcj(z)
h
′
(z)
h(z)
)
h(z)j . (4.5)
Thus, we deduce from (4.2) and (4.5) that(
c
′
n(z) + ncn(z)
h
′
(z)
h(z)
)
φ(z)− cnφ
′
(z)
=
n−1∑
j=1
[
cj(z)
(
c
′
n(z) + ncn(z)
h
′
(z)
h(z)
)
− cn(z)
(
c
′
j(z) + jcj(z)
h
′
(z)
h(z)
)]
h(z)j
+ c0(z)
(
c
′
n(z) + ncn(z)
h
′
(z)
h(z)
)
.
Therefore,
(
c
′
n(z) + ncn(z)
h
′
(z)
h(z)
)
φ(z) − cnφ′(z) is a polynomial in h(z) with degree no
greater than n− 1 and the term of degree zero is c0(z)
(
c
′
n(z) + ncn(z)
h
′
(z)
h(z)
)
≡ 0. Then
c
′
n(z) + ncn(z)
h
′
(z)
h(z)
≡ 0.
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Otherwise, if c
′
n(z) +ncn(z)
h
′
(z)
h(z)
≡ 0, then cn(z)h(z)n is a nonzero constant, a contradic-
tion. We also note that c0(z)
(
c
′
n(z) + ncn(z)
h
′
(z)
h(z)
)
is small function relative to h(z) by
(4.1) and the lemma of logarithmic derivative. Set
µ1(z) = c
′
n(z) + ncn(z)
h
′
(z)
h(z)
and ν1(z) = cn.
Then µ1(z) and ν1(z) are small functions relative to h(z) and
φ1(z) = µ1(z)φ(z)− ν1(z)φ
′
(z)
is a polynomial in h(z) with degree no greater than n− 1 and the term of degree zero is
small function relative to h(z).
If the degree of φ1(z) is greater than zero, then by repeating above process, we can get
two small functions µ2(z) and ν2(z) such that
φ2(z) = µ2(z)φ1(z)− ν1(z)φ
′
1(z)
is a polynomial in h(z) with degree less than the degree of φ1(z) and the term of degree
zero is a small function relative to h(z).
We note that such process will be terminated at most n times. Thus, We can proceed
this process to obtain small functions µj(z) and νj(z), where j = 1, 2, · · · , s, s + 1 and
s ≤ n, such that
φj(z) = µj(z)φj−1(z)− νj(z)φ
′
j−1(z)
are polynomial in h(z) with deg φj(z) > deg φj−1(z)(j = 1, 2, · · · , s), where φ0(z) ≡ φ(z),
and
φs+1(z) = µs+1(z)φs(z)− νs+1(z)φ
′
s(z)
is a small function relative to h(z). Thus, we deduce that the small function φs+1(z)
can be expressed as a linear differential polynomial in φ(z) with coefficients being small
functions relative to h(z). So,
m
(
r,
1
φ
)
= S(r, h). (4.6)
On the other hand, we deduce from Lemma 4.1 that either
φ ≡
(
h+
cn−1(z)
ncn(z)
)n
, (4.7)
or
T (r, h) ≤ N
(
r,
1
φ
)
+N(r, h) + S(r, h). (4.8)
Thus, we deduce from Valiron-Mohon’ko lemma, (4.6) and (4.7) that (4.3) holds, and
obtain from (4.1) and (4.8) that (4.4) holds. Therefore φ(z) ≡ 0. The proof of Lemma 4.2
is completed.
Lemma 4.3 [6, Theorem 5.2]. Let h(z) be a transcendental meromorphic solution of
equation
h(qz) = R(z, h(z)) =
∑p
i=0 ai(z)h(z)
i∑q
j=0 bj(z)h(z)
j
(4.9)
with meromorphic coefficients ai(z), bj(z) relative to h(z) and q ∈ C such that |q| > 1. If
N(r, h) +N (r, 1/h) = S(r, h), then equation (4.9) is either of the form
h(qz) = ap(z)h(z)
p or h(qz) =
a0(z)
h(z)q
.
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Lemma 4.4. [2, Theorem 2.2]. Let f(z) be a nonconstant zero order meromorphic
solution of
P (z, f) = 0,
where P (z, f) is a q-difference polynomials in f(z). If P (z, α) ≡ 0 for a small function
α(z) relative to f(z), then
m
(
r,
1
f − α
)
= o(T (r, f))
on a set of logarithmic density 1.
Lemma 4.5[11, Theorem 2.2.5 and Corollary 2.2.7]. Let f(z) be a meromorphic
function. Then for all irreducible rational functions in f(z),
R(z, f(z)) =
∑p
i=0 ai(z)f(z)
i∑q
j=0 bj(z)f(z)
j
,
with meromorphic coefficients ai(z), bj(z) , the characteristic function of R(z, f(z)) satis-
fies
T (R(z, f(z))) = dT (r, f) +O(Ψ(r)),
where d = max{p, q} and Ψ(r) = max
i,j
{T (r, ai), T (r, bj)}.
In the particular case when{
T (r, ai) = S(r, f), i = 0, 1, · · · , p,
T (r, bj) = S(r, f), j = 0, 1, · · · , q,
we have
T (r,R(z, f(z))) = dT (r, f) + S(r, f).
We also use the observation[4, pp.2] that, for any meromorphic function f(z) and any
constant q ∈ C\{0},
T (r, f(qz)) = T (|q|r, f) +O(1). (4.10)
Proof of Theorem 4.1. Suppose that g(z) is a zero order transcendental meromorphic
solution of q-difference Riccati equation (1.3).
(i) Suppose that g(z) has two finite Borel exceptional values a and b(= 0, a). For the
case where one of a and b is infinite, we can use a similar method to prove. Set
h(z) =
g(z)− a
g(z)− b . (4.11)
Since N(r, g) +N(r, 1/g) = S(r, g), we deduce from (4.11) that
N(r, h) +N
(
r,
1
h
)
= S(r, h). (4.12)
We also conclude from (4.11) that
g(z) =
a− bh(z)
1− h(z) . (4.13)
Now, substituting (4.13) into (1.3), we conclude that
h(qz) =
(ba1(z) + a0(z) + ab)h(z)− (aa1(z) + a0(z) + a2)
(ba1(z) + a0(z) + b2)h(z)− (aa1(z) + a0(z) + ab) . (4.14)
By the assumptions of Theorem 4.1, we get
(ba1(z) + a0(z) + ab) ≡ 0 and (ba1(z) + a0(z) + b2) ≡ 0.
Thus, we deduce from Lemma 4.3, (4.12) and (4.14) that
h(qz) = c(z)h(z)k, k ∈ Z\{0}, (4.15)
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Otherwise, if c
′
n(z) +ncn(z)
h
′
(z)
h(z)
≡ 0, then cn(z)h(z)n is a nonzero constant, a contradic-
tion. We also note that c0(z)
(
c
′
n(z) + ncn(z)
h
′
(z)
h(z)
)
is small function relative to h(z) by
(4.1) and the lemma of logarithmic derivative. Set
µ1(z) = c
′
n(z) + ncn(z)
h
′
(z)
h(z)
and ν1(z) = cn.
Then µ1(z) and ν1(z) are small functions relative to h(z) and
φ1(z) = µ1(z)φ(z)− ν1(z)φ
′
(z)
is a polynomial in h(z) with degree no greater than n− 1 and the term of degree zero is
small function relative to h(z).
If the degree of φ1(z) is greater than zero, then by repeating above process, we can get
two small functions µ2(z) and ν2(z) such that
φ2(z) = µ2(z)φ1(z)− ν1(z)φ
′
1(z)
is a polynomial in h(z) with degree less than the degree of φ1(z) and the term of degree
zero is a small function relative to h(z).
We note that such process will be terminated at most n times. Thus, We can proceed
this process to obtain small functions µj(z) and νj(z), where j = 1, 2, · · · , s, s + 1 and
s ≤ n, such that
φj(z) = µj(z)φj−1(z)− νj(z)φ
′
j−1(z)
are polynomial in h(z) with deg φj(z) > deg φj−1(z)(j = 1, 2, · · · , s), where φ0(z) ≡ φ(z),
and
φs+1(z) = µs+1(z)φs(z)− νs+1(z)φ
′
s(z)
is a small function relative to h(z). Thus, we deduce that the small function φs+1(z)
can be expressed as a linear differential polynomial in φ(z) with coefficients being small
functions relative to h(z). So,
m
(
r,
1
φ
)
= S(r, h). (4.6)
On the other hand, we deduce from Lemma 4.1 that either
φ ≡
(
h+
cn−1(z)
ncn(z)
)n
, (4.7)
or
T (r, h) ≤ N
(
r,
1
φ
)
+N(r, h) + S(r, h). (4.8)
Thus, we deduce from Valiron-Mohon’ko lemma, (4.6) and (4.7) that (4.3) holds, and
obtain from (4.1) and (4.8) that (4.4) holds. Therefore φ(z) ≡ 0. The proof of Lemma 4.2
is completed.
Lemma 4.3 [6, Theorem 5.2]. Let h(z) be a transcendental meromorphic solution of
equation
h(qz) = R(z, h(z)) =
∑p
i=0 ai(z)h(z)
i∑q
j=0 bj(z)h(z)
j
(4.9)
with meromorphic coefficients ai(z), bj(z) relative to h(z) and q ∈ C such that |q| > 1. If
N(r, h) +N (r, 1/h) = S(r, h), then equation (4.9) is either of the form
h(qz) = ap(z)h(z)
p or h(qz) =
a0(z)
h(z)q
.
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Lemma 4.4. [2, Theorem 2.2]. Let f(z) be a nonconstant zero order meromorphic
solution of
P (z, f) = 0,
where P (z, f) is a q-difference polynomials in f(z). If P (z, α) ≡ 0 for a small function
α(z) relative to f(z), then
m
(
r,
1
f − α
)
= o(T (r, f))
on a set of logarithmic density 1.
Lemma 4.5[11, Theorem 2.2.5 and Corollary 2.2.7]. Let f(z) be a meromorphic
function. Then for all irreducible rational functions in f(z),
R(z, f(z)) =
∑p
i=0 ai(z)f(z)
i∑q
j=0 bj(z)f(z)
j
,
with meromorphic coefficients ai(z), bj(z) , the characteristic function of R(z, f(z)) satis-
fies
T (R(z, f(z))) = dT (r, f) +O(Ψ(r)),
where d = max{p, q} and Ψ(r) = max
i,j
{T (r, ai), T (r, bj)}.
In the particular case when{
T (r, ai) = S(r, f), i = 0, 1, · · · , p,
T (r, bj) = S(r, f), j = 0, 1, · · · , q,
we have
T (r,R(z, f(z))) = dT (r, f) + S(r, f).
We also use the observation[4, pp.2] that, for any meromorphic function f(z) and any
constant q ∈ C\{0},
T (r, f(qz)) = T (|q|r, f) +O(1). (4.10)
Proof of Theorem 4.1. Suppose that g(z) is a zero order transcendental meromorphic
solution of q-difference Riccati equation (1.3).
(i) Suppose that g(z) has two finite Borel exceptional values a and b(= 0, a). For the
case where one of a and b is infinite, we can use a similar method to prove. Set
h(z) =
g(z)− a
g(z)− b . (4.11)
Since N(r, g) +N(r, 1/g) = S(r, g), we deduce from (4.11) that
N(r, h) +N
(
r,
1
h
)
= S(r, h). (4.12)
We also conclude from (4.11) that
g(z) =
a− bh(z)
1− h(z) . (4.13)
Now, substituting (4.13) into (1.3), we conclude that
h(qz) =
(ba1(z) + a0(z) + ab)h(z)− (aa1(z) + a0(z) + a2)
(ba1(z) + a0(z) + b2)h(z)− (aa1(z) + a0(z) + ab) . (4.14)
By the assumptions of Theorem 4.1, we get
(ba1(z) + a0(z) + ab) ≡ 0 and (ba1(z) + a0(z) + b2) ≡ 0.
Thus, we deduce from Lemma 4.3, (4.12) and (4.14) that
h(qz) = c(z)h(z)k, k ∈ Z\{0}, (4.15)
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where T (r, c(z)) = S(r, h).
If k ≥ 1, we conclude from (4.14) and (4.15) that
c(z)(ba1(z) + a0(z) + b
2)h(z)k+1 − c(z)(aa1(z) + a0(z) + ab)h(z)k
−(ba1(z) + a0(z) + ab)h(z) + (aa1(z) + a0(z) + a2) = 0. (4.16)
Thus, we deduce from Lemma 4.2 and (4.12) that (4.16) is a contradiction. If k ≤ −1, we
use the same method as above to get another contradiction. Therefore, g(z) at most one
Borel exceptional value.
(ii) We first prove δ(0, g) = 0. We obtain from (1.3) that
P1(z, g) = g(z)g(qz) + a1(z)g(z) + a0(z) = 0. (4.17)
Since P1(z, 0) = a0(z) ≡ 0, we deduce from Lemma 4.4 and (4.17) that
m
(
r,
1
g
)
= S(r, g)
on a set E of logarithmic density 1. Therefore,
0 ≤ δ(0, g) = lim inf
r→∞
m
(
r, 1
g
)
T (r, g)
≤ lim inf
r→∞,r∈E
m
(
r, 1
g
)
T (r, g)
= 0.
Thus, δ(0, g) = 0.
We second prove δ(∞, g) = 0. Set y(z) = 1
g(z)
. Then
T (r, y) = T (r, g) +O(1) and S(r, y) = S(r, g).
Now, substituting g(z) = 1/y(z) into (1.3), we conclude that
P2(z, y) = y(qz)(a0(z)y(z) + a1(z)) + 1 = 0. (4.18)
Since P2(z, 0) = 1 ≡ 0, we obtain from Lemma 4.4 and (4.18) that
m
(
r,
1
y
)
= S(r, y)
on a set E of logarithmic density 1. Therefore,
N
(
r,
1
y
)
= T (r, y) + S(r, y) (4.19)
on a set E of logarithmic density 1. Thus, we conclude from y(z) = 1
g(z)
and (4.19) that
N(r, g) = N
(
r,
1
y
)
= T (r, y) + o(T (r, y)) = T (r, g) + S(r, g)
on a set E of logarithmic density 1, and so,
0 ≤ δ(∞, g) = 1− lim sup
r→∞
N(r, g)
T (r, g)
≤ 1− lim sup
r→∞,r∈E
N(r, g)
T (r, g)
= 0.
Thus, δ(∞, g) = 0.
(iii) Set y(z) = g(z)− z. Then
T (r, y) = T (r, g) + S(r, g) and S(r, y) = S(r, g).
Substituting g(z) = y(z) + z into (1.3), we conclude that
P3(z, y) = y(z)y(qz) + zy(qz) + qzy(z) + qz
2 + za1(z) + a0(z) = 0. (4.20)
Since P3(z, 0) = qz
2 + za1(z) + a0(z) ≡ 0, we deduce from Lemma 4.4 and (4.20) that
m
(
r,
1
y
)
= S(r, y)
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on a set E of logarithmic density 1. Therefore
N
(
r,
1
g − z
)
= N
(
r,
1
y
)
= T (r, y) + o(T (r, y)) = T (r, g) + S(r, g)
on a set E of logarithmic density 1. This shows that g(z) has infinitely many fixed points
if za1(z) + a0(z) ≡ 0.
Proof of Theorem 4.2. Suppose first that 0 < |q| < 1 and equation (1.3) with
nonzero constant coefficients a1(z) and a0(z) admits a meromorphic solution g(z). We
assert that g(z) is rational. In fact, we conclude from Lemma 4.5, (1.3) and (4.10) that
T (r, f) ≤ T (|q|r, f) +A, r ≥ R0,
where A > Ψ(r) = max{T (r, a0), T (r, a1)} ≥ 0, R0(> 0) is fixed number.
Thus, for any r ≥ R0, there exists an n ∈ N such that
R0
|q|n−1 ≤ r <
R0
|q|n . (4.21)
By an inductive argument, we deduce from (4.21) that
T (r, f) ≤ T (|q|nr, f) +An ≤ T (R0, f) +A
(
log r
log 1|q|
− logR0
log 1|q|
+ 1
)
= O(log r). (4.22)
Suppose now that |q| > 1 and equation (1.3) with nonzero constant coefficients a1(z) and
a1(z) admits a meromorphic solution g(z). Replacing z by
z
q
in (1.3), we proceed in a
similar method as above to get (4.22) again. Therefore, g(z) is rational solution of (1.3).
Now, we affirm that g(z) must be nonzero constant if a1(z) ≡ 0 and a0(z) = a0(= 0) is
a constant. Otherwise, if g(z) is nonconstant rational and has a pole z0 = 0, we conclude
from (1.3) that g(z) has infinitely many poles of the forms q2(n−1)z0 and infinitely many
zeros of the forms q2(n−1)+1z0 for all n ∈ N. Conversely, If g(z) is nonconstant rational
and has a zero z0 = 0, we conclude from (1.3) that g(z) has infinitely many zeros of the
forms q2(n−1)z0 and infinitely many poles of the forms q2(n−1)+1z0 for all n ∈ N. These
are both impossible since g(z) is rational. Thus, the only possible pole (resp. zero) of g(z)
is at 0. So g(z) may have the form g(z) = dzk(k ∈ Z), where d is a nonzero constant. If
k = 0, we get a contradiction from (1.3). Therefore, k = 0 and equation (1.3) has only a
nonzero constant solution g(z) = d, which satisfies d2+ a0 = 0. The proof of Theorem 4.2
is completed.
We now consider the form of meromorphic solutions of (1.4), which is according to
Theorem 4.2. In fact, more details about meromorphic solutions of (1.4) has been studied
in [4, 8]. Here, we only consider the case that all coefficients are constants.
Theorem 4.3. If a1(z) ≡ 0 and a0(z) = a0 is constant, and if q ∈ C\{0} and |q| = 1,
then every meromorphic solution f(z) of second order linear q-difference equation (1.4)
has the form f(z) = βzk, where β ∈ C\{0} and k ∈ Z satisfying q2k + a0 = 0.
We first list a lemma needed below.
Lemma 4.6 [8, Theorem 2.1]. Suppose that q ∈ C\{0} and |q| = 1. Let a0, a1, · · · , an
be complex constants and let Q(z) be of the reduced form Q(z) = p1(z)
zl
, where p1(z) is a
polynomial of degree d and l ∈ N∪ {0}. Then all meromorphic solutions f(z) of equation
n∑
j=0
aj(z)f
(
qjz
)
= Q(z)
are of the reduced form f(z) = p2(z)
zp
, where p2(z) is a polynomial and p ≥ l.
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where T (r, c(z)) = S(r, h).
If k ≥ 1, we conclude from (4.14) and (4.15) that
c(z)(ba1(z) + a0(z) + b
2)h(z)k+1 − c(z)(aa1(z) + a0(z) + ab)h(z)k
−(ba1(z) + a0(z) + ab)h(z) + (aa1(z) + a0(z) + a2) = 0. (4.16)
Thus, we deduce from Lemma 4.2 and (4.12) that (4.16) is a contradiction. If k ≤ −1, we
use the same method as above to get another contradiction. Therefore, g(z) at most one
Borel exceptional value.
(ii) We first prove δ(0, g) = 0. We obtain from (1.3) that
P1(z, g) = g(z)g(qz) + a1(z)g(z) + a0(z) = 0. (4.17)
Since P1(z, 0) = a0(z) ≡ 0, we deduce from Lemma 4.4 and (4.17) that
m
(
r,
1
g
)
= S(r, g)
on a set E of logarithmic density 1. Therefore,
0 ≤ δ(0, g) = lim inf
r→∞
m
(
r, 1
g
)
T (r, g)
≤ lim inf
r→∞,r∈E
m
(
r, 1
g
)
T (r, g)
= 0.
Thus, δ(0, g) = 0.
We second prove δ(∞, g) = 0. Set y(z) = 1
g(z)
. Then
T (r, y) = T (r, g) +O(1) and S(r, y) = S(r, g).
Now, substituting g(z) = 1/y(z) into (1.3), we conclude that
P2(z, y) = y(qz)(a0(z)y(z) + a1(z)) + 1 = 0. (4.18)
Since P2(z, 0) = 1 ≡ 0, we obtain from Lemma 4.4 and (4.18) that
m
(
r,
1
y
)
= S(r, y)
on a set E of logarithmic density 1. Therefore,
N
(
r,
1
y
)
= T (r, y) + S(r, y) (4.19)
on a set E of logarithmic density 1. Thus, we conclude from y(z) = 1
g(z)
and (4.19) that
N(r, g) = N
(
r,
1
y
)
= T (r, y) + o(T (r, y)) = T (r, g) + S(r, g)
on a set E of logarithmic density 1, and so,
0 ≤ δ(∞, g) = 1− lim sup
r→∞
N(r, g)
T (r, g)
≤ 1− lim sup
r→∞,r∈E
N(r, g)
T (r, g)
= 0.
Thus, δ(∞, g) = 0.
(iii) Set y(z) = g(z)− z. Then
T (r, y) = T (r, g) + S(r, g) and S(r, y) = S(r, g).
Substituting g(z) = y(z) + z into (1.3), we conclude that
P3(z, y) = y(z)y(qz) + zy(qz) + qzy(z) + qz
2 + za1(z) + a0(z) = 0. (4.20)
Since P3(z, 0) = qz
2 + za1(z) + a0(z) ≡ 0, we deduce from Lemma 4.4 and (4.20) that
m
(
r,
1
y
)
= S(r, y)
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on a set E of logarithmic density 1. Therefore
N
(
r,
1
g − z
)
= N
(
r,
1
y
)
= T (r, y) + o(T (r, y)) = T (r, g) + S(r, g)
on a set E of logarithmic density 1. This shows that g(z) has infinitely many fixed points
if za1(z) + a0(z) ≡ 0.
Proof of Theorem 4.2. Suppose first that 0 < |q| < 1 and equation (1.3) with
nonzero constant coefficients a1(z) and a0(z) admits a meromorphic solution g(z). We
assert that g(z) is rational. In fact, we conclude from Lemma 4.5, (1.3) and (4.10) that
T (r, f) ≤ T (|q|r, f) +A, r ≥ R0,
where A > Ψ(r) = max{T (r, a0), T (r, a1)} ≥ 0, R0(> 0) is fixed number.
Thus, for any r ≥ R0, there exists an n ∈ N such that
R0
|q|n−1 ≤ r <
R0
|q|n . (4.21)
By an inductive argument, we deduce from (4.21) that
T (r, f) ≤ T (|q|nr, f) +An ≤ T (R0, f) +A
(
log r
log 1|q|
− logR0
log 1|q|
+ 1
)
= O(log r). (4.22)
Suppose now that |q| > 1 and equation (1.3) with nonzero constant coefficients a1(z) and
a1(z) admits a meromorphic solution g(z). Replacing z by
z
q
in (1.3), we proceed in a
similar method as above to get (4.22) again. Therefore, g(z) is rational solution of (1.3).
Now, we affirm that g(z) must be nonzero constant if a1(z) ≡ 0 and a0(z) = a0(= 0) is
a constant. Otherwise, if g(z) is nonconstant rational and has a pole z0 = 0, we conclude
from (1.3) that g(z) has infinitely many poles of the forms q2(n−1)z0 and infinitely many
zeros of the forms q2(n−1)+1z0 for all n ∈ N. Conversely, If g(z) is nonconstant rational
and has a zero z0 = 0, we conclude from (1.3) that g(z) has infinitely many zeros of the
forms q2(n−1)z0 and infinitely many poles of the forms q2(n−1)+1z0 for all n ∈ N. These
are both impossible since g(z) is rational. Thus, the only possible pole (resp. zero) of g(z)
is at 0. So g(z) may have the form g(z) = dzk(k ∈ Z), where d is a nonzero constant. If
k = 0, we get a contradiction from (1.3). Therefore, k = 0 and equation (1.3) has only a
nonzero constant solution g(z) = d, which satisfies d2+ a0 = 0. The proof of Theorem 4.2
is completed.
We now consider the form of meromorphic solutions of (1.4), which is according to
Theorem 4.2. In fact, more details about meromorphic solutions of (1.4) has been studied
in [4, 8]. Here, we only consider the case that all coefficients are constants.
Theorem 4.3. If a1(z) ≡ 0 and a0(z) = a0 is constant, and if q ∈ C\{0} and |q| = 1,
then every meromorphic solution f(z) of second order linear q-difference equation (1.4)
has the form f(z) = βzk, where β ∈ C\{0} and k ∈ Z satisfying q2k + a0 = 0.
We first list a lemma needed below.
Lemma 4.6 [8, Theorem 2.1]. Suppose that q ∈ C\{0} and |q| = 1. Let a0, a1, · · · , an
be complex constants and let Q(z) be of the reduced form Q(z) = p1(z)
zl
, where p1(z) is a
polynomial of degree d and l ∈ N∪ {0}. Then all meromorphic solutions f(z) of equation
n∑
j=0
aj(z)f
(
qjz
)
= Q(z)
are of the reduced form f(z) = p2(z)
zp
, where p2(z) is a polynomial and p ≥ l.
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Proof of Theorem 4.3. We deduce from Lemma 4.6 that all meromorphic solutions
f(z) of (1.4) are of the form f(z) = p2(z)
zp
, where p2(z) and p are defined as Lemma 4.6.
Thus, we conclude from Theorem 4.2 and (2.3) that
d = g(z) =
f(qz)
f(z)
=
1
qp
· p2(qz)
p2(z)
, (4.23)
where d is defined as Theorem 4.2. From (4.23), we obtain that there exists β ∈ C\{0}
and m ∈ N ∪ {0} such that p2(z) = βzm, and so f(z) = p2(z)zp = βz
m
zp
=: βzk, where
k = m − p ∈ Z. Now, substituting f(z) = βzk into (1.4), we conclude that k satisfies
q2k + a0 = 0. The proof of Theorem 4.3 is completed.
Example 4.1. Let q ∈ C\{0} , |q| = 1, a1(z) ≡ 0 and a0(z) = − 1q2 . Then second
order q-difference equation (1.4) is solved by f(z) = 1
z
. Obviously, f(z) = 1
z
and k = −1
satisfy the conclusions described by Theorem 4.3.
5. Linear q-difference equations of second order
Let y1(z) and y2(z) be meromorphic solutions of equation (1.4). We define the q-
Casorati determinant of meromorphic functions y1(z) and y2(z) by
Cˆq(z) = Cˆq(y1, y2; z) =
∣∣∣∣ y1(z) y2(z)y1(qz) y2(qz)
∣∣∣∣.
Then the q-Casorati determinant Cˆq(z) vanishes identically on C if and only if the functions
y1(z) and y2(z) are linearly dependent over the field of functions φ(qz) = φ(z). On the
other hand, g1(z) and g2(z) are linear independent if and only if Cˆq(g1, g2; z) ≡ 0. From
this definition, we have some properties on the q-Casorati determinant Cˆq(z) as follows.
Theorem 5.1. If y1(z) and y2(z) are nontrivial meromorphic solutions of equation
(1.4), then q-Casorati determinant Cˆq(y1, y2; z) satisfies a first order q-difference equation
∆qCˆq(z) = (a0 − 1)Cˆq(z). (5.1)
Conversely, we assume that y1(z)(≡ 0) and y2(z) satisfy (5.1). If y1(z) is a meromorphic
solution of equation (1.4), then y2(z) is also a meromorphic solution of equation (1.4).
Proof of Theorem 5.1. Suppose first that y1(z) and y2(z) are nontrivial meromorphic
solutions of equation (1.4), we conclude that
Cˆq(qz) = Cˆq(y1, y2; qz) =
∣∣∣∣ y1(qz) y2(qz)y1 (q2z) y2 (q2z)
∣∣∣∣
=
∣∣∣∣ y1(qz) y2(qz)−a1y1(qz)− a0(z)y1(z) −a1y2(qz)− a0(z)y2(z)
∣∣∣∣
=
∣∣∣∣ y1(qz) y2(qz)−a0(z)y1(z) −a0(z)y2(z)
∣∣∣∣
= a0(z)
∣∣∣∣ y1(z) y2(z)y1(qz) y2(qz)
∣∣∣∣ = a0(z)Cˆq(z).
Therefore
∆qCˆq(z) = Cˆq(qz)− Cˆq(z) = (a0(z)− 1)Cˆq(z).
Second, if y1(z)(≡ 0) and y2(z) satisfy (5.1), then we have∣∣∣∣ y1(qz) y2(qz)y1 (q2z) y2 (q2z)
∣∣∣∣ = a0(z)∣∣∣∣ y1(z) y2(z)y1(qz) y2(qz)
∣∣∣∣.
q-DIFFERENCE RICCATI EQUATIONS AND q-DIFFERENCE EQUATIONS 13
We note that, for any meromorphic function c(z) ≡ 0,∣∣∣∣ y1(qz) y2(qz)y1 (q2z) y2 (q2z)
∣∣∣∣ = ∣∣∣∣ y1(qz) y2(qz)y1 (q2z) + c(z)y1(qz) y2 (q2z) + c(z)y2(qz)
∣∣∣∣.
In particular, we take c(z) = a1(z). Thus,∣∣∣∣ y1(qz) y2(qz)y1 (q2z) + a1(z)y1(qz) y2 (q2z) + a1(z)y2(qz)
∣∣∣∣ = a0(z)∣∣∣∣ y1(z) y2(z)y1(qz) y2(qz)
∣∣∣∣.
So, we have∣∣∣∣ y1(qz) y2(qz)y1 (q2z) + a1(z)y1(qz) y2 (q2z) + a1(z)y2(qz)
∣∣∣∣+ ∣∣∣∣ y1(qz) y2(qz)a0(z)y1(z) a0(z)y2(z)
∣∣∣∣ = 0.
From this, we conclude that
y1(qz)
[
y2
(
q2z
)
+ a1(z)y2(qz) + a0(z)y2(z)
]
= y2(qz)
[
y1
(
q2z
)
+ a1(z)y1(qz) + a0(z)y1(z)
]
.
Since y1(z)(≡ 0) is a meromorphic solution of equation (1.4), we have
y1
(
q2z
)
+ a1(z)y1(qz) + a0(z)y1(z) = 0,
and so,
y2
(
q2z
)
+ a1(z)y2(qz) + a0(z)y2(z) = 0.
This shows that y2(z) is a meromorphic solution of equation (1.4). The proof of Theorem
5.1 is completed.
Theorem 5.2. (i) Let y1(z) and y2(z) be linear independent meromorphic solutions
of equation (1.4), and let Cˆq(z) be the q-Casoratian determinant of y1(z) and y2(z). Then
y2(z) is represented as y2(z) = g(z)y1(z), where g(z) satisfies
∆qg(z) =
Cˆq(z)
y1(z)y1(qz)
(5.2)
(ii) Let y1(z) be a nontrivial meromorphic solution of equation (1.4), and let Cˆq(z) be a
meromorphic solution of equation (5.1). If g(z) satisfies (5.2), then y2(z) = g(z)y1(z) is a
meromorphic solution of equation (1.4).
Proof of Theorem 5.2. (i) From the definition of Cˆq(z), we obtain
Cˆq(z) = y1(z)y2(qz)− y2(z)y1(qz).
This shows that y2(z) satisfies first order q-difference equation of type
y2(qz) = y2(z) · y1(qz)
y1(z)
+
Cˆq(z)
y1(z)
. (5.3)
By substituting y2(z) = g(z)y1(z) into (5.3), we conclude that
g(qz)y1(qz) = g(z)y1(z) · y1(qz)
y1(z)
+
Cˆq(z)
y1(z)
,
and so we obtain the desired form (5.2).
(ii) Obviously, we conclude from (5.2) and (5.1) that
g(qz) = g(z) +
Cˆq(z)
y1(z)y1(qz)
, (5.4)
and
g
(
q2z
)
= g(qz) +
Cˆq(qz)
y1(qz)y1 (q2z)
= g(qz) +
a0(z)Cˆq(z)
y1(qz)y1 (q2z)
. (5.5)
Since y2(z) = g(z)y1(z), Cˆq(z) = y1(z)y2(qz)− y2(z)y1(qz) and
y1
(
q2z
)
+ a1(z)y1(qz) + a0(z)y1(z) = 0, (5.6)
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Proof of Theorem 4.3. We deduce from Lemma 4.6 that all meromorphic solutions
f(z) of (1.4) are of the form f(z) = p2(z)
zp
, where p2(z) and p are defined as Lemma 4.6.
Thus, we conclude from Theorem 4.2 and (2.3) that
d = g(z) =
f(qz)
f(z)
=
1
qp
· p2(qz)
p2(z)
, (4.23)
where d is defined as Theorem 4.2. From (4.23), we obtain that there exists β ∈ C\{0}
and m ∈ N ∪ {0} such that p2(z) = βzm, and so f(z) = p2(z)zp = βz
m
zp
=: βzk, where
k = m − p ∈ Z. Now, substituting f(z) = βzk into (1.4), we conclude that k satisfies
q2k + a0 = 0. The proof of Theorem 4.3 is completed.
Example 4.1. Let q ∈ C\{0} , |q| = 1, a1(z) ≡ 0 and a0(z) = − 1q2 . Then second
order q-difference equation (1.4) is solved by f(z) = 1
z
. Obviously, f(z) = 1
z
and k = −1
satisfy the conclusions described by Theorem 4.3.
5. Linear q-difference equations of second order
Let y1(z) and y2(z) be meromorphic solutions of equation (1.4). We define the q-
Casorati determinant of meromorphic functions y1(z) and y2(z) by
Cˆq(z) = Cˆq(y1, y2; z) =
∣∣∣∣ y1(z) y2(z)y1(qz) y2(qz)
∣∣∣∣.
Then the q-Casorati determinant Cˆq(z) vanishes identically on C if and only if the functions
y1(z) and y2(z) are linearly dependent over the field of functions φ(qz) = φ(z). On the
other hand, g1(z) and g2(z) are linear independent if and only if Cˆq(g1, g2; z) ≡ 0. From
this definition, we have some properties on the q-Casorati determinant Cˆq(z) as follows.
Theorem 5.1. If y1(z) and y2(z) are nontrivial meromorphic solutions of equation
(1.4), then q-Casorati determinant Cˆq(y1, y2; z) satisfies a first order q-difference equation
∆qCˆq(z) = (a0 − 1)Cˆq(z). (5.1)
Conversely, we assume that y1(z)(≡ 0) and y2(z) satisfy (5.1). If y1(z) is a meromorphic
solution of equation (1.4), then y2(z) is also a meromorphic solution of equation (1.4).
Proof of Theorem 5.1. Suppose first that y1(z) and y2(z) are nontrivial meromorphic
solutions of equation (1.4), we conclude that
Cˆq(qz) = Cˆq(y1, y2; qz) =
∣∣∣∣ y1(qz) y2(qz)y1 (q2z) y2 (q2z)
∣∣∣∣
=
∣∣∣∣ y1(qz) y2(qz)−a1y1(qz)− a0(z)y1(z) −a1y2(qz)− a0(z)y2(z)
∣∣∣∣
=
∣∣∣∣ y1(qz) y2(qz)−a0(z)y1(z) −a0(z)y2(z)
∣∣∣∣
= a0(z)
∣∣∣∣ y1(z) y2(z)y1(qz) y2(qz)
∣∣∣∣ = a0(z)Cˆq(z).
Therefore
∆qCˆq(z) = Cˆq(qz)− Cˆq(z) = (a0(z)− 1)Cˆq(z).
Second, if y1(z)(≡ 0) and y2(z) satisfy (5.1), then we have∣∣∣∣ y1(qz) y2(qz)y1 (q2z) y2 (q2z)
∣∣∣∣ = a0(z)∣∣∣∣ y1(z) y2(z)y1(qz) y2(qz)
∣∣∣∣.
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We note that, for any meromorphic function c(z) ≡ 0,∣∣∣∣ y1(qz) y2(qz)y1 (q2z) y2 (q2z)
∣∣∣∣ = ∣∣∣∣ y1(qz) y2(qz)y1 (q2z) + c(z)y1(qz) y2 (q2z) + c(z)y2(qz)
∣∣∣∣.
In particular, we take c(z) = a1(z). Thus,∣∣∣∣ y1(qz) y2(qz)y1 (q2z) + a1(z)y1(qz) y2 (q2z) + a1(z)y2(qz)
∣∣∣∣ = a0(z)∣∣∣∣ y1(z) y2(z)y1(qz) y2(qz)
∣∣∣∣.
So, we have∣∣∣∣ y1(qz) y2(qz)y1 (q2z) + a1(z)y1(qz) y2 (q2z) + a1(z)y2(qz)
∣∣∣∣+ ∣∣∣∣ y1(qz) y2(qz)a0(z)y1(z) a0(z)y2(z)
∣∣∣∣ = 0.
From this, we conclude that
y1(qz)
[
y2
(
q2z
)
+ a1(z)y2(qz) + a0(z)y2(z)
]
= y2(qz)
[
y1
(
q2z
)
+ a1(z)y1(qz) + a0(z)y1(z)
]
.
Since y1(z)(≡ 0) is a meromorphic solution of equation (1.4), we have
y1
(
q2z
)
+ a1(z)y1(qz) + a0(z)y1(z) = 0,
and so,
y2
(
q2z
)
+ a1(z)y2(qz) + a0(z)y2(z) = 0.
This shows that y2(z) is a meromorphic solution of equation (1.4). The proof of Theorem
5.1 is completed.
Theorem 5.2. (i) Let y1(z) and y2(z) be linear independent meromorphic solutions
of equation (1.4), and let Cˆq(z) be the q-Casoratian determinant of y1(z) and y2(z). Then
y2(z) is represented as y2(z) = g(z)y1(z), where g(z) satisfies
∆qg(z) =
Cˆq(z)
y1(z)y1(qz)
(5.2)
(ii) Let y1(z) be a nontrivial meromorphic solution of equation (1.4), and let Cˆq(z) be a
meromorphic solution of equation (5.1). If g(z) satisfies (5.2), then y2(z) = g(z)y1(z) is a
meromorphic solution of equation (1.4).
Proof of Theorem 5.2. (i) From the definition of Cˆq(z), we obtain
Cˆq(z) = y1(z)y2(qz)− y2(z)y1(qz).
This shows that y2(z) satisfies first order q-difference equation of type
y2(qz) = y2(z) · y1(qz)
y1(z)
+
Cˆq(z)
y1(z)
. (5.3)
By substituting y2(z) = g(z)y1(z) into (5.3), we conclude that
g(qz)y1(qz) = g(z)y1(z) · y1(qz)
y1(z)
+
Cˆq(z)
y1(z)
,
and so we obtain the desired form (5.2).
(ii) Obviously, we conclude from (5.2) and (5.1) that
g(qz) = g(z) +
Cˆq(z)
y1(z)y1(qz)
, (5.4)
and
g
(
q2z
)
= g(qz) +
Cˆq(qz)
y1(qz)y1 (q2z)
= g(qz) +
a0(z)Cˆq(z)
y1(qz)y1 (q2z)
. (5.5)
Since y2(z) = g(z)y1(z), Cˆq(z) = y1(z)y2(qz)− y2(z)y1(qz) and
y1
(
q2z
)
+ a1(z)y1(qz) + a0(z)y1(z) = 0, (5.6)
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we conclude from (5.4), (5.5) and (5.6) that
y2
(
q2z
)
= g
(
q2z
)
y1
(
q2z
)
=
(
g(z) +
Cˆq(z)
y1(z)y1(qz)
+
a0(z)Cˆq(z)
y1(qz)y1 (q2z)
)
y1
(
q2z
)
= g(z)y1
(
q2z
)
+
y1
(
q2z
)
+ a0(z)y1(z)
y1(z)y1(qz)
· Cˆq(z)
= g(z)y1
(
q2z
)
+
−a1(z)y1(qz)
y1(z)y1(qz)
· Cˆq(z)
=
y2(z)
y1(z)
· (−a1(z)y1(qz)− a0(z)y1(z))− a1(z)
y1(z)
· (y1(z)y2(qz)− y2(z)y1(qz))
= −a1(z)y2(qz)− a0(z)y2(z).
This yields that y2(z) = g(z)y1(z) is a meromorphic solution of equation (1.4). The proof
of Theorem 5.2 is completed.
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