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We present a new deterministic algorithm for constructing homomorphism spaces and
endomorphism rings of finite-dimensional modules. The modules are given via vertex
projective presentations over path algebras and finite-dimensional quotients of path
algebras. We use the theory of right Gro¨bner bases to encode modules and to construct
appropriate systems of equations for computing homomorphism spaces and endomor-
phism rings. The algorithm is implemented in the computer algebra system GAP and
is included in Hopf, a computational package for noncommutative algebra. The per-
formance of our implementation for computing endomorphism rings is experimentally
compared with the implementation in Magma for the same class of modules. These
experiments show that our implementation has a better time complexity.
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1. Introduction
Computing the structure of modules is a fundamental task in the representation theory of
finite-dimensional algebras. Computer algebra systems such as GAP (The GAP Group,
Achen, St Andrews, 1999) and Magma (Bosma et al., 1994) include procedures for
determining the structure of modules. Another important tool in the study of modules
is the MeatAxe of Parker (1984) with improvements by Holt and Rees (1994). The
primary function of the MeatAxe is to find proper submodules of modules over finite
algebras. These systems have been used extensively in the study of finite groups.
We present an algorithm for computing the endomorphism ring of a module that is
useful in decomposing modules. Let K be a field, let Λ be a finite-dimensional algebra,
and let M be a finite-dimensional right Λ-module. The endomorphism ring EndΛ(M) of
M is the ring of all endomorphisms f : M → M . It is well known that decompositions
of M into nontrivial submodules can be determined from decompositions of the identity
map IdM in EndΛ(M) as direct sums of pairwise orthogonal idempotents. Chistov et al.
(1997, Section 4) demonstrate how to compute a complete set of pairwise orthogonal
idempotents in EndΛ(M). Consequently, the efficient construction of endomorphism rings
is important to studying the structure of modules.
Schneider (1990) appears to have produced the first implementations of algorithms for
constructing endomorphism rings. These implementations are included in the computer
algebra system Cayley, the predecessor to Magma. His initial implementation for con-
structing endomorphism rings uses the direct approach. Observe that a module M is also
a K-vector space of dimension d. The actions of the generators of Λ can be written as
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d× d matrices with entries in K. If g is a generator of Λ, let fg be the matrix describing
the action of g on M . The ring of d× d matrices X that satisfy the system of equations
X · fg − fg ·X = 0,
for all generators g of Λ, is isomorphic to EndΛ(M). In the same paper, Schneider
improves on this approach for group algebras by reducing the number of unknowns
and the number of equations to solve by randomly choosing endomorphisms and refining
approximations of the solution space. The process iterates, using information gained from
the random endomorphism, until the entire solution space is determined.
Leedham-Green implemented an unpublished algorithm for computing endomorphism
rings, which is included in Magma (Bosma et al., 1994). Smith includes an implementation
of a randomized algorithm in the AutAG share package included in GAP version 3.4.4
(Scho¨nert et al., 1995). The algorithm is tuned for modules over group algebras. The
comments in the source code state that the algorithm is based on discussions with
Leedham-Green, Lux, and Niemeyer, but that its performance is not as good as the
implementation in Magma.
Szo˝ke (1998) presents a randomized algorithm using peakwords (Lux et al., 1994)
to construct the regular representation of EndΛ(M). That algorithm is included in
the C implementation of the MeatAxe package (Ringe, 2000). According to Szo˝ke’s
dissertation, her algorithm generally performs better than the algorithm in Magma.
In contrast, our algorithm is a deterministic algorithm instead of a randomized al-
gorithm. Furthermore, an input module is described by a projective presentation over
path algebras instead of describing the generator actions as K-matrices. Path algebras
naturally arise in the study of finite-dimensional modules, which is explained further in
Section 3. A module described by a projective presentation is readily encoded as linear
actions of generators of a path algebra as well, which is discussed in Section 5. Thus, previ-
ous approaches can be used on modules given by a projective presentation, as long as they
do not assume that the actions are invertible. Furthermore, there exists an algorithm to
construct a projective presentation of a finite-dimensional module described by linear ac-
tions for a finite number of generators. This algorithm is included in a forthcoming paper.
We have implemented our endomorphism ring algorithm in Hopf (Green et al., 1999),
which will be released as a share package for GAP. The performance of our algorithm
is comparable to the performance of the algorithm in Magma. We elaborate on the
performance in Section 7.
Earlier versions of this work appear in Green et al. (2000) and Struble (2000). The
work extends that earlier work by generalizing the construction to homomorphism spaces.
This generalization is remarkably straightforward and should demonstrate the same
performance benefits already seen in the construction of endomorphism rings.
The remainder of this paper is structured as follows. In Section 2, we recall the general
result of adjoint associativity and explicitly describe its application to homomorphism
spaces and endomorphism rings. We review path algebras and Gro¨bner bases in Section 3.
Relevant results for right modules defined over path algebras and right Gro¨bner bases are
contained in Section 4. Linear actions of path algebras on right modules are described in
Section 5. Section 6 combines the results in the previous sections, explicitly describing
the construction of homomorphism spaces and endomorphism rings. The performance of
the GAP implementation of our algorithm is discussed in Section 7. Section 8 contains
concluding remarks and open problems.
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2. Adjoint Associativity
We begin by recalling a general result found in Hungerford (1974, p. 214).
Theorem 2.1. [Hungerford, Theorem 5.10, Adjoint Associativity] Let R and S be rings,
and let AR, RBS, CS be (bi)-modules. Then there is an isomorphism of Abelian groups
Υ : HomS(A⊗R B,C) ∼= HomR(A,HomS(B,C)),
defined for each f : A⊗R B → C by
[(Υf)(a)](b) = f(a⊗ b).
If A, B, and C are as given in Theorem 2.1, then A ⊗R B is a right S-module via
(a ⊗ b)s = a ⊗ (bs). We also have that HomS(B,C) is a right R-module given by the
left R-module structure of B: (gr)(b) = g(rb) for r ∈ R, b ∈ B, and g ∈ HomS(B,C).
Checking that the map (gr) is a right R-module homomorphism is left as an exercise.
Our particular interest in endomorphism rings is a specific application of this general
theorem, as we now demonstrate. Let K be a field, let Λ be a K-algebra, and let M and
N be finite-dimensional right Λ-modules. Since M and N are K-vector spaces, M and N
are both left and right K-modules.
The dual of N , denoted N∗, is HomK(N,K), the set of K-linear maps from N to K.
The dual N∗ is a left Λ-module via
(λh)(n) = h(nλ), (1)
where λ ∈ Λ, h ∈ HomK(N,K), and n ∈ N . Hence, N∗ is a left Λ-module and a right
K-module with λ(hα) = (λh)α, where λ ∈ Λ, h ∈ N∗, and α ∈ K.
SinceN is finite dimensional, there exists a natural isomorphism between HomK(N∗,K)
and N . In particular, let {n1, . . . , nd} be a K-basis of N . Define maps n∗i : N → K in
N∗ by
n∗i (nj) =
{
0 if i 6= j,
1 if i = j.
The set {n∗1, . . . , n∗d} forms the dual basis ofN∗. Define Ψ : HomK(N∗,K)→ N by Ψ(h) =∑d
i=1 h(n
∗
i )ni. One can check that the inverse of Ψ is the map ρ : N → HomK(N∗,K)
given by ρ(n) : N∗ → K where ρ(n)(h) = h(n) for h ∈ N∗. Thus, Ψ is an isomorphism.
Note that ρ is independent of the choice of basis for N , so it follows that Ψ is also
independent of the choice of basis, even though it is defined with a choice of basis.
Theorem 2.2. Let K be a field, let Λ be a K-algebra, and let M and N be finite-
dimensional right Λ-modules. Then there exists an isomorphism of Abelian groups
Φ : HomK(M ⊗Λ N∗,K) ∼= HomΛ(M,N),
where Φ is given by [(Φf)(m)] =
∑d
i=1 f(m⊗ n∗i )ni.
Proof. Applying Theorem 2.1, we obtain the existence of the isomorphism
Υ : HomK(M ⊗Λ N∗,K) ∼= HomΛ(M,HomK(N∗,K)),
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Table 1. Sources and targets for paths.
p s(p) t(p)
v ∈ V v v
σ1σ2 · · ·σk ∈ Σ+ s(σ1) t(σk)
Table 2. Multiplication of nonzero paths with t(p1) = s(p2).
p1 · p2
p1 ∈ V p2 ∈ V p1
p1 ∈ V p2 /∈ V p2
p1 /∈ V p2 ∈ V p1
p1 /∈ V p2 /∈ V p1p2
and the map [(Υf)(m)] : N∗ → K is a K-homomorphism. Applying Ψ, we find that
Ψ[(Υf)(m)] =
∑d
i=1[(Υf)(m)](n
∗
i )(ni) =
∑d
i=1 f(m ⊗ n∗i )ni. Hence Φ defined by
[(Φf)(m)] =
∑d
i=1 f(m⊗ n∗i )ni is an appropriate isomorphism. 2
Corollary 2.1. Let K be a field, let Λ be a K-algebra, and let M be a finite-dimensional
right Λ-module. Then
Φ : HomK(M ⊗Λ M∗,K) ∼= EndΛ(M),
where Φ is given by [(Φf)(m)] =
∑d
i=1 f(m⊗m∗i )mi.
3. Path Algebras
In this section, we define path algebras. Let V and Σ be disjoint alphabets. A quiver
G = (V,A) is a labeled, directed multigraph with loops; that is, V is a finite set of
vertices, and A ⊆ V ×V ×Σ is a set of triples such that every σ ∈ Σ occurs exactly once
in the third component. Each triple in A is called an arrow. The label of a vertex is the
vertex itself, while the label of an arrow (u, v, σ) is its third component σ.
The set Γ of paths in a quiver G = (V,A) consists of two kinds of elements:
(1) Every element v ∈ V ; and
(2) A sequence σ1σ2 · · ·σk ∈ Σ+ such that for each i satisfying 1 ≤ i ≤ k−1, whenever
(ui, vi, σi), (ui+1, vi+1, σi+1) ∈ A, we have vi = ui+1.
This definition corresponds precisely to the standard definition of a walk in a graph or
multigraph (see West, 1996).
If (u, v, σ) ∈ A, then u is the source s(σ) of σ, and v is the target t(σ) of σ. For any
path p, we define its source s(p) and target t(p) as given in Table 1. We see that the
source and target always corresponds to the initial vertex and the terminal vertex of the
path, respectively.
We now define an associative binary operation · : Γ × Γ → Γ ∪ {0} on paths. Let
p1, p2 ∈ Γ. If t(p1) 6= s(p2), then p1 · p2 = 0. Otherwise, there are four cases based on
whether the paths are vertices or not. These cases are summarized in Table 2. Intuitively,
· is the concatenation of paths, where 0 represents an invalid concatenation.
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Figure 1. A sample quiver G = (V,A).
Let K be a field, let G = (V,A), and let Γ be the paths in G. The path algebra
KΓ =
{∑
p∈Γ αpp | αp ∈ K, only a finite number of αp are nonzero
}
is a K-algebra.
Multiplication is defined by extending (α1p1)(α2p2) = (α1α2)(p1 · p2) by the distributive
law for all α1, α2 ∈ K and p1, p2 ∈ Γ. If the result of p1 ·p2 is 0, the term is zero in KΓ. If
p ∈ Γ, we often abuse notation and write p for 1Kp ∈ KΓ as well. Thus, Γ forms a basis
for KΓ, and the sum
∑
v∈V v is a multiplicative identity in KΓ.
A path algebra element 0 6= a = ∑p∈Γ αpp is left uniform if there exists a vertex v
such that s(p) = v if αp 6= 0. The source s(a) = v for a left uniform path algebra element
a and is undefined otherwise. Similarly, right uniform elements are defined by replacing
s(p) with t(p), and the target t(a) = v for a right uniform element a. An element is
uniform if it is both left and right uniform.
Gro¨bner basis theory applies to path algebras (Farkas et al., 1993). Fix a well order ≺
on the paths in Γ. The order ≺ is an admissible order if the following two properties hold
for all a, b, u, v ∈ Γ satisfying uav 6= 0 and ubv 6= 0: (1) a ≺ uav or uav = a; and (2) if
a ≺ b then uav ≺ ubv. For the remainder of this section, assume ≺ is an admissible order.
The tip Tip(x) = w of an element x ∈ KΓ is the maximal path w with respect to ≺
such that w has a nonzero coefficient in x. If X ⊆ KΓ, then Tip(X) = {Tip(x) | x ∈ X}
is the set of tips of elements in X and Nontip(X) = Γ− Tip(X) is the set of paths that
are not tips of some element in X.
Let I be an ideal in KΓ, and let G ⊂ I. If 〈Tip(G)〉 = 〈Tip(I)〉, then G is a Gro¨bner
basis for I with respect to ≺. Using Gro¨bner basis theory, elements in KΓ/I are viewed
as elements in the span of Nontip(I).
Example 3.1. Figure 1 shows a graph defining a quiver G = (V,A). Let Γ be the set of
paths in G. Let K = Q the rational numbers. Let I be the ideal generated by the relations
R = {a3, a2d− bc}. Using length left lexicographic ordering, G = {a3, a2d− bc, abc} is a
Gro¨bner basis for I. The set of nontips is
Nontip(I) = {v1, v2, v3, a, b, c, d, a2, ab, ad, bc, a2b}.
Let Λ = QΓ/I. Then, DimQΛ = 12.
Example 3.2. Free associative algebras with an identity and a finite set of free gener-
ators are readily described as path algebras. The identity element is represented by a
single vertex, and each generator is represented by a loop in the defining graph. Hence,
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the study of arbitrary quotients of path algebras includes the study of finitely presented
associative algebras.
As previously stated in the Introduction, path algebras naturally arise in the study of
finite-dimensional algebras. Let Λ be a finite-dimensional algebra over an algebraically
closed field K. Morita theory tells us that the category of Λ-modules is equivalent to the
category of modules over a finite-dimensional algebra A, such that if J is the Jacobson
radical of A then A/J is a product K×K× · · · ×K of, say n, copies of the field K. The
K-algebra A is uniquely determined up to isomorphism.
An admissible ideal I in path algebra KΓ is an ideal such that LN ⊂ I ⊂ L2, where L
is the ideal generated by the arrows of KΓ. Another fundamental result (Auslander et al.,
1997) states that the algebra A from the previous paragraph determines a unique (up to
graph isomorphism) quiver G with the set of paths Γ such that A ∼= KΓ/I, where I is an
admissible ideal in KΓ. Thus, the study of category of modules over a finite-dimensional
algebra over an algebraically closed field reduces to the study of modules over quotients
of path algebras by admissible ideals.
In Hopf, we have implemented path algebras as a computational domain. We use Opal
(Green et al., 1997) to compute Gro¨bner bases for ideals of path algebras. Quotients of
path algebras are implemented in Hopf using additional algorithms for reducing elements
via Gro¨bner bases and computing Nontip(I) (Struble, 2000).
4. Projective Presentations
In this section, we describe an encoding for Λ-modules that is more efficient than K-
matrices in some circumstances. The idea is to use the natural algebra multiplication to
define the action and to encode module elements as Λ-vectors instead of K-vectors.
Throughout this section, let K be a field, let KΓ be a path algebra, let I be an ideal in
KΓ, and let Λ = KΓ/I. We recall some results of Green (2000) about the right Gro¨bner
basis theory of right modules. We extend these results to use right Gro¨bner bases to
compute with right Λ-modules.
Projective right KΓ-modules have an easily described structure. Define the set vKΓ by
vKΓ =
{∑
αpp ∈ KΓ | all but a finite number of αp = 0 and s(p) = v
}
.
Observe that KΓ = ⊕v∈V vKΓ, hence every vKΓ is a projective right-KΓ module. The
following theorem describes the structure of every projective right KΓ-module.
Theorem 4.1. Let K be a field, let G = (V,A) be a quiver, let Γ be the set of paths in G,
and let KΓ be a path algebra. If P is a projective right KΓ-module, then P = ⊕i∈Iv(i)KΓ
where I is an index set, and v : I → V is a set function.
Proof. The proof appears in Green (2000, Corollary 5.5). 2
We view elements in right projective KΓ-modules as row vectors with components in
v(i)KΓ. A vector m is right uniform (or just uniform) if there exists a vertex v such that
t(mi) = v or mi = 0, for each component mi in m. The target t(m) is v for the right
uniform vector m and is undefined if m is not right uniform.
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Recall from Section 3 that Γ is a basis for KΓ. Let M be a right KΓ-module and letM
be a K-basis for M . The basis M is coherent if for all m ∈ M and all p ∈ Γ, mp = 0 or
mp ∈M. Let < be an admissible order on Γ and let ≺ be a well-order onM. Let m, m1,
m2 be elements in M and p, p1, p2 be elements in Γ. The order ≺ is a right admissible
order if ≺ satisfies the properties:
(1) If m1 ≺ m2, then m1p ≺ m2p whenever m1p and m2p are both nonzero;
(2) If p1 < p2, then mp1 ≺ mp2 whenever mp1 and mp2 are both nonzero.
If M is a coherent basis and ≺ is a right admissible order, then (M,≺) is an ordered
basis for M . Suppose x ∈ M and x 6= 0M . We may write x uniquely as x =
∑r
i=1 αimi
where each αi ∈ K − {0K} and each mi ∈ M. The tip of x is Tip(x) = max≺{mi}. If
X ⊆ M , then its tip set is Tip(X) = {Tip(x) | x ∈ X and x 6= 0M}. The set of nontips
of X is Nontip(X) = M− Tip(X). If N is a right submodule of M , then G is a right
Gro¨bner basis of N with respect to ≺ if G ⊂ N and the right submodule of M generated
by Tip(G) equals the right submodule of M generated by Tip(N).
Let I be an index set and let v : I → V be a set function. Let M = ⊕i∈Iv(i)KΓ
be a projective right KΓ-module and let N be a right submodule of M . The module
M has an ordered basis (Green, 2000). We use right Gro¨bner bases to compute with
quotient modules, much as we use ideal-theoretic Gro¨bner bases to compute with quotient
algebras. Elements in U = M/N are written as elements in the span of Nontip(N).
A path algebra is a hereditary algebra; i.e. submodules of a projective module are
projective modules. Green (2000) gives a proof of this fact. Because M and N are both
projective right KΓ-modules, we obtain the following exact sequence:
0→ ⊕j∈Jw(j)KΓ (fji)−→ ⊕i∈Iv(i)KΓ→ U → 0
where I, J are index sets, v : I → V and w : J → V are set functions, and fji ∈ KΓ.
Each row fj in the matrix (fji) is an element in ⊕i∈Iv(i)KΓ, each target t(fj) is w(j),
and the rows generate N . The exact sequence is a projective presentation for U .
Let G be a Gro¨bner basis for I. Recall that we write elements in Λ as elements in the
span of Nontip(I). Since Λ = KΓ/I, we naturally extend the definition of vKΓ to vΛ.
A vertex projective right Λ-module is a right Λ-module of the form ⊕i∈Iv(i)Λ, where
v : I → V is a set function. A vertex projective presentation for a right Λ-module U is
an exact sequence
⊕j∈Jw(j)Λ (λji)−→ ⊕i∈Iv(i)Λ→ U → 0,
where I, J are index sets, v : I → V and w : J → V are set functions, and λji ∈ Λ.
Each row λj in the matrix (λji) is an element in ⊕i∈Iv(i)KΓ, and t(λj) = w(j). The
following theorem demonstrates that right Gro¨bner basis techniques are applicable to
modules described by a vertex projective presentation. All right Λ-modules have a vertex
projective presentation, because all right Λ-modules have a free presentation and Λ =
⊕v∈V vΛ.
Proposition 4.1. Let U be a right Λ-module given by a vertex projective presentation.
Then, U is also a right KΓ-module given by a projective presentation.
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Proof. Let I and J be index sets, and let v : I → V and w : J → V be set
functions mapping the index sets to vertices. We assume that we are given the following
commutative diagram:
0 0 0
↑ ↑ ↑
⊕j∈Jw(j)Λ (λji)−→ ⊕i∈Iv(i)Λ → U → 0
↑ ↑=
⊕i∈Iv(i)KΓ → U → 0
↑ ↑
⊕i∈Iv(i)I → 0
↑
0
We wish to find an index set J ′, a set map w′ : J ′ → V , and a matrix (fij) to complete
the diagram as follows:
0 0 0
↑ ↑ ↑
⊕j∈Jw(j)Λ (λji)−→ ⊕i∈Iv(i)Λ → U → 0
↑ ↑ ↑=
0 → ⊕j∈J ′w′(j)KΓ (fji)−→ ⊕i∈Iv(i)KΓ → U → 0
↑ ↑ ↑
0 → ⊕i∈Iv(i)I =−→ ⊕i∈Iv(i)I → 0
↑ ↑
0 0
To find (fji), first we write ⊕i∈Iv(i)I as ⊕l∈LhlKΓ for some hl ∈ ⊕i∈Iv(i)I. The hl can
be computed by computing a right Gro¨bner basis H for I such that I = ⊕h∈HhKΓ, and
partitioning H by starting vertices. Each component v(i)I is written by iterating over
the elements of v(i)H and putting them in the i-th component with all other components
set to zero. View the rows of (λji) as elements in ⊕i∈Iv(i)KΓ and add in the hl to obtain
a set F . Compute a (tip-reduced uniform) right Gro¨bner basis F from F to obtain
(fji) by making the elements in F the rows in (fji). The index set J ′ and the function
w′ : J ′ → V , are obtained from the terminating vertices of the rows in (fji). 2
Example 4.1. Let QΓ be the path algebra defined in Example 3.1. Let (λji) =(
a2 + a a
b+ ab a2b
bc ad
)
and define U with the vertex projective presentation
v1Λ⊕ v2Λ⊕ v3Λ (λji)−→ v1Λ⊕ v1Λ→ U → 0.
A tip-reduced uniform right Gro¨bner basis H for I is {a3, a2d − bc, abc, a2bc}. This is
obtained by multiplying the two-sided Gro¨bner basis for I on the left by elements of
Nontip (I). A condition determining which of the products are ignored is given in Green
(2000).
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Using H to lift (λji) to QΓ, we obtain the matrix
F =

a2 + a a
b+ ab a2b
bc ad
a3 0
a2d− bc 0
abc 0
a2bc 0
0 a3
0 a2d− bc
0 abc
0 a2bc

.
The rows of F generate a submodule N of the projective module M = v1QΓ ⊕ v1QΓ
such that U = M/N . Calculating the right Gro¨bner basis from F , (fji) is
a −a2 + a
0 a3
b 2a2 − ab
0 ad
0 bc
0 a3
0 a2d
0 abc
0 a2bc

.
The rows of (fji) form the right Gro¨bner basis F for N . Viewing elements in U as nontips,
a vector space basis B for U is
B = {(0, v1), (0, a), (0, b), (0, d), (0, a2), (0, ab), (0, a2b), (v1, 0), (d, 0)}.
Thus, dimQ U = 9.
5. Bases, Actions of Λ, and Dual Bases
Let G = (V,A) be a quiver, with V = {v1, v2, . . . , vl}. Let KΓ be a path algebra,
and let I be an ideal in KΓ such that Λ = KΓ/I is finite dimensional. Let M be a
finite-dimensional right Λ-module. For each i, where 1 ≤ i ≤ l, define Mi = Mvi and
M∗i = viM
∗.
Lemma 5.1. The K-vector spaces M and M∗ can be written as M = ⊕li=1Mi and M∗ =
⊕li=1M∗i .
Proof. The vertices vi are orthogonal idempotents such that
∑l
i=1 vi = 1Λ. Clearly,
the result holds. 2
For i, where 1 ≤ i ≤ l, let di = dimKMi and choose a K-basis {mij}dij=1 of Mi.
Let (vi, vj , σ) ∈ A be an arrow in G. Define the K-linear map LM (σ) : M → M by
LM (σ)(m) = mσ. Since viσ = σvj = σ, LM (σ)(Mi) is contained in Mj . Because vertices
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are orthogonal idempotents in Λ, vkσ = 0 for all vk ∈ V , k 6= i. As a result, LM (σ)(Mk) =
{0M} for k 6= i. It follows that LM (σ) : Mi →Mj .
Suppose we write vectors in M , and hence Mi as row vectors. A di×dj K-matrix (γst)
encoding LM (σ) is defined by
LM (σ)(mis) =
dj∑
t=1
γstm
j
t .
We view LM (σ) as its corresponding matrix (γst) for the remainder of this section. If
x = σ1σ2 · · ·σq is a path, then right actions by x on elements of M are given by the
product of matrices,
LM (σ1)LM (σ2) · · ·LM (σq).
Thus, the action of each element a in Λ has an associated K-matrix LM (a) by viewing a
as an element in the span of Nontip(I).
Example 5.1. Continuing Example 4.1, we compute LU (σ) for each arrow σ ∈ Σ. First
note that U1 has basis {(0, v1), (0, a), (0, a2), (v1, 0)}, U2 has basis {(0, b), (0, ab), (0, a2b)},
and U3 has basis {(0, d), (d, 0)}. To calculate LU (a) for a : v1 → v1, act on each basis
element in U1 via right multiplication by a in each component. The result is an element
in U1. Thus, we obtain
(0, v1) · a = (0, a) when reduced by F ,
(0, a) · a = (0, a2) when reduced by F ,
(0, a2) · a = (0, a3) = (0, 0) when reduced by F ,
(v1, 0) · a = (a, 0) = (0, a2 − a) when reduced by F .
Hence,
LU (a) =

0 1 0 0
0 0 1 0
0 0 0 0
0 −1 1 0
 .
Using the same approach, we compute the remaining maps, obtaining
LU (b) =

1 0 0
0 1 0
0 0 1
0 1 −2
 , LU (c) =
0 00 0
0 0
 , LU (d) =

1 0
0 0
0 0
0 1
 .
These linear maps play a crucial role in the construction of homomorphism spaces and
endomorphism rings.
An important observation is that LM (σ), before restricting to Mi and Mj , is the
encoding for the action of σ on M normally used by the MeatAxe package and previous
endomorphism ring algorithms. The actions used in our algorithm remove extraneous zero
entries by taking advantage of vertices in a path algebra. In the case of a path algebra
with a single vertex, LM (σ) is the same for both MeatAxe and our algorithm.
Next, we look at M∗. Recall that {mij}dij=1 is a K-basis of Mi. Dualizing, we obtain the
K-basis {(mij)∗}dij=1 for M∗i , where dimKM∗i = di. Let (vi, vj , σ) ∈ A as before. As we
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did for the right action of σ on M , we want to compute the matrix LM∗(σ) : M∗j →M∗i
obtained from the left action of σ on M∗. Recall that σ · (mjt )∗ : M∗ → K is given by
(σ · (mjt )∗)(mis) = (mjt )∗((mis)σ).
Let (γxy) be the K-matrix encoding for LM (σ). From our earlier discussion,
(mis)σ =
dj∑
u=1
γsum
j
u.
Hence,
σ · (mjt )∗ =
di∑
s=1
γts(mis)
∗;
that is, LM∗(σ) = (LM (σ))T. The left Λ structure of M∗ is readily obtained from the
right Λ structure of M .
Theorem 5.1. If x = σ1σ2 · · ·σq is a path in Γ, then the left action of x on M∗ is
computed via the transpose of the right action of x on M :
(LM (σq))T · (LM (σq−1))T · · · (LM (σ1))T.
6. Homomorphism Spaces and Endomorphism Rings
Let Λ be a finite-dimensional quotient of a path algebra as defined in Section 5.
We now use the results from the previous sections to construct the homomorphism
space HomΛ(M,N) of finite-dimensional right Λ-modules M and N . We assume we
have constructed a basis B = {n1, . . . , nd} for N as described in Section 4. For each
(vi, vj , σ) ∈ A, we compute LN (σ) : Ni → Nj as discussed in Section 5.
It remains to compute M ⊗Λ N∗ to be able to apply Theorem 2.2 for the construction
of HomΛ(M,N). Recall that we have a vertex projective presentation for M ,
⊕rj=1w(j)Λ
(λji)−→ ⊕gi=1v(i)Λ→M → 0.
Tensoring on the right with N∗, we obtain the exact sequence
⊕rj=1w(j)Λ⊗Λ N∗
(λji)⊗1−→ ⊕gi=1v(i)Λ⊗Λ N∗ →M ⊗Λ N∗ → 0.
We see that ⊕rj=1w(j)Λ ⊗Λ N∗ = ⊕rj=1w(j)N∗ and ⊕gi=1v(i)Λ ⊗Λ N∗ = ⊕gi=1v(i)N∗.
Thus M ⊗Λ N∗ is the cokernel of
⊕rj=1w(j)N∗
(λji)−→ ⊕gi=1v(i)N∗. (2)
The previous calculations also hold when viewing M and N as right KΓ-modules by
replacing Λ with KΓ, (λji) with (fji) obtained in Section 4, and the fact that M⊗KΓN∗ ∼=
M ⊗Λ N∗. Thus, if (fji) has fewer rows than (λji), it may be advantageous to use (fji)
in the following description. We assume that (λji) has fewer rows and use it to continue
with the construction of the homomorphism space.
To compute the cokernel, we construct a K-matrix D for the action of (λji) in equa-
tion (2) and use linear algebra to find the cokernel. Choose the dual basis B∗ =
{n∗1, n∗2, . . . , n∗d} of N∗. If v ∈ V , then choose the K-basis {n∗i ∈ B∗ | t(ni) = v} for
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vN∗. The previous statement is sensible from definitions and description of the basis for
N in Section 4. If the entries
λji =
∑
k
αjikσjik1σjik2 · · ·σjikqk ,
where αjik ∈ K and σjikq ∈ Σ, then
(λji)(n∗s) = (λj1n
∗
s, λj2n
∗
s, . . . , λjgn
∗
s).
Using the results from Section 5, each entry of D can be computed since (λji)(n∗s) is the
row for ns of∑
k
αjikLN∗(σjikqk) · · ·LN∗(σjik1) =
∑
k
αjik(LN (σjikqk))
T · · · (LN (σjik1))T.
We obtain a K-matrix D for (λji) where the rows are easily mapped to elements of∑g
i=1 v(i)N
∗. The solution space D of x · (D)T = 0 is isomorphic to the cokernel, which
is isomorphic to M ⊗Λ N∗.
The map from
∑g
i=1 v(i)N
∗ to M ⊗Λ N∗ sending v(i)n∗s to bi ⊗ n∗s, where bi is the
vector with the ith component containing v(i) and all other components containing 0.
Thus, a basis for D can be interpreted directly in the form ∑s,t βs,tbs ⊗ n∗t to obtain a
basis C for M ⊗Λ N∗.
Using the results in Section 2, the homomorphisms are computed in the following way.
Dualize C to obtain a basis C∗ for (M ⊗Λ N∗)∗. Applying Theorem 2.2, every element
c∗ ∈ C∗ maps to a basis element for HomΛ(M,N) by Φ(c∗)(m) =
∑d
i=1 c
∗(m ⊗ n∗i )ni.
Writing the elements in C as ∑s,t βstbs ⊗ n∗t , we obtain
Φ
((∑
s,t
βstbs ⊗ n∗t
)∗)
(m) =
d∑
i=1
((∑
s,t
βstbs ⊗ n∗t
)∗)
(m⊗ n∗i )ni.
The elements bj , for 1 ≤ j ≤ g, generate M as a module. Thus, computing Φ
((∑
s,t
βstbs ⊗ n∗t
)∗)(bj) is sufficient to determine the homomorphisms forming a basis for
HomΛ(M,N). We also have
Φ
((∑
s,t
βstbs ⊗ n∗t
)∗)
(bj) =
d∑
i=1
((∑
s,t
βstbs ⊗ n∗t
)∗)
(bj ⊗ n∗i )ni
=
∑
t
βjtnt.
Essentially, the basis elements c∗ of (M ⊗Λ N∗)∗ are describing where Φ(c∗) sends the
generators of M . The computation of the homomorphism space is complete. To compute
the endomorphism ring EndΛ(M) of M , substitute M and m for N and n, respectively,
in the earlier computations.
Example 6.1. We continue with Examples 4.1 and 5.1 to compute EndΛ(U). Recall
that the matrix (λji) is a2 + a ab+ ab a2b
bc ad
 .
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Table 3. Correspondence between matrix column and element of U ⊗Λ U∗.
Column Element
1 (v1, 0)⊗ (0, v1)∗
2 (v1, 0)⊗ (0, a)∗
3 (v1, 0)⊗ (0, a2)∗
4 (v1, 0)⊗ (v1, 0)∗
5 (0, v1)⊗ (0, v1)∗
6 (0, v1)⊗ (0, a)∗
7 (0, v1)⊗ (0, a2)∗
8 (0, v1)⊗ (v1, 0)∗
The K-matrix D describing the action of (λji) is (LU (a))T(LU (a))T + (LU (a))T (LU (a))T(LU (b))T + (LU (b))T(LU (a))T (LU (b))T(LU (a))T(LU (a))T
(LU (c))T(LU (b))T (LU (d))T(LU (a))T

=

0 0 0 0 0 0 0 0
1 0 0 −1 1 0 0 −1
1 1 0 0 0 1 0 1
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
0 1 1 −1 1 0 0 −1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

.
The columns in the matrix correspond to elements in U ⊗Λ U∗ as shown in Table 3.
The third row corresponds to the element −(v1, 0)⊗ (0, v1)∗+ (v1, 0)⊗ (0, a)∗+ (0, v1)⊗
(0, a)∗ + (0, v1)⊗ (0, v1)∗.
The set
C = {(0, 0, 0, 1, 1, 0, 0, 0), (0, 0, 0, 0, 0, 0, 1, 0), (0, 0, 0,−1, 0,−1, 0, 1)}
is a basis for the cokernel of D. The correspondence between elements of C and elements
of U ⊗Λ U∗ is
(0, 0, 0, 1, 1, 0, 0, 0) 7→ (v1, 0)⊗ (v1, 0)∗ + (0, v1)⊗ (0, v1)∗,
(0, 0, 0, 0, 0, 0, 1, 0) 7→ (0, v1)⊗ (0, a2)∗,
(0, 0, 0,−1, 0,−1, 0, 1) 7→ −(v1, 0)⊗ (v1, 0)∗ − (0, v1)⊗ (0, a)∗ + (0, v1)⊗ (v1, 0)∗.
The basis elements are interpreted directly as endomorphisms. For example, (0, v1)⊗
(0, a)∗ corresponds to the endomorphism mapping (0, v1) 7→ (0, a) and (v1, 0) 7→ (0, 0).
The basis element (v1, 0)⊗ (v1, 0)∗ + (0, v1)⊗ (0, v1)∗ corresponds to the endomorphism
mapping (v1, 0) 7→ (v1, 0) and (0, v1) 7→ (0, v1); i.e. the identity map. Since (v1, 0) and
(0, v1) generate U , the images for the remaining basis elements, thus all elements, of U
are found by naturally extending the map.
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Figure 2. Quiver for test set 1.
7. Performance
The algorithm described in this paper has been implemented using GAP versions 4.1
and 4.2 (The GAP Group, Achen, St Andrews, 1999) and is included in Hopf (Green
et al., 1999). The performance information reported here was recorded using GAP ver-
sion 4.1 bugfix 7. The implementations of quivers, right modules over path algebras, and
factor modules over path algebras were written by Struble. The implementations of path
algebras and quotients of path algebras build on implementations of magma rings from
the GAP library.
We compared our algorithm experimentally with Magma version 2.5-1 using two test
sets (test set 1 and test set 2). Algebras are described using Magma’s implementation of
basic algebras, which are equivalent to the path algebras described above. Modules are
constructed as projective modules in Magma, and the endomorphism ring is constructed
with the EndomorphismAlgebra function. Because the source for Magma is unavail-
able, we are unable to expand on the implementations of operations for basic algebras
or for computing endomorphism rings.
All tests were run on a Sparc Ultra 30 running Solaris version 2.7 containing a 296 MHz
UltraSparc-II processor and 1 gigabyte of RAM. Test set 1 uses the quiver in Figure 2,
the field K = Q, the path algebra KΓ. The module U is given with the presentation
(⊕nk=1v3KΓ)⊕ (⊕nk=1v4KΓ)
(fji)−→ (⊕nk=1v1KΓ)⊕ (⊕nk=1v2KΓ)→ U → 0
where (fji) has the form
−a 0 0 0 d 0 0 0
0 −a 0 0 0 d 0 0
0 0
. . . 0 0 0
. . . 0
0 0 0 −a 0 0 0 d
−b 0 0 0 0 c 0 0
0 −b 0 0 0 0 c 0
0 0
. . . 0 0 0 0
. . .
0 0 0 −b 0 0 0 0

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Figure 3. Runtimes for computing endomorphism rings.
and each block is n×n. The resulting module U has dimension 4n and the dimension of
the endomorphism ring is n.
Test set 2 uses K〈x, y〉, the free algebra in two variables, where K is GF (7), the Galois
field with seven elements. Let I be 〈words of length 3〉 and let Λ be K〈x, y〉/I. The
module U is given with the presentation
⊕n−1k=1Λ
(λji)−→ ⊕nk=1Λ→ U → 0
where (λji) is an (n− 1)× n matrix of the form
x2 y2 0 · · · 0 0
0 x2 y2 · · · 0 0
...
0 0 0 · · · x2 y2
 .
The resulting module U has dimension 6n+1 and the endomorphism ring has dimension
5n2 + n+ 1.
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Figure 3 displays the running times in CPU milliseconds of our implementation in
GAP and the Magma implementation for constructing the endomorphism of U for a
range of n. Each element of each test set was run five times. The minimum, average, and
maximum times for constructing the endomorphism are displayed.
We see that the rate of growth of our implementation is lower than the rate of growth
for the Magma implementation. This was expected behavior for quivers with multiple
vertices. But as the results demonstrate, our algorithm also performs well for quotients
of free algebras, which are modeled by quotients of path algebras defined by a quiver
containing only one vertex.
We are not sure why there is a wide range in the minimum and maximum times in some
cases in test set 1 for the Magma implementation. One reason might be that Magma is
using a randomized algorithm, and in some executions the randomized algorithm is able
to achieve a solution quite quickly. However, the average performance is still worse than
our algorithm in those cases.
8. Summary
We have presented a new deterministic algorithm using adjoint associativity for con-
structing endomorphism rings. We elaborated this algorithm for right modules over path
algebras given by a projective presentation. This class of right modules is implemented
using right Gro¨bner basis techniques for computations.
Experimentally, we demonstrated that our implementation has a better time com-
plexity than the algorithm currently present in Magma for the same class of modules.
From our experiments, we find that the dominant cost of our approach is the explicit
construction of the endomorphisms. We plan to focus our attention in this area to further
improve the performance of our implementation.
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