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We can assume without loss of generality that all coefficients of the objective are integers and that their greatest common divisor is one.
However, the greatest common divisor d of all coefficients of variables belonging to FOG may be larger than one.
One of our basic ideas is to it the feasible convex by a hyperplane parallel to the objective.
Experience indicates that an efficient version of Gomory's method of integer forms occurs by applying Gomory cuts to the value of the objective function first. (3) (1) (2).
In the Gomory cutting method the value of the functional is limited to be integral. But from a well-known theorem (Lemma 1 below) in number theory, the value of the functional is confined to be multiples of d as defined above.
After a candidate for a permissible value of the functional is identified, we search for a lattice point at which that value is attained. Furthermore, we see tnat G, = G -G. ■ 1-since G.. » G , and G_ ■ G" .
In most integer programs
The same argument leads us to the conclusion that G-
, . Since Q n and Q ft are expressed uniquely as Clearly, since tht variable of the set F can change the value of the objective function, we can drop the variable which do not belong to set F from consideration. Thus, the theornm is proved with help of Lemma 1.
Q.E.D. 
DESCRIPTION OF THE ALGORITHM
Step 1.
Solve the standard Linear Programming Problem without Integer requirement (1.4) and obtain z , the optimal value of the objective.
Let FQ stand for the optimal extreme point of the continuous problem.
Examine whether the solution is integral or not.
If integral, the problem is solved.
If otherwise, go to Step 2.
Step 2. If not, then go to Step 9.
Define d (i) -G.C.D. (a | x e F H G) for all
Otherwise, go to Step 3. or a
Step 3.
Add to (1.1), (1.2), (1.3) and (1.4) the following constraint r : o Step A.
Examine whether or not the solution subject to the augmented constraints In
Step 3 Is feasible without exchanging the basis.
If feasible, go to Step 5.
If otherwise, go to Step 9.
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Step 5. Otherwise, go to Step 6. 
Step 7.
Examine whether a lattice point Is obtained or not.
If obtained, the algorithm comes to an end.
If otherwise, go to Step 8.
Step 8.
Change the added constraint r parametrlcally to r '
where C , X are the same as in Step 3 above. Solve the problem subject to the modified constraints. Go to Step A.
Step Thus if the next subpolyhedron is small, we may "skip" It without jumping over any lattice points (Figure 4 ). This occurs because a subpolyhedron cannot contain a lattice point (from Theorem 1) if it does not
A GRAPHIC EXPLANATION (FIGURE 5.)
We obtain P" , the optimal point with z -z . Examine whether 0 o P 0 is a lattice point or not. It Is not a lattice point In this case, so we pass to Step 2. /
Step 2.
Suppose b = 0 (mod. d ) for all 1
Step 3. 
Cut the convex by line (1)
Step 4.
In this case. It Is feasible. So pass to
Step 5.
By exchanging the basis, we obtain the other optimal extreme point Q^0 ) .
Step 6.
We search for a lattice point on the segment Q 1 Q^ without success.
We pass to Step 8 because we have failed In obtaining a lattice point.
Replace line (1) by line (2) C X < (k -l)d -o o
Solve the modified problem subject to (2) without the basis exchange.
It becomes infeasible without the basis exchange because we obtain as a solution the intersecting point of line ('<.) with line (5).
Step 9. Step 2.
,(1) Suppose b = 0 (mod. d
) for all i again.
Step 3. We obtain
Modify
Qi as a solution to the modified constraint.
It remains feasible without exchanging the basis.
We obtain the other Intersecting point Q^ besides Q which was obtained In Step 3.
We search for a lattice point on the segment Q. Q^
A lattice point Is not obtained.
We change the added constraint r 1 to r 1 ' (line (4))
and we obtain Q ' as a solution without exchanging the basis.
The solution remains feasible.
Step 5. 
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(2) (2) We search for a lattice point on the segment Q. Qo
We succeeded in obtaining a lattice point on the segmrnt, successfully terminating the algorithm. 
4X. + 10x 2 + 7x < 30
We obtain as the optimal feasible solution The solution above Is not integral.
Add a constraint for trial 7x. + 14x_ + lOx. < 43 1 2 3 -partly to identify the variables belonging to FOG.
The solution is feasible.
Step 9 and Step 2.
After the basis exchange, we are in position to identify x. , x. and all three slacks as the variables belonging to G n F . Step 4.
x. -0.
The solution above is feasible.
Step 5. Identify FOG in a subpolyhedron.
1

Yes
1
Ident fy a cutting hyperpla le.
X
Yes
Identify the extreme points of the hyperplane. The algorithm presented above is a branching algorithm; but it is a boundr.ng algorithm in a somewhat different sense than usually conveyed by the term "branch and bound." For each H a value of the objective function is already fixed, so we do not need to evaluate it anymore. Instead, we give an upper and a lower bound to each variable.
A criterion t nction given here is the criterion to see whether an arc is feasible or not, as opposed to the ordinary branch and bound algorithm where the criterion is: which variable should be considered next.
No evaluation after setting a hyperplane H is made in the algorithm presented above.
DISCUSSIONS Another Starting Procedure
We have started with an optimal continuous solution. But we can also start with a feasible integer solution if it is already given.
In the latter case, we always have a feasible integer solution and we proceed to a better integer solution until an optimal continuous solution is reached or exceeded.
The termination criterion Is the same as in the former case. 
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