Abstract-Sparsity of a signal starts to become very important in many applications. In subsurface imaging, generally potential targets covers a small part of the total subsurface volume to be imaged, thus the targets are spatially sparse. Under this assumption it is shown that the subsurface imaging problem can be formulated as a dictionary selection problem which can be solved quickly using basis pursuit type algorithms compared to previously published convex optimization based methods. Spatial sparsity also indicates that the number of measurements (spatial or time/frequency) that GPR collects can be reduced, decreasing the data acquisition time. Orthogonal matching pursuit algorithm is used for reconstructing sparse subsurface images. Results show that the proposed method reduces time both in data acquisition and processing compared to previous methods with similar performance.
INTRODUCTION
Ground Penetrating Radar (GPR) [1] [2] is an important remote sensing tool used in a wide variety of areas such as subsurface and through the wall imaging and detection [3] [4] , military [5] [6] , environmental [7] , or civil applications [8] . Nondestructive nature of the GPR makes it a very useful sensor in all of these applications. Basic working principle of GPR depends on transmitting electromagnetic pulses and the reflected pulses are received as time delayed versions of the transmitted pulses in the simplest case. These time delayed versions obtained at varying spatial positions are processed to get the information required about the sensed medium.
There are two types of GPR as time or frequency domain GPRs based on where the data acquisition is handled. Time domain or impulse GPRs are traditionally used and it has a low cost and comparably simple design [1] . The other type of GPR is the stepped frequency continuous wave GPRs (SFCW-GPR) [9] [10] . In this type of GPR, a discrete set of frequencies are transmitted to the medium and the phase difference and reflectivity are measured. The SFCW GPR has several advantages compared to the impulse GPR such as greater measurement accuracy and dynamic range. Also the operating frequency range can be adaptively adjusted to get better performance for the type of medium sensed or the desired operation depth or it can also be programmed to skip over a defined frequency band, so that it will not interfere with instruments on sensitive frequency bands. Despite these positive properties the data acquisition time for the SFCW GPRs constitute the bottleneck point of the general system. The time taken at each scan position and at each frequency takes in total much more time compared to the impulse GPR systems.
Several recent works on decreasing the data acquisition amount for subsurface imaging have been proposed [11] [12] [13] in the literature. These methods are mainly based on the theory of compressive sensing (CS) [14] [15] [16] which assumes sparsity of the target space. This is in general a reasonable assumption since the targets only constitute a small region of the whole target space. In CS it is shown that a sparse signal can be reconstructed using small number of linear measurements in the form of randomized projections by solving a constraint l 1 minimization problem which can be solved using linear programming. It is also has been shown that the required number of measurements to correctly reconstruct the signal x depends linearly on the sparsity level K and logarithmically on the dimension of the signal x, N.
CS theory is first used in radar literature in [17] where in simulation it was demonstrated that the radar profile could be constructed with less number of measurements. Later in [12] [13] the compressive sensing ideas are extended to time domain GPR for subsurface imaging with experimentally shown results. In the development of the theory the target space was discritized and assumed to be composed of small number of point reflectors. A linear relationship (transform or dictionary) between the discritized target space and the measured time domain samples are constructed. Instead of measuring standard time domain samples it was shown that much cleaner (sparser), robust and high resolution images could be obtained using small number of random measurements. Since for time domain GPRs it is hard to obtain linear random projections as measurements with the current hardware, the proposed method was not usable directly in practice.
The development of CS based ideas for SFCW GPR published in [11] showed by both simulation and experimental results that the target space can be constructed using a much smaller number of random frequency step measurements and random spatial positions. The proposed method again assumes sparsity in target space with small number of point like targets and generates a linear transformation between the target space and the measurement domain. The target space is constructed using a constraint l 1 minimization problem. The results show that less cluttered images compared to standard match filtered based back-projection methods could be generated using less number of frequency measurements. The method is also robust to noise and random spatial sampling and provides super resolution property. The method enables decreasing data acquisition time in practical SF-GPR systems. Later several works especially about MIMO radar [18] and CS based remote sensing [19] has also been published.
Although successful results have been shown in [11] the effect of time to reconstruct the target space has not been analyzed. In [11] it is given that the complexity of the reconstruction algorithm increases as N 3 where N represents the total discrete points of the target space. It is observed that although the proposed method in [11] reduces the required data in both frequency and spatial domains the time spent for reconstruction makes the algorithm not useable for real time applications.
The formulated problem is actually a dictionary selection problem. The selection of the dictionary elements must be made to satisfy the given constraint and this should be done as sparse as possible. l 1 minimization based convex optimization guarantees the global optimum solution-thus the sparsest solution-given the CS measurement requirements are satisfied. However the same problem could also be solved using the general Basis Pursuit algorithms [20] [21] [22] [23] . These methods are mainly iterative greedy algorithms which are used to obtain sparse solutions but the algorithms don't guarantee any global optimum solution. On the other hand they are computationally very efficient. In this work a robust basis pursuit method -orthogonal matching pursuit (OMP) [22] [23] is used for subsurface imaging and its performance in both imaging and the time it takes are compared to the method provided in [11] and the standard backprojection.
In section 2 the dictionary generation for the SF-GPR and formulation of the sparsity enhanced problem is provided. The proposed OMP algorithm is detailed in Section 3. In Section 4 results and comparisons are given and conclusions are drawn in Section 5.
II. FORMULATION OF THE SPARSITY ENHANCED SUBSURFACE IMAGING
While standard backprojection algorithms [1] [2] generate subsurface images by mainly applying a matched filter of the measured data with the impulse response of the data acquisition process, the goal here is to represent the measured data as a linear combination of possible measurements from a dictionary. By this way any possible prior information like sparsity could be used. Hence a GPR data dictionary should be constructed.
A. Generating a dictionary for SF-GPR Data
A detailed explanation is given in [11] . Here a summary is presented for this paper. To generate a dictionary for GPR data, a target model for which the expected target return can be calculated should be selected. Although not required a simple point target model is selected since the response from a point target can easily be modeled. In addition to this, the total target space can be seen as combination of small number of point targets making the sparsity assumption feasible.
Assume an SF-GPR taking measurements over P targets. The received frequency measurements at the i th scan point can be written as (1) where is the time delay for the target at the position and when the antenna is at the i th scan position. Target reflectivity or other effects are combined in the weights .
Here it is assumed that there are no multiple scattering between targets. To represent as a linear combination from a data dictionary the target space is discritized to generate a finite set of target points . Here N determines the total number of possible discrete target space points and each is a 3D vector [x j ,y j ,z j ] representing one possible target space point. A GPR data dictionary can be generated by synthesizing the time/frequency data for each possible target space point . Hence when the GPR is at the i th scan point the j th column of the dictionary , corresponding to a target at can be written as
Repeating (2) for each discrete possible target position creates the dictionary when the GPR is at the i th scan point. Note that in (2) for each frequency w another measurement will be formed, thus if the SF-GPR uses L frequency steps the size of the dictionary will be LxN. Note that depending on the discritization level, N, the possible target points will be close to the actual target points . Hence the measured data can be represented as a linear combination of the dictionary columns as
where is a weighted indicator vector defining the target space and representing any unmodelled factor or noise. So if there is a target at the j th index of will be a nonzero . From the linear relation defined in (3) the goal is to find which is actually an image of the medium.
B. Reduced Random Measurements
Standard stepped frequency systems measure a regularly spaced set of L frequencies in the frequency band they are using. Hence, normally the size of the is Lx1. The method in [11] and the CS based ideas show that it is possible to use much smaller number of measurements to construct the target space image if the target space is sparse. Here sparsity on the target space means that only small number (K) of the entries of is nonzero (K<<N) and the rest is zero. In SFGPRs instead of measuring L frequencies only a small random subset, M of them are measured at each scan point. Here M < L. The new measurements . The measurement matrix defines which frequency measurements are done at each scan point. If is an identity matrix then the standard SFGPR measurements are taken. In [11] is designed to be an MxL measurement matrix constructed by randomly selecting M rows of an LxL identity matrix. Hence at each scan point a small number of different random frequency measurements are taken. This effectively reduces the data acquisition time of the SFGPR by L/M and it is easily implementable in practice.
III. FAST SUBSURFACE IMAGING WITH OMP
The goal is to obtain "the image" b using the measurements In [11] this goal is achieved through solving convex l 1 minimization problem with a constraint. Although this method guarantees global optimal solution, the solution requires O(N 3 ) complexity. While this computational cost is acceptable for imaging a small region or in 2D imaging, it becomes unfeasible when the discritization is high or a small 3D region is imaged. For example consider imaging a region of 1x1 m 2 with 20cm depth with 2cm grid size. This results N=5000 which means solving 5000x5000 system of equations in each iteration of the Newton's method in convex optimization programming. Although this could be feasible in standard computers, it takes too much time degrading the time saving in data acquisition. Finer grid sizes or larger area imaging would be nearly infeasible. Thus in this paper, orthogonal matching pursuit (OMP) [22] [23] , which is a computationally efficient sparse signal reconstruction method is proposed. Although OMP does not guarantee any global optimal solution, it is shown that it could reconstruct sparse signals robustly. For a system like y=Ax+n, following iterative algorithm is applied: Step 2, otherwise terminate iteration.
For stopping criteria similar conditions as the convex optimization methods use can be selected. One generally applied method is to terminate the iteration when the norm of the residual r declines below a specified threshold that can be selected depending on the estimated noise level or depending on the original data norm such as the one tenth of 0.1|y| 2 .
Stopping criteria can also be selected based on crossvalidation where the obtained result using a set of measurements is validated using another set of measurements. Similar methods are suggested as stopping criteria in [22] [23] as well.
IV. RESULTS
In this section, several simulations were done for imaging subsurface with SF-GPR. For this purpose, a 2D homogeneous target space of relative permittivity 4 which contains three randomly placed point targets is created. Size of the target space is 30 cm x 30 cm and distance between two grid points is 1 cm. Then, a bi-static antenna with a 5 cm transmitterreceiver spacing at a height of 10 cm is simulated to collect frequency domain measurements at frequencies from 100 MHz to 10 GHz with 100 MHz frequency steps, similar to [24] . This means that GPR collects 100 frequency measurements at each scan position if it measures all frequency steps. The true target space containing three randomly placed point targets is shown in Fig.1 . A signal to noise ratio (SNR) of 10dB is used. For a sparse target space, the number of pulses at each scan position can be reduced using the concept of CS. Thus, instead of measuring all 100 frequencies, measuring 20 random frequencies at each scan point is tested. Randomly measured frequencies at each scan point are shown in Fig.2 . Note that at each scan point a different set of frequencies are measured due to the random selection. If all frequency measurements are used and the imaging is done with the standard backprojection method, the result in Fig.3 is obtained. The standard back-projection applies match filtering. So, back-projected image can be calculated shortly as where A is the dictionary and y is the measurement vector. It can be seen that all 3 targets could be seen at their correct positions.
When only the randomly measured 20 frequencies are used by standard back-projection, the resulting image is degraded as shown in Fig. 4 . This shows that backprojection is not robust to random selection of reduced number of measurements. If the randomly measured frequencies in Fig.3 are applied to CS based l 1 minimization method developed in [11] , the resulting image shown in Fig. 5 is obtained. For solving the l 1 minimization problem a convex optimization package called CVX [25] is used. It is clearly seen that the image constructed with CS method in Fig. 5 is similar to the true target space in Fig. 1 . Also, CS method can generate a less cluttered image than the BP method using all the frequency data or randomly selected small number of frequencies. All subsurface images are normalized to their own maxima and shown on the same 30 dB scale When the same reduced numbers of measurements are used in proposed OMP method the image shown in Fig. 6 is obtained. It can be seen that both the CS and OMP methods generate very similar images which are better than backprojection method. Same termination criterion is also used for both of the algorithms. It is certain that more detailed simulations are needed to be done to understand the true performance difference between the CS method and OMP for the subsurface imaging problem. Another important metric is the time spent for reconstructing the images. For this purpose the CS method and the OMP are compared. Both methods are applied to 10 independent simulated data sets in the same computer and the average times are noted. It is found that while the average time spent in CS method is 517.784 seconds the OMP method took only 0.702 seconds. This is a dramatic decrease in time provided by OMP method.
If the reduced numbers of frequency steps are selected uniformly rather than randomly in the frequency band the backprojection and OMP results shown in Fig.7 are obtained. It can be seen that selecting uniform frequency steps helped the backprojection image to be more focused but still it is worse than using all frequency measurements. The proposed OMP method is not effected by random or uniform selection of frequency steps and could generate the correct sparse target space in both cases. 
V. CONCLUSIONS
In this paper orthogonal matching pursuit algorithm is proposed for imaging subsurface instead of l 1 minimization based convex optimization methods. The preliminary results show that a sparse target space image can be reconstructed with a similar performance compared to CS based method using reduced number of measurements within a much less time. For the future work, our goal is to understand the limitations of OMP compared to CS method in the cases of increased number of targets, varying SNR levels and random spatial sampling.
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