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a b s t r a c t
Thisworkdealswith the efficient numerical solution of nonlinear parabolic problemsposed
on a two-dimensional domainΩ . We consider a suitable decomposition of domainΩ and
we construct a subordinate smooth partition of unity that we use to rewrite the original
equation. Then, the combination of standard spatial discretizations with certain splitting
time integrators gives rise to unconditionally contractive schemes. The efficiency of the
resulting algorithms stems from the fact that the calculations required at each internal
stage can be performed in parallel.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The aim of this paper is to design robust and efficient methods for the numerical solution of nonlinear multidimensional
parabolic problems governed by an equation of this type:
∂u
∂t
= f (t, x, u,∇ · (K(t, x)∇u)), (t, x) ∈ (0, T ] ×Ω. (1)
Within this framework, the drawbacks of classical discretization methods are well known. On the one hand, if we choose
an explicit method, very small time steps must be taken in order to ensure a stable integration, especially if fine meshes are
considered to discretize in space. On the other hand, if we use suitable implicit methods, arbitrarily large time steps may be
considered without loosing stability; nevertheless, computationally expensive iterative methods are required to solve the
large nonlinear systems arising at each time step.
As an efficient alternative, Verwer proposed in [1] two splitting methods that were shown to be unconditionally
contractive for a large class of nonlinear parabolic problems. In particular, the author dealtwith classical alternating direction
splittings that gave rise to locally one-dimensional methods. The main advantage of these algorithms is that the resulting
nonlinear systems can be solved very cheaply using Newton iteration since all the Jacobian matrices can be permuted
to a banded form (one-dimensional structure). Moreover, these systems are easily uncoupled into much smaller linear
subsystems that can be solved in parallel.
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Taking into account these advances, the idea of this work is to combine the same time integrators with another splitting
technique, which is related to a suitable decomposition of the spatial domain. This type of splittings, in combination with
fractional stepmethods, has been analyzed for the numerical solution of linear parabolic problems (cf. [2–4]). Unfortunately,
the stability results proven for linear problems cannot be extended to the nonlinear case. Nevertheless, the fact that our
schemes can be included in the general framework studied by J. Verwer will allow us to derive contractivity results for some
of them also in the nonlinear case.
Regarding the good properties of the methods proposed in this paper, it is important to notice that each implicit internal
stage can be efficiently computed using Newton iteration since the linear systems to solve at each iteration are, in fact, a
collection of much smaller linear systems that can be solved in parallel. Moreover, in the case of considering semilinear
parabolic problems, we show that our proposal is also suitable for equations where mixed derivative terms are present,
contrary to what happens with classical alternating direction implicit (ADI) techniques.
The structure of the paper is as follows. Section 2 compiles some definitions and theoretical results that will be used
throughout the paper. The next section studies the contractivity in the maximum norm of our proposal for a large class of
nonlinear parabolic problems. Section 4 contains contractivity results in the discrete two-norm for the case of semilinear
parabolic problems with mixed derivative terms. Finally, the last section contains two numerical examples that illustrate
the convergence of the proposed algorithms.
2. Preliminaries
Let us consider the following ordinary differential system
U˙ = F(t,U), t ∈ (0, T ], (2)
together with a given initial condition, where F : [0, T ] × Rs → Rs is continuous in t and continuously differentiable in U
on [0, T ] × Rs. Let us denote with ‖ · ‖ a norm on Rs as well as its subordinate matrix norm on Rs×s. Given an s× smatrix
A, its logarithmic norm with respect to ‖ · ‖ is defined as follows
µ[A] = lim
h→0+
‖I + hA‖ − 1
h
.
Therefore, the actual value of µ[A] depends on the norm on which µ[A] is based. In this work, we shall deal with the loga-
rithmic norms associated to ‖ · ‖2 and ‖ · ‖∞, which can be computed as (cf. [5])
µ2[A] = maximal eigenvalue of 12 (A+ A
T ), (3)
µ∞[A] = max
i=1,2,...,s
(
aii +
∑
j6=i
|aij|
)
, (4)
respectively, where A ≡ (aij) ∈ Rs×s. However, the following property holds true for any s × smatrix A and any associate
norm: µ[A] > α[A], where α[A] denotes the maximal real part of the eigenvalues of A. In this framework, a norm is called
logarithmically optimal with respect to a matrix A if µ[A] = α[A] (cf. [6] and references therein).
The concept of logarithmic norms, that was introduced in the fifties independently by G. Dahlquist and S.M. Lozinskij, is
of great use in the perturbation analysis of nonlinear differential equations, as is shown in the following
Proposition 2.1 (Dahlquist [5]). Let ‖ · ‖ be a given norm. Let ν : [0, T ] → R be a piecewise continuous function satisfying
µ
[
∂F(t,ξ)
∂U
]
6 ν(t) for every (t, ξ) ∈ [0, T ] × Rs. Then, for any two solutions U and U˜ of (2),
‖U˜(t2)− U(t2)‖ 6 e
∫ t2
t1
ν(r)dr‖U˜(t1)− U(t1)‖, ∀ 0 6 t1 6 t2 6 T .
Therefore, ifµ
[
∂F(t,ξ)
∂U
]
6 0 for every (t, ξ) ∈ [0, T ]×Rs, we can take ν(t) ≡ 0 and ‖U˜(t2)−U(t2)‖ 6 ‖U˜(t1)−U(t1)‖ ∀ 0 6
t1 6 t2 6 T . Differential systems with this property are called dissipative.
The freedom of choosing different matrix norms for the logarithmic norm can be exploited for two purposes. On the one
hand, such a norm should be natural for the problem under study and, on the other hand, it should be selected in such a way
that the upper bound ν(t) is as small as possible.
Next, let us introduce the following definition for function F
Definition 2.1. Let F(t,U), where F : [0, T ]×Rs → Rs, be continuous in t and continuously differentiable inU on [0, T ]×Rs.
Then, F is called dissipative with respect to a given norm ‖ · ‖ if µ
[
∂F(t,ξ)
∂U
]
6 0 ∀ (t, ξ) ∈ [0, T ] × Rs.
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Concerning the numerical time integration of a dissipative differential system, it is natural to search for numerical
methods whose solution mimics the contractive behavior shown by the exact solution. In particular, we are interested in
differential systems that arise from the spatial discretization of certain parabolic partial differential equations. Therefore,
searching for unconditional preservations of this contractive behavior, we shall focus on implicit time integrators.
A classical one-step time integrator for the numerical solution of system (2) may be expressed as follows:
Un+1 = Un + τ ΦF [τ ,Un,Un+1], n = 0, 1, . . . (5)
where U0 is given and τ = tn+1 − tn.
Definition 2.2. Let F be dissipative with respect to a given norm ‖ ·‖. Time integrator (5) is called contractive for solving (2)
with respect to the same norm if ‖U˜n+1−Un+1‖ 6 κn+1‖U˜n−Un‖, with κn+1 6 1 for every τ > 0 and for any two sequences
{U˜n}, {Un} generated by (5) from arbitrary initial conditions U˜0 and U0, respectively.
Classical examples of contractive time integrators are given in the following propositions.
Proposition 2.2 (Desoer & Haneda [7]). If F(t,U) is dissipative with respect to a given norm ‖ · ‖, the backward Euler method
is contractive for system (2).
Proposition 2.3 (Dahlquist [8]). If F(t,U) is dissipative with respect to a given inner product norm ‖ · ‖, the implicit midpoint
rule is contractive for system (2).
The previous results were extended in [1] to the case of considering locally one-dimensional splitting methods for the
time integration of dissipative differential systems that arise from the spatial discretization of a class of nonlinear parabolic
equations.
With the aim of introducing these splitting methods in a simple way, we consider now ordinary differential systems that
can be expressed as
U˙ =
m∑
`=1
F`(t,U), t ∈ (0, T ], (6)
together with a given initial condition. We shall assume that F` : [0, T ] × Rs → Rs is continuous in t and continuously
differentiable in U on [0, T ] × Rs, for every ` = 1, 2, . . . ,m.
Proposition 2.4 (Verwer [1]). Let us consider system (6) and let ν` : [0, T ] → R be a piecewise continuous function satisfying
µ
[
∂F`(t,ξ)
∂U
]
6 ν`(t) for every (t, ξ) ∈ [0, T ] × Rs. Then, for any U and U˜ solutions of (6),
‖U˜(t2)− U(t2)‖ 6 e
∫ t2
t1
(ν1(r)+ν2(r)+···+νm(r))dr‖U˜(t1)− U(t1)‖, ∀ 0 6 t1 6 t2 6 T .
This result easily follows from the combination of Proposition 2.1 with the propertyµ[A+B] 6 µ[A]+µ[B] satisfied by the
logarithmic norm. As a consequence, if F` are dissipative, for every ` = 1, 2, . . . ,m, then F(t,U) = ∑m`=1 F`(t,U) is also
dissipative.
Within this framework, J. Verwer studied two methods. First, the fractional implicit Euler method, also known as
Yanenko’s time integration formula (cf. [9]), given by the scheme
U0n+1 = Un,
U`n+1 = U`−1n+1 + τF`(tn+1,U`n+1), ` = 1, 2, . . . ,m,
Un+1 = Umn+1, for n = 0, 1, . . . ,NT ,
(7)
where τ denotes the time step, tn+1 = (n + 1)τ , NT = [T/τ ] − 1 and Un+1 ≈ U(tn+1). The contractivity of this first-order
scheme is studied in the following
Proposition 2.5 (Verwer [1]). Under the same hypotheses of Proposition 2.4, for any Un and U˜n numerical solutions defined
by (7),
‖U˜n+1 − Un+1‖ 6
s∏
`=1
1
1− τν`(tn+1)‖U˜n − Un‖, if τν`(tn+1) < 1 ∀` = 1, 2, . . . ,m.
Moreover, if ν`(t) 6 0∀` = 1, 2, . . . ,m and t ∈ [0, T ], then ‖U˜n+1 − Un+1‖ 6 ‖U˜n − Un‖.
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The proof of this result follows from Proposition 2.2 together with the fact that scheme (7) may be considered as m
consecutive steps of backward Euler method, but each time with a different right-hand side function.
The second scheme analyzed by J. Verwerwas a second-order splitting time integrator. Thismethod admits the following
formulation
U (0)
n+ 12
= Un,
U (`)
n+ 12
= U (`−1)
n+ 12
+ τ
2
F`
(
tn + τ4 ,
1
2
U (`−1)
n+ 12
+ 1
2
U (`)
n+ 12
)
, ` = 1, 2, . . . ,m,
Un+ 12 = U
(m)
n+ 12
,
U (m)n+1 = Un+ 12 ,
U (`−1)n+1 = U (`)n+1 +
τ
2
F`
(
tn + 3τ4 ,
1
2
U (`−1)n+1 +
1
2
U (`)n+1
)
, ` = m,m− 1, . . . , 1,
Un+1 = U (0)n+1, for n = 1, 2, . . . ,NT .
(8)
Proposition 2.6 (Verwer [1]). If F`(t,U) is dissipativewith respect to a given inner product norm ‖·‖, for every ` = 1, 2, . . . ,m,
the second-order time integrator (8) is contractive for solving (6).
This time, the relation of scheme (8) with the implicit midpoint rule implies that the proof of Proposition 2.6 can be
derived from Proposition 2.3.
3. Contractivity of the first-order method for a class of nonlinear parabolic equations
Let us consider nownonlinear problems that involve the partial differential equation (1) togetherwith suitable initial and
boundary conditions. Here we assume thatΩ is an open, bounded and connected region ofR2 and K(t, x) is a 2×2 diagonal
positive definite tensor with diagonal elements ki ≡ ki(t, x). We impose that functions k1, k2, ∂k1∂x and ∂k2∂y are continuous
and that, for every a, b ∈ R, functions f ≡ f (t, x, a, b), ∂ f
∂a and
∂ f
∂b are continuous and satisfy
∂ f
∂a 6 0 and
∂ f
∂b > 0. Under
these hypotheses, operator f is elliptic and, therefore, Eq. (1) is parabolic.
Let us construct a decomposition ofΩ intom overlapping subdomains as follows:
Ω =
m⋃
`=1
Ω`, where Ω` =
m⋃`
j=1
Ω`j, for ` = 1, 2, . . . ,m,
in such a way that Ω`j ∩ Ω`k = ∅ when j 6= k. Next, we construct a smooth partition of unity, consisting of m smooth
functions {ψ`(x)}mi=1, that is subordinate to the previous domain decomposition. For that purpose we impose that
ψ`(x) =

0 if x ∈ Ω \Ω`
h`(x) if x ∈
m⋃
j6=`
j=1
(Ω` ∩Ωj)
1 if x ∈ Ω` \
m⋃
j6=`
j=1
(Ω` ∩Ωj)
(9)
where 0 ≤ h`(x) ≤ 1 and∑m`=1 h`(x) = 1 ∀ x ∈⋃mj6=`
j=1
(Ω` ∩Ωj).
Note that
∑m
`=1 ψ`(x) = 1 ∀ x ∈ Ω and supp(ψ`) = Ω`, ` = 1, 2, . . . ,m.
Making use of such partition of unity, Eq. (1) is rewritten as:
∂u
∂t
=
m∑
`=1
f`(t, x, u,∇ · (K(t, x)∇u)), (t, x) ∈ (0, T ] ×Ω, (10)
where f`(t, x, u,∇ · (K(t, x)∇u)) = ψ`(x)f (t, x, u,∇ · (K(t, x)∇u)).
Next, let us consider Eq. (10) together with Dirichlet boundary conditions and letΩh be an orthogonal spatial mesh with
s interior points.
If we carry out a symmetric second-order finite-difference discretization, we come to a system of nonlinear differential
equations
U˙ =
m∑
`=1
F`(t,U), (11)
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where the component of F`(t,U) corresponding to an interior node xi,j ∈ Ωh is:
F`(t,U)i,j ≡ ψ`(xi,j)f
(
t, xi,j,Ui,j(t), Ai,j(t,U(t))
)
with Ai,j(t,U(t)) given by
2
|xi+1,j − xi−1,j|
(
k−1,i,jUi−1,j(t)− (k−1,i,j + k+1,i,j)Ui,j(t)+ k+1,i,jUi+1,j(t)
)
+ 2|xi,j+1 − xi,j−1|
(
k−2,i,jUi,j−1(t)− (k−2,i,j + k+2,i,j)Ui,j(t)+ k+2,i,jUi,j+1(t)
)
,
where k±1,i,j ≡ 1|xi,j−xi±1,j|k1
(
t,
xi,j+xi±1,j
2
)
, k±2,i,j ≡ 1|xi,j−xi,j±1|k2
(
t,
xi,j+xi,j±1
2
)
and xi−1,j, xi+1,j, xi,j+1 and xi,j−1 denote the left,
right, up and down neighbours of node xi,j, respectively.
For all grid functions ξ ∈ Rs, the Jacobian matrices ∂F`(t, ξ)/∂U ∈ Rs×s take the form
Ψ`(D1 + D2(D31S1 + D32S2)) ` = 1, 2, . . . ,m,
where Ψ` is a diagonal matrix with elementsψ`(xi,j). Therefore, it is non-negative definite. Matrices D1 and D2 are diagonal
as well and contain, for all grid points, the derivative of F with respect to its third and its fourth argument, respectively.
Thus, by hypotheses, D1 is non-positive definite and D2 is positive definite. On the other hand, matrices D31 and D32 are also
diagonal with coefficients 2/|x i+1,j−x i−1,j| and 2/|x i,j+1−x i,j−1|, respectively, which implies that both of them are positive
definite. Finally, considering a row-wise ordering for the unknowns, S1 is a three-diagonal symmetric matrix with elements
k−1,i,j,−(k−1,i,j + k+1,i,j), k+1,i,j and S2 is a block three-diagonal symmetric matrix with elements k−2,i,j,−(k−2,i,j + k+2,i,j), k+2,i,j.
Therefore, both matrices are row-wise diagonally dominant and have negative diagonal elements.
Theorem 3.1. All the derived vector functions F`(t,U) ∈ Rs×s, ` = 1, 2, . . . ,m, are dissipative in the maximum norm.
Proof. Taking into account the expression (4) for µ∞[A], it is clear that if all diagonal entries of A are negative and A is
row-wise diagonally dominant, then µ∞[A] 6 0.
Regarding matrix S1, its diagonal entries are negative and it is row-wise diagonally dominant. The same is true for S2
and, also, for D2(D31S1 + D32S2) since D2, D31 and D32 are diagonal and positive definite. Finally, D1 is non-positive definite
and Ψ` is non-negative definite, which implies that ∂F`(t, ξ)/∂U ∈ Rs×s has non-positive diagonal entries and is row-wise
diagonally dominant ∀ (t, ξ) ∈ [0, T ]×Rs. Therefore,µ∞ [∂F`(t, ξ)/∂U] 6 0 for every ` = 1, 2, . . . ,m, which implies that
µ∞ [∂F(t, ξ)/∂U] 6 0. 
In a similar way to J. Verwer, we chose the maximum norm since it allowed us to easily show the dissipativity of system
(11). Regarding the optimality of themaximum norm for the present application, there is a difference with his ADI proposal.
In our case, we have that µ∞ [∂F`(t, ξ)/∂U] = 0 = α [∂F`(t, ξ)/∂U] for every ` = 1, 2, . . . ,m. Therefore, the maximum
norm is logarithmically optimal for these problems, which means that a change of norm would not give rise to a better
contractivity result for system (11).
Corollary 3.1. The fractional implicit Euler scheme (7) is contractive for solving (11) in the maximum norm.
The fact that matrixΨ` appears in ∂F`(t, ξ)/∂U implies that such Jacobian matrix only has a ‘‘small’’ number of non-null
rows; in particular, the ones corresponding to unknowns lying in the connected components that comprise subdomainΩ`.
Moreover, as these components are disjoint, any linear system associated with matrix ∂F`(t, ξ)/∂U is, in fact, a set of small
linear subsystems whose solution can be parallelized. It is also interesting to notice that, different from classical domain
techniques, we do not need any Schwarz iteration procedure in order to achieve convergence.
This represents a clear improvement with respect to classical methods. Nevertheless, in order to get an important
computational advance with respect to classical alternating direction techniques, it is necessary to restrict ourselves to
the class of semilinear parabolic problems, which, on the other hand, model many applications in practice. The next section
shows that, within this framework and unlike classical alternating direction schemes,1 our proposal can deal with problems
with mixed derivatives, that is, problems where tensor K is not diagonal.
1 Recent works like [10–12] deal with ADI methods applied to linear and semilinear parabolic problems with mixed derivative terms. Nevertheless, the
conditions under which the stability can be proven are quite restrictive (constant coefficients, periodic boundary conditions, globally Lipschitz nonlinear
terms, etc.).
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4. Contractivity of the first- and second-order methods for a class of semilinear parabolic equations
In this section we consider the following family of semilinear parabolic equations
∂u
∂t
= ∇ · (K(t, x)∇u)+ g(t, x, u)+ f (t, x), (t, x) ∈ (0, T ] ×Ω,
where K(t, x) is a 2× 2 symmetric and positive definite tensor whose components are denoted by kij ≡ kij(t, x), i, j = 1, 2.
We shall impose that functions k11, k22, k12,
∂k11
∂x ,
∂k12
∂x ,
∂k12
∂y and
∂k22
∂y are continuous and that, for every a ∈ R, functions
f ≡ f (t, x), g ≡ g(t, x, a) and ∂g
∂a are continuous and satisfy
∂g
∂a 6 0.
For the sake of simplicity, we shall assume homogeneous Dirichlet boundary conditions which, together with a given
initial condition, give rise to the following initial–boundary-value problem:
∂u
∂t
=
m∑
`=1
∇ · (K` ∇u)+ ψ` g(u)+ ψ` f , (t, x) ∈ (0, T ] ×Ω,
u(t, x) = 0, (t, x) ∈ (0, T ] × Γ ,
u(0, x) = u0(x), x ∈ Ω.
(12)
where K` (t, x) = ψ`(x) K(t, x) and Γ ≡ ∂Ω is considered to be polygonal. Here and henceforth we omit the dependence
of functions on t and x in order to have more compact formulae.
A classical variational formulation of the previous problem is given by
Find u(t) ∈ V ≡ H10 (Ω) s.t. for every v ∈ V(
du
dt
, v
)
=
m∑
`=1
a`(u, v)+ (ψ` g(u), v)+ (ψ` f , v) , t ∈ (0, T ],
u(0, x) = u0(x), x ∈ Ω,
where a`(u, v) = −〈K` ∇u,∇v〉 =
∫
Ω
(K` ∇u) ·∇v dx =
∫
Ω`
(K` ∇u) ·∇v dx, for every u, v ∈ H1(Ω) and (u, v) =
∫
Ω
u vdx,
for every u, v ∈ L2(Ω).
Let Th be a classical non-degenerate finite-element triangulation of Ω¯ and let us define Vh = {v ∈ C(Ω¯) : v|K ∈ P1
∀ E ∈ Th}. Within this framework, let {xi}si=1 denote the nodes of the triangulation and let {ϕi(x)}si=1 be a nodal basis of Vh
that satisfies ϕi(xj) = δij.
Then, the differential system obtained after a spatial discretization using linear finite elements can be expressed as
follows:
Find U(t) = (u1(t), . . . , us(t))T ∈ C1[0, T ] × · · · × C1[0, T ] s.t.
B˜U˙(t) =
m∑
`=1
A˜`U(t)+ G˜`(t,U(t))+ S˜`(t),
U(0) = U0,h
where, for any t ∈ (0, T ], B˜ = (b˜ij) ∈ Rs×s, A˜` = (a˜`,ij) ∈ Rs×s, G˜`(t,U) = (g˜`,i(t,U)) ∈ Rs, S˜`(t) = (s˜`,i(t)) ∈ Rs
with coefficients b˜i,j =
∫
Ω
ϕjϕidx, a˜`,ij = −
∫
Ω
(K`∇ϕj) · ∇ϕidx, g˜`,i(t,U) =
∫
Ω
ψ`g(t, x,
∑s
j=1 uj(t)ϕj) ϕidx and s˜`,i(t) =∫
Ω
ψ` f (t, x) ϕidx.
Next, we decompose each integral over Ω as the sum over all the triangles in Th and we use the generalisation of the
trapezoidal rule:∫
E
h(x)dx ≈ h(xi)+ h(xj)+ h(xk)
3
| E| ≡ h(E)|E|, (13)
where xi, xj, xk are the vertices of the triangular element E and | E| denotes its area. Then, we come to a system of ordinary
differential equations
U˙ =
m∑
`=1
F` (t,U) (14)
with F` (t,U) = B−1(A` U + Ψ` G(t,U)+ Ψ` S(t)), where matrices B, A` and vectors G(t,U), S(t) have been obtained from
the above matrices and vectors by using quadrature rule (13). In particular, B−1 is a positive definite diagonal matrix whose
diagonal coefficients are given by
(
1
3
∑
E∈T ih |E|
)−1
, where T ih ≡ {E ∈ Th : xi is a vertex of E}. If we next define T ijh ≡
{E ∈ Th : xi, xj are vertices of E}, the (i, j)th element of matrix A` denoted by a`,ij is given by
−
∑
E∈T ijh
|E|
(
K `,11(E)
∂ϕj
∂x
∂ϕi
∂x
+ K `,22(E) ∂ϕj
∂y
∂ϕi
∂y
+ K `,12(E)
(
∂ϕj
∂x
∂ϕi
∂y
+ ∂ϕj
∂y
∂ϕi
∂x
))
.
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Therefore, such a matrix is symmetric, it has non-positive diagonal entries and its coefficients satisfy−∑sj=1,j6=i a`,ij = a`,ii
for every i = 1, 2, . . . , s. On the other hand, the ith element of vector G(t,U) is given by 13 g(t, xi, ui(t))
∑
E∈T ih |E| and the
ith element of vector S(t) is given by 13 f (t, xi)
∑
E∈T ih |E|.
Finally, for all grid functions ξ ∈ Rs, the Jacobian matrices ∂F`(t, ξ)/∂U ∈ Rs×s take the form
B−1(A` + Ψ` G′U(t,U)), ` = 1, 2, . . . ,m,
where G′U(t,U) ∈ Rs×s is a diagonal matrix whose ith diagonal element is given by 13 g ′u(t, xi, ui(t))
∑
E∈T ih |E|. Notice that,
by hypotheses, this matrix is non-positive definite.
Theorem 4.1. All the derived vector functions F`(t,U) ∈ Rs×s, ` = 1, 2, . . . ,m, are dissipative in the discrete two-norm.
Proof. Taking into account the expression (3) for µ2[A], it is clear that if A is symmetric and non-positive definite then
µ2[A] 6 0.
Owing to the properties of matrices B−1, A`,Ψ` and G′U(t,U) pointed out above, the Jacobian matrix ∂F`(t, ξ)/∂U can be
proven to be symmetric. In order to prove that ∂F`(t, ξ)/∂U is non-positive definite, we start by verifying that vTA` v 6 0
for every v ∈ Rs. For that purpose, let us consider v ≡ (v1, v2, . . . , vs)T ∈ Rs. It is easy to see that
vTA` v ≈ vT A˜` v = −
∫
Ω
(K`(t, x)∇vh(x)) · ∇vh(x)dx, (15)
where vh(x) = v1ϕ1(x) + v2ϕ2(x) + · · · vsϕs(x) ∈ Vh. Therefore, vTA` v is, in fact, an approximation to the integral shown
in (15) by means of the quadrature rule (13). On the other hand, as K`(t, x) is a non-negative definite tensor in Ω , it holds
that (K`(t, x)∇vh(x)) · ∇vh(x) > 0 for every x ∈ Ω and, consequently, vTA` v 6 0. Finally, since matrix Ψ` G′U(t,U) is non-
positive definite and B−1 is positive definite, it follows that A`+Ψ` G′U(t,U) and also B−1(A`+Ψ` G′U(t,U)) are non-positive
definite matrices. That is, µ2 [∂F`(t, ξ)/∂U] 6 0 for every ` = 1, 2, . . . ,m and, therefore, µ2 [∂F(t, ξ)/∂U] 6 0. 
In fact, it is clear that in this case µ2 [∂F`(t, ξ)/∂U] = 0 = α [∂F`(t, ξ)/∂U], which means that the discrete two-norm is
indeed logarithmically optimal for these problems.
Corollary 4.1. Both the fractional implicit Euler scheme (7) and the second-order method (8) are contractive in the discrete two-
norm, when they are applied to solve (14).
5. Numerical experiments
5.1. A nonlinear parabolic problem
Let us consider the nonlinear parabolic problem: Find u : [0, 1] ×Ω → R s.t.
∂u
∂t
=
(
∂
∂x
((
1+ e−tx2) ∂u
∂x
)
+ ∂
∂y
(
(1+ xy) ∂u
∂y
))3
+ g(u)+ f (t, x, y),
u(0, x, y) = u0(x, y), (x, y) ∈ Ω,
u(t, x, y) = 0, (t, x, y) ∈ [0, 1] × Γ ,
(16)
whereΩ ≡ (0, 1)× (0, 1), g(u) = 11+u and the data functions f and u0 are chosen in such a way that u(t, x, y) = e−tx(1−
x)y(1− y) is the exact solution of the problem.
Next, let us decompose the spatial domain Ω in m = 4 overlapping subdomains, each one consisting of 4 disjoint
connected components. For that purpose, we define I1 ≡
(
0, 14 + d
]∪ [ 12 − d, 34 + d] and I2 ≡ [ 14 − d, 12 + d]∪ [ 34 − d, 1)
and we set Ω1 ≡ I1 × I1, Ω2 ≡ I2 × I1, Ω3 ≡ I1 × I2 and Ω4 ≡ I2 × I2. For the moment, we consider d = 1/16, which
implies that the overlaps between subdomains are of size 2d = 1/8.
There is awide range of possibilities to define a partition of unity subordinate to the previous decomposition ofΩ (cf. [2]).
In this case, where Ω is the unit square, and taking into account the shape of subdomains Ωi, it is easy to construct a C∞
partition of unity by means of products of the following C∞((0, 1)) univariate functions
i1(x) =

1 if x ∈
[
0,
1
4
− d
]
∪
[
1
2
+ d, 3
4
− d
]
0 if x ∈
[
1
4
+ d, 1
2
− d
]
∪
[
3
4
+ d, 1
]
h(x, x0, d) if x ∈ (x0 − d, x0 + d) for x0 = 14 ,
3
4
1− h
(
x,
1
2
, d
)
if x ∈
(
1
2
− d, 1
2
+ d
)
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Table 1
Global errors in time and numerical orders of convergence for Example 1 (N = 64).
∆t 1.00E−1 5.00E−2 2.50E−2 1.25E−2 6.25E−3 3.125E−3
EN,τ 1.785E−2 8.843E−3 4.096E−3 2.075E−3 1.082E−3 5.609E−4
pN,τ 1.113 1.061 0.981 0.939 0.948
Table 2
Global errors in space and numerical orders of convergence for Example 1 (τ = 10−6).
N 4 8 16 32 64 128
EN,τ 3.378E−4 8.389E−5 2.112E−5 5.154E−6 1.159E−6 2.745E−7
qN,τ 2.009 1.990 2.034 2.153 2.078
Table 3
Comparison of global errors and CPU times for Example 1.
N 16 32 64 128
EN,τ 2.120E−5 5.307E−6 1.328E−6 3.315E−7
CPUN,τ 7.96 132.67 2525.59 54410.75
EN,τ 8.141E−6 1.615E−6 3.638E−7 8.848E−8
CPUN,τ 3.33 66.57 1190.92 20558.02
EN,τ 8.141E−6 4.705E−6 1.478E−6 3.988E−7
CPUN,τ 3.48 46.90 865.62 16125.02
and i2(x) = 1− i1(x), where
h(x, x0, d) = exp
d exp(1/d) log(2)exp
(
−1
x−x0+d
)
x− x0 − d
 .
Notice that h is a strictly decreasing function on interval (x0 − d, x0 + d) that satisfies limx→(x0−d)+ h(x, x0, d) = 1,
limx→(x0+d)− h(x, x0, d) = 0 and h(x0, x0, d) = 1/2. From these functions, we construct ψ1(x, y) = i1(x) i1(y), ψ2(x, y) =
i2(x) i1(y), ψ3(x, y) = i1(x) i2(y) and ψ4(x, y) = i2(x) i2(y). Now it is easy to check that functions {ψ`}4`=1 form a smooth
partition of unity subordinate to the previous domain decomposition, i.e., properties (9) are satisfied.
Making use of this partition of unity, the parabolic equation involved in (16) can be rewritten analogously to (10).
Next, given N ∈ N, we define h = N−1 and the corresponding uniform spatial mesh Ωh ≡ {(xi,j, yi,j) ∈ Ω¯ : xi,j =
ih, yi,j = jh, for i, j ∈ {0, 1, . . . ,N}}. Within this framework, we combine the symmetric second-order finite-difference
scheme introduced in Section 3 with the fractional implicit Euler time integrator (7) that was shown to be contractive in the
maximum norm. The global errors measured in the maximum norm both in time and in space are computed as
EN,τ = max
i,j∈{1,2,...,N−1}
n∈{1,2,...,NT+1}
∣∣u(xi,j, yi,j, tn)− Ui,j,n∣∣ .
In order to test the first-order convergence in time of this discretization, we consider a fine spatial mesh of N = 64
points in each direction and, starting from a given time step τ = 1.00E − 1, we compute the consecutive errors resulting
from halving the time step size. From these errors, given in Table 1, we calculate an estimation of the order in time given by
pN,τ = log2(EN,τ/EN,τ/2). Notice that such orders of convergence, also shown in Table 1, tend to 1.
The second-order spatial convergence of the method is checked in an analogous way. For that purpose, we consider a
small fixed time step, thus having a negligible contribution of the time discretization error to the global error, which is
mainly due to the spatial discretization. In particular, we consider τ = 10−6 and, starting from a mesh with 4 × 4 points,
we compute the different errors resulting from doubling the number of mesh points in each direction. From these errors, it
is easy to estimate the order in space by means of the quantities qN,τ = log2 (EN,τ/E2N,τ ). Both errors and numerical orders
of convergence are shown in Table 2, where it can be observed that qN,τ tends to 2.
Moreover, notice that the numerical results displayed in the previous tables indicate that our proposal is unconditionally
stable since no restrictions between the time step τ and the spatial mesh size h = N−1 were necessary in order to have
convergence.
Next, let us compare the efficiency of this splitting techniquewith respect to a classical implicit solution. In particular, we
compare both the errors and the CPU times of our proposal with those obtained by the classical combination of the implicit
Euler schemewith central differences. The global errors are computed in themaximumnorm and the CPU times are given in
seconds. In this case, we have chosen as starting parametersN = 16 and τ = 10−4, whichmake the time integration and the
spatial discretization contribute to the global error with similar quantities. Taking into account the first-order convergence
in time and the second-order convergence in space, we shall next successively multiply N by 2 and divide τ by 4. The first
two rows of Table 3 show the errors and CPU times of the classical option. The next two rows in the same table contain the
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Fig. 1. Decomposition of domainΩ .
errors and CPU times of our proposal when d = 1/16. Finally, the last two rows correspond to our proposal considering
d = 1/32. Notice that, in this case, the overlapping regions are twice thinner than before. As a consequence, the CPU times
decrease, the global errors increase a bit and the numerical orders of convergence for coarse grids are smaller than expected
since the overlapping regions contain either none or a too small number of mesh points. Nevertheless, this is corrected as
we consider finer spatial grids and the overlapping regions contain enough nodes of the spatial mesh.
5.2. A semilinear parabolic problem
For a second numerical experiment, let us consider the following semilinear parabolic problem: Find u : [0, 1]×Ω → R
s.t. 
∂u
∂t
= ∇ · (K(x, y)∇u)+ g(u)+ f (t, x, y), (t, x, y) ∈ (0, 1] ×Ω,
u(0, x, y) = u0(x, y), (x, y) ∈ Ω,
u(t, x, y) = 0, (t, x, y) ∈ [0, 1] × Γ ,
where g(u) = −u3 and tensor K(x, y) is given by
K(x, y) =
(
1+ x2 + 2y2 −2xy
−2xy 1+ 2x2 + y2
)
.
As mentioned before, the fact that this tensor is full implies that classical ADI splitting techniques cannot be applied. On the
other hand,Ω is a regular hexagon with vertices (±1, 0), (±1/2,√3/2), (±1/2,−√3/2) and data functions f and u0 are
chosen in such away that the function u(x, y, t) = e−t sin3((y+
√
3
2 )
pi√
3
) sin3((y+√3(x+1)) pi
2
√
3
) sin3((−y+√3(x+1)) pi
2
√
3
)
is the exact solution of the problem.
For this numerical test, we consider the decomposition of domainΩ shown in Fig. 1. It consists of six subdomains, each
of which is composed of four disjoint connected components, i.e., Ω = ∪6i=1Ωi, with Ωi = ∪4j=1Ωij ∀ i = 1, 2, . . . , 6. The
thickness of the overlapping regions is 18 .
In this case, the construction of the partition of unity is a bitmore complicated than in the previous example.We shall skip
the details and just point out that each functionψi is built again as the addition and product of essentially one-dimensional
piecewise functions.
The triangulation Th of the spatial domain is done by successively dividing each equilateral triangle in the hexagon into
four similar triangles. In this framework, we shall denote by Nh the number of elements in Th and byΩh the set of interior
nodes of this triangulation.
Notice that classical ADI splittings applied on this type of domains are less advantageous (in terms of parallelization) than
when applied to rectangular domains. Moreover, when considering Neumann boundary conditions, classical ADI splittings
are not suitable for non-rectangular domains asΩ . On the contrary, the domain decomposition splittings proposed in this
paper keep their parallelization advantages even for non-rectangular domains and non-rectangular grids, independently of
the type of boundary conditions considered.
Within this framework, we consider a spatial discretization based on linear finite elements that makes use of formula
(13) to approximate the values of the involved integrals. Then, we discretize in time considering the second-order scheme
(8), that was shown in Section 4 to be contractive in the discrete two-norm for these problems. Therefore, the global errors
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Table 4
Global errors in time and numerical orders of convergence for Example 2 (Nh = 24576).
∆t 2.00E−2 1.00E−2 5.00E−3 2.50E−3 1.25E−3 6.25E−4
E˜Nh,τ 9.744E−2 3.662E−2 1.204E−2 3.440E−3 9.182E−4 2.417E−4
p˜Nh,τ 1.412 1.605 1.807 1.905 1.926
Table 5
Global errors in space and numerical orders of convergence for Example 2 (τ = 10−5).
Nh 24 96 384 1536 6144 24576
E˜Nh,τ 1.021E−1 1.996E−2 4.353E−3 1.036E−3 2.537E−4 6.288E−5
q˜Nh,τ 2.354 2.197 2.072 2.029 2.013
of this discretization are measured considering the maximum norm in time and the discrete two-norm in space, i.e.,
E˜Nh,τ = maxn∈{1,2,...,NT+1}
 1
card(Ωh)
∑
(xi,j,yi,j)∈Ωh
(u(xi,j, yi,j, tn)− Ui,j,n)2
1/2 .
This time, we consider a fine triangulation consisting of Nh = 24576 elements in order to check the second-order conver-
gence in timeof our proposal. Then, from the errors computed for several decreasing time steps, given in Table 4,we calculate
an estimation of the order in time bymeans of p˜Nh,τ = log2 (E˜Nh,τ/E˜Nh,τ/2). These quantities, also shown in Table 4, tend to 2.
Next, in order to check the second-order spatial convergence of themethod,we consider a small fixed time step τ = 10−5
and we estimate the order in space by means of the quantities q˜Nh,τ = log2 (E˜Nh,τ/E˜4Nh,τ ). Notice that as the number of tri-
angles Nh is multiplied by 4, the size of the spatial discretization parameter h is divided by two. Both errors and numerical
orders of convergence are shown in Table 5, where quantities q˜Nh,τ tend to 2 as expected.
The fact that convergent results were obtained for independent sizes of h and τ shows that the proposed algorithm is
unconditionally stable, as was predicted by the theoretical results.
Let us finally remark some questions regarding the computational behavior of our proposal. It is clear that, whenever
it is possible to perform an alternating direction splitting, it is indeed more advantageous than a domain decomposition
splitting in terms of CPU time. Nevertheless, domain decomposition splittings are much more flexible than ADI splittings
and can be used for domains with complicated geometries, non-rectangular meshes, problems with mixed derivative terms
and/or general boundary conditions, etc. Concerning the efficiency of our domain decomposition proposal, it is interesting to
notice that, as the number of subdomains grows, so does the number of internal stages of themethod. On the other hand, the
number of parallel processes is determined by the number of disjoint connected components that comprise each subdomain.
Therefore, optimal domain decompositions are those involving a not very big number of subdomains which consist of as
many disjoint and small components as possible. Finally, in the study of the consistency of the time integration, one finds
that the elementary differentials are multiplied by negative powers of the size d of the overlapping region (cf. [2]), which
makes the constant of the error bigger as d diminishes. Therefore, in order to verify the numerical orders of convergence, it
is convenient to consider a fixed and small size d during thewhole experiment. On the other hand, notice that as d is smaller,
the size of the systems to be solved decreases and so does the CPU time. It is also important to point out that if the size of d
is very small, the numerical orders of convergence for coarse grids can be smaller than expected. However, this is corrected
as we consider finer spatial grids and the overlapping regions contain enough nodes of the spatial mesh.
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