The paper poses and solves a new problem of
stochastic (nonlinear) disturbance attenuation where the task is to make the system solution bounded (in probability) by a monotone function of the supremum of the covariance of the noise. This is a natural stochastic counterpart of the problem of input-to-state stabilization in the sense of Sontag. Our development starts with a set of new global stochastic Lyapunov theorems and a control Lyapunov function formula for stochastic disturbance attenuation, followed by a design for an exemplary class of stochastic strict-feedback systems. We then address optimality and solve a di erential game problem with the control and the noise covariance as opposing players; for strict-feedback systems the resulting Isaacs equation has a closed-form solution. Finally, we address the problem of vanishing nonlinearities where the equilibrium is preserved in the presence of noise, and develop an adaptive stabilization scheme (based on tuning functions) that requires no a priori knowledge of a bound on the covariance.
Introduction
Prior Work. Ever since the emergence of the stochastic stabilization theory in the 1960's 30], the progress has been plagued by a fundamental technical obstacle in the Lyapunov analysis|the Itô di erentiation introduces not only the gradient but also the Hessian of the Lyapunov function. This diverted the attention from stabilization to optimization, including the risk-sensitive control problem 3, 12, 13, 25, 33, 36] and other problems 22, 23] , e ectively replacing the Lyapunov problem by an even more di cult problem of solving a Hamilton-Jacobi-Bellman PDE.
The progress on stabilization of deterministic systems was equally discouraging until the advances in the di erential geometric theory of the 1980's 24] and the discovery of a simple constructive formula for Lyapunov stabilization 39], which have created a urry of activity in robust, adaptive, and optimal nonlinear control 18, 28, 37] . These advances have naturally led to re-examining the stochastic stabilization problem. It would be fair to say that it was Florchinger 14, 15, 16, 17] who revamped the area of stochastic stabilization. However, Pan and Basar 35] were the rst to solve the stabilization problem for the class of strict-feedback systems representative of (robust and adaptive) stabilization results for deterministic systems 28]. Even though their starting point was a risk-sensitive cost criterion, their result guarantees global asymptotic stability in probability. Deng and Krstic 6] developed a simpler (algorithmic) design for strict feedback systems and then extended the results on inverse optimal stabilization for general systems to the stochastic case 6]. They also designed the rst scheme for stochastic output-feedback nonlinear systems 7] . Based on his new concept of \stochastic expISS", Tsinias 42] developed both state-feedback and output-feedback backstepping schemes for systems with unity intensity noise.
Motivation. We consider systems of the form dx = f(x)dt + g1(x)dw + g2(x)udt; where w is an independent Wiener process with E dwdw T = (t) (t) T dt. In all of the results that guarantee global asymptotic stability in probability 5, 6, 7, 15, 16, 17, 35] it is assumed that g1(0) = 0 and (t) = I. The assumption g1(0) = 0 excludes linear systems dx = Axdt+B1dw +B2udt where the noise is additive and non-vanishing. Also, in linear quadratic control, the assumption (t) = I is avoided by absorbing the noise covariance into the value function, which allows (t) to be unknown and the control design to be independent of (t) and B1. This is not possible in the nonlinear case and g1(x) must be accounted for in the control design to allow arbitrary unknown (t).
The above discussion leads to the following objective: Design a feedback control law for system (1.1) that makes the norm of the solution jx(t)j bounded (in probability) by some monotone function of sup (t) (t) T . This is a natural objective when no bound on (t) is known to the designer and/or g1(0) 6 = 0. This objective is a stochastic counterpart of the deterministic input-to-state stability (ISS) 40] where jx(t)j is bounded by a monotone function of the supremum of the disturbance. Since in the stochastic case it would make no sense to bound the solutions by the supremum of the noise which may be unbounded, we view the bounding by the supremum of the covariance as the most natural disturbance attenuation problem in the stochastic setting.
Results of the Paper. Our presentation starts with stochastic Lyapunov theorems in Section 2 with proofs that re ne those in Kushner 30] and Khasminskii 27] , with an emphasis on the global aspects, with a stochastic version of the convergence result of laSalle 31] and Yoshizawa 45] , and with an elegant class K 21, 26] formalism.
In Section 3 we introduce the concept of noise-to-state stability (NSS) which is a stochastic extension of Sontag's ISS 40] , requiring that the system solutions be bounded (in probability) by a monotone function of the supremum of the noise covariance (plus a decaying e ect of initial conditions). This concept is related to various ergodic concepts in the literature 9, 27] and is di erent from Tsinias' stochastic ISS 42] where the solution of a stochastic system with two disturbances, one stochastic and one deterministic, are bounded by a bound on the deterministic disturbance. In Section 3 we also de ne an NSS-control Lyapunov function and show that its existence is su cient for the solvability of the noise-tostate stabilization problem by feedback continuous away from the origin. This result is the stochastic version of Sontag's 'universal formula ' 39] and its several extensions to systems with uncertainties 18, 28, 41] ; it also strengthens the formula of Florchinger 16] which applies only when g1(0) = 0 and (t) = I.
In Section 4 we develop a control algorithm for noise-tostate stabilization of strict-feedback stochastic systems. This class of systems was dealt with in 5, 35] under the assumption that (t) = I. Our approach employs quartic Lyapunov functions introduced in 5]. Nevertheless, when applied to the linear case, the control law remains linear.
In Section 5 we prove that the formula given in Section 3 for noise-to-state stabilization of the system (1.1) is optimal with respect to a di erential game of the form inf
where l(x) is positive de nite, R2(x) is strictly positive, and 1( ) and 2( ) are class K1 functions. This result is a stochastic version of 29], motivated by the inverse optimality results in 18, 37] . It is important to compare the differential game problem (1.2) with the risk-sensitive problems and \stochastic di erential games" 3]. The di erence from the risk sensitive problem, in which is xed and known, is obvious. The di erence from stochastic differential games is that, rather than keeping the covariance known/ xed and letting another deterministic disturbance be the opposing player, we leave the role of the opposing player to the covariance. This results in a stochastic form of disturbance attenuation where, in addition to noise-to-state stability, we achieve an energy-like bound
parison with the LQG=H2 problems is also in order. By proclaiming as a player in a di erential game, we avoid the anomaly seen in LQG=H2 where the controller does not depend on the noise input matrix B1. In Section 6 we let g1(0) = 0 in which case the equilibrium at the origin can be preserved in the presence of noise. We use an adaptive control technique which estimates k T k1 and tunes one control parameter to achieve regulation of x(t) (in probability ?2E x 2 : (1.7)
The controller (1.4) is a disturbance attenuation controller. The controller (1.5) is an adaptive controller. The stability types guaranteed by these controllers will become clear in the subsequent sections of the paper. We return to this example in Section 7.
Global Lyapunov Theorems for Stochastic Systems
This section reviews stability theory for stochastic nonlinear systems. Even though an extensive coverage of stochastic Lyapunov theorems already exists in Khasminskii 27], Kushner 30], and Mao 32] , in this section the reader will nd many re nements and improvements: 
A presentation based on the elegant class K functions
rather than on the more tedious -format in 27, 30, 32] which leave a student of stability theory trained from Hahn 21] or Khalil 26] under the impression that stochastic stability results are unrelated to their deterministic counterparts.
A stochastic version of the convergence theorem due to
LaSalle 31] and Yoshizawa 45] . This theorem (Theorem 2.1) is the cornerstone of our approach. It is used in the analysis of the adaptive systems in Section 6 and also to obtain theorems for global asymptotic stability in probability (Theorem 2.2) and noise-to-state stability (a new concept presented in Theorem 3.1).
Consider the nonlinear stochastic system dx = f(x)dt + g(x)dw;
(2.1) where x 2 IR n is the state, w is an r-dimensional independent standard Wiener process, and f : IR n ! IR n and g : IR n ! IR n r are locally Lipschitz and f(0) = 0; g(0) = 0.
De nition 2.1
The equilibrium x = 0 of the system (2.1) is globally stable in probability if 8 > 0 there exists a class K function ( ) such that P fjx(t)j < (jx0j)g 1 ? ; 8t 0; 8x0 2 IR n nf0g;(2.2) globally asymptotically stable in probability if 8 > 0 there exists a class KL function ( ; ) such that P fjx(t)j < (jx0j; t)g 1 ? ; 8t 0; 8x0 2 IR n nf0g:(2.3) Theorem 2.1 Consider system (2.1) and suppose there exists a C 2 function V (x) and class K1 functions 1 and 2, such that Proof. Since LV 0 and V is radially unbounded, there exists globally a unique solution 27, p.84,Theorem 4.1] with probability one (that is, the probability of nite escape is zero and the probability that two solutions starting from the same initial condition are di erent is zero). Again, since LV 0, V (x(t)) is a supermartingale, so EV (t) V0. Applying Chebyshev's inequality, for any class K1 function ( ), we
so, P fV < (V0)g 1 ? V0 (V0) ; 8V0 6 = 0 (2.8) Denote = ?1 1 2, then V (t) < (V0) implies jx(t)j < (jx0j), and thus P fjx(t)j < (jx0j)g 1 ? V0
(V0) ; 8V0 6 = 0 (2.9) For a given > 0, choose ( ) such that (V0) V0 ; 8V0 0:
(2.10) Then we have P fjx(t)j < (jx0j)g 1 ? ; 8t 0; 8x0 2 IR n nf0g (2.11) and the global stability in probability is proved.
Now we begin to prove the convergence of W(x). By
Chebyshev's inequality,
; 8r > 0 (2.12) that is, p = P sup t t 0 jx(t)j < r 1 ? V0 1(r) ; 8r > 0: (2.13) For a trajectory starting from x0 and bounded by r > 0, there exists a time (x0) such that one of the following three mutually exclusive possibilities is satis ed:
1. for any > 0, there exists T > (x0) such that W(x(t)) < ; 8t T. 2. 9 > 0 such that W(x(t)) > ; 8t (x0). 3. 9 0 > 0 such that, 8 0 2 (0; 0), W(x(t)) jumps from below 0 to above 2 0 and back in nitely many times after any t (x0).
Denote the three events by A1, A2, A3, and pi = P Ai sup t t 0 jx(t)j < r ; i = 1; 2; 3: (2.14) Then p1 + p2 + p3 = 1. From (2.1) we compute,
; (2.15) where the last inequality follows from the continuity of f(x) and 1(r) is a class K function. Applying the continuous parameter version of Theorem 3.4 in Doob 8, pp.317], and then Lemma 3.5 in ksendal 34] (the Itô isometry) to the second term, we have 2E (2.20) Then
where N(t) is the number of jumps from (x0) to t, and N(t) ! 1 as t ! 1. If either p2 or p3 is positive, EV (t) will become negative when t is large enough, which is in contradiction with the positivity of V (t). Thus, p2 = p3 = 0 and p1 = 1. This implies P 8 >0; 9T such that W(x(t))< 8t>T; and sup t t 0 LV (x) = @V @x f(x) + 1 2 Tr g T @ 2 V @x 2 g ? 3(jxj): (2.25) Then the equilibrium x = 0 is globally asymptotically stable in probability.
Proof. This theorem is a direct corollary of Theorem 2.1 due to the fact that W(x) = 3(jxj) is positive de nite and implies P flimt!1 jx(t)j = 0g = 1. Combining this with Pfjx(t)j < (jx0j)g 1 ? ; 8t 0; 8x0 2 IR n nf0g (2.26) we have P n jx(t)j < (jx0j) and lim t!1 jx(t)j = 0 o = P fjx(t)j < (jx0j)g P n lim t!1 jx(t)j = 0 o 1 ? ; 8t 0; 8x0 2 IR n nf0g:
(2.27) The expression in the rst line implies the existence of a class KL function such that (2.3) holds.
3 Noise-to-State Stability and clf's
In this section we extend Sontag's concept of input-to-state stability (ISS) 40] to stochastic systems. Sontag's notion gives a relationship between jx(t)j and sup 0 t jd( )j in the system _ x = f(x) + g(x)d. Clearly, for a stochastic system (2.1) a characterization via sup 0 t jdw=d j would not make sense because this quantity is not nite. For this reason, we propose a notion that relates jx(t)j with a supremum of the incremental covariance of w, which is a statistical measure of the intensity of w. We refer to this notion as noise-to-state stability (NSS). This concept is a generalization of various ergodic concepts 9, 27] . We point out that our concept is very di erent from the one that Tsinias 42] recently introduced and called \stochastic ISS" where he considers a system dx = (f(x) + g1(x)d)dt + g2(x)dw (d is a deterministic input and w is a unity intensity Wiener process) and relates jx(t)j to the deterministic quantity sup 0 t jd( )j rather than to some measure of intensity of the stochastic input w. This section also includes a basic result on noise-to-state stabilizability by continuous feedback.
(3.1) where x 2 IR n is the state, w is an r-dimensional independent Wiener process with incremental covariance (t) (t) T dt, i.e., E dwdw T = (t) (t) T dt, where (t) is a bounded function taking values in the set of nonnegative de nite matrices, f : IR n ! IR n and g : IR n ! IR n r are locally Lipschitz, and f(0) = 0.
We rst state notation which will be used in the sequel. Proof. Let 2 0; 1) denote a time at which the trajectory enters the set jxj ? sup s t 0 (s) (s) T F = ? k T k1 for the rst time. According to Theorem 2.2, for any > 0, there exists a class KL function , such that Pfjx(t)j< (jx0j; t)g 1? 0 ; 8t2 t0; ); 8x02IR n nf0g: (3.7) Let us now turn our attention to the interval t 2 ; 1). Since d dt EV (x(t))] = ELV (x(t));
( where u is the control input, and study the problem of noiseto-state stabilizability by continuous feedback. The case without any disturbances was solved by Sontag 39] who derived the \universal formula" used in most of the subsequent work. The formulae for systems with deterministic a ne disturbances were derived by Freeman and Kokotovic 18], Krstic et al. 28] , and Sontag and Wang 41]. A formula for the stochastic case with unity intensity noise and vanishing g1(x) was given by Florchinger 16] . Our result here (Theorem 3.2) is for the case where the incremental covariance of w is time-varying, unknown, and bounded with an unknown bound, and where g1(x) may be non-vanishing at the origin.
We start with a de nition which is a stochastic extension of ISS-control Lyapunov functions 28, 29].
De nition 3.2 A smooth positive de nite radially unbounded function V : IR n ! IR+ is called an NSS-control Lyapunov function (nss-clf) for system (3.14) , if there exists a class K1 function such that the following implication holds for all x 6 = 0 and T 2 IR r r : jxj 
Noise-to-State Stabilization of Strict-Feedback Systems
In this section we demonstrate how the concept of noise-tostate stability introduced in the last section can be achieved for a nontrivial class of stochastic nonlinear systems. We deal with strict-feedback systems driven by a stochastic process with time varying but bounded incremental covariance with an unknown bound. This class of systems is given by nonlinear stochastic di erential equations dxi = xi+1dt + 'i( xi) T dw; i = 1; ; n ? 1 (4.1) dxn = udt + 'n( xn) T dw;
(4.2)
where xi = x1; ; xi] T ; 'i( xi) are r-vector-valued smooth functions, and w is an r-dimensional independent Wiener process with incremental covariance (t) (t) T dt, i.e., E dwdw T = (t) (t) T dt, where (t) is a bounded function taking values in the set of nonnegative de nite matrices. To achieve noise-to-state stabilization, we employ the backstepping technique 28]. Our presentation here is concise, we derive the stabilizing functions i(x1; ; xi) simultaneously. We start with the transformation zi = xi ? i?1, and according to Itô's di erentiation rule, we rewrite the system (4.1), (4 
Inverse Optimal Noise-to-State Stabilization for General Systems
In contrast to most of the work in stochastic nonlinear control where the starting point is an optimal (risk-sensitive) control problem 3, 12, 13, 25, 33, 35, 36] , our approach in the previous sections was directed towards stability. In this section we establish connections with optimality. For general stochastic nonlinear systems (a ne in control and noise) that are noise-to-state stabilizable, we design controllers that solve a meaningful optimal control problem. This \inverse optimal" approach where the cost functional is not given a priori, and thus the task of solving Hamilton-Jacobi PDE's is avoided, has recently soared in popularity in the robust nonlinear control literature 18, 29, 37] . The main bene t of inverse optimality are stability margins like those well known for linear systems 1] (in nite gain margin and 60 phase margin). Consider the general nonlinear stochastic system a ne in the noise w and control u: dx = f(x)dt + g1(x)dw + g2(x)udt;
where w is an independent Wiener process with incremental covariance (t) (t) T dt.
De nition 5.1 The inverse optimal stochastic gain assignment problem for system (5.1) is solvable if there exist class K1 functions 1 and 2 whose derivatives 0 1 This optimal control problem looks di erent than other problems considered in the literature. First, in the jargon of the risk-sensitive theory, (5.2) is a risk-neutral problem. Second, to see the main di erence, consider the problem
which appears as a direct nonlinear extension of the standard linear stochastic control problem 2] (a division by time t would lead to the optimal H2 problem 19]). This problem would be appropriate if were constant and known. In that case the term R t 0 1 ? T F d would be included in the value function. However, when is unknown and/or time varying, it is more reasonable to pose the problem as a di erential game (5.2). (Further clari cation is given in Remark 5.1). Note that this di erential game is very di erent from stochastic di erential games 3, Section 4.7.2] where the player opposed to control is another deterministic disturbance. In our case the opposing player is the stochastic disturbance w through its incremental covariance.
The next theorem allows a solution to the inverse optimal stochastic gain assignment problem provided a solution to a certain Hamilton-Jacobi-Isaacs equation is available. Before we state the theorem, we introduce the so-called Legendre-Fenchel transform which is the key tool for the results in this section. Let be a class K1 function whose derivative 0 is also a class K1 function, then` denotes the L-F transform is unknown (and allowed to take any value), it is clear that this equation cannot be solved. There is only one exception|linear systems. In the linear case g1(x) would be constant and V (x) would be quadratic, which would make g T 1 (@ 2 V=@x 2 )g1 constant. For a constant , even if it is unknown, one would absorb the term 1 2 Tr T g T 1 (@ 2 V=@x 2 )g1 into the value function. It is obvious that this can not be done when g1 depends on x and/or V (x) is nonquadratic. Thus, we pursue a di erential game problem in which is a player and its actions are penalized. 2
Proof of Theorem 5.1. Since the control law (5.5) globally asymptotically stabilizes the system (5.6), (5.7), there exists a continuous positive de nite function W : IR n ! IR+ such that LVj (5:5) So the \worst case" unknown covariance is given by (5.19) , the minimum of (5.15) is reached with u = u , and min u J(u) = 2 E fV (x(0))g : (5.20) To satisfy the requirements of De nition 5.1, it only remains to prove that (x) is continuous and (0) = 0. This is proved in the proof of Theorem 3.1 in 6]. 2 Theorem 5.2 If the system (5.1) has an nss-clf V (x) such that g T 1 (@ 2 V=@x 2 )g1 vanishes at the origin, then the problem of inverse optimal stochastic gain assignment is solvable.
Proof. To solve the problem of inverse optimal stochastic gain assignment, we should nd the functions V (x), R2(x), l(x), 1( ), 2( ) that solve the following Hamilton-Jacobi-Isaacs equation (5.11) for some 2 2; 1) and 2 (0; 2].
Then the inverse optimal controller would be given by (5.8 ).
Since the system has an nss-clf, that is, there exists a pair (V; ) that satis es Lemma 3. Since g T 1 @ 2 V=@x 2 g1 vanishes at the origin, there exists a class K1 function (jxj) such that g T 1 @ 2 V=@x 2 g1 F (jxj). Let (r) be a class K1 function, whose derivative 0 is also in K1, and such that (r) 1 2 r ?1 ? ?1 (r) . Denoting 1 =` , since`` = , we havè 1(r) = (r) 1 2 r ?1 ? ?1 (r) ; (5.23) so` 
Adaptive Stabilization of Strict-Feedback Systems
In this section we address the stabilization problem for the system dx = f(x)dt + g1(x)dw + g2(x)udt;
where w is an independent Wiener process with incremental covariance T dt and g1(0) = 0. For the sake of discussion, let us assume that is constant. For deterministic systems with constant parameters, the usual approach is adaptive control 28], which allows the treatment of unknown parameters multiplying known nonlinearities. In the stochastic case here we have the unknown noise dw multiplying the known nonlinearity g1(x). As we shall see in this section, the presence of noise does not prevent stabilization as long as g1(0) = 0,
i.e., as long as the equilibrium is preserved in the presence of noise. Note that this is a strong condition which is usually not imposed in the so-called \stochastic (linear) adaptive control", where the noise is additive and non-vanishing (see, e.g. 10] and the reference there in). However, in the problem pursued here, the additional generality is that the noise can be of unknown (and, in fact, time-varying) covariance and it can multiply a nonlinearity. In this section we deal with strict-feedback systems dxi=xi+1dt + 'i( xi) T dw; i = 1; ; n ? 1 (6.2) dxn=udt + 'n( xn) T dw;
as in Section 4, with an additional assumption that 'i(0) = 0.
As we shall see in the sequel, to achieve adaptive stabilization in the presence of unknown , for this class of systems, it is not necessary to estimate the entire matrix and, in fact, it is possible to allow to be time-varying. Instead we will estimate only one unknown parameter =k T k1 using the estimate^ (t). We employ the adaptive backstepping technique with tuning functions 28]. Our presentation is very concise: instead of introducing the stabilizing functions i( xi;^ ) and tuning functions i( xi;^ ) in a step-by-step fashion, we derive them simultaneously. We start by several important preparatory comments.
Since 'i(0) = 0, the i's will vanish at xi = 0, as well as at zi = 0, where zi = z1; ; zi] T . Thus, by the mean value theorem, i( xi;^ ) can be expressed as where~ =k T k1 ?^ is the parameter estimation error and (t) is governed by the update law _ = n(x;^ ), and set out to select the functions i( xi;^ ) and n(x;^ ) to make LV (z;~ ) nonnegative. Along the solutions of (6.6), we have X j=1 @ j?1 @^ z 3 j !i (6.15) u= n; (6.16) where ci > 0, the in nitesimal generator of the system (6.6) becomes negative de nite: When applied to linear systems, the design in this section solves the stabilization problem with multiplicative noise. A sizeable body of literature on this problem was reviewed in 4]. All of the previous results assume either restrictive geometric conditions as, e.g., in 43] (their conditions are not satis ed by linear strict-feedback systems) or require the knowledge of a bound on the noise covariance 11, 44] . Our adaptive design requires no a priori knowledge of a bound on the covariance.
Example
In this brief section we return to Example 1.1. From the results of the paper it is clear that (1.4) achieves noise to state stability and (1.5) achieves stability of x = = 0 and regulation of x (in probability). The x(t) time responses in Figure 1 reveal the di erence between the achieved stability properties. The simulations are performed for (t) 2 p 2.
While the adaptive controller on the right achieves regulation of x, the non-adaptive controller on the left achieves only noise-to-state stability, which means that it forces x to converge to an interval around zeron proportional to . As evident from the gure, the non-adaptive controller results in a residual error, whereas the adaptive controller does not.
The variable is the estimate of k 2 k1=2 = 4. We see that (t) converges to about 2.5 and does not reach the true value 4. This is not unexpected as in adaptive regulation problems we seldom see convergence to the true parameter. 
