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Abstract 
Pyber, L. and Z. Tuza, Menger-type theorems with restrictions on path lengths, Discrete 
Mathematics 120 (1993) 161-174. 
If the paths of length <s, joining two non-adjacent vertices u, u of a graph cannot be destroyed by 
deleting less than t vertices, then there are at least t internally vertex-disjoint paths joining u and v, 
each having length less than ( ‘f:;Z)+(‘:i;3), S ome constructions show that using paths of length 
at least Lsit - 1 J’ might be necessary. 
1. Introduction 
Let x and y be two non-adjacent vertices in a graph. The celebrated theorem of 
Menger [S] says that, if there are no more than k pairwise vertex-disjoint (edge- 
disjoint) paths joining x and y, then all x-y paths can be destroyed by deleting at most 
k vertices (edges). From this starting point, Lovasz et al. [4] proposed a study of the 
situation where the family of x-y paths of bounded length is considered (x and y are 
again non-adjacent). In order to formulate the results, it will be convenient to 
introduce the following notation: 
r,(x, y) = rS(x, y; G) := minimum number of vertices meeting all x-y paths of 
length <s in G, 
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vs(x, y) = vs(x, y; G) := maximum number of pairwise vertex-disjoint .x-y 
paths of length ds in G, 
(The length of a path is the number of its edges. Two paths between x and y are 
considered to be disjoint if they do not share a vertex distinct from x and y.) 
It was proved in [4] that for every s and t there is a positive integer f such that 
ZJX, y) 3 t implies vr(x, y) > t, (*I 
i.e., if the short x-y paths (of length <s) cannot be destroyed by the removal of less 
than t vertices, then there is a collection of t relatively short x-y paths (of length < ,f, 
wheref does not tend to infinity even if 1 V(G)J+ x). 
The main object of our paper is to investigatef‘(s, t), the minimum integer ,f satisfy- 
ing (*) for all graphs G and each pair of vertices x, y E V(G). As a general upper bound, 
we show 
for all s, t > 1. For fixed s, this improves the order O(t’- ‘) of the bound given in [4] to 
O(tsm ‘). Moreover, for t = 2, we obtain the sharp result f(s, 2) =L(s- 1)‘/4]+ 2. Also, 
we prove that there is a cycle passing through x and y and having length at most 
L(s+ 1)‘/4]+2, h w enever z, (x, y) >, 2. This observation is applied to obtain a further 
improvementf(s, 3) < 4(s + 1)3/27, for t = 3. On the other hand, we give some construc- 
tions providing exponentially growing lower bounds for f(s, t), showing f 
and 
Our results concerningf(s, t) are given in Sections 3 and 4. 
Some theorems of [4] were extended for edge-disjoint paths by Niepel and 
Safarikova [6], for the quantities 
si(x, y)=~:(x, y; G):= minimum number of edges meeting all X-Y paths of 
length <s in G, 
VI (x, y) = vi (x, y; G) := maximum number of pairwise edge-disjoint x-y paths 
of length GS in G. 
In Section 2 we define the x-y line-graph of a graph, and show how it establishes 
a link between the functions rsr \ss, and zi, v:. In particular, the theorems of [6] follow 
from those in [4] and a result of Chung [2] can be deduced from a construction 
of 161. (Chung considered the problem of finding the best possible upper bound 
for z,(x, y),lr,(x, y), as a function of s.) As a further consequence, we obtain 
zj (x, y) = v j (x, y) for all x and y. 
We mention that other types of conditions which insure the existence of a given 
number of pairwise disjoint short x-y paths are presented in [S]. 
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2. Vertex-disjoint and edge-disjoint paths 
The following useful definition makes it possible to handle the vertex-disjoint case 
(the values TV and 17~) together with the edge-disjoint one (7: and v:). For a graph 
G=( V, E) and two of its vertices x, y6V, define the x-y line graph L=& (x, y) as the 
graph with vertex set V(L)=Eu {x, yi and edge set 
E(L)={(ee’): e,e’ c E, ene’ #@}u{(xe): xceEE}u{(ye): yFeEE}. 
Lemma 1. There is a one-to-one correspondence between x-y paths of length s in G and 
chordless x-y paths of length s + 1 in L, (x, y). 
Proof. If uOelzilez . . . v,_i esr, (u,,=~,u~=y) is an x-y path of length s in G, then the 
s + 2 vertices x, el, . . . , e,, YE V(L) induce a path of length s + 1 in Lti (x, y). This path is 
chordless, for nonconsecutive edges e,, ej (Ii -jl > 1) are vertex-disjoint. 
Conversely, the vertices of any x-y path of length s + 1 in L, (x, y) define a sequence 
e,, . . . , e, of edges in G, such that XE er,y me,, einei+ 1 #@I for 1 <i <s. This edge 
sequence is not an x-y path only if some vertex of G is contained in at least three of the 
ei, or x or y is incident to two of them. In any case, the path in L, (_Y, y) is not chordless. 
Clearly, the correspondence given above is one-to-one. 0 
Corollary 2. For all graphs G and all pairs x, ye V(G), zk- i (x, y; G) = ZJX, y; LG (x, y)) 
and v- 1 (x, y; G) = vs(x, y; LG (x, y)). 
Proof. Two paths are edge-disjoint in G if and only if the corresponding paths in 
L, (x, y) are vertex-disjoint. This fact implies V- 1 ,< v,. On the other hand, if P,, . . . , Pk 
are k arbitrary vertex-disjoint x-y paths, then there exist k x-y paths P;, . . . , Pi such 
that Pi E Pi and Pi is chordless for all i. Hence, v:_ 1 >, vs. Finally, z:_ 1 = T, holds since 
a vertex set meets all x-y paths of length <.s if and only if it meets all chordless 
ones. U 
Similarly tof(s, t), we definef’(s, t) by replacing z, and v/ by r: and v;, respectively, 
in (*). 
Corollary 3. For all integers s,t3 l,f’(s, t)<f(s+ l,t)- 1. 
Proof. Consider a graph G in which ~i (x, y) > t and each t-element collection of edge- 
disjoint x-y paths contains a path of length >,.f’(s,t). Then TV+ r (x,y; L, (x, y)) >, t and 
each t-element collection of vertex-disjoint x-y paths contains a path of length 
>,f(s,t) + 1 in LG (x, y). This number cannot exceed ,f’(s + 1, t), by definition. 0 
We use Corollary 3 in two directions. On one hand, our upper bounds onf(s,t)(in 
Section 3) provide some immediate estimates for the functionf’(s,t) which has not 
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been studied in detail so far. On the other hand, there are some constructions in which 
edge-disjoint path collections are much easier to handle. Those examples will yield 
lower bounds on f(s,t). 
Corollary 4. In any graph, T\ (x, y) = v; (x, y). 
Proof. It is proved in [4] that zq (x, y) = v4 (x, y); hence, Corollary 2 can be 
applied. 0 
Remark 5. By Corollary 2, Theorems 1, 2, and 3 of [6] follow from those of [4]. 
The ratio of’ z, and \jS 
For s > 1 fixed. define 
q (4 = SUP G(X, Y; WV, (x, Y; G) and q’(s) = sup G(x, Y; @/vi (x, Y; (3, 
where the supremum is taken over all graphs G and all pairs x, y of vertices. The best 
upper bound on q(s), proved by Lovasz et al. in [4], is Ls/2], while the subsequent 
lower bounds of L -1 (in [4]) and (s + 3)/4 (due to Boyles and Exoo [ 11) have been 
improved by Chung [2] to (s + 1)/3. On the other hand, q’(s) 2L s/3 ] + 1 was shown in 
[6]. Now Corollary 2 implies the following statement. 
Corollary 6. For every s> 1, Ls/3]+ 1 dq’(s)<q(s+ l)<L(s+ 1)/21. 0 
Though it seems to be difficult to find the exact value of q(s), it may be hopeful to 
determine max s,(x,y; G) provided that v,(x,y; G)= 1. We note that both known 
constructions yielding q(s) as/3 can be obtained from graphs G satisfying 
v,(x, y; G) = 1, i.e., in which any two x-y paths of length <s share a vertex. 
3. Estimates on f(s, t) 
First we give a general upper bound on ,f(s, t). 
Theorem 7. For all s, t > 1, 
Proof. Let G=( V, E) be an arbitrary graph, x, y E V, and suppose z,(x, y; G)3 t. 
Define a set system H with underlying set V\{x, y} as follows: HEH if and only if 
there is an x-y path of length ds whose vertex set is H u {x, y}. For each H’ g H, 
define 
z(H’)=min {IY]: ~sV’, TnH#@for all H E H’} 
(In particular, z(H)=z,(x, y) at.) Take an H* 5 H such that s(H*)= t and H* is 
minimal under inclusion (i.e., z(H’) < t for all H’ c H*). We have (HI <s - 1 for all 
H’EH*. Now a result of the second author [7] implies that 
(The theorem of [7] in question states that if F is a set system such that 
r(F\{F}) < T(F) and jFl<r hold for all FcF, then the sets of F can cover less than 
(‘T!;‘)+ (*z1;2) elements of the underlying set, where t =z(F).) 
Note further that, by the choice of H *, those x-y paths of length ds whose 
underlying set belongs to H* cannot be destroyed by deleting less than t vertices from 
G. Let G’ be the subgraph of G, formed by the edges appearing in at least one x-y path 
belonging to H*. Then G’ contains less than (“‘;1;2)+(sfl;3)+ 2 (non-isolated) 
vertices. By Menger’s theorem [S], there are at least t pairwise disjoint x-y paths in G’. 
Each of them has length 32, so that none of them can have more than 
(“zl;‘)+(“:‘;“)-t internal vertices. 0 
The result of [7], used in the previous proof, is sharp (apart from a constant factor). 
However, most likely, our upper bound on f(s, t) does not give the right order of 
magnitude when both of s and r tend to infinity. On the other hand, for fixed t it yields 
f(s, t)<(es/t)’ which is fairly close to being best possible, as shown by the following 
result. 
Theorem 8. For s>t>l,f(s,t)>Ls/t-llJ’. 
Proof. For any integers u, t > 1, we define a graph G (u. t) as follows. (As an illustration, 
G(3.3) is exhibited in Fig. 1.) The vertex set of G(u. t) consists of t + 1 ‘levels’ V,,, 
VI,..., V,. Here V, = {x, y}, and V, induces a path of length u, the endvertices of which 
are adjacent to x and y, respectively. Having obtained Vi_ 1, Vi has 1 Vi- II + 1 ‘basic’ 
vertices (circled in the figure), all but two of them adjacent to two consecutive vertices 
of Vi_ 1, the first and last one is adjacent to x and y, respectively. Any two consecutive 
basic vertices of Vi are joined by a path of length u; the internal vertices of such a path 
are adjacent to the corresponding vertex of Vi-l. 
We are going to prove ~~(x,y)=t and ~~(x,y)<f for s=l(u+ 1) and 
q=u+u2+ . . . +u’. These facts will imply 
f(t(U+l),t)~(U’+l-l)/(U-l)>U’ 
for U> 1, and the theorem follows by putting u=Ls/t J- 1. 
Fig. I. The graph G(3,3). 
The statement concerning r4 is easy to see. Indeed, the graph G(u, t) is planar. We 
claim that it contains just one collection P,, . . . , P, of t vertex-disjoint x-y paths, 
namely the unique one satisfying V(Pi):= Viu {x, y]. This fact is trivial for t = 1. 
Let Pi, . . . , Pi be any collection of disjoint x-z paths. Since x has degree t, we may 
assume without loss of generality that the edge incident to x in Pj is the same as that in 
Pi, for 1 <i < t. Now planarity implies that the same holds for the t edges incident to y. 
Moreover, again by the planarity of G (u, t), no Pi (i> 1) contains any vertex of I/,. (If 
e.g., v~V(Pi)n VI and ZEV(P;)~ VI, and c belongs to the x-y segment of P,, then the 
r-y part of Pi meets the x-z part of P ;, contradicting disjointness.) Hence, we may 
replace Pi by PI (if these two paths are not identical), still having a collection of 
t disjoint x-y paths. Repeat this argument to transform the first t- 1 paths to 
PI,. . , P,_ 1. At this point it is clear by definition that the last path must be identical to 
P,. Hence, deleting V, from G (u, t), uniqueness of the path collection follows by 
induction on t. Also, it is easily seen by induction on i that 1 Vi1 = ui + ui- ’ + ... + u + 1 
for 1 < i<t, so that the unique collection of t disjoint x-y paths contains a path 
(namely P,) of length >q. 
To complete the proof of the theorem, we show that T~(,,+ 1Jx, y) > i for 2 ,< i < t. This 
inequality is equivalent to saying that for every set Y of i- 1 vertices there is an x-y 
path Q of length at most i (u + 1) and disjoint from Y. In order to find such a path more 
easily, we define a partial orientation on G (u, t). Namely, we orient the edges which 
join two basic vertices, as shown in Fig. 1. 
Denote by Q. the path of length u+2 induced by VOu I’,. For each vertex 
UEV,U V,u ... u V,_ i we define a walk W(v) as follows. Say, txVk. Then W(u) 
typically has length u + 2k. It starts from some vertex of Qo, contains an ascending 
segment with one vertex from each of Vz, V3, . . , V,, a horizontal segment which is the 
unique path P’(u) of length u in V k+ 1 that joins the two basic vertices of Vk+ 1 adjacent 
to L‘, and a descending segment with one vertex in each of Vk, Vk_ 1, . , V2 and ending 
in Qo. Among the various possibilities, we choose the unique W(v) whose orientation 
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is consistent with the partial orientation of G (u, t) defined above. (To see that W(u) is 
unique, build it from P’(u). Then each WE Vj has a unique neighbor in l’- i, unless w is 
a basic vertex, but in the latter case one of its neighbors in Vj- 1 is ruled out by the 
orientation.) 
If u is close to the first or last part of V,, then starting from P’(u) we may reach an 
endpoint w of some P&j 3 2. Now the walk W(u) terminates with the edge (wx) or (WY), 
i.e., in this case W(u) may be shorter than u+2k. 
Let Yc Viu ... u V, be an arbitrary set of i- 1 vertices, 2<i<t. We are going to 
construct an x-y path Q of length at most i(u+ l), disjoint from Y, with the help of 
walks W(u). We start with Qo. If V(Qo)n Y=& then the path Q=Qo satisfies the 
requirements. Otherwise, choose a vertex 0~ VQob Y, and define 
Qi =(Qo\{u})u W(u). At this point it is trivia1 to check that Qi has length 2(u+ l), 
independently of the position of u. 
In general, if Qj has been obtained but P’(Qj)n Y #& then we choose a vertex u from 
the intersection. Consider the vertices z, WEQjn W(u) such that the z-w segment of Qj 
contains u and the internal vertices of the z-w segment of W(u) do not belong to Q) 
The existence of such z and w follows from the fact that G(u,t) is planar and therefore 
the Jordan curves Qj and W(u) (whose endpoints are on Qo) must intersect. Now we 
replace the z-w segment of Qj by that of W(u). The path (or walk) obtained in this way 
will be called Qj+l. This procedure stops when Qj is disjoint from Y. Then we put 
Q:=Qj. 
Observe the following important properties of Qj, j 3 1. Firstly, there are at least 
j- 1 vertices ~‘EY ‘below’ Qj; that is, those y’ are in some of the connected regions 
surrounded by QoUQj but not on Q? This fact insures, in particular, that we obtain 
Q after at most 1 Yj <i - 1 steps from Qo. Secondly, Qj has no ‘local peak’; that is, each 
vertex WEQjn Vk (for any k) has a neighbor in Qjn( V,u Vk+ J. The reason is that the 
top level of each W(u) contains at least one edge, and this property remains valid for 
the union of those walks as well. 
The non-existence of local peaks implies that ) V(Qj+ I)1 < 1 V(Qj)l + u + 1. Indeed, 
suppose that UE V(Qj)n V, and let U’E Vku V k + 1 be a neighbor of u on Qj (the worse case 
is when U’E V,). Then V’E W(u); say, u’ is on the ascending segment of W(u). Denote by z’ 
the (unique) vertex of Vk on the descending segment of W(u). Clearly, the u’-z’ part of 
W(u) has length at most u + 2 (while the u’-u part of Qj has length 1). Moreover, for the 
vertex ZE Qj n W(u), defined in the construction of Qj+ 1 above, if ZE V4 (q <k) then the 
z’-z segment of W(u) has length k-q. Trivially, the u-z segment of Qj (as well as the 
distance between u and z) cannot be smaller than k-q. Thus, the replacement of the 
z-w segment increases the length of the path by at most u+ 1, and the inequality 
1 V(Qj+ 1)1 d I V(Qj)l+ U+ 1 follows. Applying induction on j, we obtain that 
I V(Q)1 d i(u + 1) + 1, as required. 
So far we have seen that Q is an x-y walk of length at most i(u+ 1). It can also be 
proved that Q is a path. We need not show this, however, since every x-y walk 
contains an x-y path of at most the same length. 0 
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When s is close to t, the above estimate can be improved through Corollary 3, as 
follows. 
Theorem 9. For s>t>l,f’(s,t)>L(s+t-l)/tJ’/t. 
Proof. We define the graphs G’ (u, t) as follows. For t = 1, G’(u, 1) is a path of length U, 
with endvertices x and y. Having obtained G’ = G’ (u, i- l), construct G’ (u, i) by 
adding internally vertex-disjoint paths of length u to G’ in such a way that the 
end-vertices of each edge of G’\G’ (u, i - 2) are joined by exactly one new path. 
First, we show ~;(,_~,+,(x,y)>i in G’(u,t), for all idt. Let eI,..., ei-1 be i-l 
arbitrary edges. We may assume that the edges e,, . . . , ei_ I are ordered in such a way 
that for l,<j,<i-1 and Y fixed, ejEG’(u,r) implies e,EG’(u,r) for all k-c j. The 
objective is to construct a sequence P’ ,. . . , Pi of paths in G’(u, t), Pj having length at 
mostj(u-l)+l for 1djdi,suchthatPjcontainsnoneoftheedgese,,...,ej_,and 
PjCG’(u,j). 
Denote by P’ the path G’(u,l), of length U. Having found Pj we set Pj+‘=Pj if 
ej $ P’. Otherwise, assuming ej E G’ (u, k)\G’(u, k - l), we replace ej by the path of length 
u that joins the endvertices of ej in G’(u, k + 1). (We have k < j as Pj is a subgraph of 
G’(u,j).) The new path P j+l is in G’( u,j+ l), and during such a replacement the value 
of k is increased, so that the property ej # Pr holds in every step for all j <: r. Moreover, 
by induction. 
Observe that G’(u,t) has u+u2 + ... + u’ edges. Hence, putting tl = L (s + t - 1)/t J , the 
proof will be completed by showing that an arbitrary collection PI, . . . , P,, of t edge- 
disjoint x-y paths contains all edges of G’( u, t). Certainly, this property holds for t = 1. 
Suppose that the statement has been proved for G’( u, i), i < t, and denote by uo, vl, . . , 
v, the vertices of G’( u, l), v. = x, v, = y. Each Uj (1~ j < u - l), is a cut-vertex of G’( u, t), 
and it follows from the inductive definition that the subgraph G’ situated between 
Uj-1 and Uj is isomorphic to G’(u, t- 1) plus the edge (Vj-lvj). Just one of the Pi 
contains the edge (vj_ 1 vj), so that the remaining t - 1 paths contain all of the other 
edges of G’ by the induction hypothesis. Consequently, at least one of PI, . . . , P, has 
length at least (u’+ ... +u)/t>u’/t. q 
4. Two or three disjoint paths 
Our next aim is to prove the following sharp result for t = 2. 
Theorem 10. For s22,f(s, 2)=L(s- 1)‘/41+2. 
In proving Theorem 10, we verify a result (Theorem 13) concerning the existence of 
a relatively short cycle passing through a fixed pair of vertices. This property will be 
useful in the case when t = 3, too. 
From now on, let G = (V,E) be a fixed graph, x, y E V, (xy) $E, and suppose that for 
all UEV’= V\{x,y} there is an x-y path of length bs, not containing v. For any path 
P of G, denote by Int(P) the set of internal vertices of P. Then P has length 
lInt( + 1 = 1 V(P)1 - 1. 
We fix an x-y path P* of minimum length, and set p= lInt( (p > 1). A path I will 
be called an ear if I is a subpath of some x-y path P of length <s and 
1 V(Z)n V(P*)I =2, Int(Z)n V(P*)=@ We say that an ear covers a vertex vEInt(P*) if v is 
an internal vertex of the subpath of P* that joins the endvertices of I. Note that, by the 
assumptions on G, each vertex of Int(P*) is covered by some ear. We denote by C(Z) 
the set of vertices covered by the ear I, and set c(Z)= lC(Z)l. 
Lemma 11. For any ear I, lInt(Z)I1 +c(Z)-p. 
Proof. Let P be any x-y path of length <s that contains I as a subpath. Clearly, 
(V(P)\Int(Z))uC(Z) induces a connected graph GI, with x and y among its vertices. 
From the choice of p it follows that p+26(V(G,)ld((s+ l)-IInt(Z)l)+c(Z). 0 
Choose a minimal family of ears I,, . . , I, with the property that Int(P*)= 
C(Z,)n ... &(I,). 
Lemma 12. 2p-_Ci,, C(Zj)>V. 
Proof. By the minimality of r, for each j d r there is a Vj~C(Zj) which is not contained 
in any other C(Z,). Since every C(Zj) induces a subpath of P*, it also follows that no 
vertex of Int(P*) is covered by more than two ears. To prove this we first note that 
every C(Zj) induces a subpath of P*. If a vertex zeInt(P*) is covered by I,,, I,,, and I,,, 
then C(Zjl)uC(Zj2)uC(Zj3) also induces a subpath S of P*. Supposing that the endver- 
tices s1 and s2 of S are contained in C(Zj,) and C(Z,,), respectively, the assumption 
ZE C(Zj,)nC(Zj*) implies that Zjl and Zj2 together cover all vertices that are covered by 
Zj3. This contradicts the choice of the family I, ,. . . ,I,. 
Now the left-hand side of the inequality is the number of vertices of Int(P*) that are 
covered by exactly one ear, which cannot be smaller than the number of ears. 0 
Theorem 13. Zf zJx, y) 3 2 for two vertices x, y of distance p + 1 (p <s), then there is 
a cycle containing x and y that has length at most p(s-p+ 1)+2 (and hence at most 
L(s+ l)2/4J+2). Th’ 1s upper bound is sharp for every p, 1~ p < s - 1. 
Proof. By Menger’s theorem, the subgraph GO induced by P*uZ,u ... ul, does 
contain two disjoint x-y paths, i.e., a cycle passing through x and y. The length of this 
cycle cannot be larger than the total number of vertices in G,,. By the previous 
observations, 
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Fig. 2. Two disjoint x-y paths in P*ul,u ... VI, 
,<p+2+r(s-l-p)+ C C(Zj) 
j=l 
<p+2+r(s- 1 -p)+2p-r 
d3p+2+r(s-p-2) 
d3p+2+p(s-p-2) 
=p(s--p+ 1)+2 
<L(s+ 1)2/4] +2. 0 
The following construction shows that Theorem 13 is sharp. 
Example. Let G be the graph obtained from an x-y path P of length p + 1, completed 
with p disjoint ears of length s + 1 -p (each of them covering a distinct internal vertex 
of P). 
Let e be any edge of P, not incident to x and y. The vertices of e form a 2-element 
cutset in G, separating x and y. Consequently, no edge of P belongs to any cycle 
containing x and y both. Clearly, the remaining edges (not in P) form a (Hamiltonian) 
cycle of length p(s-p+ l)+ 1. 
In order to show that there are two disjoint x-y paths of length at most 
L(s- 1)2/4]+ 2, we have to analyse the structure of the subgraph formed by P* and 
the ears I,, . . . , I,. Since each C(lj) induces a subpath of P*, and no such C(Zj) contains 
any other, we can assume that Ii, . . . , I, are ordered in the following way. Assume j < k. 
Then, when walking from x to y on P*, we meet an endvertex of Ij sooner than that of 
Ik. (Walking from y to x, the order is just the opposite.) For convenience, we denote by 
GO the subgraph formed by P*ulI u ... ul,. (See Fig. 2.) 
Lemma 14. If there are two ears Ij, Ik with Int ZjnInt Ik #@, j + 2 <k, then GO contains 
two disjoint x-y paths of length at most L(s- 1)2/4]+ 1. 
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Proof. Though in some cases IjuIk does not contain an ear (because of the length 
assumption in the definition of ears), this union does cover all vertices of 
C(Ij+ 1)u ... uC(I,- 1). Thus, by Menger’s theorem, there are two disjoint x-y paths in 
P*UIl U ‘.’ UIjUIkU “’ ul,. The number of vertices in this subgraph is at most 
Iv(P*)I+ 1 lInt(Ii)ldp+2+(r-l)(s-l-p)+ i c(Ii) -c(Ij) 
ii-j+1 ( 1 i=l 
dp+2+(r-l)(s--l-p)f2p-r-1 
<(p-l)(s-p)+2+p. 
(We used Lemmas 11 and 12 again like in the proof of Theorem 13.) Since the shortest 
x-y path contains >p internal vertices, the other one has length at most 
(p-l)(s-p)+ 1 <L(s- 1)2/4J+ 1. 0 
Lemma 15. If C(lj)> 2 for some j<r, then there are 
<L(s - 1)2/4] + 2. 
Proof. Since each ear covers a vertex not covered 
r<p-1. Now 
two disjoint x-y paths of length 
by the others, c(Ij)g2 implies 
lI’(Go)ldp+2+ C IInt(li)ldp+2+r(s-p-l)+2p-r 
i=l 
63p+2+(p- l)(s-p-2)=(p- l)(s-pp)+4+p. 
As in the previous proof, it follows that there are two disjoint x-y paths in G,,, and the 
shortest of them has at least p internal vertices. Thus, if the other path is longer than 
L(s- 1)2/4J+2 (i.e. it h as at least L(s- 1)2/4] + 4 vertices), then all inequalities must 
turn to equality. In particular, we obtain r=p- 1, C(Ij)=2, Int(IJnInt(I,)=8 for all 
pairs of subscripts (1 < i < k < r), and c(I1) + ... + c(IJ = 2p-r = p + 1. Hence, the num- 
ber of vertices covered by just one ear is equal to p - 1. As a consequence, one more ear 
I, has c(1,)=2. We can assume k=j+ 1 and lC(Ij)nC(I,)l= 1 (otherwise Ij would 
cover two vertices not covered by any other Ii and it would imply r <p-2) and now 
the vertex C(IJnC(Ij+,) can be deleted from GO: the new graph still contains two 
disjoint x-y paths, by Menger’s theorem. It has at most L(s- 1)2/4 J + 3 +p vertices, 
therefore the longer path has length at most L(s- 1)2/4] +2. 0 
Proof of Theorem 10 
Upper bound. By preceding lemmas, we can suppose that there are exactly p ears 
I 1 , . . . , I, in G, each Ij covering just one vertex Vj of Int(P*), lInt(Ij) I = s -p for all j, 
and Int(Ij)(nInt(I,)=@ whenever (j-kl>l. 
Let J={jr,..., f j 1 be the set of subscripts j such that Int(lj)nInt(Ij+ I)=@ and 
j, <j2< ... <j,. We partition the set { 1 ,... ,p> of subscripts into two disjoint subsets 
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Qr and Q2 as follows: Qr consists of the numbers j such that 1 d j< j, or ji_ i <j<ji 
where i is odd (i 3 3), or j, <j <p where t is even; Q2 is defined as Qz = { 1, . . . , p}\Q1. 
We define two subsets of V(G) in the following way. Set 
l’i=(jgl Intt~J)ui~jli~Qzi 
and 
vz=(jgz Int(~3)vIiljlieC)I)~ 
By the choice of J, the sets Vi and I/, partition V(G)\{x, y) and the subgraphs Gr and 
Gz, induced by V,u{x, y} and Vzu(x, y}, respectively, are connected. 
For sake of simplicity we say that x, y, the sets Int(Zj), and the vertices Dj are the 
‘parts’ of V, and Vz. Then any two parts having consecutive subscripts either share 
a vertex or they are connected by an edge. Therefore we have two disjoint x-y paths 
PicGr and P,cG,. We are going to show that Gi and G2 have at most 
L(s--1)‘/4J+3 vertices each, whenever s-p>3 or s-p=2 and ~2.5. 
Counting the number of vertices in the parts of Gi we obtain (s-p)IQ1 (+ lQzl +2. 
There are at least jQlj--r(t+ 1)/21 vertices, however, shared by consecutive ears 
corresponding to the parts of Gi, that have been counted twice. Applying the obvious 
inequality [(t + 1)/21< lQzl + 1, we conclude that IV(G,)l<(s-p-l)lQ,(+IQ,I+ 
r(t+ iyq+2. F or s-p-132 this yields lV(G,)~dp(s-p-l)+3dL(s-1)2/4~+3; 
for s-p - 1 < 1 it yields 
IV(G,)lfP+r(t+1)/21+2 
~P+r(P+w1+2 
bs+r+ 1)/21 . 
One can easily check that s+r(s- 1)/21dr(s- 1)2/41+3 for s>5. 
Hence, the upper bound is proved for almost all cases. From now on we suppose 
that 3~~64 and s,<p+2. (The case s=2 is trivial.) Note that L(~-l)~/4J+2=s for 
s=3, 4. 
Let s =p + 2. Ifs = 3, then G is a cycle of length 5, and the theorem holds. Ifs = 4 and 
p = 2, then there are two ears of length 3. If they share an internal vertex, then we have 
an x-y path of length ~4 disjoint from P *. On the other hand, if those ears are 
disjoint, then deleting the edge that joins the two internal vertices of P* we obtain two 
x-y paths of length 4. 
Finally, suppose s=p+ 1. In this case even the consecutive ears cannot share an 
internal vertex (otherwise there would be an x-y path shorter than P*). Hence, G is 
uniquely determined, and the subgraphs Gr and Gz defined above are disjoint x-y 
paths of length s<L(s- 1)2/4]+2. 
Lower bound. Take an x-y path of length r + 1 = L(s + 1)/2 J and add r ears Ii, . . . , I, of 
length Ls/2J+2, such that lInt(lj)nInt(lj+l))= 1 for j= 1, . . ..r-1. and the three 
vertices C(lj), C(lj+ r) and Int(Zj)nInt(lj+ i) induce a triangle. This graph is planar and 
(as well as G(u, 2) in the proof of Theorem 8) it contains just one pair PI, Pz of disjoint 
x-y paths. One of them is identical to P *, the other has length L(s- 1)‘/4]+2. Cl 
Three disjoint paths 
For t =3, Theorem 7 impliesf(s, 3)6s3/6+O(s2). Here we improve this bound as 
follows. 
Theorem 16. For s 3 2, f(s, 3) < 4(s + 1)3/27. 
Proof. Let P* be an x-y path of minimum length in a graph G such that r,(x, y; G) 3 3. 
Suppose first that P* has at most L(s+ 1)/2 J t m ernal vertices. Since zs(x, y; G\{ v}) 3 2 
for every vEInt(P*), Theorem 13 implies the existence of two disjoint x-y paths P, and 
PA, having at most L(s+ 1)2/4 J internal vertices in all. The vertex set 
v(P*)u U (V(P”)U VP:)) 
ueInt(P*) 
induces a subgraph G’ in which r,(x, y; G’) > 3 obviously holds. Since G’ has less than 
(s + 1)3/8 + s/2 + 1 vertices, the statement follows from Menger’s theorem in this case. 
Suppose that the distance p+ 1 between x and y is at least L(s+ 1)/2J+ 1. Clearly, 
this distance is at least p + 1 in every subgraph of G. Since p(s - p + 1) is a decreasing 
function of p for p 3 L(s + 1)/2 J, f or every u E Int (P*) we can find two disjoint x-y paths 
P, and PL with 
IWP,)I+IInt(P~)ldp(s-p+l). 
Thus, in this case the graph G’ defined above has at most p2(s -p + 1) + p + 2 vertices. 
By Menger’s theorem, there are three disjoint x-y paths in G’, each having at least 
p internal vertices. Thus, the longest of them has length at most 
p2(s-p+ l)+ 1 -p<4(s+ 1)3/27, 
as stated. 0 
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