Abstract. An important question in geophysics is whether earthquakes (EQs) can be anticipated prior to their occurrence. Pre-seismic electromagnetic (EM) emissions provide a promising window through which the dynamics of EQ preparation can be investigated. However, the existence of precursory features in pre-seismic EM emissions is still debatable: in principle, it is difficult to prove associations between events separated in time, such as EQs and their EM precursors. The scope of this paper is the investigation of the pre-seismic EM activity in terms of complexity. A basic reason for our interest in complexity is the striking similarity in behavior close to irreversible phase transitions among systems that are otherwise quite different in nature. Interestingly, theoretical studies (Hopfield, 1994; Herz and Hopfield 1995; Rundle et al., 1995; Corral et al., 1997) suggest that the EQ dynamics at the final stage and neural seizure dynamics should have many similar features and can be analyzed within similar mathematical frameworks. Motivated by this hypothesis, we evaluate the capability of linear and non-linear techniques to extract common features from brain electrical activities and pre-seismic EM emissions predictive of epileptic seizures and EQs respectively. The results suggest that a unified theory may exist for the ways in which firing neurons and opening cracks organize themselves to produce a large crisis, while the preparation of an epileptic shock or a large EQ can be studied in terms of "Intermittent Criticality".
Introduction
Fracture in disordered media is a complex problem which still lacks a definite physical and theoretical treatment. Despite the large amount of experimental data and the considerable effort that has been undertaken by the material scientists, many questions about the fracture remain. Earthquakes (EQs) are large scale fracture phenomena in the Earth's heterogeneous crust. A vital problem in material science and in geophysics is to identify precursors of macroscopic defects or shocks. In physics, the degree to which we can predict a phenomenon is often measured by how well we understand this. Moreover, it is difficult to prove associations between events separated in time, such as EQs and their precursors. Herein, we hope to uncover more information hidden in the pre-seismic (EM) time series, and thus, to achieve a deeper understanding of the physics of the EQ nucleation process.
Both acoustic as well as EM emissions, in a wide frequency spectrum ranging from very low frequencies (VLF) to very high frequencies (VHF), are produced by opening cracks, which can be considered as the so-called precursors of general fracture. We focus on the geophysical view of this problem. Our main tool is the monitoring of the microfractures, which occur before the final break-up in the focal area, by recording their VLF-VHF EM emissions.
In the last 15 years, the study of complex systems has emerged as a recognized field in its own right, although, a good definition of what a complex system has proven elusive. When one considers a phenomenon or a thing that is "complex", one generally associates it with something that is "hard to separate, analyze or to solve". Instead, we refer to Published by Copernicus GmbH on behalf of the European Geosciences Union. 206 K. A. Eftaxias et al.: Catastrophic phenomena "a complex system" as one whose phenomenological laws, which describe the global behavior of the system, are not necessarily directly related to the "microscopic" laws that regulate the evolution of its elementary parts. In other words, "complexity" is the emergence of a non-trivial behavior due to the interactions of the subunits that form the system itself. The statistical features of complex systems are generally not dependent on the details of the interactions of the subunits that form the system. Another relevant ingredient of a complex system is that topological disorder within the system will generally introduce new, surprising effects, different than those one would expect from the simple "microscopic" evolution rules.
A basic reason for our interest in complexity is the striking similarity in behavior close to irreversible phase transitions among systems that are otherwise quite different in nature (Stanley, 1999 (Stanley, , 2000 Sornette, 2002; Vicsek, 2001 . One universal footprint seen in many complex systems is self-affinity. The fractional power-law relationship is a classic definition of a self-affine structure. Thus, much work on complexity focuses on statistical power laws that describe the scaling properties of fractal processes and structures. Recent studies have demonstrated that a large variety of complex processes, including EQs (Bak, 1997) , forest fires (Malamud et al., 1998) , heartbeats (Peng et al., 1995) , human coordination (Gilden et al., 1995; Chen et al., 1997) , neuronal dynamics (Worrell et al., 2002) , financial markets (Mantegna and Stanley, 1995; Lux and Marchesi, 1999) , exhibit statistical similarities, most commonly power-law scaling behavior of a particular observable.
A few years ago, Bak et al. (1987 Bak et al. ( , 1989 coined the term self-organized criticality (SOC) to describe the phenomenon observed in a particular automaton model, nowadays known as the sandpile model. This system is critical in analogy with classical equilibrium critical phenomena, where neither characteristic time nor length scales exist. The strong analogies between the dynamics of the SOC model for EQs and that of neurobiology have been realized by numerous authors (Hopfield, 1994; Herz and Hopfield, 1995; Corral et al., 1997; Usher et al., 1995; Zhao and Chen, 2002; Plenz, 2003) . In general, authors have suggested that EQ dynamics and neurodynamics can be analyzed within similar mathematical frameworks (Herz and Hopfield, 1995; Rundle et al., 2002) . Characteristically, driven systems of interconnected blocks with stick-slip friction capture the main features of EQ process. These models, in addition to simulating the aspects of EQs and frictional sliding, can also represent the dynamics of neurological networks (Herz and Hopfield, 1995, and references therein) . Hopfield (1994) proposed a model for a network of N integrate-and-fire neurons. In this model, the dynamical equation of kth neuron Eq. (28) in Hopfield (1994) is based on the Hodgekin-Huxley model for neurodynamics and represents the same kind of mean field limit that has been examined in Rundle et al. (2002) in connection with EQs.
We have been motivated by the suggestion that EQ dynamics and neurodynamics can be analyzed within similar mathematical frameworks. We concentrate here on the question whether common precursory symptoms emerge as epileptic seizures and EQs approach.
Electroencephalogram (EEG) time series provide a window through which the dynamics of epileptic seizure preparation can be investigated under well-controlled conditions. Consequently, the analysis of a pure pre-epileptic time series would help in establishing a reliable collection of criteria to indicate the approach to the biological shock. In terms of complexity, such a collection of criteria indicates the approach to global instability in the pre-focal area as well.
The results of the present analysis imply that a unified theory may exist for the ways in which firing neurons/opening cracks organize themselves to produce a significant epileptic seizure/EQ: we show that many similar distinctive symptoms (including common alteration in associated scaling parameters) emerge as epileptic seizures and EQs are approaching. The present state of research requires a refined definition of a possible pre-seismic EM anomaly, as well as the development of more objective methods of distinguishing seismogenic emissions from non-seismic EM events. The observed similarities support the consideration that the detected EM anomaly is originated during the micro-fracturing in the prefocal area of the impending EQ.
Pre-seismic electromagnetic activity
When a heterogeneous material is strained, its evolution towards breaking is characterized by local nucleation and coalescence of micro-cracks. Crack propagation is the basic mechanism of material's failure. The motion of a crack in dynamics fracture has been shown to be governed by a dynamical instability causing oscillations in its velocity and structure on the fracture surface. Experimental evidence indicates that the instability mechanism is that of local branching (Sharon and Fineberg, 1996) . A multi-crack state is formed by repetitive, frustrated micro-fracturing events (Sharon and Fineberg, 1999) .
In many materials, emission of photons, electrons, ions and neutral particles are observed during the formation of new surface features in fracturing, deformation, wearing, peeling, and so on. Collectively, we refer to these emissions as fractoemission (Langford et al., 1987; Dickinson et al., 1988; Gonzalez and Pantano, 1990; Miura and Nakayama, 2000; Takeuchi and Nagahama, 2004; Mavromatou et al., 2004; Wu et al., 2004) . It is worth mentioning that laboratory experiments show that more intense fractoemissions are observed during the unstable crack growth (Gonzalez and Pantano, 1990) . The rupture of inter-atomic (ionic) bonds also leads to intense charge separation, the origin of the electric charge between the micro-crack faces. On the faces of a newly created micro-crack the electric charges constitute Nat. Hazards Earth Syst. Sci., 6, 2006 www.nat-hazards-earth-syst-sci. an electric dipole or a more complicated system. Due to the crack strong wall vibration in the stage of the microbranching instability, it behaves as an efficient EM emitter. These EM precursors are detectable both at a laboratory and geological scale. Our main tool is the monitoring of the micro-fractures, which possibly occur in the pre-focal area before the final break-up, by recording their EM emissions. A multidisciplinary analysis in terms of fault modeling (Eftaxias et al., 2001) , laboratory experiments (Eftaxias et al., 2002) , criticality (Kapiris et al., 2004a; Contoyiannis et al., 2004 Contoyiannis et al., , 2005 , scaling similarities of multiple fracturing of solid material (Kapiris et al., 2004b) , fractal electrodynamics and complexity , seems to validate their association with the fracturing process in the pre-focal area. Figure 1a shows the time series of the 10 kHz magnetic field variations associated with the Athens EQ. We concentrate on this kHz EM activity observed before the 7 September 1999 Athens EQ (38.2 • N, 23.6 • E) with a magnitude Ms (AT H )=5.9 at Zante station (Eftaxias et al., 2000 (Eftaxias et al., , 2001 (Eftaxias et al., , 2003 Kapiris et al., 2004) . In terms of literature, this precursory emission has a strange, long duration (approximately a few days), thus it provides sufficient data for a statistical analysis. We note that the data were sampled at 1 Hz.
Electroencephalogram
The brain is composed of very large numbers of non-identical non-linear neurons that are embedded in a vast and complex network. Electroencephalogram (EEG) provides a window, through which the dynamics of epilepsy preparation can be investigated. Epileptic seizures are abnormal, temporary manifestations of dramatically increased neuronal synchrony, either occurring regionally (partial seizures) or bilaterally (generalized seizures) in the brain. There is presently no standard mathematical model of EEG activity. Therefore investigators have been using various methods of signals analysis to describe stochastic and deterministic features of these signals. The prediction of epilepsy seizures plays an important role in epileptology (Litt and Javier, 2002) , because we can propose a new diagnostic tool and a novel approach to seizure control based on this prediction (Iasemidis, 2003) . Figure 1b shows a rat's epileptic seizure.
Adult Sprague-Dawley rats were used to study the epileptic seizures in EEG recordings. The rats were anaesthetized with an i.p. injection of Nembutal (sodium pentobarbital, 65 mg/kg of body weight), and mounted in a stereotaxic apparatus. An electrode was placed in epidural space to record the EEG signals from temporal lobe. The animals were housed separately postoperatively with free access to food and water, allow 2-3 days to recover, and handled gently to familiarize them with the recording procedure. Each rat was initially anaesthetized with a dose of pentobarbital (60 mg/kg, i.p.), while constant body temperature was maintained (36.5-37.5 • C) with a piece of blanket. The degree of anaesthesia was assessed by continuously monitoring the EEG, and additional doses of anesthetic were administered at the slightest change towards an awake pattern Fig. 1b ) with energies higher than that given by the corresponding abscissa. The continuous line is the least squares fit of the power-law N(>E)=E −b . Lower part. Number of electromagnetic pulses of the pre-seismic phase (red epoch in Fig. 1a ) with energies higher than that given by the corresponding abscissa. The continuous line is the least squares fit of the power-law N(>E)=E −b . The power-laws observed here is the footprint of a scale-free activity; an absence of characteristic lengths in the system.
(i.e., an increase in the frequency and reduction in the amplitude of the EEG waves). Then, bicuculline i.p. injection was used to induce the rat epileptic seizures. EEG signals were recorded using an amplifier with band-pass filter setting of 0.5-100 Hz. The sampling rate was 200 Hz, and the analogue-to-digital conversion was performed at 12-bit resolution. The seizure onset time is determined by visual identification of a clear electrographic discharge, and then looking backwards in the record for the earliest EEG changes from baseline associated with the seizure. The earliest EEG change is selected as the seizure onset time. The interval between the seizure onset time and injection time are considered as the maximum prediction duration or extended preictal phase.
4 Fingerprints of scale free time and length behavior in the pre-seismic/pre-epileptic phase
Complexity manifests itself in linkages between space and time, generally producing patterns on many scales and the emergence of fractal structure. A lot of work on complexity focuses on statistical power-laws, which describe the scaling properties of fractal processes and structures that are common among systems that at least qualitatively are considered complex. Scaling behavior or "scale-free" behavior means that no characteristic scales dominate the dynamics of the underlying process. Scale-free behavior reflects a tendency of complex systems to develop correlations that decay more slowly and extend over larger distances in time and space than the mechanisms of the underlying process would suggest (Bassingthwaihte et al., 1994; Barabasi and Albert, 1999; Bak, 1997) . The emergence of a scale-free behavior is generally named "criticality" (Kadanoff et al., 1967) . Thus, firstly we focus on the fundamental question whether power-law scaling behaviors in associated time series emerge as epileptic seizures or EQs approach.
Focus on pre-seismic signals
We have already studied this question in relation to preseismic EM emissions (Kapiris et al., 2004b) and, so far, find that the sequence of precursory EM pulses associated with the Athens EQ follow: (i) power-law distribution of the quiescent (waiting) times between successive EM pulses, i.e. ( t) −1.8 ; (ii) power-law distribution of the durations of the EM events, ( t) −1.9 ; (iii) a "Gutenberg-Richter type" distribution, namely, the cumulative number N(>A) of EM pulses having amplitudes larger than A follows the powerlaw N (>A)∼A −0.62 . These experimental results witness that the heterogeneous system in the focal area evolves to its global instability without characteristic time and length scales. This behavior implies the existence of an underlying critical dynamics.
Remark: Rabinovitch et al. (2001) have recently studied the fractal nature of EM radiation induced by rock fracture. The analysis of the pre-fracture EM time series reveals that the cumulative distribution function of the amplitudes follows the power N(>A)∼A −0.62 . The accord of exponents in phenomena involving remarkably different scales should be considered as a further hint that the same fractoelectromagnetic critical dynamics holds from the geophysical scale down to the microscopic scale. We investigate the potential presence of power-law distributions in rat pre-epileptic phase (red epoch in Fig. 1b ). The statistical analysis shows that the distribution of electric pulses of energy larger than E, N (>E), is well fitted by the power-law N (>E)∼E −b , where b=1.22 (Fig. 2 upper part). The energy distribution of the binned data will follow the power-law N (E)∼E −δ , where δ=(1 + b)=2.22 (Kapiris et al., 2004b) . For comparison reasons, Fig. 2b (lower part) exhibits the number of EM events with energy E higher than that given by the corresponding abscissa. The continuous line is the least square fit of the power law N (>E)∼E −b , where b=0.31. The distribution of quiescent time between successive fluctuations, l, in EEG time series, is well fitted by the powerlaw N (l)∼l −η , where η=1.15 (Fig. 3 upper part) . For comparison, in Fig. 3 (lower part), the same distribution is also presented for the pre-seismic EM time series (red epoch of Fig. 1a) .
In summary, in the preparation stage of EQ (or epileptic seizure) the population of activated cracks (or firing neurons) in the focal area (or brain), seems to evolve through a non linear feedback mechanism triggering transitions between different metastable states, while, these transitions take the form of intermittent avalanche like events distributed without characteristic time and length scales.
Emergence of common distinctive alternations in associated scaling dynamical parameters as epileptic seizures and EQs approach
The main feature of collective behavior is that an individual unit's (opening-crack or firing neuron) action is dominated by the influence of its neighbors; the unit behaves differently from the way it would behave on its own. Finally, ordering phenomena are emerged as the units simultaneously change their behavior to a common pattern (Vicsek, 2001 . The emphasis in the structure formation in complex systems is bridging the gap between what one element does and what many of them do when they function cooperatively. Consequently, it follows that the science of complexity is about revealing the principles that govern the ways in which these new properties appear. Based on this background, we attempt to investigate not only the presence of power-law behavior in the pre-seismic (or pre-ictal) period, but mainly the temporal evolution of the associated scaling parameters as the main shock approaches. The visually apparent "patchiness" and evolution of the pre-seismic/pre-epileptic signals ( Fig. 1) implies that different parts of time series have different scaling properties. First, we focus on the statistics of the recorded series of fluctuations with respect to their amplitude, let's say A(t i ). Any time series can exhibit a variety of autocorrelation struc- η=1.8 Fig. 3 . Upper part. The distribution of the waiting times between two pre-epileptic electric pulses (red epoch in Fig. 1b) . The straight line is the respective power-law. Lower part. The distribution of the waiting times between two pre-seismic electromagnetic pulses (red epoch in Fig. 1a) . The strait line is the respective power-law. The occurrence of power-laws indicate that both systems develop critical correlations without characteristic time scales.
tures; successive terms can show strong (brown noise), moderate (pink noise) or no (white noise) correlation with previous terms. The strength of these correlations provides useful information about the inherent "memory" of the system. The power spectrum, S(f ), is probably the most commonly used technique to detect structure in time series. The quantity S(f )df is understood as the contribution to the total power from those components of the time series, whose frequencies lie in the interval between f and f +df . is then that the power spectrum S(f ) has a scaling form:
where the power spectrum S(f ) quantifies the correlations at the time scale τ ∼1/f and f is the frequency of the Fourier transform. In a ln S(f )− ln f representation the power spectrum is a line with spectral slope β. The linear correlation coefficient, r, is a measure of the goodness of fit to the powerlaw (1).
Our approach is to calculate the fractal parameter β and the linear correlation coefficient r of the power-law fit dividing the signal into successive segments of 1024 samples each, in order to study not only the presence of a power-law S(f )∼f −β but, as it was mentioned, the temporal evolution of these parameters.
The Continuous Wavelet Transform (CWT), using Morlet wavelet, is applied to compute the power spectrum, since being superior to the Fourier spectral analysis providing excellent decompositions of even transient, non-stationary signals (Kaiser, 1994) . It has the ability of providing a representation of the signal in both the time and frequency domains. In contrast to the Fourier transform, which provides the description of the overall regularity of signals, the wavelet transform identifies the temporal evolution of various frequencies. This property suits the signals under investigation, because they Nat. Hazards Earth Syst. Sci., 6, 2006 www.nat-hazards-earth-syst-sci.net/6/205/2006/ are not stationary by their nature, and have a time varying frequency content.
Information hidden in the temporal evolution of coefficient correlation r
Figures 4a and b present the temporal evolution of r as the main geological/biological event is approached. We focus on the precursory epochs 2 and 3. We observe a significant increase of the correlation values, while, the percentage of r that exceeds a certain threshold increases. At the tail of the precursory activity the fit to the power-law is excellent: a region with r close to 1 is approached during the last stage of the pre-seismic/pre-seizure activity. The fact that the data are well fitted by the power-law (1) suggests that the preseizure (or pre-seismic) activity can be ascribed to a multitime-scale cooperative activity of numerous activated firingneurons/emitting-cracks. Here, an individual unit's behavior is dominated by its neighbors so that all units simultaneously alter their behavior to a common large scale fractal pattern.
The gradual increase of r indicates that the clustering of firing neurons/opening cracks in more "compact" fractal structures in brain/pre-focal area is strengthened with time.
We concentrate on the normal (quiescent) EM period (first epoch), preceding the emergence of the possible seismogenic EM anomaly (second and third epochs). We observe that the majority of segments (∼95%) do not follow the power law (1). This means the EM background of the record does not behave as a temporal fractal. Thus the appearance of fractal structures seems to foretell on the launch of a possible seismogenic emission.
Information hidden in the temporal evolution of scaling spectral exponent β
Two classes of signal have been widely used to model stochastic fractal time series: fractional Gaussian noise (fGn) and fractional Brownian motion (fBm). These are, respectively, generations of white Gaussian noise and Brownian motion. The main difference between fBm and regular Brownian motion is that while the increments in Brownian motion are independent they are dependent in fBm. The nature of fractal behavior (i.e., fGn versus fBm) provides insight into the physical mechanism that generates the correlations: The fGn random fields describe fluctuations (additive noise) around mean state, while the fBm random model is derived from growth, deposition or random-walk processes. The scaling exponent β associated with the fBm model lies between 1 and 3 (Heneghan and McDarby, 2000) . The range of β from 0 to 1 indicates the fGn class. Figures 4a and b reveal that during the pre-ictal (or pre-seismic) phase (epochs 2 and 3) the β-values are distributed in the region from 1 to 3. This observation implies that the associated part of both time series follow the fBm model.
Remark:
We refer to the pre-seismic EM time series. It was mentioned that a very small number of segments (∼5%) of the epoch 1 follows the power law (1). Their β-values are smaller than 1, consequently, these segments belongs to the fGn class. This alteration further reveals the launch of the seismogenic emission from the background.
The distribution of β-exponents is also shifted to higher values (Figs. 4a and b) during the precursory periods. This shift reveals several important features of the underlying mechanism. The fractal-laws observed corroborate to the existence of memory. The current value of the biological/geophysical signal co-varies not only with its most recent value but also with its long-term history in a scale-invariant, fractal manner, namely, the system refers to its history in order to define its future (Hausdorff and Peng, 1996) . As the β-exponent increases the spatial correlation in the time series also increases. Consequently, the observed increase of β-values with time indicates the gradual increase of the memory, and thus the gradual reduction of complexity in the underlying dynamics.
Concerning epilepsy, the driving force behind a large number of studies on dimension analysis of EEG is that epileptic seizures are regarded as emergent states with reduced complexity compared to non-epileptic activity (Lai, 2002 , and references therein): seizure onset represents a transition from relatively less orderly state to one of more orderly state (Iasemidis and Sackellares, 1996) . Figure 4b also reveals that the epoch later in the epileptic seizure is of greater complexity than the early epoch. In summary, as the seizure approaches there is a transition from higher to lower complexity and then back to higher complexity prior to seizure termination.
The 1/f observed power relationship implies that perturbations occurring at low frequencies can cause a cascade of energy dissipation at higher frequencies and that widespread slow oscillation modulate faster local events (Buzsaki and Draguhn, 2004) . Indeed, Figs. 5a and b show that coherent fluctuations in a higher range of frequencies occur as the critical point is approached.
The observed color-type behavior of the power spectrum density (β>0) means that the spectrum manifests more power at low frequencies than at high frequencies. If all frequencies are equally important, namely white noise, we have β=0. The increase, however, in the spectrum slope β witnesses the gradual enhancement of lower frequency fluctuations, namely, the system selects to transmit more power at lower frequencies. These observations are consistent with the following physical picture: the activated micro-cracks/neurons interact and coalesce to form larger fractal structures, i.e., the events are initiated at the lowest level of the hierarchy, with the smallest elements merging in turn to form larger and larger ones. Concerning brain activity, higher frequency oscillations are confined to a small neuronal space, whereas very large networks are recruited during slow oscillations (Buzsaki and Draguhn, 2004, and (Fig. 1a ) and the EEG time series including a rat epileptic seizure (Fig. 1b) , correspondingly. The intensity scale on the top shows colour corresponding to the values of the square spectral amplitudes in arbitrary units.
references therein). There is only limited knowledge about seizure-generating mechanisms in humans. However, model simulations and animal experiments have led to the theory that seizure activity will be induced when a "critical mass" of neurons is progressively involved in synchronized discharging (Lehnertz and Elger, 1998) . Nature seems to paint the following picture: first, single isolated opening-cracks/firing-neurons emerge which, subsequently, grow and multiply. This leads to cooperative effects. Long-range correlations build up through local interactions until they extend throughout the entire system; finally, the main shock forms. The challenge is to determine the "critical epoch" during which the "short-range" correlations evolve into "long-range"ones. Figure 4 reveals that the closer the global instability, the larger the percentages of segments with r close to 1 and the larger the shift of β-exponent to higher values; the β-values are maximal at the tail of the pre-seizure/pre-seismic state. This behavior reveals the emergence of a "critical epoch", namely, the transition to the epoch of synchronization of oscillating neuronal discharges (or fracto-EM oscillators).
Monitoring the transition from anti-persistent to persistent behavior
We attempt to shed more light on the physical significance of the systematic increase of the β-exponent during the preseismic/pre-ictal period. The β-exponent is related to the Hurst-exponent, H , by the formula (Turcotte, 1992) 
for the fractional Brownian motion (fBM) random field model (Henegham and McDardy, 2000 characterizes the persistent/anti-persistent properties of the signal according to the following scheme. At the limit H =0, the signal does not grow at all and is stationary. The range 0<H <0.5 suggests an underlying anti-persistent (subdiffusion) behavior; namely, if the fluctuations increase in a period, it is likely to continue decreasing in the interval immediately following and vice versa. This leads to a very "noisy" variation. The range 0.5<H <1 indicates a persistent (super-diffusion) behavior of the signal, i.e., if the amplitude of fluctuations increases in a time interval it is likely to continue increasing in the interval immediately following. H =0.5 suggests no correlation between the repeated increments. Consequently, the particular value H =0.5 takes on a special physical meaning: it signals the transition from antipersistent to persistent behavior in the time series.
Figure 6 reveals that the range 0<H <0.5(1<β<2) characterizes the initial phase of the pre-ictal (or pre-seismic) activity. Qualitatively, this anti-persistency reflects a set of fluctuations tending to induce stability in the system (Ivanov et al., 1999) . The anti-persistent properties during this period imply the presence of a non-linear feedback mechanism triggering transitions between different metastable states, which, however, "kicks" the firing (or cracking) rate away from extremes in the brain (or pre-focal area). We pay attention to the systematic increase of the H -exponent during the precursory stage. This means that the non-linear negative feedback mechanism gradually loses its ability to "kick" the system away from extremes.
The appearance of persistent properties at the tail of the precursory period (Fig. 6) indicates that the geological/biological system has started to self-organize by a positive feedback process. This implies that the process acquires to a great degree the property of irreversibility, namely, the system is close to irreversible out of equilibrium phase transition. Consequently, the emergence of the persistent activity gives a significant hint of a considerable probability for a forthcoming global instability, namely, a significant seismic or epileptic event.
It is worth mentioning that laboratory experiments by means of acoustic EM emission verify that the main rupture occurs after the appearance of strong persistent behavior (Ponomarev et al., 1997; Lei et al., 2000 Lei et al., , 2004 .
A key parameter: the order of heterogeneity
In natural systems the units are not identical (Golomb and Rinzel, 1993) . Most natural dynamical systems evolve in the presence of one or another type of disorder. Qualitatively, the presence of strong intermittency in the time series under study itself implies the effect of a highly heterogeneous regime, in which the heterogeneity occurs at many time-scales. Herz and Hopfield (1995) conclude that inhomogeneities are needed to generate a potentially rich connection between EQ cycles and neural reverberations. In the following, effects of heterogeneity on the dynamical systems under investigation are studied, in order to understand the cause of the transition from a purely anti-persistent to a purely persistent behavior.
Focus on fracture. In a highly disordered medium there are long-range anti-correlations, in the sense that a high value of threshold for breaking is followed by a low value, and vice versa (Sahimi and Arbadi, 1996) . The anti-persistent character of the detected precursory EM emission reflects the fact that areas with a low threshold for breaking alternate with much stronger volumes. Crack growth continues until a much stronger region is encountered. When this happens, crack growth stops and another crack opens in a weaker region, and so on. In addition, the observed decrease of the anti-persistency can be understood if we accept that the micro-heterogeneity of the system becomes less anticorrelated with time.
On the other hand, in the case of a homogeneous medium, once a crack nucleates in the rock, stress enhancement at its tip is larger than at any other point of the medium, and therefore the next micro-crack almost surely develops at the tip (Sahimi and Arbadi, 1996) . Thus, one expects to see long-range positive correlations, i.e., persistent behavior, 0.5<H <1, in the emitted EM emission. Consequently, the bound H =0.5 witnesses the transition from a heterogeneous to an almost homogeneous regime.
The mentioned physical pictures can explain why the gradual decrease of heterogeneity leads to a decrease in the ability to drive the system away from a persistent mode, and thus, from an irreversible phase transition.
Focus on the EEG time series. Heterogeneity has been also introduced in the neuron intrinsic properties, e.g. Golomb and Rinzel (1993); Mousseau (1996) . When a specific signal is input into brain, a particular location of cortex will respond (the membrane potential of response neurons increase). When the membrane potential of a neuron exceeds the threshold, the neuron sends out signals in the form of action potentials and then returns to the rest state (the neuron fires). The signal is transferred by the synapses to the other neurons, which has an excitatory or inhibitory influence on the membrane potential of the received cells according to whether the synapses are excitatory or inhibitory, respectively. The resulting potential, if it also exceeds the threshold, leads to the next firing step, and so on, giving an avalanche. Thus, a picture is emerged of dynamically evolving avalanches. The observed decrease of the antipersistency is also understood if we accept that the microheterogeneity of thresholds becomes less anti-correlated with time. The persistency in the tail of the pre-ictal epoch reveals the transition to an almost homogeneous regime. Golomb and Rinzel (1993) suggest that at low variability of thresholds, the network of neurons is still synchronized, while at large variability the system converges to a stationary asynchronous state. At intermediate variability, two regimes, characterized by a staircase-like dependence of the bursting rate on the cell excitability parameter, are seen. In one of them the network dynamics is synchronous and in the second it is anti-synchronous. A sharp transition between these two regimes, characterized by a discontinuity in the system order parameter, is observed as the level of disorder crosses a critical value. Corral et al. (1997) have also shown that diversity, introduced in terms of random distribution of natural periods, it is the mechanism that permits to observe selforganized criticality in the long time regime.
The appearance of preferred direction of elementary activities just before the main shock
The fractal dimension d of the fBm time series is calculated from the relation d=(5−β)/2 (or d=2−H ) (Mandelbrot, 1982) which, after considering the shift of β-exponent (or H -exponent) to higher values, leads to a decrease of the fractal dimension as the biological (or geological) crisis is approached.
Note that a self-organized critical process, as the source of the temporal power-laws, would further suggest that similar power-laws exist also for parameters in the spatial domain (Linkenkaer-Hansen et al., 2001) . Maslov et al. (1994) have formally established the relationship between spatial fractal behavior and long-range temporal correlations for a broad range of critical phenomena. By studying the time correlations in the local activity, they show that the temporal and spatial activity can be described as different cuts in the same underlying fractal. . If we accept this consideration, the decrease of the fractal dimension reflects the appearance of a clear preferred direction of elementary activities just before the main shock. In general, the role of anisotropy in self-organized criticality has been highlighted (Pruessner and Jensen, 2003) . Focus on fracture. The terminal phase of fracture process is accompanied by a significant increase in localization and directionality Contoyiannis et al., 2005) . The network of activated cracks becomes less ramified just before the main shock (Kapiris et al., 2004a) .
Theoretical (Kolesnikov and Chelidze, 1985) aspects as indicate the following two major points: (i) elementary ruptures interact due to overlapping of their (scalar) stress field, giving rise to correlation effects, and (ii) at the same time the action of anisotropy inherent in the material leads to the existence of preferred directions in the arrangement of elementary ruptures.
On the laboratory scale, it is found that the spatial distribution of the hypocenters of the opening cracks ("laboratory EQs") shows fractal structure (Hirata et al., 1987) . However, the fractal dimension significantly decreases with the evolution of the micro-fracturing process. Recent experiments further verify this behaviour (Lei et al., 2000 (Lei et al., , 2004 .
As it was mentioned, Ponomarev et al. (1997) have reported in-phase changes of the temporal and spatial Hurst exponents during sample deformation in laboratory acoustic/EM emission experiments. Thus both correlation and anisotropy should be taken into account simultaneously (Chelidze, 1994) .
Growing evidence suggests that rupture in strongly disordered systems can be viewed as a type of critical phenomenon (Gluzman and Sornette, 2001 , and references therein). Experiments (Anifrani et al., 1995; Lamaignere et al., 1996; Garcimartin et al., 1997; Johansen and Sornette, 2000) , numerical simulations (Sornette and Vaneste, 1992; Sahimi and Arbadi, 1996a; Sornette and Andersen, 1998) and theoretical aspects (Andersen et al., 1997) confirm this concept. Recently, we have shown that the anti-persistent phase of the precursory EM activity can be described as analogous to a second-order phase transition: from the phase of a sparse almost symmetrical random cracking distribution to a localized cracking zone that includes the backbone of strong asperities (Contoyiannis et al., 2005) . A characteristic signature of the onset of a continuous (second-order) phase transition is symmetry breaking (S-B). This signature is hidden in the anti-persistent pre-seismic time series (Contoyiannis et al., 2005) . The S-B here lies in the transition from non-directional uncorrelated to directional correlated crack growth. The completion of the S-B in the anti-persistent epoch signals that micro-fractures in the heterogeneous component of the pre-focal area, that surrounds the backbone of strong asperities on the fault plane, have finished: the "siege" of the backbone of asperities begins (Contoyiannis et al., 2005) .
Consequently, the observed decrease of fractal dimension with time implies that the fracto-EM events have been restricted in the narrow zone including the backbone of strong large asperities that sustain the system (Eftaxias, 2004; Kapiris et al., 2004a) . The emergence of strong persistent EM emission in the tail of the precursory emission reveals that the fracture of asperities has been started (Contoyiannis et al., 2005) .
Focus on epileptic seizure. It has been reported that the characteristic abnormalities associated with epilepticseizures include simplification of the dendrite tree (Sackellares et al., 2000) , which indicates that the network of firing neurons will be less ramified just before the next new seizure. This justifies a significant decrease of d-values with time in EEG time series just before the main event. Usher et al. (1995) have presented a generic model that generates long-range (power-law) temporal correlations, 1/f noise, and fractal signals in the activity of neural populations. Strong correlations are induced in the model by spontaneous symmetry breaking of the spatial pattern of activity across the network, leading to a preferred axis. This pattern is, however, metastable in the presence of noise: clusters of high activity diffuse throughout the system while undergoing strong internal fluctuations. The spatial pattern's persistent dynamics result in fractal (power-law) intervened interval distributions and 1/f noise in the temporal dynamics. These features are in agreement with the results of the present study.
Information hidden in the accelerating persistent stage of precursory activity
Figures 5 and 7 reveal a significant accelerating energy release as the main geophysical or biological shock is approached. The observed acceleration implies that the two systems are not only near the "critical point" in the sense of having power-law correlations, but also in terms of exhibiting high susceptibility to perturbations. Due to the high level of the clustering of opening micro-cracks (or firing neurons), even a new small-activated cluster is able to connect other large clusters, and thus can generate a significant crisis. The emergence of persistency in the tail of the precursory emissions strongly encourages this hypothesis. Concerning the EEG time series, the appearance of persistency just before the main shock indicates both: (i) the increase of the degree of excitability of the neural network (due to the increase of the average value of excitatory connections), and (ii) the increase of connectivity strength. A simulation study performed by Bondarenko and Ree Chay (1998) suggests that the combination of these two actions leads to the synchronization of neurons outputs. Figure 5b shows that new higher frequencies gradually emerge in the spectrum during the pre-ictal phase. The authors propose that the appearance of a high-frequency component allows a better synchronization and, as a consequence, an increase of the average activity amplitude. These suggestions are in agreement with the observed acceleration of energy release during the pre-ictal period. Bondarenko and Ree Chay (1998) conclude that these properties can be considered as the basis of the appearance of epilepsy. The sensitivity of energy release and rich anisotropy provides two cross checking precursors for the impending catastrophic seismic or biological event.
Footprints of an underlying self-synchronization
Synchronization is one of the most fascinating non-linear phenomena appearing in a wide range of fields (Marodi et al., 2002 , and references therein). The reduction of complexity with time in combination with the acceleration of energy release, the gradual reduction of anti-persistency and the emergence of persistent properties in the tail of the precursory epoch, are features consistent with the concept of forced synchronization (self-organization), which can be described qualitatively as follows. The population of opening cracks in the stage of the micro-branching instability (see section 2) can be considered as a source of radiated EM waves. Due to the interaction of these nonlinear oscillators, the energy exchange occurs. Gradually, due to internal relations, the energy interchange can result in synchronization of phases of oscillators. Finally, the radiation gradually becomes more coherent. During this process, the resulting EM energy grows considerably. Indeed, in the case of noncoherent radiation, namely if the phase distribution is chaotic and independent, the resulting energy W is proportional to the number of oscillators-n. On the contrary, in the case of full coherent radiation, the energy W is proportional to the square number of interacting oscillators-n 2 (Nicolis, 1986) . We stress that if we accept the emergence of synchronization, then, the magnitudes of piezo-stimulated EM bursts can be influenced not only by the population of activated cracks but also can depend on the degree of coherency. Theoretical aspects as well as laboratory experience imply the appearance of synchronization in the final stage of EQ preparation process. Aksenov and Lokajicek (1997) , based on the comparison of laboratory and field observations, have shown the existence of symptoms of forced synchronization (spectral simplification and transformation into a narrow spectral band) and coherency of radiation in seismic foci. Chelidze and Lursmanashvili (2003) , based on experiments on the spring-slider system subjected to a constant pull and superimposed with weak mechanical or electromagnetic periodic forces, have recently shown that at definite conditions the systems manifests synchronization of micro-slip events with weak excitation. The regimes of slip vary from the perfect synchronization of slip events (acoustic emission) with the perturbing periodic mechanical or EM impact, to the complete desynchronization of micro-slip events and perturbations.
Nat. Hazards Earth Syst. Sci., 6, 2006 www.nat-hazards-earth-syst-sci.net/6/205/2006/ Gil and Sornette (1996) have shown a general correspondence between SOC and synchronization of threshold oscillators. Recently, theoretical studies imply that the phenomenon of synchronized chaos also appears in fundamental models for EQs (de Sousa Vieira, 1999; Akishin et al., 2000; Tsukamoto et al., 2003) . Characteristically, Akishin et al. (2000) have presented an extension of the BurridgeKnopoff (BK) model of EQ dynamics, one of the basic models of theoretical seismicity. The extension is based on the introduction of non-linear terms for the inter-block springs of the BK model. Their analysis reveals synchronization of the collective motion and produces stronger seismic events. We pay attention to the fact that for the BK system the Hurst exponent is much greater than 0.5. It lies between 0.6 and 0.8, stabilizing about 0.7, when time increases. This value, which indicates persistency, is very close to the values of Hurst exponents obtained in the tail of the pre-seismic EM activity under investigation, as well as for real EQs that is also about 0.7 (Lomnitz, 1994) .
We turn our attention to epileptic seizures. In general, to produce a voltage change large networks of neurons have to be active synchronously (Buzsaki and Draguhn, 2004) .
The epileptic seizure models exhibit distinct collective properties that range from systemwide synchronization to self-organized criticality: phase locking without global synchronization has been identified as an important borderline phenomenon between both cases and has been observed under various conditions (Herz and Hopfield, 1995, and references therein) .
Numerous of studies suggest that neuronal hypersynchrony underlies seizures (Lehnertz and Elger, 1995; Bondarenco and Ree Chay, 1998; Gong et al., 2003; Buzsaki and Draguhn, 2004) . Non-linear analyses have suggested that the seizure onset represents a transition from the interictal period (the period between seizures) to one of increased synchronous activity, and that a more orderly state characterizes an epileptic seizure (Iasemidis and Sackellares, 1996) .
The reduction of complexity with time in EEG time series, the acceleration of energy release, and the emergence of persistent properties in the tail of the pre-ictal epoch are features consistent with the concept that the epileptic seizures are episodic events resulting from abnormal synchronous discharges from cerebral neuronal networks. Buzsaki and Draguhn (2004) concluded that "An important function of the brain is the prediction of future probabilities. Feedforward and feedback networks predict well what happens next. Oscillators are very good predicting when".
A possible common scenario for the development of severe epileptic and seismic shock
By monitoring the temporal evolution of the fractal spectral characteristics in electroencephalograms and pre-seismic EM emissions we find that common distinctive alterations in the associated scaling parameters indicate a transition from the low-activity (normal) state to an abnormal (high-activity) state (major EQ/epileptic seizure), as follows: (i) Appearance of memory effects, namely, emergence of long-range correlations. This implies a multi-time-scale cooperative activity of numerous activated sub-units.
(ii) Increase of the spatial correlation in the time series with time. This indicates a gradual transition from a less orderly state to a more orderly state. (iii) Gradual increase of the number of time intervals with "critical fractal characteristics". It indicates that the clustering of activated units in more "compact" fractal structures strengthened with time; the self-organized complexity becomes more obvious. (iv) Predominance of large events as the main biological or geophysical shock is approached. This observation signals that the precursory events are initiated at the lowest level of the hierarchy, with the smallest elements merging in turn to form larger and larger ones. (v) Appearance of strong anti-persistent behavior in the first epoch of the pre-ictal and pre-seismic activity. It implies the existence of a non-linear negative feedback mechanism that "kicks" the system away from extremes. (vi) Decrease of the antipersistence behavior with time. It implies that the mentioned non-linear negative feedback mechanism gradually loses its ability to "kick" the system away from extremes. (vii) Appearance of persistency in the "tail" of the precursory activities. This gives a hint that the system acquires to a great degree the property of irreversibility. (viii) Significant acceleration of the energy release as the main shock approaches. It shows that the system exhibits high susceptibility even to a small perturbation. (ix) Decrease of the fractal dimension of the time series with time. This suggests the establishment of preferred directions in elementary activities. (x) Gradual appearance of higher frequencies in the spectrum with a simultaneously increase of the amplitudes at each emission rate as the shock approaches, mainly characterizing lower emission rates. The coherent fluctuations at all scales further indicate that the critical point is approached. The aforementioned crucial precursory footprints (including temporal alterations in associated scaling parameters) may indicate the following common scenario for the development of a severe epileptic or seismic shock. During the first epoch of the transition from the normal state to the abnormal one, the neuronal (or fracture) mechanism of patient (or strained focal area) is in self-organized complexity. The energy is released spasmodically in avalanches with a selfsimilar size distribution, however, with a restricted and systematically fluctuating correlation length. The system is in a sub-critical anti-persistent state, in which case the external input signal can only access a small, limited part of the system. Long-range correlations gradually build up through local interactions until instabilities extend throughout the entire system. The scale over which the interacting units are correlated sets the size of the largest event that can be expected at that time. Such instabilities can channel the brain/focal area into a globally nonequilibrium super-critical state. Weak events can be the agents by which longer correlations are established. A population of weak events will advance the correlation length by an amount depending on the brain/focal area state, triggering intense shocks only if the condition is right. In a sub-critical anti-persistent regime, a population of small activated events leads to a quickly decaying activity. In the super-critical persistent state is just able to continue "indefinitely". This naturally explains why while brain/focal area not being close to criticality can exhibit only a small response to a small perturbation, its response near criticality to this same small perturbation may become explosive due to the very high "susceptibility". An intense shock destroys long correlations, creating a new normal period during which the process repeats by rebuilding correlation lengths towards criticality and the next large event. Thus a large epileptic or seismic shock can act as a sort of "critical point" dividing the epileptic/seismic cycle into a period of growing correlations before the great event and a relatively uncorrelated phase after.
Concerning the brain, this view is consistent with Bak's view (1997) . Bak argued that the brain can be neither subcritical nor super-critical but self-organized critical. In the first case, the external input signal can only access a small limited part of the information. In the second case, any input would cause an explosive branching process within the brain, and connect the input with essentially everything that is stored in the brain. Except in last case, the brain has an appropriate sensitivity to small shocks (Zhao and Chen, 2002) .
Remark:
The precursory symptoms indicate that the proposed method of analysis is interesting for readers belonging to different scientific fields. Major magnetospheric disturbances are undoubtedly among the most important phenomena in space physics and also a core subject of space weather. They are relatively rare events: as in the case of atmospheric storms, EQs, solar flares, etc., the occurrence of geomagnetic storms rapidly decreases as their magnitude grows. Magnetic storms occur when the accumulated input power from the solar wind exceeds a certain threshold. MS intensity is usually represented by an average of the geomagnetic perturbations measured at four mid-latitude magnetometer stations (http://swdcwww.kugi.kyoto-u.ac.jp/). The resulting geomagnetic index Dst is a widely used measure of the symmetric ring current during MSs. During MSs the complex system of the Earth's magnetosphere, which corresponds to an open (input -output) spatially extended nonequilibrium system, manifests itself in linkages between space and time, producing characteristic fractal structures. We have shown (Balasis et al., 2005) that the above mentioned distinctive alterations in scaling parameters of Dst index time series occur as a strong magnetic storm approaches. The increase of the susceptibility coupled with the transition from anti-persistent to persistent behavior indicates that the onset of a severe magnetic storm is imminent. This evidence enhances the universal character of the precursory symptoms under study.
Footprints of an underlying intermittent criticality
Pure SOC models imply a system perpetually near global instability, hence reducing the degree of predictability of individual events (Bak et al., 1987; Bak and Tang, 1989) . However, natural systems very rarely break down without presenting time-dependent effects. Thus, these simplified models fail to reproduce some important properties of the precursory spatiotemporal clustering in real systems (Grasso and Sornette, 1998; Main and Al-Kindy, 2002) . Characteristically, in a recent Letter, Yang et al. (2004) conclude that "EQs are unlikely phenomena of SOC; therefore further research on EQ prediction should not be discouraged or opposed by the argument that EQs are SOC and as a result unpredictable". Authors, in order to bridge both, the hypothesis of an underlying self-organized critical state and the occurrence of precursory phenomena analyze more complex and realistic models (Sornette and Sammis, 1995; Sammis et al., 1996; Heimpel, 1997; Huang et al., 1998 , Hainzl et al., 2000 . In this direction, the school of "intermittent criticality" predicts a time-dependant variation in the activity as the "critical point" is approached, implying a degree of predictability. The aforementioned evolution incorporates a time dynamics with memory effects, which is overall characterized as intermittent criticality.
Particularly, this hypothesis predicts two different precursory phenomena in space and time, namely, the acceleration energy release and the growth of the correlation length. In terms of intermittent criticality the acceleration of energy release is the consequence of the growth of the spatial correlation length. Thus, a large shock which is not immediately preceded by a period of accelerating energy release represents a system which had previously reached a critical state but has not yet had a large event to perturb the system away from the critical state. On the other hand, an accelerating activity which is not followed by a large shock mirrors a system which has achieved criticality but in which a large event has not nucleated.
The present study suggests that it can be important to distinguish between SOC and intermittent criticality in the study of the seismic/epileptic cycle. A proper recognition and understanding of tuning parameters leads to the development of improved models having higher performance reliability. One of the main features in the complexity is the role that the topological disorder plays in such systems. The range of size scales characterizing heterogeneities of the thresholds might be acted as a tuning parameter of the underlying final dynamics.
We note that the preparation of a major magnetic storm can be also studied in terms of "Intermittent Criticality". 12 Is the evolution towards global instability inevitable after the appearance of distinctive symptoms?
A question that arises is whether the evolution towards global instability of the system is inevitable after the appearance of distinctive footprints in the pre-catastrophic time series. The transition from anti-persistency to persistency and the significant acceleration of the energy release, namely, the increase of the susceptibility of the system, the extension of fluctuations to new frequency scales with simultaneous predominance of large events and the emergence of strong anisotropy, i.e. the appearance of preferential direction, indicates that the generation of a very intense seismic/epileptic event becomes unavoidable. Our analysis reveals an interesting transition from the antipersistent to the persistent regime. The anti-persistent behavior characterizes the brain/pre-focal area during weak events, while the catastrophic events are in reasonable agreement with persistent models. It is important to bear in mind that the Democratic Fiber Bundle Model (DFBM) for fracture exhibits an interesting transition as a function of the amplitude of the disorder. As the disorder decreases, there exists a tricritical transition (Andersen et al., 1997 ) from a progressive damage (second-order) regime to a Griffith-type abrupt rupture (first-order) regime, where rupture occurs without significant precursors. The corresponding pictures in each regime are not in contradiction. Contoyiannis et al. (2002) have introduced the intermittent dynamics of critical fluctuation (IDCF) method of analysis for the critical fluctuations in systems which undergo a continuous phase transition at equilibrium. This method is based on a previous work (Contoyiannis et al., 2000) according to which the fluctuations of the order parameter at the critical point of a continuous phase transition obey an intermittent dynamics which can be analytically expressed by a one dimensional map of intermittency type I. Recently, the focal area has been modelled by (i) the backbone of strong and almost homogeneous large asperities that sustains the system, and (ii) the strongly heterogeneous medium that surrounds the family of strong asperities (Contoyiannis et al., 2005) . The analysis of pre-seismic EM signals in terms of the IDCFmethod (Contoyiannis et al., 2005) suggests that the initial anti-persistent part of the EM precursor is triggered by fractures in the highly disordered heterogeneous component that surrounds the essentially homogeneous backbone of asperities, and described in analogy with a thermal phase transition of second order. On the contrary, the persistency in the tail of the emission is thought to be due to the fracture of the high strength asperities if and when the local stress exceeds their fracture stress, and it is a purely out of equilibrium process. The abrupt emergence of strong VLF emission in the tail of the precursory EM radiation, showing persistent behavior, is regarded as a fingerprint of the local dynamic fracture of asperities in the focal zone, namely, faulting nucleation (Contoyiannis et al., 2005) . This concept is strongly supported by seismological observations, information obtained from radar interferometry, and space-time Thermal Infrared Radiation (TIR)-signals (Kapiris et al., 2005b) . In addition, laboratory studies indicate the appearance of persistent properties in the acoustic emission during the fracture of asperities (Lei et al., 2000 (Lei et al., , 2004 .
Figures 8a and b verify that a reduced complexity of brain (or pre-focal area) activity coupled with the appearance of fBm persistent behavior, as soon as it is of sufficient duration, can be regarded as a specific feature defining states, which proceed to an epileptic seizure or EQ. Figure 9 refers to a new example of rat epilepsy. The analysis further supports the concept that the transition to persistent regime can be considered as a candidate precursor. We refer to the first event included in preparation (red) epoch of the seizure (Fig. 9 ). This abnormal event constitutes a kind of "foreshock" of the ensuing generalized epileptic seizure. We think that the emergence of the main (generalized) seizure results from the further increase of the correlation length and the appearance of persistent properties of sufficient duration in the EEG time series.
Extracting precursory symptoms in terms of nonlinear techniques
The performed linear fractal spectral analysis suggests as main result that the last phase of EQ/epileptic seizure preparation process mischaracterized by a clear transition from higher to lower complexity. In the sequel, we verify this result in terms of non-linear technique: before the EQ/seizure symptom appeared, the complexity had begun declining.
Non-linear analysis in terms of T-complexity
A computable complexity measure, such as T-complexity, gives evidence of state changes leading to the point of global fracture (Karamanos et al., 2005) . The T-complexity, which has been described in details elsewhere (Tichener, 1998 (Tichener, , 1999 We observe an important decrease of the T-entropy values during the emergence of the two strong impulsive emissions at the tail of the precursory activity (windows W3 and W5). (c) Histograms of the probability distribution of the normalized T-entropy, calculated for the six epochs. We also observe a significant reduction of the complexity as the main event is approaching, in particular during the epochs W3 and W5.
lines to the Lempel Ziv production complexity (Lempel and Ziv, 1976) , which measures the generation rate of new patterns along a digital sequence, but a recursive hierarchical pattern copying algorithm (Tichener, 2000) is used. A characteristic example of an actual calculation for a finite string is given in Ebeling et al. (2001) . T-complexity serves as a measure of complexity of the signal: the lower the value of T-complexity, the more "ordered" it is. Dividing the time series into sub-series, we study how the T-entropy evolves as we go from one sub-series to another. The aim is to discover a clear difference of dynamical characteristics as the catastrophic event is approaching.
Application to the Athens EQ. We first divide the EM signal in six consecutive epochs depicted in (Fig. 10a) . For each of these six epochs, we calculate the T-entropy associated with successive segments of 1024 samples each (Fig. 10b) . Thereafter we study the distributions of T-entropy values in these windows (Fig. 10c) .
We underline the similarity of the distributions of the Tentropy values in the first, fourth and sixth time intervals. This almost common distribution characterizes the order of complexity in the background noise of the EM time series. The associated high T-entropy values indicate a strong complexity. We turn our attention to the second and third time intervals, namely during the emergence of the precursory emission. We observe a significant decrease of the T-entropy values. This evidence reveals a strong reduction of complexity in the underlying fracto-electromagnetic mechanism during the launching of the two strong EM bursts. This finding might be indicated by the appearance of a new phase at the tail of the EQ preparation process, which is characterized by a higher order of organization. Sufficient experimental evidence seems to support the association of the aforementioned two EM bursts with the nucleation phase of the impending EQ (Eftaxias et al., 2000; Kapiris et al., 2005b; Contoyiannis et al., 2005) .
Application to the EEG signal. We first divide the signal in six consecutive epochs depicted in Fig. 11a . For each of these six epochs, we calculate the T-entropy associated with successive segments of 1024 samples each (Fig. 11b) .
Thereafter, we study the distributions of T-entropy values in these windows (Fig. 11c) . As the seizure approaches there is a transition from higher to lower T-entropy values: we observe a significant decrease of the T-entropy values prior to shock. Higher degrees of synchronization are reflected in lower signal complexity. After seizure initiation, but still relatively early in the seizure, the signal is one of relatively low complexity. As the seizure evolves, the complexity of the signal gradually increases. The observed increasing signal complexity during seizure evolution is consistent with progressive de-synchronization of the seizure activity.
In summary, the analysis in terms of T-complexity reveals a significant reduction of complexity prior to an important EQ/epileptic seizure. We pay attention to the fact that the epoch of high complexity corresponds to that of the antipersistent behavior, while the epoch of low complexity corresponds to that of the persistent behavior. The corresponding pictures in each regime are not in contradiction.
13.2 Non-linear analysis in terms of Correlation Dimension and Approximate Entropy
Other computable complexity measures, namely, correlation dimension D 2 and approximate entropy ApEn, have been recently used in pre-seismic EM time series (Nikolopoulos et al., 2004) and epileptic seizure time series data (Radhakrishnan and Gangadhar, 1998; Lehnertz and Elger, 1998) The correlation dimension D 2 was first established by Grassberg and Procaccia (1983) and is based on the Takens theorem (Takens, 1981) . Generally, the correlation dimension represents the independent degrees of freedom that are required for the proper description of a system or for the construction of its model. A time series that results from a complex non-linear dynamic system yields a larger value for the correlation dimension; a time series, which results from a regular and linear dynamic system, shows lower correlation dimension values.
Entropies indicate the variety of the patterns which are included in an ensemble or a certain time interval. In particular, ApEn is a new statistical parameter derived from the Kolmogorov-Sinai entropy formula which quantifies the amount of regularity in data. Intuitively, one reason that the presence of repetitive patterns of fluctuation in a time series render it more predictable than a time series in which such patterns are absent. ApEn reflects the likelihood that "similar" patterns of observations will not followed by additional "similar" observations. A time series containing many repetitive patterns has a relatively small ApEn; a less predictable, namely more complex, process has a higher ApEn. In a perfectly regular data series the knowledge of the previous values enables the prediction of the subsequent value. The approximate entropy value would be zero. For example, in a perfectly regular data series 0, 0, 1, 0, 0, 1, ..., knowing that the two previous values were 0 and 0 enables the prediction that the subsequent value will be 1. With increasing irregularity, even knowing the previous values, the prediction of the subsequent value will get worse. The approximate value will increase.
Focus on fracture. The main results obtained from our study of the EM time series associated with the Athens EQ in terms of correlation dimension and approximate entropy (Nikolopoulos et al., 2004) are summarized in Fig. 12 . We underline the almost common distributions of the D 2 -values and ApEn-values in the first, second and fourth time intervals (Fig. 12) . This almost common distribution refers to the background noise of the EM time series. The associated high D 2 -values and ApEn-values indicate a strong complexity. We observe a significant abrupt decrease of the D 2 -values and ApEn-values as we move to the third time window, namely, during the emergence of two impulsive signals. This reveals a strong loss of complexity in the underlying fracto-EM activity.
Focus on epileptic seizures. Lehnertz and Elger (1998) have evaluated the capability of non-linear series analysis in terms of effective correlation dimension to extract features from brain electrical activity predictive epileptic seizures. Time-resolved analysis of human EEG time series indicates a significant loss of complexity prior to and during seizures (the related effective correlation dimension decreases up to 2), while, far away from any seizure, the associated effective correlation dimension varies around 9. We distinguish six epochs (W1-W6) in the evolution of the EEG signal associated with a rat epileptic seizure. Second row: Each point denotes the normalized T-entropy calculated by considering consecutive time windows of 1024 points. We observe an important decrease of the T-entropy values during epochs 2 and 3 at the tail of the pre-epileptic epoch. Third-fourth row: Histograms of the probability distribution of the normalized T-entropy values, calculated for the six epochs. We also observe a reduction of the complexity as the epileptic seizure is approaching, in particular during the epochs W2 and W3. Radhakrishnan and Gangadhar (1998) have used the ApEn to quantify the regularity embedded in the seizure time series data. They found that the seizure becomes more regular and coherent in the middle part.
We conclude that the analysis in terms of the correlation dimension and approximate entropy also corroborates the appearance of a new phase in the tail of the EQ/epileptic seizure preparation process, which is characterized by a higher order of organization.
The convergence between non-linear and linear analysis provides a more reliable detection concerning the emergence of the last phase of the EQ preparation process. More precisely, we claim that our results suggest an important principle: significant complexity decrease, and accession of estimations in consecutive segments of 3000 samples each. We trace the distribution of these D 2 /ApEn values for four consecutive epochs depicted in (a). Epochs 1 and 4 correspond to the EM quiescence that precedes and follows the EM activity. The almost similar distribution in epochs 1 and 4 characterize the EM background (noise). In epoch 2 the little deformation of the distribution to the left in respect to the one of the pure noise indicates that the initial part of the precursory emission is characterized by a little reduction of the complexity in respect to the high complexity of the pure noise. The right lobe that appears in epoch 3 corresponds to the EM background, while the left lobe corresponds to the EM precursory activity. We observe a dramatic shift of the distribution of the D 2 /ApEn values in epoch 3. This evidence indicates a strong reduction of complexity during the emergence of the two strong EM bursts in the tail of the precursory emission.
persistency in time series can be confirmed at the tail of the pre-catastrophic epoch, which can be used as diagnostic tools for the impending shock.
Conclusions
Recently, mathematical techniques have been developed that are useful for quantifying and describing the complex and chaotic signals. Whereas much research in this area has been conducted in relation to the physiologic systems (cardiac system, brain activity), we show that the same methods also promise in relation to the pre-fracture EM activity. The existence of precursory features in pre-seismic EM emissions is still in discussion. We bear in mind that, in principle, it is difficult to prove associations between events separated in time, such as EQs and their EM precursors. Complexity suggests a striking similarity in behavior close to irreversible phase transitions among systems that are otherwise quite different in nature. Interestingly, theoretical studies suggest that the EQ dynamics at the final stage and neural seizure dynamics should have many similar features and can be analyzed within similar mathematical frameworks.
EEG time series provide a window through which the dynamics of shock preparation can be investigated under wellcontrolled conditions, as well as, in the absence of noise. Consequently, the analysis of a pure pre-epileptic time series will help in establishing a reliable collection of criteria to indicate the approach to the biological shock. In this study we highlight the precursory symptoms emerging in approaching epileptic seizures, and their resemblance to those precursory symptoms occurring prior to an EQ.
We observe that both kinds of catastrophic events follow common behavior in their pre-catastrophic stage. This evidence supports the hypothesis that the detected EM anomaly is originated during the micro-fracturing in the pre-focal Nat. Hazards Earth Syst. Sci., 6, 2006 www.nat-hazards-earth-syst-sci.net/6/205/2006/ area. More precisely, in terms of non-linear analysis, i.e. Tcomplexity, correlation dimension and approximate entropy, a transition from a regime of high complexity to a regime of low complexity indicates the approach to both biomedical and geological shock. In terms of an independent linear analysis, namely, a fractal spectral analysis, a transition from an anti-persistent regime to a persistent regime reveals the approach to the main shock. We stress that the transition from the regime of high complexity to the regime of low complexity coincides temporary with the transition from the anti-persistent regime to the persistent regime. Thus, the coherent results suggest a significant loss of complexity in combination with emergence of persistency in the tail of the pre-catastrophic epoch. The collection of common precursory signatures in the pre-seismic/pre-epileptic time series not only enhances the consideration that the detected EM anomaly has been originated during the final stage of the EQ preparation process, but also specifies the temporal distance from the shock. The dynamical parameters: T-complexity, correlation dimension (D 2 ), approximate entropy (ApEn), and Hurst exponent (H), seem to represent a measure of the distance of the system from the global instability. The lower the T-complexity values, the lower the D 2 -values, the lower the ApEn-values, and the higher the Hurst-values are, then, the smaller the distance of the system from the "critical point" (global instability).
