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Increased processing power and shrinkage in the size of the chips transitioned com-
puting from big mainframe machines to small embedded processors. The cost of
connectivity also has reduced [51] and new network technologies such as Bluetooth
Low Energy (BLE) and 5G have emerged. According to Cisco [6], 500 billion de-
vices are expected to be connected to the Internet by 2030. Today, computing is in-
creasingly defined by what these smart devices such as smartphones, smart watches,
and Internet-of-Things (IoT) devices can do [108].
The resource-constrained nature of smart devices has led to the concept of mobile
cloud computing (MCC) and cyber foraging [75] by which devices can utilize the
resources in the cloud to perform complex computations using frameworks such as
Hadoop [44] and Spark [114]. Such big data frameworks follow a batch processing
approach by taking a large amount of data at once, processing it and then writing the
output. Various centralized solutions such as Apache Storm [104], Flink [35], and
Azure Stream Analytics [68] have been proposed for stream processing in the cloud.
These solutions provide the functionality to continuously process large streams of
sensor data collected from multiple sources.
Recently, a new computing paradigm has emerged: edge computing (aka fog
computing) [93]. The idea is to perform the processing closer to the data source.
This can lead to reduced latency, improved energy efficiency and privacy [98] for
applications. New solutions such as Edgent [11] and Paradrop [76] have enabled
simple stream analytics in the edge. These solutions in conjunction with centralized
solutions can enable building efficient analytics for the IoT ecosystem.
Smart devices are generally equipped with various sensors such as GPS, ac-
celerometer, sound, gyroscope, heart rate, air quality, etc. Mobile applications de-
pend on data from sensors and from open data sources [86, 16]. Such applications
have become an integral part of our daily lives. We start our morning by checking
the news, getting weather updates, planning the travel to work, doing exercise, and
using many more context-aware applications in various fields such as smart cities,
1












Local and remote 
actuation
Figure 1.1: An example of a smart device ecosystem.
smart homes, smart gardens, etc.
Because of these developments, application developers of context-aware appli-
cations are facing a whole new ecosystem. Figure 1.1 illustrates an example of a
smart device ecosystem that includes sensor sources like phones, wearables, IoT
data, open data, and processing possibilities on the wearable, the phone, the edge,
and the cloud. Applications can use different combinations of devices in the ecosys-
tem. For example, a smart home care app can monitor an elderly person’s heart rate
using the smartwatch and notify the caretaker’s smartphone in case of any abnormal
behaviour.
One important aspect of smart devices is the ability to operate for long peri-
ods on battery power while interacting with their surroundings and users. Sensing
for context-aware applications usually puts additional strain on the battery life1 and
there should be measures taken to minimise energy usage [103]. Various hardware-
based optimizations such as dynamic frequency scaling and improvements in dis-
play technologies have already improved the battery life. There are also efforts in
the software to improve battery life. Examples are: changing the phone settings to
add screen timeout and restricting apps to use the resources (e.g., to minimise WiFi
scanning). Within the application layer, we can also improve energy efficiency by
enabling cyber foraging. Offloading tasks from the smartphone to the cloud may not
only improve the computation time but also minimise the energy usage of the smart-








phone [71, 64]. Application-specific tasks can be offloaded to minimise energy us-
age. The programmers need to take these techniques into account while developing
applications to minimise the energy usage of smart devices.
Another aspect is the responsiveness [116] of latency-critical applications. The
programmers need to consider various offloading options while building an appli-
cation that can minimise both computation and communication latency. In addi-
tion, smart city-based applications [96] that use a large number of devices require
a scalable solution. While edge computing can minimise the network latency, the
resource-constrained nature of edge devices also minimises the maximum achiev-
able throughput. When data from a large number of devices need to be processed,
the scalability [93] aspect should be addressed while developing such applications.
The wide variety of devices, unfortunately, makes it difficult to develop new
advanced applications as the developer needs to reconcile different Application Pro-
gramming Interfaces (APIs) specific to different platforms. A programming frame-
work [57] usually contains components and patterns that are part of a reusable design
for a tier of an application. It brings abstractions to help developers to avoid deal-
ing with the underlying complexities of the system. To enable easy development
of context-aware applications in the smartphone, various programming frameworks
such as Seemon [58], Mobicon [73], and SWAN [62, 34] have been proposed. Their
aim is to provide a high-level sensing API to the programmer to enable easy appli-
cation development. The frameworks handle collection and processing of data from
multiple sensors. While these frameworks have proven useful, they were mainly
targeting the smartphone and often do not support sensor sources from other smart
devices such as wearables and IoT devices.
Nowadays, smart devices have processing capabilities along with network capa-
bilities. This complicates programming the ecosystem because processing can now
be done on those smart device processors or in the cloud or in the edge [31]. Writing
energy-efficient applications in such an ecosystem becomes even harder, as the trade-
off between local vs remote processing becomes complex and the optimal strategy
can be far from obvious. Continuous processing of the stream of data remotely has
energy cost associated with sending data continuously [29]. The right choice could
depend on various factors such as the complexity of the task, the amount of sen-
sor data to be processed, and the amount of sensor data that needs to be sent to the
remote resource. To make matters worse, in some cases, the local and the remote
device are both battery-powered. The developer has to take into account all these
factors to make the right choice while building the context-aware application.
In summary, solutions exist for handling heterogeneity of the sensing devices,
energy efficiency, offloading to edge or cloud resources, and streaming data, but not
in combination with each other, especially if there are conflicting requirements. To
allow programmers to easily develop future applications for a smart device ecosys-
tem, we need programming frameworks that take all of the above issues into account.
All in all it can be concluded that existing programming frameworks [54, 62]
must be extended to address the challenges [98] introduced with the emergence of
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edge computing. The programming framework should enable application developers
to build energy-efficient applications that follow a distributed sensing, processing,
and actuation pattern. It should address the need to gather sensor data from vari-
ous smart devices and open data. To support real-time stream processing, it should
be able to distribute the processing to a remote resource, especially for resource-
constrained devices. After processing, there should be support for taking some ac-
tion (actuation) based on the result. All these complex interactions should be ab-
stracted away with a high-level API. The programming framework should have the
relevant components and mechanisms to achieve this. In addition, the framework
should also include policies for making decisions for scenarios where it is not obvi-
ous how to make the best choice that can minimise energy usage and response time.
In this framework, we include the notion of both mechanisms and policies.
Generally, multiple challenges [98] emerge with the introduction of edge com-
puting such as reliability (high churn rate), security (secure communication between
devices), privacy (handling sensitive data) etc. Inline with the prior reasoning, for
the purpose of this study, we focus on the key requirements for the framework for a
smart device ecosystem as below.
• Heterogeneity - A smart device ecosystem contains heterogeneous devices
with sensing, processing or actuation capabilities. Examples are sensor sources
such as wearables, smartphones, IoT devices, and real-time web data and pro-
cessing resources such as the device itself or a remote resource in the edge
or cloud. The framework should be able to seamlessly interact with these
devices.
• Usability - The framework should simplify the application development by
providing a high-level domain-specific language [34, 62] that can abstract
away all the complexity of gathering sensor data from various sources, pro-
cessing it, and enabling actuation to different consumers.
• Flexibility - The framework should have the flexibility to let the programmer
choose where to perform the sensing, processing, and actuation. Enabling
flexibility will give control to the developers to choose their preferred combi-
nation in a smart device ecosystem while building applications.
• Responsiveness - The framework should be able to support latency-critical
applications by minimising the latency of processing the sensor data by either
processing locally or remotely in a nearby available resource.
• Scalability - The framework should support the processing of sensor data from
a large number of devices in an ecosystem. It should be able to dynamically
add resources in the edge/cloud whenever required.
• Energy efficiency - The framework should be able to perform simple compu-
tation locally on the battery-powered devices (smartwatch, smartphone) and






offload complex computations to a remote resource (edge, cloud) to save en-
ergy. For more complex scenarios where the optimal strategy is not clear, the
framework should make the best choice that minimises energy usage.
Motivated by the above requirements, we address the main research question of
this dissertation:
What are the key aspects of a programming framework for energy-efficient
stream processing in the context of a smart device ecosystem?
The SWAN framework will be used as a point of departure for this research.
We chose SWAN because it has several important features (further explained in
Chapter 3), such as support for a wide variety of hardware and software sensors
on smartphones and partial support for offloading stream processing. Also, it uses a
domain-specific language (SWAN-Song [84]) and it is open source.
Based on the requirements, we identify the key aspects of such a program-
ming framework. We start by incorporating mechanisms to enable the programming
framework. First, to reduce application development complexity for programmers,
we focus on combining various smart devices and computing resources to enable
the new ecosystem. Then, to improve the responsiveness for latency-critical appli-
cations, we focus on making optimal use of smart edge devices to support real-time
sensor data processing.
Next, we shift our focus to enable policies to make decisions that can help the
application developers build energy-efficient context-aware applications. Initially, to
reduce the response time and energy usage for applications that use local sensing and
actuation, we focus on automating the decision on which sensor data computations
should be offloaded from a smartphone to a remote resource. Finally, to improve
energy efficiency for applications that use distributed sensors and actuators, we focus
on identifying how offline energy-modeling can help to manage the large decision
space for complex smart device ecosystems.
We discuss these four aspects in more detail in the next four subsections. They
also are the basis of chapters 3 to 6.
1.1 Combining Sensor Data from Various Smart Devices
Context-aware applications built using the ecosystem utilize a combination of smart
devices. Building such applications is intrinsically complex as the developer needs
to reconcile different APIs specific to different platforms. A framework with pro-
gramming abstractions can reduce development complexity by collecting sensor data
from various sources, processing the data locally or remotely, then taking actions
based on the results. With this in mind, we address our first research question:
RQ1: How can a framework provide an easy-to-use yet flexible and energy-
efficient way to combine sensor data from smart devices?
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To address the research question, we start by analyzing the SWAN framework
which can be used to build context-aware applications using smartphones. It has
multi-sensor support, performs distributed sensing on smartphones and provides a
domain-specific language called SWAN-Song [84] that is easy to use. However, it
lacks support for sensing on other smart devices such as wearables and IoT, for pro-
cessing on resources other than smartphones, and for actuation. With these additions,
we are essentially looking at a new type of ecosystem, which includes more devices
(in the edge), additional end-user requirements (local data processing, performing
actions), and additional data sources (open data).
In this work, we extend the SWAN framework to support an easy-to-use yet
flexible and energy-efficient way to combine sensor data from smart devices. We
implement a prototype of two apps to show the ease of use and flexibility of the
framework. We also compare the performance of the framework and Cuckoo [62] in
terms of energy efficiency, data transfer costs and CPU load using benchmarks. Our
approach is briefly described below.
We study a flexible way to combine sensor data from heterogeneous sources.
The sensor data is gathered and processed locally on the device (for smartphones and
smartwatches) or remotely on any cloud of the developer’s choice for both flexibility
and privacy. The result of the data is used to take some actions using actuators
implemented both locally and remotely, for smartphones and smartwatches. To make
the framework easy to use, we extend the SWAN-Song language to support local
and remote sensing, processing, and actuation. We improve the energy-efficiency
by supporting both computation and communication offloading for IoT sensors and
open data in the cloud. All these requirements added to the framework will make
it easier for developers to build context-aware applications using smart devices. In
the next section, we focus on making the sensor data processing more responsive for
such applications.
1.2 Real-time Sensor Data Processing with Smart Edge
Devices
Enabling the remote processing of sensor data from smart devices in the cloud
can save energy and minimise computation latency [62]. However, in the cloud, the
responsiveness is affected by network latency and bandwidth for geographically dis-
tributed applications. This can have a huge impact on latency-critical applications.
Edge computing [93] has enabled the possibility to perform the processing close
to the data source. With edge computing and better network communication tech-
nologies like 5G, the latency of such applications can be improved. However, the
resource at the edge is usually limited compared to the cloud. Further, this can affect
the performance of scenarios where many sensor sources start sending data to the
resource-constrained edge device. Based on this, we formulate our second research







RQ2: How can we make optimal use of edge computing to make the process-
ing of sensor data from large numbers of smart devices more responsive while
achieving the maximum sustainable throughput?
To address this question, we extend the framework to efficiently distribute stream
processing tasks to various available edge devices based on their proximity to the
sensor data source and the amount of processing an edge device can handle. Then,
we emulate a smart city scenario to show the impact on the throughput by varying
the amount of processing in the edge and also by changing various stream analytics
parameters. To achieve this, we tackle three main aspects as described below.
First, to support processing on a resource-constrained edge device with low
memory and computational resources (e.g., Raspberry Pi), we distribute the tasks
of the framework to multiple edge nodes to make our framework lightweight as op-
posed to a centralized solution that usually runs on large clusters.
Second, we address the scalability [83] of the framework for scenarios where a
large number of smart devices will start sending sensor data to the edge device. The
framework supports the dynamic addition of nodes for scalability. One challenge
with multiple smart devices simultaneously connecting is that the edge device can
reach its maximum sustainable throughput (MST) [53]. If the incoming data exceeds
the system’s MST, unprocessed data accumulates, eventually making the system in-
operable. This can affect the computation time of newly added smart devices. The
framework continuously monitors the MST for each edge device and ensures that
new smart devices are connected to a different nearby edge device when the MST
threshold is reached.
Finally, to improve responsiveness, smart devices should connect to the closest
edge resource, which in turn will minimise the network latency. To achieve this, we
use a location-aware task allocation [91] policy by identifying the closest available
node (edge, fog, or cloud) for processing the sensor data coming from the source.
With this, we enable real-time data processing from smart devices. In the next sec-
tion, we focus on making the applications energy-efficient while keeping real-time
data processing behaviour.
1.3 Energy-efficiency with Local Sensors and Actuators
Energy-efficiency and response time are two important aspects [55] that need to be
considered when building context-aware applications. To build energy-efficient ap-
plications with the flexibility to perform processing at various resources in a smart
device ecosystem, the developer has to make the best decision that can minimise the
energy usage and hence, maximize the application lifetime, i.e., the time an applica-
tion can last in a battery-powered device. The decision making can get complicated
as it depends on various factors that are not obvious. The next two research questions
are about how to automate the decision making for the developer.
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Computation offloading to a remote resource is beneficial for saving energy, es-
pecially for large computations. However, streaming data requires the continuous
processing of the newly generated data. This implies that, along with computation,
the sensor data should also be offloaded to a remote resource and after processing,
the result should be sent back for local actuation. Hence, there is a trade-off between
energy consumed for local computation versus remote communication. Thus, the
benefit of offloading is not obvious for a given streaming application scenario. This
complicates the application development process.
Another important aspect is the response time. For some simple computations, it
is better to do the processing locally on the smartphone. However, for more complex
computations the local processing can consume more time compared to the remote
processing in combination with the network latency, especially when the remote
resource is near to the source. Considering these two aspects, it is important to know
when we can offload to a remote resource for context-aware applications that use
local sensing and actuation.
With this in mind we address our next research question:
RQ3: How can we automate the decision which sensor data computations
should be offloaded from the smartphone to an edge/cloud resource to reduce
processing time and energy usage?
To answer this question, we show how the decision to compute locally (on the
phone) or remotely (in the edge/cloud) changes based on the characteristics of the
applications, the type of hardware used and the communication latency between the
phone and the remote resource. We introduce a novel system that uses a profiling-
based approach to help in automatic decision making on where to do the computation
for sensor data based on power consumption and response time. We describe our
approach below.
First, we focus on minimising both the latency and the energy usage of the
context-aware application with local sensing and actuation on a smartphone. These
two attributes can be affected by various characteristics of a stream processing sys-
tem (as shown in Chapter 5). For example, the frequency of sensing would impact
the frequency of network communication, the complexity of processing will impact
the CPU load of the device, and the distance to the remote resource can impact the
network latency. The changes in these characteristics can thus impact the offloading
decision.
Second, we enable a profiling-based approach to gather data of the attributes.
When the developer gives a scenario as input, this approach performs run-time pro-
filing of both the energy usage and the latency for all possible options for the sce-
nario. We make use of the Trepn profiler [25] to gather the energy usage data.
Finally, we enable a decision-making engine that can make the best choice based
on the programmer’s preference. Since we have multiple attributes that can be con-
flicting, we enable a multi-attribute decision-making engine based on the weighted
product model. We chose this model especially because it is useful for attributes






with a different unit of measurement. Using this decision engine, the programmers
can provide their weight preference on the latency and energy usage. Based on the
preference and the data collected from the profiler for various possibilities, the de-
cision engine makes the best choice. With this approach, the developers can build
energy-efficient context-aware applications that use local sensing and actuation. In
the next section, we focus on making the applications energy-efficient in a large
decision space with distributed sensor sources and actuators.
1.4 Energy-efficiency with Distributed Sensors and Ac-
tuators
To build energy-efficient context-aware applications in a distributed environment
with multiple smart devices, the developer has to think of all the possible combina-
tions of sensing, processing, and actuation to make the best choice. In the previous
case, where the processing could be offloaded from the smartphone to a remote re-
source, the sensing and the actuation were occurring locally. When multiple smart
devices are involved in an application scenario, both the sensing and the actuation
can occur either locally or remotely. This implies that for a scenario with local sens-
ing and remote actuation, the processing can happen locally after sensing or remotely
before actuation. Moreover, these smart devices can be battery-powered such as a
wearable or a smartphone where we need to take into account the battery life of such
devices while making a decision. Considering the above challenges we address our
next research question:
RQ4: How can offline energy-modeling help to manage the large decision
space for more complex smart device ecosystems and applications?
To answer this question, we propose and incorporate an automatic decision-
making engine to the framework, which can place processing-tasks for applications
that are based on stream analytics in an energy-efficient manner using a holistic
energy model. We validate our energy model and decision-making engine with real-
world scenarios, confirming the effectiveness of the decision engine. Our approach
is described below.
We start by following a model-based approach to build the energy model of-
fline. With this approach, the decision can be made faster as compared to a run-time
profiling-based approach where it takes time to profile all the possible combinations
for a given scenario. When more smart devices are involved, the profiling overhead
becomes higher. Hence, an offline model-based approach (as shown in Chapter 6)
would be more suitable for the new ecosystem.
The energy model is built based on the characteristics of stream processing. The
characteristics would be the frequency of sensing, the frequency of actuation and the
number of operations which is based on the computation complexity and the window
size. The energy usage is measured for multiple scenarios and curve fitting is applied
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to the training set. The trained model is subsequently used to predict energy usage
for a given scenario.
The decision engine then gathers the energy usage from the model and the cur-
rent battery level for the devices involved for a given scenario to determine where to
perform the processing so that the application lifetime can be maximized. Consider-
ing all the devices involved in a scenario to make the decision enables the developers
to build energy-efficient context-aware applications in a distributed environment.
1.5 Putting the Pieces Together
Throughout this thesis, we aim to help developers build energy-efficient context-
aware applications in a smart device ecosystem by providing a framework. The
first two parts focus on identifying mechanisms and the last two parts focus on en-
abling policies for the framework. In the first part, we delve into the context-aware
framework for smartphones and propose a flexible and easy to use way to support
distributed sensing, processing, and actuation for heterogeneous smart devices. In
the second part, we investigate how to improve the responsiveness of real-time ap-
plications and provide a scalable solution that exploits edge computing. In the third
part, we explore the possibilities of computation offloading to minimise the energy
usage of applications that use local sensors and actuators, while preserving real-
time behaviour. Finally, the fourth part studies how to minimise the energy usage for
distributed sensors and actuators. These are the key elements of the framework.
Policies for decision-making
Mechanisms for distributed sensing, processing, and 
actuation 
Context-aware applications
Cowbird (Chapter 3), 
Edge Cowbird (Chapter 4)


















Figure 1.2: Putting the pieces together.
Figure 1.2 shows the relationship between the research topics of our work. The
first two parts described as Cowbird (in Chapter 3) and Edge Cowbird (in Chapter 4)
are the mechanisms for distributed sensing, processing, and actuation and the next
two parts described as Kea (in Chapter 5) and Aves (in Chapter 6) are the policies






for decision-making. The application developer will write an expression based on
the domain-specific language that abstracts from the underlying configuration of the
ecosystem. The abstraction gives several benefits in terms of sensor data collection,
processing, and actuation in a distributed environment. The expression is fed to the
decision engine, which will make the best choice for a given scenario. The best
choice is registered as an expression and the framework will collect the sensor data,
process it and take action for the given expression.
1.6 Thesis Outline and Contributions
In this dissertation, we propose a programming framework for energy-efficient stream
processing in a smart device ecosystem. In Chapter 2, we discuss the SWAN frame-
work as a part of the background and a summary of extensions we added to support
a smart device ecosystem; this chapter is intended as an overview rather than provid-
ing new scientific results itself. In Chapter 3, we enable a flexible way to combine
sensor data from various smart devices to perform distributed sensing, processing,
and actuation. In Chapter 4, we focus on making the sensor data processing from
smart devices more responsive. In Chapter 5, we investigate how energy usage can
be minimised while keeping the real-time behaviour of applications that use local
sensors and actuators. In Chapter 6, we focus on minimising the energy usage of
applications that use distributed sensors and actuators. Finally, Chapter 7 concludes
the dissertation and presents some future research directions.
• Chapter 3: This chapter addresses research question RQ1 and presents the
framework for combining sensor data from various smart devices to perform
distributed sensing, processing, and actuation. This work has been published
in:
SWAN-Fly: A Flexible Cloud-enabled Framework for
Context-aware Applications in Smartphones, Roshan
Bharath Das, Aart van Halteren, and Henri Bal. In Sen-
sors to Cloud Architectures Workshop (SCAW-2016), held
in conjunction with HPCA-22.
Cowbird: A Flexible Cloud-based Framework for Com-
bining Smartphone Sensors and IoT, Roshan Bharath
Das, Nicolae Vladimir Bozdog, and Henri Bal. In Pro-
ceedings of the 5th IEEE International Conference on Mo-
bile Cloud Computing, pages 1-8, IEEE, 2017.
A Programming Framework for Heterogeneous Stream
Analytics, Roshan Bharath Das, Marc X. Makkes, Alexan-
dru Uta, Lin Wang, and Henri Bal. (POSTER) In Pro-
ceedings of the 2019 IEEE International Conference on
Big Data (Big Data).
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In the above publications, the author contributed to the framework’s cloud
implementation, the majority of the publications’ contents and performed all
of the experiments.Veaceslav Munteanu contributed to the implementation of
smartwatch and beacons and Rahul Mohan contributed to building actuation
on the smartphone as a part of their Master’s thesis under the author’s supervi-
sion. Vladimir Bozdog contributed to the Related Work section of the Mobile-
Cloud2017 paper. Marc Makkes, Alexandru Uta, and Lin Wang helped with
proofreading and writing parts of the Abstract and Introduction section of the
BigData2019 paper. Henri Bal and Aart van Halteren supervised the research.
• Chapter 4: This chapter addresses research question RQ2 and presents stream
processing on sensor data collected from smart devices in the resource-constrained
edge nodes. This work has been published in:
Large Scale Stream Analytics Using a Resource-Constrained
Edge, Roshan Bharath Das, Gabriele Di Bernardo, and
Henri Bal. In Proceedings of the IEEE International
Conference on Edge Computing (EDGE), pages 135-139.
IEEE, 2018.
In the above publication, the author contributed to the majority of the publica-
tion’s content and performed all of the experiments. Gabriele Di Bernardo
contributed to the implementation of the framework extension and writing
parts of the Implementation section. Henri Bal supervised the research.
• Chapter 5: This chapter addresses research question RQ3 and presents a deci-
sion engine for energy-efficient stream processing of sensor data for applica-
tions with local sensing and actuation. This work has been published in:
Kea: A Computation Offloading System for Smart-
phone Sensor Data, Roshan Bharath Das, Nicolae Vladimir
Bozdog, Marc X. Makkes, and Henri Bal. In Proceedings
of the 9th International Conference on Cloud Computing
Technology and Science (CloudCom), pages 9-16, IEEE,
2017.
In the above publication, the author contributed to the implementation of the
decision engine, the majority of the publication’s content and performed all
of the experiments. Vladimir Bozdog contributed to the Related Work section
of the paper. Marc Makkes helped with proofreading and writing parts of the
Abstract. Henri Bal supervised the research.
• Chapter 6: This chapter addresses research question RQ4 and presents a deci-
sion engine for energy-efficient stream processing for distributed sensors and
actuators. This work has been published in:






Aves: A Decision Engine for Energy-efficient Stream
Analytics across Low-power Devices, Roshan Bharath
Das, Marc X. Makkes, Alexandru Uta, Lin Wang, and
Henri Bal. In Proceedings of the 2019 IEEE International
Conference on Big Data (Big Data).
In the above publication, the author contributed to the implementation of the
decision engine, the majority of the publication’s content and performed all
of the experiments. Lin Wang contributed to the Related Work section of the
paper. Marc Makkes, Alexandru Uta, and Lin Wang helped with proofreading
and writing parts of the Abstract and Introduction section of the paper. Henri








Overview of SWAN and Its Extensions
In this chapter, first, in the background section, we discuss the SWAN framework
which will be used as point of departure for this research. Then we preview our new
additions to the SWAN framework to enable a smart device ecosystem. Finally, we
show how various applications have been built using our extensions. Note again that
this chapter presents background information and preview summaries; it does not
aim to introduce new scientific results.
2.1 Background - SWAN Framework
In this section, we describe the characteristics and architecture of the SWAN frame-
work [62]. SWAN (Sensing With Android Nodes) is a framework for easily building
context-aware applications for smartphones. In the SWAN framework, the appli-
cation developers are provided with a high-level abstraction for accessing various
sensors. SWAN eliminates storage redundancy and duplication of code caused by
multiple sensor-based applications running in parallel by providing a single solution
for collecting and storing sensor data locally from sensors on the phone, external
sensors connected to the phone (e.g., by Bluetooth) and software sensors (e.g., open
data on the Internet about the weather or traffic).
2.1.1 SWAN Characteristics
The most important characteristics of SWAN are:
Multi sensor support: SWAN currently supports more than 20 sensors. We
broadly classify them as hardware sensors (e.g., accelerometer, GPS, sound) and
software sensors (e.g., calendar, rain prediction, twitter). In case of external soft-
ware sensors such as rain prediction, SWAN continuously polls from the web end-
point to get live data. By increasing the polling frequency, the data accuracy can be
improved.
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Easy Plug-in: Developers can easily add third-party sensors as plug-ins to SWAN.
This can be done by providing a JSON file with the properties of the third-party sen-
sor.
SWAN-Song [84]: SWAN-Song is a domain specific language used by appli-
cations to register expressions. After registering an expression, SWAN evaluates it
and sends back the result. There are two types of expressions supported: Value and
TriState.
Value Expressions return a sensor value or a list of sensor values. As an example,
the following expression gets the current light intensity:
s e l f @ l i g h t : l u x {MAX,1000 ms}
where self is the location identifier of the device, light is the sensor name, lux is
the value path, MAX represents the history reduction mode and 1000ms represents
the history window. The expression computes the maximum value generated by the
light sensor in the last 1000 milliseconds.
TriState Expressions can take one of the following values: TRUE, FALSE or
UNDEFINED1. Tristate expressions are useful for defining complex context con-
ditions. For example, the Exercise expression to notify the user that she should
exercise can be written as:
Morning = s e l f @ t im e : hou r_o f_day < 12
Dry = s e l f @ r a i n : expected_mm == 0
M o b i l i t y = self@movement : t o t a l
{MAX,3600000} > 1 5 . 0
E x e r c i s e = Morning && Dry && ! ( M o b i l i t y )
where the Morning expression uses the time sensor to check if it is earlier than
12:00 pm, Dry checks the live rain prediction using the rain sensor and Mobility
uses the accelerometer sensor to check if the user has been moving in the past hour.
The Exercise expression combines the other TriState expressions to determine if
the context of the user is suitable for a workout.
Distributed sensing [34]: SWAN allows sensor data to be shared between de-
vices using Bluetooth or BLE connection.
Open source: It is available as open-source under GNU General Public License
v2.0. The source code can be found here [23].
2.1.2 SWAN Architecture
We briefly describe the architecture of the SWAN framework. Applications can
register SWAN-Song expressions using the SWAN API.
1An expression is evaluated to UNDEFINED if the sensor queried in the expression is turned off or not
available



































Figure 2.1: SWAN Framework
On registering an expression, the Expression Evaluation Engine (see Fig. 2.1) is
invoked. It is responsible for evaluating context expressions and interacts with the
Sensor Library in order to query the sensors used in expressions.
The Sensor Library queries the hardware sensors and software sensors. When-
ever newly sensed data is available, it is sent to the Expression Evaluation Engine,
which processes it and sends the result back to the application. All sensor services
run in separate processes, so if the SWAN service crashes for any reason, the sensor
services will remain stable while the affected components recover. This prevents
data from being lost. The communication between any sensor service and the other
components is performed using standard Android inter-process communication.
SWAN also supports sharing of sensor data with other nearby smartphone de-
vices. For this purpose it uses protocols like Bluetooth or BLE. Exchanging sensor
information within a group can be used to improve the context awareness of their
smartphone devices especially when there is no internet connectivity (e.g., in case
of disaster).
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2.2 Preview of the new additions
The original SWAN framework primarily focused on processing sensor data on the
smartphone. As will be discussed in the rest of this thesis, we extend the SWAN
framework to support a larger variety of devices as found in the smart device ecosys-
tem of Figure 1.1. We add support for sensor data collection from wearables, IoT de-
vices, and the web, processing of the sensor data locally on wearables, and remotely
in the edge and the cloud, and both local and remote actuation on the wearables, the
smartphone and the cloud. These new additions are discussed in detail in Chapter 3
and 4.
• Local and remote actuation
SWAN focuses on sensing and processing on a device. However, many ap-
plication scenarios require actuation such as vibration or sending an email.
Hence, we extend the SWAN framework to support actuation. This enables
us to support a sense-process-actuate programming model. The actuation can
be either hardware (vibrate, change brightness) or software (send MQTT re-
quests, save in database). We also enable support for remote actuation by
extending the domain-specific language.
In particular, we show the use of HTTP-based actuation to enable easy pro-
gramming to send sensor data from the smartphone to any cloud solution of
the developer’s choice using a domain-specific language. It can be used for
storing large amounts of sensor data in the cloud for historical analysis. An-
other application scenario is in the context of a smart city for crowd moni-
toring where the application developers can use the HTTP-based actuation to
send sensor data to the cloud. In the cloud, the data from various sources
(smartphones) can be clustered using algorithms such as k-means to identify
crowded places. The support for actuation on smartphones is explored in more
detail in a Master thesis project [79] supervised by the author.
• Sensor processing on more resource-constrained devices
We extend SWAN to support the processing of sensor data generated in Wear-
able devices. With this extension, we can enable new context-aware scenarios.
For example, it is easy to build a home care based app where heart-rate from
the watch is measured and in case of an anomaly, the phone connected to it is
notified. This can help caretakers act based on an elderly person’s health data.
The support for wearables and beacons is explored in more detail in a Master
thesis project [81] supervised by the author.
• Combining smartphone sensors and IoT
We further extend SWAN to let the programmer built applications that use
distributed sensor data sources. The sensor data from the phone is processed
on the phone and the real-time open data or IoT device data available on the
web is processed in the cloud. The result of both processing is collected on






the phone. By this approach, we achieve energy-efficiency for scenarios that
include both the phone and the cloud. A smart city application scenario for
finding the shortest path with minimum rain can use GPS sensors from the
phone and Buien Radar API available in the cloud. On providing the GPS
input the rain prediction for the next two hours is available through Buien
Radar API [4].
• Edge computing on IoT sensor data
This extension is used for location-aware processing on the edge closer to the
IoT device. It can be used to process data collected from IoT devices deployed
in a city. With a location-aware processing strategy, the latency is improved
as compared to a cloud solution. It contains distributed edge resources and
when an IoT device tries to connect to the manager, it assigns the closest
available edge node that can process the data collected from IoT devices. Any
smart city scenario, that requires the processing of IoT devices in the edge
can be achieved using this extension. For example, in case of environmental
monitoring, to identify noise due to various factors such as airplanes, loud
parties or construction sites, we can process the sound data collected from
various IoT devices deployed in the city using this extension.
2.3 Applications built using the extension
To illustrate our extensions of the SWAN framework, we discuss some applications
that have been built with them. Some of these applications will be used in later
chapters. We focus on what the application developer needs to write as a part of the
extended SWAN-Song domain-specific language to build these applications.
• Crowd Monitoring app - This application continuously sends the current
GPS sensor data from the smartphone to a remote server. The GPS data re-
ceived at the server from multiple devices is further used to form clusters to
identify crowded places. The extension in this case is the local actuation to
send GPS data to a remote server. The expression can be written by the devel-
oper as:
s e l f @ l o c a t i o n : l o c a t i o n {ANY, 1 0 s }
THEN
s e l f @ h t t p : p u t ? e n d p o i n t 1
• Elderly Care app - This application is used in the healthcare domain where
an elderly person’s average heart rate is continuously monitored to identify
any abnormal behaviours and the caretaker is notified when help is necessary.
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Here, we extended support for sensor processing on a more resource con-
strained device such as a watch. The expression to build this application can
be written by the developer as:
w a t c h @ h e a r t r a t e : d a t a {MEAN, 1 0 s } > 90
THEN
phone@vib ra to r : v i b r a t e ? d u r a t i o n = ’ 500ms ’
• Quiet Route app - This application continuously guides the user to walk from
a source to a destination using a route with minimal noise. In this app, our
extension supports the possibility to combine smartphone sensors (GPS) and
IoT (sensor data collected in ThingSpeak). Similar expressions can be used
for an application that helps the cyclist to choose a path with minimum rain
(collected from BuienRadar API [4]). The Quiet Route app has been explored
more in-depth in a Master thesis project [45] supervised by the author.
/ * E x p r e s s i o n r e g i s t e r e d on t h e phone * /
s e l f @ l o c a t i o n : l o c a t i o n {ANY,1000}
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ * E x p r e s s i o n r e g i s t e r e d i n t h e c l o u d * /
c loud@th ingspeak : f i e l d ? c h a n n e l i d = ‘X’
# f i e l d = ‘Y’
{MEAN, 1 0 s } > 5 0 . 0
• Environment Monitoring app - This application can be used in the context
of a smart city to measure various aspects of the city. An example is to gather
current light sensor data from multiple smart devices and measure their aver-
age light sensor value to spot any dark area that can cause safety issues. The
extension to perform edge computing on sensor data from various smart de-
vices is applicable for this scenario. The expressions can be written by the
developer as:
/ * E x p r e s s i o n r e g i s t e r e d on t h e phone * /
s e l f @ l i g h t : l u x {ANY,1000 ms}
THEN
s e l f @ h t t p : p u t ? e n d p o i n t
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ * E x p r e s s i o n r e g i s t e r e d i n t h e edge * /
edge@th ingspeak : f i e l d ? c h a n n e l i d = ‘X’
# f i e l d = ‘Y’
{MEAN, 1m} < 5 0 . 0
THEN
phone@vib ra to r : v i b r a t e ? d u r a t i o n = ’ 500ms ’






• Indoor Localization app - This application is built for indoor localization
using beacons and can be used in the context of smart home care. The aim
is to improve monitoring by automatically determining a user’s location and
sending this location to a monitoring device. To determine the user’s location
the app measures the distance from several beacons and compares this to a
previously created map. The user is determined to be in the location whose
distances are nearest to a previously measured known location. Here, we ex-
tended support for beacons. The Indoor Localization app using beacons is
explored in more detail in a Bachelor thesis project [80] supervised by the
author. The expressions can be written by the developer as:
/ * E x p r e s s i o n f o r beacon d i s c o v e r y * /
s e l f @ b e a c o n _ d i s c o v e r y : i b e a c o n u u i d {ANY, 10}
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ * E x p r e s s i o n f o r t h e d i s t a n c e from beaconID * /
beaconID@beacon_d i s t ance : d i s t a n c e {ANY,1000}
These applications represent various use cases that can benefit from the exten-








Combining Sensor Data from Various Smart Devices
Abstract
Today’s low-power devices, such as smartphones, wearables and IoT devices, form a
very heterogeneous ecosystem. Combining sensors from these smart devices enables
a new kind of context aware applications in areas like smart cities or smart buildings.
Applications in such a system typically follow a reactive pattern based on stream
analytics, i.e., sensing, processing, and actuating. Despite the simplicity of this
pattern, developing applications for such a system has become increasingly difficult,
especially when a large number of devices with different platforms are involved.
In this chapter, we present Cowbird – a framework that provides a set of unified
APIs for programming applications in such distributed environments. We show that
Cowbird is flexible and easy to use by building two prototype apps: 1) The "Crowd
Monitoring" app to show how HTTP-based actuation provides a flexible mechanism
to ease the application developers’ task of sending sensor data from the device to
their preferred cloud solution for additional storage and processing. 2) The "Quiet
Route" that helps the user to avoid walking through noisy areas, to show the flexibil-
ity to perform both local and remote processing. We also compare the performance
of Cowbird and the existing Cuckoo framework in terms of energy efficiency, data
transfer cost and CPU load and show that Cowbird performs much better in the best
case and equally good in the worst case.
The contents of this chapter have been originally published in the proceedings of the 2019 IEEE Inter-
national Conference on Big Data (Big Data), in the proceedings of the Sensors to Cloud Architectures Work-
shop (SCAW-2016), held in conjunction with HPCA-22, in the proceedings of the 5th IEEE International
Conference on Mobile Cloud Computing 2017, and have been slightly modified to improve readability.
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3.1 Introduction
Smartphones nowadays contain a variety of sensors that can be used for applications
in e-health, smart cities, smart buildings, and safety. Along with smartphones, other
smart devices such as wearables and Internet-of-Things (IoT) devices enable an even
richer variety of sensors. Figure 3.1 shows the ecosystem of sensors generated from
various smart devices and open data (any data which can be retrieved by polling a
web resource). Using sensors data from these sources and with the help of additional
remote resources such as an edge or a cloud in a smart device ecosystem (Figure 1.1),
new types of context-aware applications can be created.
Low-cost IoT sensors deployed on a large scale can provide fine-grained mea-
surements of large regions like cities. The combination of smartphone sensors and
IoT sensors will be especially powerful because the local contexts of individuals can
be extended with detailed regional contexts. Such combinations enable many new
scenarios. For example, one can optimize routes in many novel ways: walk through
a city at night and avoid streets that currently are dark and quiet; bike through a re-
gion while minimising dust exposure or headwind; or find the quietest walking route
through a city park.
Wearables in combination with smartphones, on the other hand, can enable dif-
ferent application scenarios. A typical scenario in the health-care domain is where
a patient’s heart rate is monitored by a smartwatch. A smartphone can then analyze
the gathered data and identify patterns in the patient’s heart rate. However, if the data
analysis is too complex to be performed on a smartphone, the computation could be
offloaded to a nearby cloudlet or a remote cloud. A decision usually follows the
analysis, and an action or an actuation is performed accordingly (e.g., a message is
sent to either the patient or the doctor).
Actuation is particularly important for scenarios where the sensor data collected
from resource-constrained devices is efficiently transferred to the cloud to perform
complex computations. We describe two application scenarios that would require
such actuation. First, computation on large historical data sets, where it becomes
hard to do processing over a longitudinal data set. Such data sets can be used in
data analytics to understand usage statistics and in data mining to build prediction
models. Second, distributed measuring, where sensor data from multiple devices that
are distributed in an area, are sent to a remote server for processing. A good example
is a Crowd Monitoring app that determines the live crowd situation in an area based
on the GPS sensor data available from users in that area. Similarly, Google shows
Popular times[18] based on historical visits to a location.
These application scenarios have different demands. They use a different com-
bination of devices such as smartphones and IoT devices or smartphone and smart-
watches. While some applications require local processing, others require remote
processing. We also see a need to perform actuation for some applications. Develop-
ing such applications is intrinsically complex, as the programmer needs to reconcile









































Figure 3.1: Smartphone gathering live data from various sources
In this chapter we address the first research question of the thesis and investigate
how a framework can provide an easy-to-use yet flexible and energy- efficient way
to combine sensor data from smart devices. IoT sensor readings are typically trans-
ferred to a cloud (using ethernet, Wifi, 4G or low power networks like LoRaWAN),
where they can be stored and aggregated. Although each individual sensor value
(e.g., the CO2 level at a certain location) is typically read and transmitted infre-
quently, the thousands of sensors together will produce an almost continuous stream
of data in the cloud. Smartphone sensors, on the other hand, produce local infor-
mation for one user, which is best stored on the phone. Thus, a key question in
combining smartphone and IoT sensors is where to do the processing (on the phone
and/or in the cloud) and which data to transfer. The problem of offloading work
between phones and clouds has been studied by a wide range of projects [75] (in-
cluding our own Cuckoo project [63]), but here the dynamic nature of sensor data
completely changes the picture.
In addition, while developing actuation for these applications, the developers
should get detailed control over what data goes to which cloud. As various clouds
provide a multitude of services, it would make sense to connect to a cloud that is
relevant for an app’s need. For example, some apps require a specific cloud database
(e.g., Shazam[20] exploits the audio sensor to identify the media being played, using
a music database). Other apps require a cloud with much compute capacity, for
example, to run a large-scale simulation. Also, some apps want to have control
over the privacy and security of the sensitive sensor data sent from the phone. It
is desirable to let the application developers configure their endpoint parameters so
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that the relevant sensor data can be sent to the corresponding cloud providers.
To reduce development complexity, we advocate a framework with a unified
programming model for stream analytics on low power devices. Such a framework
helps programmers by providing a set of unified APIs that are easy to use. We
see that a sensing-processing-actuating model is a frequently occurring pattern in
stream analytics and it is used as key building blocks for the majority of sensor-
based applications.
For this purpose we created Cowbird, a unified programming framework for
building context-aware applications that can perform sensing -, processing -, and
actuation - tasks in a smart device ecosystem. This includes the wearables, phones,
and edge or cloud nodes. Cowbird extends our earlier SWAN [62] framework to add
support for the following:
• Sensing on wearables locally and IoT devices in the cloud.
• Processing in a remote resource.
• Actuation on both phones and wearables.
• We also extend our domain-specific language SWAN-Song [84] to support
both local and remote processing and actuation.
With this framework, programmers can easily decide where to do which computation
and actuation, based on the source of the data and the frequency of updates. In this
way, we can integrate a rich variety of sensors in a single framework and language.
Our contributions are as follows:
• We present the design and implementation of Cowbird, a flexible and energy-
efficient framework for easily building applications that use sensors from smart-
phones, wearables, and IoT devices. The energy efficiency is attained by im-
plementing a mechanism to optimize the communication between the phone
and the cloud.
• We implement two prototype apps to show the ease of use and flexibility of
Cowbird: A "Crowd monitoring" app for actuation and a "Quiet Route" app
for both local and remote processing. We also compare the performance of
Cowbird and Cuckoo in terms of energy efficiency, data transfer costs and
CPU load using benchmarks.
The remainder of the chapter is organised as follows. The design, the overview,
the architecture, and the programming abstraction of the Cowbird framework are
presented in Section 3.2. Section 3.3 evaluates the ease of use and flexibility of
enabling HTTP-based actuation in the framework and shows the advantage of us-
ing remote processing for IoT sensors in the cloud. Related work is discussed in
Section 3.4, and the chapter concludes in Section 3.5.







Here, we discuss the design, the overview, the architecture, and the programming ab-
straction of the Cowbird framework. It aims at helping developers to build context-
aware applications in a smart device ecosystem. We focus on improving the pro-
gramming framework for small footprint edge devices (such as smartphones, Ras-
berry Pis, smartwatches) by providing simple functionality locally in the device and
remotely in the cloud (for IoT sensors).
3.2.1 Design
The main motivation behind creating the Cowbird framework is to enable easy and
efficient building of context-aware applications that combine sensors from smart
devices and open data. The introduction of different types of actuation in Cowbird
brings flexibility to perform various actions both locally and remotely. In addition,
the cloud-based framework minimises communication between the phone and the
cloud to save energy by doing the evaluation of smartphone sensors locally in the
phone and the evaluation of IoT sensors in the cloud. We detail below some of the
key features of the Cowbird framework.
Heterogeneity: The Cowbird framework supports heterogeneous smart devices
such as wearables, smartphones, and IoT devices and the interaction between them.
Flexibility: The developers using the framework can easily connect to any cloud
to offload the evaluation of IoT sensors. The developers can also perform actions
such as sending sensor data from the device to any cloud storage solution to perform
large scale processing on historical datasets.
Usability: It exposes an easy to use domain specific language to access sensors
in the wearable, the phone, and real-time web data. It also supports performing
actions using actuators.
Portability: The cloud part of Cowbird is programmed in Java. Hence, it can be
easily ported to any device that contains a JVM (e.g. Intel Edison). This would
enable phones to directly connect and offload evaluation to the IoT devices that
would generate sensor data.
Privacy: Cowbird can perform evaluation of local sensors on the phone and
evaluation of remote IoT sensors on a private cloud so that sensitive data can be kept
and processed locally on the phone.
Energy Efficiency: Cowbird is designed to minimise the energy consumption of
smartphones. It is achieved by offloading the computation and the communication
(continuous polling from the web) to the cloud.
Mobile Data Cost: Sending much data through cellular networks is costly, so
Cowbird tries to optimize the communication between the phone and the cloud. The
result of the evaluation in the cloud is only sent to the phone if there is a change from
the previous result. We will discuss this more in the Optimization subsection.

















































Figure 3.2: An overview of the interaction between heterogeneous nodes using the
Cowbird framework.
We discuss minimising the latency of IoT sensor data processing and improving
the scalability of processing data from large number of IoT devices in Chapter 4.
3.2.2 Overview
Figure 3.2 shows the overview of how the Cowbird framework supports interaction
between heterogeneous nodes. It contains three different types of nodes, the watch,
the phone, and the cloud. The watch and the phone interact with each other using
Bluetooth communication. Both the watch and the phone interact with the cloud
using WiFi or 4G communication. In a heterogeneous environment, every node
can perform sensing, processing, actuation, or a combination of it. We note that the
watch, the phone, and the cloud can perform all three functions: sensing, processing,
and actuation. Also, multiple watches and phones can interact with each other via the
cloud. Currently, the framework supports both Android and Java-based IoT devices.






Table 3.1: Framework support for sensor-based applications. P implies partial support
and X implies not supported.
Characteristics Edgent [11] Sentio [42] Flink [35] SWAN [62]
Easy sensor access X X X X
Perform actuation X X X X
Support for offload stream processing X X X P
Use of domain specific language X X X X
Works with low-power, heterogeneous devices P X X P
Open source X X X X
Sensors
Sensors generate continuous data that needs to be processed. Sensors can be either
hardware (e.g., GPS, accelerometer, gyroscope) or software (e.g., open data like
weather, twitter, news, stock). In the case of software sensors, the data may be
generated locally or gathered remotely. Different types of sensors generate data at
different frequencies. Some sensors also allow different frequencies. For example,
an accelerometer sensor can generate data at four different levels of frequencies
where the fastest is used for gaming purposes and the slowest for screen orientation
changes.
Actuators
The sensor data is evaluated, and the result is sent to the application for further
action. The actuation can be hardware-based such as vibrate, turn on the flashlight
or software-based (e.g., send notifications, log, make HTTP requests). For sending
the evaluation result from the phone to a server, actuators such as HTTP or MQTT 1
are used. The result received at the server as a part of actuation from the phone can
be used as sensor data for further processing. In this way, we can enable data flow
between nodes.
Cowbird
The Cowbird framework is responsible for four main tasks: a) gathering relevant
sensor data from various sensors b) processing the gathered sensor data based on
a given window size, frequency and operation c) performing both local and remote
actuation d) inter-device communication such as Bluetooth communication between
the watch and the phone and WiFi communication between watch or phone to the
cloud. The Cowbird API handles incoming requests from other devices or third-
party applications. Using this API, developers can subscribe to sensor data, trigger
actions, or get the list of sensors and actuators available on a device.
1https://mqtt.org/
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Some preliminary functionalities for building such a framework have already
been provided by existing solutions, as shown in Table 3.1. Our existing SWAN [62]
framework already runs on smartphones and provides support for distributed sensing
between smartphones, and makes use of a domain specific language called SWAN-
Song [84, 34]. We decided to build Cowbird on top of the SWAN framework, be-
cause SWAN has better support for several important features than other systems
(see Table 3.1). We extend SWAN to support more resource-constrained devices
such as a smartwatch and the Raspberry Pi, to enable computation offloading from
a phone to the cloud, to perform stream analytics on the cloud, and to support both
local and remote actuation on watches and phones.
3.2.3 Architecture
In this section, we focus on the smartphone and the cloud. We show how Cowbird
can efficiently combine smartphone and IoT sensors by providing a flexible way to
perform both local processing in the device and remote processing in the cloud.
The architecture of the Cowbird framework is shown in Figure 3.3. The new
components are represented in green colour and marked with ⊗. Cowbird consists
of a combination of the extended SWAN service in the phone and a sensing service
in the cloud. In the phone, we extended our earlier work on SWAN by modifying the
API to support registering/unregistering actuation-based expressions. The SWAN-
Song language is extended to support both actuation-based expressions and remote
expressions. We added a remote manager module to manage the communication
with various clouds. The actuation library is added to support interaction between
multiple actuators and the expression evaluation engine. In the cloud, we rewrote
the original SWAN expression evaluation engine. We added support for various IoT
sensors (implemented as virtual sensors) and actuation support that includes pushing
data to the phone.
Typically, for remote processing in the cloud, a third-party app uses the SWAN
API to register a remote expression to the cloud. The expression is then sent to the
evaluation engine service which will forward it to the remote manager in the phone.
The remote manager checks the location identifier of the expression and sends it to
the URL specified. The cloud acknowledges the expression and starts the evaluation
by activating the relevant sensor thread. The result of the evaluation from the cloud
is received by the remote manager and is further sent to the evaluation engine in the
phone for local processing. The final result is sent to the app.
Next, we describe the new components of the Cowbird framework. The extended
SWAN-Song language will be discussed in Section 3.2.5
Actuation Library and HTTP-based Actuation
The actuation library is responsible for interaction between the expression evaluation
engine and multiple actuators. When an actuation-based expression is registered, the













































Figure 3.3: Cowbird architecture (smartphone and cloud). The new components are
marked with ⊗.
actuation manager in the library validates the actuation part of the expression and
registers it. When a new sensor data is generated, the expression evaluation engine
evaluates it and broadcasts the result along with an ID. The broadcast is intercepted
by the actuation manager and its validity is checked and the relevant actuation is
performed accordingly.
Cowbird supports various types of actuation as shown in Figure 3.2. Here, we
focus on a software-based actuation (HTTP) to show how it can enable flexibility
and ease of use for building context-aware applications. We first describe how the
SWAN framework was initially used to connect to a cloud storage. We then explain
our implementation of a cloud solution integrated in the SWAN framework. We
further discuss the disadvantages of the above solutions and show how the HTTP-
based actuation can support flexibility for the developer.
SWAN with external cloud solution - The context-aware apps can easily col-
lect the sensor data from SWAN. In Fig. 2.1, the App M registers an expression in
SWAN and receives the relevant sensor data. This data is then sent to the Cloud
Storage M for which the HTTP connection module is written by the developer. It
implies that all the applications that need to send data to the cloud provider will have
to build their own server connection module. SWAN’s purpose to help developers to
easily build context applications is not met in this case.
SWAN with integrated cloud solution - Our group built a cloud solution [101]
for SWAN using a layered storage mechanism to store sensor data in the cloud.
On receiving new sensor data, the sensor service will initially store the sensor data
in the memory. It is then flushed to the local database from where it is further
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periodically transferred to SWAN’s cloud. In Fig. 2.1, an expression from the App
M is registered in SWAN and the sensor data generated is periodically transferred
to SWAN ′s Storage.
However, this approach gives tight coupling between the SWAN framework and
the cloud provider. In some cases, the application developer would prefer to do ad-
ditional processing which may not be supported by SWAN’s storage. In such cases,
even though SWAN has an integrated cloud solution, the developer still needs to
additionally build her own server connection module to send data from the SWAN’s
storage to her own cloud solution.
Cowbird with actuation - The HTTP-based actuation in the Cowbird frame-
work (as shown in Fig. 3.3) decouples SWAN and the cloud storage so that devel-
opers can easily build context-aware applications that require sending data to their
preferred cloud solution. The HTTP-based actuation uses a generic REST based
server connection module to send sensor data to any server specified by the appli-
cation developer. Moreover, the extended SWAN-Song language is used by adding
extra parameters for enabling data transfer to a remote server as a part of the HTTP
actuation.
Remote Manager
The evaluation manager in the evaluation engine registers an expression to the re-
mote manager using three parameters: the expression id, expression and the location
(URL) of the expression. The remote manager starts a HTTP POST request to the
cloud with the id, expression and a Firebase token. The remote manager runs a Fire-
base Message Service to receive the result of the evaluation done in the cloud. The
result is received as push notification through Firebase Cloud Messaging. We chose
Firebase Cloud Messaging because sensor data is typically less than 4KB (maximum
payload). Also, as Cowbird is Android-based, the Google Play Service already has
socket connections to the Firebase server and multiple applications can make use of
this service to minimise battery consumption. The message received from the server
contains the result of the expression which can be either a new value or a new TriS-
tate (TRUE, FALSE, UNDEFINED) and the expression id. The remote manager
sends this data to the evaluation engine service for local evaluation. After the local
evaluation, the final result is sent to the app.
Cloud Instance
The SWAN functionality is implemented in the cloud using the Play Framework [17]
with Java. The cloud API contains a controller that routes a specific URL to a func-
tionality. Apart from receiving requests from mobile clients, the cloud also enables
web clients to register expressions. For example, we built a Facebook bot client
SWANbot [22] to register expressions to the cloud and the result of an expression
is received as a message by the bot. The cloud API includes some additional func-

















































Figure 3.4: Communication between the phone and the cloud
tionalities such as checking if an expression is valid and support for showing the list
of available sensors along with its configurations. Cowbird currently supports var-
ious IoT sensors such as ThingSpeak, TheThingsNetwork, Twitter, News, Weather,
Currency and Flight. Additional sensors can be easily added as a plugin.
On receiving a request from the phone, the cloud API forwards it to the ex-
pression evaluation engine. The expression evaluation engine will start the relevant
sensor thread that will keep polling external web data from an endpoint. The sen-
sor data is sent back to the evaluation engine which will evaluate the data and the
result is sent the Firebase actuator. The Firebase actuator will forward the result to
the phone, as a Firebase push notification along with the registered token and the
framework’s API key.
3.2.4 Optimization
In case of TriState expressions, we optimize the process of sending the result of
the evaluation back to the phone. The result is sent only if there is a change in the
outcome (e.g., from FALSE to TRUE), and not whenever a sensor value changes.
An example is given in Fig. 3.4. A registered expression triggers the sound sensor
to check every second if the sound level is larger than 50 dB. The evaluation result
is FALSE for the initial value (41 dB). This result will be sent to the phone. From
then on, even though the value changes every second from 41 dB to 47 dB, the
result remains FALSE. In this case, the result is not sent to the phone. However, the
evaluation engine in the phone can detect that the result is FALSE since the delay
is 1 second and there was no data received. Now, when the data changes from 47
dB to 51 dB, the result changes to TRUE. This result is sent to the phone for further
evaluation. By minimising the communication between the phone and the cloud we
can minimise the energy consumption. We show our experiments in the evaluation
section.
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Expression Type Example
LLM Switch on/off my lights based on light sensorsof phone
LMN Send notification to a cloud when my averageheart rate on watch is more than a threshold
HTTP-based Send the current GPS sensor data of phone toa cloud for live crowd monitoring
Remote Monitor the environment with IoT sensorsand notify the user in case of any discrepancy
Table 3.2: Overview of the expression types with examples.
3.2.5 Programming Abstraction
The Cowbird framework allows application developers to easily interact with various
sensors and actuators. Table 3.2 shows an overview of the expression types with
examples. The developers can register expressions written using an extension of
SWAN-Song to perform actuation locally and remotely. Out of all possible types
of scenarios, we focus on two representative scenarios (labelled as LLM and LMN)
that include local and remote sensing, processing, and actuation. Below, we discuss
these two scenarios along with two concrete scenarios (HTTP-based and remote).
LLM Expression
The first scenario LLM performs the sensing and processing on deviceL and the
actuation on deviceM and the expression for this scenario is written as:
deviceL@sensor : p a t h { ope ra t i onX , timeWindowY}
THEN
deviceM@actua te : p a t h
where the sensing expression and the actuation expression are separated by THEN ,
deviceL represents the location of sensing and deviceM represents the location
of actuation, sensor : path implies the type of the sensor and the value path
(e.g., location:latitude), operationX represents the type of operation (e.g., MEAN,
MAX) and timeWindowY represents the time window (e.g., 10s for 10 seconds),
actuate : path represents the type of the actuation and the value path (e.g., vibra-
tor:vibrate). The expression computes the operation over a time window on the data
generated by the sensor on deviceL, and the result is sent to deviceM for actuation.
In the case of a non-tristate sensing expression, the actuation occurs after every






expression evaluation based on the configuration set by the developer. For example,
the current implementation of the vibration actuator supports actuation for a constant
duration set by the developer. For tristate sensing expressions, the actuation occurs
when the result of the evaluation is true.
LMN Expression
The second scenario is LMN where the first expression only gathers data from the
sensor on deviceL and sends it to deviceM without doing processing (also called as
ANY processing) and in the second expression deviceM gathers the actuated data
as a sensor and performs processing. The result is sent to deviceN for actuation.
The expressions are written as:
/ * E x p r e s s i o n r e g i s t e r e d on dev iceL * /
dev iceL@sensor : p a t h {ANY, 0 s }
THEN
deviceM@sensorA : pa thE
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ * E x p r e s s i o n r e g i s t e r e d on deviceM * /
deviceM@sensorA : pa thE { ope ra t i on X , timeWindowY}
THEN
dev iceN@ac tua te : p a t h
HTTP-based Expression
The following components are used as a part of HTTP actuation for enabling a cloud
solution using Cowbird:
• Server URL to which the application developer wants to send the data.
• The request-body type for sending the data. For example, form-data, applica-
tion/json, application/xml etc.
• The type of authorization (e.g. NoAuth, Basic Auth)
• The HTTP request method such as GET, POST or PUT. In case of GET
method, the sensor data is encoded in the URL.
• A list of key-value pairs in the header.
• Apart from the sensor data generated, the developer can add extra fields in the
HTTP body in the form of list of key-value pairs.
• Spatio-temporal information - In the Internet of Things context, since all data
is represented in the form of space and time, the application developer can
optionally enable the location and time fields for all sensors.
36 CHAPTER 3. COWBIRD FRAMEWORK
(a) Adding HTTP request method (b) Configuration parameters
Figure 3.5: Server Connection Configuration
The sensor data will automatically be added to the HTTP body (in case of POST
or PUT) in the form of key-value pairs where the developer can suggest the name of
the key and the value is generated by the SWAN system.
Multiple context applications register expressions using the extended SWAN-
Song domain specific language. To connect to a cloud, every expression should
contain the endpoint (server) parameters. An example of registering an expression
that uses light sensor data in the phone which is sent to the ThingSpeak [24] server
is shown below:
s e l f @ l i g h t : l u x {MAX,1000 ms}
THEN
s e l f @ h t t p : p u t ? e n d p o i n t 1
where self before THEN is the location of the sensor, light is the sensor entity
name, lux is the valuepath, MAX is the history reduction mode and 1000ms is the
time period, self after THEN is the location of the actuator, http is the actuator
entity name, put is the value path (HTTP method), and endpoint1 is a set of server
configuration parameters.
The endpoint endpoint1 is configured as shown below:






e n d p o i n t 1 = [
u r l = h t t p s : / / a p i . t h i n g s p e a k . com / u p d a t e . j son ,
h t t p _ a u t h =NoAuth ,
h t t p _ h e a d e r = n u l l ,
h t t p _ b o d y = a p i _ k e y : xx ,
h t t p _ b o d y _ t y p e = f o r m d a t a
]
where url is the URL of the server which the developer wants to connect to, http_auth
is the authorization which is no authorization in this case, http_header is the HTTP
Header with null value, http_body is the additional HTTP Body in which we set an
API key for this sensor value.
To ease the creation of an expression, we have implemented a preference screen
in SWAN as shown in Fig. 3.5 where the user can tune the connection parameters.
In the above case, the light sensor service will start generating data. The gener-
ated data is sent to the expression evaluation engine and further to the HTTP actua-
tion. A new connection is established for every registered expression and the sensor
data is sent to the relevant endpoint. In Fig. 3.3 we can see that the data generated
by App 1 is sent to the Cloud Storage 1, App 2 to the Cloud Storage 2, and the
data generated by App M is sent to the Cloud Storage M . Note that an app can
also send sensor data to multiple cloud providers.
Remote Expression
In Cowbird, we extend the location identifier of SWAN-Song to support remote
expressions. The developer can add a general cloud URL in the configuration app
of the framework. The location identifier would then become cloud. E.g., in case of
a sound sensor feed available in a channel in the ThingSpeak [24] server, to check
if the mean value over a period of 10 seconds is greater than 50.0 decibel (dB) (to
detect noise), we write the expression as:
c loud@th ingspeak : f i e l d ? c h a n n e l i d = ‘1 ’
# f i e l d = ‘1 ’
{MEAN, 1 0 s } > 5 0 . 0
where cloud is the location identifier, thingspeak is the name of the sensor that
handles the communication with the ThingSpeak server, field is the valuepath (the
sound level value), channelid = ‘1′ is the configuration for the channel id in the
ThingSpeak server, field = ‘1′ indicates the configuration for the specific sensor
field in that particular channel, {MEAN, 10s} is the history reduction mode and
the history window (to calculate the mean value over a period of 10 seconds). Note
that it is not mandatory to always include the actuation part in the SWAN-Song
expression.
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We also provide the flexibility for the developer to write the endpoint per expres-
sion. E.g., an expression to do the same evaluation on a Heroku cloud application
can be written as:
h t t p : / / cowbi rd . he rokuapp . com@thingspeak : f i e l d ? c h a n n e l i d = ‘1 ’
# f i e l d = ‘1 ’
{MEAN, 1 0 s } > 5 0 . 0
A combination of expressions that use local sensors (accelerometer) and IoT
sensors (ThingSpeak) can be written as:
/ * E x p r e s s i o n E1 r e g i s t e r e d i n t h e phone * /
E1 = self@movement : t o t a l {ANY,1000} > 15
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ * E x p r e s s i o n E2 r e g i s t e r e d i n t h e c l o u d * /
E2 = c loud@th ingspeak : f i e l d ? c h a n n e l i d = ‘1 ’
# f i e l d = ‘1 ’
{MEAN, 1 0 s } > 5 0 . 0
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ * Combined E x p r e s s i o n r e g i s t e r e d i n t h e phone * /
E = E1 && E2
The evaluation of the local expression (E1) occurs in the phone. The evaluation
of the remote expression (E2) occurs in the cloud and the result is sent to the phone.
The combined expression (E) is evaluated on the phone based on the results from
E1 and E2.
A combination of expressions that use two IoT sensors can be written as:
/ * E x p r e s s i o n E1 r e g i s t e r e d i n t h e c l o u d * /
E1 = c loud@th ingspeak : f i e l d ? c h a n n e l i d = ‘1 ’
# f i e l d = ‘1 ’
{MEAN, 1 0 s } > 5 0 . 0
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ * E x p r e s s i o n E2 r e g i s t e r e d i n t h e c l o u d * /
E2 = c loud@th ingspeak : f i e l d ? c h a n n e l i d = ‘2 ’
# f i e l d = ‘1 ’
{MEAN, 1 0 s } > 5 0 . 0
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ * Combined E x p r e s s i o n r e g i s t e r e d i n t h e phone * /
E = E1 && E2








(a) Main Activity Screen (b) Crowd Map Screen
Figure 3.6: Crowd Monitoring Application
3.3 Evaluation
In this section we first evaluate the HTTP-based actuation in terms of ease of use
and flexibility. Then, we focus on remote processing and evaluate it in terms of
flexibility, data transfer costs, CPU load, and energy-efficiency.
3.3.1 HTTP-based actuation
We evaluate the actuation for Cowbird using two criteria, namely the ease of use and
the flexibility. The ease of use is illustrated based on the number of lines of code
the developer needs to write. We built a crowd monitoring application to compare
the ease of use of the SWAN and Cowbird frameworks. The flexibility aspect is
evaluated based on how capable the Cowbird framework is to perform HTTP actua-
tion on two different servers with different input data. We use ThingSpeak [24] and
Django [9] servers to evaluate it. We will describe both cases below.
Ease of use
The crowd monitoring app is a prototype app built to detect the crowd density in a
particular area of the user’s interest in real time. Fig. 3.6 shows a screenshot of the
app. The user can choose to send her GPS data to the cloud provider and view the
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live crowd density in the area of interest near her location. We built two versions of
the crowd monitoring app that use the SWAN and Cowbird framework and we tested
them using a Samsung Galaxy S5 running Android version 5.0.
The app using the original SWAN framework registers the GPS expression when
the user presses the "SEND MY GPS DATA" button. After evaluation, the SWAN
framework sends GPS data to the app. The app uses the Android API to build the
actuation manager module and the HTTP actuation. The Android components used
are the HttpURLConnection [13] client for sending and receiving data using HTTP
and AsyncTask [2] to perform network operations on a separate thread from the UI
thread. In the case of the app using the Cowbird framework, the GPS expression
along with the endpoint is registered as a HTTP actuation and the live GPS data is
sent to the endpoint from the Cowbird framework.
We compare the number of lines of code for both versions as shown in Table 3.3.
It does not include white spaces, comments or logs and the maximum number of
characters per line is 100. Despite the well-known shortcomings of line-counting, it
is clear that the Crowd monitoring app using Cowbird saves the application devel-
oper from writing extra lines of code. The SWAN-Song expression with Cowbird
uses extra lines of code to add HTTP actuation information about the endpoint. With
the use of the preference screen previously described, we note that it is easy to build
SWAN-Song expressions.
Table 3.3: Lines of code that the application developers need to write
Functionality Crowd Monitoring Crowd Monitoring
app using SWAN app using Cowbird
SWAN-Song expression 2 10
SWAN API 28 28
HttpUrlConnection 44 0
AsyncTask 15 0
Other (Non-SWAN)* 132 132
Total 221 170
* Most of the code created with the help of the integrated development environ-
ment.
Flexibility
We test the flexibility of the Cowbird framework by using the SwanMonitor2 tool
and two different cloud providers, namely ThingSpeak and Django server.
SwanMonitor is a utility app used to connect to SWAN using a graphical inter-








Figure 3.7: Real time analytics in ThingSpeak
can register multiple SWAN-Song expressions. The sensor data will be sent to the
respective cloud provider mentioned in the expression.
ThingSpeak [24] is an open data platform for the Internet of Things. It supports
real-time data collection, data analysis, data processing of the position information,
data visualization, message transmission, etc. It provides an Open API to store and
retrieve data from sensors using HTTP over the Internet or via a Local Area Net-
work. Fig. 3.7 shows the real-time analytics of light sensor data collected from the
SwanMonitor. The Y axis is the light intensity (lux) and the X axis is the time
at which the data was collected. It is interesting to note that we can infer various
information with such analytics. In this case the 0 lux value implies the device was
in a dark area and the 178 lux value implies that it was in a bright area. This could
mean that in the time period from 15:43 to 15:52, the user had kept the device in her
pocket. We can analyse the user behaviour in a work area with such information.
The light sensor data is sent to the ThingSpeak server using the HTTP POST request
with the request body type form− data and api_key as additional HTTP body.
We deploy the Django [9] web framework on DAS4 [7] and use the Apache
Cassandra [5] database for storing the sensor data. DAS4 provides a common com-
putational infrastructure for researchers who work on various aspects of parallel,
distributed, grid and cloud computing, and large-scale multimedia content analysis.
In this case, the DAS4 [7] system can be used to do compute-intensive tasks such as
simulations of an earthquake based on the users location data. With the use of the
SwanMonitor tool, we send GPS sensor data from the device to the server. The lo-
cation data is sent to the Django server using HTTP POST requests with the request
body type as application/json and the unique device id as additional HTTP body.
In addition, we have deployed a private ThingSpeak server instance on DAS5 [8],
which allows us to keep our data on our own resource for additional cloud-based
scenarios.
These experiments show that Cowbird with HTTP actuation can be used for dif-
ferent REST based cloud providers by changing only the endpoint parameters in the
extended SWAN-Song language.
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3.3.2 Remote Processing
In this section, we describe the evaluation conducted on the remote processing of
IoT sensor data using the Cowbird framework. First, we show the flexibility of
the Cowbird framework by showing the various possibilities with which an app can
be built. Then, we compare Cowbird against Cuckoo [62] with respect to energy
consumption, CPU load and the amount of data transferred between the phone and
the cloud. We compare against Cuckoo and not against a naiver approach of polling
from the phone, because Cuckoo already is vastly more efficient than naive polling
[64]; also, both Cuckoo and Cowbird use SWAN as underlying software, enabling a
fair comparison. The Cuckoo communication framework is based on offloading the
polling of real-time data in the web from the phone to the cloud. The data is polled
at frequent intervals in the cloud and only in case of a change in the data, the new
value is pushed to the phone. In comparison with continuously polling real-time data
in the web directly from the phone, the Cuckoo framework is more efficient because
the cloud will only send the required data (not the whole web resource) when there
is a change. Also, Cuckoo can use a higher polling frequency in the cloud than on
the phone, enabling faster response.
In case of IoT sensors where data changes frequently, Cuckoo will have to push
the data to the phone frequently. As opposed to Cuckoo, Cowbird minimises the in-
teraction between the phone and the cloud by offloading the evaluation of IoT sensor
(remote) expressions to the cloud. The continuously changing data is evaluated in
the cloud and the new result is sent to the phone only if there is a change from the
previous evaluation result. Below, we will describe our experimental setup and the
evaluation done on the benchmarks.
Flexibility
We built a prototype of the Quiet Route app that continuously guides the user to
walk from a source to a destination using a route with minimal noise. If the user
wants to travel from A to B, the app checks all the possible routes and suggests the
user to choose the best route at that point of time. The noise is determined by the
sound level data received from the IoT sensors placed in various locations in the
city. Once the route is chosen by the user, the noise level in that route needs to be
continuously evaluated. When high noise is detected on the chosen route, the user
is given an alternate route to the destination. This process continues till the user
reaches the destination. After the user passes an IoT sensor, the evaluation of that
sensor is stopped as it is no longer needed.
We show the ease of use and flexibility of using Cowbird when building the app.
Figure 3.8 shows three possible ways the Quiet Route app can be built with Cowbird.
The dark green colour represents the GPS sensor and the light blue colour represents
the sound sensors.
Evaluation on the phone: Figure 3.8a shows how the data from the smartphone











(a) Evaluation on the phone
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(c) Evaluation in the cloud
Figure 3.8: Architecture for Quiet Route app
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locally in the phone. In this case, Cowbird registers a value expression for the GPS
sensor to get the current location as shown below.
s e l f @ l o c a t i o n : l o c a t i o n {ANY,1000}
To get the possible (fastest) routes from a source to a destination there are various
online services (e.g., Google Maps Distance Matrix API [12]) we can use. The result
is a list of location coordinates (latitude and longitude) of the points of the route.
For each of these points, we can register a TriState expression to gather and evaluate
sound sensor data. One example of the TriState expressions is shown below.
s e l f @ t h i n g s p e a k : f i e l d ? c h a n n e l i d = ‘X’
# f i e l d = ‘Y’
{MEAN, 1 0 s } > 5 0 . 0
where channelid = ‘X ′ represents the id of the sound sensor in the proximity
of a particular location.
Evaluation on the phone and in the cloud: Figure 3.8b shows the evaluation
of the GPS sensor performed locally in the phone and the evaluation of the sound
sensors done in the cloud. The expression for the local evaluation (GPS) remains
the same. However, for performing evaluation of the sound sensor in the cloud, the
expression is registered as below.
c loud@th ingspeak : f i e l d ? c h a n n e l i d = ‘X’
# f i e l d = ‘Y’
{MEAN, 1 0 s } > 5 0 . 0
where the location identifier will change and the rest of the expression remains
the same. As previously discussed, we can also give an endpoint URL instead of the
cloud.
Evaluation in the cloud: Figure 3.8c shows the evaluation of both the GPS
and the sound sensors performed in the cloud. In this case, the expressions for the
evaluation of the sound sensors and the GPS sensors in the cloud would remain the
same as described for the cloud part in Figure 3.8b. But, for sending GPS data to the
cloud, we use the below expression.
s e l f @ l o c a t i o n : l o c a t i o n {ANY,1000 ms}
THEN
s e l f @ h t t p : p u t ? e n d p o i n t 1
where endpoint1 is the HTTP configuration parameter, which can be a storage







Using Cowbird, we give the flexibility to the developers to choose where to do
which computation. We also see that the domain specific language is easy to use. In
the above scenarios, the best choice depends on the frequency at which the GPS data
and IoT data change. In case of Cuckoo [62], the Quiet Route app can only be built









































































(b) Amount of data transferred
Figure 3.9: Measurement of Cuckoo and Cowbird for sensor data delay of 1 second
Experimental Setup
We performed various experiments using a Nexus 5 phone running Android version
6.0.1. We used a laptop connected to the Internet over ethernet as the cloud. We
connected the phone to the laptop using Wifi. For profiling the energy consumption,
the CPU load and the data transfer rate we used the Trepn profiler [25]. To run
the experiments, we disabled or stopped all other apps and services running on the
phone. We kept the phone in airplane mode with the Wifi switched on and the screen
off. Also, the phone was kept in the same position for all the experiments and every
experiment was run three times. We ran a shell script (ADB over Wifi [1]) to start
both the app and the profiler.
Benchmark
We evaluate the impact of code offloading for Cuckoo as shown in Table 3.4. We
compare it to Cowbird with respect to a simple expression that gathers data from
the ThingSpeak server every second. We observe that the initialization time (time
taken to get the first data from the cloud) is 6 times higher for Cuckoo compared to
Cowbird. Cuckoo also has an overhead in terms of connection requests to the cloud.
We also note that Cuckoo needs to send the code (Class file) to offload to the cloud.
The size of the offloading file can vary based on the amount of code (the size of the
ThingSpeak poller class is 3.81 KB). In terms of the size of the data received every
second, Cuckoo and Cowbird are similar. However, the data transfer rate for Cuckoo
is slightly less compared to Cowbird.

























































































Figure 3.10: Measurement of Cuckoo and Cowbird for various sensor data delay (1,














































































(b) Amount of data transferred
Figure 3.11: Measurement of Cuckoo and Cowbird for combined expressions (with
delay 1 second)
We also evaluate both Cuckoo and Cowbird by controlling the value of IoT sen-
sors. The benchmark follows the evaluation strategy for IoT sensors (in this case,







chitectures in Fig. 3.8b and Fig. 3.8c are similar if we consider applications using
only IoT sensors. We study the two most extreme cases: in ALTERNATE the result
changes between FALSE and TRUE with every sensor reading; with STABLE the re-
sult remains the same; ALTERNATE is the worst case for Cowbird, while STABLE
is the best case. In both cases every sensor reading is different from the previous
one. In the ALTERNATE case, Cuckoo pushes the continuously changing data from
the cloud to the phone every time and evaluates locally on the phone. Cowbird will
evaluate the data in the cloud and send the result (TRUE or FALSE) to the phone
whenever it changes (in this case every time). In the STABLE case, Cuckoo will
still send the data every time to the phone and perform the evaluation. However,
Cowbird will send the result of the evaluation to the phone only the first time since
there is no change in the result thereafter. Figure 3.9, 3.10 and 3.11 show the result
of the evaluation (done for 5 minutes).
Table 3.4: Comparison between Cuckoo and Cowbird
Framework Cuckoo Cowbird
Initialization time (ms) 1890 292
Connection Request Size (KB) 7.89 0.54
Code offloaded (KB) 3.81 0
Amount of data received
every second from the cloud (KB) 0.185 0.193
Number of messages sent in 300s
(with 1 second delay) 279 299
Figure 3.9 compares Cuckoo and Cowbird with respect to energy consumption
and the amount of data transferred for test cases with delay (polling frequency) 1
second. In Figure 3.9a, for the ALTERNATE case, we see that the average power
consumption for Cowbird is similar to Cuckoo. We have seen before that Cuckoo
does not send all the data to the phone due to missing updates and we assume that
the energy consumption for Cuckoo can get higher than Cowbird’s if Cuckoo sends
the same number of messages as Cowbird. For the STABLE case, we see 35%
gain in the energy efficiency for Cowbird. In Figure 3.9b, we see that for both the
ALTERNATE and STABLE case, Cowbird performs better than Cuckoo in terms of
the amount of data transferred. We also note that the amount of data transferred in
Cowbird from the cloud to the phone is minimal for the STABLE case.
Figure 3.10 shows the power consumption and the normalized CPU load (usage
with respect to the maximum CPU frequency) when the delay is 1, 2, 5, 10 and 30
seconds for the STABLE case. We see that the power consumption, the amount of
data transferred and the CPU load are higher for Cuckoo when the delay is 1 second.
We observe that, at a delay of 30 seconds, the power consumption and the CPU load
are similar for both Cowbird and Cuckoo. However, the amount of data transferred
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is higher for Cuckoo.
We will now study more complicated expressions that consist of two subexpres-
sions (for example, "Expression1 && Expression2"). Figure 3.11 compares Cuckoo
and Cowbird with respect to energy consumption and amount of data transfer for
test cases (containing combinations of expressions) with a sensor reading interval
(delay) of 1 second. We observe lower power consumption and data transfer for
Cowbird for both the ALTERNATE and STABLE case. In the ALTERNATE case,
for Cowbird the evaluation of the combination of expressions happens in the cloud
and the result is only sent once every second to the phone. For Cuckoo, the data
is sent two times every second and the processing happens two times in the phone.
This leads to higher power consumption. The evaluation results suggest that Cow-
bird has better energy efficiency, data transfer cost and CPU load in comparison to
Cuckoo in all the cases. Cowbird outperforms Cuckoo if the delay is low and the
evaluation result does not change often.
Whether actual applications have a behaviour that is closer to the ALTERNATE
scenario or the STABLE scenario depends on the details of the various phone and
IoT sensors used by the application. As an example, for the Quiet Route app we
see that the sound sensor value changes frequently. This means that Cuckoo will
have to send the new data every time to the phone for evaluation. We also note that
the number of expressions registered in the cloud will depend on the distance of the
route (the longer the distance, the more data from IoT sensors needs to be evaluated).
These expressions will generate more evaluations on the phone for Cuckoo whereas
Cowbird will perform the evaluations on the cloud and will send the result only if
there is a change. In addition, since we are interested in checking if the average
value of the sound sensors over a time period is above a threshold, we notice that
the evaluation result does not change very often if the time period is long. In such a
case, the app would behave similar to the STABLE case. Hence, using the offloading
strategy (as shown in Fig. 3.8b, 3.8c) with Cowbird will have a positive impact on
the energy efficiency and the data transfer cost.
3.4 Related Work
Various solutions exist that can help in building context-aware applications. IFTTT [106]
uses trigger action-programming to build context-based recipes. They do not focus
on building recipes based on sensor data. Tasker [67] allows adding rules through a
graphical interface. However, they are not suitable for use as middleware for build-
ing complex sensor-based applications.
Edgent [11] is built to analyze data and events locally on low-end devices. How-
ever, there is no domain-specific language to build applications easily. Seemon[59]
proposes a context monitoring framework for sensor-rich and resource-limited mo-
bile environments where multiple applications can use a context monitoring query to
understand the user’s context and react appropriately. The Mobicon[74] framework






provides an application programming interface (API) and a runtime environment for
applications. It functions as a shell above personal-area networks, providing an in-
terface for receiving and processing sensor data and for controlling sensors. Neither
of these solutions discuss the requirement for a cloud provider in the framework.
MobiSens[109] is a client/server system with Android App as client and two-tier
server systems. The mobile client collects various sensor data from phones, applies
activity segmentation and lightweight adaptive activity recognition, and directly in-
teracts with the user. Sensingkit[61] provides a multi-platform library to collect sen-
sor data from the phone and send it to the server. Such solutions bring tight coupling
between the device and the server. Our approach focuses on providing the flexibility
for the application developer to easily choose her preferred cloud provider to send
the sensor data from the smartphone.
Fakoor, et al. [46] propose an integrated framework for storing, processing and
delivering sensor data for people-centric applications deployed in the cloud. The
smartphone will act as a thin client and is connected to a user adaptation module in
the cloud that will deliver the sensor data to the relevant cloud engine in the cloud.
Our work aims at covering all types of context-aware applications that do processing
and storage of the sensor data in both the device and the cloud.
Mosden [56] was first proposed as a solution for collaborative mobile sensing
and later extended to meet the requirements of IoT [87]. Mosden extends the GSN
middleware for processing sensor data in the cloud [27]. It does so by making it
portable to resource constrained devices, like smartphones. Nevertheless, Mosden
can run itself in the cloud in order to store and analyze sensor data coming from
many sources. Even though Mosden can be used as a cloud service that delivers
sensor data to mobile nodes, it lacks mechanisms for combining and filtering this
data, as Cowbird does. Panorama [28] is another mobile sensing framework with
cloud support. However, its focus is more on collaborative sensing performed by
co-located mobile devices.
Another related body of work is mobile crowdsensing. In mobile crowdsensing
applications, sensor data from a large number of mobile devices is collected in the
cloud, where it is aggregated, analyzed and later retrieved by interested parties. Re-
cently a number of frameworks and platforms have been proposed to facilitate the
development of crowdsensing applications [41][89][110]. While most of them focus
on identifying the best sensor data sources and collecting data from them, Cowbird
makes it easier to process the gathered data and access it by means of SWAN-Song
expressions.
There are several stream processing platforms [114, 104] built for distributed
processing on large clusters. They focus on processing data collected from smart-
phones and wearables in the cloud. However, they are not suitable for some scenarios
that require processing locally to save energy.
Much effort has been put lately in the development of mobile cloud platforms for
offloading storage, computation, or both from mobile devices to the cloud [43][47].
Among those, the Cuckoo [63] framework is the most related to our work, as its
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focus is on performance and energy efficiency, similar to Cowbird. Cuckoo aims
to achieve these goals by offloading code to the cloud, therefore reducing the com-
putational burden on the smartphone. Despite being a good solution for offloading
general purpose CPU-hungry tasks, Cuckoo lags behind when it is used for appli-
cations that require polling of data that changes frequently, like those presented in
this chapter. Other mobile cloud platforms focus on security [52], functionality [65],
usability [82] or portability [113]. Still, our work is the first in the field that ad-
dresses the performance and resource usage demands imposed by the emergence of
the Internet of Things.
MoPS[88] is among the closest related to our platform, as it uses a cloud-based
publish/subscribe mechanism for accessing data from various sources in an energy
efficient manner. Power consumption in MoPS is reduced by adapting the amount of
sensed data collected from the sensing nodes to the current data needs of the applica-
tion users. Similar to Cowbird, MoPS uses a domain specific language for querying
various data sources from the Internet of Things. Unlike Cowbird, where power us-
age is reduced by filtering data that is sent to the subscribers, energy efficiency in
MoPS is achieved by reducing the amount of data that is contributed by publishers.
Sentio [42] focus on virtualization of sensors and runs as middleware on the watch,
the phone, and the cloud. They do not provide programming support for offloading
the processing in a heterogeneous environment.
Our solution is different in that we enable programmers to build context-aware
applications in a heterogeneous environment using various combination of smart de-
vices. Cowbird provides an easy to use domain specific language with the flexibility
to perform local and remote sensing, processing, and actuation.
3.5 Conclusion
New types of context-aware applications are using sensor data from various dis-
tributed sources. Along with the sources, there are various processing and actuation
possibilities (locally or remotely) in a smart device ecosystem. Building applica-
tions in such an ecosystem becomes intrinsically complex as the developer needs to
reconcile different APIs specific to different platforms.
In this chapter, we designed the Cowbird framework that provides an easy-to-
use yet flexible and energy-efficient way to combine sensor data from smart de-
vices, which addresses our first research question (as explained in more detail be-
low). Cowbird uses a unified programming API that follows a sensing-processing-
actuating model. The Cowbird framework reduces the application development
complexity by allowing local and remote sensing, processing, and actuation in a
smart device ecosystem.
To demonstrate this, we built two applications: the Crowd Monitoring app and
the Quiet Route app. The Crowd Monitoring app uses HTTP actuation in Cowbird







Cowbird is easy to use and the developer has to write fewer lines of code to build
the application in comparison with SWAN. Further, the flexibility is validated by
using the SwanMonitor tool to send various sensor data to multiple cloud providers.
With the Quiet Route app, we showed the flexibility to perform remote processing
using Cowbird. The Quiet Route app has been explored more in-depth here [45].
Finally, we compared the performance of Cowbird and Cuckoo (in terms of energy
efficiency, data transfer cost and CPU load) and conclude that Cowbird performs









Real-time Sensor Data Processing with Smart Edge
Devices
Abstract
A key challenge for smart city analytics is fast extraction, accumulation and process-
ing of sensor data collected from a large number of IoT devices. Edge computing has
enabled processing of simple analytics, such as aggregation, geographically closer
to the IoT devices to improve latency. However, the throughput of processing in the
edge depends on the type of resources available, the number of IoT devices con-
nected and the type of stream analytics performed in the edge.
We extend the Cowbird framework of Chapter 3 into a framework called Edge
Cowbird for building efficient, large scale IoT-based applications. Our framework
distributes the stream analytics processing tasks to the nodes based on their prox-
imity to the sensor data source as well as the amount of processing the nodes can
handle. Our evaluation shows the effect of various stream analytics parameters on
the maximum sustainable throughput for a resource-constrained edge device.
The contents of this chapter have been originally published in the proceedings of the IEEE International
Conference on Edge Computing (EDGE), and have been slightly modified to improve readability.
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4.1 Introduction
The growth in the Internet-of-Things (IoT) has enabled applications in fields such
as smart cities, smart office and smart farming, where large numbers of IoT-based
sensors are used. For example, an environmental monitoring application can use
thousands of sensors (measuring, say, humidity, sound, CO2) geographically spread
around the city, each transmitting data frequently. The total system generates many
measurements per day. To address such scenarios, many stream processing engines
such as Spark streaming [21] and Flink [35] have been proposed that can evaluate
the data records in real-time in the cloud. However, the decentralization of cloud to
support nascent applications and technologies for mobile computing and IoT has led
to the emergence of edge computing [93], where the data processing occurs closer
to the data source in fog or cloudlet [94] resources. Edge computing is particularly
becoming important for building geographically distributed applications (e.g., video-
analytics [112]) that require high responsiveness in terms of latency and bandwidth.
Nowadays, a typical three tier architecture [33, 94] includes a sensor data source
layer, an edge/fog layer and a cloud layer (see Figure 4.1). Simple analytics (e.g., ag-
gregation, filtering, transmission) are usually done in the resource-constrained edge
and complex (compute-intensive) analytics (e.g., real-time machine learning, speech
recognition, planning navigation) are best performed in the cloud on a large cluster.
While the need for both the edge and the cloud is evident, it is still not clear in
which scenarios we would prefer to use the edge. Many factors need to be taken
into account while processing in the edge. First, it depends on the type of resource
used in the edge. While some suggest to use a very low-end device such as a Wifi
access point [76], others use a micro data center [95] in the edge. Second, the sim-
ple analytics in the edge can have an impact on the throughput when the amount of
processing increases per node for a smart city scenario. Third, the performance of
the stream processing on IoT sensor data depends on the processing time window,
the type of operation performed and the frequency at which the sensor data is gener-
ated. With the possibility to conduct simple analytics closer to the origin of the data,
analytics applications have additional parameters to optimize for, i.e., what type of
simple analytical processing to conduct in the edge and how this impacts the overall
system throughput and performance.
In this chapter we approach the second research question of the thesis and inves-
tigate how can we make optimal use of edge computing to make the processing of
sensor data from large numbers of smart devices more responsive while achieving
the maximum sustainable throughput. To this end, we introduce a framework called
Edge Cowbird that enables developers to efficiently build large scale IoT applica-
tions based on the number and type of resources available in the edge, the fog and
the cloud. Edge Cowbird extends the expression-based computing paradigm (as seen
in Chapter 3) to the edge and gives the programmer an easy way to choose between
the many options (cloud/edge, sensor parameters), with only small changes to the
code. Using our framework we first show the need for a location-aware resource
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Figure 4.1: IoT sensor data processing layers
allocation to various edge nodes in case of smart city like scenarios where the IoT
devices are geographically distributed. We then show that the decision to do simple
analytics has an impact on the type of resources used in the edge, the frequency of
sensor data and the type of analytics performed on the sensor data. Our contributions
are as follows:
• We built a framework that efficiently distributes stream processing tasks to
various available edge devices based on their proximity to the sensor data
source and the amount of processing an edge device can handle.
• We emulate a smart city scenario to show the impact on the throughput on
varying the amount of processing in the edge and also by changing various
stream analytics parameters such as the time window, the type of operation
and the sensor frequency.
The rest of the chapter is organized as follows. Section 4.2 presents a motivation
and it discusses the relation between Cowbird and Edge Cowbird. The design and
implementation of the Edge Cowbird framework is presented in Section 4.3. Section
4.4 evaluates the throughput for various scenarios. In Section 4.5 we discuss the
related work. The chapter concludes in Section 4.6.
4.2 Background and Motivation
Figure 4.1 shows various layers of IoT sensor data processing. The sensor data
source layer typically consists of large amounts of IoT devices such as smartphones
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and Arduino boards that generate continuous data, spread across multiple locations.
The data source is typically connected to an edge device through network technolo-
gies such as Wifi, 4G, NB-IoT or LoRaWAN. The edge layer is usually one network
hop away and the fog layer is a few hops away. The edge/fog layer consists of a wide
range of resource types from extremely low resource devices such as RaspberryPi’s
to a micro data center. These devices are geographically distributed. The cloud layer
is a centralized solution that consists of a larger cluster typically used for complex
(compute-intensive) tasks.
Various interesting applications can be built using IoT-based sensors. In the area
of smart city analytics, the environment can be monitored to detect sound and air
pollution, and we have made a similar setup with an actual LoRaWAN pilot testbed
in the city of Alkmaar. The traffic congestion can be avoided by providing alternate
route suggestions based on real-time traffic information. In the area of smart farm-
ing, sensors can be attached in the field to measure humidity and temperature. Such
scenarios require real-time processing of sensor data gathered from a large amount of
IoT-based sensors distributed in multiple areas. In some scenarios such as abnormal
sound detection, the sensor data needs to be processed very close to the data source
to avoid communication latency whereas some other scenarios require processing
data over larger time windows that require clusters typically available in the cloud.
Building such applications requires a framework that can support processing in the
edge, the fog or the cloud based on the type of analytics that needs to be performed,
the capability of the resource available and its proximity to the data source.
In this chapter we extend our existing work on the Cowbird framework from
Chapter 3 to support these scenarios. A mobile client using the Cowbird framework
can essentially register a SWAN-Song expression as shown in Listing 4.1.
Cloud−URL@IOTdeviceX : Sound
{MEAN, 6 0 s } > 9 5 . 0
Listing 4.1: SWAN-Song expression using Cowbird
In the expression,Cloud−URL is the URL of the cloud frontend, IOTdeviceX
is the entity id (which is the IoT device id in this case), Sound is the sensor value
path,MEAN represents the aggregation operation and 60s represents the time win-
dow. The expression computes the mean value generated by the sound sensor from
the IoT device in the last 60 seconds and checks if it is greater than a threshold (95.0
dB). The expression is evaluated in the Cowbird cloud and the result is sent back to
the client. In a smart city scenario, there will be thousands of such expressions that
continuously need to be processed with low latency. Hence, we extend Cowbird to
support efficient distribution of tasks to multiple edge nodes. Next, we describe our
extension called Edge Cowbird.






4.3 Edge Cowbird Framework
The Edge Cowbird framework is built to enable large scale stream analytics in the
distributed edge nodes. For smart city scenarios, applications require fast response
times from the sensor data collected and processed from a large number of IoT de-
vices. Such devices are geographically distributed and need to perform location-
aware processing. The edge nodes available for performing such analytics may be
too resource-constrained. Multiple applications could be dynamically added or re-
moved from the edge nodes. The developers should be able to easily build such
applications without the hassle of organizing the placement of various processing
tasks in the edge to minimise the response times. Edge Cowbird is designed consid-
ering the above requirements.
4.3.1 Design Goals
Below we describe the design goals of our Edge Cowbird framework.
Latency - The framework is designed to minimise the latency for processing IoT
sensor data while utilizing the resources properly.
Location-awareness - The framework assigns the nearest node (edge, fog or
cloud) available to the sensor data source for processing the data. The assignment is
also based on the amount of processing a node can handle.
Light-weight - The framework can run in a resource-constrained machine with a
JVM as opposed to other stream processing frameworks that use large clusters. For
the evaluation, we use a RaspberryPi device as an edge node.
Scalability - We achieve horizontal scalability by allowing dynamic addition of
nodes in the fog or the cloud to process sensor data from a large number of IoT
devices. The framework also distributes the processing task to multiple edge nodes
based on its proximity to the data source.
Usability - Our framework provides an easy to use domain specific language
based on SWAN-Song to register an expression for evaluation. The developers can
dynamically register or unregister various expressions in the edge nodes.
4.3.2 Implementation
Edge Cowbird is an extension of the Cowbird framework. The framework contains
three main components: Frontend, Manager and Edge/Fog Node (Figure 4.2).
Frontend - The frontend layer is used by the client to register various expressions
for evaluation. It consists of a controller that routes a specific URL to a functionality.
Every time a SWAN expression evaluation request is received at the frontend, the
frontend manager will spawn a frontend actor responsible for the communication
between the frontend and the manager. The frontend actor registers the expression to
the manager and it will be notified when a new result for the expression is available.
The framework also supports multiple active frontend instances.






























Figure 4.2: Edge Cowbird Architecture
Manager - The manager is responsible for the coordination of the workload
distribution among all the nodes in the system. When a new expression evaluation
request is received from the frontend, the manager assigns it to the least-busy node in
the network i.e., the node with the minimum number of evaluations (active threads)
and to the closest available node to the IoT device. The manager is also responsible
for monitoring the entire resource in the edge, the fog and the cloud. It detects failing
nodes and frontends. In reaction to these scenarios, the manager can redistribute the
workload to another active node in the system or it can stop the sensor data sensing
and the expression evaluation in case of a failing frontend. The manager can be
deployed in high-availability mode to guarantee a certain level of fault-tolerance.
In this scenario, when the manager fails, one of the nodes will be elected as the
manager.
Edge/Fog Node - A typical node can run on any machine that supports a JVM.
In our evaluation we use a resource-constrained (RaspberryPi) device as a node in
the edge. When a new node is started, it notifies the manager about its current
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Figure 4.3: Process flow
state. The manager assigns expressions to a node to be evaluated. On receiving an
expression, through the expression evaluation engine, the node will start the relevant
sensor thread that will keep gathering sensor data from an IoT device. When the
node computes new results for a registered expression, it take actions based on the
registered actuators. Sensor data from multiple IoT devices can be evaluated in
parallel using the distributed evaluation engine service. Nodes can be dynamically
added or removed for horizontal scalability.
s e l f @ l i g h t : l u x {ANY,1000 ms}
THEN
s e l f @ h t t p : p u t ? Edge−Node
Listing 4.2: SWAN-Song expression with HTTP-based actuation
4.3.3 Deployment and usage
The current setup can be easily deployed in a fog environment. All the components
can run in a distributed fashion in multiple nodes. We have built Docker [10] con-
tainers to easily add new nodes to the existing setup. The node and the frontend
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require the IP address of the manager to connect to it. Figure 4.3 shows the process
flow from registering an expression in the node to sending data from the IoT device
to the node for evaluation. A client registers an expression that needs to be evaluated
to the frontend along with an identifier. In Section 4.2, we have seen how an ex-
pression is written using SWAN-Song. The frontend will interact with the manager
to identify a suitable node based on the location of the data source and the type of
operation. The frontend will then send the IP address and the port number of the
node to the client. In the sensor data source layer, we use the HTTP-based actuation
to easily send the sensor data to a remote resource (which will be the node). The
client will register an expression in the IoT device.
An expression to register light sensor data is shown in Listing 4.2. In the ex-
pression, self represents the location of the sensor data (which is the IoT device
itself), light is the entity id (which is the sensor id in this case), lux is the sensor
value path, ANY represents the any one sensor value gathered over a time window
of 1000ms. The expression gathers one (any) value generated by the light sensor in
the IoT device in the last 1000 milliseconds and sends this value to the edge node
assigned by the manager. Multiple expressions can be registered in a node based on
the resource availability. It implies that multiple sensor-based applications can be
dynamically evaluated in the node. Once a node is available, deploying a new ap-
plication is essentially registering a new expression in the node. If there is a change
in the application evaluation, the developer just needs to unregister the existing ex-
pression and then register the desired expression with a given id. It means that the
application deployment process consumes very little network bandwidth if the node
is already available.
4.3.4 Location-aware task placement
The location-aware task placement is very important to achieve minimum latency.
In the Edge Cowbird framework, the manager is responsible for distributing expres-
sions (tasks) among different nodes. The manager performs location-aware task
placement to minimise communication latency. A new task is assigned to the closest
available node to the data source. In the current implementation, we gather the GPS
location (based on the IP address) and calculate the euclidean distance between the
data source and the edge node.
Apart from the location-aware task placement, the distribution is done based on
the characteristics of a node. This is important in case of a smart city scenario where
multiple IoT devices may connect to the same closest edge node. Since various
nodes have different hardware capabilities (CPU, memory, network bandwidth), the
manager also takes into account the processing time for various tasks. Multiple tasks
in an edge node may be evaluated using different analytics parameters such as the
time window, the sensor frequency and the type of operation. Hence, the manager
also checks periodically the average waiting time for performing the evaluation for







various evaluations performed using our framework.
4.4 Evaluation
Table 4.1: Device configuration
Resource type Device Operating system CPU Memory (GB) Network performance
Edge RPi3 Raspbian GNU/Linux 9.1 4 core (ARMv7 Processor rev 4 (v7l)) 1 100 Mbit/s Ethernet
Edge PC Ubuntu 16.04.3 LTS 4 core (Intel(R) Core(TM) 4 1000 Mb/s Etherneti5-3470 CPU @ 3.20GHz)
Fog Amazon EC2 Amazon Linux 2 vCPU 4 Low to Moderate (*)t2.medium AMI 2017.09.1 (HVM)
Data source Amazon EC2 Amazon Linux 16 vCPU 30 High (*)c4.4xlarge AMI 2017.09.1 (HVM)
Data source MacBook Pro macOS Sierra 10.12.6 8 core (2.8 GHz Intel Core i7) 16 Gigabit Ethernet
(*) as per Amazon EC2 standards.
We perform various stream analytics experiments using our framework in the
edge and in the fog environment. We focus on simple analytics performed in the
edge/fog when multiple IoT devices are connected to simulate a smart city scenario.
In the evaluation, we first analyse the impact of location-aware load balancing in
the fog layer and show that the communication latency to the fog plays an important
role in the allocation decision. We also show that the overhead of using this location-
aware approach is low for large numbers of available fog nodes. Then, we focus on
identifying the maximum sustainable throughput [53] in a resource-constrained edge
node. We use two types of edge resources and increase the amount of processing
per node. After a threshold, we see that it is better to do the analytics in an edge
node with better processing capability. Finally, we identify the impact of varying
the analytics parameters such as the time window, the type of operation and the
sensor frequency on the throughput and see that the sensor frequency and the type
of operation play a more important role in the throughput of the system.
4.4.1 Evaluation Setup
In the evaluation setup we use the devices shown in Table 4.1. The RaspberryPi
(RPi3) device and the Desktop (PC) are used as edge devices and the Macbook
Pro machine is used as the data source. They are all connected to a router via an
Ethernet cable and placed in Amsterdam, The Netherlands. For fog experiments,
we use a t2.medium Amazon EC2 instance and multiple c4.4xlarge instances as the
sensor data source. The sensor data source and the fog layer are physically close to
each other placed in London, except for one t2.medium instance placed in Oregon,
USA. We use two main evaluation factors: Communication time is the round trip
time to send a sensor data from a client to the server and receive a response. The
response is sent back immediately after receiving the data and not after processing
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Figure 4.4: LoRaWAN pilot testbed in the city of Alkmaar. The dashboard shows the
locations and statistics of the various sensor nodes.
it. Computation time is the time taken to process the data over a time window. Every
test is performed 15 times and the average value is gathered. We also start every test
in the same time frame.
4.4.2 Smart City Application
We simulate a smart city analytics scenario where a large number of IoT devices
are geographically distributed in the city. This setup is inspired by our actual Lo-
RaWAN pilot testbed in the city of Alkmaar as shown in Figure 4.4. The testbed
contains two gateways and 20 Sodaq sensor nodes covering the whole city. Each
IoT device sends data to an external resource (edge or fog) provided by the frontend.
All data collected from the IoT device is continuously evaluated by registering ex-
pressions (as explained in Section 4.2) in the edge or the fog. In our test case, we
evaluate the impact on the throughput when increasing the number of expressions
registered. Every expression checks if the aggregated sensor value collected from
the IoT device over a time window exceeds a threshold. In the smart city context,
such an expression can be used to detect noise pollution where the expression would
check if the average sound sensor value for a 1 minute time window exceeds a cer-
tain acceptable noise level. This expression would be similar to the one shown in
Listing 4.1. In most of these evaluations we emulate high frequency sensors with




















































Figure 4.5: Location awareness
4.4.3 Location-awareness
Figure 4.5a shows the overhead of the framework when calculating the nearest avail-
able node for each new expression registration. In the figure, we increase the number
of available nodes from 1 to 1000 and we see an increase in the computation time
from 50.37 ms (1 node) to 97.58 ms (1000 nodes). These results are computed on
four c4.4xlarge instances as data sources and t2.medium Edge Cowbird Manager
as a fog layer. We note that for IoT devices that are not mobile, this measurement
occurs only once when the expression is registered to the nearest available fog node.
Figure 4.5b shows the total latency of the location-aware load balancing in the
fog layer. The total latency is the sum of the communication time, the waiting time
to get processed and the computation time. We compare two tests: naive runs a
naive implementation of the task allocation and location-aware runs our location-
aware task allocation. The naive implementation equally distributes the load to all
the available fog nodes and the location-aware implementation distributes the load
based on the location of the fog node closest to the data source (IoT device) and on
the processing capability of the fog node. For both tests we use a setup with data
sources running in London with 120 expressions and 3 fog nodes (1 in Oregon and 2
in London). From the figure we see that naive uses all 3 fog nodes, each running 40
expressions and location-aware only uses 2 fog nodes in London (each running 60
expressions) and not the fog node in Oregon (no expressions running). Therefore,
the total latency in the location-aware fog nodes is smaller than in naive, where the
latency for 40 expressions running in the Oregon node is higher.
We notice the need for a location-aware resource allocation and the importance of
communication time (the proximity of the edge node to the data source) on the total
latency of processing the tasks. In a heterogeneous fog environment with resource-
constrained devices, the total latency will also have an impact on the amount of
analytics tasks assigned per node and the type of analytics parameters (e.g., time
window, sensor frequency) used. Next, we will investigate such scenarios.









































































(Time Window=10000ms, Delay=100ms, Operation=MEAN)
RPi3
PC
Figure 4.6: Comparison of RaspberryPi3 versus PC in the edge
4.4.4 Maximum sustainable throughput for edge resources
We compare the use of two different resources in the edge to show its impact in
smart city scenarios. The type of resources used to perform simple analytics in the
edge can vary from low end devices such as a RaspberryPi3 (RPi3) to a micro data
center. Figure 4.6 shows the computation time, the communication time and the
throughput when varying the number of evaluation expressions for a RPi3 versus a
PC. Note that the figure uses a log scale in the x-axis. We use a continuous aggre-
gation operation (MEAN) over a time window of 10 seconds. The MEAN operation
intentionally does linear time (not constant time) calculations. The computation time
for RPi3 is higher compared to the PC because RPi3 has a much slower CPU. The
communication time for RPi3 increases linearly compared to the PC which has con-
stant communication time even when the number of expressions increases. For a
higher number of expressions the total number of threads handling both sensor data
collection and the evaluation is higher than the number of CPU cores. Since there
will be more context switches between threads and between the system call and user
space it will take more time to respond to the incoming request, thus increasing the
communication time. The throughput of RPi3 is also low in comparison to the PC
when the number of expressions increases to 64. More expressions imply a higher
rate of incoming data (10 sensor data per second per expression). Every sensor data









































(Time Window=10000ms, Device=RPi3, Operation=MEAN)
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(Delay=100ms, Device=RPi3, Time Window=10000ms)
O(N)
O(N2)
(c) Varying the operation
Figure 4.8: Throughput on varying the stream analytics parameters
user space, so the number of context switches would increase with the number of
expressions.
Figure 4.7 shows the increase in the total number of voluntary (i.e. waiting
for IO, sleeping) and non-voluntary (i.e. time slice expired) context switches per
second when the number of expressions increases from 16 to 32. Since a RPi3
is more resource-constrained than a PC, the context switch would take more time
and the throughput would decrease for larger numbers of expressions. We notice a
10 times increase in the overhead of context switching between 2 threads for RPi3













Figure 4.9: Network Usage
(9743.2ns/ctxsw) compared to the PC (904.9ns/ctxsw) using a micro-benchmark [3].
Hence, for smart city analytics with larger numbers of devices connected that are
sending data at a high sensor frequency, it is better to use a resource with better
configuration (such as a micro datacenter) in the edge. Alternatively, in a three-tier
system with only low end devices available in the edge, it would be good to do the
processing in the cloud when the number of expressions increases considerably.
4.4.5 Impact of varying sensor parameters
Here we analyze how various sensor parameters such as sensor frequency, time win-
dow, and operation, affect the throughput at the edge resource. Figure 4.8 shows the
impact on a RPi3 device.
Sensor frequency
Multiple IoT-based sensors generate data with different frequencies. For example,
a sound sensor would generate data at a higher frequency (100 Hz) compared to a
typical temperature sensor (1 Hz). So it is important to identify if the edge resource
can accommodate the processing of sensor data for various frequencies. Figure 4.8a
shows the impact of the rate of sensor data generation on the throughput. In the
figure, 100ms and 1000ms represent the sensor data generation delays. If we in-
crease the number of expressions, the throughput percentage remains constant for a
sensor delay of 1000ms compared to a sensor delay of 100ms where the throughput
decreases up to 61.76% for 64 expressions. The reason is that for 64 expressions the
amount of data received decreases from 640 to 64 sensor data readings per second
and the amount of continuous aggregation operation performed in the time window
as well. The average computation time for 1000ms is 0.29 ms compared to 1.35 ms
for 100ms sensor delay. Therefore, for larger numbers of expressions, a sensor with
lower frequency is preferred to be processed in the edge with low resource (RPi3)








In terms of processing sensor data in real-time, a key aspect is the time window.
Figure 4.8b shows the impact of changing the time window on the throughput. We
evaluate with a window size of 100 ms and 10,000 ms for a sensor delay of 100 ms
with MEAN operation on a RPi3. For a larger window size, the aggregation op-
eration is performed on a larger number of elements causing the computation time
to increase compared to a smaller window size. Since the sensor generation delay
is constant, the number of data received will be the same for both time windows.
Hence, due to context switching, for larger numbers of expressions the throughput
decreases for both time windows with a slightly better throughput for a smaller win-
dow size. Although the amount of network data received is constant, the transmitted
data is more for 100ms window size because the number of evaluation results for a
smaller window size is higher compared to a larger window size for a time frame as
can be seen in Figure 4.9.
Operation
The type of operation performed on the sensor data plays an important role on the
decision whether to choose an edge resource. Figure 4.8c shows the impact on the
throughput of changing the operation. We evaluate with an aggregation operation
(O(N)) and a synthetic operation with O(N2) time complexity on a window size
of 10,000 ms for a sensor delay of 100 ms on a RPi3. The average computation
time for O(N2) operation is 117.04 ms compared to O(N) with 1.35 ms. Due to
the larger computation time for O(N2) and higher sensor frequency the amount of
processing an edge can handle decreases considerably. Even when evaluating only
4 expressions, the throughput for an O(N2) operation reaches 71% while it remains
96% for O(N) operation. Therefore, resource-constrained devices in the edge soon
loose on increasing the number of expressions with a complex operation on a larger
time window and higher sensor frequency.
4.4.6 Summary of the evaluation
We showed the importance of using location-awareness when processing decisions
using our framework and that the computation overhead incurred for finding the suit-
able fog node from a large number of available fog nodes is low. We evaluated the
impact of using various types of resources in the edge. We showed that in case of
smart city analytics, for a larger number of devices connected with high frequency
sensors, a nearby fog node with better resource is preferred compared to a resource-
constrained edge node (RPi3). We also evaluated how various sensor parameters
affect the throughput of the resource at the edge. We see the impact on the sensor
frequency for large numbers of expressions with lower sensor frequency and note
that a resource-constrained node gives high throughput. We also note that the win-
dow size has impact on the computation time and network usage, but the throughput
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is mostly dependent on the sensor frequency. Finally, we note that the throughput
decreases considerably on increasing the number of expressions for a complex oper-
ation at a high sensor frequency and a large time window.
4.5 Related Work
The emergence of edge computing [93] makes it possible to redesign the way IoT-
based applications are built. Traditionally, high performance computing on big data
is performed in the cloud. Solutions such as Spark Streaming [21], Heron [69] or
Flink [35] are used for processing real-time data with high throughput. To support
both batch and real-time processing, many recent IoT-based frameworks [107, 48]
use the Lambda [66] architecture. Since these solutions are designed to perform well
on large clusters, they are less suitable for the resource-constrained and location-
aware setup in the edge.
For processing IoT sensor data in the edge, Lambda@Edge [14] proposes a
Serverless architecture approach where the lambda function is deployed on various
edge resources and the user pays for the number of times the function is executed.
The focus here is mostly on web-based contents where the data does not change
very frequently. There has been some research in the area of building platforms
for processing IoT sensor data in the edge. LAVEA [112] and Gigasight [95] focus
on building a platform for video-specific data. It does not represent other types of
sensor data from IoT such as sound and temperature. Our earlier P2-SWAN [78]
system focuses on the possibility of preserving privacy for real-time computing of
IoT sensor data in the edge. Indie Fog[36] proposes a computing infrastructure for
IoT processing in a fog environment, although there is no extensive evaluation in
this area. Renart et al. [91] follows a location-aware computing approach for stream
processing. However, their experiments use similar clusters for computational com-
parison for both edge and cloud which may not be a practical scenario for an edge
as shown in Paradrop [76]. Finally, Apache Edgent [11] is a programming model
built for resource-constrained edge devices. However, they don’t provide a location-
aware resource allocation mechanism to efficiently assign edge nodes.
We focus on helping developers efficiently build large scale stream analytics ap-
plication using multiple resource-constrained edge resources. We perform stream
analytics on simple sensor data (e.g., sound, temperature, light). Our framework fo-
cuses on improving the total latency of processing sensor data by not only evaluating
it close to the data source, but also by identifying the amount of processing an edge
resource can handle.
4.6 Conclusion
Applications like smart city analytics involve processing large scale data collected







cessing of these data closer to the source with high responsiveness. However, the
resource-constrained nature of devices in the edge limits the amount of data that can
be processed.
In this chapter, we show how to make optimal use of edge computing to make
the processing of sensor data from large numbers of smart devices more responsive
while achieving the maximum sustainable throughput, to address our second research
question. To this end, we designed and implemented the Edge Cowbird framework to
help developers efficiently build context-aware applications that use a large amount
of geographically distributed IoT devices. Our framework supports the SWAN-Song
language which can be used to easily register expressions to (resource-constrained)
edge resources as close as one network hop to the IoT device. This gives the pro-
grammer an easy way to choose between the many options such as the type of re-
source (edge/cloud) and sensor parameters, with only small changes to the code.
Apart from location-awareness and ease of use, we show that the total latency
can have an impact on the amount of processing a node can handle. With RPi3 we
already hit the ceiling at 64 expressions. Other devices, or other expressions, will
also have an upper limit at which stage the overall throughput decreases significantly.
It is therefore relevant to prevent overloading resource-constrained edge nodes. To
avoid overloading, a resource with better capabilities but which resides in the fog
may be preferred to a more resource-constrained edge node.
We also show the impact of various analytics parameters such as the sensor fre-
quency, the type of operation and the time window on the throughput. The through-
put decreases when the sensor frequency and the time complexity of the operation
increases. On varying the time window, the impact on the throughput remains simi-
lar, although we notice that the network usage for a lower time window is higher. It








Energy-efficiency with Local Sensors and Actuators
Abstract
Smartphone applications can continuously invoke various sensors to acquire real-
time sensor information, such as GPS tracking. Due to the resource-constrained
nature of the smartphones, it is often beneficial if the processing of the sensor data
is offloaded to a remote resource. However, the decision to offload the computation
depends on a multitude of factors such as the hardware capabilities of the phone, the
communication energy and latency and the characteristics of the stream computa-
tions, e.g., window size, sensor frequency and operational complexity.
In this chapter we introduce Kea, a profiling-based computation offloading sys-
tem that automatically decides whether offloading is beneficial for smartphones. The
decision making is based on two criteria: the power consumption of the application
and the elapsed time (round trip time) for processing the sensor data. Our evaluation
results show that factors such as CPU frequency scaling and the network state also
influence the decision-making process. In addition, we show that Kea’s profiling
overhead is negligible.
The contents of this chapter have been originally published in proceedings of the 9th International Con-
ference on Cloud Computing Technology and Science (CloudCom) 2017, and have been slightly modified
to improve readability.
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5.1 Introduction
Smart devices such as smartphones are usually equipped with sensors and actuators,
and various context-aware applications can be built with these local sensors and
actuators. For example, vibrate (using the actuator locally on the phone) when there
is no movement (using the accelerometer sensor locally on the phone) for 1 hour.
Offloading computations from a smartphone to a cloud is a widely studied re-
search topic. The combination of smartphones and clouds is particularly attractive
because of their complementary features: smartphones are context-aware, smart,
and mobile, but, unlike clouds, they are heavily resource-constrained. A recent PhD
thesis [75] covered no less than 58 existing studies in this area. Many mechanisms
exist for offloading processes, functions, tasks, or services to remote or proximate
computing resources and many decision-making strategies have been proposed to
determine when to compute on the phone and when to offload.
Surprisingly, however, hardly any research has been done on offloading of sensor
processing and streaming computations, even though smartphones now have numer-
ous sensors and are highly popular for these types of applications [62, 19]. Of the
58 studies in [75] only the work of [111] looks at offloading for stream applications.
Many other smartphone sensor platforms just do all processing on the phone [62] or
always send all data to a cloud [19], none of which will always be optimal. Offload-
ing computations for stream applications differs from other applications:
• The processing has to be performed continuously, so it is even more impor-
tant to take power consumption on the phone into account (which is ignored
in [111]) when deciding whether to offload.
• Many sensor applications are interactive and thus latency-sensitive, especially
in domains like eHealth (real-time coaching), traffic, environmental monitor-
ing, and safety. In these cases, an optimal trade-off needs to be found between
the communication costs to the remote resource and the slow computation on
the phone. Here, the rise of edge computing [93] is important, as more re-
sources (cloudlets) may become available closer to the phones.
• The computations performed on the sensor streams often are simpler and more
regular than for other applications that use offloading (like image analysis,
sound analysis, AI games, etc.).
In this chapter we aim to answer the third research question of the thesis and
study how can we automate the decision which sensor data computations should
be offloaded from the smartphone to an edge/cloud resource to reduce processing
time and energy usage. We take a step-wise approach to a very difficult problem
(automatic decision making), starting with a smartphone (in this chapter) and then
continue in Chapter 6 with a larger part of the ecosystem. The goal is to better under-
stand the trade-offs for deciding when to offload sensor computations to a cloud or
edge resource. Factors we will look at include the hardware capabilities of the phone,






the type and latency of the communication network to the cloud, and characteristics
of the stream computations (window size, sensor frequency, operation complexity).
To study these factors, we built a profiling-based system called Kea that can auto-
matically decide where to do the computation, given the architecture at hand. The
results show that several factors behave as expected, while other factors make the de-
cisions much more challenging, especially the interference with dynamic frequency
scaling and the network state.
The contributions of this chapter are as follows:
• We show how the decision to compute locally (on the phone) or remotely (in
the edge/cloud) changes based on the characteristics of the applications, the
type of hardware used and the communication latency between the phone and
the remote resource.
• We introduce a novel system that uses a profiling-based approach to help in
automatic decision making on where to do the computation for sensor data
based on power consumption and elapsed time.
The remainder of the chapter is organized as follows. In Section 5.2 we discuss
the related work. The Kea system is described in Section 5.3. In Section 5.4 we
evaluate Kea using various parameters to show the importance of doing the compu-
tation both locally on the phone and remotely in the edge or the cloud. The chapter
concludes in Section 5.5.
5.2 Related Work
Offloading computation from mobile to other platforms has been heavily studied in
the past decade [75]. While most of this research is focused on cloud offloading,
recent development in the area of IoT made it possible to offload computation to
more proximate platforms, like cloudlets or tablets. In this section we present pre-
vious work addressing the two most common types of platforms suitable for mobile
computation offloading: cloud and edge.
Cloud Offloading. The high convenience and low cost makes cloud the most
used platform for mobile computation offloading. There is a plethora of research
on cloud offloading addressing a large variety of computational problems, like im-
age processing, sound recognition, or sensor data processing. Other solutions are
less tailored for a specific problem and let the programmer adapt their capabilities
to his particular needs. Among the latter, we mention the Cuckoo framework [62],
which takes advantage of the Java language applicability in both Android and server
programming. With Cuckoo, parts of the mobile application can be offloaded to the
cloud according to a cost function that takes into account the energy usage and la-
tency of the code. While Cuckoo makes it more efficient to run highly computational
tasks, like gaming or image recognition in the mobile device, it is less suitable for
processing sensor data streams, as shown in Section 3.3.
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In order to exploit cloud capabilities even further, some cloud offloading sys-
tems make use of “clones” of the mobile devices, which are cloud-based virtual
machines that can take some of the computational burden from their mobile coun-
terparts. CloneCloud [38] and Moitree [65] are notable systems that implement this
paradigm. While this approach makes the transfer of executables from mobile to
cloud more seamless, it might suffer from scalability issues if the number of mobile
devices that have to be emulated is high.
Finally, we note some offloading systems that are tailored to particular use cases.
Neurosurgeon [60] leverages the layered structure of deep neural network applica-
tions by splitting the computation of different layers between mobile and cloud. So-
ciableSense [90] analyzes social interactions between co-workers and uses a multi
objective decision system to choose whether to perform computation locally or in
the cloud. Of particular interest is the work by Yang et al. [111], which addresses
the problem of partitioning data stream applications between mobile and cloud to
increase performance. While their solution aims for high performance and elastic-
ity, we take a step further by also taking into account the energy usage of the mobile
device when deciding whether or not to offload.
Edge Offloading. Edge computing was recently introduced in an attempt to re-
duce the high latencies of faraway clouds and also to improve scalability [93]. The
usefulness of offloading mobile computation to edge devices was proved by sys-
tems addressing different types of real-time problems, like improving the quality
of video streaming [99] or monitoring the context of the user [28]. As opposed
to cloud computing, where the computation is executed in high performance dat-
acenters, edge computing allows for computation to be done on a large variety of
networked devices, like WiFi Access Points [76], cloudlets [28] or ad hoc networks
of smartphones [119][97].
The research presented in this chapter complements the above list with our Kea
system. While edge- and cloud-assisted sensor processing systems have been stud-
ied in the past [55], to our knowledge, Kea is the first system for offloading the
processing of sensor data streams that autonomously decides where to perform the
computation.
5.3 Kea System
In this section we describe the architecture of the Kea system. Kea helps in au-
tomatic decision making for context-aware applications that use sensor data. Our
system works in two steps: (1) it initially profiles the application based on the power
consumption and the elapsed time for both local and remote computations (2) it
makes the decision based on the weights (preferences) provided by the user.
Many smartphone sensors such as accelerometer, gyroscope, sound etc. generate
data at a constant frequency. In the current system, we assume that the frequency of
the sensor data and the communication latency between the phone and the remote






resource are constant. We also assume that the operations are not data-dependent.
With these assumptions, Kea only profiles once in the initial phase and afterwards it
makes the offloading decision. In Section 5.4.2 the overhead costs of generalizing
this to more frequent (or even continuous) profiling is estimated. Finally, we assume
that the code for processing the sensor data can be executed locally (on the phone)
and remotely (in the edge or cloud). The code offloading can be easily performed
using various existing systems [75] such as the Cuckoo [63] system. Our focus is
particularly on sensor data offloading from the smartphone to the cloud and the result
after computation is sent back to the smartphone for local actuation. As shown in
Fig. 5.1, Kea consists of six different components: 1) Input module 2) Sensor service
3) Decision engine 4) Local evaluation engine 5) Remote evaluation manager and 6)
Remote evaluation engine. While the Kea system works as a whole without using the
Cowbird framework (described in Chapter 3), its decision engine can easily be used
with Cowbird by constructing the expression (based on the SWAN-Song language)
with the configuration defined in the input module. Below, we describe each of the
components of the Kea system in detail.
5.3.1 Input module
The system takes as input a function and a set of configuration parameters. The input
function is applied by the evaluation engine to evaluate the incoming sensor data.
The system has predefined functions such as moving average, median, maximum,
minimum etc. Kea also supports adding new functions. The input configuration
contains various parameters as described below:
• SENSOR_NAME - The name of the sensor that is used.
• SENSOR_VALUEPATH - The type of data that needs to be gathered from the
sensor (e.g., altitude from GPS).
• SENSOR_INTERVAL - The frequency at which the sensor data is generated.
A delay of 1 second implies that new sensor data is generated every second.
• WINDOW - The number of data elements on which the input function is ap-
plied. For example, a value of 10 means that the function would use the newly
generated 10 elements for processing.
• REMOTE_URL - The URL of the remote resource where the computation can
be offloaded.
• POWER_WEIGHT - The weight for energy measurement used by the decision
engine.
• ELAPSED_TIME_WEIGHT - The weight for computation time measure-
ment. The total weight must be equal to 1. In case of equal preference, both
POWER_WEIGHT and ELAPSED_TIME_WEIGHT are 0.5.




















Figure 5.1: Kea architecture
5.3.2 Sensor service
The sensor service is responsible for gathering data from various sensor sources
(such as accelerometer, gyroscope, GPS, light, sound). The sensor data is gath-
ered based on the input configuration parameters such as SENSOR_INTERVAL.
The newly generated sensor data is stored locally on the phone and fetched by other
modules for evaluation.
5.3.3 Decision engine
The decision engine contains two main components: the profiler and the decision
maker. The profiler measures the elapsed time and the power consumption over a
period of time. The measurement is done for the input function that runs both locally
on the phone and remotely in the edge/cloud. For the offloading case, we measure
(1) the total round trip time (elapsed time) for sending the new sensor value to the
cloud, computing the function on the new window in the cloud, and receiving the
result on the phone. (2) The power consumption on the phone for (1). The elapsed
time is computed as an average over 5 evaluations and does not consume significant
energy. The power consumption is measured using the Trepn profiler [25]. The
profiler has to run for 2 minutes for an accurate power consumption measurement as
recommended by the tool administrator. In Chapter 6, we will also look at hardware
measurements based on Monsoon [100] power monitor.
After profiling, the decision maker collects the results and, based on the input






Table 5.1: Device configuration
Device Chipset CPU RAM Operating system Location
Nexus 5 Snapdragon 800 Quad-core 2 GB Android 6.0.1 Amsterdam,2.3 GHz Krait 400 The Netherlands
Nexus 6p Snapdragon 810
Octa-core
3 GB Android 6.0.1 Amsterdam,4x1.55 GHz Cortex-A53
4x2.0 GHz Cortex-A57 The Netherlands
SciCloud Intel Corp. Quad-core 8 GB Ubuntu 16.04.2 LTS Amsterdam,Standard PC (i440FX + PIIX, 1996) QEMU Virtual CPU 2GHz The Netherlands
DAS5-AMS Intel(R) Xeon(R) 32 core 125 GB CentOS Linux 7 (Core) Amsterdam,(Head node) CPU E5-2630 v3@2.40GHz The Netherlands
DAS5-LID Intel(R) Xeon(R) 16 core 125 GB CentOS Linux 7 (Core) Leiden,(Head node) CPU E5-2630 v3@2.40GHz The Netherlands
EC2-t2-FRA Intel(R) Xeon(R) Single-core 1 GB Ubuntu 16.04.2 LTS Frankfurt,CPU E5-2676 v3@2.40GHz Germany
EC2-t2-OR Intel(R) Xeon(R) Single-core 1 GB Ubuntu 16.04.2 LTS Oregon,CPU E5-2676 v3@2.40GHz USA
weights, the decision is made on where to do the computation. The decision maker
runs only once based on the elapsed time and the power consumption measured
by the profiler. For the decision-making process, we use a multi-attribute decision
analysis method called weighted product model [105]. We chose this method as it
performs dimensionless analysis. It implies that the system does not need to nor-
malize the data gathered from multiple attributes that contain multiple units (such
as mW for power consumption, ms for elapsed time) of measurement. In general,






where N is the number of criteria, aij is the actual value of the i − th alternative
in terms of the j − th criterion, and Wj is the weight of importance of the j − th
criterion. In our case, the two alternatives are the phone (AK) and the remote re-
source (edge or cloud) (AL) and the criteria are the power consumption and the
elapsed time. We chose power consumption as an attribute because extended bat-
tery life is critical for smartphone applications. We also note that local computation
that involves CPU usage (computation) and remote computation that involves net-
work communication (WiFi, 4G) for data transfer both reflect in power consumption.
Elapsed time is also important for sensor-based applications.
5.3.4 Local evaluation engine
The local evaluation engine is responsible for the computation on the input function.
Upon receiving the request from the decision engine, the local evaluation engine will
start evaluating the input function. It pulls the sensor data from the sensor service and
adds it to a window. The window consists of a circular buffer. The input function
78 CHAPTER 5. KEA SYSTEM
then evaluates the data in the window based on the frequency at which the sensor
data is generated.
5.3.5 Remote evaluation manager
The remote evaluation manager is responsible for the interaction with the remote
resource (edge/cloud). The configuration parameters along with the input function
are initially sent to the remote resource using a HTTP POST request for processing.
Upon receiving the request, a socket connection is established between the phone
and the remote resource. We use WebSocket as the communication protocol for
two-way full-duplex communication. Whenever new sensor data is generated on the
phone, it is sent to the remote resource for evaluation. The remote resource evaluates
it and the result is sent back to the phone.
5.3.6 Remote evaluation engine
An application which uses Kea can offload its computation to any resource running
a Java Virtual Machine. A remote resource can be a commercial cloud solution such
as Amazon EC2 or simple edge solutions such as laptops, desktops or home servers.
The URL for the remote resource is provided as a configuration parameter. The user
runs a simple Java application that contains the remote evaluation engine, to enable
computation offloading. The remote evaluation engine behaves similar to the local
evaluation engine. The sensor data collected from the phone is processed over a
window by applying the given input function and the result of the evaluation is sent
to the phone.
5.4 Evaluation
In this section we describe various evaluations performed using our system. We
address the following questions:
• What is the overhead of the profiling and the decision making?
• What is the impact of the sensor frequencies on the decision-making process?
• What is the impact of the hardware used on the phone on the decision-making
process?
• Can various types of operation have an effect on the decision-making process?
• What is the impact of the round trip time (RTT) to the remote resource on the
decision-making process?
• What is the impact of the network type on the decision-making process?









In the evaluation setup we use the devices shown in Table 5.1. For experiments using
WiFi, the phone was kept in airplane mode and with WiFi on. For experiments using
3G and 4G, we switched off WiFi and disabled the airplane mode. All the other
applications were either stopped or disabled on the phone and the screen was turned
off. For the remote case, we chose a Virtual Machine (VM) from a local cloud
(SciCloud) offered by our university with an RTT value of 6 ms, running the remote
evaluation engine and with the configuration mentioned in Table 5.1.
To test our scenarios, we apply two different functions on the sensor data: MEAN
and MEDIAN. We chose these two operations because they are commonly used in
sensor-based applications and their computational complexities are different. MEAN
runs in O(n) time complexity whereas MEDIAN runs in O(n logn) time com-
plexity where n is the window size. To obtain a realistic workload, we recom-
pute the MEAN and MEDIAN for the entire window for each new sensor value,
instead of using incremental updates. We also parallelized both functions (named
MEAN_PARALLEL and MEDIAN_PARALLEL) to utilize more cores for higher
values of n. We use a test sensor that generates floating-point numbers at various
frequencies. In case of local evaluation, the elapsed time is the time taken to process
the data locally on the phone. In case of remote evaluation, the elapsed time is the
total time taken to send the newly generated sensor data, process it in the remote re-
source and receive the result from the remote resource. Each configuration test was
run 5 times and the results were averaged. Next, we describe various evaluations we
performed.
Table 5.2: Profiling overhead for 1 hour measurement using Nexus 5





Profiling applications, i.e., analyzing application behaviour to determine the energy
costs, also consumes energy and is considered overhead. Here, we use the Trepn [25]
Android application profiler which determines the power consumption of a given
Android application. For accurate energy profiling of the application, we follow the
recommended profiling time of two minutes. The reported overhead energy cost of
the Trepn profiler application is 125 mW [26] on a Nexus 6 smartphone which holds
a Snapdragon 805 (APQ8084) up to 2.7 GHz. In this chapter, we use two similar
smartphones: a Nexus 5 and a Nexus 6p. The Nexus 5 smartphone has a Snapdragon
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800 (8974-AA), a 32Bit quad-core processor up to 2.26 GHz while the Nexus 6p
smartphone has Snapdragon 810 (MSM8994), a 64 bit octa-core processor up to
2.0 GHz. Here, we assume that the profiling costs are the same for the Nexus 5 and
Nexus 6 CPUs as they share the same 28 nm High-Performance Mobile lithography
process. However, the Nexus 6p has a 64Bit processor with two sets of cores created
on a 20 nm lithography process, so the energy cost of profiling might not be the same
as for the Nexus 5 and 6 models.
To get an indication of the profiling overhead, we estimate the overhead cost of
profiling applications that run for 1 hour for the following 3 scenarios: one-time,
continuous and incremental profiling. The first scenario profiles an application only
for the first 4 minutes of the application running time, i.e. 1 hour including 4 min-
utes profiling. In the second scenario, the application profiling is done continuously
throughout the application lifespan. In the last scenario, after 4 minutes of initial
profiling, the application is profiled for the first 5 seconds of every minute incremen-
tally. The overhead of profiling application for these different scenarios is presented
in Table 5.2. In this work, we primarily use one-time profiling as the overhead is






















































Figure 5.2: Measurement of various sensor frequencies (or delays) for window size
1000
5.4.3 Delay
We first study the impact of the sensor frequency (or delay). Figure 5.2 shows the
elapsed time and the power consumption measurement for a window size of 1000
elements. Note that the figure uses a log scale in the x-axis and dashed lines for
remote executions. We notice that for lower frequencies (higher delay) the elapsed
time increases. This unexpected behaviour is due to the automatic CPU frequency
scaling done by Android’s interactive CPU governor for saving battery consumption.
The CPU runs at a lower frequency when there is no more processing. In the remote
case, the network goes to idle state when there is no frequent data transfer. There







and WiFi we see a crossover point in both elapsed time and power consumption.
For delays higher than 10 ms, in terms of computation time it is better to do the
computation remotely. In terms of power consumption we notice that the crossover
occurs between a delay of 10 ms and 100 ms. It is better to perform the evaluation
locally with a delay of more than 100ms. For 3G and 4G, for all delay ranges it is
still better to do the computation locally with respect to the elapsed time. However,
in terms of power consumption, 3G and 4G are better for lower delay. For all these
scenarios, as both elapsed time and power consumption results are conflicting, it
becomes difficult to decide what is the optimal solution. Kea therefore allows the





































































































Figure 5.4: Measurement of two different operations MEAN (O(n)) and MEDIAN
(O(nlogn)) on a Nexus 5 device. MEDIAN-remote and MEAN-remote are almost
identical and therefore difficult to see the graph.
5.4.4 Window size
Figure 5.3, 5.4 and 5.5 show the elapsed time and power consumption for various
scenarios on multiple window sizes. For a given window size, we start running the
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test after the window is filled with sensor data. For example, for a window size of
10000 elements we start the test once the window is filled with 10000 elements both
in the local and in the remote case. Based on the frequency of the sensor, a newly
generated element will be added to the window by replacing the oldest element.
When the window size increases, both the elapsed time and the power consump-
tion for local computation increase. Since the processor in the remote resource is
more powerful than in the local case, we notice no change in the elapsed time for re-
mote computation for a window size of up to 10000 data elements. In Figure 5.3 the
crossover point of local and remote for elapsed time appears to be at a window size
of 1000 data elements for Nexus 5. In terms of power consumption, the crossover
happens between the window size of 100 and 1000 data elements for Nexus 5. The
local computation is better for a lower window size.
5.4.5 Phone type
Figure 5.3 also shows the elapsed time and the power consumption on two smart-
phones (Nexus 5 and Nexus 6p) for a sensor data delay of 10 ms and for the MEAN
operation. The elapsed time for local and remote is measured separately for both
devices. For a window size of up to 1000 data elements, both devices have similar
elapsed time for local. As the window size is small, the Android system runs the
application at a lower CPU frequency for both devices, causing the elapsed time to
be almost the same. For a larger window size of 10000 elements, as both devices are
running at different high CPU frequency, we see a significant increase in the elapsed
time for Nexus 5 compared to Nexus 6p. The reason is that Nexus 6p has a better
chipset compared to Nexus 5. The throughput of the local computation for Nexus 6p
is 45% compared to Nexus 5 which has only 20%. In terms of power consumption,
for 10000 elements we see an increase for Nexus 6p because its throughput is higher
compared to Nexus 5. It implies that more computations occur for Nexus 6p com-
pared to Nexus 5 for a given period of time. Therefore, for applications with a large


















































































































Figure 5.6: Measurement of network technologies on SciCloud.
5.4.6 Function
In this section we compare the elapsed time and the power consumption for two
functions: MEAN and MEDIAN, as shown in Figure 5.4. The MEAN operation
calculates the moving average over a window of n data elements. MEDIAN uses
sorting to identify the data element in the center position. The evaluation is done on
a Nexus 5 device with a sensor data delay of 10 ms. The crossover points for MEAN
and MEDIAN are significantly different. For the MEAN operation with O(n) time
complexity, the crossover for the elapsed time occurs at a window size of 1000 ele-
ments whereas for MEDIAN withO(n logn) time complexity, the crossover occurs
at 100 elements. The crossover points for power consumption are between 100 and
1000 for both operations, closer to 100 elements for MEDIAN and closer to 1000 el-
ements for MEAN operation. Hence, if we increase the window size, the possibility
to do remote computation also increases for operations with higher time complexity.
We also implemented the parallel version using Java Thread pool for both MEAN
and MEDIAN operations: MEAN_PARALLEL and MEDIAN_PARALLEL. Fig-
ure 5.5 shows the elapsed time and the power consumption for the sequential and
parallel versions of the MEDIAN operation on Nexus 5. Since Nexus 5 is quad-
core, we created a thread pool of 4 worker threads to do the computation. For a
window size of up to 1000 data elements, the elapsed time of the sequential version
is similar to the parallel version. There is a communication overhead for assign-
ing tasks to the worker threads and getting back the results on the master thread.
For 10000 elements, the parallel version performs better compared to the sequen-
tial version. So, the number of tasks assigned per thread is high and the time taken
to complete the task exceeds the time taken to assign new tasks. The power con-
sumption for the sequential version is lower than for the parallel version because the
parallel version is using all CPU cores simultaneously. On the phone, if the power
consumption is the preferred setting, the sequential version is better for all window
sizes. If the elapsed time is the preferred setting, then the parallel version can be
chosen for a higher window size. Of course it depends on whether the function can













































(Operation=MEAN, Window size=10000, Delay=10ms)
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Figure 5.7: Elapsed time for various remote resources.
be parallelized or not.
5.4.7 Network type
Figure 5.6 shows the comparison of using 3G, 4G and WiFi for the MEAN operation
with a delay of 10 ms on a Nexus 5 device. The SciCloud node is in the same net-
work as the WiFi. 3G and 4G are multiple hops away from the SciCloud node. The
elapsed time using WiFi is the lowest and for 3G it is the highest. We also notice a
crossover between local and 4G when the window size reaches 10000 elements. In
terms of the elapsed time, for up to 10000 elements it is better to do the computation
locally than using 3G. In terms of power consumption, for remote case, WiFi con-
sumes the lowest. The crossover point between local and remote is at 1000 elements.
In the future, with 5G the chance for remote computation can even get better for a
lower window size. If we choose local and 4G, we see a conflict between 1000 and
10000 window size. Local has lower elapsed time whereas 4G has lower power con-
sumption. In such scenarios, it becomes difficult to decide which solution to choose.
The choice of the network type has an impact in the decision-making process.
5.4.8 Network latency
Figure 5.7 shows the elapsed time for different machines located at various physical
locations. The experiment uses a Nexus 5 phone connected to our university network
(at Amsterdam, The Netherlands) using WiFi. The SciCloud and DAS5-AMS [30]
were also connected to the same network (which makes it an edge resource). The
DAS5-LID is located at Leiden, The Netherlands. EC2-t2-FRA and EC-t2-OR are
Amazon EC2 machines with t2.micro (lowest-cost general purpose instance type)
instance are located at Frankfurt, Germany and Oregon, USA respectively. From
Table 5.1, we note that the device configurations for these machines are diverse.
The experiment uses the operation MEAN on a window size of 10000 elements
and a sensor data delay of 10 ms. For this configuration, the elapsed time between







for EC2-t2-FRA is 14.42 ms and for EC2-t2-OR is 313.15 ms. As both machines
have the same configuration, it implies that for this scenario, the distance to the
remote machine is more important than the configuration of the machine itself. We
see a significance in the location of the remote device when making the offloading
decision. The closer the remote resource is to the smartphone in terms of network
latency the better the chance for remote offloading.
5.4.9 Summary
We now summarize the main insights from the evaluation. Profiling has very little
overhead (3.02% for 1 hour execution) in the way we use it in this chapter (one-
time profiling). The change in the sensor data frequency (delay) shows unexpected
behaviour due to the dynamic CPU frequency scaling and the change in the network
state. Offloading to a remote resource is better for a higher window size. Apart from
the frequency and the window size, the decision to offload also depends on the type
of hardware, the operational complexity, the network latency and the network type.
5.5 Conclusion
In this chapter, we built the Kea system that automates the decision which sensor
data computations should be offloaded from the smartphone to an edge/cloud re-
source to reduce processing time and energy usage, to address our third research
question. Kea uses a run-time profiling-based approach to make the decision and
it is the first system that focuses on offloading the processing of streaming (sensor)
data.
We show that the crossover point for offloading computation changes based on
various parameters such as the application characteristics, the type of hardware used
and the communication latency. We note that the one-time profiling overhead is
3.02% for a 1 hour execution. Kea’s decision is correct as long as the underlying as-
sumptions hold: no mobility (when using WiFi), no change in the sensor frequency,
and no data-dependencies. If these assumptions break, we can profile more often
(e.g., profiling the first 5 seconds of every minute costs 6.56% instead of 3.02%),
though continuous profiling is too costly.
In Chapter 5 we started simple with one smartphone and a cloud/edge and not
the whole ecosystem. Hence the search space is small, and we can do profiling. For
larger systems with a bigger search space, profiling will not be sufficient. In the next








Energy-efficiency with Distributed Sensors and
Actuators
Abstract
Today’s low-power smart devices, such as smartphones and wearables, form a very
heterogeneous ecosystem. Applications in such a system typically follow a reactive
pattern based on stream analytics, i.e., sensing, processing, and actuating. Despite
the simplicity of this pattern, deciding where to place the processing tasks of an
application to achieve energy efficiency is non-trivial in a heterogeneous system
since application components are distributed across multiple devices.
In this chapter, we present Aves – a decision-making engine based on a holis-
tic energy-prediction model, with which the processing tasks of applications can
be placed automatically in an energy-efficient manner without programmer/user in-
tervention. We validate the effectiveness of the model and reveal several counter-
intuitive placement decisions. Our decision engine’s improvements are typically 10-
30%, with up to a factor 14 in the most extreme cases. We also show that Aves gives
an accurate decision in comparison with real energy measurements for two sensor-
based applications.
The contents of this chapter have been originally published in the proceedings of the 2019 IEEE Inter-
national Conference on Big Data (Big Data), and have been slightly modified to improve readability.
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Figure 6.1: Variation of application lifetime for different types of processing-task for
a device with a given initial battery level. This variation is further exacerbated by the
available amount of battery and the type of device (phone or watch).
6.1 Introduction
With the introduction of Internet-of-Things and 5G, smart sensors will become ubiq-
uitous and will generate massive amounts of data. These sensor-based Big Data
are of increasing importance in many fields, such as smart homes, cities, or farm-
ing [32, 102]. Such sensors are building blocks of an extremely heterogeneous
ecosystem: different devices have different processing power, battery capacity, net-
working capabilities, and programming environments. Therefore, it is essential to
provide a programming environment with which energy-efficient sensor-based ap-
plications can be conveniently built.
To reduce application development complexity and aid processing task offload-
ing decisions, we advocate a framework that helps programmers by providing a set
of unified APIs (discussed in Chapter 3 and 4) that are easy to use, and allow for
automatic processing task placement decisions based on device capabilities and ap-
plication processing complexity.
One crucial deciding factor for processing-task placement is the maximum time
the application can run with the remaining battery capacities of the involved devices.
Nowadays, for battery-powered devices, such as smartphones or wearables, it is
crucial to optimize battery usage. A typical solution to prolong battery life is to
offload complex processing or actuation tasks to cloudlet or cloud platforms [75].
While in such one-to-one offloading scenarios optimizing the application lifetime
can be simply mapped to maximizing the energy efficiency of single devices (as done
in Chapter 5), this is not sufficient when we are facing a smart device ecosystem,
where multiple devices are present with different properties.
In this chapter we address the fourth research question of the thesis and inves-
tigate how can offline energy-modeling help to manage the large decision space for
more complex smart device ecosystems and applications. Deciding where to place
processing-tasks for maximizing the lifetime of an application is challenging, es-
pecially with the introduction of both local and remote sensing and actuation in a






distributed environment. One reason is that the offloading decisions are typically dif-
ficult when multiple heterogeneous devices are involved, as depicted in Figure 6.1.
The measurements are from a synthetic benchmark set. The difficulty is due to the
variation in the application lifetime for different combinations of parameters such
as the complexity of processing, the frequency of sensor data generation, the pro-
cessing window size, and the battery charge of the devices involved. In addition, the
fact that data needs to be moved along with the processing-task incurs communica-
tion overhead that also consumes considerable energy, which further complicates the
problem. The location of sensing- and actuation-tasks plays a significant role in the
offloading decision making. All these render manual decision making impractical.
In this chapter, we introduce Aves, a decision engine built on top of our Cow-
bird framework [39] for energy-efficient stream analytics across low-power devices
and clouds. Aves performs an automatic processing-task placement, based on ef-
ficiently exploring the large space of offloading policies and employing a holistic
energy model to estimate how long a given application is able to run under a given
policy. The energy model uses energy consumption measurements from a collection
of synthetic benchmarks that are run once (’offline’) for the given platform (smart-
phone, smartwatch). When an application is launched, Aves automatically decides
where to do the processing, based on the application-specific computation complex-
ity, the window size, the sensor frequency, and the current battery levels of the phone
and watch. Here, Aves uses estimation among the pre-measured synthetic values, in
combination with an energy model. For Aves, we chose an offline model-based ap-
proach as compared to run-time profiling (described in Chapter 5) because a run-time
profiling-based approach in a large decision space would cause additional profiling
overhead.
Our main contributions are summarized as follows:
• We propose and incorporate an automatic decision-making engine to the frame-
work, which can place processing-tasks for applications that are based on
stream analytics in an energy-efficient manner using a holistic energy model
(Section 6.3).
• We validate our energy model and decision-making engine with real-world
scenarios, confirming the effectiveness of the decision engine (Section 6.4).
6.2 Background and Motivation
In this section, we describe various sensor-based applications that can be built using
our framework described in Chapter 3 and 4. Then, we discuss stream analytics
patterns and the possibility of processing-task offloading. Further, various metrics
for offloading decisions are described.
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Figure 6.2: Various stream analytics patterns in applications that are built across mul-
tiple heterogeneous devices with sensing-task on a smartwatch.
6.2.1 Applications
Context-aware applications can be built using various sensors from devices such
as smartphones, smartwatches, or other IoT devices. The data collected from the
sensor is processed, and some action is performed based on the result. There can be
various applications that involve local and remote sensing and actuation. We provide
five concrete scenarios that use sensors from a smartwatch and perform actuation
remotely on a smartphone, or a cloud or cloudlet. In this chapter, we will use cloudlet
to denote either a remote cloud or a local cloudlet.
These scenarios require sensing on the smartwatch and remote actuation on the
phone:
• Coaching app: This application in the context of rowing gathers sensor data
from the rower’s watch and the coach is notified about the rower’s statistics. In
such a scenario, the movement (accelerometer) sensing occurs on the rower’s
smartwatch and the statistics update occurs remotely on the coach’s smart-
phone.
• Elderly care app: In this application an elderly person’s average heart rate
needs to be continuously monitored to identify any abnormal behaviours and
the caretaker should be notified when help is necessary. The heart rate sens-
ing occurs on the elderly person’s smartwatch and the actuation (notification)
occurs remotely on the caretaker’s smartphone.






These scenarios require sensing on the smartwatch and remote actuation on the
cloudlet:
• Environmental monitoring app: This application can gather a median of
light sensor data along with GPS from multiple user’s watches to spot dark
areas in a city for safety purposes.
• Noise detection app: It can gather sound sensor data from multiple watches in
an area and perform Fast Fourier Transform (FFT) to identify noise pollution
(such as airplane, explosion, etc).
• Sleep pattern app: It concerns identifying a person’s sleep pattern and co-
relating it with some other data sets such as disease-related data that require
processing over large data sets in the cloud.
Similarly, we can imagine other scenarios where sensing occurs on the smartphone
or on the cloudlet. Next, we discuss various stream analytics patterns in these appli-
cations and the possibility of offloading processing-tasks for some scenarios.
6.2.2 Stream Analytics Patterns
Figure 6.2 illustrates various cases in stream analytics for applications that are built
across the smartwatch, the smartphone, and the cloudlet, as already covered in the
above scenarios. When sensing is fixed on the smartwatch, we have 9 different
cases. Similarly, we can build other cases with sensing on the smartphone or on the
cloudlet.
For a sensing-processing-actuating scenario LMN , L represents sensing on the
device L, M represents processing on the device M and N represents actuation
on the device N . This notation will be used throughout the chapter. Note that the
devices L, M and N can be a watch, phone or cloudlet. For example, a scenario
WPC implies that the sensing occurs on the watch (W), processing occurs on the
phone (P) and actuation occurs on the cloudlet (C). When the processing-task could
be on either phone, watch or cloudlet, we keep the notation ’X’. For example, for the
scenario WXC, the processing occurs in a device X which could be either a watch,
phone or cloudlet.
From figure 6.2, we observe three main patterns that include sensing and ac-
tuation tasks. Case A1 in the figure represents the first pattern (WWW) where
both sensing and actuation occur locally. Case B1 (WWP) and C1 (WWC) are
when sensing occurs locally on the smartwatch and actuation occurs remotely on
the smartphone and the cloudlet, respectively. For these cases, we can offload the
processing-task. For example, in case of A1, when we offload the processing-task to
the smartphone, it becomes case A2 (WPW). Similarly, case A3 (WCW) is for of-
floading the processing-task to the cloudlet. We note that for a given scenario, there
exist multiple options to offload the processing-task. Hence, it is important to know
the most energy-efficient way to do the processing given a scenario at hand.
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6.2.3 Metrics for Offloading Decisions
On offloading the processing-task, we can improve various metrics such as latency,
throughput, and energy. The latency can be improved by performing simple pro-
cessing locally on the device and offloading complex processing to remote devices
that are nearby and have better capabilities in terms of computing resources. The
throughput is another metric for offloading the processing-task. In case of stream
analytics, when the processing frequency increases, the number of processing oper-
ations that need to be done also increases and it may reach the maximum sustain-
able throughput especially when data from multiple sensors needs to be processed.
Energy is another important metric to make an offloading decision. Nowadays, es-
pecially with battery-powered devices such as smartwatches and smartphones, it
becomes important to offload processing to save energy. Especially with remote ac-
tuation, there is a possibility to do processing at the sensing device (WWP), at the
actuation device (WPP) or a different device (WCP). In particular, we focus on a
new metric related to energy efficiency, i.e., maximizing the application lifetime,
by deciding where to place the processing-task given a scenario at hand. Next, we
see how Aves can be used for this purpose.
6.3 Aves Decision Engine
As discussed, the main goal for processing-task placement in Aves is to maximize
the application lifetime. The overall problem is extremely complex, Chapter 5 takes
a step and this chapter takes another step by focusing on both smartphones and wear-
ables. To this end, we built an energy model to enable the decision-making process,
which involves finding the impact of various stream analytics parameters such as
frequency, window size, and operation complexity on the energy measurement. For
a given scenario, the energy is measured for a possible combination of parameters,
and then curve fitting is applied on the training set. The trained model is used to
predict the energy measurement for a given set of parameters. Then, the decision
on where to do the processing is made based on the predicted energy measurement
and current battery level for each device. The decision engine registers the relevant
expression accordingly.
6.3.1 Applicability
Aves is implemented on top of our framework described in Chapter 3 and 4. The
application developer registers an expression using our API on the phone. From
the expression, the location and the type of sensors and actuators are inferred along
with the type of operation and the window size. Aves has already classified the
operations based on their complexity and the sensors based on their frequency, and
it can also identify any additional configuration (sensor delay) set by the developer.






An expression to measure the average heart rate over 10 seconds from the watch and
to perform a vibration actuation on the phone can be written by the developer as:
watch@heartrate : value{MEAN ,10s}
THEN
phone@vibrator : vibrate ? duration =’500 ms’
where watch represents the location of sensing and phone represents the loca-
tion of actuation, heartrate : value implies that it is a heart rate sensor, MEAN
represents aggregation operation and 10s represents the time window, vibrate :
vibrate represents that it is a vibrate actuation and duration = 500ms represents
the duration of vibration which is 500 milliseconds in this case.
After inferring the expression, Aves checks all possible options for placing the
operation and detects the best possible scenario for the given expression. The best
choice is identified based on an energy model and a decision engine. Using the
energy model, the electric current for a given scenario with given parameters is
estimated. The decision engine further uses the estimated electric current for all
possible scenarios to identify the best possible choice with maximum application
lifetime based on the present battery level of the devices that are involved. In the
above scenario, the sensing occurs on the watch and the actuation occurs on the
phone. Assuming that there is a nearby cloudlet, there is a choice to do the process-
ing (MEAN, 10s) on the watch, on the phone or the cloudlet. The decision engine
chooses the scenario that can maximize the application lifetime to do the processing
based on the battery levels of the watch and of the phone and registers the relevant
expression. In this case, we assume that the battery level of the cloudlet can be
ignored as it is connected to the power supply. The decision on where to do the
processing is complex as it changes based on multiple factors such as battery level,
sensing frequency, operational complexity, window size and the location of sensing
and actuation. Hence, Aves in combination with Cowbird, helps the developers to
ease the application development process.
6.3.2 Evaluation Setup
We chose electric current instead of power to model energy for two reasons. First,
the change in the voltage for both smartphones and smartwatches is minimal. There-
fore, power (voltage×current) has an impact only on the electric current. Second,
to measure the battery life for performing decision making, electric current is used
instead of power (as shown in equation 6.4).
The electric current can be measured based on a hardware-based power monitor-
ing tool such as Monsoon [100] or software-based such as Trepn profiler [25]. Trepn
is more widely available, but the measurement from Monsoon is more accurate. For
our experiments, we use Monsoon as shown in Figure 6.3. It was attached to the
watch and the phone to measure the electric current usage. We measure the average
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Figure 6.3: Wearable attached to the monsoon power monitor.
electric current over 5 seconds (30,000 data points) for various scenarios. The volt-
age was set to 4 V for all the experiments. As a watch, we use the Moto 360 2nd gen
with a battery capacity of 375 mAh, and for phone, we use Nexus 5x with battery ca-
pacity 2700 mAh as shown in Table 6.1. Both the watch and the phone communicate
with each other using Bluetooth and with the cloudlet using WiFi communication.
Table 6.1: Device configuration.
Resource type Device Operating system CPU Memory Network Communication Battery Capacity (mAh)
Watch Moto 360 2nd gen Wear OS 2.0 1.2 GHz quad-core CPU 512 MB Bluetooth 4.0 375(only one core enabled) WiFi 802.11 b/g
Phone LG Nexus 5X Android 8.1.0 Hexa-core (4x1.4 GHz Cortex-A53 2 GB Bluetooth 4.2 2700& 2x1.8 GHz Cortex-A57) WiFi 802.11 a/b/g/n/ac
Cloudlet MacBook Pro macOS Sierra 10.12.6 8 core (2.8 GHz Intel Core i7) 16 GB WiFi 802.11a/b/g/n N/A(connected to power supply)
6.3.3 Parameters
Figure 6.4 shows an event processing scenario that operates on a window size of 3
seconds. The sensor data generation occurs at a sampling frequency of 2 Hz. On
every new event, the operation is performed over the window size of 3 seconds.
Since the frequency is 2 Hz, the window size will contain six samples. For the
MEAN operation with complexityO(N) the average over six samples is calculated.
Also, other operations with different complexities can be used depending on the
scenario. Hence, the number of operations (φ) depends on the frequency (f ), the
window size (w) and the complexity of the processing (O) and it can be shown as:
φ = O(g(n)) (6.1)
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window size = 3 seconds
sampling frequency = 2 Hz
Figure 6.4: Event processing scenario.
where n = f · w and g(n) is a function that represents the type of processing



































































































































































































































Figure 6.5: Battery life comparison of three choices for two cases (WXP and WXC)
using various synthetic workloads.
6.3.4 Synthetic Workload
In general, it is not doable to do measurements and modeling for each new applica-
tion. Our solution is to measure (once, offline) a broad spectrum of synthetic cases
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to build the energy model. Applications with a given set of parameters (complexity,
frequency, window size) are estimated based on the model and the best option (e.g.,
WWP) that can maximize the application lifetime is chosen. In Chapter 5, we have
already used an online profiler-based approach [40] to improve the energy-efficiency
of applications using local sensors and actuators. However, software profiling will
take some time in the beginning to measure the electric current. For a large decision
space with multiple battery-powered devices, the profiling overhead becomes even
higher. With the offline model-based approach, we can make fast decisions in the
beginning and in combination with our earlier work we can also validate or change
the decisions in the run-time.
Figure 6.5 shows the battery life of two scenarios (WXP and WXC) for various
possible combinations of parameters. WXP indicates sensing on the watch and ac-
tuation on the phone and WXC indicates sensing on the watch and actuation on the
cloudlet. The battery life in the figure represents the total time the application can
run in hours when both the phone and the watch are at the battery level of 100%. On
the x-axis, the label 10− 10−N indicates a combination of sensor frequency, win-
dow size, and operational complexity, respectively. From the figure, in case of WXP
and for 10 − 10 − N , there are three possibilities to perform processing: WWP
(locally on the watch), WPP (remotely on the phone) and WCP (remotely on the
cloudlet). WCP is the least preferred choice for that combination of parameters. We
also note that for a different combination of parameters the best choice also changes.
Figures 6.5a and 6.5b both show five applications that were discussed in Sec-
tion 6.2.1: coaching, elderly care, sleep pattern, noise detection, and environmental
monitoring applications. Such applications use different combinations of sensors,
actuators, and parameters.
6.3.5 Energy Model
The energy model is built based on the two basic blocks: the computation on the
device and the communication between the devices. The computation is represented
in terms of the number of operations (φ) associated with a given analytics scenario
and the communication is represented in terms of frequency of remote actuation (f ).
Here, we show the impact of computation and communication on the electric current
for both the watch and the phone.
Figures 6.6 and 6.7 show the average electric current on varying frequency,
window size, and complexity for the watch and the phone respectively. The fig-
ure is used to identify the relationship of various parameters (independent variables)
to electric current (dependent variable). The average electric current is measured
separately for each device that is involved in a scenario. To show the impact of fre-
quency, out of all possible scenarios, we show the interesting scenarios such as local
sensing, processing and actuation (WWW for watch, PPP for phone), local sensing
and processing with remote actuation (WWP and WWC for watch, PPW and PPC
for phone), remote sensing with local processing and actuation (PWW for watch,




































































































































(f = 10Hz, c = O(N2)).
Figure 6.6: The impact of various parameters on the electric current measurement
for multiple scenarios on the watch. The symbol f , ws and c represents frequency,
window size and complexity respectively.
WPP for phone) and remote sensing and processing with local actuation (PCW for
watch, WCP for phone). For measuring one parameter (e.g., frequency), we keep
other parameters (window size and complexity) constant. To show the impact of
window size we chose the scenario that involves only computation, i.e., local sens-
ing, processing and actuation (WWW for watch, PPP for phone). We note that for
various scenarios, the average electric current is different. The variation implies that
offloading the processing-task will have an impact on the average electric current.
For a given scenario, we see a linear increase in the electric current used when both
the frequency and the window size increase.
Based on the observations, we see a linear correlation between various param-
eters and the electric current. In contrast, a non-linear model would have made it
very difficult to interpret and use. Since we have a linear correlation, we can use a
simple model using multiple linear regression analysis to model the electric current.
For choosing the variables, we note that the electric current is mainly impacted by
the sensing frequency, the processing frequency, the amount of processing and the


























































































































(f = 10Hz, c = O(N2).
Figure 6.7: The impact of various parameters on the electric current measurement
for multiple scenarios on the phone. The symbol f , ws and c represents frequency,
window size and complexity respectively.
actuation frequency. For expressions where the frequency for sensing, processing,
and actuation are the same, we chose the frequency (f ) as one variable. The other
variable is the number of operations (φ) which indicates the amount of processing,
and it is chosen based on the frequency, window size, and the complexity as seen in
equation (6.1).
It is important to note that various hardware sensors and actuators will have
varying energy usage. However, across multiple offloading possibilities, energy
consumption will remain the same. For example, for a scenario WXP that uses
accelerometer sensor on the watch and vibrate actuator on the phone, the operation
offloading possibilities (WWP, WPP, and WCP) will consume the same amount of
energy for accelerometer sensor and vibrate actuator. Hence, the energy consumed
by the sensor will not have an impact on the energy model. Therefore, we measure
the electric current using a test sensor and actuator for the synthetic cases. For mak-
ing the model simple, we assume that the network transmission error is minimal.
The model for measuring the electric current (δ) can be written as:






δ = β0 + β1f + β2φ (6.2)
In case of expressions where the frequency of sensing (f1) and actuation (f2) are
different, the model will then be written as:
δ = β0 + β1f1 + β2f2 + β3φ (6.3)
From the model, the regression coefficients (βn) are estimated based on several
samples for each scenario. The estimation is done using curve fitting based on the
least square method. It aims to minimise the difference between observed and pre-
dicted values.
6.3.6 Decision Making
While our decision engine decides where we should perform computation, we also
have to take into account the remaining battery charge, as it can influence the de-
cision where to process the sensor data. Figure 6.8 shows the influence of the re-
maining battery charge on the discharge rate of both watch and phone. Here, we fix
the battery level of the watch and vary the initial battery charge of the phone. In
addition, the figure shows two scenarios, where sensing and actuation are fixed. The
first scenario shows two lines, i.e., sensing on the watch in combination with pro-
cessing and actuation on the phone (WPP). The second scenario shows the lines for
both sensing and processing on the watch and only actuation on the phone (WWP).
For the watch, the average electric current on running the program while processing
the data locally is 79.45 mA, not processing but offloading to the phone the electric
current of the watch is 63.98 mA. In case of the phone, the electric current for pro-
cessing on the watch is 130.69 mA (for using Bluetooth communication), and for
processing locally on the phone, it is 158.61 mA. The overall goal of the decision
engine is to run the application longest using these two devices.
Figure 6.8(a) shows the discharge rate of WPP and WWP for the phone exceeds
the watch. The maximum lifetime is determined by the highest discharge rate of the
devices involved for a given scenario, which in the case of WPP is WPP for the watch
at 5.9 hours, and not WPP for the phone. Figure 6.8(b) shows the discharge rate of
WPP for the phone exceeds WPP for the watch. However, we still achieve slightly
longer lifetime using processing-task on the phone (WPP). On the other hand, Fig-
ure 6.8(c) shows that keeping the processing-task locally in the watch (WWP) will
yield the longest application lifetime. Trivially, and not shown in Figure 6.8, if the
lifetime of both WWP and WPP for the phone is lower than WWP and WPP for the
watch, the application lifetime will be at most the lowest discharge rate of the phone,
i.e., offloading processing-task to the watch (WWP). Hence, to span the lifetime of
a distributed application, we have to take the remaining battery charge into account.
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Figure 6.8: Decision making based on remaining battery life.
Now, we can generalize the decision-making process to more than two devices













where B1...m ∈ {Phone,Watch, ...} (battery-powered devices), CBm is the
battery capacity for the device Bm, PBm represents the present battery percentage
for the device Bm, and δBmi (gathered from the equations 6.2 or 6.3) is the electric
current for a scenario i for the device Bm. Equation 6.4 gives the result of the
device with the shortest battery life for a given scenario. By applying the following
equation:
α = max(L1, L2, ..., Ln). (6.5)
We will find the scenario α with the longest application lifetime out of the possible
n scenarios. Note that the devices in the equation 6.4 are battery-powered. It is
possible that for some devices, battery consumption is not an issue. For example,
a laptop that is connected to the power supply may not necessarily be concerned
about battery life. In such cases, we ignore the measurement of battery life for those
devices in equation 6.4.
6.4 Evaluation
In this section, we give a brief summary of the various evaluations performed. We
describe how the validation of the energy model is performed. Then, we show the
impact of the battery percentage on the offloading decision and compare it with
various offloading strategies. Finally, we compare the decision made by Aves with a

























































































































































































(b) CV(RMSE) for various scenarios.
Figure 6.9: Validation for energy model.
6.4.1 Summary
We describe various evaluations performed using the framework and address the
following questions:
• What kind of model do we need? Is a linear model a good fit?
• How accurately can the model predict the electric current measurements?
• What is the impact of battery life and battery percentage of various devices on
the offloading decision?
• How much is the maximum improvement of the application lifetime for a
given scenario? Does offloading to the cloudlet save energy for any scenario?
• How accurately can Aves estimate the best option for real-world applications?
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6.4.2 Validation of the model
We use 23 samples per scenario out of which 80% of the samples are used for train-
ing the model and 20% for prediction. We measure two aspects: coefficient of de-
termination (R2) [92] and the coefficient of variation of the root mean square error
(CV (RMSE)). TheR2 value indicates the goodness of fit and is measured between
0 and 1. Figure 6.9a shows the R2 value for various scenarios. We note that the R2
value for 23 out of 24 scenarios is greater than 0.90 out of which the value for 18
scenarios is greater than 0.95. Only 1 scenario (WWP) has R2 value of 0.80. The
result implies that the linear regression model is a good fit.
Next, we measure the variability of errors between the observed values and the
predicted values for each scenario usingCV (RMSE). It is measured in percentage,
and a lower value indicates a higher accuracy for the model. Figure 6.9b shows the
CV (RMSE) for various scenarios. In the figure, we note that the CV (RMSE)
percentage is less than 10% for 20 scenarios out of which the value is less than 5%
for 10 scenarios. For only 4 scenarios, the value is between 10% and 15% with
the highest value for WWP (13.6%). The result indicates that the model is highly
accurate.
6.4.3 Offloading decision
Figure 6.10 shows the impact of battery percentage on the offloading decision. We
choose two scenarios: WXC and PXW. WXC does sensing on the watch and actua-
tion on the cloudlet and PXW does sensing on the phone and actuation on the watch.
Figure 6.10a and 6.10c show the heat map of the chosen device to offload process-
ing for a given battery percentage of the phone and the watch. The letter ’P’,’W’,’C’
indicates that the processing on the phone, the watch, and the cloudlet respectively
is the best decision. The intensity represents the application lifetime in hours. The
parameter 5− 10−N2 indicates a frequency of 5 Hz, a window size of 10 seconds
and a complexity of O(N2).
For scenario WXC, when the battery percentage of watch and phone is more than
75% and less than 50% respectively, it is better to do processing on the cloudlet. On
the other hand, when the battery percentage for the watch is below 50% and the
phone is above 50%, it is better to do processing on the phone. Hence, it is better
to offload the processing-task to the phone or the cloudlet than processing locally
on the watch. Note that this result is specific to a given scenario with given window
size, frequency, and complexity. As can be seen on Figure 6.10c, where more than
half of the times, it is better to do the processing locally on the phone than offloading
to either the cloudlet or the watch. However, when the battery percentage for phone
is below 25% and for watch is above 75%, sending the sensor data from the phone
to the cloudlet for processing and receiving the result from the cloudlet to the watch
using WiFi is a better choice than processing on the phone and sending the result di-
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(b) Improvement for WXC.
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(d) Improvement for PXW.
Figure 6.10: Impact of battery percentage on the offloading decision.
any processing is better than Bluetooth communication along with processing).
Figure 6.10b and 6.10d show the improvement (in number of times) for three
different parameters. We compare the decision engine’s choice of task placement
with the random, the cloudlet-based, the worst, and the median-based choices. In
the plot, the x-axis represents parameters with different frequency, window size,
and complexity, the y-axis represents the improvement for different combinations
(from 5% to 100%) of battery percentage of both the phone and the watch, the width
shows the probability density of the data at different values and the horizontal stripes
show the minimum, the mean and the maximum value. We observe a maximum
improvement of 14.25 times for WXC and 1.38 times for PXW. For the scenario
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WXC with the parameter 2.5 − 1 −NlogN , we notice an average improvement of
1.33, 1.31, 1.91 and 1.11 times and for PXW with the parameter 10 − 10 − N , an
average improvement of 1.08, 1.16, 1.17 and 1.08 times in comparison with random,
cloudlet-based, worst and median-based choices respectively. Hence, Aves always
gives good decisions, whereas random or manual choices may suffer from much
more variation.
6.4.4 Real Application Comparisons
As described in Section 6.3.1, Aves makes automatic placement decisions for appli-
cations, without doing new measurements for the applications (instead, it uses esti-
mation based on pre-measured synthetic benchmarks). Here, we evaluate how well
this automatic decision-making works. We study three applications, and compare the
decisions made by Aves (through estimation) against the best decision (determined
by measuring). The first application is an elderly care app that is used to measure
the average heart rate over 10 seconds of an elderly person and displays it on the
phone of the caretaker. This application follows a WXP scenario with parameters
1 − 10 −N . Since the benchmark set only contained measurements for the closest
set of parameter 1.25−10−N , the measurements for 1−10−N had to be estimated
using equation 6.2.
The second and third applications do simple environmental monitoring using
O(N) analysis. The second app measures the average light sensor data over 30
seconds from multiple smartwatches and sends it to the cloudlet for further analysis.
This application follows a WXC scenario with parameter 3− 30−N . In this case,
the benchmark set only contained measurements for the closest set of parameter
2.5 − 10 − N . The third application gathers average sound sensor data over 60
seconds from multiple phones and sends it to the cloudlet for further analysis. This
application follows a PXC scenario with parameter 5 − 60 − N . In this case, also,
the benchmark set only contained measurements for the closest set of parameter
5− 10−N . Hence, the measurements for both 3− 30−N and 5− 60−N had to
be estimated using equation 6.1 and 6.2 for each scenario.
To evaluate our automatic decision engine, we have also actually measured the
electric current for all combinations of the applications, using the Monsoon hard-
ware power monitor. It is then compared against the estimated electric current for
each scenario. Figure 6.11 shows the results of the comparison. The battery life
measurement is normalized against the local processing (WWP, WWC, and PPC) to
remove the additional current usage caused by sensors and actuators. Removing the
overhead will not have an impact on the decision-making process, as described in
Section 6.3.5.
In all cases, the decision engine and the measurement based on the Monsoon
power monitor chose the same, i.e., WPP for WXP, WPC for WXC, and PPC for
PXC. For the case PXC, although there is not much difference in the battery life
between both choices, the decision engine still correctly estimates the best choice.






We particularly note that a possible developer’s choice to do local processing only
wins in one case (PXC). In the other two cases, the maximum application lifetime
is attained by using the remote device (phone). Hence, Aves helps the developers to















































































Figure 6.11: Normalized battery life comparison of Monsoon hardware power monitor
with the decision-engine’s estimation for three real-world applications. The battery
percentage for both phone and watch are at 100%.
6.5 Related Work
Computation offloading has been intensively studied [72]. Its goal is typically reduc-
ing the execution time of smartphone-based applications or improving the energy ef-
ficiency of mobile devices. In most cases, computation from a phone is offloaded to
a local server or a remote cloud over the Internet. While the benefit of faster process-
ing can be generally expected, the impact on the energy efficiency of the smartphone
seems less trivial because transferring the data needed for computation can also be
very energy-consuming due to intensive communication.
A large body of work is focused on exploring energy-efficient computation of-
floading, and an overview can be found in [70]. Many projects [118, 115] assume
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a simple linear energy consumption model, based on which they explore the min-
energy computation offloading scheme. Guo et al. also follow the linear energy
consumption model and consider a more complex scenario where constraints on
task dependencies and completion time deadlines are enforced [50]. Lyu provides a
distributed integration architecture of the cloud, edge, and IoT devices, and propose
a lightweight framework for energy-efficient selective computation offloading [77].
Offloading decision making for optimized energy efficiency has also been explored
for specific applications such as real-time video analytics [117] and augmented real-
ity [37]. Pablo et al. [49] provide a context-aware framework that take into account
the energy efficiency in order to choose the best way to run specific tasks in a smart-
phone.
In contrast, our proposal provides a general way to measure the energy con-
sumption of low power devices and to quickly build a realistic energy consumption
model using the measurement results. We are among the first to consider the energy
consumption of the whole sensing-processing-actuating cycle of sensor-based ap-
plications instead of looking at only the processing part when making computation
offloading decisions.
6.6 Conclusion and Future Work
We designed Aves, a decision-making engine based on an energy model that auto-
matically places the processing-task in an energy-efficient manner, given a scenario
at hand. The energy-model is built based on a set of synthetic workloads that are
measured offline once.
We validate the model and show that our linear regression based model is a good
fit and is accurate for most scenarios. We observe that the battery percentage of a
device has an impact on offloading decisions. Aves significantly improves the appli-
cation lifetime compared with different placement strategies. We show that the best
choice estimated by Aves is the same as the one measured using a hardware power
monitor for three real-world applications. Through our results, we show that offline
energy-modeling can help to manage the large decision space for more complex
smart device ecosystems and applications, to address our fourth research question.
For future work, the energy model can be improved to support changing con-
ditions needed for mobile sensors. The present model only uses WiFi and Blue-
tooth for network communication. The model can be improved to support 4G or
5G communication technologies. This can be done by doing synthetic benchmarks
on a variety of networks and network conditions. Additionally, our framework can
be extended to perform incremental synthetic benchmarks by including a software
profiler [25] that can measure the energy usage for a scenario at run-time and then
the decision engine can choose the best option. The profiled result can be added
to improve the model so that a similar set of parameters can be directly handled
by the model in the future. However, software profiling will take some time in the






beginning to measure the electric current. In the end, such a framework will help
application developers to easily build sensor-based applications using low power de-
vices without worrying about making it energy-efficient. We still did not solve the
problem for the whole ecosystem from Chapter 1 (Fig. 1.1). We solved the part
that helps developers to build context-aware applications that use smart devices such
as smartphone, wearables, IoT devices, and open data. In terms of making it en-
ergy efficient, we analysed various local and remote processing possibilities for both
smartphone and wearable. For IoT devices and open data, we only looked into the
processing possibilities on a remote resource (in the edge/cloud). It is still an open
problem how the overall energy usage affects when an IoT device is battery-powered









Smart devices such as smartphones, wearables, and IoT devices are rapidly develop-
ing with better processing and networking capabilities. Computation offloading to
a remote resource has improved the computation time of the applications. With the
emergence of edge computing, the communication time to the remote resource has
also reduced. Smart devices, along with the remote resources in the edge and in the
cloud, become a smart device ecosystem.
Context-aware applications in various fields such as smart cities, health-care,
smart building are built using these smart devices. They usually collect sensor data
from various smart devices, perform processing on it and take actions. Also, smart
devices are usually battery-powered and their battery usage should be optimised to
operate for long periods while interacting with their surroundings and users. Hence,
energy-efficiency should be considered while building such applications.
With a smart device ecosystem in mind, building context-aware applications is
challenging for the developers as they have to reconcile with APIs specific to dif-
ferent platforms. In addition, programming the ecosystem is complicated because
processing can now be done on the smart device processors or in the cloud or the
edge. Moreover, making it energy-efficient is even harder due to the trade-off be-
tween local vs remote processing. The optimal strategy to build an energy-efficient
context-aware application is far from obvious.
In this thesis, we study the overall research question (defined in Chapter 1) on
what are the key aspects of a programming framework for energy-efficient stream
processing in the context of a smart device ecosystem. We answer the research ques-
tion by extending the SWAN framework with mechanisms for enabling distributed
sensing, processing, and actuation for a smart device ecosystem and policies for
making decisions to improve energy efficiency and response time for context-aware
applications.
To this extent, first, we focus on providing an easy to use and flexible way for
combining sensor data from various smart devices and computing resources to en-
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able the new heterogeneous ecosystem. Second, we improve the responsiveness of
sensor data processing while taking into account the capacity of resources in the
edge and provide a scalable solution to process data from large numbers of smart
devices. Third, we analyze the possibility to offload computations to minimise both
latency and energy-usage of applications that use local sensing and actuation on a
smartphone. Finally, we explore how to make energy-efficient applications in a large
decision space with more devices in the ecosystem.
7.1 Thesis Contributions
The contributions of this thesis can be divided into four main categories, correspond-
ing to the four research questions stated in the beginning. The first and second part
provide mechanisms for distributed sensing, processing, and actuation in a smart de-
vice ecosystem. In the first part of the thesis, we enable an easy-to-use yet flexible
and energy-efficient way to combine sensor data from smart devices by providing
a framework that uses a unified programming API to reduce application develop-
ment complexity. In the second part of our work, we show how to make optimal
use of edge computing to make the processing of sensor data from large numbers of
smart devices more responsive while achieving the maximum sustainable through-
put. We provide a scalable solution that uses location-aware task allocation policy
on resource-constrained edge resources. The third and fourth part provide policies
for decision-making to improve energy-efficiency and response time. In the third
part of the thesis, we study how to automate the decision which sensor data com-
putations should be offloaded from the smartphone to an edge/cloud resource to
reduce processing time and energy usage. We follow a run-time profiling-based
approach to make the best decision. In the fourth part of the thesis, we show that
offline energy-modeling can help to manage the large decision space for more com-
plex smart device ecosystems and applications, by providing an offline-model based
approach that maximises the application lifetime.
In Chapter 2 we discuss the SWAN framework [62, 34] as a background and the
overview of the extensions we did on it to support a smart device ecosystem. The
main extensions are the support for more devices such as wearables and IoT devices,
processing of sensor data in the edge and the cloud, and local and remote actuation.
The SWAN-Song [84] domain-specific language is also extended to support local
and remote sensing, processing, and actuation.
In Chapter 3 we introduced the Cowbird framework that uses a unified program-
ming API that follows a sensing-processing-actuating model. We built two appli-
cations to show that Cowbird is easy to use, through a domain-specific language.
We also show that Cowbird brings flexibility for the developers to choose where to
do what. Finally, we compared the performance of Cowbird and Cuckoo (in terms
of energy efficiency, data transfer cost and CPU load) and conclude that Cowbird
performs much better in the best case and equally good in the worst case.






In Chapter 4 we analyse how to improve the responsiveness for applications like
smart city analytics that involve processing large scale data collected from geograph-
ically distributed IoT devices. We make use of edge computing to process the data
closer to the source and built the Edge Cowbird framework that extends the Cowbird
framework to run on resource-constrained edge devices in a distributed manner. In
addition, we support a location-aware task allocation policy to improve the respon-
siveness. Our analysis shows that an RPi3 device reaches the maximum throughput
at a given number of expressions depending on the analytics parameters. A better
resource (fog or cloud) far from the source would be preferred when there are more
expressions per device. This can minimise overloading of resource-constrained edge
nodes. We also show the impact of various analytics parameters such as the sensor
frequency, the type of operation and the time window on the throughput.
In Chapter 5 we shift our focus to automate the decision to help the developers
build energy-efficient applications. We take a step-wise approach to a difficult prob-
lem, starting with a device, namely a smartphone in this chapter and then continue
in Chapter 6 with a larger part of the ecosystem. We built the Kea system that uses
a run-time profiling-based approach to make the decision for application scenarios
that use sensing and actuation locally on the smartphone. We show that the crossover
point for offloading computation changes based on various parameters such as the
application characteristics, the type of hardware used and the communication la-
tency. We conclude that Kea incurs a one-time profiling overhead of 3% for 1 hour
execution and it is suitable for application scenarios that use one device. However,
the run-time profiling overhead increases when more devices are used and an offline
approach would be preferred (Chapter 6).
In Chapter 6 we study how to improve the energy efficiency for application sce-
narios that use more devices in a smart device ecosystem. We designed Aves, a
decision engine that is based on an offline energy model. We show that the model
is a good fit and is accurate for most scenarios. We also observe that the battery
percentage of a device has an impact on offloading decisions. Aves significantly
improves the application lifetime compared with different placement strategies. We
validate that the best choice estimated by Aves is the same as the one measured using
a hardware power monitor for two real-world applications.
Through the contributions of this thesis, we believe that it is a step towards help-
ing application developers build energy-efficient context-aware applications. With
the help of our framework, various apps in the field of smart city, health, smart farm-
ing etc. can be easily built that can widely benefit society. Moving the complex
decisions away from the developers and towards the framework allows the develop-
ers to easily program the application while the framework facilitates the interaction
between various components to make the best choice. Our framework will not only
empower the developers to build even more useful apps for the society but also ex-
tend the battery life of smart devices.
For example, the findings of our research can contribute to a new NWO KLEIN2
project at the VU [15] where the aim is to use computation offloading techniques for
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distributed sensor applications. With enormous sensor data generated by IoT devices
and with the availability of diverse computing resource, the project aims to solve the
huge puzzle to decide what calculations can be done where. Our research provides
a framework that identifies the best choice on where to do the processing given a
situation at hand. We only addressed part of the problem, but the outcome of our
research can accelerate future research in this direction.
7.2 Future Directions
In this thesis, we aim to support application developers in their efforts to develop
energy-efficient stream processing applications in a smart device ecosystem. This
research has a much bigger scope, and we limit ourselves to solving part of the
problem. The future research can focus on various challenges such as security (se-
cure communication between devices), privacy (proper handling of sensitive data),
reliability (high churn rate of edge devices) etc. Furthermore, below we outline the
immediate future research directions that can build upon the existing research.
7.2.1 Extending declarative abstractions
In the efforts to help the developers build context-aware applications, a uniform
abstraction to access a large variety of sensors without excessively compromising
the performance is an important challenge. We took the first steps by providing
extensions to a simple declarative language called SWAN-Song. This already helps
with various simple processing tasks such as aggregation, on multiple devices. In
the future, it can be extended with more complex functions supported by modern
analytics frameworks (e.g., AllReduce in Deep Learning [85]). Additional support
to enhance the flexibility can be provided by integrating user-defined functions that
will allow the developers to add their own functions. The abstraction can also be
extended to support more smart devices to enrich the ecosystem.
7.2.2 Adaptive decision engine
The current decision engine particularly optimises for energy usage and responsive-
ness (in case of local sensing and actuation). There can be other factors included in
the decision-making process. For example, the availability of a remote resource can
be included while making the decision, especially for edge devices that suffer from
high churn rate. Another aspect of smart devices is mobility. Due to mobility, net-
work characteristics can change, e.g., changing the network connectivity from WiFi
to 4G can increase the energy usage and the decision might have to be re-evaluated.
There can also be changes in the sensing frequency and the charging behavior over
time. These dynamic scenarios can be included when building the model in the fu-
ture to make more accurate decisions. Also, currently, we measured only the energy






usage of smartphones and wearables. In the future, we want to measure the energy
usage of IoT devices that are battery-powered and have processing capabilities.
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This thesis aims to help application developers to build energy-efficient context-
aware applications. Smart devices such as smartphones and wearables are rapidly
evolving with increased processing power and better networking technologies. Var-
ious context-aware applications are built based on the sensor data gathered from
smart devices. They often perform stream processing on the sensor data, where la-
tency is critical. Besides, continuous processing can consume much energy. Since
smart devices are usually battery-powered, it is essential to optimize the battery us-
age to operate for long periods. With the emergence of edge computing, computation
offloading to a remote resource closer to the data source can be utilized to improve
both response time and energy usage.
Building these applications is challenging as the developers have to reconcile
with APIs specific to different platforms. Also, offloading computation to save en-
ergy for data streams is not always helpful as there is a trade-off between processing
locally vs. sending continuous streams of data. Programming is complicated be-
cause there are many different choices, and the optimal strategy can be far from
obvious.
In this thesis, we address these challenges by identifying the key aspects of a
programming framework for energy-efficient stream processing in the context of a
smart device ecosystem. We incorporate mechanisms to perform distributed sensing,
processing, and actuation for a smart device ecosystem and enable policies to make
decisions that can improve the response time and save smart devices’ energy based
on a given situation. First, we extend the existing SWAN framework to combine
sensor data from multiple sources and provide support for local and remote sensing,
processing, and actuation on wearables, smartphones, and the cloud (Chapter 3), thus
reducing the application development complexity for programmers. Then, we focus
on improving the response time for latency-critical applications by making optimal
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use of smart edge devices to support real-time sensor data processing (Chapter 4).
Next, we show how the energy consumption and response time for local sensing
and actuation on smartphones can be optimized (Chapter 5). Our solution automates
the offloading decision to a remote resource based on the sensor data computations.
Finally, we improve the battery life by providing an offline energy model to manage
the large decision space for a complex smart device ecosystem (Chapter 6).
To summarize, in this thesis, we present a programming framework that will
empower the developers to build energy-efficient context-aware applications.
