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1. INTRODUCTION 
The spectral analysis of integral operators with difference kernels on finite 
intervals plays an important role in a wide class of transport phenomena, such 
as neutron transport [l] and radiative transfer [2]. By such an operator we mean 
an operator of the form, 
s T k(x - Y)f(Y) 6~. 0 (1.1) 
In the semi-infinite case, that is, 7 = 00, it can be shown [2] that these eigen- 
values can be related to the poles and zeros of what is usually referred to in the 
literature as the H-function of Chandrasekhar. In the finite case, corresponding 
to the H-function, one can introduce the X-function, but a rigorous proof of the 
the relation between the poles and zeros of the X-function and the eigenvalues 
is not available. The purpose of this paper is to present a proof of this result. 
This is achieved in two steps. First, we prove a differentiability property of the 
resolvent kernel and then, using this property, prove an identity involving the 
X-function and the resolvent kernel. This identity in turn would relate the 
X-function to the eigenvalues, by an earlier esult. 
2. MAIN RESULTS 
WC make the following assumptions on the kernel: 
(i) K(x) is real and k(x) -: k(--x) 
(ii) k(x) is locally square integrable 
(iii) k(x) ELI(-ao, 00) 
(iv) 1 - L(E) =# 0, -co<5‘<00 
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where ff(.$ denotes the Fourier transform of K(x). By (2.1) and (2.2), it follows 
that for every 7 E (0, co), (1 .l) defines a compact self-adjoint operator onL,[O, 71. 
We shall denote this by T, . By (2.4) ‘t 1 can easily be seen [3] that (I- T,)-l 
exists for every 7. Let ol(x, T) denote the unique solution of the equation 
(2.5) 
Krein [4] has shown that if, among other things, k(x) is continuous, then 
a(x, T) is a differentiable function of 7. However, the continuity assumption puts 
a severe restriction on its application, as most of the kernels occurring in neutron 
transport and radiative transfer are of the type in (2.2) and (2.3) and not neces- 
sarily continuous. We prove in this paper, for the type of kernels under considera- 
tion, the following type of differentiability (which is enough for our application): 
THEOREM 1. If k(x) satisfies (2.1) to (2.4) then the unique solution 01(x, T) of 
(2.5) is d$feerentiable with respect to 7, for almost every 7, and its derivative is 
CX(T - x, T) 01(r, T), in the following sense: 
T lim 
sl 
4x, 7 + h) - 4x, 4 _ 
h 
a(, - x, T) a(~, T) dx = 0 
h-0 ,, (2.6) 
Remark. It is easy to anticipate the derivative as a1(~ - x, r) ol(~, T) as follows: 
By formally differentiating (2.5) with respect to T, we get 
c&, T) = a(~, 7) k(x - T) + jT k(x - Y> %(Y, T) 4 
0 
= +, 7) k(T - x) + joT 4" - y) %(y, 7) dy, 
by (2.1). This gives, formally, 
a,(~, T) : (I- T7)-‘[(y.(7, T) k(T - x)] 
giving us an idea as to what the derivative should be, if it exists. 
To state the result relating the X-function of Chandrasekhar and the eigen- 
values of T, , we need to introduce some notations and preliminaries, which we 
do in the next few lines. 
We denote by J(x, x, T), the unique solution of the integral equation, 
J(x, z, T) = exp ixz + 
f 7 k(x - Y) Jr, z, T> dy. (2.7) ” 
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It is easy to see that the J function is a continuous function of x. Chandrasekhar’s 
X-function is defined as 
X(2, T) = li*li+ J(x, z, T). (2.8) 
Using Theorem 1, we prove the following: 
THEOREM 2. If k(x) satisfies conditions (2. I ) to (2.4) then 
l/X(0, T) = exp [ - r’,’ cr(s, S) ds] (2.9) 
COROLLARY 1. Since T, is a compact self-adjoint operator on L,[O, r], it 
follows from the general theory of such operators that T, has a discrete set of real 
eigenvalues {pi(r)} with the origin as the only possible limit point. Using (2.1), it can 
easily be seen that the corresponding eigenfunctions {q~~(x, T)} can be so chosen that 
Vi(X, r) = +pi(T - x, 4, (2.10) 
that is, such that the eigenfunctions are either symmetric or antisymmetric about the 
midpoint of [o, T]. In an earlier paper [3], the present author proved the following 
identity: With assumptions (2.1) to (2.4) on k(x), 
exp - [ .r oT c+, s) ds 1 = C [exp nil 11 - cli(~)l n; [exp ~~(41 [1 - ~~(41 ’ (2.11) 
where ri+ and n-j- are products over all eigenvalues that have symmetric and anti- 
symmetric eigenfunctions, respectively. As an immediate consequence of (2.9) and 
(2.11) we get the corollary: 
1 K+ [exp cLd41[1 - ~i(dl -= 
X(0, T, ni [exp PjCT)l [I- PjCT)l * 
(2.12) 
COROLLARY 2. Consider 
K(x) = wk(x), (2.13) 
where k(x) satisfies (2.1) to (2.4) and w is real and / w j < 1. We can apply the 
above results to K(x). For this kernel the eigenvalues will be {wt~~} and the corre- 
sponding X-function will be a function of the parameter w. We get, by applying 
pm, 
(2.14) 
(2.14) shows that X(0, w, T) is a meromorphic function of w for w in the complex 
plane. (To be precise, X(0, w, T) has a meromorphic extension in the complex 
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w-plane.) From (2.14) it follows that if w0 is a xero of this extended function, then 
it is a pole of l/X(0, w, T) and hence should correspond to a value l/tq for som pi 
appearing in rj-. Similarly, if w0 is a pole of X(0, w, T) then it should correspond to 
a value 11~~ for some pLi appearing in wi +. Thus, we get the fact that the poles and 
zeros of X(0, w, 7) are the reciprocals of eigenvalurs of T, . 
3, PROOF OF THEOREM 1 
From (24, we get for h, positive, 
a(x, T) - 01(x, T - h) 
h 
s 
r-h 
= 
+ _ y) ‘y(Y, 4 - 4% 7 - h) 
0 h 
dr + $ s:_, 4” -Y> ‘Y(Y> d dyt 
which yields 
where 
dx, d - Or(‘, ?- - h, = (I- T,-h)-lgh(x), 
h (3.1) 
gh(X) = $ s:_, 4x - Y> 4Y, 4 dY* (3.2) 
Here (I- T,&l d enotes the inverse treating TrPh as an operator on L,[O, T]. 
(Observe that the functions 01(x, T) and OL(X, T - h) are in L,[O, T], p = 1, 2.) 
From (3.1) we get 
a(x, T) - 01(x, 7 - h) - 
h 
CX(T, T) Cd(T - x, T) 
= (1 - T,J-lgh - a(T, 7) a(, - x, 7) (3.3) 
z (I- T,-&l g, - (1 - TJ-’ (C+> T> k(x - T>) 
:= (I- TTvh)-l fh + ((I - T,-h)-’ - (I- TJ-‘) (+, T) k(x - T))~ 
where 
fh(x) = gh(x) - o1(7, T, k(x - T> 
(3.4) 
1 T =- h I-, [qx - y) a(y, T) - acT, T, ‘cx - T)l dy’ 
We will now use the following notations: 
409/59!1-5 
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(i) IfF(x) is any function inL,[O, T], then 
II F(-)ll, = .r,’ I WI dx; 
and 
(ii) If A is any operator onL,[O, T] then I/ A 11 denotes the operator norm in 
the usual sense. 
With these notations we get from (3.3) 
< il(r - T,-,)-l /I lifh 111 + !i(I - TT-~)-~ - (I- T7)f111 I/ ‘+> T) k(* - T)iil .
(3.5) 
We will show that. 
and 
22 ll.M*)ll1 = 0, for almost every 7, (3.6) 
pi ll(I - 7-,-&l - (I - T&l // = 0. 
Using (3.6) and (3.7), we get from (3.5), for almost every 7, 
(3.7) 
lim a(., T, - Ol(‘, ’ - h, -__- 
h-0 h +, T) + - -, T) 
= 0. (3.8) 
1 
Similarly, we can show that for h positive, for almost every 7, 
lim 
h+O Ii (3.9) 
(3.8) and (3.9) together establish Theorem 1. It remains to prove (3.6) and (3.7). 
Proof of (3.6). From (3.4), we get 
If&4 d ; j-Lb If4x - Y> a(~, 7) - + - 4 +, ~>l dy 
(3.10) 
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Integrating with respect to X, we get, after interchanging the order of integration 
on the right side, 
(3.11) 
< I/ K(*)ll+ j; I 4Y9 4 - 471 T>I dY 
+“““-, dy,: ) h(s) - h(s + y - T)I ds. 
Since K(t) EL,(- co, cc), it follows that 
l$ j-= 1 h(s) - h(s + S)l ds = 0. 
-cc 
Hence, given E > 0, there exists an h, such that 
s 
m 1 h(s) - h(s + S)] ds < E whenever 161 <kl. -m 
Now, choosing h < h, , we get 
5 
m / h(s) - h(s + y - T)] ds < E for ally E (T - h, T). 
--oc 
Using this in (3.1 l), we get, for almost every 7, 
;$g II fd*h = 0, proving (3.6). 
Proof of (3.7). For h sufficiently small (not necessarily positive), Tr+h + T, 
in operator norm. We have 
(I- Tr+rJ = (I- TJ + (T, - TT+tJ 
= (I - T,) [I + (I- T&l (T, - Tr+dl 
(3.12) 
Since Tr+h + T, in operator norm, we can make 
IlV - TJ-YT7 - T7+dl < 1, for h small. 
In the rest of this proof, by \I A I/, we shall denote the norm of an operator on 
LJO, 27). For h sufficiently small, we get, from (3.12), 
(I - T7+&l = [I + (I - T,)-’ (T, - T,+k)]-l (I - T,)-l 
x C-1)” W - T,)Y (TV - T7+dn 1 (I- T&l, 
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where the series converges in operator norm. From the above we get 
iI(l - T7k1 II2 II TT - T,+L 1. = 
1 - W - TJ-l II I T, - TT+h II ’
from which (3.7) follows. This completes the proof of Theorem 1. 
4. PROOF OF THEOREM 2 
From the definition f ol(x, T) and X(.z, T) it can easily be seen that 
X(z, 7) = 1 + j: cx(y, r) exp $5~ dy. (4.1) 
In particular, we get 
X(0,4 = 1 + j”’ a(~, 7) dy. (4.2) 
0 
From (4.2) we get, 
X(0,7) - X(0, 7 -h) zzz h s ‘-” 0 
+, ‘) -ab, ’- h, dy + +J” a(y, 7)dye 
h T h 
(4.3) 
But, 
IS 
7--n a(x, T) - a@, 7 - h) - 
h 
OI(T - X, 7) iy(T, T) dX 
0 
< 7-h ol(x, T) - a(x, T -h)s I 0 _1__-__-- - ,x(7, T) a(, - x, 7) / dx h 
(4.4) 
< a(x, T) - 01(x, 7 - h) - h a(~, T) a(~ - x, T) dx 
Now, for almost every T, the first erm in (4.4) tends to zero as h -P 0, by 
Theorem 1; and the second term tends to zero as h --j 0, since a(~ - X, T) E 
L,(O, 7). Thus 
Iim F 
7-h ci(x, T) - cY(x, 7 - h) 
hA0 “” h 
dx = a(~, T) lo7 a(~ - x, 7) dx 
(4.5) -7 = a(r, 7)! 4X, T, dx. 0 
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Letting h ---f 0 in (4.3) and using (4.5) and 
1 7 
x s-h s 
a(x, T) dx ---f a(~, T), for a.e. 7, 
we get 
lirn X(0, T) - X(0, 7 - h) 
ht0 h 
= a(~, T) [ 1 + s,’ cx(x, T) dx] 
= oL(T, T) X(0, T) 
Similarly, we can show that, 
Thus X(0, T) is differentiable foralmost every 7, and 
(d/dT) x(0, T) = 01(T, T) x(0, T). 
Integrating with respect o 7, we get 
I 
-zzz X(0, T) exp - aT a@, 9 ds [ s 3 ’ 
for a.e. 7
for a.e. 7. (4.6) 
for a.e. 7. 
(4.7) 
proving Theorem 2. 
5. CONCLUDING REMARKS 
In a forthcoming paper, we propose to use this relation between the eigen- 
values and the poles and zeros of X(0, w, T) to show that the problem of eigen- 
value determination can be reduced to the study of zeros of the determinants 
corresponding to pairs of algebraic systems of equations arising in the finite 
interval Wiener-Hopf method. 
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