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Теленик С.Ф. 
1 
ЗАГАЛЬНА ХАРАКТЕРИСТИКА РОБОТИ 
Актуальність теми. Умови розвитку сучасного інформаційного простору 
вказують на необхідність опрацювання великих обсягів даних структурованого, 
слабко-структурованого і неструктурованого характеру, які знаходяться у 
різнорідних джерелах, таких як реляційні і багатовимірні бази даних, бази даних 
XML і NoSQL, структуровані і неструктуровані текстові файли, бази і файли 
геоданих, медіафайли тощо. Ефективне використання таких даних базується на їх 
консолідації і залежить від технологій роботи з гетерогенними даними, які 
розташовані та обробляються на різних просторово розосереджених технічних 
засобах, насамперед за допомогою технологій BigData (великих даних), гібридних і 
віртуальних баз даних, паралельного опрацювання даних, структурування даних та 
ін.  
Питанням консолідації даних присвячено праці A. Gupta, L. Bellatreche, 
M. Golfarelli, H.J. Watson, W. Eckerson. Паралелізм у сховищах даних розглядається 
у працях T. Stöhr, A. Datta, P. Furtado, результати досліджень яких 
використовуються для логічного розподілу на основі бібліотеки типів і фізичного 
розподілу на основі фрагментації даних. Методи структурування баз і сховищ даних 
розглядаються в працях D. Theodoratos, C. Zhang, A. Gupta, Y.J. Chang, J.T. Horng і 
переважно зводяться до побудови оптимальних планів виконання запитів з 
використанням методик організації даних. 
Питанням управління контентом сховищ даних присвячені праці W. Inmon, 
R.Kimball, D. Hackney та багатьох інших вчених. Задачі визначення архітектури 
розподілених сховищ із складною ієрархічною структурою, насамперед гомогенних 
з великою кількістю файлових даних, розглядаються у працях А.А. Пашнєва, 
О.В.Курка, О.В. Мігури. Проблеми структурування сховищ даних, побудованих на 
основі поширених платформ, наприклад Hadoop, досліджуються у роботах 
Д.В.Приймака та О.І.Акимишина, а питанням формалізації процесів 
структурування, опрацювання даних сховищ і побудови просторів даних присвячені 
роботи Н.Б. Шаховської. 
Існуючі підходи однак не враховують особливості побудови розподілених 
сховищ даних гібридного типу (РСД ГТ), які зберігають дані з різнорідних джерел 
на різних просторово розосереджених засобах і забезпечують ефективність 
експлуатації сховища за економічними критеріями. Зокрема, у відомих роботах 
відсутні комплексні дослідження наявності різних типів джерел даних, різних рівнів 
абстракції даних, міжрівневих переходів між ними та можливості підвищення 
ефективності роботи сховища в процесі його експлуатації. Відомі моделі побудови 
сховищ даних не враховують весь комплекс критеріїв і параметрів логічного і 
фізичного розподілу даних.  
Таким чином, попри наукові результати дослідження різних аспектів 
побудови та експлуатації сховищ даних, залишається невирішеною проблема 
побудови ефективних РСД ГТ, що зумовило актуальність науково-прикладного 
завдання створення інформаційної технології (ІТ) побудови сховищ зазначеного 
типу та вимагає концептуально-методологічних інновацій у цій сфері на основі 
проведення ґрунтовних досліджень. 
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Зв’язок роботи з науковими програмами, планами, темами 
Дисертаційна робота виконувалась у відповідності з науково-технічними 
планами кафедри автоматизованих систем обробки інформації та управління  
Національного технічного університету України «Київський політехнічний 
інститут» і науково-дослідними роботами Міністерства фінансів України, в яких 
автор брав безпосередню участь при розробці та впровадженні сучасних інтернет-
технологій в роботу органів виконавчої влади: 
– «Модернізація управління державними фінансами в контексті 
адміністративної реформи» (державний реєстраційний 0111U007012) – розробка 
інформаційно-аналітичної системи «Прозорий бюджет» Міністерства фінансів 
України, 2011 рік; 
– «Моделювання та прогнозування розвитку фінансової системи України» 
(державний реєстраційний № 0111U007014) – розробка інформаційної системи 
«Віртуальний університет» Міністерства фінансів України, 2011 рік. 
Мета і задачі дослідження. Метою дисертаційної роботи є зниження  
сукупної вартості збереження та обробки даних у розподілених сховищах даних 
гібридного типу за рахунок нової інформаційної технології, створеної на основі 
комплексу математичних моделей і методів аналізу та оцінювання процесів 
опрацювання даних у сховищах зазначеного типу і оптимізації їх структури.  
Для досягнення поставленої мети в дисертаційній роботі вирішуються такі 
завдання:  
1) аналіз процесу та методів побудови РСД ГТ і проблем, що виникають 
при цьому; 
2) розроблення методу побудови РСД ГТ з мінімальною сукупною 
вартістю збереження та обробки даних при обмеженнях на час виконання запитів і 
кількість реплікованих копій даних; 
3) розроблення математичних моделей багаторівневого описання РСД ГТ 
та їх відображень і взаємодії; 
4) розроблення моделей та методів логічного і фізичного розподілу даних у 
РСД ГТ і дослідження ефективності та збіжності розроблених методів;  
5) створення ІТ побудови РСД ГТ на основі розроблених моделей, методів 
та засобів; 
6) експериментальне дослідження створеної ІТ побудови РСД ГТ. 
Об'єктом дослідження є процес побудови розподілених сховищ даних 
гібридного типу. 
Предметом дослідження є моделі, методи та засоби побудови розподілених 
сховищ даних гібридного типу.  
Методи дослідження. У процесі досліджень для побудови РСД ГТ 
використовувались: методи системного аналізу – для декомпозиції процесу 
побудови; теорія реляційних баз даних і реляційна алгебра  для формалізації 
описання РСД ГТ і оптимізації запитів; методи обчислювального інтелекту, 
еволюційного програмування – для знаходження конфігурацій розміщення та 
реплікації даних.  
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Наукова новизна одержаних результатів:  
1) вперше запропоновано формальну алгебричну систему сховищ даних 
гібридного типу, яка  відрізняється від існуючих набором основ (сутності, елементи 
даних РБД, БВБД, БД XML і NoSQL) та операцій (новими є операції перетворення 
основ між собою, виділення структурованої і слабко-структурованої частини 
відношення, з’єднання сутностей, побудови зв’язної множини), дослідження 
властивостей яких дозволило оперувати даними, представленими різними 
моделями, та будувати для них РСД ГТ; 
2) удосконалено метод спрощення формул алгебричної системи РСД ГТ за 
рахунок визначення перспективних множин інваріантів з наступним деталізованим 
вибором кращого у цих множинах, який відрізняється від існуючих наявністю 
правил оцінювання інваріантів формули запиту на основі критерію вартості, що 
дозволяє отримати інваріант виразу запиту до сховища з мінімальною сукупною 
вартістю збереження та обробки даних; 
3) вперше розроблено метод побудови РСД ГТ з мінімальною сукупною  
вартістю збереження та обробки даних, що здійснює логічний та фізичний розподіл 
даних, використовує запропоновану алгебраїчну систему та відрізняється від 
існуючих тим, що враховує інформацію про дані та запити; 
4) розроблено ІТ побудови РСД ГТ на базі комплексу математичних 
моделей і методів аналізу та оцінювання процесів опрацювання даних у сховищах 
зазначеного типу та оптимізації структури сховищ, що дозволяє створювати 
інформаційні системи, у яких ефективно обробляються гетерогенні дані, що 
зберігаються розподілено.  
 Практичне значення отриманих результатів. 
Одержані в дисертаційній роботі результати можуть бути використані при 
проектуванні систем обробки даних гетерогенного та розподіленого типу за 
допомогою інформаційної технології побудови РСД ГТ. Розроблені моделі, методи 
та засоби дозволяють здійснювати побудову таких сховищ даних з мінімальною 
сукупною вартістю збереження та обробки даних.  
Практичне значення роботи полягає у зниженні сукупної вартості збереження 
та обробки даних у інформаційних системах, розроблених на основі створеної 
інформаційної технології. 
Результати дисертаційної роботи використані при розробленні, впровадженні і 
експлуатації таких інформаційних та інформаційно-аналітичних систем:  
1) сховища даних для системи управління державними фінансами (СУДФ) 
Міністерства фінансів України; 
2) інформаційно-аналітичної системи «Прозорий Бюджет» Міністерства 
фінансів України (свідоцтво про реєстрацію авторського права на твір № 43465); 
3) інформаційної системи «Віртуальний Університет» Міністерства фінансів 
України (свідоцтво про реєстрацію авторського права на твір № 43464); 
4) порталу Інституту післядипломної освіти ДННУ «Академія фінансового 
управління»; 
5) порталу періодичного наукового видання (свідоцтво про реєстрацію 
авторського права на твір № 55790). 
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Використання результатів дисертаційного дослідження підтверджено 
відповідними актами впровадження. 
Результати дослідження впроваджені в навчальний процес кафедри 
автоматизованих систем обробки інформації та управління Національного 
технічного університету України "Київський політехнічний інститут" для 
викладання дисципліни "Організація баз даних і знань". 
Основні положення роботи можна використовувати для: 
– розробки та впровадження систем збереження та обробки даних  
розподіленого і гетерогенного характеру; 
– зниження сукупної вартості збереження та обробки даних у 
інформаційних системах і підвищення швидкості їх опрацювання; 
– розробки засобів логічного та фізичного розподілу даних на основі 
аналізу даних і статистики запитів. 
 Особистий внесок здобувача. Усі наукові результати, представлені в 
дисертації, належать здобувачеві особисто. У друкованих працях, опублікованих у 
співавторстві, здобувачу належать такі результати: у праці [3]  проведено аналіз 
існуючих джерел з проектування та створення архітектур розподілених сховищ 
даних гібридного типу, у праці [4]  формально визначено мультибазове сховище 
даних, сформульована математична модель задачі проектування та оптимізації РСД 
ГТ і запропоновано метод її розв’язання. 
 Апробація результатів дисертації. Основні положення та результати 
дисертаційної роботи обговорювались на 13 наукових конференціях, у тому числі: 
Всеукраїнській школі-семінарі молодих вчених та студентів "Сучасні комп'ютерні 
інформаційні технології" ("ACIT-2011", "ACIT-2012", Тернопіль, 2011, 2012 рр.); 
Міжнародній науковій конференції "Інтелектуальні системи прийняття рішень і 
проблеми обчислювального інтелекту" ("ISDMCI’2011", "ISDMCI’2012", 
"ISDMCI’2014"); I Міжнародній науково-практичній конференції "Сучасні 
інформаційні системи та технології" ("ASIT-2012", Суми, 2012 р.). 
 Публікації. Основні положення дисертаційного дослідження опубліковано в 
2-х монографіях і 20 друкованих наукових працях (18 опубліковано одноосібно), у 
тому числі: 7 статей у фахових наукових виданнях, що входять у міжнародні 
наукометричні бази та 13 публікацій у матеріалах міжнародних конференцій.  
 Структура та обсяг роботи Дисертаційна робота складається із вступу, 
чотирьох розділів, висновків, списку використаних джерел і додатків. Повний обсяг 
дисертації становить 182 сторінок, з них 151 сторінок основного тексту, 60 рисунків, 
2 таблиці, список використаних джерел з 116 найменувань на 14 сторінках, 7 
додатків на 17 сторінках. 
ОСНОВНИЙ ЗМІСТ РОБОТИ 
 У вступі обґрунтовано актуальність теми, сформульовано мету та основні 
задачі дослідження, наукову новизну і практичне значення отриманих результатів, 
наведено дані про впровадження результатів роботи та публікації автора, подано 
структуру роботи. 
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 У першому розділі представлений огляд робіт, в яких описано підходи, 
моделі, методи та засоби побудови сховищ даних, у тому числі їх консолідації і 
інтеграції даних, фізичного та логічного розподілу даних у них. Проведений аналіз 
показав, що результати існуючих досліджень не розв’язують комплексну задачу 
побудови РСД ГТ з мінімальною сукупною вартістю збереження та обробки даних із 
врахуванням інформації про дані та запити до них. 
 Запропоновано концепцію побудови РСД ГТ як багаторівневої системи 
збереження та обробки даних. Характерною особливістю підходу до проектування 
РСД ГТ є те, що побудова таких сховищ здійснюється з існуючих і попередньо 
визначених джерел даних, тобто перетворення рівнів опису сховища починаються з 
відомих (за метаданими) логічних моделей джерел даних, між елементами яких та 
елементами концептуальної моделі сховища задається взаємовідповідність. 
 На основі цієї взаємовідповідності, будується логічна модель сховища. 
Логічна модель, у свою чергу, співвідносить елементи баз даних сховища з 
сутностями концептуальної моделі. Перехід між цими співвідношеннями 
відбувається шляхом вибору моделей для представлення ними даних джерел, а на 
основі логічної моделі будується фізична модель сховища, що включає конфігурації 
розгортання та реплікації даних.  
 На основі виконаного аналізу визначено та обґрунтовано низку вимог, 
зокрема функціональних, технічних, програмних та інших, реалізація яких 
сприятиме досягненню визначеної мети. 
 Так, інформаційна технологія побудови РСД ГТ повинна: 
– виконувати запити користувачів, транслюючи ці запити до носіїв сховища; 
– здійснювати аналіз даних, зокрема їх структурованості; 
– здійснювати логічний і фізичний розподіл даних, на основі властивостей 
даних і статистики запитів тощо. 
Зокрема, застосування розробленої ІТ повинно забезпечити: 
– зменшення сукупної вартості зберігання та обробки розподілених даних 
гібридного типу щонайменше на 10% у порівнянні з інформаційною системою, яка 
не використовує дану ІТ; 
– виконання запитів за час нижче s/1000, де s – обсяг даних, що обробляється 
за запитом до сховища; 
– резервування даних сховища у кількості не менше двох доступних копій. 
Основні результати розділу представлені у працях [3 - 6]. 
У другому розділі вводиться поняття мультибазового сховища даних, 
описано моделі даних сховища та його джерел, а також міжрівневі переходи між 
моделями. 
Мультибазове сховище даних (МБСД) – це РСД ГТ, побудоване за трьома 
рівнями абстракції даних – рівень вузлів сховища, рівень носіїв сховища, рівень 
даних – і має такі конструктивні особливості: 
1. Вузловий рівень сховища передбачає фізичний розподіл даних між 
окремими апаратно-програмними одиницями, в яких здійснюється збереження та 
обробка даних і які називаються вузлами. Кожен вузол має свою систему 
управління, включаючи систему доступу до даних, розміщених у цьому вузлі. Вузли 
поділяються на центральні та регіональні. Центральні вузли призначені для 
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збереження та обробки всіх даних сховища, в той час як регіональні містять лише ту 
частину даних, яка обробляється локально.  
2. Рівень носіїв даних сховища передбачає логічний розподіл даних між 
основними та допоміжними носіями сховища. Кожен вузол, як центральний, так і 
регіональний, складається з носіїв даних (основних та допоміжних), а також 
пов’язаних з ними джерел даних. Основні носії даних сховища призначені для 
OLTP-обробки даних та зберігають усі дані вузла відповідно до їх структурованості. 
Допоміжні носії даних сховища призначені для OLAP-обробки даних і зберігають ті 
дані, запити до яких оптимізуються за рахунок використання відповідних моделей 
даних. 
3. Рівень даних передбачає завантаження даних у носії сховища з джерел, які 
можуть обробляти запити до даних і які не беруть участі в розподілі даних. 
Згідно концепції, побудова РСД ГТ передбачає здійснення таких етапів його 
проектування: 
1)  концептуального, на якому задаються метадані, визначаються сутності, 
зв'язки сутностей та області сховища, проводиться аналіз структурованості даних з 
виділенням структурованих і слабко-структурованих даних; 
2) логічного, що полягає у виборі комбінації моделей для представлення 
даних, яка забезпечує виконання поставлених вимог до інформаційної технології та 
досягнення бажаного значення критерію вартості;  
3) фізичного, на якому визначається розташування та маршрут реплікації 
областей сховища по його вузлах. 
Побудова концептуальної моделі МБСД. Концептуальна модель сховища 
задається як алгебрична система  ,,W  з декількома основами, де  - 
множина основ,   - сигнатура,  - відношення на основах. 
Множина основ  NXMTЕ ,,,,  включає сутності сховища Е , елементи 
реляційних БД T , елементи багатовимірних БД M , елементи БД XML X , елементи 
БД NoSQL N .  
Сигнатура  XmlMdEE  ,,, 21  включає множини операцій: над сутностями  
 ,,,/,,,1 E , перетворення сутностей і елементів даних носїів    ,,,,,,,2E , над елементами даних багатовимірної моделі - 
 ядеталізацізгорткаобертаннязрізMd ,,, , над елементами моделі даних XML  
  ,,Xml .  
Множина відношень ENEXEMETEE   включає відношення між: 
сутностями сховища EE ; сутностями і елементами даних реляційної моделі ET ; 
сутностями і елементами даних багатовимірної моделі EM ; сутностями і 
елементами даних моделі XML EX ; сутностями і елементами даних моделі NoSQL 
EN . 
Крім базових операцій, у алгебричній системі визначена складена бінарна 
операція «з’єднання сутності» ),( 21 eee с , яка дозволяє сполучити сутності 1e  і 2e  в 
сутність e  із впорядкуванням рядків за атрибутом с . Вона використовується для 
отримання частково-структурованих даних сутності e , що зберігаються в сутностях 
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1e  і 2e  та має наступні властивості операції декартового добутку, а саме  є 
дистрибутивною відносно операцій /,, , не є комутативною, не є асоціативною та 
не є ідемподентною. 
Дана алгебрична система сховищ даних гібридного типу запропонована вперше 
і відрізняється від існуючих набором основ (сутності, елементи даних РБД, БВБД, 
БД XML і NoSQL) та операцій (новими є операції перетворення основ між собою, 
виділення структурованої і слабко-структурованої частини відношення, з’єднання 
сутностей, побудови зв’язної множини), дослідження властивостей яких дозволило 
оперувати даними, представленими різними моделями, та будувати для них РСД ГТ.  
Для розподілу даних у сховищі потрібно їх класифікувати за областями 
МБСД, а також за класами структурованості даних.  
У концептуальній моделі МБСД множина його сутностей розбивається на 
підмножини
1
n
Cpt i
i
E A

 , що називаються областями { | 1, }i j iA e j A   сховища. Кожна 
сутність у одній області має відношення до іншої сутності в тій самій області, тобто 
для кожної області можна побудувати зв’язний граф, але кожна сутність входить 
лише в одну область. Виділення таких областей дозволяє ефективно виконувати 
запити до декількох зв’язаних сутностей в силу спільного фізичного розташування. 
Розбиття здійснюється за допомогою операції "побудова зв'язної множини", що 
дозволяє зменшити витрати часу на визначення областей сховища. 
Сутності сховища класифікуються також за їх структурованістю, в результаті 
чого розрізняють структуровані, частково-структуровані, слабко-структуровані  та 
неструктуровані дані. Частково-структуровані дані розподіляються на 
структуровану  і неструктуровану  частини. У підсумку сховище складається лише з 
структурованих  і слабко-структурованих  даних. 
Для класифікованих таким чином даних будується логічна модель. 
Побудова логічної моделі МБСД. Логічна модель МБСД пов'язує сутності з 
елементами даних сховища.  
З метою визначення елементів даних сховища (елементів носіїв сховища, що 
відповідають об’єктам реляційної, багатовимірної БД, БД XML і NoSQL) 
формується множина оптимальних моделей з множини допустимих моделей на 
основі критерію мінімальної сукупної вартості збереження та обробки даних.  
Множина допустимих моделей визначається наступним чином. Для кожної 
сутності e  визначається її cтруктурованість. Відповідно до структурованості даних 
моделі даних включаються у множину допустимих моделей, і для кожної сутності e  
та моделі з множини допустимих визначаються відповідні об’єкти баз даних: 
реляційної БД, багатовимірної БД, БД XML, БД NoSQL. 
Для знаходження оптимальних моделей у роботі використовується метод 
спрощення формул алгебричної системи РСД ГТ, описаний у розділі 3.  
Оптимальні моделі вибираються за наступним критерієм: 
  
1
( ) ( , )
l
P Q
j j j
j
O C U U q 

   при умові : ( , ) ( )qq t q f s  ,  (1) 
де  NoSQLXMLMdRel ,,,   бінарні ознаки вибору моделей для розміщення даної 
сутності або області (1 – дана модель використовується для даної сутності або 
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області, 0 – не використовується), кожна комбінація значень яких дає набір моделей 
для представлення даних і відповідний множинний інваріант виконання запитів до 
цих даних; jC  питома вартість використання j-го ресурсу (грн/мс); )(PjU   
кількість використаного j-го ресурсу для розміщення даних відповідно до вибраних 
моделей; ),( qU Qj   кількість використаного j-го ресурсу для виконання  запитів 
відповідно до вибраних моделей. 
Побудова фізичної моделі МБСД. Базуючись на логічній моделі визначається 
фізична модель сховища, яка описує порядок реплікації кожної області сховища на 
вузлах і задається наступними відношеннями у метаописі сховища: },{  na   
перелік всіх вузлів n сховища із  вказанням областей даних а, що зберігаються і 
обробляються в цих вузлах; },,{ 21  nna   перелік областей даних джерела а з 
вказанням шляхів реплікації даних між вузлами n1, n2. 
Для визначення конфігурації розташування даних розв’язується задача 
оптимізації сукупної вартості збереження та обробки даних, що формулюється 
наступним чином: 
  min),()(
1 1

 
QUUC Qij
D
ij
k
i
l
j
i
j      (2) 
за таких умов: 
 )(: qq sftQq  ,     (3) 
   

k
i
i
jlj
1
:,1      (4)
 
де   ij   конфігурація розгортання; ij  бінарні ознаки розміщення області даних 
j у вузлі i, що визначають  вузли, у яких будуть збережені дані областей та 
виконуватися запити до цих даних ( 1ij  -область j  розміщується у вузлі , 0ij   - 
не розміщуєтьс i );  ijC   вартість використання j-го ресурсу у i-му вузлі; ),( òQij QU   і 
)(DijU  - кількість використаного j-го ресурсу у i-му вузлі для виконання набору 
запитів  і розміщення даних (залежить від розташованих в даному вузлі областей і 
набору запитів), qt   час виконання запиту q ; )( qsf   обмежувальна функція, 
визначена на об’ємі даних запиту qs ; v   задана нижня межа доступності областей 
сховища. 
Після визначення розташування даних необхідно вибрати шляхи реплікації 
областей по вузлах сховища, для цього розв'язується наступна задача оптимізації: 
min)(
1 1

 
aR
ij
k
i
l
j
i
j UC  ,      (5) 
за умови 
 lim)( Ru
iAa
aR
ij 

        (6) 
де  a jia ,   - конфігурація реплікації;  ,ai j - ознаки реплікації вузлів для області a 
( a ji, =1 область a реплікується з вузла i в вузол j, a ji, =0 – не реплікується); )( aRijU    кількість використаного ресурсу i вузла j для реплікації даних області a , у 
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процентах від максимальної потужності; )( aRiju   - максимальне використання ресурсу i вузла j, у процентах від сумарного використання всіх ресурсів; limR   
гранично допустиме значення споживання ресурсів для реплікації, у процентах. 
Основні результати розділу представлені у працях [3, 4, 7, 8, 10 - 13]. 
У третьому розділі описано метод побудови РСД ГТ з мінімальною сукупною 
вартістю збереження та обробки даних, що здійснює логічний та фізичний розподіл 
даних, використовує розширену реляційну модель з операцією "побудова зв'язної 
множини" та відрізняється від існуючих тим, що враховує властивості даних і 
статистику запитів. 
Опис операторів алгебричної системи РСД ГТ. В запропонованому методі 
описані оператори формування сутності та формування елементів носіїв з сутностей 
сховища. Ці оператори дозволяють перетворювати дані між моделями сховища та 
носіїв даних, що дає можливість представляти дані у різних моделях для оптимізації 
їх зберігання та обробки. 
Метод спрощення формул алгебричної системи РСД ГТ. Для того, щоб 
визначити моделі, якими будуть представлені дані джерел у сховищі, в роботі 
застосовується метод спрощення формул алгебричної системи РСД ГТ, який 
дозволяє для кожної сутності чи області вибрати набір моделей з мінімальною 
сукупною вартістю збереження та обробки даних. Цей метод у роботі удосконалено 
за рахунок визначення перспективних множин інваріантів з наступним 
деталізованим вибором кращого з цих множин, який відрізняється від існуючих  
наявністю правил оцінювання інваріантів формули запиту за критерієм вартості, що 
дозволяє отримати інваріант виразу запиту до сховища з мінімальною сукупною 
вартістю збереження та обробки даних.  
Спрощення формул запитів відбувається на етапі логічного проектування 
сховища даних шляхом вибору моделей для виконання запитів до областей даних 
сховища. При цьому інваріант цих формул з мінімальною сукупною вартістю 
збереження та обробки даних вибирається шляхом оцінки наявних інваріантів і 
визначення мінімального за попарним порівнянням оцінених інваріантів. 
Визначення. Формулою запиту називається вираз W у алгебричній системі 
РСД ГТ, визначений на основах Ξ і сигнатурі Ω. 
Визначення. Множинним інваріантом запитів ( )I   називається варіант 
запису двох або більше формул запиту, що може бути отриманий шляхом однакових 
тотожних перетворень, де μ - комбінація моделей для представлення даних, що 
породжує інваріант. 
Визначення. Оцінкою множинного інваріанту запитів ( )I   є функція, 
визначена на множині інваріантів { ( )}I   та множині запитів { }Q q  , що приймає 
лише додатні значення:  ( ) ( ), 0IQO f I Q   . 
Оцінка множинного інваріанту запитів ( )I   для СД ГТ визначається за 
формулою (1). 
Визначення. Інваріант запиту 1( )I   називається кращим за інваріант запиту 
2( )I   за оцінкою ( )IQO  , якщо 1 2( ) ( )I IQ QO O  .  
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Визначення. Перспективною множиною інваріантів In називається множина 
інваріантів, кожен з яких є кращим за будь-який, що не належить даній множині:   ( ) ( ')I ( ) | ( ') IпI Iп п Q Q пI O O I      .  
Визначення. Допустимим інваріантом запитів називається інваріант, який 
відповідає умові допустимості:  : ( ,I( )) ( )qq Q t q f s   , де ( , I( ))t q   - час виконання 
запиту q  у інваріанті I( ) , )( qsf   обмежувальна функція, визначена на об’ємі даних 
запиту sq.  
Визначення. Найкращим інваріантом запиту за оцінкою ( )IQO  називається 
інваріант, який має мінімальну оцінку ( )
( )
min  IQ
I
O 

 серед всіх можливих інваріантів.  
У даних поняттях метод спрощення формул запитів РСД ГТ відображається 
наступною схемою. На початку визначається множина всіх можливих інваріантів 
запитів. З неї відбираються перспективні підмножини на основі аналізу 
структурованості. З останніх визначаються допустимі інваріанти, серед яких 
вибирається найкращий (див. рис 1). 
 
Рис.1. Схема методу спрощення формул алгебричної системи РСД ГТ 
[Розроблено автором] 
Визначення перспективних множин інваріантів. Для того, щоб вибрати 
перспективні множини інваріантів, що відповідають наборам моделей даних, при 
використанні яких сукупна вартість збереження та обробки даних є нижчою, 
проводиться аналіз структур даних джерел. Визначається їх структурованість, на 
основі якої обираються моделі для представлення даних. Структурованість для даних 
сутності r , яка має m  атрибутів і n  записів даних визначається за такою формулою:  
 1( , )1
k
ii
r
n u a r
ST
m n
   
 ,      (7) 
де  rau i ,  – кількісне значення невизначеності атрибута ia  у сутності r , що 
визначається як кількість записів, на яких цей атрибут приймає невизначене значення.  
Всі можливі інваріанти { ( ) | , , , }Rel NoSQL MD XMLI           
Перспективні множини  
інваріантів  ( ) ( ')I ( ) | ( ') IпI Iп п Q Q пI O O I       
 
Допустимі 
інваріанти 
: ( ,I( )) ( )qq Q t q f s    
 
Найкращий 
інваріант  ( ) 1 ( ) ( , )min  
l
P Q
j j j
I j
C U U q

 

  
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Структурованість STa зв’язаної області a  визначається з структурованостей 
даних сутностей 'r a  за такою формулою: 
 '
'
.r r ra
r a r r
r a
ST m n
ST
m n

        (8) 
де rm  - кількість атрибутів сутності 'r , rn  - кількість записів даних сутності 'r . 
Після визначення структурованості даних отримуємо множину допустимих 
моделей розташування даних. Допоміжні носії для розміщення даних вибираються 
на основі такого раціонального принципу: вибирається та модель даних, яка може 
дати кращі кількісні показники у виконанні певних запитів над моделлю основного 
носія.  
Вибір найкращого інваріанту. Після того, як визначені перспективні множини 
варіантів виконання запитів, з них вибирається найкращий на основі критерію (1). 
Оскільки вимірність задачі низька (15 допустимих розв’язків і менше), то для 
вибору найкращого інваріанту спочатку дані представляються у всіх моделях, 
використовуючи відповідні оператори формальної алгебричної системи, а далі 
виконується пошук найкращого інваріанту шляхом попарного порівняння 
інваріантів з множини перспективних. Для перетворення запиту в різні його 
інваріанти використовуються тотожні перетворення операторів сховища та 
операторів відповідних моделей. 
Модифікований генетичний алгоритм. Для вибору конфігурації 
розташування та реплікації даних у сховищі розв’язуються задачі оптимізації (2)-(4) 
і (5)-(6) за допомогою генетичного алгоритму з використанням фази попереднього 
формування початкової популяції бджолиними алгоритмом. Додаткова фаза введена 
для отримання більш якісної початкової популяції, при якій генетичному алгоритму 
потрібно менше ітерацій.  
Особливості модифікованого генетичного алгоритму: 
1) фаза формування початкової популяції на основи методу бджолиного 
рою, має наступні характеристики: кількість початкових хромосом nП=10*nN; 
кількість кращих хромосом nК=nП/2; кількість перспективних і додаткових 
хромосом nп=nд=[nП/4]; радіус області для кращих хромосом dk=nA(nN-2); радіус 
області для перспективних хромосом: dп=nA(nN-1); 
2) селекція виконується методом рулетки; 
3) схрещування: блокове (блоком вважається набір ознак, що відповідають 
одному вузлу), з імовірністю cхрещування двох особин pi=0.8 та імовірністю обміну 
значеннями блоків pc=(2i-1)/(nN*2), де i  номер вузла, nN кількість вузлів;  
4) мутація: багатоточкова, з імовірністю pm=(nN-1)/(nA*nN*2), де nA  
кількість областей сховища.  
Експериментальні дослідження. В результаті проведених досліджень для 
визначення параметрів генетичного алгоритму встановлено, що найкращий 
результат цільової функції при обмеженнях на час виконання алгоритму досягається 
при 10 початкових хромосомах, п’яти  областях і з однією хромосомою в кожній 
області. Задані параметри дозволяють отримати достатньо якісне значення цільової 
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функції за прийнятний час. Для задач більшої розмірності потрібен більший розмір 
популяції, тому потрібно вибирати 10*NÏ nn   початкових хромосом. 
Порівняння з існуючими методами та алгоритмами. Для того, щоб 
перевірити доцільність використання запропонованого методу, була проведена серія 
випробувань алгоритму з визначенням часу виконання при різній розмірності задачі 
(добутку кількості областей і кількості вузлів сховища). 
Порівняння запропонованого (модифікованого генетичного) алгоритму, що 
виконувався при вказаних вище значеннях параметрів, проводилося з бджолиним, 
генетичним алгоритмами та методом повного перебору. Результати наведено на  
рис. 2,3. 
 Рис.2. Діаграма порівняння часу виконання алгоритмів в залежності від 
розмірності задачі [Розроблено автором] 
 Рис.3. Діаграма логарифму часу виконання алгоритму повним перебором в 
залежності від розмірності задачі [Розроблено автором] 
Час виконання методу повного перебору відображений логарифмічно (рис. 3), 
оскільки значення мають велику різницю в порядках (від 102 до 1029). Базуючись на 
отриманих результатах можна зробити висновок, що запропонований алгоритм 
дозволяє зменшити час виконання алгоритму на 10 % порівняно з генетичним і на 
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50 % порівняно з бджолиним, а також виконується за час, менший на порядки, ніж 
метод повного перебору.  
Результати даного розділу описані в працях [8, 9, 14 - 16]. 
У четвертому розділі розглянуто архітектуру і особливості функціонування 
та реалізації ІТ побудови РСД ГТ на базі запропонованої алгебричної системи, 
методу спрощення формул та методу побудови РСД ГТ, що дозволяє інтегрувати 
різні джерела даних у єдине сховище з логічним і фізичним розподілом даних на 
основі збереження та обробки даних у сховищі (архітектура ТСУДФ), визначено 
структуру систем, побудованих з використанням зазначеної ІТ.  
Архітектура ІТ побудови РСД ГТ.  
Розроблена ІТ побудована за змішаною трьохрівневою Web-орієнтованою 
архітектурою з серверами баз даних, застосувань і клієнтами (браузери, товсті 
клієнти), що відображена на рис. 4. 
Мультибазове сховище даних (РСД ГТ)
...
Застосування налаштування сховища
Веб‐сервер:
Microsoft IIS Конфігуратор МБСД
Застосування обробки даних сховища
Джерела даних
Сервер БД
Служби доступу до даних </> Репозиторій метаданих
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Сервер БД XML : 
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Сервер застосувань: на основі Windows  Services  
 Модуль аналізу даних
 Модуль пошуку кращого інваріанту  Модуль налаштування реплікації даних Модуль визначення розміщення даних
 Модуль виконання запитів
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Клієнт МБСД
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 Рис. 4. Архітектура ІТ побудови РСД ГТ [Розроблено автором] 
Особливістю цієї архітектури є можливість користуватися функціоналом 
застосувань ІТ як у публічних мережах за допомогою браузера та протоколів 
(HTTP/S), так і в захищених мережах за допомогою товстих клієнтів та їх 
протоколів. В силу необхідності доступу клієнтів з різних розташувань сервери БД, 
застосувань та веб-сервери також розгортаються розподілено. 
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Відповідно до цієї архітектури, дані зберігаються в РСД ГТ (використовується 
МБСД), що складається з баз даних (реляційних, багатовимірних, XML, NoSQL з 
відповідними їм системи управління) у складі вузлів і джерел даних, що 
розміщуються у системах збереження під управлінням відповідних серверів БД, та 
служб доступу до даних для забезпечення зовнішньої взаємодії з даними сховища, 
які зберігають і використовують відповідний репозиторій метаданих.  
Використовуючи дані цих служб, за допомогою модулів на серверах 
застосувань здійснюється побудова РСД ГТ та планування і збірка даних для 
виконання запитів. Для побудови РСД ГТ використовується застосування 
налаштування сховища даних з такими модулями - аналізу даних, пошуку кращого 
інваріанту, визначення розміщення даних та налаштування реплікації даних. 
Модуль аналізу даних здійснює аналіз структурованості даних і визначення 
областей сховища. Модуль пошуку кращого інваріанту визначає моделі для 
представлення даних. Модуль визначення розміщення даних розташовує дані 
областей сховища по його вузлах. Модуль налаштування реплікації даних 
конфігурує реплікацію областей сховища між його вузлами. Для експлуатації РСД 
ГТ використовується застосування обробки даних сховища, що використовує модулі 
виконання запитів та інтеграції даних. Модуль виконання запитів отримує запити 
від користувачів і повертає набори даних відповідно цим запитам. Модуль інтеграції 
даних дозволяє здійснювати імпорт та експорт даних з чи в зовнішні системи. 
Доступ користувачів ІТ до ресурсів програмних модулів здійснюється через веб-
застосування «Конфігуратор МБСД» та «Клієнт МБСД», що розташовані на веб-
серверах. 
Користувач взаємодіє з цими застосуваннями через тонкий клієнт (браузер або 
клієнт графічного інтерфейсу), що встановлюється на комп’ютерах кінцевих 
користувачів. 
Практична реалізація ІТ складається з систем керування базами даних –
реляційних (Microsoft SQL Server Database Services \ Oracle Database), 
багатовимірних (Microsoft SQL Server Analysis Services / Hyperion Essbase), XML 
(BaseX), NoSQL (MongoDB), і спеціально розробленої системи керування МБСД, 
яка містить наступні модулі: MDWManager  графічна утиліта для проектування 
сховища, MDWClient  «товстий» клієнт, за допомогою якого користувачі 
отримують результати запитів, MDWService  служба, яка забезпечує виконання 
запитів, побудову сховища, аналіз даних, взаємодію з джерелами та носіями даних, 
MDWTestApp  застосунок для проведення досліджень. Ці модулі  розроблені на 
платформі Microsoft .NET Framework, тому в якості веб-сервера використовується 
Microsoft Internet Information Services, а сервер застосувань виконаний в вигляді 
cлужб Windows (Windows Services).  
Розроблені модулі описано діаграмами варіантів використання, класів, 
діяльності і компонентів, що наведені в дисертації та відображають структуру 
сховища даних та порядок його функціонування. 
Особливості використання ІТ побудови РСД ГТ при створенні 
інформаційних систем. Результати впровадження запропонованої ІТ (з 
розробленням програмного забезпечення на основі MDWMS) у систему управління 
державними фінансами Міністерства фінансів України, інформаційно-аналітичну 
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систему «Прозорий бюджет» Міністерства фінансів України, інформаційну систему 
«Віртуальний університет» Міністерства фінансів України, портал Інституту 
післядипломної освіти ДННУ «Академія фінансового управління», портал журналу 
«Фінанси України» підтвердили правильність запропонованої концепції і 
ефективність її реалізації. Досягнуті при впровадженні зменшення вартості роботи 
сховищ даних на 30% і скорочення часу виконання запитів на 33% за рахунок 
оптимізації їх виконання між різними базами даних і фізичними вузлами разом з 
результатами експериментальних досліджень підтвердили практичну значимість 
розробленої інформаційної технології і дають підстави вважати, що мету 
дослідження досягнуто. 
Додатки містять: для модуля MDWService  програмний код, таблицю опису 
класів і копії екранів його роботи, для СК МБСД  діаграми компонентів, класів і 
діяльності, а також статистику реєстрації та навчання слухачів у Віртуальному 
університеті Міністерства фінансів України. 
Основні результати розділу представлені у працях [1, 2, 17 - 21]. 
ВИСНОВКИ 
У результаті виконання дисертаційної роботи вирішено науково-практичне 
завдання створення інформаційної технології побудови РСД ГТ та одержані 
результати, що мають істотні переваги перед існуючими результатами: 
1. На основі проведеного аналізу існуючих підходів і методів побудови 
розподілених сховищ даних встановлено, що задача побудови РСД ГТ може бути 
вирішена за допомогою методів та моделей логічного та фізичного розподілу даних 
у сховищі з врахуванням властивостей джерел даних і статистики виконання запитів 
до сховища. 
2. Розроблено новий метод побудови РСД ГТ з мінімальною сукупною 
вартістю збереження та обробки даних, що здійснює логічний і фізичний розподіл 
даних та відрізняється від існуючих тим, що враховує інформацію про дані сховища 
та запити до цих даних за допомогою методу спрощення формул алгебричної 
системи СД та  модифікованого генетичного алгоритму. 
3. Для формування метаопису сховища даних та оптимізації запитів до нього 
вперше запропоновано формальну алгебричну систему сховищ даних гібридного 
типу, яка  відрізняється від існуючих набором основ (сутності, елементи даних РБД, 
БВБД, БД XML і NoSQL) та операцій (новими є операції перетворення основ між 
собою, виділення структурованої і слабко-структурованої частини відношення, 
з’єднання сутностей, побудови зв’язної множини), дослідження властивостей яких 
дозволило оперувати даними, представленими різними моделями, та будувати для 
них РСД ГТ. 
4. Для логічного розподілу даних удосконалено метод спрощення формул 
алгебричної системи РСД ГТ у сховищі з визначенням перспективних множин 
інваріантів з наступним деталізованим вибором кращого у цих множинах, який 
відрізняється від існуючих наявністю правил оцінки інваріантів формули запиту, що 
дозволяє отримати множинний інваріант запитів до сховища з мінімальною 
сукупною вартістю збереження та обробки даних. Для фізичного розподілу даних у 
сховищі розроблено модифікований генетичний алгоритм з фазою формування 
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початкової популяції, яка базуюється на методики бджолиного рою, що дозволяє 
зменшити витрати часу на знаходження конфігурацій розгортання і реплікації та 
здійснити фізичний розподіл даних у сховищі на 10 % порівняно з генетичним 
алгоритмом та на 50 %  порівняно з бджолиним. 
5. Розроблено інформаційну технологію побудови РСД ГТ на базі комплексу 
математичних моделей і методів аналізу та процесів опрацювання даних у сховищах 
зазначеного типу з оптимізацією їх структури, що дозволяє створювати 
інформаційні системи з РСД ГТ, причому час проектування і реалізації останніх 
скорочується у 2-3 рази, а вартість підтримки зменшується на 50%.  
6. Впровадження створеної ІТ при розробці низки інформаційних та 
інформаційно-аналітичних систем для Міністерства фінансів України дозволило 
отримати суттєвий ефект для:  
 системи управління державними фінансами Міністерства фінансів 
України – знизити до 25-30 % вартість системи збереження та обробки даних; 
 інформаційної системи «Віртуальний університет» Міністерства 
фінансів України та порталу Інституту післядипломної освіти ДННУ «Академія 
фінансового управління» - підвищити пропускну спроможність сховища даних, а 
відтак і кількість одночасних сесій для навчання та тестування з 200 до 250 на 
сервер без потреби виділення додаткових ресурсів; 
 інформаційно-аналітичної системи «Прозорий бюджет» Міністерства 
фінансів України - підвищити на  30-33 % швидкодію виконання запитів і у 
порівнянні з варіантом без використання запропонованої ІТ; 
 порталу журналу «Фінанси України» - надати можливість ефективного 
опрацювання даних фінансових моделей, що мають гетерогенний характер. 
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університет України «Київський політехнічний інститут» Міністерства освіти і 
науки України, Київ, 2016 р. 
У дисертаційній роботі вирішено актуальне науково-практичне завдання 
створення інформаційної технології побудови розподілених сховищ даних гібридного 
типу з врахуванням властивостей даних і статистики виконання запитів до сховища. 
Здійснено аналіз проблеми побудови сховищ даних з врахуванням 
властивостей даних і виконуваних запитів, обґрунтовано актуальність вирішення 
цієї проблеми. Визначено вимоги до інформаційної технології побудови 
розподілених сховищ гібридного типу. Введено поняття мультибазових сховищ 
даних, розроблено концептуальну, логічну та фізичну моделі таких сховищ і 
процедури міжрівневих переходів. Описано інтеграцію даних у сховище за 
допомогою процедур перетворення елементів даних і операцій, вибору моделей 
представлення даних. Розташування даних по вузлах, маршрути реплікації даних 
визначаються за критерієм мінімальної сукупної вартості збереження та обробки 
даних з використанням модифікованого генетичного алгоритму.  
На основі запропонованих моделей і методів створено інформаційну 
технологію побудови розподілених сховищ гібридного типу, яка вирішує поставлене 
наукове завдання. Зазначена технологія застосована при розробленні інформаційних 
та інформаційно-аналітичних систем Міністерства фінансів України. Результати 
впровадження підтвердили її відповідність поставленим вимогам.  
Ключові слова: сховища даних, проектування, оптимізація, інтеграція, 
структурованість даних, генетичні алгоритми. 
АННОТАЦИЯ 
Яцишин А.Ю. Информационная технология построения распределенных 
хранилищ данных гибридного типа. – На правах рукописи. 
Диссертация на соискание ученой степени кандидата технических наук по 
специальности 05.13.06  «Информационные технологии».  Национальный 
технический университет Украины «Киевский политехнический институт» 
Министерства образования и науки Украины, Киев, 2016. 
В диссертационной работе решена актуальная научно-практическая задача 
построения распределенных хранилищ данных гибридного типа с учетом свойств 
данных и статистики выполнения запросов к хранилищу. 
Осуществлен анализ задачи построения распределенных хранилищ данных 
гибридного типа, обоснована актуальность решения этой задачи. Определены 
требования к информационной технологии построения распределенных хранилищ 
данных гибридного типа. Введено понятие мультибазовых хранилищ данных, 
разработана концептуальная, логическая и физическая модели таких хранилищ и 
процедур межуровневых переходов. Описана интеграция данных в хранилище с 
помощью процедур превращения данных и операций, а также выбора моделей для 
представления данных. Размещение данных между узлами хранилища и маршрута 
репликации данных определяются при помощи критерия стоимости и 
модифицированного генетического алгоритма. 
На основании предложенных моделей и методов разработана информационная 
технология построения распределенных хранилищ данных гибридного типа, 
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которая решает поставленную научную задачу. Указанная технология применена 
при разработке информационных и информационно-аналитических систем для 
Министерства финансов Украины. Результаты внедрения подтвердили, что она 
отвечает заданным требованиям. 
Ключевые слова: хранилища данных, проектирование, оптимизация, 
интеграция, структурированность данных, генетические алгоритмы. 
 
ABSTRACT 
Yatsyshyn A.Y. Information technology of building distributed hybrid data 
warehouses. Thesis for candidate degree in computer science, specialty 05.13.06 - 
information technology - National Technical University of Ukraine "Kyiv Polytechnic 
Institute" of the Ministry of Education and Science of Ukraine, Kyiv, 2016. 
This thesis is devoted to the development of methods and tools to design hybrid 
distributed data warehouses. 
The analysis of the existing research aimed at solving this problem has shown the 
lack of the combined logical and physical data distribution in the data warehouse, based on 
both the data characteristics and query statistics.  The thesis proposes the introduction of 
the concept of multibase data warehouses, as well as their models and inter-level  
transitions. Logical data distribution is performed based on the data structuredness with 
the purpose to choose models to represent the source  data. Physical data distribution 
combines placement of data among the nodes and routing data replication, both operations 
are provided based on the minimal cost criterion. 
Multibase data warehouse concept is introduced. Multibase data warehouses consist 
of three levels: the data level, nodes level and data stores level. The data may be stored in 
the data stores, which are subject to data storage optimization, and the data sources that store 
the data loaded in the data stores and provide an extra level of data redundancy to protect the 
data warehouse from data retrieval failures. The nodes are classified into the central nodes 
that hold geo-independent data, and regional ones that store geo-dependent data. The data 
stores in nodes are classified into the primary and secondary ones, with the primary stores 
used for read and write access, and the secondary ones – for read only access. 
Based on the the concept of multibase data warehouses, the process of their building 
envisions application of hybrid distributed data warehousing an adaptive technology.  
It starts with the source analysis and then continues with the conceptual, logical and 
physical design phases.  Conceptual design phase is done based on E/R model with the 
additional “split entity” and “merge entity” operations to support partly-structured data. To 
categorize the data into areas, relational model has been extended with “the linked set 
building” operation. Logical design phase determines the logical model, which describes 
the entity-to-data-store-element and the link-to-data-store-relation correspondence. To 
decide which model of data store will be chosen, the structuredness is analyzed, so the 
data is classified into the structured, semi-structured and partly-structured data.  The 
models to store data are chosen based on the structuredness class and minimal cost criteria. 
To load the data properly, the procedures of converting data from the models of sources to 
the model of warehouse and vice versa are described. Physical design phase envisions 
distribution of data between the nodes and routes data replication based on the minimal 
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cost criteria as well. Minimal cost criteria used in this paper ensures accounting for the 
data placement, processing and replication cost.  
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The data placement and replication configuration, which provides minimal cost are 
found using the modified genetic algorithm. This algorithm uses block-based crossover and 
mutation with ad hoc adjusted probabilities, as well as the preliminary stage of forming 
initial population based on the artificial bee colony (ABC) method, which provides for 
approaching the sought solution and reducing the overall time needed to find it. 
The Information technology for building distributed hybrid data warehouses which 
utilizes the proposed models and methods was developed. To implement this technology 
in public finance of Ukraine, the generic system of public finance management is 
proposed. It has the levels of data storage, processing and delivery.  
The multibase data warehouse and its data access services are used for the data 
storage. The data can be accessed using standard SQL notation, regardless of the node, 
where the data have been stored and the model represented, and the distributed data 
services provide for the data usage with the acceptable connection latency regardless of 
user location that helps to maintain query processing time within the preset limit. 
Processing of data is done by applications that use the data in the warehouse. Different 
applications may use the same or different data depending on the business processes and 
the data warehouse will adapt to the resulting data usage. The data are  delivered through 
both the Web services and sites, as well as non-Web thin clients and thick clients due to 
the diversity of existing applications and new developments. The examples of Public 
Finance Management System, “Transparent Budget” information system, as well as 
several e-learning and scientific resources demonstrate efficiency of the information 
technology due to the increase of query performance and decrease of total cost of storing 
and processing data in the warehouse. 
The software used for implementation of this information technology is Multibase 
Data Warehouse Management System (MDWMS), which consists of querying agents, 
database management agents, data placement and data warehouse description modules, 
MDWMS Configurator and Client applications. These modules have been designed to 
manage databases based on the proposed method and to support the environment for the 
user and applications access.  User applications connect to the data through the software 
interface (MDWMS API) and the end users use MDW Client for direct data access. 
Having provided such access, user applications can use the data, regardless of their 
location and the actual data model, where they have been stored. The statistics is checked 
on a regular basis to find out whether the requirements to the data warehouse performance 
and reliability are met. If these requirements are not met, the repeated data warehouse 
building is performed based on the current data in the warehouse and data sources, query 
statistics, so that after such building has been completed, the set requirements will be met. 
Keywords: data warehousing, design, optimization, integration, structured data, 
genetic algorithms. 
