Abstract. Directional Newton methods for functions f of n variables are shown to converge, under typical assumptions, to a solution of f (x) = 0. The rate of convergence is quadratic, for near-gradient directions, and directions along components of the gradient of f with maximal modulus. These methods are applied to solving systems of equations without inversion of the Jacobian matrix.
Introduction
Consider a single equation in n unknowns, f(x) = 0 ; or f(x 1 ; x 2 ; : : : ; x n ) = 0 :
Given a point x 0 where f is di erentiable and a direction vector d, we restrict f to the line L := fx 0 + t d : t 2 Rg ;
where it is a function of one variable F(t) := f(x 0 + t d) :
The Newton iteration for F at t 0 = 0 gives the next point t 1 := ? F(0) F 0 (0) ; and the corresponding iteration for f is 
that we call a directional Newton method. The geometric interpretation of (3) is: the points x k+1 , for all directions d, describe the intersection of R n and the tangent (hyperplane in R n+1 ) of the graph of f at (x k ; f(x k )), see Lemma 1.
For directions d k su ciently close to the gradients rf(x k ), Theorems 1{2 establish quadratic convergence of the method (3) under typical assumptions, namely the gradient of f not \too small", see (10b) and (24b), and the second derivative (Hessian matrix) of f not \too large", see (10a). 
For this choice of d k , the directional Newton method (3) becomes x k+1 := x k ? f(x k ) rf(x k ) m(k)] e m(k) ; k = 0; 1; : : :
(5) a method whose convergence is proved in Theorem 3. This method is suitable for parallel implementations.
These results are applied in x 5 to general systems of m equations in n unknowns.
Appendix A gives Maple programs for the methods considered here.
Notation: We use the Euclidean norm kxk, and the corresponding matrix norm kAk, except in x 4 where the 1-norm is used for vectors and matrices, denoted by kxk 1 and kAk 1 respectively.
The angle between two vectors u; v 2 R n is denoted \(u; v) and given by \(u; v) := arccos u v kuk kvk :
2. Geometric interpretation of the directional Newton method For arbitrary directions d k , the points x k+1 de ned by (3) describe a hyperplane in R n . It is the intersection of R n and the tangent of the graph of f at the point (x k ; f(x k )). It su ces to prove this for k = 0. Lemma 1. Assume f(x 0 ) 6 = 0 and rf(x 0 ) 6 = 0. Let d be an arbitrary direction, and de ne x 1 (d) by (2) . Then the set fx 1 (d) : kdk= 1; d 2 R n g is the intersection of R n and the tangent hyperplane (in R n+1 ) of the graph of f at (x 0 ; f(x 0 )).
Proof. Since rf(x 0 ) 6 = 0 it follows that the tangent hyperplane of the graph of f at (x 0 ; f(x 0 )) is \not horizontal". Its intersection with R n is the hyperplane f(x 0 ) + rf(x 0 ) (x ? x 0 ) = 0 ; (7) which does not contain x 0 , since f(x 0 ) 6 = 0. Therefore, any point x in the above intersection is of the form x = x 0 + t d (8) where kdk= 1 and t 6 = 0. Substituting (8) in (7) We prove now that x is a zero of f(x).
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Note: Since 0 < q < 1, the inequalities (25) show that the directional Newton method is at least quadratically convergent. The modi ed function (41) is \steeper" than the original F, making it more likely to satisfy (10b). However, the modi ed function is less likely to satisfy the second derivative condition (10a). The choice of will be studied elsewhere. 
The so-called marching methods compute a starting solution r 0 = (x 0 ; y 0 ; z 0 ) 2 C and from it compute other intersection points su ciently close to each other to enable displaying the curve C, see 6] .
A starting solution requires solving the single equation (42) in 2 unknowns, or the system (43) of 2 equations in 3 unknowns. Either way, the Newton method (37) cannot be used. The remaining alternatives include the method (38) using the generalized inverse of the Jacobian matrix, (see 2], 6]), or the directional Newton methods of this paper.
For any point r k = (x k ; y k ; z k ) 2 C, a next point r k+1 is found by solving 
or equivalently, by solving the system of 2 equations in 2 unknowns <f(x; y) = 0; =f(x; y) = 0 :
(45) If f is not analytic then (44) cannot be used, however the system (45) may still be solved by the real Newton method (37). If f is a non-analytic function of several complex variables, say f(z 1 ; z 1 ; z 2 ; z 2 ; : : : ; z m ; z m ), then (45) is a system of 2 equations in 2 m variables, and its surrogate equation < 2 f += 2 f = 0 can be solved by the above directional Newton methods.
