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EQUIDISTRIBUTION OF PREIMAGES OVER NONARCHIMEDEAN
FIELDS FOR MAPS OF GOOD REDUCTION
WILLIAM GIGNAC
Abstract. In this article we prove an analogue of the equidistribution of preimages theo-
rem from complex dynamics for maps of good reduction over nonarchimedean fields. While
in general our result is only a partial analogue of the complex equidistribution theorem, for
most maps of good reduction it is a complete analogue. In the particular case when the
nonarchimedean field in question is equipped with the trivial absolute value, we are able to
supply a strengthening of the theorem, namely that the preimages of any tame valuation
equidistribute to a canonical measure.
1. Introduction
Ergodic methods play a central role in studying the dynamics of morphisms f : X → X
of complex projective varieties. At the heart of these methods are equidistribution results,
which allow one to construct dynamically interesting f -invariant probability measures on X .
The most important of these is the equidistribution of preimages theorem, which will be the
focus of the present article.
Theorem (Equidistribution of preimages over C). Let X be an irreducible complex projective
variety, and let f : X → X be a polarized dynamical system of degree d ≥ 2. Then there is
an f -invariant probability measure µf on X and a proper Zariski closed subset Ef ⊂ X such
that the iterated preimages of any x ∈ X r Ef equidistribute to µf .
Polarized dynamical systems are, roughly speaking, those which arise from endomorphisms
of projective space. More precisely, f is polarized if it is obtained by restricting a morphism
F : Pr
C
→ Pr
C
of degree d to an invariant subvariety X ⊆ Pr
C
. See §4 for further discussion.
Brolin was the first to observe this phenomenon; he proved the theorem in the case where
X = P1
C
and f is a polynomial, using potential theoretic methods [Bro65]. Two decades later
the result was extended independently by Ljubich [Lju83] and Freire-Lopes-Man˜e´ [FLM83]
to rational maps on P1
C
. Following earlier work by Fornaess-Sibony [FS95], the theorem was
proved for endomorphisms of Pr
C
by Briend-Duval [BD01] and Dinh-Sibony [DS03]. In the
above generality, equidistribution was proved more recently by Dinh-Sibony [DS08]. Along
the way, similar results regarding the equidistribution of pullbacks of positive closed (1, 1)-
currents have been shown, see for instance [Sib99], [Gue03], [FJ03], [DS08], and [Par11].
The equidistribution theorem does not carry over in any obvious way to endomorphisms of
varieties over nonarchimedean fields. Because of their topological flaws, many of the analytic
techniques used in the complex setting are not available over these fields. In particular, the
notion of Radon measure does not make sense over nonarchimedean fields, so one cannot
speak of weak convergence of measures, making equidistribution problems ill-posed.
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To overcome these topological obstacles, one must eschew working on projective varieties
X over a nonarchimedean field K, and instead work over their Berkovich analytification Xan.
The spaces Xan are compact Hausdorff and naturally contain X as a subspace. Moreover,
any endomorphism f of X extends to an endomorphism f an of Xan, allowing one to study
the dynamics of f by working in Xan. Because Xan is compact Hausdorff, one has the notion
of Radon measure, making it possible to study equidistribution problems.
A nonarchimedean analogue of the equidistribution theorem has recently been proved for
rational maps f : P1,anK → P
1,an
K by Favre and Rivera-Letelier [FRL10], see also [Jon12, §5]. A
quantitative strengthening of this theorem has recently been obtained by Okuyama [Oku12a],
who has also studied nonarchimedean equidistribution of repelling points [Oku12b]. Their
methods are potential theoretic in nature, and, at least for the moment, do not extend to
endomorphisms of Pr,anK for r > 1. In a separate result, Chambert-Loir has constructed an
f -invariant probability measure µf on X
an for polarized dynamical systems f : Xan → Xan
of a projective variety X over K [CL06], and Yuan has used this construction to prove
an equidistribution result for points of small height for morphisms defined over number
fields [Yua08], see also the related results in [SUZ97], [BR06], [FRL06], [CL06], [Gub08], and
[Fab09]. It is not clear from these works, however, that one has equidistribution of preimages
to µf for such a map. Nonetheless, we conjecture the following.
Conjecture. Let K be an algebraically closed complete nonarchimedean field, allowing the
possibility of a trivial absolute value, and let X be an irreducible projective variety over K.
Suppose f : X → X is a flat polarized dynamical system of degree d ≥ 2. Let x ∈ Xan
be any point, and let Y ⊆ X be the smallest totally invariant Zariski closed set such that
x ∈ Y an ⊆ Xan. Let Y0 ⊆ Y be the unique component of Y such that x ∈ Y
an
0 , and let m ≥ 1
be an integer such that f−m(Y0) = Y0. Then the iterated f
m-preimages of x equidistribute
the Chambert-Loir measure associated to the dynamical system fm : Y an0 → Y
an
0 .
Though we will use it several times in this article, it is possible that the flatness assumption
in the conjecture is unnecessary. It should be noted that any polarized endomorphism of
a smooth variety is automatically flat. In general, the interaction between flatness and
dynamics is not entirely understood. This is the subject of the recent work [MZMS11],
where it is proved that f is flat at a superattracting periodic point x ∈ X if and only if X
is smooth that x.
The goal of this article is to study the validity of this conjecture in the case where f is a
map of good reduction. Our main result is the following, which we state, for simplicity, only
in the case of endomorphisms of projective space.
Theorem A. Let K be an algebraically closed complete nonarchimedean field, possibly with
trivial absolute value, and let k be the residue field of K. Let f : PrK → P
r
K be a morphism
of degree d ≥ 2 with good reduction, and let f˜ : Prk → P
r
k be the reduction of f . Suppose that
the characteristic of k does not divide d. Then
1. there is a maximal proper Zariski closed subset E ⊂ Prk such that f˜
−1(E ) = E .
2. for every x ∈ Pr,anK whose reduction does not lie in E , the iterated preimages of x
equidistribute to the Dirac probability measure supported at the Gauss point of Pr,anK .
In particular, if E = ∅, the conjecture holds for f .
The case when K is equipped with the trivial absolute value deserves special note here,
for in this case all morphisms f : PrK → P
r
K have good reduction. Moreover, we will prove
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(see Theorem 4.15) that generic morphisms f satisfy the condition E = ∅. Thus Theorem A
gives the full equidistribution theorem for most endomorphisms f of PrK when K is trivially
valued. However, in the case when E 6= ∅, Theorem A is strictly weaker than the conjecture,
as there will be many points x ∈ Pr,anK whose reduction lies in E , but whose preimages still
equidistribute to the Dirac probability measure at the Gauss point. Our next main theorem
illustrates this.
Theorem B. Suppose K is a trivially valued algebraically closed field and f : PrK → P
r
K is
a morphism of degree d ≥ 2. Assume char(K) ∤ d. Then the preimages of any divisorial
point x ∈ Pr,anK equidistribute to the Dirac mass at the Gauss point of P
r,an
K .
A divisorial point x ∈ Pr,anK is a point corresponding to a valuation on the function field
of PrK which is proportional to the order of vanishing along an exceptional prime divisor of
some blowup X → PrK of P
r
K . Such points are dense in P
r,an
K . We will actually prove the
theorem holds of a more general class of points x ∈ Pr,anK , which we call tame points. See §9
for details.
We expect Theorem B to hold in the case when K is nontrivially valued, as well, and it
is even possible that our proof of the theorem can be carried out in this case. However, a
direct translation of the proof would require intersection theory over the valuation ring K◦,
a complication we mean to avoid here.
Though we do not prove the conjecture for all morphisms f of good reduction, we are able
to give a simple argument for a slightly weaker equidistribution result, which at the very
least supplies some evidence for the veracity of the conjecture when K is trivially valued.
Theorem C. Let K be a trivially valued algebraically closed field, and let f : PrK → P
r
K be
a morphism of degree d ≥ 2. Assume that char(K) ∤ d, and, moreover, that every totally
invariant cycle for f is superattracting. Let x ∈ Pr,anK be such that x /∈ Y
an for any proper
totally invariant Zariski closed set Y ⊂ PrK. Then the Cesaro means
1
n
n−1∑
i=0
d−irf i∗δx
converge weakly to the Dirac mass at the Gauss point of Pr,anK as n→∞.
The term superattracting here means the following. If V ⊆ PrK is an irreducible subvariety
which is periodic in the sense that f s(V ) = V for some s ≥ 1, then this periodic cycle is
superattracting when there is an n ≥ 1 such that fns∗mV ⊆ m
2
V , where mV is the maximal
ideal of the local ring OPr
K
,V . This generalizes the standard notion of a superattracting cycle
in dimension r = 1.
It should be noted that the proofs we give for Theorems A, B, and C use heavily that the
map f under consideration has good reduction. Proving the conjecture for general f would
require new tools.
The majority of this article will be spent proving Theorem A. The idea behind the proof is
simple: we will approximate the dynamics of f on Pr,anK by the dynamics of the reduced map
f˜ on Prk. Specifically, we will prove a version of Theorem A for f˜ : P
r
k → P
r
k, and then lift it
to the Berkovich setting via the reduction map. As a consequence, roughly the first half of
this article will be spent not in the Berkovich setting, but in the classical algebro-geometric
setting of varieties over k.
In §2 through §4 we develop the tools needed to prove the equidistribution theorem in
the classical algebro-geometric setting. In §2, we will discuss two multiplicities associated to
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finite endomorphisms of projective varieties. In §3, we briefly develop a language of Borel
measures on projective varieties, and, crucially, the notion of a pull-back of such a measure
via a finite morphism. In §4 we adapt common techniques for detecting totally invariant
behavior from the setting of complex dynamics to dynamics over the (arbitrary) algebraically
closed field k. It is here that we prove statement (1) in Theorem A, the existence of a finite
exceptional set, and here that the assumption char(k) ∤ d comes into play. We will also show
in §4 that generic morphisms f have empty exceptional set.
Finally, in §5, we prove the equidistribution theorem in the classical algebro-geometric
setting, namely, for noninvertible polarized endomorphisms of projective varieties over k.
This theorem is the technical heart of Theorem A, but is also interesting in its own right as
a nearly complete analogue of the complex equidistribution theorem in the purely algebraic
setting.
Beginning in §6, we move on to the Berkovich setting. In §6 we briefly review the Berkovich
analytification of varieties over nonarchimedean fields K, discuss multiplicities associated to
finite morphisms of analytic varieties, and define the pull-back of Radon measures on these
varieties. In §7 we will discuss models of analytic spaces, the notion of reduction, and define
precisely what we will mean by a map of good reduction. Finally, §8 is devoted to the proof
of Theorem A and §9 to the proofs of Theorems B and C.
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insight, encouragement, and unflagging support throughout the course of this project. I
would also like to thank Charles Favre and Matt Baker for useful conversations on this and
related topics, and the referee for useful commentary. This work was supported by the grants
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2. Multiplicities associated to finite morphisms
In this section we briefly review some basic algebro-geometric concepts we will need later.
The setup for the entirety of this section is as follows. Let k be an algebraically closed field,
and let f : X → Y be a finite surjective flat morphism between two irreducible varieties
over k. Many of the statements in this section hold in greater generality, but for the sake
of concreteness we will stick to this very specific situation. The flatness assumption will be
needed throughout this article. We note, however, that in the case where X and Y are both
smooth, any finite surjective morphism f : X → Y is flat. We will always regard X and Y
as schemes, thus allowing for non-closed points.
The goal of this section is to define two multiplicities associated to f , and to discuss their
relationship. The first assigns to every point x ∈ X an integer mf(x) that we will call the
multiplicity of f at x. The multiplicity function mf : X → N will be used in §3 to define the
pull-back of measures on varieties. The second assigns to each point x ∈ X an integer vf (x),
which will be called the generic multiplicity of f at x. The generic multiplicity function
vf : X → N will be used in §4 to detect totally invariant behavior in dynamical systems.
We begin by fixing notation. The structure sheaves of X and Y will be denoted OX and
OY . If x ∈ X is a point, then mx denotes the maximal ideal of the local ring OX,x, and κ(x)
denotes its residue field; similar notation is used for points of Y . Recall that the degree of
f is the degree of the field extension k(X)/f ∗k(Y ), where k(X) and k(Y ) are the function
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fields of X and Y . This degree will be written [X :f Y ]. Similarly, [X :f Y ]s and [X :f Y ]i
will denote the separable and purely inseparable factors of this degree.
The main definition of the section is the following.
Definition 2.1. Let x ∈ X and y = f(x). The multiplicity of f at x is the integer
mf (x) := dimκ(y)(OX,x/myOX,x),
where OX,x is viewed as an OY,y-module via f . Let E = {x} and F = {y}. Then the generic
multiplicity of f at x is the integer
vf(x) := [E :f F ]i × lengthOX,x(OX,x/myOX,x).
It will sometimes be convenient to write mf (E) and vf(E) in place of mf (x) and vf (x).
Lemma 2.2. Let (A,m) and (B, n) be Noetherian local rings, with B a finite flat A-module.
Let a be an m-primary ideal of A. Then the following identities hold:
1. lengthB(B/aB) = lengthA(A/a)lengthB(B/mB).
2. lengthA(B/aB) = lengthB(B/aB)[B/n : A/m].
Proof. (1) Let A/a = I0 ) I1 ) · · · ) IN = 0 be a composition series of A/a. Since A is
local, the successive quotients Ii/Ii+1 are each isomorphic to A/m. Because B is a flat over
A, one obtains a filtration B/aB = B⊗A I0 ⊇ B⊗A I1 ⊇ · · · ⊇ B⊗A IN = 0 of B/aB, whose
successive quotients are (B ⊗A Ii)/(B ⊗A Ii+1) ∼= B ⊗A (Ii/Ii+1) ∼= B ⊗A A/m ∼= B/mB.
Thus lengthB(B/aB) = N × lengthB(B/mB), as desired.
(2) Now fix a composition series B/aB = J0 ) J1 ) · · · ) JM = 0 of B/aB as a B-module.
Since B is local, the quotients Ji/Ji+1 are all isomorphic to B/n. Thus
lengthA(B/aB) =M × lengthA(B/n) =M × [B/n : A/m],
as desired. 
Proposition 2.3. The multiplicity functions mf : X → N and vf : X → N are related as
follows. Let x ∈ X and y = f(x). Let E = {x} and F = {y}. Then
mf (x) = vf (x)[E :f F ]s.
In particular, if x is a closed point, then mf (x) = vf (x).
Proof. Applying Lemma 2.2(2) to the case where A = κ(y), a = 0, and B = OX,x/myOX,x
yields dimκ(y)(OX,x/myOX,x) = lengthOX,x(OX,x/myOX,x)×[κ(x) : κ(y)], which is exactly the
desired identity mf (x) = vf (x)[E :f F ]s. If x and y are closed points, then κ(x) = κ(y) = k,
since k is algebraically closed. Thus [E :f F ] = 1 in this case, so that mf (x) = vf (x). 
Theorem 2.4. Every point y ∈ Y has exactly [X :f Y ] preimages when counted according
to their multiplicity. That is, [X :f Y ] =
∑
f(x)=ymf (x).
Proof. Since f is finite and flat, f∗OX is a locally free OY -module of some rank r <∞. The
fiber of f∗OX at a point y ∈ Y is
(f∗OX)y/my(f∗OX)y ∼=
⊕
f(x)=y
OX,x/myOX,x.
Comparing the κ(y)-dimension of both sides of this isomorphism, we see r =
∑
f(x)=ymf (x).
In the special case where y is the generic point of Y , this identity yields r = [X :f Y ]. 
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Proposition 2.5. Suppose that g : Y → Z is another finite surjective flat morphism between
irreducible varieties. Let x ∈ X and y = f(x). Then the multiplicity and generic multiplicity
are multiplicative in the sense that mg◦f (x) = mf (x)mg(y) and vg◦f (x) = vf (x)vg(y).
Proof. By Proposition 2.3, it is enough to show that the generic multiplicity is multiplicative.
Moreover, since degrees of inseparability for field extensions are multiplicative, it suffices to
show that
lengthOX,x(OX,x/mg(y)OX,x) = lengthOX,x(OX,x/myOX,x)× lengthOY,y(OY,y/mg(y)OY,y).
This is exactly Lemma 2.2(1). 
Theorem 2.6 (Lejeune-Jalabert and Teissier). There is a coherent sheaf F on X whose fiber
dimensions are given by vf . As a consequence, the generic multiplicity function vf : X → N
is Zariski upper semicontinuous.
Sketch. The sheaf F is constructed as follows. Let Z = X ×f X , and let I denote the ideal
sheaf of the diagonal ∆ ⊆ Z. Let pi : Z → X be the projection onto the first coordinate. We
then set F = pi∗(OZ/I
n), where n is a large enough integer (n ≥ [X :f Y ] will suffice). The
fiber dimension of F at any (not necessarily closed) point x is computed in proposition 4.7
of [LJT74] to be exactly vf (x). The upper semicontinuity statement is then a consequence
of Nakayama’s Lemma, see [Har77, Example III.12.7.2]. 
Theorem 2.6 gives the reason behind the name generic multiplicity of vf . Indeed, if x ∈ X
is any point, then the upper semicontinuity of vf implies that vf(x) = vf(z) = mf(z) for a
nonempty Zariksi open subset of closed points z specializing x. That is, vf(x) is given by
the multiplicity of f at general closed points specializing x.
Lemma 2.7. There is a nonempty Zariski open set U ⊆ Y such that any closed point y ∈ U
has exactly [X :f Y ]s preimages in X.
Proof. Without loss of generality, we may assume that X and Y are both affine and smooth,
with coordinate rings k[Y ] ⊆ k[X ]. Let L be the unique intermediate field k(Y ) ⊆ L ⊆ k(X)
such that L is separable over k(Y ) and k(X) is purely inseparable over L. Let A be the
integral closure of k[Y ] in L. Then A is the coordinate ring of some irreducible affine variety
Z (see [Eis95, Corollary 13.13]), and the inclusions k[Y ] ⊆ A ⊆ k[X ] induce morphisms
X Z Y
g h
f
Since k(X) is purely inseparable over L, each maximal ideal of A has only one maximal ideal
in k[X ] lying over it, so g is injective. It therefore suffices to prove the theorem for h, i.e., we
may assume without loss of generality that [X :f Y ]i = 1. In this case, the lemma is proved
in [Sha94, §II.6.3]. 
Proposition 2.8. Let E ⊆ X be an irreducible closed subvariety, and set F = f(E). Let z
denote the generic point of E. Then there is a nonempty Zariski open subset U of F such
that for all y ∈ U ,
mf(z) =
∑
x∈f−1(y)∩E
mf (x).
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Proof. Using Lemma 2.7 and the fact that vf is upper semicontinuous, there is a nonempty
open subset U of F with the following two properties:
1. If y ∈ U is a closed point, then y has exactly [E : F ]s preimages in E.
2. If y ∈ U is a (not necessarily closed) point, then vf (x) = vf (z) for all z ∈ f
−1(y)∩E.
Suppose that y ∈ U , and let x1, . . . , xr be the preimages of y lying in E. Set W = {y} and
Vi = {xi} for each i. Again by Lemma 2.7, there is some closed point w ∈ W ∩ U such that
f−1(w) ∩ E ⊆ V1 ∪ · · · ∪ Vr and moreover that w has exactly [Vi : W ]s preimages in Vi for
each i. But then
r∑
i=1
mf (xi) =
r∑
i=1
vf(xi)[Vi :W ]s = vf (z)
r∑
i=1
[Vi :W ]s = vf (z)×#f
−1(w) ∩ E
= vf (z)[E : F ]s = mf (z).
This completes the proof. 
3. Measures on classical varieties
In order to state and prove an equidistribution theorem for classical varieties, we need to
have a language of measures and weak convergence of measures on varieties. Such a language
is developed in detail in [Gig12]. In this section we will review the relevant definitions and
results, as well as define a pull-pack operation for measures under certain morphisms. The
setup for this section is the same as in the previous, namely, we let f : X → Y be a finite
surjective flat morphism between irreducible varieties over an algebraically closed field k. It
is absolutely essential that X and Y be viewed as schemes, allowing for non-closed points;
not all results in this section will be true otherwise.
We denote byM(X) andM(Y ) the real vector space of all finite signed Borel measures on
X and Y with respect to their Zariski topology. We let SC(X) denote the real vector space
of all semicontinuous functions functions on X , that is, all functions g : X → R of the form
g = h1 − h2, where hi : X → R is a bounded upper semicontinuous function. Similarly we
let SC(Y ) denote the space of semicontinuous functions on Y . We equip both SC(X) and
SC(Y ) with the supremum norm, making them into normed linear spaces. The following
structure theorem is proved in [Gig12].
Theorem 3.1. We have the following characterization of measures on X.
1. Any measure µ ∈ M(X) can be written uniquely as an absolutely convergent sum
µ =
∑
x∈X cxδx, where cx ∈ R for each x, and δx denotes the Dirac probability
measure at x.
2. Integration induces a duality M(X) ∼= SC(X)∗, analogous to the duality between
Radon measures and continuous functions on a compact Hausdorff space.
The isomorphism M(X) ∼= SC(X)∗ allows one to pull back both the weak topology (i.e.,
the topology of pointwise convergence) and the strong topology (i.e., the topology of norm
convergence) from SC(X)∗ toM(X). A sequence µn ∈ M(X) converges in the weak topology
to a measure µ ∈ M(X) if and only if µn(E) → µ(E) for each closed set E ⊆ X. The
collection of Borel probability measures on X is both compact and sequentially compact in
the weak topology.
There is, of course, an analogous theorem for Y . We now use the results of the previous
section to define a pull-back operator f ∗ : M(Y )→M(X).
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Proposition 3.2. There is a unique linear operator f ∗ : M(Y )→M(X) which satisfies the
following two conditions:
1. f ∗ is continuous in both the weak and strong topologies.
2. If y ∈ Y , then f ∗δy =
∑
f(x)=ymf (x)δx.
For any measure µ ∈ M(Y ), one has f∗f
∗µ = [X :f Y ]µ, where f∗ denotes the ordinary
push-forward operator on measures. If µ is positive and has total mass R, then f ∗µ is again
positive, and has total mass [X :f Y ]R.
Proof. First, assume that such an operator f ∗ does exist. Let µ ∈ M(Y ), with µ =
∑
cyδy.
Let y1, y2, . . . be an enumeration of the points y ∈ Y for which cy 6= 0; there must be a
countable number, as otherwise the sum
∑
cyδy would not converge. Then the measures µN
defined by µN =
∑N
i=1 cyiδyi converge strongly to µ as N →∞, so by (1) and (2)
f ∗µ = lim
N→∞
f ∗µN = lim
N→∞
N∑
i=1
cyif
∗δyi = lim
N→∞
N∑
i=1
∑
f(x)=yi
cyimf(x)δx =
∑
y∈Y
∑
f(x)=y
cymf (x)δx.
This derivation shows that f ∗ is uniquely determined. Moreover, combining this equality
with Theorem 2.4 yields the remaining statements in the proposition. It then only remains
to show the existence of f ∗.
To prove existence, we will exploit the dualityM∼= SC∗ and define f ∗ to be the adjoint of
a certain linear operator f∗ : SC(X)→ SC(Y ), where SC denotes the Banach space closure
of SC, i.e., the space of all functions which are uniform limits of semicontinuous functions.
The operator f∗ is given by
(f∗ϕ)(y) :=
∑
f(x)=y
mf (x)ϕ(x).
First we must check that f∗ actually maps SC(X) into SC(Y ). Since the vector space
span of all characteristic functions χE of closed sets E ⊆ X is dense in SC(X) by [Gig12,
Lemma 3.4], it suffices to show that f∗χE ∈ SC(Y ) for any closed set E ⊆ X . We will
prove this by contradiction. Let T denote the (nonempty) set of closed sets E ⊆ X such
that f∗χE /∈ SC(Y ). Since X is Noetherian, we can find a minimal element E ∈ T . If E is
reducible, say E = E1 ∪ E2, then
f∗χE = f∗χE1 + f∗χE2 − f∗χE1∩E2
lies in SC(Y ) by the minimality of E, a contradiction. Therefore E must be irreducible. Note
that f∗χE is supported in F = f(E). Furthermore, by Proposition 2.8, there is a nonempty
open subset U ⊆ F such that f∗χE ≡ mf (E) on U . Let V = F r U and W = f
−1(V ) ∩ E.
One then has f∗(χE − χW ) = mf (E)χU ∈ SC(Y ). By the minimality of E, one also has
f∗χW ∈ SC(Y ). Thus f∗χE = f∗χW + mf(E)χU ∈ SC(Y ), a contradiction. We conclude
that χE ∈ SC(Y ) for all closed sets E ⊆ X .
We have therefore given a well-defined linear map f∗ : SC(X) → SC(Y ). We must show
that it is bounded. This follows easily from Theorem 2.4, since for all y ∈ Y
|(f∗ϕ)(y)| =
∣∣∣∣∑f(x)=ymf (x)ϕ(x)
∣∣∣∣ ≤ ‖ϕ‖∑f(x)=ymf (x) = ‖ϕ‖[X :f Y ].
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It is immediate that the adjoint f ∗ : M(Y )→M(X) of f∗ is weakly and strongly continuous.
It remains to show f ∗ satisfies condition (2). Let y ∈ Y and let E ⊆ X be closed. Then
(f ∗δy)(E) =
∫
f∗χE dδy = (f∗χE)(y) =
∑
x∈f−1(y)∩E
mf(x) =
∑
f(x)=y
mf(x)δx(E).
Therefore f ∗δy agrees with
∑
f(x)=ymf (x)δx on closed sets. By [Gig12, Lemma 2.7], this is
enough to conclude that f ∗δy =
∑
f(x)=ymf(x)δx. 
4. Detecting total invariance
The goal of this section is to show how the generic multiplicity function vf defined in
§2 can be used to detect totally invariant behavior in certain classes of dynamical systems.
In the complex setting this has been done in multiple ways (see, for instance, [BD01] and
[Din09]). In this section we will generalize the approach of [Din09] to dynamical systems over
arbitrary algebraically closed fields k. The dynamical systems we consider here are so-called
polarized dynamical systems.
Definition 4.1. Let X be an irreducible projective variety over k, and let f : X → X be an
endomorphism of X . A polarization of f is an ample line bundle L on X such that f ∗L ∼= Ld
for some integer d ≥ 1. If a polarization L of f is specified, we will say that f is a polarized
dynamical system, and write f : (X,L)→ (X,L) to signify this. The integer d will be called
the algebraic degree of f . Not every f admits a polarization.
The reason for only considering polarized dynamical systems is that one can, by the
following theorem of Fakhruddin [Fak03], always embed such a system into projective space,
making available certain tools we would not have otherwise. Specifically, the polarization
assumption will allow us to make certain intersection theory arguments in Propositions 4.3
and 4.4 below.
Theorem 4.2 (Fakhruddin). Let f : (X,L) → (X,L) be a polarized dynamical system of
algebraic degree d. Then there is an embedding X ⊆ Prk and a morphism Φ: P
r
k → P
r
k with
Φ∗O(1) = O(d) such that Φ(X) = X and Φ|X = f .
For an overview of ample line bundles and intersection theory, we refer to [EE93, Chapter
VII]. Given a very ample line bundle L on X and an irreducible dimension q subvariety
E ⊆ X , the degree of E with respect to L is the intersection degLE := (E · L · · · · · L),
where here there are q factors of L. If s1, . . . , sq are general enough divisors representing L,
then degLE is exactly the number of points in the intersection E ∩Div(s1) ∩ · · · ∩ Div(sq),
counted with multiplicity.
Proposition 4.3. Suppose f : (X,L)→ (X,L) is a polarized dynamical system of algebraic
degree d. Let E ⊆ X be an irreducible closed subvariety of dimension q such that fn(E) = E
for some n ≥ 1. Then [E :fn E] = d
nq. In particular, one has [X :f X ] = d
dimX .
Proof. The projection formula gives that
[E :fn E] degLE = degfn∗LE = degLdn E = d
nq degLE.
Thus [E :fn E] = d
nq. 
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Proposition 4.4. Suppose f : (X,L)→ (X,L) is a polarized dynamical system of algebraic
degree d. Let W ⊆ X be an irreducible subvariety of dimension q, and let F be an irreducible
subvariety of fn(W ). Let E1, . . . , Em be the components of f
−n(F ) contained in W . Then
there is a C > 0 independent of n and F such that
m∑
i=1
[Ei :fn F ]s ≤ Cd
nq.
Proof. Replacing L by a power Ls, we may assume with no loss of generality that L is very
ample. We first prove the inequality in the case where F = x is a closed point of fn(W ). Let
s1, . . . , sq be sections of L such that f
n(W )∩Div(s1)∩ · · · ∩Div(sq) is finite and contains x.
Then one has
#f−n(x) ∩W ≤ #W ∩ fn∗Div(s1) ∩ · · · ∩ f
n∗Div(sq) ≤ degfn∗LW = d
nq degLW.
We may therefore take C = degLW . To prove the general case, we use Lemma 2.7 to find a
nonempty open subset U of F with the following property: if x is a closed point of U , then
every element of f−n(x)∩W lies in exactly one Ei, and moreover #f
−n(x)∩Ei = [Ei :fn F ]s.
But then if x ∈ U is a closed point,
∑
i[Ei :fn F ]s = #f
−n(x) ∩W ≤ dnq degLW by what
has been shown for closed points. 
Let us now fix a polarized dynamical system f : (X,L) → (X,L) of algebraic degree
d ≥ 2. We will assume also that f is flat, so that we can apply all the results of §2. Recall
that a set A ⊆ X is said to be totally invariant if f−1(A) = A. This condition is strictly
stronger than ordinary invariance f(A) = A. We will say that an irreducible closed set
E ⊆ X is part of a totally invariant cycle for f is E is totally invariant for some iterate
fn of f . In this case F := E ∪ f(E) ∪ · · · ∪ fn−1(E) is totally invariant for f , and f
permutes the irreducible components of F cyclically. As we shall see shortly in Theorem 4.9,
total invariance is something that in many cases can be detected by the generic multiplicity
function vf : X → N defined in §2. The following functions were first defined and studied
by Dinh in the complex setting, see [Din09].
Definition 4.5. For each point y ∈ X and each n ≥ 1, define
v−n(y) := max
fn(x)=y
vfn(x) and v−(y) = lim
n→∞
[v−n(y)]
1/n.
The function v− : X → N will be called the reverse asymptotic multiplicity function for f . It
will be convenient to sometimes write v−(E) in place of v−(x) when E = {x}. The following
theorem shows that v− is indeed well-defined.
Theorem 4.6 ([Din09], see also [Gig12]). For each y ∈ X, the limit v−(y) exists. Moreover,
the reverse asymptotic multiplicity function v− : X → R is Zariski upper semicontinuous.
In order to proceed any further, we will need to make one additional technical assumption
about the morphism f to rule out complications resulting from inseparable behavior that
arise when working over fields k of positive characteristic.
Assumption 4.7. We assume that whenever E ⊆ X is an irreducible closed set which is
periodic for f , say with period n, one has [E :fn E]i = 1.
Proposition 4.8. If char(k) = 0 or char(k) = p ∤ d, then Assumption 4.7 is automatically
satisfied.
EQUIDISTRIBUTION OF PREIMAGES FOR MAPS OF GOOD REDUCTION 11
Proof. The proposition is clear when char(k) = 0, so assume char(k) = p > 0 and p ∤ d. By
Proposition 4.3, we have [E :fn E] = d
ndim(E). Since p ∤ d, it follows that the field extension
k(E)/fn∗k(E) must be separable. 
Theorem 4.9. Let f : (X,L) → (X,L) be a polarized dynamical system of algebraic degree
d ≥ 2 which is flat and satisfies Assumption 4.7. Let E be an irreducible closed subset of
codimension q in X. Then v−(E) ≤ d
q, with equality if and only if E is part of a totally
invariant cycle for f .
Proof. Let m := dim(X). For any n-periodic irreducible closed set F ⊆ X , let
v+(F ) := vfn(F )
1/n.
It is shown in [Gig12] that v−(E) = max v+(F ), where the maximum is taken over all periodic
irreducible closed subsets F ⊆ X which contain E. Fix a periodic irreducible closed set F
containing E such that v−(E) = v+(F ). Let n be the period of F . By Proposition 2.3,
v+(F ) = vfn(F )
1/n =
(
mfn(F )
[F :fn F ]s
)1/n
≤
(
dnm
[F :fn F ]s
)1/n
,
with equality if and only if mfn(F ) = d
nm, i.e., if and only if F is totally invariant for fn.
By Assumption 4.7, we have [F :fn F ]s = [F :fn F ] = d
n dimF , so that v+(F ) ≤ d
codim(F ),
with equality if and only if F is part of a totally invariant cycle for f . Since E ⊆ F , we have
that q ≥ codim(F ), with equality if and only if E = F . It follows that v−(E) = v+(F ) ≤ d
q,
with equality if and only if E = F is part of a totally invariant cycle for f . 
Corollary 4.10. There are finitely many irreducible closed subsets E ⊆ X that are part of
a totally invariant cycle for f .
Proof. It is enough to prove there are only finitely many irreducible closed sets E ⊆ X of a
fixed codimension q that are part of totally invariant cycles for f . Indeed, by Theorem 4.9,
the codimension q irreducible closed sets which are part of a totally invariant cycle are
precisely the codimension q components of the closed set {v− ≥ d
q}. 
Definition 4.11. The exceptional set of f is the set E ⊆ X which is the union of all totally
invariant proper closed subsets E ( X . If f satisfies Assumption 4.7, then by Corollary 4.10
this union is finite, so that E is itself a totally invariant proper closed subset of X . It is thus
the maximal proper totally invariant closed subset.
It should be noted that Assumption 4.7 cannot be removed from Theorem 4.9. Indeed, if
we consider the Frobenius map f : P1k → P
1
k over k = Fp, given by f(z) = z
p, then one easily
checks that every point of P1k is part of a totally invariant cycle for f . In particular, there is
no maximal proper Zariski closed subset of P1k which is totally invariant. We therefore see
that the techniques developed in the complex setting for detecting total invariance can fail
in characteristic p in the presence of inseparable behavior.
In the complex setting, it was shown by Fornæss-Sibony [FS95] that generic morphisms
f : Pr
C
→ Pr
C
of algebraic degree d ≥ 2 have E = ∅. We devote the rest of this section
to proving that this remains true over any algebraically closed field k. Such a statement is
made precise as follows. First, recall that endomorphisms f : Prk → P
r
k of algebraic degree d
are naturally parameterized by a certain irreducible affine variety Hd over k, see for instance
[Sil12, Theorem 1.8]. We will show that Hd contains a nonempty Zariski open subset of
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endomorphisms f which have E = ∅. The proof we give is identical in spirit to that of
[DS08, Theorem 1.3], even though the details differ in places.
Proposition 4.12. Let v : Hd ×P
r
k → R be the map, defined on closed points, that is given
by v(f, x) = vf (x). Then v is Zariski upper semicontinuous.
Proof. Let X ⊆ Hd × P
r
k × P
r
k be the subvariety X = {(f, x, y) : f(x) = f(y)}, and
let I denote the ideal sheaf of ∆ = {(f, x, y) : x = y} ⊆ X . We will denote by F the
sheaf OX/I
N , where N is any integer ≥ dr. Let pi : X → Hd × P
r
k denote the projection
onto the first two coordinates. For any fixed morphism f ∈ Hd, one obtains embeddings
if : P
r
k ×f P
r
k → X and jf : P
r
k → Hd × P
r
k, namely if(x, y) = (f, x, y) and jf (x) = (f, x).
Moreover, if η : Prk×fP
r
k → P
r
k is the projection onto the first coordinate, then pi◦if = jf ◦η.
We saw in the proof of Theorem 2.6 that the fiber dimension of η∗j
∗
fF = i
∗
fpi∗F at a point
x ∈ Prk is exactly vf (x). On the other hand, this fiber dimension is equal to the fiber
dimension of pi∗F at if (x) = (f, x). Thus the fiber dimension of pi∗F at (f, x) is exactly vf (x).
Since pi∗F is a coherent sheaf on Hd×P
r
k, its fiber dimensions are upper semicontinuous. 
Corollary 4.13. For any a ∈ R, the set of endomorphisms f ∈ Hd such that vf(x) < a for
all x ∈ Prk is Zariski open.
Proof. We will show that the set of f for which there exists a point x ∈ Prk with vf(x) ≥ a is
Zariski closed. Indeed, this set is the image under the projection map pi : Hd ×P
r
k → Hd of
the closed set {(f, x) : v(f, x) ≥ a}. Since pi is closed [Sha94, Theorem I.5.3], the corollary
follows. 
Proposition 4.14. Let f ∈ Hd, and suppose there is an integer N ≥ 1 such that vfN (x) < d
N
for all closed points x ∈ Prk. Then E = ∅.
Proof. Replacing f by an iterate if necessary, we may assume that N = 1 and that all
irreducible components of E are totally invariant. If E is such a component, then v−(E) =
vf (E) = d
codim(E)[E :f E]i ≥ d, and hence vf(x) ≥ d for all closed points x ∈ X , a
contradiction of our assumption that vf (x) < d for all x. Thus E = ∅. 
Theorem 4.15. There is an endomorphism f ∈ Hd and a B > 0 such that vfn(x) ≤ B for
all n ≥ 1 and all x ∈ Prk. As a consequence, there is a nonempty Zariski open subset of Hd
consisting of morphisms with empty exceptional set.
Proof. We begin by proving the theorem in dimension r = 1. Suppose first that d 6= pm,
where p = char(k) > 0. Then there is an a ∈ k×, such that (a+1)d = 1. The rational function
h : P1k → P
1
k given by h(z) = (z+a)
d/zd then satisfies the condition of the theorem. Indeed,
h has two critical points of order d− 1, namely 0 and −a, and both are strictly preperiodic.
It follows that vhn(z) ≤ d
2 for all n ≥ 1 and all z ∈ P1k. In the case when char(k) = p > 0
and d = pm, a similar argument holds for the rational map h(z) = (z + 1)d/zd−1. This map
has two critical points z = 0,−1 of orders d − 2 and d − 1, respectively. Both are strictly
preperiodic, so vhn(z) ≤ d(d− 1) for all n ≥ 1 and z ∈ P
1
k.
We will now use this 1-dimensional result to deduce the general case via a construction of
Ueda [Ued94]. Choose a degree d rational map h : P1k → P
1
k and B > 0 such that vhn(z) ≤ B
for all n ≥ 1 and all z ∈ P1k. Let H be the endomorphism of the r-fold product P
1
k×· · ·×P
1
k
given by H = h × · · · × h. It is easy to check that for z = (z1, . . . , zr) ∈ P
1
k × · · · × P
1
k,
one has vHn(z) = vhn(z1) · · · vhn(zr) ≤ B
r. The symmetric group Sr acts on the product
P1k × · · · ×P
1
k by permuting coordinates, and the quotient (P
1
k × · · · ×P
1
k)/Sr is isomorphic
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to the projective space Prk. Let pi : P
1
k × · · · × P
1
k → P
r
k be the quotient morphism. Then
pi is finite of degree r!, and H descends through pi to an endomorphism f ∈ Hd, such that
pi ◦H = f ◦ pi. For any x ∈ Prk and any z ∈ pi
−1(x), it follows that
vfn(x) =
vfn(x)vpi(z)
vpi(z)
=
vHn(z)vpi(H
n(z))
vpi(z)
≤
Br · r!
1
= Brr!.
This proves the first statement of the theorem. The last statement is now immediate from
Corollary 4.13 and Proposition 4.14. 
5. Equidistribution for classical varieties
We are now in a position to prove an analogue of the equidistribution of preimages theorem
for classical varieties.
Theorem 5.1. Let k be an algebraically closed field, and let X be an irreducible projective
variety of dimensionm over k. Suppose f : (X,L)→ (X,L) is a flat polarized endomorphism
of X with algebraic degree d ≥ 2. Assume, furthermore, that f satisfies Assumption 4.7. Let
x ∈ X be any point, and let V ⊆ X be the smallest totally invariant closed set containing x.
Assume that V is irreducible, with generic point y. Then the sequence d−nmfn∗δx of Borel
probability measures on X converges weakly to δy as n→∞.
Note, the case when V is reducible will be considered in Corollary 5.3.
Proof. Let µn := d
−nmfn∗δx. From Theorem 3.1, we know that the space of Borel probability
measures on X is sequentially compact in the weak topology. It therefore suffices to prove
the following: any weakly convergent subsequence µni of µn converges to δy. We therefore
fix a weakly convergent subsequence µni, converging to some measure µ. Let W ⊆ X be
a minimal closed set with µ(W ) > 0. If W were reducible, say W = W1 ∪ W2, then by
the minimality of W we would have µ(W ) ≤ µ(W1) + µ(W2) = 0 + 0 = 0, a contradiction.
Therefore W is irreducible. One easily sees that µn(V ) = 1 for all n, and hence µ(V ) = 1.
In particular, µ(W ∩ V ) = µ(W ) > 0, so the minimality of W implies that W ⊆ V .
To prove the theorem, it will suffice to show that W is part of a totally invariant cycle for
f . Indeed, if we can do this, then the minimality of V implies W = V . But then µ(V ) = 1
and µ(Z) = 0 for all closed Z ( V , implying that µ = δy, as desired. We will prove that
W is part of a totally invariant cycle for f by contradiction. Suppose W is not part of a
totally invariant cycle for f . Using Theorem 4.9, one then has v−(W ) < d
q, where q is the
codimension of W in X . We need the following lemma to proceed.
Lemma 5.2. There is an integer I ≥ 0 and a preimage z ∈ f−nI (x) such that
1. z ∈ W and v−(z) < d
q.
2. lim supi→∞ d
−m(ni−nI)[f (ni−nI)∗δz](W ) > 0.
Proof. Recall from Theorem 4.6 that the reverse asymptotic multiplicity function v− is upper
semicontinuous. Since v−(W ) < d
q, there is a nonempty open subset U of W such that
v− < d
q on U . By the minimality of W , one has µ(W ) = µ(U) = limi→∞ µni(U). We will
prove the lemma by contradiction, so suppose no such z and I exist. To simply notation, set
R(z, I) := lim sup
i→∞
d−m(ni−nI)[f (ni−nI)∗δz](U)
whenever I ≥ 0 is an integer and z ∈ f−nI (x). Note that R(z, I) ≤ 1, and by our contradic-
tion assumption R(z, I) = 0 whenever z ∈ U .
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Claim: If I ≥ 0 and z ∈ f−nI (x) are such that R(z, I) ≥ c > 0, then there is an integer
J > I and a preimage z′ ∈ f−(nJ−nI)(z) such that R(z, I) ≤ (1− c/2)R(z′, J). To prove the
claim, let J > I be any integer large enough that d−m(nJ−nI)[f (nJ−nI)∗δz](U) ≥ c/2. Suppose
that z1, . . . , zs are the elements of f
−(nJ−nI)(z)∩U , and that zs+1, . . . , zt are the elements of
f−(nJ−nI)(z) lying outside U . Then
R(z, I) ≤
t∑
i=1
mfnJ−nI (zi)
dm(nJ−ni)
R(zi, J) =
t∑
i=s+1
mfnJ−nI (zi)
dm(nJ−ni)
R(zi, J)
since R(zi, J) = 0 for all i ≤ s. One then has the easy upper bound
R(z, I) ≤ max{R(zs+1, J), . . . , R(zt, J)}
t∑
i=s+1
mfnJ−nI (zi)
dm(nJ−nI)
= max{R(zs+1, J), . . . , R(zt, J)}d
−m(nJ−nI)[f (nJ−nI)∗δz](X r U).
By our choice of J , it follows that
R(z, I) ≤ (1− c/2)max{R(zs+1, J), . . . , R(zt, J)},
proving the claim.
Let c = µ(W ). By definition, R(x, 0) = c, so the claim yields an integer I1 > 0 and a
preimage z1 ∈ f
−nI1 (x) such that µ(W ) = c = R(x, 0) ≤ (1− c/2)R(z1, I1). In particular,
R(z1, I1) ≥
c
1− c/2
> c.
We can thus apply the claim again to find an integer I2 > I1 and a z2 ∈ f
−(nI2−nI1)(z1) such
that R(z1, I1) ≤ (1− c/2)R(z2, I2). Thus µ(W ) = R(x, 0) ≤ (1− c/2)
2R(z2, I2). Continuing
in this fashion, we construct sequences Ij and zj such that
µ(W ) ≤ (1− c/2)jR(zj , Ij) ≤ (1− c/2)
j → 0.
This contradicts the assumption that µ(W ) > 0, and completes the proof. 
We now continue with the proof of Theorem 5.1. Let I and z be as in the statement of
Lemma 5.2. Let ∆ ∈ R be such that v−(z) < ∆ < d
q. Passing to a subsequence if necessary,
we may assume that the limit
(∗) c := lim
i→∞
d−m(ni−nI)[f (ni−nI)∗δz](W )
exists and is positive. For each i ≥ I, let zi1, . . . , z
i
si
denote the elements of f−(ni−nI)(z) which
lie in W . Then the right hand side of (∗) is
lim
i→∞
d−m(ni−nI)
si∑
j=1
mfni−nI (z
i
j) = lim
i→∞
d−m(ni−nI)
si∑
j=1
vfni−nI (z
i
j)[E
i
j :fni−nI E]s,
where Eij = {z
i
j} and E = {z}. Since v−(z) < ∆, we have vfni−nI (z
i
j) ≤ ∆
ni−nI for every j
whenever i is sufficiently large. Also, by Proposition 4.4, we have
s∑
j=1
[Eij :fni−nI E]s ≤ Cd
(ni−nI) dim(W )
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for some C > 0 independent of i. Combining these inequalities, we see that
c ≤ lim sup
i→∞
d−m(ni−nI)∆ni−nICd(ni−nI) dim(W ) = C lim sup
i→∞
(d−q∆)ni−nI = 0,
where here the last equality results from the fact that ∆ < dq. This is a contradiction of the
fact that c > 0. Therefore W is totally invariant, completing the proof. 
From this equidistribution theorem we derive a couple of easy variants.
Corollary 5.3. Let f : X → X be as in Theorem 5.1. Let x ∈ X be any point, and let V be
the smallest totally invariant closed subset of X containing x. Let V = V0 ∪ · · · ∪Vs−1 be the
irreducible decomposition of V , and let yi be the generic point of Vi for each i. Then, after
relabeling the Vi if necessary, one has for each i = 0, . . . , s− 1 that d
−m(i+sn)f (i+sn)∗δx → δyi
weakly as n→∞.
Proof. Without loss of generality, we may assume that x ∈ V0, and that f(Vi) = Vi−1, the
indices taken modulo s. Note, in particular, that d−mf ∗δyi = δyi+1 . The set V0 is totally
invariant for the composition f s, and is in fact the minimal f s-totally invariant closed set
containing x. Thus by Theorem 5.1, d−msnf sn∗δx → δy0 weakly as n → ∞. We know that
the pull-back operator f ∗ : M(X) → M(X) is weakly continuous by Proposition 3.2, and
thus for any i = 0, . . . , s− 1 we see that
d−m(i+sn)f (i+sn)∗δx = d
−mif i∗[d−msnf sn∗δx]→ d
−mif i∗δy0 = δyi,
as desired. 
Corollary 5.4. Let f : X → X be as in Theorem 5.1. Let µ be a Borel probability measure
on X that gives no mass to the exceptional set E of f . Then d−mnfn∗µ → δy weakly as
n→∞, where y is the generic point of X.
Proof. Let µ =
∑
x∈X cxδx. For each x ∈ X such that cx 6= 0, one has x /∈ E , as otherwise
µ(E ) 6= 0. For such x, it follows from Theorem 5.1 that the preimages of x equidistribute
to δy. Let x1, x2, . . . be an enumeration of those x ∈ X with cx 6= 0. For each N ≥ 1, let
µN =
∑N
i=1 cxiδxi and νN =
∑
i>N cxiδxi . Let ε > 0 be given, and choose N large enough so
that νN (X) < ε. Then for any closed set E ⊆ X , one has
|d−mn(fn∗µ)(E)− δy(E)| ≤ |d
−mn(fn∗µN)(E)− δy(E)|+ ε
for every n ≥ 1. When n is sufficiently large, however, Theorem 5.1 gives that
|d−mn(fn∗µN)(E)− µN(X)δy(E)| ≤ ε.
Combining this with the previous inequality yields
|d−mn(fn∗µ)(E)− δy(E)| ≤ (1− µN(X))δy(E) + 2ε ≤ 3ε.
Therefore d−mnfn∗µ→ δy as n→∞. 
6. Berkovich analytic spaces
Having proved the equidistribution theorem for classical varieties, we now move on to the
nonarchimedean setting. Fix an algebraically closed complete nonarchimedean field K. We
do not assume that the absolute value on K is nontrivial. In this section we briefly review the
Berkovich analytification of varieties over K, and discuss multiplicities for finite morphisms
between analytic varieties. The main references for the material in this section are the works
of Berkovich [Ber90] and [Ber93].
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We begin by discussing the Berkovich analytification of a variety X over K. Suppose first
that X is affine, with coordinate ring K[X ]. Then the Berkovich analytification of X is,
as a set, defined to be the collection Xan of all multiplicative seminorms K[X ] → R which
extend the given absolute value on K. We will denote points in Xan by letters such as x
and y. By definition these are seminorms on K[X ]; the value of x on a function ϕ ∈ K[X ]
is typically denoted |ϕ(x)|. We equip Xan with the weakest topology for which each of the
evaluation maps x 7→ |ϕ(x)| for ϕ ∈ K[X ] are continuous. In this topology, Xan is locally
compact, Hausdorff, and locally path connected.
The closed points of X naturally embed into Xan in the following way. If x ∈ X is a
closed point, we define a seminorm K[X ] → R associated to x by ϕ ∈ K[X ] 7→ |ϕ(x)|,
where the absolute value here is the given absolute value on K. If the absolute value on K
is trivial, then the scheme-theoretic points of X also embed into Xan. Indeed, if x is any
scheme theoretic point of X corresponding to the prime ideal p of K[X ], we can define a
corresponding seminorm K[X ]→ R by
ϕ ∈ K[X ] 7→
{
1 ϕ /∈ p.
0 ϕ ∈ p.
In either the trivially or non-trivially valued case, we will call seminorms of this form classical
points. Classical points are dense in Xan when the absolute value on K is nontrivial.
There is a natural map pi : Xan → X , where X here is viewed as a scheme, allowing for
non-closed points. The map pi sends a seminorm x ∈ Xan to its kernel
pi(x) := {ϕ ∈ K[X ] : |ϕ(x)| = 0},
which is easily seen to be a prime ideal. If x is a classical point of Xan corresponding to
x ∈ X , then pi(x) = x. The map pi is continuous when X is given its Zariski topology.
Suppose now that f : X → Y is a morphism of affine varieties, with corresponding homo-
morphism f ∗ : K[Y ]→ K[X ] of coordinate rings. We can define a map f an : Xan → Y an by
sending a seminorm x ∈ Xan to the seminorm f an(x) defined by |ϕ(f an(x))| = |(f ∗ϕ)(x)| for
all ϕ ∈ K[Y ]. The map f an is continuous, and agrees with the map f : X → Y on classical
points. For this reason, we will abuse notation and denote f an simply by f .
Now assume thatX is any variety over K, not necessarily affine. One defines the Berkovich
analytification Xan of X as follows. Choose a finite open cover of X by affines U1, . . . , Ur.
One obtains the space Xan by gluing together the analytifications pii : U
an
i → Ui. Namely, we
identify seminorms x ∈ Uani and y ∈ U
an
j if pii(x) ∈ Ui ∩ Uj and pij(y) ∈ Ui ∩ Uj and if x and
y give the same seminorm on OUi(Ui ∩ Uj)
∼= OUj (Ui ∩ Uj). The space X
an constructed in
this fashion is locally compact, Hausdorff, and locally path connected. Moreover, if X is an
irreducible projective variety, then Xan is compact and connected. The pii : U
an
i → Ui glue
together to a map pi : Xan → X , which is continuous when X is given its Zariski topology.
As before, closed points of X naturally embed into Xan, and if K is equipped with the
trivial absolute value, so do the scheme-theoretic points of X . These points in Xan are
the classical points. If f : X → Y is a morphism of varieties over K, there is an induced
continuous map f : Xan → Y an, which agrees with f : X → Y on classical points.
While we do not go into details here (see [Ber90]), one can define a sheaf of rings on
Xan, called the structure sheaf of Xan. We will denote this sheaf by OX to distinguish it
from the classical structure sheaf OX on the variety X . Equipped with this sheaf OX, the
analytification Xan is a locally ringed space, and pi : Xan → X is a morphism of locally ringed
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spaces. The Berkovich analytification pi : Xan → X enjoys GAGA results analogous to those
in the classical complex setting (see [Ber90, §§3.4-3.5]). We will now use these GAGA results
to discuss multiplicities associated to finite morphisms of analytic varieties, as in §2.
Definition 6.1. Let X and Y be irreducible varieties over K, and let f : X → Y be a finite
surjective morphism. Let x ∈ Xan and y = f(x). Then the multiplicity of f at x is
mf (x) := dimκ(y)(OX,x/myOX,x),
where as usual OX,x is viewed as an OY,y-module via f .
We now want to compare these multiplicities with those previously defined for the classical
morphism f : X → Y . To do this comparison, we use the commutative diagram
Xan Y an
X Y
f
f
piX piY
Specifically, we note that if y ∈ Y an and y = piY (y), then for any x ∈ f
−1(y) we must have
that piX(x) ∈ f
−1(y).
Proposition 6.2. Let X and Y be irreducible varieties over K, and suppose f : X → Y is
a finite surjective morphism. Let x ∈ X and f(x) = y. Let y ∈ Y an be such that piY (y) = y,
and let x1, . . . , xr be those f -preimages of y such that piX(xi) = x. Then
mf (x) =
r∑
i=1
mf(xi).
In particular, if x is a classical point of Xan corresponding to x ∈ X, then mf (x) = mf(x).
Proof. As the statement is local, we may assume with no loss of generality that X and Y are
affine. Let xr+1, . . . , xs be those preimages of y with piX(xi) 6= x. Using Proposition 2.6.10 of
[Ber93], one has the isomorphism
OY,y ⊗OY,y OX,x
∼=
r∏
i=1
OX,xi ×
s∏
i=r+1
(OX,xi)px ,
where px is the prime ideal in the coordinate ring K[X ] of X which corresponds to x. If we
then tensor this expression over OY,y with the residue field κ(y), we see that
κ(y)⊗κ(y) (OX,x/myOX,x) ∼=
r∏
i=1
(OX,xi/myOX,xi).
The κ(y)-dimension of the left hand side of this expression ismf(x), while the κ(y)-dimension
of the right hand side is
∑r
i=1mf(xi). This completes the proof. 
Corollary 6.3. Suppose f : X → Y is a finite surjective flat morphism between irreducible
varieties over K. Then every point y ∈ Y an has [X :f Y ] preimages when counted according
to their multiplicity. That is, [X :f Y ] =
∑
f(x)=ymf (x).
Proof. Let y = piY (y). From Proposition 6.2 we know that
∑
f(x)=ymf (x) =
∑
f(x)=ymf (x).
The corollary then follows from Theorem 2.4. 
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Proposition 6.4. Suppose f : X → Y is a finite surjective flat morphism between irreducible
varieties over K. Let V be an affinoid domain in Y an, and let U = f−1(V ). Suppose that
U has connected components U1, . . . , Us. Then there exist integers n1, . . . , ns ≥ 1 such that
every point y ∈ V has exactly ni preimages in Ui, counted according to their multiplicity.
Proof. This statement is a higher dimensional analogue of [FRL10, Proposition 2.1]. First
note that U is itself an affinoid domain by [Ber90, Proposition 3.1.7], as are the Ui by [Ber90,
Corollary 2.2.7]. IfAV → AU ∼= AU1×· · ·×AUs is the corresponding map of affinoid algebras,
then AU is a finite Banach AV -module since f is finite. It follows immediately that each AUi
is a finite Banach AV -module via the composite AV → AU → AUi. Therefore f |Ui : Ui → V
is a finite map of K-analytic spaces. Since f is flat, so is its analytification f an by the GAGA
principles in §3.4 and §3.5 of [Ber90]. It follows that f |Ui is flat for each i. Thus f∗(OX |Ui)
is a coherent, locally free OY |V -module of some rank ni. If y ∈ V , then
f∗(OX |Ui)y
∼=
⊕
x∈f−1(y)∩Ui
OX,x,
and therefore
ni = dimκ(y)(κ(y)⊗OY,y f∗(OX |Ui)y) =
∑
x∈f−1(y)∩Ui
dimκ(y)(OX,x/myOX,x) =
∑
x∈f−1(y)∩Ui
mf(x).
This completes the proof. 
Using these results, we are now able to define a pull-back operator on Radon measures,
analogous to the pull-back defined in §3. As was done in that section, we will define the
pull-back operator as the adjoint of a push-forward operator on functions.
Definition 6.5. Suppose f : X → Y is a finite surjective flat morphism between irreducible
varieties over K. If ϕ ∈ C0(Xan), we define f∗ϕ : Y
an → R by
(f∗ϕ)(y) :=
∑
f(x)=y
mf (x)ϕ(x).
Proposition 6.6. Suppose f : X → Y is a finite surjective flat morphism between irreducible
varieties over K. Then the push-forward f∗ defines a linear map C
0(Xan)→ C0(Y an). If we
assume, in addition, that X and Y are projective, so that Xan and Y an are compact, then f∗
is a bounded linear operator between Banach spaces.
Proof. Let ϕ ∈ C0(Xan), and let y ∈ Y an. Let V be a small enough affinoid neighborhood
of y such that f−1(V ) is a disjoint union of components U1, . . . , Us, each containing exactly
one preimage xi ∈ Ui of y. By shrinking V if necessary, we may assume that the variation of
ϕ on Ui is at most ε for each i. According to Proposition 6.4, if y
′ ∈ V , then y′ has exactly
mf (xi) preimages in Ui when counted according to their multiplicity. Thus
|(f∗ϕ)(y
′)− (f∗ϕ)(y)| ≤
s∑
i=1
∣∣∣∣mf(xi)ϕ(xi)−∑x∈f−1(y′)∩Uimf(x)ϕ(x)
∣∣∣∣
≤
s∑
i=1
εmf(xi) = [X :f Y ]ε.
This proves that f∗ϕ is continuous. In the case where X
an and Y an are compact, and thus
that C0(Xan) and C0(Y an) are Banach spaces, the fact that f∗ is bounded is immediate from
the easy estimate |(f∗ϕ)(y)| ≤ ‖ϕ‖
∑
f(x)=ymf(x) = [X :f Y ]‖ϕ‖. 
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Definition 6.7. Let f : X → Y be a finite surjective flat morphism between irreducible
projective varieties over K. Let M(Xan) and M(Y an) denote the space of Radon measures
on Xan and Y an, respectively. We define the pull-back operator f ∗ : M(Y an)→M(Xan) to
be the adjoint of f∗ : C
0(Xan)→ C0(Y an).
The following properties of the pull-back f ∗ : M(Y an) →M(Xan) are now obvious from
the definitions:
1. If µ is a positive Radon measure on Y an, then f ∗µ is positive as well. Moreover, if
the total mass of µ is R, then f ∗µ has total mass [X :f Y ]R.
2. If µ is any Radon measure on Y an, then f∗f
∗µ = [X :f Y ]µ, where f∗ denotes the
usual push-forward operation on measures.
3. If y ∈ Y an and δy is the Dirac probability measure at y, then f
∗δy =
∑
f(x)=ymf (x)δx.
7. Maps of good reduction
Before being able to prove the equidistribution theorem for maps of good reduction, we
first must say what we mean by a map of good reduction. In section we discuss the notion
of reduction for analytic varieties. Recall that we are working with analytic varieties over an
algebraically closed complete nonarchimedean field K, possibly with trivial absolute value.
We denote by K◦ the valuation ring of K, by mK the maximal ideal in K
◦, and by k the
residue field on K.
Definition 7.1. Let X be an irreducible projective variety over K. A model of X is a flat,
projective scheme X over SpecK◦ with a specified isomorphism between X and the generic
fiber XK of X .
In the case when K is equipped with the trivial absolute value, any model X ofX is simply
a variety over K that is isomorphic to X , and thus we lose no generality by taking X = X .
When K is equipped with a nontrivial absolute value, there is in general no canonical model
of X , but some model X always exists.
Given a model X ofX , we are able to define a reduction map red : Xan → Xk, where here Xk
denotes the special fiber of X . The special fiber Xk is a projective variety over k, all of whose
components have the same dimension as X . Let x ∈ Xan, and let x := pi(x) ∈ X = XK . Then
x defines an absolute value on the residue field κ(x) of XK at x. Since X is projective and
hence proper over SpecK◦, the valuative criterion of properness gives that the K-morphism
Specκ(x) → XK extends uniquely to a K
◦-morphism Specκ(x)◦ → X . The special fiber
of this morphism is a morphism Spec κ˜(x) → Xk, corresponding to a point ξ of Xk. The
reduction of x is defined to be red(x) = ξ. It should be noted that the point ξ is also
sometimes called the center of the valuation associated to x; we will not use this terminology
here.
The reduction map red : Xan → Xk is anticontinuous in the sense that the inverse image
of a Zariski open set of Xk is closed in X
an. It is always surjective, and every generic point
of Xk has exactly one preimage under red.
If K is equipped with the trivial absolute value, then Xk = X , so one obtains a canonical
reduction map red : Xan → X . The two maps pi, red : Xan → X are different; indeed, red(x)
specializes pi(x) for every x ∈ Xan, and one has red(x) = pi(x) if and only if x is a classical
point of Xan. The unique point x ∈ Xan whose reduction is the generic point of X is called
the Gauss point of Xan. It is the classical point corresponding to the trivial absolute value
on K(X).
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Suppose X and Y are irreducible projective varieties over K, and let X and Y be models
of X and Y , respectively. Suppose that F : X → Y is a finite flat K◦-morphism. Then the
generic and special fibers FK : X → Y and Fk : Xk → Yk are finite flat morphisms which are
compatible with reduction in the sense that the following diagram commutes.
Xan Y an
Xk Yk
FK
Fk
red red
If Xk and Yk are irreducible, then [Xk :Fk Yk] = [X :FK Y ]. This compatibility with reduction
is the spirit of what we wish to call “good reduction.”
Definition 7.2. Let X be an irreducible projective variety over K, and let f : X → X be a
finite surjective flat morphism. Suppose that there exists a model X of X with irreducible
special fiber, and a finite flat K◦-morphism F : X → X such that f = FK . Then we say that
f has good reduction with respect to F . The map Fk is called the reduction of f .
If K is equipped with the trivial absolute value, then every finite surjective flat morphism
f : X → X has good reduction simply by taking F = f . On the other hand, if K is equipped
with a nontrivial absolute value, the notion of good reduction is quite restrictive.
In the case when X = PrK , one sometimes says that a morphism f : P
r
K → P
r
K has good
reduction without making mention of any specific model, as we did in the introduction. Here
it is implied that f is induced by a morphism F : X → X , where X is the model PrK◦ of
PrK . When X = P
1
K the situation is rather simpler, in that every morphism f : P
1
K → P
1
K
of good reduction with respect to some morphism X → X is, possibly after conjugating f
by an automorphism of P1K , induced from a morphism P
1
K◦ → P
1
K◦. One sometimes calls
f : P1K → P
1
K a map potentially good reduction if it is induced by some morphism X → X ,
and a map of good reduction if it is induced by a morphism P1K◦ → P
1
K◦.
Before moving on to the proof of the equidistribution theorem for maps of good reduction,
we need a proposition relating the multiplicities of a morphism f : X → X of good reduction
to the multiplicities of its reduction.
Proposition 7.3. Let X be an irreducible projective variety over K, and let f : X → X be
a morphism which has good reduction with respect to a morphism F : X → X . Let y ∈ Xan,
and let y = red(y). Fix any x ∈ Xk with Fk(x) = y, and let x1, . . . , xr be those f -preimages
of y with red(xi) = x. Then
mFk(x) =
r∑
i=1
mf (xi).
Proof. Let OˆX ,y and OˆX ,x be the completions of OX ,y and OX ,x with respect to their maximal
ideals. Then OˆX ,x is a finite free OˆX ,y-module via F , say of rank R. Because y = red(y),
we have a natural K◦-homomorphism OˆX ,y → H (y)
◦, where H (y) is the completed residue
field at y. This homomorphism allows us to consider the tensor products
OˆX ,x ⊗OˆX ,y H˜ (y) and OˆX ,x ⊗OˆX ,η H (y),
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which are then vector spaces of dimension R over H˜ (y) and H (y), respectively. Since
OˆX ,x ⊗OˆX ,y H˜ (y)
∼= (OXk ,x/myOXk ,x)⊗κ(y) H˜ (y),
one has mFk(x) = R. On the other hand,
OˆX ,x ⊗OˆX ,y H (y)
∼=
r⊕
i=1
(OX,xi/myOX,xi)⊗κ(y) H (y),
so R =
∑r
i=1mf (xi). This completes the proof. 
8. Equidistribution for maps with good reduction
In this section we will prove the equidistribution theorem for maps with good reduction.
The setup for this section is as follows. We fix an irreducible projective variety X over K,
and a polarized morphism f : (X,L) → (X,L) of algebraic degree d ≥ 2, which has good
reduction with respect to a given polarized morphism F : (X ,L)→ (X ,L) which models f .
We denote by f˜ the reduction f˜ : (Xk,Lk) → (Xk,Lk) of f . When K is equipped with the
trivial absolute value, one has (Xk,Lk) = (X,L) and f˜ = f , but in the interest of keeping
notation uniform we will still write f˜ and (Xk,Lk).
The idea of the proof of the equidistribution theorem is to apply the results of §5 to f˜ ,
and then lift these results to f via the reduction semiconjugacy:
Xan Xan
Xk Xk
f
f˜
red red
In order to make use of the results of §5, we will additionally need to assume that the reduced
map f˜ : (Xk,Lk)→ (Xk,Lk) satisfies Assumption 4.7.
We begin by using the maps pi : Xan → X and red : Xan → Xk to relate the measure
theory of Xan to the measure theory of X and Xk. Recall that pi and red are continuous and
anticontinuous, respectively, so both of these maps are Borel measurable. If µ is a Radon
measure on Xan, we are therefore able to consider the push-forward measures pi∗µ and red∗µ.
Our first goal is to prove that the push-forward operations pi∗ and red∗ are compatible with
pull-backs in the sense that pi∗f
∗ = f ∗pi∗ and red∗f
∗ = f˜ ∗red∗.
Lemma 8.1.
1. Let V ⊂ Xk be a nonempty proper irreducible closed subset, and let U = red
−1(V ).
There is an increasing sequence of nonnegative continuous functions ϕn : X
an → R
which converge pointwise to the characteristic function χU .
2. Let V ⊆ X be a nonempty proper irreducible Zariski closed set, and let E = pi−1(V ).
There is a decreasing sequence of nonnegative continuous functions ψn : X
an → R
which converge pointwise to the characteristic function χE.
Proof. (1) Let {Wα} be a finite affine open cover of X , sayWα = SpecAα. For each index α,
the set Wα := red
−1(Wα,k) is a closed subset of X
an (it is, in fact, an affinoid domain). Fix an
α such that Wα,k intersects V , and let a1, . . . , ar ∈ Aα be elements whose images a1, . . . , ar
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in the reduction A = A ⊗K◦ k generate the prime ideal pV of V in Wα,k. Then x ∈ Wα lies
in U if and only if |ai(x)| < 1 for each i. Define hα : Wα → R by hα(x) := maxi |ai(x)|. This
hα is continuous, and satisfies hα(x) ≤ 1, with equality if and only if x /∈ U . Moreover, hα
is independent of the choice of the ai. In this way we define hα for each index α. One has
hα = hβ on Wα ∩Wβ , and hence the hα can be glued together to give a continuous function
h : Xan → R with the property that 0 ≤ h(x) ≤ 1 for all x, with h(x) < 1 if and only if
x ∈ U . We can then define ϕn := (1− h)
1/n.
(2) Let {Uα} be a finite affine open cover of X , say with Uα = SpecAα. For each index
α, the set Uanα = pi
−1(Uα) is an open subset of X
an. Fix an α such that Uα intersects V ,
and let a1, . . . , ar ∈ Aα be generators of the prime ideal pV of V in Uα. Then x ∈ U
an
α
belongs to E if and only if |ai(x)| = 0 for each i. Let hα : U
an
α → R be the function
hα(x) := min{1,maxi |ai(x)|}. This hα is continuous, and satisfies hα(x) ≥ 0, with equality
if and only if x ∈ E. Moreover, hα is independent of the choice of the ai. In this way we
define hα for each index α. One has hα = hβ on U
an
α ∩ U
an
β , and hence the hα can be glued
together to give a continuous function h : Xan → R with the property that 0 ≤ h(x) ≤ 1 for
all x, with h(x) = 0 if and only if x ∈ E. We can then define ψn = 1− h
1/n. 
Proposition 8.2. Let µ be a Radon measure on Xan. Then pi∗ and red∗ are compatible with
pull-backs in the sense that
1. red∗f
∗µ = f˜ ∗red∗µ, and
2. pi∗f
∗µ = f ∗pi∗µ.
Proof. (1) It suffices to check that (red∗f
∗µ)(V ) = (f˜ ∗red∗µ)(V ) for every irreducible closed
set V ⊂ X0 by [Gig12, Lemma 2.7]. Choose an increasing sequence ϕn : X
an → R of non-
negative continuous functions converging pointwise to χred−1(V ). Then
(red∗f
∗µ)(V ) = (f ∗µ)(red−1(V )) = lim
n→∞
∫
ϕn df
∗µ = lim
n→∞
∫
f∗ϕn dµ =
∫
f∗red
∗χV dµ.
On the other hand, we have
(f˜ ∗red∗µ)(V ) =
∫
f˜∗χV dred∗µ =
∫
red∗f˜∗χV dµ.
Thus it suffices to show that f∗red
∗χV = red
∗f˜∗χV . If y ∈ X
an, then
(f∗red
∗χV )(y) =
∑
f(x)=y
mf (x)χV (red(x)) =
∑
f˜(x)=red(y)
mf˜ (x)χV (x) = (red
∗f˜∗χV )(y),
where the second equality is a consequence of Proposition 7.3. This proves (1). The proof
of (2) is similar, except one uses Proposition 6.2 instead of Proposition 7.3. 
Unfortunately, the push-forward operations pi∗ and red∗ on Radon measures are not weakly
continuous. Specifically, if µn is a sequence of Radon measures onX
an which converge weakly
to a measure µ, then it is not necessarily the case that pi∗µn converges weakly to pi∗µ, or that
red∗µn converges weakly to red∗µ. Indeed, it is not even necessarily the case that pi∗µn and
red∗µn converge weakly to anything. The reason for this difficulty is that the weak topology
for measures on X and Xk is defined in terms of semicontinuous functions, whereas the weak
topology for Radon measures on Xan is defined in terms of continuous functions. The next
proposition explores this phenomenon.
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Proposition 8.3. Let µn be a sequence of Radon probability measures on X
an which con-
verges weakly to a measure µ.
1. Suppose the measures νn := red∗µn converge weakly to a measure ν. Then one has
the inequality ν(V ) ≥ (red∗µ)(V ) for all irreducible closed subsets V ⊆ Xk.
2. Suppose the measures νn := pi∗µn converge weakly to a measure ν. Then one has the
inequality ν(V ) ≤ (pi∗µ)(V ) for all irreducible closed subsets V ⊆ X.
Proof. (1) Fix an irreducible closed subset V ⊆ Xk, and let ϕn : X
an → R be an increasing
sequence of nonnegative continuous functions converging pointwise to χred−1(V ). Given an
ε > 0 and an index N = N(ε) large enough, one then has
(red∗µ)(V ) = lim
n→∞
∫
ϕn dµ ≤ ε+
∫
ϕN dµ = ε+ lim
m→∞
∫
ϕN dµm
≤ ε+ lim inf
m→∞
∫
χred−1(V ) dµm = ε+ lim inf
m→∞
νm(V ) = ε+ ν(V ).
Letting ε→ 0 gives (red∗µ)(V ) ≤ ν(V ), as desired. The proof of (2) is similar. 
We are now in a position to prove our main equidistribution of preimages theorem for
maps of good reduction. Theorem A is a special case of the following.
Theorem 8.4 (Equidistribution). Let X be an irreducible projective variety over K of di-
mension m, and let f : (X,L) → (X,L) be a polarized morphism of algebraic degree d ≥ 2.
Suppose that f has good reduction with respect to a morphism F : (X ,L)→ (X ,L). Finally,
assume that the reduction f˜ : (Xk,Lk) → (Xk,Lk) of f satisfies Assumption 4.7. Let E be
the exceptional set of f˜ . If µ is a Radon probability measure on Xan which gives no mass to
red−1(E ), then the normalized pull-backs d−mnfn∗µ converge weakly to the Dirac probability
measure δx supported at the unique point x ∈ X
an whose reduction is the generic point of Xk.
Proof. Let µn = d
−mnfn∗µ for each n ≥ 1. It suffices to show that every weakly convergent
subsequence of {µn} converges to δx. We therefore fix a weakly convergent subsequence µni,
converging to some measure α. Let ν = red∗µ and νn = red∗µn for each n. We then know
from Proposition 8.2 that νn = d
−mnf˜n∗ν for each n. The assumption that µ does not give
mass to red−1(E ) is equivalent ν not giving mass to E . It then follows from Corollary 5.4
that the sequence νn converges weakly to the Dirac probability measure at the generic point
of Xk. From Proposition 8.3(1) we see that (red∗α)(V ) = 0 for all proper closed subsets
V ( Xk. We will use this property of α to conclude that α = δx.
Let A ⊆ C0(Xan) be the subalgebra consisting of functions which are constant away from
a set of the form red−1(V ) for some proper closed set V ( Xk. The functions which were
constructed in the proof of Lemma 8.1 show that A separates points. Clearly A contains
all constant functions. Thus, by the Stone-Weierstrass theorem, A is dense in C0(Xan). Let
ϕ ∈ A, with say ϕ ≡ c away from a set red−1(V ) with V ( Xk closed. Then∫
ϕdα = c[1− α(red−1(V ))] +
∫
red−1(V )
ϕdα = c,
since α(red−1(V )) = 0. Since x /∈ red−1(V ), one has ϕ(x) = c. We have thus shown that α
agrees with δx on A. Since A is dense in C
0(Xan), we conclude that α = δx. 
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In the special case where K is equipped with the trivial absolute value, one can use the
canonical map pi : Xan → X to obtain a more precise result about what happens to preimages
of points x ∈ Xan which do lie in red−1(E ).
Theorem 8.5. Suppose K is equipped with the trivial absolute value. Let X be an irreducible
projective variety of dimension m over K, and f : (X,L)→ (X,L) a flat polarized morphism
of algebraic degree d ≥ 2. Suppose that f satisfies Assumption 4.7. Let x ∈ Xan be any point,
and assume that the smallest totally invariant closed set of X containing pi(x) is the same as
the smallest totally invariant closed set of X containing red(x). Let this set V have irreducible
decomposition V = V0 ∪ · · · ∪ Vs. Let yi denote the classical point of X
an corresponding to Vi
for each i. Then, up to relabeling the Vi if necessary, one has for each i = 0, . . . , s− 1 that
d−m(i+sn)f (i+sn)∗δx → δyi weakly as n→∞.
Proof. We argue in a similar fashion to the proof of Theorem 8.4. Specifically, we set µn =
d−m(i+sn)f (i+sn)∗δx, and let α be a weak limit of a subsequence of the µni. Now by applying
Corollary 5.3 we know that the sequences pi∗µn and red∗µn both converge weakly to δyi. Thus
Proposition 8.3 tells us that α(A) = 0 for all sets A of the form A = pi−1(U) ∪ red−1(W )
where U ⊆ X is an open set disjoint from Vi and W is a proper closed subset of Vi. Let A
denote the subalgebra of C0(Xan) consisting of all functions which are constant away from a
set A = pi−1(U)∪ red−1(W ), where U ⊆ X is an open set disjoint from Vi and W is a proper
closed subset of Vi. From the functions constructed in the proof of Lemma 8.1 we see that A
separates points, and hence is dense in C0(Xan) by the Stone-Weierstrass theorem. If ϕ ∈ A
is such that ϕ ≡ c outside of A = pi−1(U) ∪ red−1(W ), then∫
ϕdα = c[1− α(A)] +
∫
A
ϕdα = c = ϕ(yi),
and hence α agrees with δyi on the dense subalgebra A. We conclude that α = δyi. 
9. Equidistribution for tame points
In this last section, we assume K is an algebraically closed field equipped with the trivial
absolute value. Let X be an irreducible projective variety of dimension m over K, and let
f : (X,L) → (X,L) be a flat polarized dynamical system of algebraic degree d ≥ 2, i.e., a
map of good reduction. The goal of this section is to show that the preimages of a large
class of points x ∈ Xan equidistribute to the Dirac mass at the Gauss point of Xan, even
when red(x) lies in the exceptional set E of f .
In the setting where K is trivially valued, it is common to work not with seminorms but
with semivaluations. A point x ∈ Xan is a seminorm on the coordinate ring K[U ] of some
affine open subset U ⊆ X . One may then associate to x a semivaluation K[U ]→ R∪{+∞}
given by ϕ 7→ − log |ϕ(x)|. Conversely, from a semivaluation v : K[U ] → R ∪ {+∞}, one
obtains a seminorm x ∈ Xan by |ϕ(x)| = e−v(ϕ) for all ϕ ∈ K[U ]. Via this equivalence, we
will view points in Xan as being semivaluations rather than seminorms. The reduction red(v)
of a semivaluation v ∈ Xan is then the unique point ξ ∈ X such that v ≥ 0 on OX,ξ with
v > 0 on mξ.
Definition 9.1. Let v ∈ Xan be a semivaluation with red(v) = ξ ∈ X . For any ideal a ⊆ OX,ξ
we define v(a) = infϕ∈a v(ϕ). Equivalently, if ϕ1, . . . , ϕr generate a, then v(a) = mini v(ϕi).
We begin with a proof of Theorem C, which proves that a weaker form of equidistribution
of preimages holds for f whenever all totally invariant cycles are superattracting.
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Definition 9.2. Suppose V ( X is an f -invariant irreducible subvariety. We say that V is
superattracting for f if there is an integer n ≥ 1 such that fn∗mV ⊆ m
2
V , where here f
n∗ is
the induced local ring homomorphism fn∗ : OX,V → OX,V . More generally, if V is part of an
s-periodic cycle for f , we say that the cycle is superattracting for f if V is superattracting
for f s.
This notion of superattracting cycle generalizes the standard notion of superattracting
cycles for rational maps f : P1K → P
1
K . For instance, when V = x is a fixed closed point of
X , then x is superattracting if and only if the derivative Df(x) of f at x is nilpotent. In
dimension 1, it is automatic that any totally invariant point is superattracting, but this is
no longer true in higher dimensions, as was first noted by Fornæss-Sibony [FS94, p. 212]. As
an example, the point [0 : 0 : 1] is totally invariant for the morphism f : P2K → P
2
K given by
f [x : y : z] = [xz + y2 : x2 : z2], but it is not superattracting.
Theorem 9.3. Let f : (X,L) → (X,L) be a flat polarized morphism of algebraic degree
d ≥ 2. Suppose that f satisfies Assumption 4.7, and that all totally invariant cycles for f
are superattracting. Let v ∈ Xan, and let V ⊆ X be the smallest totally invariant closed
set containing pi(v). Suppose V has irreducible decomposition V = V1 ∪ · · · ∪ Vr, and let
w1, . . . , wr ∈ X
an be the classical points corresponding to the generic points of the Vi. Then
one has weak convergence of the Cesaro means
µn := n
−1
n−1∑
i=0
d−mif i∗δv → r
−1(δw1 + · · ·+ δwr)
as n→∞. In the special case where pi(v) /∈ E , this gives that the µn converge weakly to the
Dirac mass at the Gauss point.
Proof. It suffices to show that any weak limit µ of a subsequence of the µn is the measure
r−1(δw1+· · ·+δwr). Suppose then that µ is the weak limit of a subsequence µni. The measure
µ is necessarily totally invariant, that is, d−mf ∗µ = µ. Indeed
d−mf ∗µ = lim
i→∞
d−mf ∗µni = lim
i→∞
[µni + n
−1
i (d
−mnifni∗δv − δv)] = lim
i→∞
µni = µ.
Since pi−1(V ) is a totally invariant closed subset of Xan and δv(pi
−1(V )) = 1, the measure
µ is supported within pi−1(V ). If we can show that µ(red−1(W )) = 0 for all proper totally
invariant closed sets W ( V , then an easy variant of Corollary 5.4 shows d−mnfn∗µ →
r−1(δw1 + · · ·+ δwr). However, d
−mnfn∗µ = µ for all n, so in fact µ = r−1(δw1 + · · ·+ δwr).
We have therefore reduced the problem to showing that µ(red−1(W )) = 0 for all irreducible
closed sets W ( V which are part of a totally invariant cycle for f .
Fix W ( V an irreducible closed set with f−s(W ) = W . Let mW be the maximal ideal of
W in the local ring OX,W . Let ϕ : X
an → R ∪ {+∞} be the continuous function
ϕ(w) :=
{
w(mW ) red(w) ∈ W.
0 red(w) /∈ W.
Since ϕ is strictly positive on red−1(W ) and zero everywhere else, one has µ(red−1(W )) = 0
if and only if
∫
ϕdµ = 0. By assumption W is superattracting, i.e., fns∗mW ⊆ m
2
W for large
enough n. If w /∈ red−1(W ), then all fns-preimages of w also do not lie in red−1(W ), so
d−mns(fns∗ ϕ)(w) = 0. On the other hand, if red(w) ∈ W and f
ns(w′) = w, then
w(mW ) = w
′(fns∗mW ) ≥ 2w
′(mW )
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when n is large enough. It follows that d−mns(fns∗ ϕ)(w) ≤ ϕ(w)/2. Combining these two
derivations yields d−mnsfns∗ ϕ ≤ ϕ/2 when n is large. Therefore
0 ≤
∫
ϕdµ = d−mns
∫
fns∗ ϕdµ ≤
1
2
∫
ϕdµ.
This is only possible if
∫
ϕdµ = 0 or +∞. The latter case cannot happen, however, since
by assumption pi(v) /∈ W . 
To prove Theorem B, we need to restrict ourselves to the case when X is smooth. In this
case, any finite surjective morphism f : X → X is flat, and hence any polarized morphism
f : (X,L) → (X,L) has good reduction. The motivation for assuming X is smooth is that
we are able to make the following definition.
Definition 9.4. Let ξ ∈ X . Because X is smooth, the local ring OX,ξ is regular, and hence
the map ordξ : OX,ξ → N ∪ {+∞} given by ordξ(ϕ) := max{n : ϕ ∈ m
n
ξ } is a valuation on
the ring OX,ξ.
We will prove equidistribution of preimages for valuations v ∈ Xan that are tame, that is,
valuations which satisfy the following boundedness condition.
Definition 9.5. Let v ∈ Xan with ξ = red(v). We say that v is tame if there is a C > 0
such that v(ϕ) ≤ Cordξ(ϕ) for all ϕ ∈ OX,ξ. Note, in particular, that such a v is necessarily
a valuation instead of just a semivaluation, i.e., pi(v) is the generic point of X .
Example 9.6. Tame valuations make up much of the space Xan, as the following examples
illustrate.
1. The set of tame valuations of P1,anK is the hyperbolic space H := P
1,an
K rP
1
K .
2. All monomial valuations are tame. Recall that a valuation v ∈ Xan with ξ = red(v)
is a monomial valuation if it is of the following form: for some system of parameters
t1, . . . , tr of the completed local ring OˆX,ξ ∼= κ(ξ)Jt1, . . . , trK and some real numbers
α1, . . . , αr > 0, one has
v
(∑
β∈Nr
λβt
β
)
= min{β1α1 + · · ·+ βrαr : λβ 6= 0}.
It is easy to check that such a valuation is tame.
3. Divisorial valuations are tame. A valuation v ∈ Xan is divisorial if there is a blowup
p : X ′ → X , an exceptional prime divisor E of p, and a real number λ > 0 such that
v(ϕ) = λordE(ϕ ◦ p) for all ϕ ∈ K(X).
4. More generally, all quasimonomial valuations are tame. A valuation v ∈ Xan is quasi-
monomial if there is some blowup p : X ′ → X over ξ and a monomial valuation w at a
point ζ ∈ X ′ such that v(ϕ) = w(ϕ◦p) for all ϕ ∈ K(X). Such valuations are studied
in detail in [JM11], see also [ELS03]. Monomial valuations and divisorial valuations
are both examples of quasimonomial valuations. The tameness of quasimonomial
valuations was proved by Tougeron ([Tou72, Lemma IX.1.3], see also [Izu85]). They
are sometimes called Abhyankar valuations, since they are precisely those valuations
v ∈ Xan for which one has equality in the Abhyankar inequality; they are further
characterized by being Shilov boundaries of Weierstrass domains in Xan. See [Poi11,
§4] for more details about these alternate characterizations. Quasimonomial valua-
tions (indeed, even divisorial valuations) are dense in Xan.
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5. One should note that there are tame valuations in Xan that are not quasimonomial,
and, if dimX > 1, there are valuations in Xan that are not tame, see for instance
[FJ04, Proposition A.3].
Suppose that v ∈ Xan is a valuation, and thus that it defines a valuation on the function
field K(X) ofX . If we identifyK(X) with the subfield f ∗K(X) ⊆ K(X), then the preimages
of v for f are precisely the valuations onK(X) which extend v on f ∗K(X). For the remainder
of the section, we will assume that the map f is separable, that is, that the field extension
K(X)/f ∗K(X) is separable. This is a weaker assumption than Assumption 4.7.
Proposition 9.7. Suppose that v ∈ Xan is a valuation, and f(w) = v. Let L/F denote
the field extension K(X)/f ∗K(X), so that w is a valuation on L extending v on F . If f is
separable, then the multiplicity of f at w is given by mf (w) = [Lw : Fv], where Lw and Fv
denote the completions of L and F with respect to w and v, respectively.
Proof. The local rings OX,w and OX,v are fields, and mf (w) = [OX,w : OX,v] for any preimage
w of v. If H (w) and H (v) denote the completed residue fields of w and v, respectively,
then [H (w) : H (v)] ≤ [OX,w : OX,v]. One has isomorphisms H (w) ∼= Lw and H (v) ∼= Fv,
and therefore [Lw : Fv] ≤ [OX,w : OX,v] = mf (w). Since L/F is separable,
Fv ⊗F L ∼=
⊕
f(w)=v
Lw
by [Bou98, Corollary VI.8.2/2], and thus
dm = [L : F ] =
∑
f(w)=v
[Lw : Fv] ≤
∑
f(w)=v
mf (w) = d
m.
It follows that mf (w) = [Lw : Fv] for each preimage w of v. 
Corollary 9.8. Suppose f is a separable, and let Nf denote the norm homomorphism
Nf : K(X)
× → f ∗K(X)× associated to the field extension K(X)/f ∗K(X). If v ∈ Xan
is a valuation and ϕ ∈ K(X)×, then∑
f(w)=v
mf(w)w(ϕ) = v(Nf(ϕ)).
Proof. See [Bou98, Corollary VI.8.5/3]. 
Proposition 9.9. Let v ∈ Xan be a valuation. Assume that for each ϕ ∈ K(X)× one has
d−mn
∑
fn(w)=v
mfn(w)|w(ϕ)| → 0
as n→∞. Then the preimages of v equidistribute to the Dirac mass at the Gauss point.
Proof. Let µn = d
−mnfn∗δv for each n ≥ 0. It suffices to show that every weak limit µ of a
subsequence µni is the Dirac mass at the Gauss point. Suppose such a µ were not the Dirac
mass at the Gauss point. Then there is some irreducible proper closed set E ( X such that
µ(red−1(E)) > 0. Let ψ : Xan → [0, 1] be the continuous function
ψ(w) :=
{
min{1, w(mE)} red(w) ∈ E.
0 red(w) /∈ E.
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This function is strictly positive on red−1(E) and 0 elsewhere, so
∫
ψ dµ > 0. On the other
hand, if ϕ ∈ mE , then ψ(w) ≤ |w(ϕ)|. Thus
0 <
∫
ψ dµ = lim
i→∞
∫
ψ dµni ≤ lim
i→∞
d−mni
∑
fni (w)=v
mfn(w)|w(ϕ)| = 0,
a contradiction. This completes the proof. 
Lemma 9.10. Let p ∈ X be a closed point, and let D be an effective divisor on X with local
defining equation ϕ at p. Then one has the inequality ordp(ϕ) ≤ degLs D, where s ≥ 1 is an
integer large enough that Ls is very ample.
Proof. The lemma is trivial if p /∈ Supp(D), so assume p ∈ Supp(D). Since Ls is very ample,
there exist global sections s1, . . . , sm of L
s vanishing at p such that the ti := si,p ∈ mp ⊂ OX,p
generate the tangent space at p. Replacing the si by some K-linear combination of the si if
necessary, the Weierstrass preparation theorem gives that ϕ can be decomposed in OˆX,p as
ϕ = uQ, where u is a unit and
Q(t) = tnm + g1(t1, . . . , tm−1)t
n−1
m + · · ·+ gn(t1, . . . , tm−1)
is a Weierstrass polynomial of degree n = ordp(ϕ). It follows that
dimK OX,p/(ϕ, t1, . . . , tm−1) = dimK K[tm]/(t
n
m) = n = ordp(ϕ).
On the other hand, dimK OX,p/(ϕ, t1, . . . , tm−1) is exactly the local intersection multiplicity
D ·Div(s1) · · · · ·Div(sm−1) at p. This is, of course, bounded above by the global intersection
number D · Div(s1) · · · · ·Div(sm−1) = degLs D. 
Theorem 9.11. Let X be a smooth irreducible projective variety, and f : (X,L) → (X,L)
a separable polarized morphism of degree d ≥ 2. Let v ∈ Xan be a tame valuation. Then the
preimages of v equidistribute to the Dirac mass at the Gauss point of Xan.
Proof. Let ϕ ∈ K(X)× be a nonconstant function, and let D1 and D2 be effective divisors
on X with Div(ϕ) = D1 − D2. Let ξ = red(v). Fix an n ≥ 1, and let ψ1, ψ2 ∈ K(X)
× be
rational functions that are regular at every fn-preimage of ξ such that ϕ = ψ1/ψ2. Then if
w ∈ f−n(v) is any fn-preimage of v,
|w(ϕ)| = |w(ψ1)− w(ψ2)| ≤ w(ψ1) + w(ψ2).
It follows from Corollary 9.8 that∑
fn(w)=v
mfn(w)|w(ϕ)| ≤ v(Nfn(ψ1)) + v(Nfn(ψ2)).
By construction, ψi is gives a local defining equation of Di at each ζ ∈ f
−n(ξ) for i = 1, 2.
Since Div(Nfn(ψi)) = f
n
∗ Div(ψi), it follows that Nfn(ψi) is regular at ξ and that it is a local
defining equation for fn∗Di at ξ for i = 1, 2.
By assumption v is tame, so there is a constant C > 0 such that v ≤ Cordξ on OX,ξ. We
then get the inequality∑
fn(w)=v
mfn(w)|w(ϕ)| ≤ Cordξ(Nfn(ψ1)) + Cordξ(Nfn(ψ2)).
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If p ∈ X is a closed point specializing ξ at which both Nfn(ψ1) and Nfn(ψ2) are regular,
then ordξ(Nfn(ψi)) ≤ ordp(Nfn(ψi) for i = 1, 2, giving∑
fn(w)=v
mfn(w)|w(ϕ)| ≤ Cordp(Nfn(ψ1)) + Cordp(Nfn(ψ2)).
SinceNfn(ψi) is the local defining equation of f
n
∗Di at p, we have the estimate ordp(Nfn(ψi)) ≤
degLs f
n
∗Di, where s ≥ 1 is an integer large enough that L
s is very ample. Thus∑
fn(w)=v
mfn(w)|w(ϕ)| ≤ C degLs f
n
∗D1 + C degLs f
n
∗D2 = C degfn∗Ls D1 + C degfn∗Ls D2
= Cdn(m−1)(degLs D1 + degLs D2).
This proves the estimate d−mn
∑
fn(w)=vmfn(w)|w(ϕ)| = O(d
−n). Using Proposition 9.9, the
preimages of v equidistribute to the Dirac mass at the Gauss point of Xan. 
References
[BD01] Jean-Yves Briend and Julien Duval. Deux caracte´risations de la mesure d’e´quilibre d’un endo-
morphisme de Pk(C). Publ. Math. Inst. Hautes E´tudes Sci., (93):145–159, 2001.
[Ber90] Vladimir G. Berkovich. Spectral theory and analytic geometry over non-Archimedean fields, vol-
ume 33 of Mathematical Surveys and Monographs. American Mathematical Society, Providence,
RI, 1990.
[Ber93] Vladimir G. Berkovich. E´tale cohomology for non-Archimedean analytic spaces. Inst. Hautes
E´tudes Sci. Publ. Math., (78):5–161 (1994), 1993.
[Bou98] Nicolas Bourbaki. Commutative algebra. Chapters 1–7. Elements of Mathematics (Berlin).
Springer-Verlag, Berlin, 1998. Translated from the French, Reprint of the 1989 English transla-
tion.
[BR06] Matthew H. Baker and Robert Rumely. Equidistribution of small points, rational dynamics, and
potential theory. Ann. Inst. Fourier (Grenoble), 56(3):625–688, 2006.
[Bro65] Hans Brolin. Invariant sets under iteration of rational functions. Ark. Mat., 6:103–144 (1965),
1965.
[CL06] Antoine Chambert-Loir. Mesures et e´quidistribution sur les espaces de Berkovich. J. Reine
Angew. Math., 595:215–235, 2006.
[Din09] Tien-Cuong Dinh. Analytic multiplicative cocycles over holomorphic dynamical systems. Complex
Var. Elliptic Equ., 54(3-4):243–251, 2009.
[DS03] Tien-Cuong Dinh and Nessim Sibony. Dynamique des applications d’allure polynomiale. J. Math.
Pures Appl. (9), 82(4):367–423, 2003.
[DS08] Tien-Cuong Dinh and Nessim Sibony. Equidistribution towards the Green current for holomor-
phic maps. Ann. Sci. E´c. Norm. Supe´r. (4), 41(2):307–336, 2008.
[EE93] B. Edixhoven and J.-H. Evertse, editors. Diophantine approximation and abelian varieties, vol-
ume 1566 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1993. Introductory lectures,
Papers from the conference held in Soesterberg, April 12–16, 1992.
[Eis95] David Eisenbud. Commutative algebra, with a view toward algebraic geometry, volume 150 of
Graduate Texts in Mathematics. Springer-Verlag, New York, 1995.
[ELS03] Lawrence Ein, Robert Lazarsfeld, and Karen Smith. Uniform approximation of Abhyankar valu-
ation ideals in smooth function fields. Amer. J. Math., 125(2):409–440, 2003.
[Fab09] Xander Faber. Equidistribution of dynamically small subvarieties over the function field of a
curve. Acta Arith., 137(4):345–389, 2009.
[Fak03] Najmuddin Fakhruddin. Questions on self maps of algebraic varieties. J. Ramanujan Math. Soc.,
18(2):109–122, 2003.
[FJ03] Charles Favre and Mattias Jonsson. Brolin’s theorem for curves in two complex dimensions. Ann.
Inst. Fourier (Grenoble), 53(5):1461–1501, 2003.
30 W. GIGNAC
[FJ04] Charles Favre and Mattias Jonsson. The valuative tree, volume 1853 of Lecture Notes in Mathe-
matics. Springer-Verlag, Berlin, 2004.
[FLM83] Alexandre Freire, Artur Lopes, and Ricardo Man˜e´. An invariant measure for rational maps. Bol.
Soc. Brasil. Mat., 14(1):45–62, 1983.
[FRL06] Charles Favre and Juan Rivera-Letelier. E´quidistribution quantitative des points de petite hau-
teur sur la droite projective. Math. Ann., 335(2):311–361, 2006.
[FRL10] Charles Favre and Juan Rivera-Letelier. The´orie ergodique des fractions rationnelles sur un corps
ultrame´trique. Proc. Lond. Math. Soc. (3), 100(1):116–154, 2010.
[FS94] John Erik Fornæss and Nessim Sibony. Complex dynamics in higher dimension. I. Aste´risque,
(222):5, 201–231, 1994. Complex analytic methods in dynamical systems (Rio de Janeiro, 1992).
[FS95] John Erik Fornæss and Nessim Sibony. Complex dynamics in higher dimension. II. In Modern
methods in complex analysis (Princeton, NJ, 1992), volume 137 of Ann. of Math. Stud., pages
135–182. Princeton Univ. Press, Princeton, NJ, 1995.
[Gig12] William Gignac. Measures and dynamics on Noetherian spaces. 2012. To appear in J. Geom.
Anal. doi:10.1007/s12220-013-9394-9.
[Gub08] Walter Gubler. Equidistribution over function fields. Manuscripta Math., 127(4):485–510, 2008.
[Gue03] Vincent Guedj. Equidistribution towards the Green current. Bull. Soc. Math. France, 131(3):359–
372, 2003.
[Har77] Robin Hartshorne. Algebraic geometry. Springer-Verlag, New York, 1977. Graduate Texts in
Mathematics, No. 52.
[Izu85] Shuzo Izumi. A measure of integrity for local analytic algebras. Publ. Res. Inst. Math. Sci.,
21(4):719–735, 1985.
[JM11] Mattias Jonsson and Mircea Mustat¸aˇ. Valuations and asymptotic invariants for sequences of
ideals. 2011. To appear in Ann. Inst. Fourier (Grenoble).
[Jon12] Mattias Jonsson. Dynamics on Berkovich spaces in low dimensions. 2012. arXiv:1201.1944.
[LJT74] Monique Lejeune-Jalabert and Bernard Teissier. Normal cones and sheaves of relative jets. Com-
positio Math., 28:305–331, 1974.
[Lju83] Mikhail Ljubich. Entropy properties of rational endomorphisms of the Riemann sphere. Ergodic
Theory Dynam. Systems, 3(3):351–385, 1983.
[MZMS11] Mahdi Majidi-Zolbanin, Nikita Miasnikov, and Lucien Szpiro. Entropy and flatness in local al-
gebraic dynamics. 2011. To appear in Pub. Mat.
[Oku12a] Yuˆsuke Okuyama. Fekete configuration, quantitative equidistribution and wandering critical or-
bits in non-archimedean dynamics. Math. Z., 2012. (Published Online).
[Oku12b] Yuˆsuke Okuyama. Repelling periodic points and logarithmic equidistribution in non-archimedean
dynamics. Acta Arith., 152(3):267–277, 2012.
[Par11] Rodrigo Parra. The Jacobian cocycle and equidistribution towards the Green current. 2011.
arXiv:1103.4633.
[Poi11] Je´roˆme Poineau. Les espaces de Berkovich sont ange´liques. 2011. To appear in Bull. Soc. Math.
Fr.
[Sha94] Igor R. Shafarevich. Basic algebraic geometry. 1. Springer-Verlag, Berlin, second edition, 1994.
Varieties in projective space, Translated from the 1988 Russian edition and with notes by Miles
Reid.
[Sib99] Nessim Sibony. Dynamique des applications rationnelles de Pk. In Dynamique et ge´ome´trie com-
plexes (Lyon, 1997), volume 8 of Panor. Synthe`ses, pages 97–185. Soc. Math. France, Paris,
1999.
[Sil12] Joseph Silverman. Moduli spaces and arithmetic dynamics, volume v. 30 of CRM monograph
series. American Mathematical Society, Providence, R.I., 2012.
[SUZ97] Lucien Szpiro, Emmanuel Ullmo, and Shou-Wu Zhang. E´quire´partition des petits points. Invent.
Math., 127(2):337–347, 1997.
[Tou72] Jean-Claude Tougeron. Ide´aux de fonctions diffe´rentiables. Springer-Verlag, Berlin, 1972. Ergeb-
nisse der Mathematik und ihrer Grenzgebiete, Band 71.
[Ued94] Tetsuo Ueda. Fatou sets in complex dynamics on projective spaces. J. Math. Soc. Japan,
46(3):545–555, 1994.
[Yua08] Xinyi Yuan. Big line bundles over arithmetic varieties. Invent. Math., 173(3):603–649, 2008.
EQUIDISTRIBUTION OF PREIMAGES FOR MAPS OF GOOD REDUCTION 31
Department of Mathematics, University of Michigan, 530 Church St., Ann Arbor, MI
48109, USA
E-mail address : wgignac@umich.edu
