We study the robustness of accelerated first-order algorithms to stochastic uncertainties in gradient evaluation.
I. INTRODUCTION
First-order algorithms are well-suited for solving a broad range of optimization problems that arise in statistics, signal and image processing, control, and machine learning [1] - [5] . Among these algorithms, accelerated methods enjoy the optimal rate of convergence and they are popular because of their low per-iteration complexity. There is a large body of literature dedicated to the convergence analysis of these methods under different stepsize selection rules [2] , [5] - [9] . In many applications, however, the exact value of the gradient is not fully available, e.g., when the objective function is obtained via costly simulations (e.g., tuning of hyper-parameters in supervised/unsupervised learning [10] - [12] ), when evaluation of the objective function relies on noisy measurements (e.g., real-time and embedded applications), or when the noise is introduced via communication between different agents (e.g., distributed computation over network). Another related application arises in the context of (batch) stochastic gradient where at each iteration the gradient of the objective function is computed from a small batch of data points. Such a batch gradient is known to be a noisy unbiased estimator for the gradient of the training loss. Moreover, additive noise hesamedm@usc.edu, razaviya@usc.edu, and mihailo@usc.edu. goes to zero. In contrast, we focus on the non-asymptotic stepsize regime and establish fundamental differences between gradient descent and its accelerated variants in terms of noise amplification.
Contributions:
The effect of imperfections on the performance and robustness of first-order algorithms has been studied in [18] , [25] but the influence of acceleration on stochastic gradient perturbations has not been precisely characterized. We employ the control-theoretic tools for analysis of stochastic dynamical systems to quantify such influence and identity fundamental trade-offs between acceleration and noise amplification. The main contributions of this paper are: 1) We start our analysis by examining strongly convex quadratic optimization problems for which we can explicitly characterize variance amplification of first-order algorithms and obtain analytical insight. In contrast to convergence rates which solely depend on the extreme eigenvalues of the Hessian matrix, we demonstrate that the variance amplification is influenced by the entire spectrum.
2) We establish the relation between the noise amplification of accelerated algorithms and gradient descent for parameters that provide the optimal convergence rate for strongly convex quadratic problems. We also explain how the distribution of the eigenvalues of the Hessian influences these relations and provide examples to show that acceleration can significantly increase amplification.
3) We address the problem of tuning the algorithmic parameters and demonstrate the existence of a fundamental trade-off between the rate of convergence and noise amplification: for problems with condition number κ and bounded dimension n, we show that any choice of parameters in accelerated methods that yields the linear convergence rate of at least 1 − c/ √ κ, where c is a positive constant, increases noise amplification in the iterates relative to gradient descent by a factor of at least √ κ.
4)
We extend our analysis from quadratic objective functions to general strongly convex problems. We borrow an approach based on linear matrix inequalities from control theory to establish upper bounds on the noise amplification of both gradient descent and Nesterov's accelerated algorithm. Furthermore, for any given
condition number, we demonstrate that these bounds are tight up to constant factors.
5)
We apply our results to distributed averaging over large-scale undirected networks. We examine the role of network size and topology on noise amplification and further illustrate subtle influence of the entire spectrum of the Hessian matrix on the robustness of noisy optimization algorithms. In particular, we identify a class of large-scale problems for which accelerated Nesterov's method achieves the same order-wise noise amplification (in terms of condition number) as gradient descent.
Paper structure: The rest of our presentation is organized as follows. In Section II, we formulate the problem and provide background material. In Section III, we explicitly evaluate the variance amplification (in terms of the algorithmic parameters and problem data) for strongly convex quadratic problems, derive lower and upper bounds, and provide a comparison between the accelerated methods and gradient descent. In Section IV, we extend our analysis to general strongly convex problems. In Section V, we establish fundamental trade-offs between the rate of convergence and noise amplification. In Section VI, we apply our results to the problem of distributed averaging over noisy undirected networks. We highlight the subtle influence of the distribution of the eigenvalues of the Laplacian matrix on variance amplification and discuss the roles of network size and topology. We provide concluding remarks in Section VII and technical details in appendices.
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II. PRELIMINARIES AND BACKGROUND
In this paper, we quantify the effect of stochastic uncertainties in gradient evaluation on the performance of first-order algorithms for unconstrained optimization problems
where f : R n → R is strongly convex with Lipschitz continuous gradient ∇f . More specifically, we examine how gradient descent,
Polyak's heavy-ball method,
and Nesterov's accelerated method,
amplify additive white stochastic noise w t with zero mean and identity covariance matrix, E [w t ] = 0, E w t (w τ ) T = I δ(t − τ ). Here, t is the iteration index, x t is the optimization variable, α t is the stepsize, β t is an extrapolation parameter used for acceleration, δ is the Kronecker delta, and E is the expected value.
The set of functions f that are m-strongly convex and L-smooth is denoted by F
2 is convex and that the gradient ∇f is L-Lipschitz continuous. In particular, for a twice continuously differentiable function f with the Hessian matrix ∇ 2 f , we have
In the absence of noise, for f ∈ F L m , the parameters α t and β t can be selected such that gradient descent and Nesterov's accelerated method converge to the global minimum x of (1) with a linear rate ρ < 1, i.e.,
for some c > 0. Table I provides the conventional values of these parameters and the corresponding guaranteed convergence rates [9] . Nesterov's method with parameters provided in Table I enjoys an order-wise optimal convergence rate, i.e., any algorithm that uses only the gradient information cannot optimize all f ∈ F L m with a rate smaller than (
, where κ := L/m is the condition number associated with F L m . In contrast to Nesterov's method, the heavy-ball method does not offer any acceleration guarantees for all f ∈ F L m . However, for strongly convex quadratic f , parameters can be selected to guarantee linear convergence of the heavy-ball method with a rate that outperforms the one achieved by Nesterov's method [43] ; see Table II. To provide a quantitative characterization for the robustness of algorithms (2) to the noise w t , we examine the performance measure,
Method Parameters Linear rate bound
For quadratic objective functions, algorithms (2) are linear dynamical systems. In this case, J quantifies the steadystate variance amplification and it can be computed from the solution of the algebraic Lyapunov equation; see Section III. For general strongly convex problems, there is no explicit characterization for J but techniques from control theory can be utilized to compute an upper bound; see Section IV.
Notation: We write g = Ω(h) (or, equivalently, h = O(g)) to denote the existence of positive constants c i such that, for any x > c 2 , the functions g and h: R → R satisfy g(x) ≥ c 1 h(x). We write g = Θ(h), or more informally
III. STRONGLY CONVEX QUADRATIC PROBLEMS
Consider a strongly convex quadratic objective function,
where Q is a symmetric positive definite matrix and q is a vector. Let f ∈ F L m and let the eigenvalues λ i of Q satisfy
In the absence of noise, the constant values of parameters α and β provided in Table II yield linear convergence (with optimal decay rates) to the globally optimal point x = Q −1 q for all three algorithms [43] . In the presence of additive white noise w t , we derive analytical expressions for the variance amplification J of algorithms (2) and demonstrate that J depends not only on the algorithmic parameters α and β but also on all eigenvalues of the Hessian matrix Q. This should be compared and contrasted to the optimal rate of linear convergence which only depends on κ := L/m, i.e., the ratio of the largest and smallest eigenvalues of Q.
For constant α and β, algorithms (2) can be described by a linear time-invariant (LTI) first-order recursion 
Similarly, for Polyak's heavy-ball and Nesterov's accelerated methods, change of coordinates (7) in conjunction with a permutation of variables, (ψ
This block diagonal structure allows us to explicitly solve Lyapunov equation (6c) for P and derive an analytical expression for J in terms of the eigenvalues λ i of the Hessian matrix Q and the algorithmic parameters α and β.
Namely, under coordinate transformation (7) and a suitable permutation of variables, equation (6c) can be brought into an equivalent set of equations,P
whereP i is a scalar for the gradient descent method and a 2 × 2 matrix for the accelerated algorithms. In Theorem 1, we use the solution to these decoupled Lyapunov equations to express the variance amplification as
whereĴ(λ i ) determines the contribution of the eigenvalue λ i of the matrix Q to the variance amplification. In what follows, we use subscripts gd, hb, and na (e.g., J gd , J hb , and J na ) to denote quantities that correspond to gradient descent (2a), heavy-ball method (2b), and Nesterov's accelerated method (2c).
Theorem 1: For strongly convex quadratic problems, the variance amplification of noisy first-order algorithms (2) with any constant stabilizing parameters α and β is determined by J = 
.
Proof: See Appendix A.
For strongly convex quadratic problems, Theorem 1 provides exact expressions for variance amplification of the first-order algorithms. These expressions not only quantify the dependence of J on the algorithmic parameters α and β and the impact of the largest and smallest eigenvalues, but also capture the effect of all other eigenvalues of the Hessian matrix Q.
Remark 1:
The performance measure J in (6d) quantifies the steady-state variance of the iterates of first-order algorithms. Robustness of noisy algorithms can be also evaluated using alternative performance measures, e.g., the mean value of the error in the objective function [40] ,
This measure of variance amplification can be characterized using our approach by defining C = Q 1/2 for gradient descent and C = [ Q 1/2 0 ] for accelerated algorithms in state-space model (5) . Furthermore, repeating the above procedure for the modified performance output z t yields J = n i = 1 λ iĴ (λ i ), where the respective expressions for J(λ i ) are given in Theorem 1.
B. Comparison for the parameters that optimize the convergence rate
We next examine the robustness of first-order algorithms applied to strongly convex quadratic problems for the parameters that optimize the linear convergence rate; see Table II . For these parameters, the eigenvalues of the matrix A are inside the open unit disk, implying exponential stability of system (5) . We first use the expressions presented in Theorem 1 to compare the variance amplification of the heavy-ball method to gradient descent.
Theorem 2: Let the strongly convex quadratic objective function f in (4) satisfy λ max (Q) = L, λ min (Q) = m > 0, and let κ := L/m be the condition number. For the optimal parameters provided in Table II , the ratio between the variance amplification of the heavy-ball method and gradient descent is given by
Proof: For the parameters provided in Table II we have α hb = (1 + β)α gd , where
the momentum parameter for the heavy-ball method. It is now straightforward to show that the modal contributionŝ J hb andĴ gd to the variance amplification of the iterates given in Theorem 1 satisfŷ
Thus, the ratioĴ hb (λ)/Ĵ gd (λ) does not depend on λ and is only a function of the condition number κ. Substitution of (12) into J = iĴ (λ i ) yields relation (11) .
Theorem 2 establishes the linear relation between the variance amplification of the heavy-ball algorithm J hb and the gradient descent J gd . We observe that the ratio J hb /J gd only depends on the condition number κ and that acceleration increases variance amplification: for κ 1, J hb is larger than J gd by a factor of √ κ. We next study the ratio between the variance amplification of Nesterov's accelerated method and gradient descent. In contrast to the heavy-ball method, this ratio depends on the entire spectrum of the Hessian matrix Q. The following proposition, which examines the modal contributionsĴ na (λ) andĴ gd (λ) of Nesterov's accelerated method and gradient descent, is the key technical result that allows us to establish the largest and smallest values that the ratio J na /J gd can take for a given pair of extreme eigenvalues m and L of Q in Theorem 3.
Proposition 1: Let the strongly convex quadratic objective function f in (4) satisfy λ max (Q) = L, λ min (Q) = m > 0, and let κ := L/m be the condition number. For the optimal parameters provided in Table II , the ratiô 
and the functionĴ na (λ) satisfiesĴ
whereκ := 3κ + 1.
For all three algorithms, Proposition 1 and Theorem 2 demonstrate that the modal contribution to the variance amplification of the iterates at the extreme eigenvalues of the Hessian matrix m and L only depends on the condition number κ := L/m. For gradient descent and the heavy-ball method,Ĵ achieves its largest value at m and L, i.e.,
On the other hand, for Nesterov's method, (13b) implies a Θ(κ) gap between the boundary values
Remark 2: Theorem 1 provides explicit formulas for variance amplification of noisy algorithms (2) in terms of the eigenvalues λ i of the Hessian matrix Q. Similarly, we can represent the variance amplification in terms of the eigenvaluesλ i of the dynamic matricesÂ i in (8) . For gradient descent,λ i = 1 − αλ i and it is straightforward to verify that J gd is determined by the sum of reciprocals of distances of these eigenvalues to the stability boundary,
While the dependence of J hb and J na on the eigenvalues of the respective matricesÂ i is much more subtle, it is worth noting that, for λ n = m, the matrixÂ n for Nesterov's method with the parameters provided in Table II has an eigenvalueλ n = 1−2/ √ 3κ + 1 with algebraic multiplicity two and geometric multiplicity one. Thus,Â n admits a Jordan canonical form and it can be shown thatĴ na (m) = (1 +λ
This expression should be compared and contrasted to the above expression for gradient descent. It is also easy to verify that, for both λ 1 = L and λ n = m, the matricesÂ 1 andÂ n for the heavy-ball method with the parameters provided in Table II have eigenvalues with algebraic multiplicity two and incomplete sets of eigenvectors.
We next establish the range of values that the ratio J na /J gd can take.
Theorem 3: For the strongly convex quadratic objective function f in (4) with x ∈ R n , λ max (Q) = L, and λ min (Q) = m > 0, the ratio between the variance amplification of Nesterov's accelerated method and gradient descent for the optimal parameters provided in Table II is bounded bŷ
Theorem 3 provides tight upper and lower bounds on the ratio between J na and J gd for strongly convex quadratic problems. As shown in Appendix A, the lower bound is achieved for a quadratic function in which the Hessian matrix Q has one eigenvalue at m and n − 1 eigenvalues at L, and the upper bound is achieved when Q has one eigenvalue at L and the remaining ones at m. Theorem 3 in conjunction with Proposition 1 demonstrate that for a fixed problem dimension n, J na is larger than J gd by a factor of √ κ for κ 1.
This trade-off is further highlighted in Theorem 4 which provides tight bounds on the variance amplification of iterates in terms of the problem dimension n and the condition number κ for all three algorithms. To simplify the presentation, we first use the explicit expressions forĴ na (m) andĴ na (L) in Proposition 1 to obtain the following upper and lower bounds onĴ na (m) andĴ na (L) (see Appendix A)
Theorem 4: For the strongly convex quadratic objective function f in (4) with x ∈ R n , λ max (Q) = L, λ min (Q) = m > 0, and κ := L/m, the variance amplification of the first-order optimization algorithms with parameters provided in Table II is bounded by
Proof: As shown in Proposition 1, the functionsĴ(λ) for gradient descent and Nesterov's algorithm attain their largest and smallest values over the interval [m, L] at λ = m and λ = 1/α, respectively. Thus, fixing the smallest and largest eigenvalues, the variance amplification J is maximized when the other n − 2 eigenvalues are all equal to m and is minimized when they are all equal to 1/α. This combined with the explicit expressions forĴ gd (m), J gd (L), andĴ gd (1/α) in (13a) leads to the tight upper and lower bounds for gradient descent. For the heavy-ball method, the bounds follow from Theorem 2 and for Nesterov's algorithm, the bounds follow from (16) .
For problems with a fixed dimension n and a condition number κ n, there is an Ω( √ κ) difference in both upper and lower bounds provided in Theorem 4 for the accelerated algorithms relative to gradient descent. Even though Theorem 4 considers only the values of α and β that optimize the convergence rate, in Section V we demonstrate that this gap is fundamental in that it holds for any parameters that yield an accelerated convergence rate. It is worth noting that both the lower and upper bounds are influenced by the problem dimension n and the condition number κ. For large-scale problems, there may be a subtle relation between n and κ and the established bounds may exhibit different scaling trends. In Section VI, we identify a class of quadratic optimization problems for which J na scales in the same way as J gd for κ 1 and n 1.
Before we elaborate further on these issues, we provide two illustrative examples that highlight the importance of the choice of the performance metric in the robustness analysis of noisy algorithms. It is worth noting that an O(κ) upper bound for gradient descent and an O(κ 2 ) upper bound for Nesterov's accelerated algorithm was established in [20] . Relative to this upper bound for Nesterov's method, the upper bound provided in Theorem 4 is tighter by a factor of √ κ. Theorem 4 also provides lower bounds, reveals the influence of the problem dimension n, and identifies constants that multiply the leading terms in the condition number κ. Moreover, in Section IV we demonstrate that similar upper bounds can be obtained for general strongly convex objective functions with Lipschitz continuous gradients.
C. Examples
We next provide illustrative examples to (i) demonstrate the agreement of our theoretical predictions with the results of stochastic simulations; and (ii) contrast two natural performance measures, namely the variance of the iterates J in (6d) and the mean objective error J in (10), for assessing robustness of noisy optimization algorithms.
Example 1: Let us consider quadratic objective function (4) with
For all three algorithms, the performance measures J and J are given by
As shown in (14) ,Ĵ(m) andĴ(L) only depend on the condition number κ and the variance amplification of the iterates satisfies
On the other hand, J also depends on m and L. In particular, it is easy to verify the following relations for two scenarios that yield κ 1:
• for m 1 and L = O(1)
Relation (18a) reveals the detrimental impact of acceleration on the variance of the optimization variable. On the other hand, (18b) and (18c) show that, relative to gradient descent, the heavy-ball method increases the mean error in the objective function while Nesterov's method reduces it. Thus, if the mean value of the error in the objective function is to be used to assess performance of noisy algorithms, one can conclude that Nesterov's method significantly outperforms gradient descent both in terms of convergence rate and robustness to noise. However, this performance metric fails to capture large variance of the mode associated with the smallest eigenvalue of the matrix Q in Nesterov's algorithm. Theorem 2 and Proposition 1 show that the modal contributions to the variance amplification of the iterates for gradient descent and the heavy-ball method are balanced at m and L, i.e.,
On the other hand, for Nesterov's method there is a
. While the performance measure J reveals superior performance of Nesterov's algorithm at large condition numbers, it fails to capture negative impact of acceleration on the variance of the optimization variable; see Fig. 1 for an illustration.
Gradient descent Heavy-ball
Ellipsoids associated with the performance measure J :
Nesterov
Ellipsoids associated with the performance measure J:
associated with the steady-state covariance matrices Z = CP C T of the performance outputs z t = x t −x (top row) and z t = Q 1/2 (x t − x ) (bottom row) for algorithms (2) with parameters provided in Table II for the matrix Q given in (17) Figure 2 shows the performance outputs z t = x t and z t = Q 1/2 x t resulting from 10 5 iterations of noisy first-order algorithms with the optimal parameters provided in Table II for the strongly convex objective function
. Although Nesterov's method exhibits good performance with respect to the error in the objective function (performance measure J ), the plots in the first row illustrate detrimental impact of noise on both accelerated algorithms with respect to the variance of the iterates (performance measure J). In particular, we observe that: (i) for gradient descent and the heavy-ball method, the iterates x t are scattered uniformly along the eigen-directions of the Hessian matrix Q and acceleration increases variance equally along all directions; and (ii) relative to gradient descent, Nesterov's method exhibits larger variance in the iterates x t along the direction that corresponds to the smallest eigenvalue λ min (Q).
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Performance outputs z t = x t (top row) and z t = Q 1/2 x t (bottom row) resulting from 10 5 iterations of noisy first-order algorithms (2) with the parameters provided in Table II . Strongly convex problem with f (x) = 0.5
is solved using algorithms with additive white noise and zero initial conditions. 
IV. GENERAL STRONGLY CONVEX PROBLEMS
In this section, we extend our results to the class F L m of m-strongly convex objective functions with L-Lipschitz continuous gradients. While exact characterization of noise amplification for general problems is challenging because of the nonlinear dynamics, we employ tools from robust control theory to obtain meaningful upper bounds. Our results utilize the theory of integral quadratic constraints [44] , a convex control-theoretic framework that was recently used to analyze optimization algorithms [43] and study convergence and robustness of the first-order methods [45] - [48] . We establish analytical upper bounds on the mean-square error of the iterates (3) for gradient descent (2a) and Nesterov's accelerated (2c) methods. Since there are no known accelerated convergence guarantees for the heavy-ball method when applied to general strongly convex functions, we do not consider it in this section.
We first exploit structural properties of the gradient and employ quadratic Lyapunov functions to formulate a semidefinite programing problem (SDP) that provides upper bounds on J in (3). While quadratic Lyapunov functions yield tight upper bounds for gradient descent, they fail to provide any upper bound for Nesterov's method for large condition numbers (κ > 100). To overcome this challenge, we present a modified semidefinite program that uses more general Lyapunov functions which are obtained by augmenting standard quadratic terms with the objective function. This type of generalized Lyapunov functions has been introduced in [46] , [49] and used to study convergence of optimization algorithms for non-strongly convex problems. We employ a modified SDP to derive meaningful upper bounds on J in (3) for Nesterov's method as well.
We note that algorithms (2) are invariant under translation, i.e., if we letx := x −x and g(x) := f (x +x), then (2c), for example, satisfies
Thus, in what follows, without loss of generality, we assume that x = 0 is the unique minimizer of (1).
May 28, 2019 DRAFT for all y, y 0 ∈ R n , where the matrix Π is given by
We can bring algorithms (2) with constant parameters into a time-invariant state-space form
that contains a feedback interconnection of linear and nonlinear components. Figure 4 illustrates the block diagram of system (21a), where ψ t is the state, w t is a white stochastic noise, z t is the performance output, and u t is the output of the nonlinear term ∆(y t ). In particular, if we let
and define the corresponding matrices as
then (21a) represents Nesterov's method (2c). For gradient descent (2a), we can alternatively use ψ t = z t = y t := x t with the corresponding matrices
∆ LTI system u Lemma 1: Let the nonlinear function u = ∆(y) satisfy the quadratic inequality
for some matrix Π, let X be a positive semidefinite matrix, and let λ be a nonnegative scalar such that system (21a)
Then the steady-state second-order moment J of the performance output z t in (21a) is bounded by
Proof: See Appendix B.
For Nesterov's accelerated method with parameters provided in [46] and present an alternative LMI in Lemma 2 that is obtained using a Lyapunov function of the form
where X is a positive semidefinite matrix and f is the objective function in (1). Such
Lyapunov functions have been used to study convergence of optimization algorithms in [49] . The resulting approach allows us to establish an order-wise tight analytical upper bound on J for Nesterov's accelerated method.
Lemma 2: Let the matrix M (m, L; α, β) be defined as
where
Consider state-space model (21a)-(21b) for algorithm (2c) and let Π be given by (20) . Then, for any positive semidefinite matrix X and scalars λ 1 ≥ 0 and λ 2 ≥ 0 that satisfy
the steady-state second-order moment J of the performance output z t in (21a) is bounded by
Proof: See Appendix B. The best upper bound on J that can be obtained using Lemma 2 is given by the optimal objective value of the semidefinite program
For system matrices (21b), LMI (24) is of the size 3n × 3n where x t ∈ R n . However, if we impose the additional constraint that the matrix X has the same block structure as A,
for some scalars x 1 , x 2 , and x 0 , then using appropriate permutation matrices, we can simplify (23) into an LMI of size 3 × 3 and this additional constraint comes without loss of generality. In particular, the optimal objective value of problem (26) does not change if we require X to have this structure; see [43, Section 4.2] for a discussion of this lossless dimensionality reduction for LMI constraints with similar structure.
In Theorem 5, we use Lemmas 1 and 2 to establish tight upper bounds on J gd and J na for all f ∈ F L m . Theorem 5: For gradient descent and Nesterov's accelerated method with parameters provided in Table I , the performance measures J gd and J na of the error 
is determined by q gd and q na , respectively, and these two quantities can be obtained using Theorem 1. In Theorem 5, we use this strongly convex quadratic objective function to certify the accuracy of the upper bounds on sup J for all f ∈ F L m . In particular, we observe that the upper bound is exact for gradient descent and that it is within a 4.08 factor of the optimal for Nesterov's method.
For strongly convex objective functions with the condition number κ, Theorem 5 proves that gradient descent outperforms Nesterov's accelerated method in terms of the largest noise amplification by a factor of √ κ. This uncovers the fundamental performance limitation of Nesterov's accelerated method when the gradient evaluation is subject to additive stochastic uncertainties.
V. TUNING OF ALGORITHMIC PARAMETERS
The parameters in Table II yield the optimal convergence rate for strongly convex quadratic problems. For these specific values, Theorem 4 establishes upper and lower bounds on variance amplification that reveal the negative impact of acceleration. However, it is relevant to examine if the parameters can be designed to provide acceleration while reducing the variance amplification.
While the convergence rate solely depends on the extreme eigenvalues m = λ min (Q) and L = λ max (Q) of the Hessian matrix Q, variance amplification is influenced by the entire spectrum of Q and its minimization is challenging as it requires the use of all eigenvalues. In this section, we first consider the special case of eigenvalues being symmetrically distributed over the interval [m, L] and demonstrate that for gradient descent and the heavy-ball method, the parameters in Table II yield a variance amplification that is within a constant factor of the optimal
value. As we demonstrate in Section VI, symmetric distribution of the eigenvalues is encountered in distributed consensus over undirected torus networks. We also consider the problem of designing parameters for objective functions in which the problem size satisfies n κ and establish a trade-off between convergence rate and variance amplification. More specifically, we show that for any accelerating pair of parameters α and β and bounded problem dimension n, the variance amplification of accelerated methods is larger than that of gradient descent by a factor of
, where κ := L/m is the condition number.
A. Tuning of parameters using the whole spectrum 
whereρ(λ i ) is the spectral radius of the matrixÂ i given by (8) . For any given scalar c > 0, let
for the heavy-ball method, and
for gradient descent, where the expression for the variance amplification J is provided in Theorem 1. Here, the constraints enforce a standard rate of linear convergence for gradient descent and an accelerated rate of linear convergence for the heavy-ball method parametrized with the constant c. Obtaining a closed form solution to (28) is challenging because J depends on all eigenvalues of the Hessian matrix Q. Herein, we focus on objective functions for which the spectrum of Q is symmetric, i.e., for any eigenvalue λ, the corresponding mirror image
is also an eigenvalue with the same algebraic multiplicity. For this class of problems, Theorem 6 demonstrates that the parameters in Table II for gradient descent and the heavy-ball method yield variance amplification that is within a constant factor of the optimal. 
where parameters α gd and (α hb , β hb ) are provided in Table II , whereas α gd (c) and (α hb (c), β hb (c)) solve (28).
Proof: See Appendix C.
For strongly convex quadratic objective functions with symmetric spectrum of the Hessian matrix over the interval [m, L], Theorem 6 shows that the variance amplifications of gradient descent and the heavy-ball method with parameters provided in Table II are within a constant factors of the optimal values. As we illustrate in Section VI, this class of problems is encountered in distributed averaging over noisy undirected networks. Combining this result with the lower bound on J hb (α hb , β hb ) and the upper bound on J gd (α gd ) established in Theorem 4, we see that regardless of the choice of parameters, there is a fundamental gap of Ω( √ κ) between J hb and J gd as long as we require an accelerated rate of convergence.
B. Fundamental lower bounds
We next establish lower bounds on the variance amplification of accelerated methods that hold for any pair of α and β for strongly convex quadratic problems with κ 1. In particular, we show that the variance amplification of accelerated algorithms is lower bounded by Ω(κ 3/2 ) irrespective of the choice of α and β.
The next theorem establishes a fundamental tradeoff between the convergence rate and variance amplification for the heavy-ball method.
Theorem 7: For strongly convex quadratic problems with any stabilizing parameters α > 0 and 0 < β < 1, the heavy-ball method with linear convergence rate ρ satisfies
Proof: See Appendix D.
To gain additional insight, let us consider two special cases: (i) for α = 1/L and β → 0 + , we obtain gradient descent algorithm for which 1 − ρ = Θ(1/κ) and J = Θ(κ); (ii) for the heavy-ball method with parameters in Table II , we have 1 − ρ = Θ(1/ √ κ) and J = Θ(κ √ κ). Thus, in both cases,
shows that this lower bound is fundamental and it therefore quantifies the tradeoff between the convergence rate and the variance amplification of the heavy-ball method for any choice of parameters α and β.
While we are not able to show a similar lower bound for Nesterov's method, in the next theorem, we establish an asymptotic lower bound on the variance amplification that holds for any pair of accelerating parameters (α, β) for both Nesterov's and heavy-ball methods. 
VI. APPLICATION TO DISTRIBUTED COMPUTATION OVER UNDIRECTED NETWORKS
Distributed computation over networks has received significant attention in optimization, control systems, signal processing, communications, and machine learning communities. In this problem, the goal is to optimize an objective function (e.g., for the purpose of training a model) using multiple processing units that are connected over a network.
Clearly, the structure of the network (e.g., node dynamics and network topology) may impact the performance (e.g., convergence rate and noise amplification) of any optimization algorithm. As a first step toward understanding the impact of the network structure on performance of noisy first-order optimization algorithms, in this section, we examine the standard distributed consensus problem.
The consensus problem arises in applications ranging from social networks, to distributed computing networks, to cooperative control in multi-agent systems. In the simplest setup, each node updates a scalar value using the values of its neighbors such that they all agree on a single consensus value. Simple updating strategies of this kind can be obtained by applying a first-order algorithm to the convex quadratic problem
where L = L T ∈ R n×n is the Laplacian matrix of the graph associated with the underlying undirected network and
x ∈ R n is the vector of node values.
The graph Laplacian matrix L 0 has a nontrivial null space that consists of the minimizers of problem (29) . In the absence of noise, for gradient descent and both of its accelerated variants, it is straightforward to verify that the projections v t of the iterates x t onto the null space of L remain constant (v t = v 0 , for all t) and also that x t converges linearly to v 0 . In the presence of additive noise, however, v t experiences a random walk which leads to an unbounded variance of x t as t → ∞. Instead, as described in [32] , the performance of algorithms in this case can be quantified by examiningJ := lim t → ∞ E x t − v t 2 . For connected networks, the null space of the matrix L is given by N (L) = {c1 | c ∈ R} and
quantifies the mean-square deviation from the network average where 1 denotes the vector of all ones, i.e.,
Finally, it is straightforward to show thatJ can also be computed using the formulae in Theorem 1 by summing over the non-zero eigenvalues of L.
In what follows, we consider a class of networks whose structure allows for the explicit evaluation of the eigenvalues of the Laplacian matrix L. For d-dimensional torus networks, fundamental performance limitations of standard consensus algorithms in continuous time were established in [33] , but it remains an open question if gradient descent and its accelerated variants suffer from these limitations. We utilize such torus networks to demonstrate that standard gradient descent exhibits the same scaling trends as consensus algorithms studied in [33] and that, in lower spatial dimensions, acceleration always increases variance amplification.
A. Explicit formulae for d-dimensional torus networks
We next examine the asymptotic scaling trends of the performance metricJ given by (30) 
where i :
. We note that λ 0 = 0 is the only zero eigenvalue of L with the eigenvector 1 and that all other eigenvalues are positive. Let κ := λ max /λ min be the ratio of the largest and smallest nonzero eigenvalues of L. A key observation is that, for n 0 1,
This is because λ min = 2d (1 − cos (2π/n 0 )) goes to zero as n 0 → ∞, and the largest eigenvalue of L, λ max = 2d (1 − cos (2π n0 2 /n 0 )), is equal to 4 d for even n 0 and it approaches 4 d from below for odd n 0 . As aforementioned, the performance metricJ can be obtained bȳ
whereĴ(λ) for each algorithm is determined in Theorem 1 and λ i are the non-zero eigenvalues of L. The next theorem characterizes the asymptotic value of the network-size normalized mean-squared deviation from the network average,J/n, for a fixed spatial dimension d and condition number κ 1. This result is obtained using analytical expression (31) for the eigenvalues of the Laplacian matrix L. Table II is determined by
where κ = Θ(n 2/d ) is the condition number of L given in (32).
Proof: See Appendix E.
Theorem 9 demonstrates that the variance amplification of gradient descent is equivalent to that of the standard consensus algorithm studied in [33] and that, in lower spatial dimensions, acceleration always negatively impacts the performance of noisy algorithms. Our results also highlight the subtle influence of the distribution of the eigenvalues of L on the variance amplification. For rings (i.e., d = 1), lower bounds provided in Theorem 4 capture the trends that our detailed analysis based on the distribution of the entire spectrum of L reveals. In higher spatial dimensions, however, the lower bounds that are obtained using only the extreme eigenvalues of L are conservative. Similar conclusion can be made about the upper bounds provided in Theorem 4. This observation demonstrates that the naïve bounds that result only from the use of the extreme eigenvalues can be overly conservative.
We also note that gradient descent significantly outperforms Nesterov's accelerated algorithm in lower spatial dimensions. In particular, whileJ/n becomes network-size-independent for d = 3 for gradient descent, Nesterov's algorithm reaches "critical connectivity" only for d = 5. On the other hand, in any spatial dimension, there is no network-size independent upper bound onJ/n for the heavy-ball method. These conclusions could not have been reached without performing an in-depth analysis of the impact of all eigenvalues on performance of noisy networks with n 1 and κ 1.
VII. CONCLUDING REMARKS
We study the robustness of noisy first-order algorithms for smooth, unconstrained, strongly convex optimization problems. Even though the underlying dynamics of these algorithms are in general nonlinear, we establish upper bounds on noise amplification that are accurate up to constant factors. For quadratic objective functions, we provide analytical expressions that quantify the effect of all eigenvalues of the Hessian matrix on variance amplification. We use these expressions to establish lower bounds demonstrating that although the acceleration techniques improve the convergence rate they significantly amplify noise for problems with large condition numbers. In problems of bounded dimension n κ, the noise amplification increases from O(κ) to Ω(κ 3/2 ) when moving from standard gradient descent to accelerated algorithms. We specialize our results to the problem of distributed averaging over noisy undirected networks and also study the role of network size and topology on robustness of accelerated algorithms. Future research directions include (i) extension of our analysis to multiplicative and correlated noise;
and (ii) robustness analysis of broader classes of optimization algorithms.
APPENDIX

A. Quadratic problems
Proof of Theorem 1: For gradient descent,Â i = 1 − αλ i andB i = 1 are both scalars and the solution to (9) is given byP
For accelerated methods, we note that for anyÂ i andB i of the form
the solutionP i to Lyapunov equation (9) is given bŷ
The 
Now, if we substitute the parameters in Table II into (34), it follows that the signs of the derivatives dσ 1 /dλ and
Furthermore, since the critical points of the functions σ 1 (λ) and σ 2 (λ) are outside the interval [m, L],
we conclude that both σ 1 and σ 2 are decreasing functions over the interval [m, L]. We next prove (13a) and (13b).
It is straightforward to verify that bothĴ gd (λ) andĴ na (λ) are quasi-convex functions over the interval [m, L] and that the respective minima are attained at the critical point λ = 1/α. Quasi-convexity also implies
Now, letting α = 2/(L + m) in the expression forĴ gd givesĴ gd (m) =Ĵ gd (L) = (κ + 1) 2 /(4κ) which in conjunction with (35) complete the proof for (13a). Finally, since the ratioĴ na (λ)/Ĵ gd (λ) is decreasing, we havê
Combining this inequality withĴ gd (m) =Ĵ gd (L) and (35) completes the proof of (13b).
Proof of Theorem 3: From Proposition 1, it follows that
for all λ i and
For the upper bound, we have
where the first inequality follows from (36a). The second inequality can be verified by multiplying both sides with the product of the denominators and usingĴ gd (m) =Ĵ gd (L),Ĵ na (m) ≥Ĵ na (L), and (36b). Similarly, for the lower bound we can write
Again, the first inequality follows from (36a) and the second inequality can be verified by multiplying both sides with the product of the denominators and usingĴ gd (m) =Ĵ gd (L),Ĵ na (m) ≥Ĵ na (L), and (36b).
Proof of the bounds in (16): From Proposition 1, we havê
where b := √ 3 κ + 1 > 2. The upper and lower bounds onĴ na (m) are obtained as follows 
Using LMI (23) and (22), we can write
Since w t is a zero-mean white input with identity covariance which is independent of u t and x t , if we take the average of the above inequality over t and expectation over different realizations of w t , we obtain
Therefore, lettingT → ∞ and using X 0 lead to J ≤ trace (B T w X B w ). which completes the proof. In order to prove Lemma 2, we present a technical lemma which along the lines of results of [46] provides us with an upper bound on the difference between the objective value at two consecutive iterations. 
where N 1 and N 2 are defined in Lemma 2.
Proof: For any f ∈ F L m , the Lipschitz continuity of ∇f implies
and the strong convexity of f yields
Moreover, the state and output equations in (5) lead to
Summing up inequalities (37) and (38) 
Similar to the first part of the proof of Lemma 1, we can use LMI (24) and inequality (19) to write
From Lemma 3, it follows that
Now, combining inequalities (40) and (41) yields
Since w t is a zero-mean white input with identity covariance which is independent of u t and x t , taking the expectation of the last inequality yields
and taking the average over the firstT iterations results in
Finally, using positive definiteness of the function V , strong convexity of the function f , and lettingT → ∞, it follows that J ≤ nLλ 2 + trace (B T w X B w ) as required. As we highlight in Remark 4, the upper bound provided in Lemma 2 scales linearly with the variance of the noise w t . This is because the only terms on the right-hand side of (42) that do not vanish are (
Proof of Theorem 5: Using Theorem (1), it is straightforward to show that for gradient descent and Nesterov's method with parameters provided in Table I , the function f (x) := To obtain the best upper bound on J gd using Lemma 1, we minimize trace (B T w XB w ) subject to LMI (23), X 0, and λ ≥ 0. For gradient descent, if we use representation (21c), then the negative definiteness of the
It is straightforward to show that the pair
is feasible as the LMI (23) 
Thus, X and λ given by (44) provide a solution to LMI (23) . Therefore, inequality (43) is tight and it provides the best achievable upper bound
Finally, we show J na ≤ 4.08q na by finding a sub-optimal feasible point for (26) . Let X :=
and let λ 1 := (κ/L) 2 /(2κ − 1) and λ 2 := −x 0 /(Ls(κ)). We first show that (λ 1 , λ 2 , X) is feasible for problem (26) .
It is straightforward to verify that s(κ), x 1 s(κ), x 2 s(κ), and −x 0 s(κ) (which are polynomials of degree less than 7 in √ κ) are all positive for any κ ≥ 1. Hence, x 1 > 0, x 2 > 0 and λ 2 > 0. It is also easy to see that λ 1 > 0 and that the determinant of X satisfies
which yields X 0. Moreover, it can be shown that the left-hand-side of LMI (24) becomes
Therefore, the point (λ 1 , λ 2 , X) is feasible to problem (26) and
Comparing p with q na , it can be verified that, for all κ ≥ 1, 4.08q na (κ) ≥ p(κ), which completes the proof.
C. Proof of Theorem 6
Let us define
where λ i are the eigenvalues of the Hessian of the objective function f and λ i = m + L − λ i is the mirror image
, then for any parameters α and β we have
Equation (46) implies that any bound on G simply carries over to J within an accuracy of constant factors. Thus, we focus on G and establish one of its useful properties in the next lemma that allows us to prove Theorem 6.
Lemma 4:
The heavy-ball method with any stabilizing parameter β satisfies
where ρ is the rate of linear convergence. Furthermore, if the Hessian of the quadratic objective function f has a symmetric spectrum over the interval
Proof: The linear convergence rate ρ is given by ρ = max 1 ≤ i ≤ nρ (λ i ), whereρ(λ) is the largest absolute value of the roots of the characteristic polynomial
associated with the heavy-ball method and the eigenvalue λ of the Hessian of the objective function f . Thus,
where ∆ := (1 + β − αλ) 2 − 4β. This can be simplified tô
It is straightforward to show thatρ andĴ are explicit quasi-convex functions of µ := αλ which are symmetric with respect to µ = 1 + β. Quasi-convexity ofρ yields
For any eigenvalue λ i , from the symmetry of the spectrum, we have
meaning that α (β)λ i and α (β)λ i are the mirror images with respect to the middle point 1+β. Thus, from the quasiconvexity and symmetry of the functionsρ andĴ, it follows that α (β) minimizes ρ as well as max {Ĵ(λ i ),Ĵ(λ i )} for all i, which completes the proof.
Since gradient descent is obtained from the heavy-ball method by letting β = 0, from Lemma 4 it immediately follows that α gd = 2/(L + m) given in Table II optimizes both G gd and the convergence rate ρ gd . This fact combined with (46) yields
where α gd (c) is given by (28b). This completes the proof for gradient descent.
We next use Lemma 4 to establish a bound on the parameter β hb (c) that allows us to prove the result for the heavy-ball method as well.
Lemma 5: There exists a positive constant a such that
where β hb (c) is given by (28a).
Proof: We first show that for any parameters α and β, the convergence rate ρ of the heavy-ball method given by (27) is lower bounded by
otherwise.
The convergence rate satisfies
where the functionρ(λ) is given by (see proof of Lemma 4 for the proof of this statement)
According to Lemma 4, α = 2(1 + β)/(L + m) optimizes the rate ρ. This value of α yieldŝ
May 28, 2019 DRAFT which complete the proof of inequality (50). Now, if β ≥ ( (49) with a = 2 follows immediately. Otherwise, from (50) we obtain
which yields
The convergence rate ρ satisfies (
where the lower bound follows from the optimal rate provided in Table II and the upper bound follows from the definition in (28a). Moreover, the derivative dv dρ = 0 vanishes only at ρ = (
. Thus, we obtain a lower bound on β as
A simple manipulation of (53) allows us to find a constant a that satisfies (49), which completes the proof.
Let (α,β) be the optimal solution of the optimization problem
where G is defined in (45) . We next show that there exists a scalar c > 0 such that
where α hb and β hb are provided in Table II . Letα(β) := 2(1 + β)/(L + m). It is straightforward to verify that
which allows us to write
Here, (i) determines partial minimization with respect to α which follows from Lemma 4; (ii) follows from (46); (iii) follows from (55); and (iv) follows from Lemma 5. Furthermore, it is easy to show the existence of a constant scalar c such that
Inequality (54) follows from combining (57) and (56). Finally, we obtain that
where the first inequality follows from (46) , the second inequality follows from the definition of (α,β), and the last inequality is given by (54). This completes the proof of Theorem 6 for the heavy-ball method.
D. Fundamental lower bounds
Proof of Theorem 7: Consider the trivial lower bound
on the variance amplification J. We show thatĴ Thus, for any given value of β, m, and L, we can use Lemma 4 with the objective functionf to obtain
For the stepsizeα(β), the rate of convergence ρ is given by (51), i.e.,
and the lower boundĴ is given byĴ
Therefore, we obtain a lower bound onĴ /(1 − ρ) aŝ
where the last equality follows from (59) and (60). It can be shown that v(β) attains its minimum at β =
2 ; see Figure 5 for an illustration. Therefore,
which completes the proof. Next, we present two additional lemmas that allow us to prove Theorem 8. The following lemma provides a lower bound on the functionĴ(m) for Nesterov's method which depends on κ and β.
Lemma 6: For any strongly convex quadratic problem with condition number κ > 2 and the smallest eigenvalue of the Hessian m, the functionĴ associated with Nesterov's accelerated method with any stabilizing pair of parameters 0 < α and 0 < β < 1 satisfiesĴ
Proof: We first show that Nesterov's method with 0 < α and 0 < β < 1 is stable if and only if m < 2β + 2 α κ (2β + 1)
The rate of linear convergence is given by ρ = max 1≤i≤nρ (λ i ), whereρ(λ) is the largest absolute value of the roots of the characteristic polynomial
associated with Nesterov's method and the eigenvalue λ of the Hessian of the objective function f . For α > 0 and 0 < β < 1, it can be shown that
The stability of the algorithm is equivalent toρ(λ i ) < 1 for all eigenvalues λ i . For any positive stepsize α and parameter β ∈ (0, 1), it can be shown that the functionρ(λ) is quasi-convex andρ(λ) = 1 if and only if λ ∈ {0, 
where the last inequality follows from the fact that β ∈ (0, 1).
The following lemma presents a lower bound on any accelerating parameter β for Nesterov's method. such that for any κ > c 3 ,
Proof: For any α > 0 and β ∈ (0, 1), Nesterov's method converges with the rate ρ = max 1 ≤ i ≤ nρ (λ i ) wherê ρ(λ) is given by (64). We treat the two cases (1 − β)/(1 + β) 2 < αm and (1 − β)/(1 + β) 2 ≥ αm separately. For
where the last inequality follows from (63). Therefore, we obtain β ≥ 1 − √ 8/ √ κ as required. Now, suppose
Thus,
which yields a lower bound on β,
In what follows, we establish a lower bound for ν. For a fixed αm, the critical point of ν(ρ) is given by
, ∂ν/∂ρ = 0 for ρ = ρ 1 . Furthermore, the optimal rate from Table II and the condition on convergence rate in Theorem 8 for any κ > c 1 yield upper and lower bounds ρ 3 < ρ < ρ 2 , where ρ 2 := 1 − c 2 / √ κ and ρ 3 := 1 − 2/ √ 3κ + 1. Thus, the lower bound on ν is given by
From the stability condition (63), we have
Furthermore, it can be shown that for any given ρ ∈ (0, 1) the function ν(ρ, αm) is decreasing with respect to αm.
This fact combined with (68) and (69) yield
If we substitute for ρ 1 . ρ 2 , and ρ 3 their values as functions of κ and use αm < 2/κ, then the result follows immediately. In particular,
which completes the proof.
Proof of Theorem 8: For Nesterov's method, if we combine inequality (62) in Lemma 6 and inequality (65) in Lemma 7, then the result follows immediately. For the heavy-ball method, the result follows from combining Theorem 7 and the inequality 1 − ρ > c/ √ κ.
E. Consensus over d-dimensional torus networks
The proof of Theorem 9 uses the explicit expression for the eigenvalues of torus in (31) to compute the variance amplificationJ = i =0Ĵ (λ i ) for all three algorithms. Several technical results that we use in the proof are presented next.
We borrow the following lemma, which provides tight bounds on the sum of reciprocals of the eigenvalues of a 
where the function B is given by
We next use Lemma 8 to establish an asymptotic expression for the variance amplification of the gradient descent algorithm for a d-dimensional torus. 
where the function B is given in Lemma 8.
Proof: Using the expression for the noise amplification of gradient descent from Theorem 1, we havē
The first approximation follows from the facts that the eigenvalues satisfy
and that their distribution is asymptotically symmetric with respect to λ = 2d. The second approximation follows
The bounds for the sum of reciprocals of λ i provided in Lemma 8 can now be used to complete the proof.
The following lemma establishes a relationship between the variance amplifications of Nesterov's method and gradient descent. This relationship allows us to compute tight bounds on J na by splitting it into the sum of two terms. The first term depends linearly on J gd which is already computed in Lemma 9 and the second term can be evaluated separately using integral approximations for consensus problem on torus networks. This result holds in general for the scenarios in which the largest eigenvalue L = Θ(1) is bounded and the smallest eigenvalue m goes to zero causing the condition number κ to go to infinity.
Lemma 10: For a strongly convex quadratic problem with mI Q LI and condition number κ := L/m ≥ κ 0 , the ratio between variance amplifications of Nesterov's algorithm and gradient descent with parameters given in Table II satisfies the asymptotic bounds
where κ 0 , c 1 , and c 2 are positive constants. Furthermore, depending on the distribution of the eigenvalues of the Laplacian matrix, D can take values between
where c 3 and c 4 are positive constants.
Proof: We can splitĴ na (λ)/Ĵ gd (λ) into the sum of two decreasing homographic functions σ 1 (λ) + σ 2 (λ),
where σ 1 and σ 2 are defined in (34) ; see the proof of Proposition 1. Furthermore, for κ 1, these functions attain their extrema over the interval [m, L] at
where we have kept the leading terms. It is straightforward to verify that This equation in conjunction with (72), yield inequalities in (71). Moreover, we obtain that
This also implies that, asymptotically, Proof: The function h(x) := x 4 + ω x 2 is strictly increasing over the positive orthant (x 0) and h((1/q)1)
goes to 0 as q goes to infinity where 1 ∈ R d is the vector of all ones. Therefore, using the lower and upper Riemann sum approximations, it is straightforward to show that
where ∆ = 1/q is the incremental step in the Riemann approximation. Therefore, since ω = a∆ 2 , we can write
Finally, we obtain the result by transforming the integral into a d-dimensional polar coordinate system, i.e., Nesterov Θ(n 2 ) Θ( √ n log n) Θ(n 1/6 ) Θ(log n) Θ(1) Polyak Θ(n 2 ) Θ( √ n log n) Θ(n 1/3 ) Θ(n 1/4 ) Θ(n 1/5 ).
Proof: We prove the result for the three algorithms separately.
1) For gradient descent, the result follows from dividing the asymptotic bounds established in Lemma 9 with the total number of nodes n = n 3) The result for the heavy-ball method directly follows from the first part of the proof, the relationship between variance amplifications of gradient descent and the heavy-ball method in Theorem 2, and equation (32) .
We now use Proposition 2 to proof Theorem 9 as follows.
Proof of Theorem 9:: As stated in (32) , the condition number satisfies κ = Θ(n 2/d ) and the result follows from combining this asymptotic relation with those provided in Proposition 2.
Computational experiments: To complement our asymptotic theoretical results, we compute the performance measureJ in (30) for the consensus problem over d-dimensional torus T Figure 6 illustrates network-size normalized variance amplificationJ/n vs. condition number κ and verifies the asymptotic relations provided in Theorem 9. It is noteworthy that, even though our analysis is asymptotic in the condition number (i.e., it assumes that κ 1), our computational experiments exhibit similar scaling trends for small values of κ as well. with n = n d 0 nodes on condition number κ. The blue, red, and black curves correspond to the gradient descent, Nesterov's method, and the heavy-ball method, respectively. Solid curves mark the actual values ofJ/n obtained using the expressions in Theorem 1 and the dashed curves mark the trends established in Theorem 9.
