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Abstract 
This article is devoted to the problem of existence of positive solution for common classes of nonlinear etarded 
functional differential equations. Some criteria of its existence are proved, as well as some comparison results. The 
obtained results are applied to the linear case. Moreover, the existence of positive and oscillating solutions of a differential 
equation with delay ~( t )=-a( t )x ( t  - ~) in the critical case is considered. Some comparisons with known results are 
given. (~) 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
In this paper the problem of existence of positive solutions of common nonlinear differential 
equations of retarded type 
Yc(t) ---- f ( t ,  xt) (1.1) 
on interval 1_1 = [to - r, c~) is considered where X t = x(t + 0), 0 E I - r ,  0], 0 < r = const, f : f2 ~ 
is a continuous map which satisfies a local Lipschitz condition with respect o the second argument 
and f2 is an open subset in E × C where C is a Banach space of functions, continuous on [ - r ,  0]. 
Further, let us suppose I × C C (2 where I = [to, c~), to E E. 
The obtained results are applied to the linear case and, in particular case, to the scalar differential 
equation with constant delay of the form 
~(t )=- -a ( t )x ( t - - z ) ,  (1.2) 
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aEC(I ,~+), ff~+=(0, c~) and O<r<.r, z=const. The attention is focused on the situation 
im inf a( t )ze = 1. 
t---~OO 
is case is called the critical case because a small perturbation of a(t) can change the qualitative 
:rties of solutions of Eq. (1.2). This was first noticed by Domshlak [5]. For the equation of the 
(1.2) where a(t) - a - const., a C R +, 
~(t) = -ax(t  - z), 
known that for are > 1 there is no positive solution on interval/, although for are ~< 1 such 
ons exist (e.g. x ( t )= exp(-t/z) or x( t )=texp( - t / z )  if are= 1). The behaviour of solutions 
critical case was investigated by many authors. Note that recent papers by Domshlak and 
Dulakis [6], Elbert and Stavroulakis [7] and Kozakiewicz [13, 14] are devoted to this case. For 
~r bibliography (and history) concerning this question, we refer to these papers. Let us state 
bf the main results of the paper [6]: 
rem A. Assume that 
1 
im inf a(t) = -- ,  lim inf 
t---*oo "ce t---,eQ 
[ (a ( t ) - l ) f l l=~e 
im inf { [ ( a( t ) - l ) t2 - ~e l ln2 t } = C > ~e 
all solutions of Eq. (1.2) oscillate. 
r main result (see Theorem 12) generalizes this theorem and, moreover, says that in an opposite 
ion, with respect o described conditions, there is a positive solution of Eq. (1.2). Therefore, 
:em 12 gives significant information concerning the behaviour of solutions of Eq. (1.2) in 
tl case. The proof of the existence of positive solution of Eq. (1.2) is based on topological 
)d of Wa~ewski (see the citations in the proof of Theorem 2) and the proof of the fact that all 
ons are oscillating uses the following result which was proved in [6, p. 361] and is motivated 
is paper: 
pqdp(t)dt=n and 
,n (p,q + r) 
re in  B. Let (p(t)>O be a continuous function on (p -  r,q + z), q-  p>z  such that 
ft~ ~b(s)ds<n/2 for tE (p ,q+ r) 
~(t + r)>>.b(t + r) =- 4 (t) ( f i l l  f '+' ) )ds exp- j t t+~ck(S)kCOt j ,  ~b(:)d: 
sin ft t+~ ~b(s) ds 
every solution of Eq. (1.2) has at least one zero on the interval (p - z,q). 
(1.3) 
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The paper is organized as follows: In Section 2 criteria of existence of positive solution, as well 
as some comparison results for common retarded functional differential equation (1.1) are given. As 
an application, the linear case is considered in Section 3. The following Section 4 is devoted to 
investigation the qualitative properties of Eq. (1.2) in critical case. Note that, although in Eq. (1.2) 
the delay is constant, the variable case 
Jc(t) ----- a ( t )x ( t  - z(t)) (1.4) 
can be considered. Namely, as it follows from results by Neuman [15, 16], under appropriate con- 
ditions linear equation of this type can be transformed by means of appropriate transformation of 
an independent variable to the same class of equation with constant delay. Auxiliary results are 
obtained in Section 5 and the proofs of theorems are given in the final section. Some comparisons 
with known results are made in the text of the paper. 
2. Nonlinear case 
Let us consider Eq. (1.1) 
fc(t) = f ( t ,  xt). 
In accordance with [12] a function x(t) is said to be a solution o f  Eq. (1.1) on [G-  r, tr +A)  if 
there are tr E ~ and A >0 such that x E C([tr - r, a + A), g~), (t, xt) E t2 and x(t) satisfies Eq. (1.1) 
for tE [tr, a+A) .  For given trER, q~EC, (tr, tp)E 12, we say x(tr, q~) is a solution of the Eq. (1.1) 
through (a,q~), if there is an A>0 such that x(tr, qO is a solution of Eq. (1.1) on [ t r -  r ,a+A)  
and x~(tr, q~) = q~. In view of above conditions each element (a, (p) E (2 determines a unique solution 
x(a, q~) of Eq. (1.1) through (a, q~)E f2 on its maximal interval of existence [tr, a), tr < a <<, oo which 
depends continuously on initial data (see, e.g., [12]). A solution x(a, qg) of Eq. (1.1) is said to be 
positive if 
x(cr, ~o) > 0 
on [a -  r,a). A solution x(a,q 0 of Eq. (1.1) is said to be oscillatory if it has at least one zero on 
each subinterval Ix, a) C [tr - r,a). 
Definition 1. We say that the functional f ( t ,  xt) is decreasing (increasing) with respect o the second 
argument on f2 if for any (t, q~)E f2 and (t, ~k)E f2 such that 
¢p(O) < ~k(O), 0 E [--r, O) 
the inequality 
f ( t ,  ¢p) - f ( t ,  ~k) > 0 ( < O) 
holds. 
Theorem 2. Let us suppose that 
(i) f(t,O)<<,O if  tE l .  
(ii) f(t, xt) is decreasing with respect to the second argument on f2. 
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Then for existence of positive solution x=x(t)  of Eq. (1.1) on 1_1, the existence of a function 
v E C(I_1, ~+) N C1(I, ~) such that 
v'(t)<~f(t, vt), te l .  
is sufficient and necessary. Moreover, x(t ) < v( t) holds on I_1. 
Theorem 3. Let us suppose that 
(i) f(t,O)>>,O if tEI,  
(ii) f(t, xt) is increasing with respect o the second argument on 12. 
Then for existence of positive solution x=x(t)  of Eq. (1.1) on 1-1, the existence of a function 
V E C(/.-1, ~+)1"] Cl(/~ ~) such that 
v'(t)>>,f(t, vt), tEL  
is sufficient and necessary. Moreover, x(t)<v(t) holds on 1_1. 
Let us consider the equation 
2(t)=F(t, xt) (2.1) 
on interval I where F : (2 ~ ~ is a continuous map which satisfies a local Lipschitz condition with 
respect o the second argument. 
The following two theorems give some necessary existence and comparison results for positive 
solutions of two nonlinear Eqs. (1.1) and (2.1). 
Theorem 4. Let us suppose that 
(i) f(t,~o)<~F(t, qg)<O if tEI, q~EC and q~(t+0)>0,  0El- -r ,0) .  
(ii) f(t, xt) is decreasing with respect o the second argument on f2. 
(iii) There is a positive solution v(t) of Eq. (1.1) on 1_1. 
Then there is a positive solution x=x(t)  of Eq. (2.1) on 1_1 and, moreover, x(t)<v(t) holds. 
Theorem 5. Let us suppose that 
(i) O<F(t,q~)<<,f(t,~o) if tEI, qgEC and qg(t+O)>O, 0E[ - r ,0 ) .  
(ii) f(t,  xt) is increasing with respect o the second argument on (2. 
(iii) There is a positive solution v(t) of Eq. (1.1) on 1_1. 
Then there is a positive solution x=x(t)  of Eq. (2.1) on 1_1 and, moreover, x(t)<v(t) holds. 
3. Linear case 
Let us consider the linear equation 
~(t) -- - ~ ai(t)x(t - zi(t)), 
i=1 
where ai C C(I, ~+), ~inl ai(t)>O, t E1 and zi E C(1,(O,r]). 
(3.1) 
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The following theorem represents an application of Theorem 2 for Eq. (3.1). Note that the corre- 
sponding analogy of Theorem 3 is obvious and therefore it is omitted. 
theorem 6. For the existence of  positive solution x=x( t )  of  Eq. (3.1) on I-1, the existence of  
a function v E C(l_b R +) fq C1(I, R) such that 
n 
v'(t) ~ -- Z ai(t)v(t -- zi(t)), t E 1. (3.2) 
i=1 
is sufficient and necessary. Moreover, the inequality x(t)<v(t)  holds on 1-1. 
Let us introduce the linear equation 
2(t)--  - ~-~ Ai(t)x(t - zi(t)), 
i= l  
where As E C(I,R+), ~inlAi(t)>O, te l ,  zi E C(L(O,r]) and give an analogy of Theorem 4: 
(3.3) 
Theorem 7. Let us suppose that Eq. (3.1) has a positive solution x= It(t) on 1_ 1 and Ai(t)<~ai(t), 
i = 1,2,.. . ,  n. Then Eq. (3.3) has a positive solution x = x(t) on 1_1 and, moreover, x(t)< It(t) holds. 
Let us now consider the linear equation 
2(t) = ~ ai(t)x(t -- zi(t)), (3.4) 
i= l  
where ai C C( I, R+ ), ~-~inl ai( t ) > O, t E1 and zi E C( I, ( O, r] ) and the linear equation 
n 
2(t) = y~ Ai(t)x(t - z~(t)), (3.5) 
i=1 
where Ai E C(l, IR+ ), ~i~=l Ai( t ) > O, t EL zi E C(l, ( O, r]). Let us give an analogy of Theorem 5. 
Theorem 8. Let us suppose that Eq. (3.4) has a positive solution x= It(t) on I_1 and Ai(t)<<,ai(t), 
i=  1,2,... ,n. Then Eq. (3.5) has a positive solution x =x( t ) on 1_1 and, moreover, x( t ) < It( t ) holds. 
Remark 9. In the monograph [8] (see also [22]) some criteria for the existence of positive solutions 
of linear equations are given. Under our restrictions, criteria for linear retarded ifferential equations 
given there follow from our results. Indeed, let us put, e.g., i~-1 and a(t) -a l ( t ) ,z(t)=_Zl(t)  in 
Eq. (3.1) (this is the case of Eq. (1.4)). Let us represent the function v in (3.2) in the form 
v(t) = V(to)e- f,'o ~(s)as, t E I_l, 
where )~(s) is a continuous function (the existence of which can be proved easily). Then (3.2) gives 
f' 2(t)>~a(t)e ,-~c,~ (s)d~, te l  (3.6) 
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and, consequently, 2(t) is positive on L Inequality (3.6), as well as further properties of the function 
2(t), coincide with requirements of criterion given by Theorem 2.1.4 and with inequality (2.1.47) 
in [8] and, therefore, Theorems 2 and 3 can be considered as one of the possible generalizations 
of criteria of existence of positive solutions in nonlinear case. Note that further results (except 
above mentioned) concerning the existence of positive solutions of linear equations, its absence or 
comparison can be found, e.g., in [1-4, 9-11, 17, 21]. 
Open problem 10. It seems that the following problem has a great theoretical importance: Find the 
necessary and sufficient conditions (a criterion) for existence of positive (on 1) solution of linear 
equation with two delays and with coefficients, having opposite signs, of the form 
Yc(t) = -a ( t )x ( t  - Zl(t)) + b(t)x(t  - z2(t)), 
where a E C(I, ~+), b E C(I, ~+), and zi E C(I,(O,r]), i = 1,2. Some sufficient conditions can be 
found, e.g., in [8, 10]. 
4. Main result 
Definition 11. Let us call the expression Ink t,k>~ 1, defined by the formula 
lnk t = In ln;..  In t, k/> 1 
k 
the kth iterated logarithm if t > expk_ 2 1 where 
expkt--(exp(exp(...expt))),  k>~ 1, 
k 
exP0 t -= t and exp_ 1 t - 0. Moreover, let us define In0 t = t. 
Instead of expressions In0 t, lnl t, we will write only t and In t in the sequel. Note that the formal 
solution of an equation Ink x = y, k >i 0 is given by formula x = expk y. 
Let us consider Eq. (1.2), 
ic(t) = -a ( t )x ( t  - z), 
where a E C(I, •+) and 0 < z ~< r, "c = const. The following holds: 
Theorem 12 (Main result). (A) Let us assume that a(t)<~aok(t) for  t--~oo and an integer k>~O 
where 
1 z • "c z - -+  + + +. . .+  
aok(t) = ez ~ 8e(t In 0 2 8e(t In t ln2 t) 2 8e(t In t In2 t . . .  lnk 0 2. 
Then there is a positive solution x =x(t)  of  Eq. (1.2). Moreover, 
x(t)  < vk(t) =- e-t/~v/t In t ln2 t . . .  ink t (4.1) 
as t-- .  cxz. 
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(B) Let us assume that 
O'c 
a(t) > ao, k-z(t) + (4.2) 
8e(t In t lnz t . . .  lnk-1 t )  2 
for t--,c~, an integer k>.2 and a constant 0>1. Then all solutions of  Eq. (1.2) oscillate. 
Theorem 13. Assume that inequality (4.2) holds for t--~oo, an integer k>>.2 and a constant 
0>1. Then each solution of  Eq. (1.2) has at least one zero on each interval (p -  z,q) for 
q = expk_2(lnk_2 p)eXp(~/O, ~2 < (0 -- 1)/4 (ff is a positive constant) and p sufficiently large. 
As noted in [6], the oscillation theorems have the local character, i.e., it is not necessary to impose 
conditions on a(t) for all sufficiently large t. This is described in the next result. 
Theorem 14. Assume that inequality (4.2) holds for an integer k>>.2 and a constant O> 1 on 
intervals (p . - z ,q , ) fo r  q, = expk_2(lnk_ 2 pn) exp(Tr/O, n = 1,2,... where ~2 <(0--1)/4 (~ is a positive 
constant) and lim,__,oo p, = cx~. Then all solutions of  Eq. (1.2) oscillate. 
Open problem 15. An analogy of Theorems 12-14 in terms of the integral average of the function 
a(t), instead in terms of values of the function a(t) itself is not yet given. This can serve as 
a motivation for further investigations in this direction. (Concerning this question in the oscillation 
case we refer to the paper [6].) 
5. Some asymptotic representations 
This section is devoted to asymptotic representations of some functions. These representations are 
necessary for the proof of the main result. All computations will have sufficient accuracy for further 
application (everywhere we suppose 0<z  = const). We shall, as it is usual, write p(t)= o(cr(t)) if 
the function p(t) is of higher order than a(t) as t ~ cx~ that is if p(t) = e(t)a(t) where the function 
e(t) tends to zero as t--~ co. 
Lemma 16. For t--+ go the following asymptotic representation holds: 
(t - z) ~/2 = t 1/2 1 - 2t - 8t ---5 - 16t -----S + o ~ . 
Proof. It can be proved easily by using the binomial formula. [] 
Lemma 17. For t ~ go the following asymptotic representation holds: 
[ln(t - z)] ]/2 ---- (ln t) 1/2 [1 
2t int  4t 21nt 8(tlnt)~ + ~ ) J~  " 
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Proof. Let us outline only its main part. For t---+ cx~ we have 
In(1 - z/t)] 1/2 F [ln(t - "c)] 1/2 = ( lnt)  1/2 11 + 
]at J 
[ 1 (~ Z 2 ~3 0(1) ) ]  1/2 
=( lnt )  1/2 1 -  ~ + ~fi + ~f5 + 
Then we expand the expression in brackets by binomial formula and take necessary terms. The 
lemma is proved. [] 
Lemma 18. For k >1 1 and t ~ cxD the followin9 asymptotic representation holds: 
z 
[lnk(t - "/7)] 1/2 = (Ink t) 1/2 1 -- 2t In t ln2 t . . .  lnk-1 t lng t 
-/7 2 Z 2 
4t 2 In t ln2 t . . .  lnk_ 1 t lnk t 4(t In t) 2 ln2 t . . .  lnk-~ t lnk t 
Z2 ,~2 
4(t In t ln2 t . . .  ln~_l t) 2 lnk t 
/1/] 
+o ~ . (5.1) 
8(t In t ln2 t . . .  lnk-1 t Ink t) 2 
Proof. For k = 1, as it follows from Lemma 17, the representation (5.1) holds. Let us suppose, in 
accordance with method of  induction, that the representation (5.1) holds for a number (k -  1)>~ 1. 
Then 
1 (In lnk_ l ( t -  z) 1/2. 
[ln*(t- Q]l/2=(lnkt)l/2 l + l-~kt 1-~k-lt ) ]  
Now, use formula (5.1) for representation of the expression lnk_ l ( t -  z). We get 
[lnk(t - z)] 1/2 = (Ink t) 1/2 1 + ~ In 1 -- 2t In t ln2 t . . .  lnk_2 t lnk-1 t 
-17 2 17 2 
4t 2 In t ln2 t . . .  lnk_2 t lnk_l t 4(t In t) 2 ln2 t . . .  lnk_2 t lnk_l t 
4(tlntln2t...lnk_2t)21nk_lt 8(tlntln2t.. . lnk_2tlnk_lt) 2 + -~ 
Expand the expression in brackets by binomial formula and by using only necessary terms, we see 
that the representation (5.1) holds. This ends the proof. [] 
Let us involve the function 
• k(t) = t int.. . lnk_l t' 
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where 0 < (= const., k ~> 1 and denote Aco(t)= co(t + z ) -  co(t) for a function co(t). Similarly, as in 
the proof of Lemma 18, the following lemma can be verified. 
Lemma 19. For k ~ 1 and t---* e~ the following asymptotic representation holds: 
1 f+z  
• k(s) ds A Ink t = ~ J t 
t In t . . .  lnk_~ t 
,.[7 2
-/7 2 -C 2 
2t 2 Int . . .  lnk_l t 2(t In t) 2 In2 t . . .  lnk_l t 
27 3 -/7 3 
- 2(t In t . . .  lnk_l t) 2 + 3t 3 In t . . .  lnk_l t + 3(t In t) 3 ln2 t . . .  lnk_l t + "'" 
-/7 3 -/7 3 
-~ + 
3(t lnt . . . lnk_2t)  3 lnk_l t 3(t In t . . . lnk_l  t) 3 
-/7 3 -/7 3 -/73 
+ + +. . .+  
2t 3 In 2 t ln2 t . . .  lnk_ 1 t 2t 3 (In t ln2 t)2 ln3 t . . .  Ink_ 1 t 2t 3 (In t . . .  lnk_ ~ t)2 
,C 3 27 3 
-~ + +. . .  
2(t In t) 3 ln~ t ln3 t . . .  lnk_l t 2(t In t)3(lnz t ln3 t) 2 ln4 t . . .  lnk-i t 
,-C3 ~.3 
-~ + 
2(t In t)3(ln2 t . . .  lnk_l t) 2 2(t In t ln2 t) 3 ln23 t In4 t . . .  lnk_l t 
Z -3 ,C 3 
-~ +. . .+  
2(t In t In2 t)3(ln3 t ln4 t) 2 ln5 t . . .  lnk-i t 2(t In t ln2 t)3(ln3 t . . .  lnk-1 t) 2 
( 1 ) 
+""  + 2(t lnt lnk_2 t) 3 2 + 0 -- . 
(5.2) 
... Ink_ 1 t (t In t . . .  lnk_l t) 3 
Lemma 20. For k >1 1 and t ~ oo the following asymptotic representation holds: 
sin f t+ ,  ~k(S) ds 
t in t . . ,  lnk_l t 2t2 Int . . .  lnk_l t 2(tlnt)21n2t... lnk_l t 
(27 2 ~'C 3 (27 3 
+ + +- . -  
2(t In t . . .  lnk_l t) 2 3t 3 In t . . .  lnk_l t 3(t In t) 3 In2 t . . .  lnk-1 t 
('c 3 (2~ - (3)z3 
-~ + 
3(t In t . . .  lnk_2 t) 3 lnk-1 t 6(t In t . . .  lnk-1 t) 3 
~ "C 3 ~27 3
+ +- . .+  
d- 2t 3 in 2 t ln2 t . . .  lnk_l t 2t 3 (In t In2 t)  2 In3 t . . .  lnk_l t 2t3(ln t . . .  lnk_l t) 2 
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~T3 ~..~3 
2(t In t) 3 ln~ t ln3 t . . .  lnk-1 t + 2(t In t)3(ln2 t ln3 t) 2 ln4 t . . .  Ink-1 t + "'" 
~,/73 ~,.£.3 
-~ + 
2(t In t)a(ln2 t . . .  lnk-1 t) 2 2(t In t In2 t) 3 ln] t In 4 t . . .  lnk_l t 
~.~3 ~T3 
-~ +. . .+  
2(t In t ln2 t)3(ln3 t In4 t) 2 ln5 t . . .  lnk_l t 2(t In t In2 t)3(ln3 t . . .  lnk-1 t) 2 
. . .  + 
2(t In t lnk-2 t)3 2 + 0 ... Ink_ 1 t (t ln t . . ,  lnk_l t) 3 
Proof. We have 
• f '+~ sm Jt ~k(s) ds = sin(~Alnk t) = ~Alnk t -- (Alnk t) 3 + ' ' ' .  
From this, by means of  representation (5.2), the desired representation (5.3) follows. [] 
(5.3) 
l.emma 21. For k >>, 1 and t ~ c~ the followin9 asymptotic representation holds: 
l 
t+~ 
tan ¢'k(s) ds 
J t  
t In t . . .  lnk_x t 2t 2 In t . . .  lnk_x t 
~'C 2
2(t In t) 2 ln2 t . . .  lnk_l t 
+ + 
2(t In t . . .  lnk_l t) 2 3t 3 In t . . .  Ink-1 t 3(t In t) 3 ln2 t . . .  Ink-1 t 
. . .  
~T3 (~ .~_ ~3 ),/73 ~,/73 
+ + 
3(t In t . . .  lnk-2 t) 3 lnk-1 t 3(t In t . . .  lnk-1 t) 3 2t 3 In 2 t ln2 t . . .  lnk-1 t 
+ . . .+  + 
2t3(ln t ln2 t) 2 ln3 t . . .  lnk_~ t 2t3(ln t . . .  Ink-1 0 2 2(t In 0 3 ln~ t ln3 t . . .  Ink-1 t 
~3 ~T,3 
+. . .+  
2(t In t)3(ln2 t ln3 0 2 In4 t . . .  lnk-1 t 2(t In t)3(ln2 t . . .  lnk_l t) 2 
fit 3 ff'L "3 q- + 
2(tlntln2t)31n~tln4t.. . lnk_lt 2(tlntln2t)3(ln3tln4t)21n5t... lnk_lt 
~,~3 ~,~3 
+. . .+  +. . .+  
2(t In t ln2 t)3(ln3 t . . .  lnk_l t) 2 2(t In t . . .  lnk_2 t) 3 lnk_ 12 t 
( 1 ) 
+o ( t lnt . . . lnk_ l  t) 3 " (5.4) 
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Proof. We have 
tan ~k(s) ds = tan(~Alnk t) = ~Alnk t + ~-(Alnk t) 3 +" - .  
, Jr  
From this, by means of representation (5.2), the desired representation (5.4) follows. [] 
195 
Lemma 22. For k >~ 1 and t--~ c~ the following asymptotic representation holds: 
• k(t) 1 [ T, ~ T, ~2 
sin f t+~ = - [ 1 + + + ... + ~t ~k(s)ds z ~ ~ 2t lnt . . . lnk_ l t  12t 2 
172 ,/72 
12(t In t) 2 12(t In t.. .  lnk-2 t) 2 
( l  - -  2 (2)Z  2 ( l ) ]  
12(t lnt. . . lnk_lt)2 +o (t lnt . . [ in i_ l t )2 . 
Proof. The representation (5.5) follows from representation (5.3) easily. [] 
(5.5) 
Lemma 23. For k >>. 1 and t ~ c~ the follow&g asymptotic representation holds: 
f 
t+z 1 [ -17 ~ "F g2 
~k(t)cot ~k(s )ds=-  1 + + +. - .  + 
~t z ~ 2t-~n t 2t In t.. .  lnk-1 t 12t 2 
,-C 2 ,/72 
12(t In t) 2 12(t In t... Ink-2 t) 2 
(1 +4~2)z 2 ( 1 )1 
12(tlnt...lnk-1 t) 2 + o (t int. . . lnk_l t) 2 " 
Proof. The representation (5.6) follows from representation (5.4) easily. [] 
(5.6) 
Lemma 24. For k >>. 1 and t ~ oo the following asymptotic representation holds: 
ft  t+~ [ f~+~ ) cot j, as 
f t+~ [ 1 + 1 1 1 "c z --Jt z ~ss + 2sins + + 2s lns . . . lnk_ ls  12s 2 12(slns) 2
z (1 + 4~2)z 
12(s In s...  lnk-z s) 2 12(s Ins...  lnk-1 s) 2 ds+°( (  t 
1 ) 
lnt... lnk_l t )  2 " 
(5.7) 
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Proof. The representation (5.7) follows from representation (5.6), since with the aid of  representation 
(5.2), it is easy to see that 
ft+z ( 1 ) ( ] ) 
o (s ins  . . Ink_is)  e ds - -o  ( t in t  . . Ink_it)  2 " [] 
dt  • 
By analogy, we can prove the following. 
Lemma25.  For k >~ l,O ~ p ~< k -1  and t ~c~ 
ft t+z ds z 
(s In s In2 s . . .  lnp s)Z (t In t ln2 t . . .  lnp t)2 
( 1 ) 
+ o (t In t ln2 t . . .  lnk_l t )  2 " 
Using representations (5.2), (5.7) and (5.8), it is easy to see that following lemma holds. 
(5.8) 
Lemma 26. For k >~ 1 and t -+ ee 
- ~k(s) cot ~k(~) d ds=- i  . . . . . . . . .  
Jt ~s 2t 2 t ln t  2t lnt . . . ln~_ l  t
~2 ~2 ~2 ~2 ~2 
+3--~ + 4t 2 ln~ + 4t 2 In t ln2 t + "'" + 4t 2 In t . . .  lnk_l t + 3(t In t) ~ 
T2 T2 ~2 
+- . .+  + 
4(t In t) 2 ln2 t 4(t In t )  2 ln2 t . . .  lnk-1 t 3(t In t In2 t) z 
g2 T2 g2 
÷. . -÷ +. . .+  
4(t In t In2 t) 2 ln3 t 4(t In t In2 t) 2 ln3 t . . .  lnk_l t 3(t In t . . .  Ink_2 t) 2 
Z-2 
4(t In t . . .  lnk_2 t) 2 lnk-i t 
( 1 + (2)z2 
+ 3(t lnt~( lnZ-k- l t )  2 +o( (  1 
) 
I n t . . . lnk_ l t )  2 / "  
The following lemma can be proved with the aid of  the result of  Lemma 26. 
Lemma 27. For k >>. 1 and t ~ oo 
(;,+, C i  ,+, 
exp - ~k(s) cot ~/ik(~)d~ ds =-  1 . . . .  
at Js e 2t 2t In t 2t In t . . .  Ink_ 1 t 
11 z 2 z 2 z 2 z z 11 z 2 
+2-~ 2 + 2tz ln------t + 2t21nt lnz t  +""  + 2t2 lnt . . . lnk_ l  t + 24(t lnt )  2 
"C 2 27 2 11 z 2 
q +. - -+  + 
2(t In t) 2 ln2 t 2(t In t) 2 ln2 t . . .  lnk-1 t 24(t In t ln2 02 
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27 2 q7 2 1 1 "1:2 
2(t In t ln2 t) 2 ln3 t 
+ . . .+  +. . .÷  
2(t In t ln2 t) 2 ln3 t . . .  lnk-1 t 24(t Int . . .  lnk_2 t) 2 
.g2 (11 "1- 8~2)27 2
+ 
2(t In t . . .  lnk_2 t) 2 lnk_l t 24(t In t . . .  lnk-1 t) 2 1 t)2) + ° ( ( t  lnt.. . lnk_l • 
6. Proofs of the theorems 
Proof of Theorem 2. Necessity: Obvious since it is possible to put v(t) -x ( t )  where x(t) is a positive 
solution of Eq. (1.1). 
Sufficiency: Let us define co(t), where t E I, as the set of functions 2 E C([t - r, t], •) such that 
0<2(t  + O)<v(t + O) 
for all 0 E I - r ,0 )  and either 2 ( t )= 0 or 2 ( t )= v(t). Further, define the function 
W(t,x) - x .  (x -  v(t)), tE I _ l  (6.1) 
and find the sign of derivative of this function along the solutions of Eq. (1.1) on the set co(t) for 
each t E L At first we get 
dW(t ,x)  
dt - f ( t ,  xt)(x(t) - v(t)) + x( t ) ( f ( t ,  xt) - v'(t)). 
For each 2 E co, such that 2(t) - -0,  we obtain 
dW(t ,x)  x=~ 
dt = -v ( t ) f ( t ,  2) > -v ( t ) f ( t ,  O) >>, 0 
and for each 2 E co, such that 2 ( t )= v(t), we get 
dW(t ,x)  x=~ 
dt = v(t)( f ( t ,  2) - v'(t)) > v(t)( f(t ,  vt) - v'(t)) >>, O. 
Therefore, in both cases, for t E/, the following is true: 
dW(t ,x)  ~=~ 
dt > 0. (6.2) 
Now, by the topological method of Wakewski (see, for instance, [20]) in the adaptation for the 
retarded functional differential equations (given in [18, 19]), there is a solution of Eq. (1.1) x = 
~(t), t E I such that ~(t)E co(t) for each t E L From the form of the set co(t) it follows that this 
solution is positive and less then v(t) on E l .  The details of the application of the topological 
principle are omitted because they can be found, e.g., in [1--4, 18, 19]. The theorem is proved. [] 
Proof of Theorem 3. The Necessity part is obvious. In the Sufficiency part we prove, in the same 
manner as above, that, instead of (6.2), the inequality 
dW(t ,x)  
dt x=~ <0' te l  (6.3) 
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holds. This means that each function ~p C C([t0 - r, to], (0, v(t) )  generates a positive solution x(t0, ~o), 
being less then v(t)  on/ -1 .  
The theorem is proved. [] 
Proof of Theorem 4. We will proceed as in the sufficiency part of the proof of Theorem 2. Therefore, 
we explain only main parts of the proof. Let us find the sign of derivative of the function W(t ,x) ,  
given by formula (6.1), along the solutions of Eq. (2.1). We get 
dW(t ,x )  
-- F(t ,  xt ) (x( t )  - v(t) )  Jr x ( t ) (F ( t ,  xt) - v'(t)).  
dt 
For each 2 E o~, such that 2 ( t )= O, we obtain (by condition (i)) 
dW(t ,x )  
Ix=~ = -v ( t )F ( t ,  2) > 0 
and for each 2 E o9, such that 2(t) = v(t), we get (by conditions (i)-( i i i)) 
dW(t ,x )  
-d-t x=~ = v(t)(F(t ,  2) - v'(t))  = v(t) (F(t ,  2) - f ( t ,  vt)) 
>>. v ( t ) ( f ( t ,2 )  - f ( t ,  vt)) > O. 
Therefore, in both cases, for t E/, inequality (6.2) holds. Further, we continue as above. The theorem 
is proved. [] 
Proof of Theorem 5. It is easy to verify that in view of conditions (i)-(i i i) for the derivative of 
the function W(t ,x) ,  given by (6.1), along the solutions of Eq. (2.1), the inequality (6.3) holds and, 
consequently, each function ~o E C([t0-r ,  to], (0, v(t) )  generates a positive solution X(to, ~p), being less 
then v(t)  on 1_1. The theorem is proved. [] 
Proof of Theorem 6. This theorem is a consequence of Theorem 2 because we can put 
f ( t ,  xt) = -- ~ a i ( t )x(t  -- z i ( t ))  
i=l 
in Eq. (1.1) and, consequently, all conditions of Theorem 2 are now satisfied. [] 
Proof of Theorem 7. This immediately follows from Theorem 4 if f(t ,  xt):--- --~-~inl a i ( t )x ( t -  z i ( t ))  
and F(t,  x t ) -  - ~i"=1Ai(t)x(t - z i ( t ) )  is put in its formulation. [] 
Proof of Theorem 8. This immediately follows from Theorem 5 if f ( t ,  xt) -- ~--~7=1 a i ( t )x( t  - %(t) )  
and F( t ,x , )  -- ~ i~ A i ( t )x ( t  - z i ( t ))  is put in its formulation. [] 
Proof of Theorem 12. Part  (A): Let us consider the auxiliary equation 
Yc(t) = -aok( t )x ( t  - z)  (6.4) 
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and let us prove the existence of  positive solution of  it. Let us put n = 1,al(t) --- aok(t) ,z l ( t )  =- z 
in Eq. (3.1). Verify that conditions of Theorem 6 are valid for the function v(t)  -- vk(t) given by 
formula (4.1). This will be done if we prove that the inequality 
v~(t) <<. - aok(t)Vk(t -- Z) (6.5) 
holds for sufficiently large t. At first, it is easy to verify that 
, [ ! , , 1 1 ] 
vk( t )=vk( t )  -- + ~ + ~ +  2t ln t ln2t+""  +2t ln t ln2t . . . lnk t  " 
Using representations given by Lemmas 16 and 18 we conclude that it is sufficient to verify the 
inequality 
1 1 1 
z 2t 2t In t 
/> - -  
x[1 
x [1 z 
1 
2t In t In2 t 
+ 
8(t In t)2 
"E 2 Z-3 
2t 8t 2 1@ 3 
1 
2t In t ln2 t . . .  Ink t 
+ . . .+  
8(t In t ln2 t) 2 8(t In t ln2 t . . .  Ink t) 2 
2t In t 4t 2 In t 8(t In t)  2 --F o 
,.C2 ,/72 ~2 O ( 1 ) 
2t In t ln2 t 4t 2 In t In: t 4(t In t): ln2 t 8(t In t lnz t) 2 + 
I .~ .~2 
× 1 - 2 t ln t lnEt . . . lnk_ l t lnk t  -- 4 tE ln t ln2t . . . lnk_ l t lnk t  
,g2 ,~2 
4(t In t) 2 ln2 t . . .  lnk_l t Ink t . . . . .  4(t In t ln2 t . . .  lnk_l t) 2 Ink t 
- 8(t In t ln2 t . . .  lnk_l t lnk t) 2 + o ~ . 
After an easy computation this inequality turns into the inequality 
0 >/ 16t 3 16-t 3 + o - ~ + o 
which obviously holds as t---~ cx~. Therefore, inequality (6.5) is valid and Eq. (6.4) has a positive 
solution x----#k(t) <vk(t). Now, it remains to apply Theorem 7 (it is necessary to put n = 1,Al(t) -- 
a( t ) , z l ( t )  -- z in Eq. (3.3)) and, consequently, Eq. (1.2) has a positive solution x = x( t )  which 
satisfies the inequality x( t )  < #k(t)  < vk(t) as t ~ cx~. Part (A) has been proved. 
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Part (B): We verify all assumptions of  Theorem B for ~b(t) - ~k(t). In view of Lemmas 22 and 
27 it can be shown easily that 
27 27 
e2-b(t +2-)= 1 + ~ + ~ +. . .  + 
27 272 ,6.2 
2t In t . . .  Ink_ 1 t 12t 2 12(t In t)2 
272 ( 1 - 2~ 2 )272 27 272 2-2 
12(t In t . . .  lnk-2 t) 2 12(t In t . . .  lnk_~ t) 2 2t 4t 2 4t 2 In t 
272 ~ 272 2-2 2-2 
4t 2 In t . . .  lnk_l t 2t In t 4t 2 In t 4(t In t) 2 4(t In t) 2 ln2 t 
272 2- 
4(t In t) 2 ln2 t . . .  lnk_l t 2t In t ln2 t . . .  lnk_~ t 
2-2 
4t 2 In t . . .  Ink_ 1 t 
2-2 2-2 
4(t In t) 2 ln2 t . . .  lnk_l t 4(t In t . . .  lnk_l t) 2 
112-2 272 
+ ~ + 2t 2 ln~ 
2.2 272 1 1 272 272 
-~ +. . .+  + + 
2t 2 In t ln2 t 2t 2 In t . . .  Ink_ 1 t 24(t In t)  2 2(t In t)  2 ln2 t 
. . .  
2-2 112-2 2-2 
+ + + 
2(t In t) 2 ln2 t . . .  lnk_~ t 24(t In t ln2 t) 2 2(t In t ln2 t) 2 ln3 t 
. . .  
2-2 11 z 2 
-+ +. . .+  
2(t In t ln2 t) 2 ln3 t . . .  lnk_l t 24(t In t . . .  lnk-2 t)  2 
or 
272 (11 + 8~2)27 2
-~ + 
2(t In t . . .  lnk_2 t)2 Ink_ 1 t 24(t In t . . .  Ink_ 1 t)2 
I 272 2-2 
b(t + 27)= 1 1+ + - -  
e--z ~5 8(t In t) 2 
. . .  
272 ( 1 + 4(  2 )2-2 
+ 
8(t In t . . .  lnk_2 t) 2 8(t In t . . .  lnk_l t) 2 
( 1 ) 
+o ( t ln t . . ~ -lnk_ l t )Z 
( 1 )] 
+ o (t In t . . .  lnk_l t) 2 " 
It is easy to see that condition (4.2) is equivalent to 
02- 
a(t + 2-) > ao, k-2(t) + 
8e(t In t ln2 t . . .  lnk_l t) 2 
for t ~ o~. Therefore, a(t+2-) > b(t+2-) i f  t ~ oe and if ( is sufficiently small (such that 0 > 1 +4(2). 
Introduce a sequence of intervals {(pn, q , )} ,pn- - *c~,qn-  p. > 2-. For each sufficiently large n it 
is possible to satisfy all conditions of  Theorem B (for this we put p = p, ,q  = q,)  i f  fq" q~(t)dt = 
ln(lnk_l qn)/(lnk-1 p,))=rc. Then the second condition (1.3) holds because the integral f/_~ ~b(s)ds= 
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~Alnk(t--c) for t ~ c~ is less then re/2 in view of representation (5.2). Therefore, every solution of 
Eq. (1.2) has at least one zero on each interval (p, - r ,  qn). The theorem is proved. [] 
Proof of Theorem 13. This immediately follows from the end of the part (B) of the proof of 
rheorem 12 and from Theorem B since, as above, ~2 <(0-  1)/4 and from condition Jq q~(t)dt-- 
r ln((lnk_l q)/(lnk_l p))  = 7t it follows: q = expk_2(lnk_2 p)exp(~/~). [] 
Proof of Theorem 14. The proof is a consequence of the end of the proof of Theorem 12, part (B) 
and Theorems 13, (B) and therefore is omitted. [] 
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