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Re´sume´ – Dans ce papier nous pre´sentons l’application et la configuration de la technique MC-CDMA pour les liaisons filaires,
obtenues a` partir de l’e´tude the´orique de la capacite´ du syste`me e´mission-re´ception. L’inte´reˆt de cette technique est de pouvoir
regrouper les sous-porteuses de la modulation DMT afin d’accroˆıtre les de´bits de transmission.
Abstract – In this paper we present the application and the configuration of the MC-CDMA technique for wireline communi-
cations, obtained from the theoretical study of the transmission system capacity. The interest of this technique is its capability
to gather the subcarriers of DMT modulation in order to increase the transmission rates.
1 Introduction
La modulation DMT (discrete multitone) est couram-
ment propose´e dans les instances de normalisation pour
les transmissions sur ligne. Cette modulation permet de
profiter pleinement de la connaissance du canal a` l’e´mis-
sion et d’appliquer le principe du water-filling via les algo-
rithmes d’allocation de l’information ou bit loading. L’in-
formation est alors distribue´e sur les sous-porteuses du
signal DMT en fonction de la valeur du rapport entre
la puissance du signal et celle du bruit (RSB) propre a`
chaque sous-porteuse. Cependant, avec une densite´ spec-
trale de puissance (DSP) du signal e´mis limite´e, une perte
de quantification lie´e aux ordres discrets de modulation
est ine´vitable. Cette perte peut eˆtre limite´e en regroupant
simplement les sous-porteuses a` l’aide de codes d’e´tale-
ment [1]. La technique MC-CDMA (multicarrier code divi-
sion multiple access) permet ainsi de combiner les e´nergies
des sous-porteuses sans changer la forme d’onde initiale
du signal. La composante CDMA ne re´alise pas un acce`s
multiple a` proprement parler car tous les codes sont utili-
se´s pour la meˆme liaison point-a`-point [2, 3]. La perte de
quantification est alors minimise´e en transmettant l’infor-
mation non plus sur des sous-porteuses isole´es mais sur des
groupes de sous-porteuses. De meˆme, les sous-porteuses
pre´sentant un trop faible RSB ne pourront pas eˆtre uti-
lise´es par un syste`me DMT alors qu’elles pourront l’eˆtre
par un syste`me MC-CDMA. Toute la difficulte´ est alors
de configurer correctement le syste`me MC-CDMA afin de
maximiser les de´bits de transmission.
Alors que la modulation DMT be´ne´ficie d’algorithmes
d’allocation optimaux, il n’existe pas aujourd’hui d’e´qui-
valent pour les syste`mes MC-CDMA. A` partir d’une e´tude
the´orique de la capacite´ et des de´bits re´alisables, nous de´-
veloppons une allocation de l’information adapte´e au sys-
te`me MC-CDMA qui permet d’obtenir la configuration qui
maximise le de´bit du syste`me de communication. Nous
montrons alors qu’a` travers des canaux difficiles, le sys-
te`me MC-CDMA peut encore transmettre de l’informa-
tion contrairement a` la technique DMT.
2 Le syste`me de transmission MC-
CDMA
Dans un premier temps, nous nous inte´ressons a` un sys-
te`me MC-CDMA classique qui est le re´sultat de la trans-
formation de Fourier discre`te inverse d’un signal CDMA
[4]. Le vecteur de symboles complexes X = t [X1, · · · , XU ]
est e´tale´ par la matrice des codes C = (ci,u)0<i≤k , 0<u≤U .
Les symboles Xu appartiennent a` l’alphabet des modu-
lations MAQ-2n, et U codes de longueur k sont utilise´s.
Nous verrons que l’utilisation de codes orthogonaux issus
des matrices de Hadamard de dimension k × k permet
de maximiser la capacite´ du syste`me de communication.
Avant la modulation OFDM (orthogonal frequency divi-
sion multiplex ), les e´chantillons sont les e´le´ments CX, et
le syste`me utilise k sous-porteuses.
Les caracte´ristiques fre´quentielles du signal MC-CDMA
sont les meˆmes que celles d’un signal DMT. La compo-
sante OFDM du signal est suppose´e adapte´e au canal de
transmission. L’intervalle de garde, le nombre de sous-
porteuses, et l’espace entre ces sous-porteuses sont cor-
rectement choisis afin d’absorber parfaitement les e´chos
du canal, et de limiter la perte d’efficacite´ spectrale lie´e a`
cet intervalle de garde.
Le signal rec¸u subit tout d’abord une de´modulation
OFDM par suppression de l’intervalle de garde et transfor-
mation de Fourier discre`te. Nous choisissons un syste`me
de re´ception simple ou` la correction du canal et le de´se´ta-
lement ne sont pas re´alise´s conjointement. Cela se justifie
par le fait que le syste`me optimal utilise des codes or-
thogonaux et est a` pleine charge, comme nous le verrons.
Le signal sera alors e´galise´ a` l’aide d’un coefficient par
sous-porteuse avant d’eˆtre de´se´tale´. La mise en œuvre de
la re´ception reste simple, et l’inversion de matrice n’est
pas ne´cessaire. Dans le cas ge´ne´ral, le vecteur de symboles
rec¸us apre`s de´modulation OFDM, de´se´talement et correc-
tion du canal s’e´crit Y = tCGHCX + tCGZ, avec H
la matrice diagonale des coefficients du canal, G la ma-
trice diagonale de correction du canal, et Z le vecteur des
e´chantillons du bruit blanc additif gaussien complexe.
3 Capacite´ de la forme d’onde MC-
CDMA
Nous nous inte´ressons tout d’abord, non pas a` la capa-
cite´ d’un syste`me de transmission MC-CDMA, mais a` la
capacite´ de la forme d’onde MC-CDMA, dans un cadre
tre`s ge´ne´ral. Nous allons montrer que sous la contrainte
d’une DSP du signal limite´e, la maximisation de la capa-
cite´ d’une forme d’onde MC-CDMA conduit a` l’utilisation
de codes orthogonaux, avec une re´partition uniforme de
l’e´nergie entre les codes, et un syste`me a` pleine charge.
Pour calculer cette capacite´ nous partons de la de´finition
du signal rec¸u apre`s de´modulation OFDM, soit HCX+Z.
En conside´rant le cas de vecteurs spe´ciaux gaussiens, et
avec une connaissance du canal a` l’e´mission et a` la re´cep-
tion, l’information mutuelle s’e´crit
I(X|H,Y |H) = 1
2
log det
(
I +
1
N0
HCRXC
∗H∗
)
, (1)
avec RX = E [XX∗] la matrice de covariance du vecteurX
telle que E [XuX∗u] = Eu. Soit la matrice A telle que A =
I +
1
N0
HCRXC
∗H∗ = [A1| · · · |Ak], il vient en utilisant
l’ine´galite´ de Hadamard
|det(A)| =
∣∣∣∣∣∣
(
δi,j +
1
N0
U∑
u=1
hihjci,ucj,uEu
)
1≤i,j≤k
∣∣∣∣∣∣
≤
k∏
n=1
||An||2 . (2)
Une condition ne´cessaire et suffisante pour maximiser le
de´terminant est de rendre les vecteurs An orthogonaux
deux-a`-deux, soit ∀n 6= m A∗nAm = 0. Quel que soit n 6=
m,
A∗nAm =
2<(hnhm)
N0
U∑
u=1
cn,ucm,uEu︸ ︷︷ ︸
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+
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N0
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×
k∑
i=1
( U∑
u=1
ci,ucn,uEu ·
U∑
v=1
ci,vcm,vEv︸ ︷︷ ︸
(b)
)
|hi|2 .
Avec des codes orthogonaux de type Walsh-Hadamard,
lorsque le syste`me est a` pleine charge, i.e. U = k, et
que les e´nergies sont e´quire´parties, i.e. Eu = E/k, (a)
est nul car n 6= m, et (b) est aussi nul car on ne peut avoir
i = n = m. La capacite´ est ainsi maximale lorsque le sys-
te`me est a` pleine charge et la re´partition de l’e´nergie uni-
forme. Cette condition est suffisante mais pas ne´cessaire,
autrement dit, il peut exister d’autres configurations qui
maximisent la capacite´ de la forme d’onde MC-CDMA.
On peut e´galement montrer que cette configuration de la
forme d’onde MC-CDMA conduit a` une capacite´ e´gale a`
la capacite´ d’une forme d’onde DMT.
4 Technique de de´tection et cor-
rection du canal
Apre`s avoir obtenu quelques re´sultats sur la capacite´
d’une forme d’onde MC-CDMA, nous nous inte´ressons aux
techniques de de´tection line´aire et a` la correction du ca-
nal, toujours sous la contrainte d’une e´nergie limite´e a`
l’e´mission. Le canal peut eˆtre compense´ soit a` l’e´mission,
a` l’aide d’une technique dite de pre´-e´galisation, soit a` la
re´ception. Les calculs analytiques de capacite´ du syste`me
e´mission-re´ception montrent que la solution optimale est
obtenue lorsque la correction est effectue´e a` la re´ception,
et ce quel que soit le crite`re choisi (rapport signal sur
bruit, distorsion-creˆte, erreur quadratique moyenne). Ceci
s’explique par le fait que c’est la DSP du signal qui est
limite´e et non sa puissance totale. Nous nous inte´ressons
plus particulie`rement au crite`re de distorsion-creˆte (ou ZF
en anglais) qui permet des de´bits proches de ceux obte-
nus avec la de´tection line´aire optimale (MMSE, minimum
mean square error). Avec le re´cepteur ZF les symboles de´-
module´s s’e´crivent Y = kX + tCGZ, avec G une matrice
diagonale telle que gi,i = 1/hi, ou` hi est le coefficient du
canal sur la sous-porteuse i. La capacite´ associe´e a` cette
technique de de´tection s’e´crit
C =
U∑
u=1
log2
(
1 +
k2
k∑
i=1
1
|hi|2
Eu
N0
)
. (4)
La contrainte de DSP se traduit par
U∑
u=1
Eu ≤ E, et la
capacite´ d’un syste`me DMT s’exprime par
C =
k∑
i=1
log2
(
1 + |hi|2 E
N0
)
. (5)
5 Allocation MC-CDMA-ZF opti-
male
Une fois la technique de de´tection choisie, il nous reste
a` configurer le syste`me MC-CDMA en se´lectionnant les
sous-porteuses utiles, et en de´terminant la longueur des
codes, le nombre de codes, les modulations par code, et la
re´partition des e´nergies. L’objectif est alors d’obtenir une
allocation de l’information adapte´e au syste`me de trans-
mission MC-CDMA et optimale.
Deux approches peuvent eˆtre envisage´es : maximiser le
de´bit, ou maximiser une marge de bruit sous la contrainte
d’un de´bit cible. Ces deux approches sont connues sous les
acronymes BRMP et MMP pour, respectivement, bit rate
maximization problem et margin maximization problem
[5]. Dans les deux cas, une formule analytique nous donne
la re´partition optimale des sous-porteuses, des codes, des
modulations, et de l’e´nergie, ce qui nous permet d’e´viter
une recherche exhaustive de la solution optimale.
Nous nous inte´ressons ici a` la maximisation du de´bit.
Afin de spe´cifier des de´bits re´alisables, nous introduisons
la marge de bruit Γ , e´galement appele´e le RSB normalise´,
et qui mesure la perte introduite par les modulations d’am-
plitude en quadrature par rapport a` la capacite´ the´orique
[6]. Le de´bit re´alisable associe´ a` un syste`me MC-CDMA
utilisant la de´tection ZF est alors
R =
U∑
u=1
Ru =
U∑
u=1
log2
(
1 +
1
Γ
k2
k∑
i=1
1
|hi|2
Eu
N0
)
. (6)
Cette marge de bruit Γ peut e´galement prendre en compte
de gain apporte´ par le codage de canal [6].
5.1 Choix des sous-porteuses
Les k sous-porteuses peuvent eˆtre se´lectionne´es inde´pen-
damment des autres parame`tres. Pour maximiser le de´bit
R donne´ e´quation (6), il suffit de minimiser
k∑
i=1
1
|hi|2 , c’est-
a`-dire de choisir parmi les sous-porteuses disponibles les k
sous-porteuses ayant les plus forts coefficients |hi|2. Une
solution simple consiste a` re´arranger les sous-porteuses par
ordre de´croissant et de se´lectionner les k premie`res sous-
porteuses.
5.2 Maximisation du de´bit pour une lon-
gueur de code donne´e
A` l’aide des multiplicateurs de Lagrange, on montre
simplement que la solution optimale est obtenue pour U =
k, et Eu = E/k, quel que soit k. Soit
R = k log2
(
1 +
1
Γ
k
k∑
i=1
1
|hi|2
E
N0
)
. (7)
Cette solution optimale R peut conduire a` des ordres de
modulation non entiers. Nous devons alors introduire une
contrainte supple´mentaire : Ru ∈ N.
The´ore`me 1 Sous la contrainte
k∑
u=1
Eu ≤ E, le de´bit
maximal re´alisable dans N est obtenue en allouant bR/kc+
1 bits a` n codes et bR/kc bits aux k−n autres codes, avec
n = bk(2R/k−bR/kc − 1)c, et R le de´bit optimal dans R
donne´ e´quation (7).
De´monstration. Nous devons de´montrer que : (i) pour
un de´bit donne´ la re´partition est optimale, c’est-a`-dire
qu’elle minimise l’e´nergie e´mise ; (ii) la valeur de n donne´e
par le the´ore`me maximise le de´bit.
Pour de´montrer (i), nous cherchons a` minimiser l’e´ner-
gie e´mise pour un de´bit cible donne´ R. Cette e´nergie s’e´crit
E =
k∑
u=1
Eu =
k∑
u=1
(2Ru − 1) Γ
k2
k∑
i=1
N0
|hi|2 . (8)
Il faut alors minimiser
k∑
u=1
(2Ru − 1) sous la contrainte R =
k∑
u=1
Ru. Posons R = kq + r, et f(0) = (k − r)2q + r2q+1
la re´partition optimale des bits. La re´partition ve´rifie bien
(k − r)q + r(q + 1) = R. La de´monstration se fait par
l’absurde en montrant qu’il n’existe pas d’autre re´partition
fi diffe´rente de f(0) telle que fi(a) < f(0), a ≥ 1 et
f1(a) = (k − r − 2)2q + 2q+a + 2q−a + r2q+1
f2(a) = (k − r − 1)2q + 2q+a + (r − 1)2q+1 + 2q+1−a
f3(a) = (k − r − 1)2q + 2q−a + (r − 1)2q+1 + 2q+1+a
f4(a) = (k − r)2q + (r − 2)2q+1 + 2q+1+a + 2q+1−a
Par identification, q = bR/kc et r = R−bR/kck. La re´par-
tition obtenue avec f(0) minimise l’e´nergie e´mise quel que
soit le de´bit R. Ce qui de´montre (i). Nous obtenons e´gale-
ment le nombre de code, a` savoir U = k lorsque bR/kc 6= 0.
Pour de´montrer (ii), nous devons trouver la plus grande
valeur de n telle que
k∑
u=1
Eu ≤ E ; n doit alors ve´rifier, en
posant α
Γ
k2
k∑
i=1
N0
|hi|2 = 1,
E −
k∑
u=1
Eu =
k
α
(
2R/k − 1
)
− n
α
(
2bR/kc+1 − 1
)
−k − n
α
(
2bR/kc − 1
)
≥ 0 , (9)
et
E −
k∑
u=1
Eu =
k
α
(
2R/k − 1
)
− n+ 1
α
(
2bR/kc+1 − 1
)
−k − (n+ 1)
α
(
2bR/kc − 1
)
< 0 . (10)
Ce qui conduit a` n ≤ k(2R/k−bR/kc − 1) < n + 1. La
valeur maximale est alors n = bk(2R/k−bR/kc − 1)c. Ce
qui de´montre (ii) et finit la de´monstration du the´ore`me.

Nous nous sommes inte´resse´s ici a` la maximisation du
de´bit (BRMP), mais le re´sultat interme´diaire (i) permet
e´galement de re´soudre le proble`me de maximisation de la
marge (MMP).
5.3 Longueur optimale des codes
Les re´sultats obtenus au paragraphe 5.2 nous permettent
de maximiser le de´bit quel que soit la longueur des codes.
Mais nous n’avons pas encore la longueur optimale des
codes. Malheureusement, il n’existe pas de formule analy-
tique pour obtenir cette longueur. En utilisant toutes les
constructions possibles des matrices de Hadamard [7], les
longueurs possibles des codes sont {1, 2, 4n|n ∈ N}. Il y
a donc un nombre limite´ de cas a` comparer. De plus, la
fonction f : k 7→ R est concave ce qui permet de limiter
encore le nombre de cas a` comparer.
6 Application au cas multibloc
Le gain en de´bit apporte´ par le regroupement des sous-
porteuses peut eˆtre perdu si les codes sont trop longs car
la distorsion subie par les codes et apporte´e par le ca-
nal devient trop importante. On est alors amene´ a` rem-
placer le syste`me MC-CDMA initial par un syste`me MC-
CDMA multibloc connu sous l’acronyme SS-MC-MA pour
spread spectrum multicarrier multiple access. Le syste`me
en devient plus souple, avec un nombre de sous-porteuses
actives qui n’est plus strictement e´gal a` la longueur des
codes. Nous nous limitons a` une longueur k des codes iden-
tique pour tous les blocs. Une ge´ne´ralisation est possible
en prenant une longueur des codes propre a` chaque bloc,
mais il n’existe pas a priori de formule analytique donnant
la solution optimale .
Les formules analytiques obtenues dans le cas monobloc
peuvent encore s’appliquer dans le cas multibloc. En no-
tant K le nombre de blocs et Us le nombre de codes par
bloc, le de´bit re´alisable s’e´crit
R =
K∑
s=1
Rs =
K∑
s=1
Us∑
u=1
Ru,s
=
K∑
s=1
Us∑
u=1
log2
(
1 +
1
Γ
k2
k∑
i=1
1
|hi,s|2
Eu,s
N0
)
. (11)
Il reste cependant a` re´partir les sous-porteuses entre les
blocs. La solution optimale consiste a` choisir les sous-
porteuses de fac¸on a` maximiser les de´bits bloc par bloc. Il
suffit alors d’ordonner les sous-porteuses par ordre de´crois-
sant de l’amplitude de leur coefficient, puis d’attribuer les
k premie`res sous-porteuses au premier bloc, les k suivantes
au deuxie`me bloc, etc. Ce re´sultat se de´montre simplement
en maximisant une somme de fonctions logarithmiques.
La figure 1 donne un exemple de de´bits re´alisables ob-
tenus sur une ligne te´le´phonique standard de 0,4 mm de
diame`tre et suppose´e homoge`ne [8], en fonction de la lon-
gueur de cette ligne. La DSP du signal e´mis est limite´e
a` −39 dBm, celle du bruit de fond en re´ception est de
−140 dBm, et le point de fonctionnement correspond a`
Γ = 6,06 dB. Le nombre de sous-porteuses utilisables
est limite´ a` 220, et la modulation maximale est la MAQ-
215. La configuration du syste`me MC-CDMA multibloc
est telle que pour chaque point de mesure, la longueur
optimale des codes a e´te´ choisie. Quelle que soit la lon-
gueur de la ligne, la solution MC-CDMA multibloc permet
des de´bits de transmission plus e´leve´s que ceux obtenus
avec la solution DMT, ce qui permet e´galement d’aug-
menter la porte´e des syste`mes de communication. Ce gain
en de´bit, et en porte´e, est principalement apporte´ par
les sous-porteuses supple´mentaires que le syste`me MC-
CDMA peut exploiter contrairement au syste`me DMT.
Des re´sultats similaires sont obtenus sur les canaux PLC
(power line communication) [9], dans un contexte point-
a`-multipoint.
7 Conclusion
L’e´tude the´orique d’un syste`me de transmission MC-
CDMA monobloc et multibloc nous a permis d’obtenir la
configuration optimale de ce syste`me et de de´velopper une
proce´dure d’allocation simple. Les re´sultats de simulation
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Fig. 1 – Comparaison des syste`mes MC-CDMA multibloc
et DMT en fonction de la longueur de la ligne ADSL en
kilome`tre.
montrent tout l’inte´reˆt de ce syste`me par rapport a` un sys-
te`me DMT, en permettant des de´bits de transmission plus
e´leve´s, et en augmentant la porte´e des communications.
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