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Summary1
Combustion noise of a gas turbine model combus-2
tor operating in partially premixed mode under at-3
mospheric conditions is simulated with both, a hy-4
brid stochastic approach and a direct, scale resolving5
method. Results from the hybrid ansatz are compared6
with experimental data and with results from incom-7
pressible and compressible CFD simulations.8
The hybrid time-domain method 3D FRPM-CN con-9
sists of a stochastic sound source reconstruction al-10
gorithm, the Fast Random Particle Method (FRPM)11
and sound propagation by linearized Euler Equations.12
The method is herein evaluated for its capability of13
Combustion Noise (CN) prediction. Monopole sound14
sources are reconstructed by using an estimation of15
turbulence statistics from reacting, steady-state CFD-16
RANS.17
As a direct approach, a Compressible Projection18
Method (CPM) is applied. It is an extension of con-19
ventional pressure-based methods for the treatment20
of compressible flows. This solution strategy is imple-21
mented as a fractional step scheme in the DLR Finite22
Volume based research code THETA. CFD results of23
CPM and RANS are furthermore compared to results24
from a conventional incompressible projection method25
(IPM).26
First, steady state and unsteady CFD simulations of27
flow field and combustion of the model combustor are28
compared to experimental data. Two equation mod-29
eling for turbulence and global chemistry treatment30
for combustion are employed. Turbulence in unsteady31
computations is depicted with a scale adaptive simu-32
lation (SAS). In a second step, the hybrid acoustics33
simulation setup for the model combustor is intro-34
duced. Selected results are presented and 3D FRPM-35
CN pressure spectra are compared to experimental36
data and results from CPM. Finally, computational37
turnaround times of hybrid and direct approach are38
evaluated and opposed.39
1 Introduction 40
Noise emission has become an issue with high social, 41
environmental and economic relevance throughout the 42
last years, especially in the field of aviation. More 43
and more strict regulations regarding aircraft engine 44
noise emissions therefore ensure that the understand- 45
ing of noise generation mechanisms and on top of that 46
noise reduction measures remain a highly relevant re- 47
search topic. However, substantial progress was made 48
in terms of fan, turbine and jet noise reduction for 49
example by increasing the overall engine bypass ra- 50
tio. As a consequence, the relative contribution of 51
combustion noise to the overall noise level increased. 52
Therefore it is important to gain a detailed under- 53
standing of combustion noise generation mechanisms 54
as a first step in order to be able to derive effective 55
noise reduction techniques. 56
The phenomenon of broadband combustion noise due 57
to the interaction of chemical processes with flow 58
unsteadiness can be in principle modeled in two 59
ways: The direct approach, meaning partially or fully 60
scale resolving compressible DNS or LES calculations, 61
which are often difficult to handle and computation- 62
ally extremely expensive. As an alternative, there 63
are the so called hybrid approaches, separating CFD 64
(Computational Fluid Dynamics) and CCA (Compu- 65
tational Combustion Acoustics [6]) scales. They pro- 66
vide a large potential for computational savings and 67
the possibility to apply specifically optimized meth- 68
ods to each part of the problem [5], since acoustic 69
pressure fluctuations are usually in the order of mag- 70
nitude of the CFD computational error. 71
A fairly popular approach in hybrid techniques in 72
CCA is the limitation of scale resolving LES or 73
DNS to an assumed sound source region, where sev- 74
eral methods have been developed in especially the 75
past twenty years with a variety of different source 76
term formulations and models for sound propaga- 77
tion. Flemming et al. [18] for example made use of 78
Lighthill’s acoustic analogy. They formulated a source 79
model based on the heat release expressed as density 80
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flucutations and Ihme et al. [23] identified the pre-81
dominant combustion noise source as being linked to82
the chemical reaction rate in their progress variable83
combustion model. Both approaches focused on non-84
premixed combustion. Zhang et al. [49] used a re-85
arranged Lighthill wave equation with a heat release86
related source term provided from LES calculations.87
Brick et al. [4] employed an analytical Kirchhoff ap-88
proach in order to predict far field radiation. Silva et89
al. [41] carried out both, direct scale resolving and hy-90
brid simulations based on Phillips’ analogy [36] and91
compared resulting pressure spectra for a swirl sta-92
bilized, premixed and confined flame. Their source93
mechanism was associated to the heat release rate.94
Another comparison between direct and hybrid com-95
bustion noise simulations was carried out by Zhang96
et al. [50], where open turbulent premixed and non-97
premixed flames were treated. Their hybrid approach98
was based on Lighthill’s equation and additionally, a99
spectral method was taken into consideration. Works100
based on spectral methods were also presented by101
Hirsch et al. [21] for the distribution of heat release in102
turbulent premixed combustion. Their model was uti-103
lized by Liu et al. [28] in a recent work on the predic-104
tion of combustion noise in an aero-engine combustor,105
with a similar scope as in the herein presented paper.106
Bui et al. [5] analyzed different source term compo-107
nents and identified the heat release as the predomi-108
nant influence, while sound propagation was modeled109
with the so called Acoustic Perturbation Equations110
for Reacting Flows (APE-RF), thus a numerical ap-111
proach for sound wave propagation. Their predomi-112
nant source component was formulated as being pro-113
portional to density fluctuations Dρ/Dt. A compre-114
hensive discussion of combustion noise sources with115
provision of a detailed source term formulation was116
carried out by Candel et al. [6]. Similar to most of the117
previously quoted works, they identified a heat-release118
related monopole radiator as predominant source, es-119
pecially in air-burning systems.120
The hybrid method applied in this work is a time-121
domain approach, relying on stochastic sound source122
reconstruction, while sound propagation is computed123
with the linearized Euler equations. The in principle124
functioning of the method is depicted in Fig. 1.125
Reacting CFD RANS simulations are carried out126
at first, delivering the mean flow, density and pres-127
sure field for sound propagation with the linearized128
basic equations and therefore a realistic depiction of129
refraction effects and sound spread. At the same time130
they provide source field one-point statistics in an as-131
sumed source region from the local turbulence quan-132
tities. Noise sources are reconstructed with FRPM,133
which are in this case temperature variance based and134
the noise sources are coupled to the LEEs as right135
hand side forcing. The basic equations together with136
the sound sources denote the overall acoustic model,137
and its every-timestep solution gives time-signals of138
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Figure 1: Scheme of the hybrid method FRPM-CN
[20].
acoustic pressure fluctuations, which are transformed 139
to sound pressure spectra at arbitrary observer posi- 140
tions. 141
The historical development of the herein presented 142
stochastic ansatz was outlined by Mu¨hlbauer et al. 143
[33], starting with stochastic non-reacting approaches 144
based on discrete Fourier modes in 1970 by Kraich- 145
nan [26] followed by several modified approaches in 146
the 1990s [2, 1] and 2000s [25, 3], when the term 147
of stochastic noise generation and radiation (SNGR) 148
arose. The SNGR approach was based on synthesiz- 149
ing the turbulent velocity field with discrete Fourier 150
modes, fed by RANS mean flow quantities and mainly 151
applied to cold jets until then. The particular line of 152
development for the stochastic, particle based hybrid 153
ansatz with correlated sources which is pursued here 154
started with the introduction of the RPM (Random 155
Particle Mesh Method) by Ewert and Emunds [15]. 156
Their RPM realized sources with spatio-temporal cor- 157
relations based on local turbulence statistics for the 158
applications mentioned previously. 159
The approach of combustion noise modeling utilized 160
in this work was derived by Mu¨hlbauer et al. [33], 161
using the sound source reconstruction algorithm from 162
Ewert [13], while the derivation of the source term 163
formulation was inspired by the cold jet noise model 164
of Tam and Auriault [44]. The physical source term 165
model was derived from first principles, using a fun- 166
damental pressure-density relation, leading to the lin- 167
earized Euler energy equation with a right hand side 168
forcing [33], while the complete right hand side source 169
formulation of the pressure-density relation was taken 170
from Candel et al. [6]. The resulting formulation 171
modeled with RPM was temperature variance based, 172
while the variance field was determined by solving an 173
additional transport equation according to Gerlinger 174
[19] in the preceding CFD reacting RANS simulations. 175
In a first approach to combustion noise prediction the 176
RPM in conjunction with the acoustic perturbation 177
equations (APEs) were used. The genuine APEs were 178
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introduced by Ewert and Schro¨der [17]. Later the179
source term model was reformulated on a more gen-180
eral basis, theoretically applicable to all reacting flow181
cases [33]. It was derived for the use in combination182
with the linearized Euler equations (LEE) and the ap-183
proach was called RPM-CN (Random Particle Mesh184
Method for Combustion Noise Prediction) [33]. Mean185
flow field data and mean turbulence statistics for this186
causal approach were provided by steady-state RANS187
calculations, in view of potential computational sav-188
ings compared to LES based methods.189
On that basis, the method RPM-CN was advanced by190
Grimm et al. [20] by using the existing source term191
formulation but a different, highly efficient source192
reconstruction algorithm which is more suitable for193
technically relevant applications, the FRPM (Fast194
Random Particle Method) from Ewert et al. [14].195
This approach, the so called FRPM-CN, was veri-196
fied in terms of one- and two-point source statistics197
as well as far-field spectra reproduction ability [20].198
In the presented work, a laboratory model combustor199
that features a broadband spectral combustion noise200
distribution is investigated with 3D FRPM-CN and201
a scale adaptive simulation approach in combination202
with a compressible projection method [39] and an in-203
compressible approach for flow field and combustion204
evaluation are used. The hybrid approach 3D FRPM-205
CN is validated in view of reproduction ability of ab-206
solute combustion noise levels for a complex, swirl sta-207
bilized test case with encasement. Furthermore, the208
performance of 3D FRPM-CN is compared to that of209
a direct method, not only for reproduction of combus-210
tion acoustics, but also regarding steady state CFD211
simulations as part of the process chain shown in Fig.212
1. By elaborating and discussing the results of both,213
hybrid and direct methods, the potential of the pre-214
sented hybrid, stochastic ansatz is shown, in particu-215
lar with regard of computational turnaround times.216
The paper is organized as follows: First, the different217
theoretical aspects of the model are introduced and218
explained. After that, the CFD and CCA compu-219
tational setups and specifications are shown and the220
respective results are compared to experimental data.221
In the same turn, the performance of the employed222
CFD-reacting RANS is evaluated by comparison with223
incompressible and compressible SAS simulations on224
profile lines of velocity components, temperature and225
temperature RMS. On that basis, selected results of226
3D FRPM-CN are shown and reproduced combus-227
tion noise sound pressure spectra are compared to228
experiments and results from a scale-resolving com-229
pressible projection method. Finally, computational230
turnaround times of direct simulation and hybrid ap-231
proach are opposed and discussed.232
2 Thermo-Fluiddynamics 233
Framework 234
First of all the theoretical framework is introduced by 235
defining the basic equations of a reacting flow system, 236
together with the formal description of the combus- 237
tion model. 238
2.1 Governing Equations 239
The governing equations for a reacting flow in their
compressible and conservative form, transport equa-
tions for mass, momentum, energy and species mass
fractions, are
∂ρ
∂t
+∇ · (ρu) = 0, (1)
∂(ρu)
∂t
+∇ · (ρuu) +∇p = ∇ · τ τ , (2)
∂(ρh)
∂t
+∇·(ρuh)−
∂p
∂t
−u·∇p = ∇·(λ∇T )+τ τ : ∇u,
(3)
∂(ρYα)
∂t
+∇ · (ρuYα) = ∇ · (D · ∇Yα) + Sα, (4)
for α = 1, 2, ..., Ns − 1 species with mass fractions Yα
and the chemical source term Sα associated to each
species. τ τ and D are the stress and diffusion ten-
sor, while λ is the thermal conductivity. The term
τ τ : ∇u represents the rate of work for shape change
in the case of a constant volume. The component
∇ · (ρuu) in Eqn. (2) is defined as resulting in a
column vector after application of the differential op-
erator to the dyadic product ρuu. The same applies
for the tensor of tensions in Eqn. (2), ∇ · τ τ .
Pressure p and density ρ are inter-related by the ther-
mal equation of state and the specific gas constant R
is expressed in terms of the component mass fractions
Yα and molar masses Mα
ρ =
pref + p
RT
with R = R
Ns∑
α=1
Yα
Mα
. (5)
Equations (1) to (5) describe compressible reacting
flow. The enthalpy is defined as
h =
∫ T
T0
cpdT +
Ns∑
α=1
∆h0f,αYα, (6)
with the heat capacity cp and the standard formation 240
enthalpy h0f,α at reference conditions for species α. 241
2.2 Combustion Modeling 242
In the herein presented test-case, methane is burned
with air under atmospheric conditions. Chemical re-
actions are modeled with a global reaction mechanism
from Nicol et al. [35], originally containing five reac-
tion steps. However it is used in a three-step form,
Grimm et al., p. 4
since NOx formation is not investigated. Methane and
oxygen become monoxide and water, the formation of
carbon dioxide takes place from carbon monoxide and
oxygen, while the dissociation reaction is carbon diox-
ide to carbon monoxide and oxygen, reading
CH4 + 3/2O2 → CO+ 2H2O (7)
CO + 1/2O2 → CO2 (8)
CO2 → CO+ 1/2O2. (9)
Global chemical reaction systems can be generally ex-
pressed as
Ns∑
α=1
ν′α,rElα →
Ns∑
α=1
ν′′α,rElα. (10)
ν′α,r and ν
′′
α,r are the stoichiometric coefficients of
educts and products for a given species α and reaction
r. Equations (7) to (9) can then be cast from Eqn.
(10) by summarizing over all species Ns.
On the numerical simulation side chemistry is treated
with the Eddy Dissipation Model (EDM) in conjunc-
tion with Finite Rate Chemistry (FRC) [29]. The
herein investigated burner operates in partially pre-
mixed mode. The EDM alone significantly over-
predicts chemical rates, since it is based on the as-
sumption of the reaction being mixing-controlled and
kinetics to happen infinitely fast. Therefore, overall
reaction rates are corrected with Arrhenius based, ki-
netics controlled FRC-rates, evaluated from
RRr = min(RR
EDM
r , RR
FRC
r ), (11)
for a reaction r. Due to the use of this combined
EDM/FRC model, partially premixed combustion is
adequately depicted in the numerical simulation. The
chemical source term in Eqn. (4) consequently is
Sα = Mα
Nr∑
r=1
(
ν′′α,r − ν
′
α,r
)
·min(RREDMr , RR
FRC
r ),
(12)
with the molar masses Mα of species α by summariz-
ing over all modeled reactions Nr. The reaction rates
of EDM are
RREDMr =
A
ρ
τT
[
min
(
min
α,ν′α,r 6=0
Yα
ν′α,rMα
, B
∑
α Yα∑
α ν
′′
α,rMα
)]
,
(13)
with the empirical constants A = 4 and B = 0.5.
Yα are mass fractions of species α. ρ and τT de-
note density and local integral turbulent time-scale of
the flow. As mentioned earlier, EDM reaction rates
are assumed to be controlled by mixing processes of
fuel and oxidizer due to turbulence, which implies
that chemical processes are infinitely fast. Mixing
controlled reaction is expressed in Eqn. (13), where
RREDMr ∼ 1/τT . As a consequence, reaction rates
can be significantly overpredicted, especially in the
case of local non-equilibrium effects [24]. Therefore,
overall rates are evaluated with Eqn. (11), which im-
plies a correction with Arrhenius-function based FRC
reaction rates. Those are evaluated from the products
RRFRCr = kf,r
Ns∏
α=1
C
ν′α,r
α − kb,r
Ns∏
α=1
C
ν′′α,r
α , (14)
with the concentrations Cα [40]. kf,r and kb,r are the
forward and backward rate constants which are fitted
to the prevailing thermodynamic conditions. They
are modelled by assuming the following temperature
dependency:
kζ,r = ArT
βr exp
(
−
Ea,r
RT
)
, for ζ ∈ [f, b], (15)
where Ea,r is the activation energy of reaction r with
the respective dimensionless temperature exponent
βr. T represents temperature and R is the univer-
sal gas constant.
Since the employed combustion noise source term for-
mulation is temperature variance based, an additional
transport equation [19] for the temperature variance
is solved. It reads
ρ∇·(T˜ ′′2u)−∇ ·
[(
µ
Pr
+
µt
Prt
)
∇T˜ ′′2
]
= 2
µt
Prt
(∇T˜ )2︸ ︷︷ ︸
production
−ρCT
T˜ ′′2
τT︸ ︷︷ ︸
dissipation
,
(16)
with the model constant CT = 2. µ and Pr are the 243
viscosity and the Prandtl number. The indices t and 244
T mean turbulent and turbulent temperature associ- 245
ated. The ∼ denotes Favre´ averaging. Equation (16) 246
does not affect combustion modeling but is solved as 247
a post-processing step based on the existing flow and 248
combustion field solution. 249
2.3 The Compressible Projection 250
Method (CPM) 251
Results of combustion noise simulation is not only
validated with experimental data, but also evaluated
against a direct, compressible method. Therefore, the
Compressible Projection Method from Reichling et al.
[39] is taken into consideration. This approach ex-
tends the incompressible, pressure-based solver of the
unstructured finite volume based CFD code THETA
[10, 39] for the treatment of weakly compressible
flows.
It was developed based on projection schemes from
Chorin [7] and Temam [47]. The CPM iteratively
solves Eqns. (1) to (5). First, the divergence con-
straint is computed at timestep n,
∇ · un = f(pn,∇un,∇pn, ∂pn/∂t,∇Tn), (17)
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as well as an interim solution (*) of the velocity field
u∗,
∂(ρu)
∂t
∣∣∣∣
∗
+∇ · [(ρu)n ⊗ u∗] +∇pn = ∇τ τ,n, (18)
with ⊗ indicating the dyadic product. A pressure
correction equation is then solved for δpn+1 = pn+1−
pn,
∆Lδpn+1 −
αpr
f(∆t)∆t
ρn
γn(pref + pn)
δpn+1
= f(αpr,∇ · (ρnu∗),u∗,∇pn,∇Tn).
(19)
Here, ∆L = ∇
T · (∇) and αpr is a projection scheme
weighting factor. The pressure field becomes
pn+1 = pn + δpn+1 (20)
and the velocity field is corrected on that basis,
u∗∗ = u∗ −
f(∆t)
αprρn
∇δpn+1. (21)
The density is updated with the thermal equation for
an ideal gas mixture,
ρn+1 =
pref + pn+1
(RT )n
(22)
and the final velocity vector becomes
un+1 =
ρn
ρn+1
u∗∗. (23)
On the basis of resulting flow field quantities at the252
new time-step n+ 1, the divergence constraint is up-253
dated. Then, enthalpy and species mass fractions can254
be computed, depending on quantities at time-step255
n + 1. The CPM solution strategy realizes a maxi-256
mum spatial and temporal order of accuracy O(2).257
3 The Acoustic Model for Tur-258
bulent Combustion Noise259
One of the main objectives of this work is to apply a260
combustion noise monopole source term based model,261
which was formulated by Mu¨hlbauer et al. [33], to262
a combustor application case in order to predict ab-263
solute combustion noise levels. The basic underly-264
ing theory as well as the principle functioning of the265
sound source reconstruction algorithm, FRPM, which266
was combined with the combustion noise formulation267
by Grimm et al. [20], is described in the following268
section.269
3.1 The Source Term Formulation270
The basis for the source term formulation derivation
is a pressure-density relation
1
c2
Dp
Dt
=
Dρ
Dt
+ ρΦ (24)
with a right hand side expression Φ from Candel et
al. [6], reading
Φ =
Q˙
ρcpT
+M
D
Dt
(
1
M
)
+
1
ρcpT
[∇ · λ∇T + ττ : ∇u
−
Ns∑
α=1
ρYαcp,αV
D
α · ∇T
]
,
(25)
with λ, the heat conductivity and VDα , the diffusion
velocity of species α. Q˙ is the volumetric heat release
rate and M denotes the molecular weight. Equation
(25) is recast by making use of an energy equation
formulation, leading to a complete expression with the
heat release represented by a function of temperature
change,
Φ =
1
T
DT
Dt
−
1
ρcpT
Dp
Dt
+M
D
Dt
(
1
M
)
. (26)
According to Mu¨hlbauer et al. [33], this formulation is
a complete representation of the source term as given
by Eqn. (25). Since usually applications with low
Mach number flows are treated, the first term in Eqn.
(26) is assumed to be dominant over the second, rep-
resenting the effects of turbulent velocity fluctuations
and the second term is therefore neglected. The third
term in Eqn. (26) comes into picture only if the av-
erage molecular weight of combustion products sig-
nificantly differs from the educts and is therefore also
not considered here for the application to methane-air
combustion systems.
Based on the first term of Eqn. (26), a right hand
side processing rule for the source term formulation
was obtained by transferring a pressure equation for-
mulation
Dp
Dt
+ γp∇ · u = γpΦ, (27)
with the isentropic exponent γ = cp/cv, to the pres-
sure equation form of the linearized Euler equations
[33]. This procedure gives qp = (γpΦ)
′ = ρc2Φ−ρc2Φ,
which is then applied to Eqn. (26). The resulting,
temperature variance based source term expression,
which is subject to stochastic sound source recon-
struction, reads
qp =
γp
T˜
D˜T ′′
Dt
. (28)
For the application of the full scale laboratory com-
bustor simulation, it is coupled with a modified set of
linearized Euler equations
∂ρ′
∂t
+ u˜ · ∇ρ′ + ρ∇ · u′ = 0, (29)
∂u′
∂t
+ (u˜ · ∇)u′ +
∇p′
ρ
= 0, (30)
∂p′
∂t
+ u˜ · ∇p′ + γp∇ · u′ = qp, (31)
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with the source term (Eqn. (28)) on the right hand271
side of the pressure equation (Eqn. (31)). Equations272
(29) to (31) represent the linearized Euler equations,273
while meanflow gradient terms are not taken into con-274
sideration. As stated by Ewert et al. [16], those com-275
ponents are assigned to causing instabilities in the276
LEEs. As observed in the herein treated application277
case, this is strongly dependent on the local charac-278
teristics of the background flow field. However, the279
use of the system of equations described with Eqn.280
(29) to (31) is a trade-off, for stability but against281
the exact simulation of refraction effects due to sound282
propagation through shear layers.283
3.2 Stochastic Reconstruction of284
Sound Sources285
The source term in Eqn. (28) is subject to stochas-
tic sound source reconstruction. Therefore, the Fast
Random Particle Method for Combustion Noise Pre-
diction (FRPM-CN), as introduced by Grimm et al.
[20] is employed. Sound sources are built from con-
vected white noise at each time-step according to lo-
cal turbulence statistics from CFD simulations. The
spatial filtering algorithm of sources can be generally
described by
Q(x, t) =
∫
Vs
Aˆ(x)G(|x − x′|, lT (x))U(x
′, t)d3x′.
(32)
A Gaussian shaped filter G is convoluted with a white
noise field U . The FRPM grid is orthogonal and there-
fore highly efficient Purser filters [37, 38] are employed
for the source filtering, represented by G. Integration
of source components is performed over the source
volume Vs and the local amplitude scaling is realized
according to Aˆ =
√
Rˆ(x)/l3T (x), in order to achieve
the appropriate sound source variance.
The white noise field U is realized in a discrete form by
mapping random values carried by floating particles
onto a source field grid. This is done in FRPM, where
particles are homogeneously seeded into the source re-
gion. Therefore, different kinds of flow field charac-
teristics can be considered in the source region, like
recirculation zones. This is a key aspect of the method
and a decisive advancement compared to a preceding
approach, RPM-CN [33], where the source field is dis-
cretized based on CFD RANS flow field streamlines.
Those advancements in source discretization and the
use of highly efficient filtering algorithms make 3D
FRPM-CN an accurate, universally applicable and
computationally efficient tool for combustion noise
source modeling in complex test cases.
Besides the incorporation of local sound source exten-
sions due to integral length-scales, turbulence effects
have to be considered. Therefore, the spatial white
noise field U is processed with a first order Langevin
approach [14] in time for the realization of turbulence
induced decay,
D0
Dt
U = −
1
τT
U +
√
2
τT
ξ(x, t). (33)
Equation (33) is a stochastic differential equation,
realizing a long-term drift behavior with the first
component on the right hand side, while the sec-
ond - so called diffusion term - introduces a Gaus-
sian distributed white noise forcing, for which the
random values have to be chosen appropriately [12].
D0/Dt = ∂/∂t + u
c
0 · ∇ and u
c
0 is the mean CFD
RANS velocity field. For ξ(x, t), the properties
〈ξ(x, t)〉 = 0, (34)
〈ξ(x, t)ξ(x+ r, t+ τ)〉 = δ(r − uc0τ)δ(τ) (35)
hold. The brackets 〈〉 denote ensemble-averaging. For
small separation distance r and time τ , the noise field
U correlation can be expressed by taking into account
the solution of Eqn. (33) and the source statistics
from Eqn. (35),
〈U(x, t)U(x+ r, t+ τ)〉 = δ(r − uc0τ) exp (−|τ |/τT ) ,
(36)
or in words, the Langevin process induces an exponen-
tial decorrelation. The overall FRPM-inherent corre-
lation function, resulting from the Langevin-induced
decorrelation and the use of a Gaussian-shaped filter
for the sound reconstruction procedure resulting from
Eqn. (32), reads
R(x, r, τ) = Rˆ(x) exp
(
−
|τ |
τT
−
pi
4l2T (x)
|r − uc0τ |
2
)
.
(37)
Equation (37) is used as the correlation function of
combustion noise sources for the presented numerical
simulations with Rˆ(x) = T˜ ′′2(x)/τT (x)
2. r and τ
in Eqn. (37) are the separation distance and time,
respectively, while τT and lT are the local turbulent
time- and length-scale.
The source term formulation of Eqn. (28) is explicitly
realized in FRPM-CN by
R(x, r, τ) = 〈qpqp〉 =
=
(
γp
T˜
)2〈
D˜T ′′
Dt
(x, t)
D˜T ′′
Dt
(x+ r, t+ τ)
〉
=
(
γpT˜ ′′
T˜ τT
)2
exp
(
−
|τ |
τT
−
pi
4l2T (x)
|r − uc0τ |
2
)
.
(38)
The convective part of the substantial derivative in 286
Eqn. (28) is incorporated in Eqn. (38) by the argu- 287
ment of the exponential function |r − uc0τ |
2, which 288
comes from the properties of convected noise, as in- 289
troduced with Eqns. (35) and (36). 290
Whether the employed two-point space-time corre- 291
lation function is suitable for the modeling of com- 292
bustion noise source dynamics, is evaluated in the 293
CCA Results section by comparison of pressure spec- 294
tra with experimental data. 295
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4 Combustor Application Case296
The main objective of this work is broadband com-297
bustion noise prediction in a laboratory-scale combus-298
tor with the hybrid 3D FRPM-CN method and the299
comparison with a scale-resolving, compressible ap-300
proach. In the following section, the basic configura-301
tions of CFD and CCA (Computational Combustion302
Acoustics) simulations are introduced. The burner303
is well characterized from an experimental point of304
view. Velocity profiles for the validation of CFD sim-305
ulations are available from PIV measurements con-306
ducted by Sto¨hr et al. [42]. The temperature pro-307
files were recorded with Raman spectroscopy by Meier308
et al. [30] and Weigand et al. [48]. Acoustic pres-309
sure was recorded in the combustion chamber at the310
positions shown in Fig. 4. Calibrated microphone311
probes with B&K Type 4939 condenser microphones312
were used recording with a sampling rate of 100kHz313
[42]. A sketch of the combustor is depicted in Fig.314
2. The main difficulties for the simulation of flow315
and combustion of this model combustor are flame316
lift off as well as flow detachment in the region of317
the curved surface forming the exit of the burner.318
Both phenomena are crucial for the successful sim-319
ulation of this particular application case. The inves-
Figure 2: Schematic Drawing and Operation of the
Combustor with Basic Dimensions [48].
320
tigated reference case is operated at a thermal power321
of Pth = 34.9kW with equivalence ratio and mix-322
ture fraction of the overall mixture of Φ = 0.65 and323
f = 0.037. A stable operation case is treated with324
no thermo-acoustic behavior observed. The Reynolds325
number amounts to 52500, determined at the air-326
plenum inlet and the swirl number of the combustor is327
0.9 [48]. Air is induced into an upstream air-plenum328
with m˙air = 0.01825kg/s and is then internally sep-329
arated to approach the combustion chamber through330
an inner and an outer radially aligned swirler, while331
the fuel is induced between the two swirled air flow332
streams with m˙fuel = 0.0007kg/s. Due to this align- 333
ment, the burner operates in a partially premixed 334
mode at atmospheric conditions. 335
4.1 CFD Setup 336
The computational setup of the reacting CFD sim- 337
ulations was introduced extensively by Reichling et 338
al. [40] and is therefore only sketched here. The em- 339
ployed grid is shown in Fig. 3. CFD RANS simu- 340
lations were also conducted on the grid of the SAS 341
setup. It consists of mainly tetrahedral elements with 342
locally resolved near-wall regions, while prism lay- 343
ers and tetrahedral elements are connected via pyra- 344
mids. A total of 11.3 million cells with 2.38 million 345
grid nodes is used and the condition y+ ≈ 1 is satis- 346
fied in refined regions of the swirler and combustion 347
chamber walls. Simulations are carried out with the
Figure 3: Unstructured CFD Mesh.
348
DLR finite volume based CFD code THETA [10]. For 349
the incompressible steady state reacting RANS sim- 350
ulations, a SIMPLE (Semi-Implicit Method for Pres- 351
sure Linked Equations) solution strategy is employed. 352
The k-ω-SST turbulence model in a formulation of 353
Menter [32] is used and reactions are modeled with a 354
global ansatz, taking into account a three-step formu- 355
lation of methane combustion with air proposed by 356
Nicol et al. [35]. An additional transport equation 357
for the temperature variance is solved (Eqn. (16)) 358
and the resulting field is used for the reconstruction 359
of the temperature variance based combustion noise 360
source term. Direct simulations are conducted with 361
the k-ω-SST SAS model and ProjectionMethod based 362
solver schemes. Also for the SAS simulations, global 363
chemistry treatment is used, as introduced previously. 364
The SAS approach was derived by Menter and Egorov 365
[31, 11] and is essentially a hybrid URANS/LES for- 366
mulation. 367
In total three different simulations are carried out. 368
Specifications are listed in Table 1. 369
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Table 1: Specifications of CFD simulations. CPM:
Compressible Projection Method [40], IPM:
Incompressible Projection Method.
Mode Solver Turbulence ∆t
RANS SIMPLE k-ω-SST −
SAS IPM k-ω-SST SAS 2.5 · 10−7s
SAS CPM k-ω-SST SAS 1.0 · 10−6s
371
At air and fuel inlets, mass fluxes and values for the372
turbulence degree Tu = 0.05 and the turbulent length373
scale lT = 5 · 10
−4m are specified. At the combus-374
tor outlet, the static pressure is set to zero, while the375
overall absolute reference pressure is pref = 101325Pa.376
The rear wall of the combustor is treated as isother-377
mal with an imposed temperature of TW,R = 600K.378
The side-wall values are fixed to TW,S = 1050K379
due to experimental evidence. The remaining walls380
of the swirler and air-plenum boundaries are adia-381
batic. Monitoring positions for flow field quantities382
and acoustic pressure are shown in Fig. 4. Velocity
Figure 4: Positions of Profile Lines for Experimental
Flow Field and Combustion Data and Acoustic
Pressure Recorder Positions in the Combustor
(M1-M3).
383
and temperature profiles are recorded at profile lines384
with x = z = const. and y ∈ [−0.04m; 0.04m].385
The downstream positions of lateral profile lines are386
h = 0.0015m, h = 0.005m, h = 0.01m, h = 0.02m, h =387
0.05m.388
4.2 CCA Setup389
The acoustics simulations are carried out with the
DLR inhouse CAA (Computational Aero-Acoustics)
code PIANO, including the FRPM module for
stochastic sound source reconstruction. Sound prop-
agation in space is computed via a dispersion relation
preserving (DRP) scheme from Tam &Webb [46]. For
progression in time, a low-dissipation, low-dispersion
four step Runge-Kutta scheme [22] is employed. The
computational combustion acoustics grid is shown in
Figure 5: Computational Combustion Acoustics
Grid With Employed Boundary Conditions.
Fig. 5. The grid for the acoustics simulations is opti-
mized with respect to the local growth rate of adjacent
cells, since the finite difference DRP scheme requires
smooth grid transitions. The air plenum is simplified,
since the tube-connectors between the two swirlers
would lead to very fine cells, due to a time step limit
of tlim = (2.83lmin)/(pi(1 + Ma)) holding for stability
reasons. The mesh is block-structured. It consists of
5.85·106 3D hexahedral elements with 7.52·106 nodes,
distributed to 2696 blocks. The highest spatial resolu-
tion of the mesh is given in the regions around the tip
of the averaged flame front, close to the swirler noz-
zle exit. A minimum lengthscale of lmin = 9 · 10
−4m
with four discrete points per length is resolved in each
spatial direction. The maximum growth rate of ad-
jacent cells in critical regions is 5% and the spatial
resolutions then result from the combustor blocking
in combination with the use of a seven-point finite
difference stencil.
Mean flow field solutions for ρ, u˜, v˜, w˜, p from the pre-
ceding CFD RANS simulations are interpolated onto
the CCA grid via a statistical Kriging [27] algorithm.
Inlet boundaries are treated with a radiation condi-
tion from Tam & Webb [46] and the combustor walls
are modeled with the ghost point concept of Tam &
Dong [45]. In the experiments, the combustor flow
expands to an exhaust duct after a rapid acceleration
and a following outlet tube. In the numerical simula-
tion, an additional plenum is attached to the tube, in
order to enforce a natural tube impedance exit with
base flow. The outlet plenum in turn is surrounded
by non-reflecting radiation boundary conditions and
a damping sponge-layer is superimposed.
Pressure sensors in the combustion chamber are lo-
cated in the corner rails in the experiments, which are
holding the optical access glass walls. Their positions
are indicated in Fig. 4. All dimensionless quantities
are referenced to air plenum atmospheric conditions.
Source region extensions in the numerical simulation
are chosen by means of a discrete realization of Eqn.
(28), reading
ϕ =
γp
T
·
√
T ′′2
τ2T
. (39)
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As can be seen from Eqn. (38), the indicator ϕ in Eqn.
(39) represents a discrete form of the combustion noise
source term for vanishing spatial and temporal sepa-
ration. Or, in other words, it indicates regions in the
combustion chamber where combustion noise sources
according to Eqn. (28) are present. It is evaluated
from the CFD RANS field solution and its profile on
a combustor mid-plane is shown in Fig. 6.
Source field extensions are chosen accordingly. ϕ is
normalized to its maximum value in the inner shear
layer and values smaller than 5% are not considered.
Two source regions are employed, while the recon-
structed sources on each source field are weighted with
sine-functions in the overlapping areas,
W (x) = sin2(x)S1︸ ︷︷ ︸
WS1(x)2
+cos2(x)S2︸ ︷︷ ︸
WS2(x)2
= 1. (40)
The weighting functions with overlapping sound390
sources are displayed in Fig. 7. Weighting is ap-391
plied to the temperature variance field solution in392
the source region, which accounts for local ampli-393
tude scaling of combustion noise source fluctuation.394
However, sound source magnitudes are evaluated in395
FRPM-CN by using the standard deviation of tem-396
perature. Therefore, sine and cosine functions are397
applied to the variance field, so that a consistent398
value of unity according to Eqn. (40) is conserved399
in the whole source region. This method is em-400
ployed for efficiency reasons. Specifications of S1 are401
x ∈ [−0.004m; 0.008m], y, z ∈ [−0.024m; 0.024m] and402
for S2 x ∈ [0.002m; 0.045m], y, z ∈ [−0.038m; 0.038m].403
Both source fields are discretized with a minimum
Figure 6: Distribution of contributions to
combustion noise according to Eq. (39), evaluated
from CFD RANS quantities and normalized to the
inner shear layer maximum value.
404
resolution of lmin = 3·10
−3m, with four discrete points405
per length and ∆x = ∆y = ∆z. A numerical time406
step of ∆t = 1.4 · 10−7s is used for the overall CCA407
numerical simulations, which is limited by the small-408
est CCA-grid cell rather than the sound source recon-409
struction algorithm in this particular case.410
Figure 7: Depiction of employed weighting functions
WS1(x),WS2(x) on the source fields S1 and S2 with
exemplary isocontours of resulting combustion noise
sound sources. W (x) ∈ [0; 1].
5 Numerical Results 411
In the following section, selected results from the CFD 412
simulations with THETA and the combustion acous- 413
tics simulations with PIANO and THETA (CPM) are 414
shown. 415
5.1 CFD Results 416
A steady-state reacting CFD RANS and two unsteady 417
k-ω-SST-SAS simulations (IPM and CPM) of flow 418
field and combustion are analyzed. The computa- 419
tional costs for a CFD RANS calculation are 2.1 · 103 420
CPU-hours, run on 4 ∗ 8 Nehalem cores, while the 421
incompressible k-ω-SST-SAS simulation is conducted 422
in 3.2 · 104 CPU-hours on 4 ∗ 8 Nehalem cores, where 423
the total simulation time is ten combustor residence 424
times. The compressible k-ω-SST-SAS simulation 425
amounts to 1.4 · 105 CPU-hours on 16 ∗ 16 Sandy- 426
Bridge cores for the same number of residence times, 427
due to a smaller time-step compared to the IPM sim- 428
ulation, which is needed for stability reasons. 429
Averaged x and y components of velocity, average 430
temperature and RMS of temperature along several 431
profile lines, as shown in Fig. 4, are superimposed 432
with the respective experimental results in Figs. 8, 9, 433
13 and 14. Furthermore, the degree of resolution of 434
turbulence in k-ω-SST-SAS simulations is analyzed in 435
Figs. 10 and 11. This is done by evaluating the ra- 436
tio of turbulent to laminar viscosity rµ and the ratio 437
of resolved to overall kinetic energy rke. Those two 438
criteria not only assess the turbulence resolution in a 439
LES-like simulation but also the region where the SAS 440
model operates in LES-like mode and where URANS 441
modeling takes place. 442
Regarding the viscosity ratio, values lower than 20 are 443
achieved in the combustion chamber, while larger val- 444
ues are present in the shear layers of the swirling flow. 445
Values are slightly higher for the CPM simulation, es- 446
pecially close to the flame root in the inner shear layer. 447
Large viscosity ratios and small kinetic energy ratios 448
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in the upstream air plenum indicate that the simula-449
tion works in URANS mode in those regions. At least450
80% of turbulent motion are directly resolved within451
the combustion chamber for both, IPM and CPM,452
as indicated by µke in Figs. 10 and 11. Therefore, it453
can be stated that turbulence is fairly well resolved by454
the k-ω-SST-SAS simulation in the combustion cham-455
ber, where reaction takes place and combustion noise456
sources are located. Furthermore, an exemplary spec-457
trum of resolved turbulent kinetic energy in the com-458
bustion chamber of the CPM simulation is shown in459
Fig. 12. Turbulent fluctuation is well resolved over a460
large range of frequencies and the shape of the spec-461
trum for higher frequencies follows the −5/3-slope,462
which is however based on isotropic turbulence. A463
peak in the energy spectrum at 1690Hz indicates a he-464
lical vortex instability [42]. This flow feature emerges465
in the swirler and propagates a periodic cascade of466
vortices into the combustion chamber. It is reflected467
in the sound pressure spectra of experiment and CPM468
in Fig. 16.469
Axial x- and y-velocity profiles in Fig. 8 and Fig. 9,470
according to positions in Fig. 4, show typical flow471
field characteristics of a swirl-stabilized flow. The472
flow expands in a v-shaped manner, while a low-473
pressure region, the so-called inner recirculation zone,474
forms along the center-line burner axis, where nega-475
tive mean x-velocities are present. y-velocities are476
zero along the center-line axis, due to rotational sym-477
metry of the swirled flow. Furthermore, due to the478
sharp expansion of the flow geometry, outer recircu-479
lation zones develop.
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Figure 8: Experimental profiles [42] of axial
x-velocity [ms ] (2), CFD RANS (continuous), IPM
(dashed) and CPM (dotted) simulation results.
480
The steady state CFD-RANS simulations reveal rel-481
atively good agreement with the experimental profiles482
for all downstream line positions, while the computa-483
tional effort is one order of magnitude lower than that484
of the SAS calculations. However, two distinct devia-485
tions to the experimental profiles can be observed in486
Figs. 8 and 9: A too-wide opening angle of the flow487
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Figure 9: Experimental profiles [42] of y-velocity [ms ]
(2), CFD RANS (continuous), IPM (dashed) and
CPM (dotted) simulation results.
Figure 10: Turbulence resolution of the IPM
k-ω-SST-SAS simulation, ratio of viscosities
rµ = µt/µ and ratio of resolved to overall kinetic
energy rke = kres/koverall.
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Figure 11: Turbulence resolution of the CPM
k-ω-SST-SAS simulation, ratio of viscosities
rµ = µt/µ and ratio of resolved to overall kinetic
energy rke = kres/koverall.
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Figure 12: Spectrum of turbulent kinetic energy of
the CPM k-ω-SST-SAS simulation, evaluated in the
inner shear layer. Indicated idealized −5/3 slope.
Frequency over logarithmic kinetic energy in
log[m2/s2].
and an under-prediction of the maximum values of 488
the axial velocity component. The under-prediction 489
of peak values in axial velocity is a result of the large 490
opening angle of the swirled flow. Nonetheless, due 491
to our experience, the achieved quality of the RANS 492
flow field is sufficient to provide an adequate base for 493
the convective movement of later reconstructed sound 494
sources. 495
The unsteady IPM and CPM k-ω-SST-SAS both cap- 496
ture the flow-field very well. However, the IPM sim- 497
ulation tends to over-predict the flow opening an- 498
gle, similarly to the RANS calculation, but nicely 499
reproduces peak values. The CPM simulation under- 500
predicts flow opening angles for downstream positions 501
and slightly under-represents absolute values for the 502
profile peaks, especially for axial velocity. 503
In total, the SAS gives a clearly better representation 504
in terms of absolute values and the mean flow field in 505
the inner recirculation zone. 506
Temperature and temperature rms profiles are shown 507
in Figs. 13 and 14, according to positions in Fig. 4. 508
In accordance to the mean flow field, the temperature 509
of RANS and IPM profiles reveal a too-large opening 510
angle. As a second distinct characteristic, the lift-off 511
height of the flame is too low and therefore tempera- 512
ture levels at profile lines close to the combustor in- 513
let are over-predicted in the case of RANS and IPM. 514
This might be caused by an over-prediction of reac- 515
tion rates close to the inner shear layer, due to the use 516
of an EDM/FRC model in combination with global 517
chemistry treatment. A further reason for this could 518
be the lack of accountancy for turbulence-chemistry 519
interaction, since this deviation can be observed in 520
both, RANS and URANS/LES simulation. CPM
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Figure 13: Experimental temperature profiles
[30, 48] [K] (2), CFD RANS (continuous), IPM
(dashed) and CPM (dotted) simulation results.
521
gives a better representation of profile shapes of tem- 522
perature and temperature RMS. However, absolute 523
values are significantly under-predicted. This is due 524
to the flame anchoring further downstream in case of 525
a CPM simulation. Maximum values of temperature 526
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Figure 14: Experimental temperature RMS profiles
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RMS are nicely captured in the numerical simulation527
of RANS and IPM. Temperature RMS profiles of the528
RANS simulation are used for amplitude scaling of529
fluctuation of combustion acoustics sources in the hy-530
brid approach. Since peak values are in good agree-531
ment with experiments, it is expected to reproduce532
correct sound pressure amplitudes. The steady state533
reacting RANS simulation therefore seems to perform534
satisfactory.535
5.2 CCA Results536
In preceding works, detailed validation of FRPM-CN537
was carried out for jetflames [20]. In that context,538
coupling constants were derived as model parameters539
of the stochastic sound source reconstruction algo-540
rithm. In the presented work, no specific adaption541
is undertaken.542
Volumetric sound source reconstruction is performed543
at every time step based on turbulence statistics from544
preceding CFD RANS simulations. Exemplary results545
of these calculations are shown for instantaneous fluc-546
tuating acoustic pressure and sound sources in Fig.547
15. No spurious reflection is observed with the em-548
ployment of non-reflecting radiation conditions for the549
boundaries of the combustor outlet plenum, following550
the exhaust tube. For the choice of outlet plenum spa-551
tial extensions it was accounted for an approximated552
impedance induced end correction in axial direction553
based on investigations of Munt [34], da Silva et al.554
[8] and a formulation of Davies et al. [9], for which555
the local speed of sound was taken into consideration.556
FRPM-CN sound pressure spectra are compared to557
experimental data [43] and the compressible CPM558
SAS simulation in Fig. 16. Experiments indicate a559
weak thermoacoustic oscillation at about 350Hz and a560
second peak at 1690Hz, caused by a helical instability561
[42]. FRPM-CN spectra in Fig. 16 are based on the562
source term expression in Eqn. (28). Absolute levels563
are captured well with the hybrid method, especially564
Figure 15: Combustor midplane cuts of
instantaneous sound pressure, CFD RANS density
distribution (horizontal cut plane) and exemplary
isosurfaces of combustion acoustic sources.
for low frequencies. Sound pressure levels are com- 565
puted without any artificial scaling. Therefore, 3D 566
FRPM-CN quantitatively predicts combustion noise 567
emission in swirl stabilized combustion systems, rely- 568
ing on CFD RANS input only. The approach deliv- 569
ers feasible results for combustion induced noise pre- 570
diction, despite certain inaccuracies of the underly- 571
ing CFD-RANS simulations. Over-prediction of lev- 572
els in the region of 400Hz to 2000Hz can be linked 573
to poor reproduction of temperature variance profiles 574
from Eqn. (16), especially in the inner recirculation 575
zone as shown in Fig. 14. This leads to the formation 576
of unwanted source components, where no tempera- 577
ture fluctuation is present in the experiment. 578
The SAS simulation with the Compressible Projection 579
Method (CPM) also reproduces sound pressure levels 580
in the combustion chamber with consistency for all 581
investigated microphone positions. Nonetheless, low 582
frequency levels are slightly under-predicted and the 583
hybrid method seems to be superior for lower frequen- 584
cies. This might be linked to the compressible SAS 585
not entirely resolving turbulent motion close to the 586
inner recirculation zone, as indicated in Fig. 11. 587
CPM captures the helical flow instability at 1690Hz 588
in the presure spectrum shown in Fig. 16a. This phe- 589
nomenon is also detectable in the CPM turbulence 590
spectrum in Fig. 12. It cannot be depicted with 591
the sequential, hybrid FRPM-CN. However, acous- 592
tical dynamics related to eigenmodes of the system 593
are perceivable in FRPM-CN simulations, resulting 594
in peaks in the numerically obtained spectra. 595
Absolute sound pressure levels predicted by the hy- 596
brid and the direct approach show similar levels for 597
all the investigated measurement positions in the com- 598
bustion chamber. This indicates that, in this partic- 599
ular case, direct combustion noise is dominant com- 600
pared to indirect noise, since indirect noise dynamics 601
are not depicted by the hybrid method. 602
Contributions to combustion noise in the combustion 603
chamber are analyzed for the different simulations 604
based on Eqn. (39) in Fig. 17. Profiles are evalu- 605
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ated from the modeled part of turbulence quantities606
and therefore show a qualitative statistical behavior,607
normalized to the respective maximum values in the608
inner shear layer. Sound sources are mainly located609
in the shear layers, as can be seen from the profiles610
in Fig. 17. There are significant contributions for611
both, inner and outer shear layers for all simulated612
cases. As reflected in the flow field and temperature613
profiles in Figs. 8, 9, 13, and 14, the opening angle614
of the flow is over-predicted in the RANS and IPM615
simulations and the flame stabilizes slightly too far616
upstream, compared to experimental data. Due to617
different locations of averaged combustion noise pro-618
file locations in Fig. 17, it can be stated that the619
exact average position of the flame is not crucial for620
reproducing experimental sound pressure spectra in621
Fig. 16, but rather the accurate prediction of abso-622
lute temperature variance peak levels is.623
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Figure 16: Pressure spectra in the combustion
chamber according to Fig. 2. Comparison between
experiment, 3D FRPM-CN and a compressible
projection method (CPM).
624
1.4 ·10−7s is simulated with 3D FRPM-CN, computed 625
on 3 ∗ 24 Nehalem cores in 1.52 · 104 CPU-hours. The 626
fraction of CFD RANS computational time is 2.1 ·103 627
CPU-hours, making up 12.14% of the total computa- 628
tional effort. 629
On the contrary, the SAS simulations with IPM and 630
CPM in THETA were conducted in 3.2 · 104 and 631
1.36·105 CPU-hours, respectively. Ten combustor res- 632
idence times were simulated with ∆t = 2.5 · 10−7s for 633
CPM, considering a significant amount of simulation 634
time for convergence with a residence time amounting 635
to 0.035s. This results in NCPM = 1.4 ·10
6 computed 636
time steps. Furthermore, due to the use of different 637
node architectures, the hybrid approach 3D FRPM- 638
CN is more than one order of magnitude faster than 639
the investigated direct approach. 640
However, 3D FRPM-CN lacks the possibility to ac- 641
count for thermoacoustic phenomena or the depiction 642
of the flow-instability as seen herein, which period- 643
ically influences the flame and results in a spectral 644
peak. 645
6 Conclusions 646
In the presented paper, a detailed comparison of a 647
hybrid and a direct approach for the simulation of 648
combustion acoustics in a laboratory scale combustor 649
featuring partially premixed, swirl stabilized combus- 650
tion was carried out. The hybrid method is based on 651
turbulent statistic quantities which were taken from 652
a steady RANS method. Experimental data for the 653
mean flow field and combustion as well as two SAS 654
simulations with different solvers were used for the 655
validation and performance evaluation of the hybrid 656
approach. Sound pressure spectra were compared to 657
experimental data and simulation results of a com- 658
pressible projection scheme (CPM) simulation. The 659
results of the presented work revealed that CFD- 660
RANS simulations provided a reasonable flow field 661
and temperature distribution by little computational 662
effort but were inferior to LES/URANS results, as ex- 663
pected. 664
The solution of an additional transport equation for 665
the temperature variance distribution on top of CFD- 666
RANS results with global chemistry modeling showed 667
good agreement with experimental data in terms of 668
peak values but showed discrepancies for the shape 669
of overall profiles. It was demonstrated that both, 3D 670
FRPM-CN with RANS and CPM with SST-SAS were 671
capable of reproducing absolute sound pressure levels 672
in the combustion chamber. 673
The hybrid method 3D FRPM-CN predicted the tur- 674
bulent combustion noise spectrum in good agreement 675
with experimental data in cases without strong ther- 676
moacoustics with efficient and robust models and is 677
therefore highly suitable as a tool for the design of 678
noise reduction measures in all kinds of technically 679
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(a) RANS, k-ω-SST.
(b) IPM, k-ω-SST SAS.
(c) CPM, k-ω-SST SAS.
Figure 17: Estimation of sound source location
according to Eqn. (39) in the combustion chamber,
based on CFD RANS, IPM and CPM k-ω-SST-SAS
simulation data.
relevant combustion noise related applications.680
3D FRPM-CN performed efficiently compared to the681
compressible, direct simulation. In the context of the682
herein treated laboratory scale combustor, 3D FRPM-683
CN computational costs were in the range of one order684
of magnitude lower. In addition to that, two aspects685
have to be taken into account: The overall computa-686
tional effort emerged from a relatively small simula-687
tion time-step, which was in this case determined by688
the spatial discretization of the combustor geometry689
and the local Mach number. Furthermore, unsteady690
CFD simulations need the simulation of several resi-691
dence times for convergence only, while 3D FRPM-CN692
can be monitored from a much earlier point. 693
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