Subcellular localization for Gram Positive and Gram Negative Bacterial Proteins using Linear Interpolation Smoothing Model by Saini, Harsh et al.
Journal of Theoretical Biology 386 (2015) 25–33Contents lists available at ScienceDirectJournal of Theoretical Biologyhttp://d
0022-51
n Corr
E-m
abdollah
alok.fj@journal homepage: www.elsevier.com/locate/yjtbiSubcellular localization for Gram positive and Gram negative bacterial
proteins using linear interpolation smoothing model
Harsh Saini a,n, Gaurav Raicar a, Abdollah Dehzangi b, Sunil Lal a, Alok Sharma a,b
a University of the South Paciﬁc, Fiji
b Grifﬁth University, AustraliaH I G H L I G H T S We introduce a novel classiﬁer, linear interpolation, for subcellular localization.
 Inspiration to use this technique came from natural language processing.
 The techniques tries to model dependencies between amino acids.
 We achieved good results on two bacterial datasets.a r t i c l e i n f o
Article history:
Received 22 March 2015
Received in revised form
10 July 2015
Accepted 14 August 2015
Available online 18 September 2015
Keywords:
Natural language processing
Hidden Markov models
Dependency models
Feature extractionx.doi.org/10.1016/j.jtbi.2015.08.020
93/& 2015 Elsevier Ltd. All rights reserved.
esponding author.
ail addresses: saini_h@usp.ac.fj (H. Saini), raic
.dehzangi@grifﬁthuni.edu.au (A. Dehzangi), l
gmail.com (A. Sharma).a b s t r a c t
Protein subcellular localization is an important topic in proteomics since it is related to a protein's overall
function, helps in the understanding of metabolic pathways, and in drug design and discovery. In this
paper, a basic approximation technique from natural language processing called the linear interpolation
smoothing model is applied for predicting protein subcellular localizations. The proposed approach
extracts features from syntactical information in protein sequences to build probabilistic proﬁles using
dependency models, which are used in linear interpolation to determine how likely is a sequence to
belong to a particular subcellular location. This technique builds a statistical model based on maximum
likelihood. It is able to deal effectively with high dimensionality that hinders other traditional classiﬁers
such as Support Vector Machines or k-Nearest Neighbours without sacriﬁcing performance. This
approach has been evaluated by predicting subcellular localizations of Gram positive and Gram negative
bacterial proteins.
& 2015 Elsevier Ltd. All rights reserved.1. Introduction
Subcellular localization of proteins is a very important research
topic in molecular cell biology and proteomics since it is closely
related to the protein's functions, metabolic pathways, signal
transduction and other biological processes within a cell (Briese-
meister et al., 2010; Imai and Nakai, 2010). Knowledge of a pro-
tein's subcellular localization also plays an important role in drug
discovery, drug design and biomedical research. Determination of
subcellular localizations experimentally is laborious, time-
consuming and, in some cases, experimental means toar_g@usp.ac.fj (G. Raicar),
al_s@usp.ac.fj (S. Lal),determine some subcellular localizations of proteins is difﬁcult
using ﬂuorescent microscopy imaging techniques (Mei et al.,
2011).
In recent years, there has been signiﬁcant progress in subcellular
localization predication using computational means. There are
approaches that extract features directly from the syntactical infor-
mation present in protein sequences such as amino acid composition
(AAC) (Tantoso and Li, 2008; Habib et al., 2008), N-terminus
sequences (Höglund et al., 2006) and pseudo-amino acid composi-
tion (PseAAC) (Chou, 2011). Some approaches use the evolutionary
information present in Position Speciﬁc Scoring Matrices (PSSM) to
extract features (Xiao et al., 2011b). Features can also be generated
from protein databases such as the annotations in Gene Ontology
(GO), functional domain information, and/or textual information
from the keywords in Swiss-Prot (Shen and Chou, 2010a, 2010b;
Chou and Shen, 2010a; Chou et al., 2012; Li et al., 2014). Moreover,
some researchers have utilized the information present in the
Table 1
Summary of Gram positive bacterial protein dataset
Subcellular location Number of samples
Cell membrane 174
Cell wall 18
Cytoplasm 208
Extracellular 123
Table 2
Summary of Gram negative bacterial protein dataset
Subcellular location Number of samples
Cell inner membrane 557
Cell outer membrane 124
Cytoplasm 410
Extracellular 133
Fimbrium 32
Flagellum 12
Nucleoid 8
Periplasm 180
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diction accuracy (Du and Li, 2006; Tantoso and Li, 2008). However,
most prevalent techniques are a hybrid collection of various features
to help identify discriminatory information for the classiﬁers to
obtain an improved prediction accuracy (Tantoso and Li, 2008; Shen
and Chou, 2010a, 2010b; Chou and Shen, 2010a; Chou et al., 2012;
Briesemeister et al., 2010; Chou, 2011).
In proteomics, frequencies or probabilities of occurrence for
amino acid subsequences in proteins have been used to exten-
sively model proteins. Some features that can be considered as
variants of such models include Amino Acid Composition (AAC)
(Ding and Dubchak, 2001), Pairwise Frequency (PF1) and Alternate
Pairwise Frequency (PF2) (Ghanty and Pal, 2009), bigram (Sharma
et al., 2013), k-separated bigrams (Saini et al., 2014, 2015), and
trigram (Paliwal et al., 2014). Although such models have been
rigorously studied by researchers, they have mostly considered the
probability distribution as an extracted feature for classiﬁcation
via means of another classiﬁer such as Bayesian Classiﬁers, Arti-
ﬁcial Neural Networks and Support Vector Machines (Saini et al.,
2014; Sharma et al., 2013; Paliwal et al., 2014; Ghanty and Pal,
2009; Ding and Dubchak, 2001; Höglund et al., 2006).
Such probability models are also prevalent in other ﬁelds of
study such as natural language processing (NLP), however, they
have been deployed in a completely different manner. Instead of
considering these models as features for input into other classiﬁers
such as Support Vector Machines (SVM) or k-Nearest Neighbours
(kNN), they are considered probabilistic dependency models that
determine the likelihood of a protein belonging to a subcellular
location. In this research, the linear interpolation smoothing
model is proposed which extracts features using syntactical
information from the protein sequences for predicting protein
subcellular localizations. This approach is a basic approximation
technique in NLP and its concepts have been applied in proteomics
for this study. Linear interpolation builds probabilistic proﬁles for
proteins based on the frequency information of amino acid sub-
sequences extracted from proteins to perform subcellular locali-
zation. These probabilistic proﬁles may be following the inde-
pendent or dependent model based on the probabilities being
extracted. In this paper, the application of linear interpolation in
proteomics is investigated and its ability to predict subcellular
localizations of Gram positive and Gram negative bacterial pro-
teins is analyzed.2. Materials
For the purposes of comparison and benchmarking, publically
available Gram positive and Gram negative bacterial protein
databases were used. These databases have been widely used by
researchers in recent literature (Dehzangi et al., 2014; Shen and
Chou, 2010b; Pacharawongsakda and Theeramunkong, 2013;
Huang and Yuan, 2013).2.1. Gram positive dataset
This dataset comprises Gram positive bacterial proteins that
contains both singleplex and multiplex proteins, which cover four
subcellular locations. It contains 519 unique proteins where 515
proteins belong only to one location and 4 proteins belong to two
locations. Similarly, it also has a pairwise sequence similarity
threshold of 25% (Shen and Chou, 2010b). The details of the Gram
positive dataset are provided in Table 1.2.2. Gram negative dataset
In this dataset, Gram negative bacterial proteins covering eight
subcellular locations are collected. It contains 1392 unique pro-
teins where 1328 proteins belong only to one location and 64
proteins belong to two locations. Similarly, it also has a pairwise
sequence similarity cut-off of 25% (Xiao et al., 2011b). The details
of the Gram negative dataset are provided in Table 2.3. Method
Linear interpolation is a backoff model (Schölkopf et al., 2004),
indicating that it aggregates information from different sub-
models to determine the likelihood of a protein belonging to a
particular class. It builds probabilistic proﬁles for proteins based
on the frequency information of amino acid subsequences
extracted from proteins to perform subcellular localization. In this
sense, linear interpolation is related to Hidden Markov Models
(HMMs) and uses the Markov assumptions to build probabilistic
proﬁles of varying dependencies for proteins, which are later used
in this technique to determine the probability of a protein for
belonging to a particular subcellular location (Caragea et al., 2010;
Murphy and Bar-Joseph, 2011).
These probabilistic proﬁles are similar to amino acid sub-
sequence models that are prevalent in the literature, however,
their application in linear interpolation is completely different
than those previously published. Additionally, there is an absence
of techniques, in the literature, that aggregate information from
various probabilistic models to form a consolidated prediction
model. In this scheme, linear interpolation, an approach novel to
proteomics, is used to consolidate information from dependent
and independent probability distributions to identify the max-
imum likelihood of a query protein for belonging to a subcellular
location.
3.1. Algorithm
Computationally, protein sequences and natural languages
share many similarities. They both are ambiguous (similar struc-
tures can have different meanings), can be very large, are con-
stantly changing, and are constructed by a combination of
underlying set of constructs, amino acids for protein sequences
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the applicability of some basic techniques that are prevalent in
NLP for the ﬁeld of proteomics.
Linear interpolation builds upon probabilistic models of vary-
ing dependencies from amino acid subsequences whereby it
consolidates the information from these models in an approach
known as backoff. For clarity, a model of the probability distribu-
tion that is dependent on n previous amino acids in the sequence
is called the nth probabilistic model (model n, for short). Addi-
tionally, it can be noted that Model n¼0 is the independent model,
since it is not dependent on any other amino acid in the sequence.
The probabilistic models studied in this research can be deﬁned as
a Markov Chain of order n. With respect to Markov chains of order
n, the probability of an amino acid ai depends only on the
immediately n preceding amino acids and not on any other amino
acids. In this study, probabilistic models of n¼0, 1, 2 are examined
as is common with most linear interpolation implementations
in NLP.
Mathematically, probability distributions for models n¼0, 1,
2 have been deﬁned in Eqs. (1), (2) and (3) respectively. In the
equations, the function Count() represents a subroutine that
computes the frequency of occurrence of the selected amino acid
(s) and Count(n) represents the count of all amino acids present in
the sequences. ai represents one of the twenty naturally occurring
amino acids in protein samples (this, i¼ 1;2;…;20). P denotes the
probability of occurrence of an amino acid subsequence for a
particular location:
PðaiÞ ¼
CountðaiÞ
CountðnÞ ð1Þ
Pðai jai1Þ ¼
Countðai1; aiÞ
Countðai1Þ
ð2Þ
Pðai jai2; ai1Þ ¼
Countðai2; ai1; aiÞ
Countðai2; ai1Þ
ð3Þ
Once the probability distributions have been deﬁned, it is
possible to base all predictions from these models individually. In
order to compute the probability for a sequence of length N to
belong to a particular location, Pða1:NÞ, the factoring the chain rule
and then the appropriate Markov assumptions are applied. This
has been highlighted in Eqs. (4), (5) and (6) and they represent the
nth probabilistic models with dependencies of n¼0, 1, 2 respec-
tively:
Pða1:NÞ ¼ ∏
N
i ¼ 1
PðaiÞ ð4Þ
Pða1:NÞ ¼ ∏
N
i ¼ 2
Pðai jai1Þ ð5Þ
Pða1:NÞ ¼ ∏
N
i ¼ 3
Pðai jai2; ai1Þ ð6Þ
A major complication of these models is that the probabilities
extracted from the training data only provide a rough estimate of
the true probability distribution of amino acid subsequences.
There may be no representation for uncommon subsequences in
the training data, resulting in the probability of 0. This can nega-
tively affect the classiﬁcation since a zero probability will always
yield the resulting overall probability for that class as zero, which
may lead to misclassiﬁcation. Therefore, the model is adjusted so
that subsequences with a frequency count of zero are assigned a
small non-zero probability and this process of adjusting the
probability of low-frequency counts is called smoothing. In this
paper, smoothing is done by assigning a probability of 0.0001 to allzero probability subsequences and the probabilities of all other
subsequences were adjusted accordingly.
Linear interpolation builds upon these models and aggregates
the information present in these models. Subsequence occurrence
counts are estimated, but for any sequence that has a low (or zero)
count, the model backs off to n1 dependency model. In this
study, linear interpolation combines the probabilistic models with
dependencies of n¼0, 1, 2 and deﬁnes the consolidated probability
estimates as
P^ðai jai2; ai1Þ ¼ λ1  PðaiÞþλ2  Pðai jai1Þþλ3
 Pðai jai2; ai1Þ where λ1þλ2þλ3 ¼ 1 ð7Þ
It can be seen from Eq. (7) that linear interpolation actually
combines probability estimates by weighting the probabilities. λ
can be seen as a tuning parameter which determines the overall
performance of this model. Similarly, the probability for a
sequence of length N belonging to a particular location using linear
interpolation can be deﬁned as
Pða1:NÞ ¼ ∏
N
i ¼ 3
P^ ðai jai2; ai1Þ ð8Þ
From Eqs. (7) and (8), it can be seen that the linear interpola-
tion uses weighted probabilities from the previously discussed
probabilistic models and consolidates them to form a uniﬁed
probabilistic expression. This has been extended using Markov's
chain rule to compute the probability of a sequence to belong to a
particular subcellular location. However, since the resultant
probabilities and their products can be very small, the risk of
losing precision in ﬁxed point compute units is high. Therefore, Eq.
(8) has been modiﬁed to compute the sum of log 2 of the inter-
polated probabilities as shown below. A similar approach can be
applied to the models described previously in Eqs. (4)–(6) to avoid
losing precision on compute units:
Pða1:NÞ ¼
XN
i ¼ 3
log 2 P^ ðai jai2; ai1Þ ð9Þ
Lastly, it can be seen that if the sequences vary largely in
lengths, there arises a need to somehow normalize the resultant
probabilities. Normalization can be achieved by dividing the
resultant probabilities of the target proteins by their lengths as per
this equation:
Pnormða1:NÞ ¼
Pða1:NÞ
N
ð10Þ
As per the description of linear interpolation in the preceding
section, it should be noted that the number of protein sequences
does not relate to dependency value n. If the value of n¼0 then
that means we are basically extracting features considering
occurrence of amino acids in a protein sequence. If n¼1 then
features are extracted considering pairs or tuples of amino acids.
Similarly, if n¼2 then triplets of amino acids in a protein sequence
are considered. Therefore, the features are useful if the value of n is
less than the length of protein sequence. On the other hand, the
number of protein sequences has no inﬂuence on n (it is only the
length of protein sequence). Therefore, in this work we considered
maximum value of n to be 2 as the length of the smallest protein
sequence in the datasets is 50.
3.2. Optimizing λ
In this scheme, determining the optimal values for λ is key to
improving overall performance of linear interpolation because the
values for λ determine the weights which are used to aggregate
the probabilities from the probabilistic models with dependencies
of n¼0, 1, 2 in linear interpolation and, consequently, alter the
probabilities determined for a protein during prediction.
Table 3
A list of parameters for the Genetic Algorithm.
Parameter Value
GA objective Minimization
Number of generations 100
Population size 500
Crossover rate 0.8
Crossover function Two point crossover
Mutation function Adaptive feasible
Chromosome length 3
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values for the three λ scalars were chosen for the models, however,
this approach does not yield the best results possible using linear
interpolation. Moving onwards, the values for λ could be deter-
mined using researcher intuition and empirical analysis, however,
this approach has its shortcomings such as it is quite slow and
requires an extensive manual search, which proceeds by incre-
mentally increasing or decreasing λ until good results are
observed. Additionally, this approach does not ensure that optimal
values for λ will be discovered. Therefore, a meta-heuristic search
and optimization algorithm, the Genetic Algorithm (GA), was
chosen to apply optimization techniques to determine the optimal
values for λ heuristically. Although this approach has a higher
computational cost, the beneﬁts for a better prediction model
offset its costs.
GA emulates the biological process that leads to evolution
based on Charles Darwin's theory of natural selection (Goldberg
and Holland, 1988), which has been illustrated in Fig. 1. In this
ﬁgure, the various GA operators, selection, crossover and mutation,
are highlighted. Selection, primarily, deals with the selection of
individuals for the next generation based on the Darwinian theory
of natural selection and survival of the ﬁttest. Chromosomes which
have a higher ﬁtness value have a greater probability of con-
tribution to the next generation. Secondly, crossover operator
deals with interchanging of information present in parent chro-
mosomes to form the child chromosome. Lastly, mutation adds
minute random changes to the child chromosome, introducing
variation in the population.
In order to optimize λ, GA is provided with templates for
evaluating the solution, in the form of chromosomes C. These
chromosomes were encoded using real-values between the range
0rCir1, where Ci is the value for a particular gene in the chro-
mosome. The chromosomes had a length lenðCÞ ¼ 3 since λ con-
sists of λi where i¼1, 2, 3. Furthermore, during experimentation it
was observed that GA converged fairly quickly during evolution,Fig. 1. An illustration of the genetic algorithm and its processes.thus, small values for the generation limit and the population size
were needed in order to prevent over training.
To evaluate the ﬁtness of every chromosome, the ﬁtness func-
tion determines the accuracy during prediction by linear inter-
polation using the values of λ being processed. The objective of GA
was minimization during this experimentation, thus, the ﬁtness
function has to return a lower value for the chromosomes that
provide better results. There are a number of metrics that can be
used to determine the ﬁnal output of the ﬁtness function. For
instance, it is possible to calculate the speciﬁcity and/or the sen-
sitivity and return its reciprocal as the ﬁtness value. Since sensi-
tivity and speciﬁcity are of equal importance in classiﬁcation, the
ﬁtness function in this study returned the reciprocal of the means
of the sensitivity and speciﬁcity values. Additionally, the gene
values, Ci, were normalized to determine the values of λi prior to
the calculation of these metrics. The various parameters for GA
used during training and other phases of experimentation are
listed in Table 3.
It should be noted that λ values are calculated over the training
samples only using k-fold cross validation during training via GA.
The test samples are separated as shown in Fig. 2 and are not used
at any stage during parameter optimization. In all other stages of
the experiment, similar precautions have been enforced to ensureFig. 2. An illustration of the proposed scheme.
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samples.
3.3. Overall
In a nutshell, the scheme proposed in this research has been
illustrated in Fig. 2. Initially, protein sequences are processed to
extract the probability proﬁles for the dependency models of n¼0,
1, 2. Then, linear interpolation is applied to form a consolidated
prediction model based on these probabilities. In order to improve
performance, the weights used for backoff, λ, are optimized using
GA during the training phase as depicted. Once training is com-
pleted, the optimized λ values with linear interpolation are used
for subcellular localization of target proteins.4. Results
Authors in previous research have mainly used k-fold cross
validation or jackknife tests to report their results. Majority of the
experiments were conducted using the widely accepted k-fold
cross validation paradigm for k¼ 5;6;…;10. In order to gain sta-
tistical stability, the k-fold cross validation was repeated 100 times
using random sub-sampling. However, for better comparability,
jackknife tests were also conducted on linear interpolation. These
results are discussed and analysed in this section.
The performance of the proposed technique has been primarily
evaluated using two metrics, sensitivity and speciﬁcity. These
metrics were primarily evaluated using k-fold cross validation.Table 4
A summary for the performance of the various models for prediction studied in this
paper using the Gram positive bacterial dataset using k-fold cross validation for
k¼ 5;6;…;10.
Scheme k ¼ 5 k ¼ 6 k¼7 k¼8 k¼9 k ¼ 10
Model n¼0 Sensitivity 70.8 71.7 71.4 71.8 71.7 71.3
Speciﬁcity 83.6 83.8 83.7 83.8 83.6 84.0
AUC 77.2 77.4 77.5 77.6 77.6 77.8
Model n¼1 Sensitivity 73.0 75.4 74.2 74.3 73.4 74.6
Speciﬁcity 81.5 81.4 81.4 81.5 81.2 81.4
AUC 78.7 78.6 78.9 79.1 78.8 79.1
Model n¼2 Sensitivity 74.3 75.4 74.9 74.8 74.8 74.6
Speciﬁcity 82.0 82.2 81.6 82.3 82.3 82.4
AUC 78.1 78.5 78.5 78.5 78.8 78.8
LIP (Equal λ) Sensitivity 73.2 73.8 73.0 73.4 73.7 73.7
Speciﬁcity 83.5 83.6 83.6 83.6 83.4 83.7
AUC 78.9 78.9 79.1 79.1 79.0 79.1
LIP (Optimized λ) Sensitivity 73.4 73.4 73.9 74.1 74.7 74.9
Speciﬁcity 83.3 83.3 82.7 82.9 82.8 82.7
AUC 79.2 79.3 79.3 79.3 79.3 79.4
PSSMþmodel n¼0 Sensitivity 75.4 75.4 75.6 75.5 75.4 75.5
Speciﬁcity 83.8 83.9 83.8 84.0 84.0 83.9
AUC 79.0 79.0 79.3 79.2 79.2 79.1
PSSMþmodel n¼1 Sensitivity 80.3 80.4 80.4 80.4 80.5 80.2
Speciﬁcity 85.0 84.9 85.0 84.8 85.0 84.9
AUC 81.5 81.5 81.6 81.6 81.8 81.7
PSSMþmodel n¼2 Sensitivity 78.8 79.1 79.1 79.4 78.9 79.3
Speciﬁcity 83.5 83.5 83.5 83.6 83.6 83.4
AUC 81.2 81.1 81.2 81.5 81.2 81.5
PSSMþLIP (Equal λ) Sensitivity 79.4 80.1 79.9 80.2 80.0 80.4
Speciﬁcity 84.6 84.5 84.3 84.5 84.5 84.3
AUC 81.5 81.5 81.5 81.6 81.7 81.7
PSSMþLIP (Optimized
λ)
Sensitivity 80.2 80.3 80.3 80.4 80.5 80.7
Speciﬁcity 84.9 84.9 84.8 84.8 84.8 84.9
AUC 81.6 81.7 81.7 81.8 82.0 81.9Mathematically, sensitivity and speciﬁcity have been described in
Eqs. (11) and (12) respectively shown below. In these equations, TP
represents the number of samples predicted as positive that
belong to the positive class, FP represents the number of samples
predicted incorrectly as positive that belong to the negative class,
TN represents the number of samples as negative that belong to
the negative class, and FN represents the number of samples
predicted incorrectly as negative that belong to the positive class.
Furthermore, area under the curve of receiver operating char-
acteristic (AUC) curve has also been reported to show a single
value ﬁgure to highlight the performance:
Sensitivity¼ TP=ðTPþFPÞ ð11Þ
Specificity¼ TN=ðTNþFNÞ ð12Þ
The performance of probabilistic models with varying depen-
dencies and linear interpolation has been compared and dis-
cussed. Although the main concern of this paper is linear inter-
polation, it was also deemed prudent to show the results achieved
using the various models for purposes of comparison. Additionally,
since λ signiﬁcantly affects the performance of linear interpolation,
a brief comparison of linear interpolation with unoptimized and
GA optimized λ values was also necessary.
The results observed while performing k-fold cross validation
have been summarized in Tables 4 and 5 for the Gram positive and
Gram negative dataset respectively. In the tables, linear inter-
polation has been abbreviated as LIP and model n speciﬁes the
probabilistic models with dependency n. Since linear interpolation
and its underlying models build the protein proﬁles by computing
probabilities of amino acid subsequence occurrences, it is possibleTable 5
A summary for the performance of the various models for prediction studied in this
paper using the Gram negative bacterial dataset using k-fold cross validation for
k¼ 5;6;…;10.
Scheme k¼5 k¼6 k¼7 k¼8 k¼9 k¼10
Model n¼0 Sensitivity 80.3 80.0 80.7 80.4 79.6 80.2
Speciﬁcity 84.4 84.3 84.4 84.3 84.3 84.3
AUC 82.3 82.3 82.4 82.3 82.3 82.2
Model n¼1 Sensitivity 84.7 84.5 85.2 85.0 85.1 85.3
Speciﬁcity 77.9 77.7 77.6 77.6 77.7 77.5
AUC 79.9 79.9 80.1 80.2 80.2 80.4
Model n¼2 Sensitivity 86.1 85.2 83.5 85.8 85.8 86.2
Speciﬁcity 72.5 72.3 72.1 72.0 71.9 71.8
AUC 78.8 78.6 78.5 78.8 78.8 79.0
LIP (Equal λ) Sensitivity 84.1 84.5 83.6 84.2 83.6 84.8
Speciﬁcity 79.4 79.3 79.1 79.1 79.1 78.9
AUC 81.8 81.9 82.1 82.2 82.2 82.1
LIP (Optimized λ) Sensitivity 82.5 80.9 82.1 82.0 81.5 83.0
Speciﬁcity 82.1 82.1 82.7 82.3 82.4 81.3
AUC 82.7 82.5 82.7 83.0 82.9 83.1
PSSMþmodel n¼0 Sensitivity 79.0 78.7 79.0 78.9 78.9 79.0
Speciﬁcity 86.4 86.4 86.4 86.4 86.4 86.4
AUC 82.7 82.7 82.7 82.7 82.6 82.6
PSSMþmodel n¼1 Sensitivity 84.7 84.4 85.0 84.9 85.1 85.0
Speciﬁcity 84.3 84.2 84.1 84.1 84.1 84.1
AUC 81.5 81.7 81.7 81.6 81.6 81.7
PSSMþmodel n¼2 Sensitivity 82.0 82.3 82.3 83.1 83.4 83.3
Speciﬁcity 84.9 84.7 84.6 84.5 84.4 84.5
AUC 83.4 83.8 83.7 83.7 83.8 83.9
PSSMþLIP (Equal λ) Sensitivity 82.5 82.5 82.7 83.5 83.5 83.5
Speciﬁcity 86.2 86.1 86.0 85.9 85.9 85.9
AUC 83.2 83.4 83.2 83.3 83.4 83.5
PSSMþLIP (Optimized λ) Sensitivity 84.8 84.8 84.9 85.3 85.5 85.9
Speciﬁcity 86.1 85.9 85.8 85.7 85.7 85.7
AUC 83.9 84.2 84.2 84.4 84.4 84.6
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prediction model by the means of computing consensus and using
the consensus sequence to perform the computations rather than
the raw sequences. For the tables displaying results, a preﬁx of
PSSMþ indicates that the model builds protein proﬁles afterTable 6
Results from the jackknife test performed on Gram positive bac-
terial protein dataset.
Subcellular location Accuracy
Cell membrane 114=174¼ 65:5%
Cell wall 16=18¼ 88:9%
Cytoplasm 194=208¼ 93:3%
Extracellular 95=123¼ 77:2%
Overall 419=523¼ 80:1%
Table 7
Results from the jackknife test performed on Gram negative bac-
terial protein dataset.
Subcellular location Accuracy
Cell inner membrane 474=557¼ 85:1%
Cell outer membrane 84=124¼ 67:7%
Cytoplasm 375=410¼ 91:5%
Extracellular 95=133¼ 71:4%
Fimbrium 30=32¼ 93:8%
Flagellum 12=12¼ 100:0%
Nucleoid 7=8¼ 87:5%
Periplasm 137=180¼ 76:1%
Overall 1214=1456¼ 83:4%
Table 8
A detailed comparison of the various models studied using 10-fold cross validation on
Scheme Locations
Cell membrane
Model n¼0 Sensitivity 59.9
Speciﬁcity 87.4
AUC 73.1
Model n¼1 Sensitivity 57.2
Speciﬁcity 94.0
AUC 74.9
Model n¼2 Sensitivity 68.8
Speciﬁcity 88.3
AUC 78.3
LIP (Equal λ) Sensitivity 61.1
Speciﬁcity 91.7
AUC 75.3
LIP (Optimized λ) Sensitivity 67.1
Speciﬁcity 92.1
AUC 76.5
PSSMþmodel n¼0 Sensitivity 68.0
Speciﬁcity 82.2
AUC 76.3
PSSMþmodel n¼1 Sensitivity 62.8
Speciﬁcity 91.0
AUC 77.8
PSSMþmodel n¼2 Sensitivity 71.4
Speciﬁcity 82.2
AUC 76.9
PSSMþLIP (Equal λ) Sensitivity 67.9
Speciﬁcity 85.8
AUC 77.3
PSSMþLIP (Optimized λ) Sensitivity 67.2
Speciﬁcity 87.9
AUC 77.2computing consensus rather than directly using the raw amino
acid sequence.
Probabilistic models for dependencies n¼0, 1, 2 individually,
linear interpolation with equal values for λ (λi ¼ 13) and linear
interpolation with optimized λ values using GA have been com-
pared. Upon referring to the results for the Gram positive dataset
displayed in Table 5, it can be noted that linear interpolation with
optimized values for λ outperformed other schemes in cross
validation for all values of k.
Since sensitivity and speciﬁcity are equally important in any
classiﬁcation task, high values for both metrics indicate a well
balanced prediction model. The other models, especially linear
interpolation with equal weights, display high values for a metric,
however, they have lower performance for the other metric.
Additionally, an observation that can be noted is that the techni-
ques which have evolutionary information added via consensus
perform slightly better than those without. In the case of linear
interpolation, optimizing values of λ instead of using equal values
for λ leads to a signiﬁcant difference in the overall performance.
The results observed for the Gram negative dataset are also
similar and linear interpolation with optimized λ performs better
than other models. The other models display results that are much
closer to those noted for linear interpolation. Similarly, computing
features on consensus sequences has slight improvements
although they are not as signiﬁcant as they were in Gram positive
dataset.
For a more detailed analysis of the results, the results obtained
for each subcellular location in the datasets are reported in
Tables 8 and 9 using 10-fold cross validation. These results high-
light the previously stated facts that adding evolutionaryGram positive bacterial dataset.
Cell wall Cytoplasm Extracellular Overall
69.4 80.2 75.6 71.3
85.2 75.9 87.5 84.0
78.8 78.8 80.3 77.8
77.8 90.0 73.6 74.6
74.2 69.5 87.9 81.4
79.1 81.4 81.0 79.1
75.0 83.9 70.5 74.6
76.1 80.4 84.9 82.4
77.0 81.8 78.0 78.8
73.6 87.0 73.2 73.7
79.0 76.4 87.5 83.7
79.0 81.4 80.5 79.1
77.8 83.5 71.1 74.9
76.6 74.9 87.3 82.7
78.3 82.2 80.5 79.4
71.4 88.2 74.5 75.5
87.7 76.8 88.9 83.9
76.8 81.6 81.9 79.1
88.1 92.3 77.8 80.2
81.6 79.3 87.8 84.9
79.7 85.8 83.4 81.7
84.2 92.0 69.6 79.3
83.9 79.5 88.2 83.4
84.1 85.7 79.2 81.5
87.2 92.1 74.3 80.4
83.8 79.2 88.6 84.3
82.0 85.7 82.0 81.7
87.3 91.9 76.3 80.7
83.4 79.8 88.3 84.9
82.3 85.6 82.4 81.9
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at every subcellular location in both the datasets. The other
models also exhibit good performance, however, linear inter-
polation with optimized λ is clearly dominant. The distribution of
sensitivity and speciﬁcity values are also quite balanced indicating
that the results are not skewed in either direction due to a dis-
proportionate distribution of these metrics.
For better comparability, the results obtained by performing
jackknife tests using linear interpolation with optimized values for
λ have been reported in Tables 6 and 7. Jackknife test was not
performed on the other models due to its computational costs and
also since the main focus of this study is to highlight the applic-
ability of linear interpolation and not its encompassing models. It
should be noted that these results are computed after computing
consensus on the raw sequences. From the results, it can be seen
that the performance of linear interpolation is quite steady and the
results obtained from k-fold cross validation and jackknife test are
similar. There is high accuracy shown for both the datasets and
results for all the locations in the datasets are relatively balanced.5. Discussion
Since amino acids in a protein sequence are linked to each
other (in other words, dependent on each other), we believe that
features which incorporate this information could be useful. In this
paper, we have introduced a technique which explores depen-
dency information of amino acids in a protein sequence, and found
useful results.Table 9
A detailed comparison of the various models for prediction studied using 10-fold cross
Scheme Locations
Cell inner membrane Cell outer membrane C
Model n¼0 Sensitivity 76.3 70.8 9
Speciﬁcity 91.3 85.8 7
AUC 83.7 78.3 8
Model n¼1 Sensitivity 73.4 87.3 9
Speciﬁcity 96.8 69.7 7
AUC 85.4 79.4 8
Model n¼2 Sensitivity 79.4 84.3 8
Speciﬁcity 91.3 71.6 7
AUC 85.1 78.2 8
LIP (Equal λ) Sensitivity 76.3 81.3 9
Speciﬁcity 94.5 76.0 7
AUC 85.0 78.6 8
LIP (Optimized λ) Sensitivity 76.5 75.6 9
Speciﬁcity 92.7 81.1 7
AUC 85.7 79.5 8
PSSMþmodel n¼0 Sensitivity 79.7 64.5 9
Speciﬁcity 88.5 90.4 7
AUC 84.1 77.5 8
PSSMþmodel n¼1 Sensitivity 77.6 81.2 9
Speciﬁcity 93.6 79.2 7
AUC 85.7 79.4 8
PSSMþmodel n¼2 Sensitivity 85.0 67.6 9
Speciﬁcity 85.2 86.9 8
AUC 85.2 77.2 8
PSSMþLIP (Equal λ) Sensitivity 81.7 68.7 9
Speciﬁcity 89.9 86.7 7
AUC 85.7 77.8 8
PSSMþLIP (Optimized λ) Sensitivity 81.8 81.0 9
Speciﬁcity 89.4 86.9 7
AUC 86.0 77.5 8The proposed technique builds probabilistic models on primary
protein sequences. It utilizes only syntactical and evolutionary
information of proteins and, therefore, we gauge the performance
of our method with the methods which are mainly based on
structural and evolutionary information. This would give a relative
measure of performance for the proposed technique when com-
paring with similar methods.
The results obtained in this study perform on par or better than
most of the recently proposed techniques in the literature (Huang
and Yuan, 2013; Pacharawongsakda and Theeramunkong, 2013;
Chou and Shen, 2008; Dehzangi et al., 2014) for Gram negative
bacterial proteins, however, the results are slightly inferior for
Gram positive bacterial proteins. Since the proposed technique is a
learning method that only utilizes syntactical and evolutionary
information, we can only compare this strategy with similar work.
There are some techniques that have been proposed recently in
the literature, however, these techniques incorporate functional
domains and gene ontology information (Chou and Shen, 2010b;
Xiao et al., 2011a). It is in general time consuming for newly
extracted proteins to annotate and record in such a large database,
therefore, it may not be possible to use such techniques for pre-
dicting the subcellular localization of these proteins.
Nonetheless, incorporating functional information and gene
ontology information will signiﬁcantly improve the performance.
The proposed technique builds probabilistic models on the pri-
mary protein structure only, therefore, does not rely on functional
information. A comparison of reported sensitivity and speciﬁcity
values for Gram positive and Gram negative datasets that have
been recently published are shown in Table 10.validation using the Gram negative bacterial dataset.
ytoplasm Extracellular Fimbrium Flagellum Nucleoid Periplasm Overall
0.2 76.5 81.3 93.7 75.0 77.8 80.2
4.1 81.9 87.4 93.8 88.8 71.4 84.3
2.3 79.1 83.8 93.3 82.3 74.6 82.2
1.8 87.0 87.5 100.0 75.0 80.3 85.3
1.6 73.9 82.5 72.7 83.6 69.4 77.5
2.4 79.5 86.0 96.8 59.5 74.4 80.4
7.2 89.8 96.9 100.0 81.3 70.6 86.2
6.2 69.2 63.2 54.1 68.5 80.6 71.8
2.1 79.4 79.9 76.7 74.7 75.6 79.0
0.3 86.8 90.6 100.0 78.1 75.0 84.8
4.9 73.5 79.6 77.6 79.5 75.9 78.9
2.6 79.4 85.6 95.7 75.3 74.7 82.1
0.1 81.6 85.9 100.0 78.1 76.5 83.0
4.7 77.7 82.6 84.0 84.1 73.4 81.3
2.9 80.1 87.8 94.4 79.5 75.2 83.1
0.4 71.9 81.3 100.0 65.0 78.9 79.0
4.7 87.3 91.8 97.2 90.5 71.0 86.4
2.6 79.9 86.5 98.5 76.8 75.1 82.6
1.5 80.6 88.8 100.0 85.0 75.6 85.0
6.9 84.9 89.8 90.0 81.1 77.0 84.1
4.7 83.5 86.2 98.2 59.4 76.6 81.7
1.1 71.6 95.0 100.0 81.3 75.3 83.3
0.1 86.8 86.9 89.5 80.1 80.1 84.5
5.7 79.2 90.5 94.7 80.8 77.7 83.9
1.5 74.5 90.6 100.0 83.1 77.4 83.5
8.5 86.8 89.4 93.5 84.6 77.9 85.9
5.1 81.1 89.0 97.5 74.6 77.0 83.5
1.3 77.3 90.5 100.0 83.6 76.9 85.3
8.3 86.7 89.5 93.1 84.7 77.2 85.7
5.1 81.4 91.1 98.1 80.4 77.2 84.6
Table 10
A comparison of recently published results for Gram positive and Gram negative
datasets.
Scheme Reported results
Gram Positive Gram Negative
5-fold 10-fold 5-fold 10-fold
Pacharawongsakda and Theeramunkong
(2013)
– – – 73.2%
Huang and Yuan (2013) 80.4% – – -
Dehzangi et al. (2014) – 83.6% – 76.6%
This paper 80:2% 80:7% 84:8% 85:9%
H. Saini et al. / Journal of Theoretical Biology 386 (2015) 25–3332Although linear interpolation displays reasonable results, there
is scope for further improvement. This paper is aimed at intro-
ducing the possibility of applying a basic natural language pro-
cessing technique in the ﬁeld of proteomics. There are numerous
possibilities that can be explored to improve the performance of
linear interpolation, which have been highlighted in the Conclu-
sion section.
Linear interpolation can be categorized as a maximum like-
lihood technique since it predicts the class of a sample based on
the computed probabilities. In essence, it determines class labels
by the highest computed probability (Schölkopf et al., 2004). This
allows linear interpolation to be quite robust and modular, and it is
relatively easier to extend this technique without signiﬁcantly
increasing the computational cost. For instance, in this study,
probabilistic models with dependencies (of up to n¼2) have been
discussed, however, the technique can be easily modiﬁed to
include higher order dependency models to proﬁle proteins.
Although there is an additional computation involved in com-
puting the frequencies of the amino acid subsequences, the pre-
diction process itself does not experience any drastic increases in
computational cost since it is simply the maximum of cumulative
sums of probabilities of the various dependency models. Con-
ventional classiﬁers (like SVM) have drastic effect in performance
when the dimensionality is increased (which increases the com-
putational cost). However, linear interpolation is able to deal with
high dimensionality problems since after forming the dependency
models, classiﬁcation occurs by simply summing up the prob-
abilities of these models and selecting the class with the greatest
probability. For instance, dependency model n¼0 has 20 unique
probabilities per class, n¼1 has 400 unique probabilities per class
and n¼2 has 8000 unique probabilities per class. This stage, when
computing the probabilities, can be seen as a feature extraction
task, which has a computational complexity of Oð20nþ1Þ. However,
when computing the likelihood of a query sample (the classiﬁca-
tion stage) belonging to a particular subcellular location, every
model computes a sum that represents the overall probability of
that sample belonging to that particular location, which has the
computational complexity of O(n).6. Conclusion
It has been shown in this work that there is signiﬁcant
potential for linear interpolation in protein subcellular localization.
The proposed method has shown reasonable results for both Gram
positive and Gram negative bacterial proteins. Currently, we are
working on providing the relevant code as part of an open source
library for public use.
Furthermore, it may be possible to further improve the results
if optimization of λ is done using some other optimization tech-
niques. Currently, GA allows for global optimization, however, it isdifﬁcult to ﬁne-tune or ﬁnd the local optima in the global search
space using GA. However, if a local optimization algorithmwith GA
is used, such as simulated annealing or even artiﬁcial neural net-
works, the performance of the proposed technique could be
improved.
Additionally, since the dimensionality of this approach is
”independent” of the depth of underlying dependency models at
the classiﬁcation stage, it is possible to explore the effects of
increasing the order of dependencies n. The computational cost of
increasing n can be offset by an increase in the classiﬁer
performance.
Lastly, the discussed technique builds the dependency models
using amino acid occurrence frequencies from either the raw
primary sequences or after taking consensus. However, these
dependency models can be built directly from the information
present in PSSM, and this approach can be explored to investigate
if it leads to any improvements in prediction.References
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