Given a one-sided subshift X on a finite alphabet, we consider the semigroup S X = L X ∪ {0}, where L X is the language of X , equipped with the multiplication operation given by concatenation, when allowed, and set to vanish otherwise. We then study the inverse hull H(S X ), relating it with C*-algebras that have been discussed in the literature in association with subshifts.
that if a semigroup S with 0 is 0-left cancellative, meaning that (like in an integral domain) xy = xz = 0 implies y = z, then one can associate a natural inverse semigroup H(S) to S, called its inverse hull, which generalizes the constructions commonly used for left cancellative semigroups and categories. Moreover, the semigroup S X coming from a subshift is 0-cancellative (it satisfies the cancellation condition on both sides) and so we can build the desired inverse semigroup.
We should point out that, for left-cancellative semigroups (without zero), the inverse hull has already been considered in relation to C*-algebras by X. Li [16: Chapter 5] , this being in fact a significant source of inspiration for our work both in [22] and in the present paper. In relation to Li's work, the main difficulty we face here is related to the fact that our semigroups are allowed to have zero (a crucial requirement if one is to include language semigroups), and hence left-cancellativity never holds. We must therefore make do with the weaker assumption of 0-left-cancellativity.
It turns out that the universal groupoid of the inverse hull H(S X ) of S X has a number of natural closed invariant subspaces. Previous to our work, the so-called tight spectrum (see [20] ) has been the most important invariant subspace of the universal groupoid of an inverse semigroup. But it turns out that the tight groupoid of H(S X ) leads to an algebra that has not yet been studied. The Carlsen-Matsumoto algebra O X comes from considering the reduction to a closed invariant subspace of the tight spectrum coming from the closure of the ultrafilters corresponding to infinite words in the shift. The Matsumoto algebra comes from a larger closed invariant subspace, which is incomparable with the tight spectrum, that we call the essentially tight spectrum.
One advantage of using the inverse semigroup approach is that one easily checks that H(S X ) is a strongly 0-E-unitary inverse semigroup with universal group the free group. The general machinery of [45] then gives you for free that the C * -algebra is a partial crossed product of the free group with a commutative C * -algebra. Moreover, there is a natural way to define an analogue of the shift on the full spectrum of H(S X ), which can then be used to identify the universal groupoid with a Deaconu-Renault groupoid, yielding amenability for this groupoid and all its reductions. In fact, we show more generally that for a class of free group partial actions, called semi-saturated and orthogonal, the corresponding partial transformation groupoid is always a Deaconu-Renault groupoid, which may be of interest in its own right.
The systematic approach via 0-left-cancellative semigroups also leaves open the possibility of studying higher rank shift spaces, built from forbidding patterns in higher rank graphs.
Some of the main results given here were announced in [21] .
Essentially tight representations.
Let, for the time being, E be a semilattice with zero and let Ω be any set. Also let π : E → P(Ω) be a representation of E in the Boolean algebra P(Ω) formed by all subsets of Ω. Recall from [20: 11.6 ] that π is said to be tight if, for every finite subsets X, Y ⊆ E, and for every finite cover Z for E X,Y := {z ∈ E : z ≤ x, ∀x ∈ X, and z ⊥ y, ∀y ∈ Y }, one has that Notice that, according to the definition of covers [20: 11.5] , one has that Z ⊆ E X,Y , so if follows from [20: 11.3] as the defect set relative to the cover Z of E X,Y , so that tightness means that all possible defect sets are empty.
Proof. Let ϕ be any π-essentially tight character. Since ϕ is nonzero, it satisfies condition (i) of [20: Lemma 11.7] so, in order to prove that ϕ is tight, it suffices to verify the simplified tightness condition of [20: Proposition 11.8] . We thus pick x in E, and a finite covering {y 1 , y 2 , . . . , y n } of x, and our task is to prove that
ϕ(y i ).
(2.5.1)
By the essential tightness of π, the defect set
is finite and consequently
q π(y i ) , so (2.5.1) follows from the π-essential tightness of ϕ.
We would now like to prove the converse of the above result, but there are issues we need to discuss first. The main outstanding question is whether or not the simplified tightness condition of [20: Proposition 11.8 ] is enough to check tightness of q • π.
Since the proof of the simplified condition is already within reach, let us tackle it now, postponing the question of essential tightness of π for a while.
2.6. Lemma. Let E be a semilattice and let π be a representation of E on a set Ω. Suppose that every π-essentially tight character on E is tight. Then, for every x in E, and for every finite covering {y 1 , y 2 , . . . , y n } of x, one has that q π(x) = n i=1 q π(y i ) .
Proof. Suppose by way of contradiction that the equality displayed above is false, whence the defect set
is infinite. Since D is not in P fin (Ω), it follows that q(D) is nonzero, so there exists a character χ of Q(Ω), preserving meets and joins, such that χ q(D) = 1.
Considering the composition
notice that all arrows involved are semilattice homomorphisms, and hence so is ϕ. In order for ϕ to qualify as a character we must only show that ϕ is nonzero, but this follows from the fact that D ⊆ π(x), and hence ϕ(x) = χ(q π(x)) ≥ χ q D) = 1.
We next claim that ϕ is π-essentially tight. For this, suppose that z, w 1 , . . . , w n are elements of E such that q π(z) = n i=1 q π(w i ) . Because χ preserves joins we deduce that
ϕ(w i ), thus proving that ϕ is indeed π-essentially tight.
The hypothesis therefore implies that ϕ is tight, but we will reach a contradiction by showing that this is not so, hence concluding the proof of the statement.
Observing that D ∩ π(y i ) = ∅, for all i, we have that 0 = χ q(D ∩ π(y i )) = χ q D χ q π(y i ) = ϕ(y i ), so n i=1 ϕ(y i ) = 0, but since ϕ(x) = 1, as shown above, we see that ϕ fails to verify the tightness condition relative to the cover {y 1 , y 2 , . . . , y n } of x. This concludes the proof.
Adding a few assumptions to our representation π, we may now obtain a necessary and sufficient condition for essential tightness.
2.7. Proposition. Let E be a semilattice and let π be a representation of E on a set Ω. Suppose that at least one of the following two conditions hold:
(a) there is a finite subset {x 1 , . . . , x n } ⊆ E, such that Ω \ n i=1 π(x i ) is finite, or (b) E admits no finite cover.
Then the following are equivalent: (i) π is an essentially tight representation, (ii) every π-essentially tight character on E is tight.
Proof. That (i) ⇒ (ii) is precisely the content of (2.5), while the converse follows immediately from [20: Proposition 11.8] and (2.6).
It is our next main goal in this section to study 0-left-cancellative semigroups S for which the subsemilattice E(S) ⊆ P(S ′ ) is essentially tight.
2.8. Lemma. Let S be a 0-left-cancellative semigroup admitting least common multiples and let ℓ be a homogeneous [22: 13.2 .ii] N -valued length function for S, where N is a given totally ordered set. Given X in E(S), let {Y 1 , Y 2 , . . . , Y n } be a cover for X. Then there exists some n 0 in N such that
where the interior of X is defined byX = {s ∈ X : ∃p ∈ S, sp ∈ X}.
Proof. By [22: 7.13] we may write X = uF Λ , where Λ is a finite subset ofS, with Λ ∩ S = ∅, and u ∈ Λ. In addition, since each Y i ⊆ X, we may use [22: 7.15 ] to write Y i = ux i F ∆i , where each ∆ i is a finite subset of S, each x i is inS, and Λx i ⊆ ∆ i . Setting m 0 = max 1≤i≤n ℓ(x i ), let A = {t ∈ F u : ℓ(t) ≤ m 0 }, so that A is evidently a bounded subset of F u , and hence uA is bounded because ℓ is homogeneous. Therefore there is some n 0 in N such that ℓ(ut) ≤ n 0 , for every t in A.
Picking any s inX, with ℓ(s) > n 0 , we will conclude the proof by showing that s lies in n i=1 Y i . Given that X = uF Λ , we may write s = ur, with r ∈ F Λ . Notice that ℓ(r) > m 0 , since otherwise r would lie in A, and this would imply that ℓ(s) = ℓ(ur) ≤ n 0 . We next claim that
In order to see this, choose p in S such that sp ∈ X, and write sp = uq, for some q in F Λ . We then have that uq = sp = urp, whence q = rp, and then for every t in Λ, 0 = tq = trp, proving that p ∈ F Λr , and verifying our claim. It then follows that urF Λr is a nonempty subset of X. Since {Y 1 , Y 2 , . . . , Y n } covers X, there is some i such that urF Λr intersects Y i . So, picking t in urF Λr ∩ Y i , we may write t = urx = ux i y, with x ∈ F Λr , and y ∈ F ∆i . This implies that rx = x i y, so x i | rx, and since
we have that x i | r. Consequently we may write r = x i z, for some z in S, and then
so zx = y ∈ F ∆i . Since F ∆i is easily seen to be hereditary with respect to the division relation, we see that z ∈ F ∆i , as well, whence
This concludes the proof.
2.9. Definition. We will say that an N -valued length function ℓ is locally finite provided
is a finite set for every n ∈ N .
The following is the achievement of the goal we set ourselves earlier.
2.10. Theorem. Let S be a 0-left-cancellative semigroup admitting least common multiples and suppose that: (i) S possesses a locally finite, homogeneous length function ℓ, (ii) there is a finite collection s 1 , s 2 , . . . , s n of elements of S such that
of every constructible set X is finite.
Then E(S) is an essentially tight sub-semilattice of P(S ′ ).
Proof. Considering the ideal P fin (S ′ ) of P(S ′ ) formed by all finite subsets, we must prove that the composition
is tight, where the arrow in the left-hand-side is the inclusion map, and the right-hand-side arrow is the quotient map. By (ii) one has that β satisfies [20: 11.7 .i], so we may use [20: 11.8 ] to reduce our task to proving that
whenever X ∈ E(S), and {Z 1 , Z 2 , . . . , Z n } is a cover for X. Employing (2.8), let n 0 be such that
so the corresponding defect set satisfies
which is a finite set because ∂X is finite and ℓ is locally finite. This evidently implies (2.10.1), so the proof is concluded.
Subshift semigroups.
By a subshift on a finite alphabet Σ one means a subset X ⊆ Σ AE , which is closed relative to the product topology, and invariant under the left shift map
Given any such X , the language of X is the set L X formed by all finite words appearing as a block in some infinite word belonging to X . We will not allow the empty word in L X , as sometimes done in connection with subshifts, so all of our words have strictly positive length.
Summarizing, a finite sequence a 1 a 2 . . . a n , with a i ∈ Σ, lies in L X , if and only if n ≥ 1, and there exists an element x = x 1 x 2 x 3 . . . ∈ X , and some k ≥ 0, such that
Throughout this paper we will be concerned with the semigroup
equipped with the multiplication operation given by µν = µ · ν, if µ, ν = 0, and µν ∈ L, 0, otherwise, where µ · ν stands for the concatenation of µ and ν. Incidentally, this is the semigroup described in [22: 6.2], where we did not insist that X be closed relative to the product topology of Σ AE . However in our present development it will be crucial that X be closed, and that property will manifest itself through the following condition.
3.2. Proposition. Let Σ be a finite alphabet and let X ⊆ Λ AE be any subset. Let P be the collection of all finite prefixes 1 of the members of X . Then the following conditions are equivalent:
(i) X is closed relative to the product topology of Σ AE , (ii) for every infinite word ω ∈ Λ AE , if all prefixes of ω lie in P , then ω ∈ X . Proof. (i) ⇒ (ii) Given that all prefixes of ω lie in P , we may choose, for each n in AE, an element ω n ∈ X sharing with ω the prefix of length n. It therefore follows that ω n → ω in the product topology, so ω lies in X because X is closed.
(ii) ⇒ (i) Let ω be a point in the closure of X . Given any integer n, let α be the prefix of ω of length n.
The set A formed by all members of Σ AE having α as a prefix is know as a cylinder , and it is well known that A is an open set in the product topology.
Since ω lies in A, we have that A ∩ X = ∅. Picking η in that intersection we see that α is a prefix of η, whence α lie in P . This shows that all prefixes of ω lie in P , whence ω ∈ X , by (ii).
◮ Throughout this chapter we will let X be a fixed subshift.
When considering the unitized semigroupS X = S X ∪ {1}, the added unit may sometimes be thought of as the empty word ∅ but, as already mentioned, ∅ will not be allowed in the language L X .
Given µ and ν in S X , with ν nonzero, notice that µ | ν if and only if µ is a prefix of ν. Given that divisibility is also well defined for the unitized semigroupS X [22: 5.4] , and given that 1 divides any µ ∈ S X , we will also say that 1 is a prefix of µ.
Some of the special properties of S X of easy verification are listed below:
3.3. Proposition.
(i) S X is 0-left-cancellative and 0-right-cancellative,
(ii) for every s and t in S X , one has that either s | t, or t | s, or else there is no common multiple of s and t besides 0, (iii) S X has no nonzero idempotent elements.
A further special property of S X is a very strong uniqueness of the normal form [22: 7.13 & 7.21] for elements in H(S X ), as we shall see next:
3.4. Proposition. For i = 1, 2, let Λ i be a finite subset ofS X intersecting S X non-trivially, and let
1 When X is invariant under the left shift notice that P = L X .
Proof. By hypothesis F Λi is nonempty so we may pick some µ there. Observing that F Λi is hereditary, we have that the first letter of µ, say µ 1 , is also in F Λi , and hence in E xi . However, unless x i = 1, every element of E xi has length at least 2. Therefore x i = 1, and then we have by [22: 7.21 .ii] that u 1 = u 2 , and F Λ1 = F Λ2 .
Observing that since [22: 7.21 .b&c] speak of nonzero idempotents, the only valid alternative is [22: 7.21 .a], from where it follows that v 1 = v 2 .
Given the importance of strings [22: 10.1], let us give an explicit description of these in the present context.
3.5. Proposition. Given a (finite or infinite) word ω = ω 1 ω 2 ω 3 . . . , on the alphabet Σ, assume ω to be admissible (meaning that ω belongs to L X , if finite, or to X , if infinite) and consider the set σ ω formed by all prefixes of ω having positive length, namely
is an open string if and only if ω is an infinite word, (iii) σ ω is a maximal string if and only if ω is an infinite word, (iv) for any string σ in S X , there exists a unique admissible word ω such that σ = σ ω .
Proof. Before we begin we should note that, in case ω is a finite admissible word, one has that ω represents an element of S X , in which case σ ω has already been defined in [22: 10.2] . However there is no conflict since the above definition of σ ω agrees with the meaning given to this notation by [22: 10.2] . We leave the easy proofs of (i), (ii) and (iii) to the reader and concentrate on proving (iv). Observe that, given any µ and ν in S X , admitting a nonzero common multiple, and such that ℓ(µ) ≤ ℓ(ν), one necessarily has that µ | ν. Thus, if we order the elements of a given string according to length, we will have also ordered them according to divisibility. The conclusion is then evident.
Strings are one of our best instruments to provide characters on E(S X ). Now that we have a concrete description of strings in terms of admissible words, let us give an equally concrete description of the characters induced by strings. In the result below we will focus on infinite words, but a similar result for finite words is easy to deduce from [22: 10.13 ].
3.6. Proposition. Let ω be a given infinite admissible word, and let X be any θ-constructible set, written in normal form, namely X = uF and ψ is a ground ultra-character, but these are banned by (iv). This is therefore a contradiction, and hence (i) is proved.
(iv) ⇒ (v). Given an ultra-character ϕ we have by the hypothesis and [22: 17.11 ] that ϕ = ϕ σ , for some open quasi-maximal string σ. Using (3.5.iv) we have that σ = σ ω , for some admissible word ω, and since σ is open, ω must be infinite by (3.5 .ii).
(v) ⇒ (iv). Arguing by contradiction let ϕ be a ground ultra-character. By hypothesis we may write ϕ = ϕ σ , where σ = σ ω , and ω is an infinite admissible word. Using (3.5.ii) we have that σ ω is an open string, so it follows from [22: 16.15 .iii] that
a contradiction, thus proving (iv).
Let us conclude this section with an example to show that nonempty finite constructible sets may indeed exist and hence the equivalent conditions of (3.8) do not always hold. Consider the alphabet Σ = {a, b, c} and let X be the subshift on Σ consisting of all infinite words ω such that, in any block of ω of length three, there are no repeated letters. Alternatively, a set of forbidden words defining X is the set of all words of length three with some repetition.
It is then easy to see that the language L X of X is formed by all finite words on Σ with the same restriction on blocks of length three described above.
Notice that c ∈ F {a,b} , because both ac and bc are in L X . However there is no element in F {a,b} other than c, because it is evident that neither a nor b lie in F {a,b} , and for any x in Σ, either acx or bcx will involve a repetition. So voilà the finite constructible set:
4. A non essentially tight semilattice of constructible sets.
In this section we shall provide an example of a subshift whose associated semigroup S X contains constructible subsets with infinite boundary. We will also see that E(S X ) is not an essentially tight sub-semilattice of P(S ′ X ). This will show that condition (2.10.iii) cannot be removed from that result. From now on we shall adopt a convention, loosely based on the notion of regular expressions 2 , designed to simplify the specification of sets of words on a given alphabet Σ. Given a in Σ, and n ≥ 0, we will write a n to refer to the word aa . . . a, where the letter a repeats n times. In case n = 0, then a n will stand for the empty word. We will also write a * for any word of the form a n , where n ≥ 0, and in case we wish to refer to a n only for strictly positive n's, we will write a + .
Given any finite collection of members of Σ, say a 1 , a 2 , . . . , a n , we will write [a 1 , a 2 , . . . , a n ] to refer to any word of length 1, formed by any one of the given a i . For example, choosing the alphabet Σ = {0, 1, 2, 3, 4}, when we refer to a word of the form
we mean any member of the set {1 00 . . . 0 n times 4a : n ≥ 1, a ∈ {0, 2, 3, 4} .
Furthermore, if µ is any finite word, then by µ⋆ (4.1)
we shall mean any finite word of the form µν, where ν is any word, including the empty one.
For example, given a in Σ, the words of the form a⋆ are precisely the words beginning in the letter a, including the single letter word a itself.
From now on we will fix the alphabet Σ = {0, 1, 2, 3, 4}, and we will consider the subshift X given by specifying the following set of forbidden words: Notice that, for any n ≥ 1, the infinite words 10 n 411111 . . . , and 20 n 422222 . . .
lie in X , so, in particular, the word 0 n 4 belongs to the language L X of X , and in fact . As a consequence we deduce that 0 n 4a does not belong to F {1,2} , for any a in Σ, whence 0 n 4 lies in the boundary ∂F {1,2} . We thus see that F {1,2} has an infinite boundary.
It is our intention to prove that, if S X is the semigroup associated to X , as in section (3), then E(S X ) is not an essentially tight sub-semilattice of P(S ′ X ). This will be accomplished by proving that
is a cover for F {1,2} , with infinite defect set
By far the easiest thing to check is that D is infinite: simply notice that 0 n 4 belongs to D, for every n ≥ 1. However proving that (4.2) is a cover for F {1,2} is not so straightforward. In order to do this, let us first describe all elements of D.
It is elementary to see that Σ is contained in D, among other reasons because for every a in Σ, the words in E a have length at least 2. In fact we claim that
Having already checked the inclusion "⊇", we now focus on proving "⊆". For this let us pick any word µ in D of length 2 or more. Since µ is not in E 1 ∪ E 2 ∪ E 3 ∪ E 4 we see that the µ must begin with 0, so we may write µ = 0ν, where ν is a word in L X of length 1 or more. Moreover, since µ ∈ F {1,2} , we have that ν lies in F {10,20} , so necessarily ν / ∈ F 30 . The word 30ν must therefore involve a forbidden word β, which is surely not a subword of ν, hence β must begin in either 3 or 0. Given the lack of forbidden words beginning in 0, we see that β must begin in 3, whence β = 30 n 4, for some n ≥ 1. From this it follows that 0 n−1 4 is a prefix of ν, and hence 0 n 4 is a prefix of µ. Having already seen that 0 n 4 is a maximal word in F {1,2} , we deduce that µ = 0 n 4. This shows that any word of length 2 or more in F {1,2} lies in the set {0 n 4 : n ≥ 1}, and hence (4.3) is proved. Showing our stated goal that (4.2) is a cover for F {1,2} consists in showing that every nonempty constructible subset of F {1,2} must intercept one of the members of (4.2), which is the same as showing that D contains no nonempty constructible set. We must therefore get a good handle on constructible sets.
Given µ in L X , let us first analyze F µ . If ν is a member of L X such that ν / ∈ F µ , then µ · ν = 0, which means that µν contains a forbidden subword, say β. Evidently β is not a subword of either µ or ν, so β must straddle µ and ν, meaning that there is a suffix µ ′ of µ and a prefix ν ′ of ν, such that µ ′ ν ′ = β. Consequently, if no suffix of µ combine with any prefix of ν to form a forbidden word, we must have that ν ∈ F µ .
We summarize this as follows:
4.4. Proposition. Given µ and ν in L X , one has that ν / ∈ F µ , if and only if there is a forbidden word of the form µ ′ ν ′ , where µ ′ is a suffix of µ, and ν ′ is a prefix of ν.
Suppose, for example that 10 n 4 is a suffix of µ, where n ≥ 1. Then, for any ν beginning in 0, 2, 3 or 4, the concatenated word µν will involve a forbidden word of the form 10
. On the other hand, if ν begins in 1, then µν will not contain any forbidden word because 10 n 41 cannot be extended towards the left or right-hand-side in such a way as to form a forbidden word involving the bridge "41". As a consequence we deduce that F µ consists precisely of the words in L X of the form 1 ⋆ (as defined in (4.1)).
Arguing as above we may determine every F µ , as follows: ( j ) If µ ends in 3, then F µ consists of all admissible words, except those of the form 0 + 4 ⋆.
All possible alternatives for µ being taken care of, we have described all possible sets F µ . But, despite this detailed description, the only relevant information we care, easily deducible from the above, is as follows:
4.6. Proposition. Let µ ∈ L X . Then one and only one of the following properties hold: (i) F µ consists of all admissible words of the form 1 ⋆.
(ii) F µ consists of all admissible words of the form 2 ⋆.
(iii) F µ contains all words mentioned in (i) and (ii), above.
Once we know this much we may also say something relevant about sets of the form F Λ :
4.7. Proposition. Let Λ be any subset ofS and suppose that F Λ is nonempty. Then, substituting F Λ for F µ , one has that exactly one among the properties (4.6.i-iii) hold.
Proof. This follows immediately from (4.6), since F Λ is the intersection of finitely many F µ 's.
Given any nonempty constructible subset X of S ′ X , we then have by [22: 7.13 ] that X = uF Λ , where Λ ⊆S is a finite subset, Λ ∩ S X = ∅, and u ∈ Λ. Combining this with (4.7) we then deduce that either X contains all admissible words of the form µ1 ⋆, or else X contains all admissible words of the form µ2 ⋆.
Regarding the defect set D mentioned in (4.3), it is therefore evident that no nonempty constructible subset of S ′ X may be found inside D, whence (4.2) is indeed a cover for F {1,2} .
Since we have already determined that D is infinite we have completed the verification that E(S X ) is not an essentially tight sub-semilattice of P(S ′ X ). The big conclusion, which motivated the present section, is that Theorem (2.10) is rendered false if its third condition is removed.
5. Subsets of the spectrum of the semilattice of constructible sets.
In this section we will briefly return to the general situation of a 0-left-cancellative semigroup S in order to point out certain noteworthy subsets of E (S).
Once E (S) is seen as the unit space of the universal groupoid of H(S), one may reduce the latter to these subsets obtaining various related groupoids. When applied to the semigroup S X for a given subshift X , and upon considering the C*-algebra of such subgroupoids, we will have produced most of the C*-algebras that have been studied in connection to the subshift X , such as the Matsumoto and the Carlsen-Matsumoto C*-algebras. By studying conditions under which these subsets agree one can obtain conditions for the different versions of Matsumoto's algebras to agree.
◮ Throughout this section we therefore fix a 0-left-cancellative semigroup S admitting least common multiples. Among the well known subsets of E (S) one has E ∞ (S) = {ϕ ∈ E (S) : ϕ is an ultra-character}, and
to which we would like to add a few more, beginning with
Since E(S) is a sub-semilattice of P(S ′ ), we may view the inclusion map
as a representation and we may then consider the essentially tight characters (see (2.4)) relative to ι.
5.2.
Definition. We will denote by E ess (S) the set of all characters on E(S) which are essentially tight relative to the representation ι described in (5.1).
In other words, a character ϕ is in E ess (S) if and only if, whenever X, Y 1 , . . . , Y n are in E(S), and the symmetric difference
In particular, given any finite set X, we necessarily have that
since one could take all of the Y i above to be empty.
Proposition. E ess (S) is a closed subset of E (S).
Proof. This follows from [22: 15.9] by observing that E ess (S) coincides with the set of all π-tight characters, where π is the representation of E(S) obtained as the composition
where q is the quotient mapping mentioned in (2.3).
It is our next major goal to understand the relationship between all of the above subsets of E (S), which we will henceforth denote by E ∞ , E tight , E max and E ess , for simplicity. It is well known that E ∞ is a dense subset of E tight . In case all maximal strings are open, such as for semigroups possessing right local units, or for semigroups associated to subshifts (see (3.5)), we have by [22: 16.18 ] that ϕ σ is an ultra-character for every maximal string σ, whence E max ⊆ E ∞ , and then the first three of the above sets are related by
We next want to study a situation in which E ess may be included in the above picture.
5.6. Lemma. Assuming that S possesses a length function ℓ, let σ be a string in S ⋆ and let X ∈ E(S). Then
Moreover, if σ is unbounded, then the converse of (i) and (ii) also hold.
Proof. We begin by writing X = θ u (F Λ ), where Λ is a finite subset ofS, intersecting S non-trivially, and u ∈ Λ. In order to prove (i), assume that
by [22: 10.12 ]. Let us now split the argument according to whether u = 1 or u ∈ S. Under the former assumption, E u = S ′ , so σ ⊆ X, by (5.6.1), whence σ \ X is actually empty. If u ∈ S, then the fact that σ ∩ E u is nonempty implies that there exists some t in S such that ut ∈ σ. We then claim that
In order to prove it, pick any s in σ with ℓ(s) > ℓ(u), and use [22: 10.1.iii] to obtain v and w inS such that sv = utw ∈ σ. It follows that u | sv, and by length considerations we conclude that u | s, so we may write s = uz, for some z inS. Clearly z = 1, since otherwise ℓ(s) = ℓ(u), so z lies in S, and hence s ∈ E u , proving the claim.
We then have that
so σ\X is bounded, as desired. This proves (i) .
, so that (5.6.1) fails by [22: 10.12] . Should the failure be due to the fact that σ ∩ E u is empty, then
from where we see that σ ∩ X is actually empty. On the other hand, suppose that σ ∩ E u is nonempty, so the failure of (5.6.1) must be due to the fact that σ ∩ E u is not a subset of θ u (F Λ ). Picking any
write s = ur, for some r in S, and observe that r is not in F Λ , so there exists some t in Λ such that tr = 0. We next claim that, for every p in σ, one has that
In order to prove this claim, choose any p in σ with ℓ(p) > ℓ(s), and observe that since both s and p lie in σ, by [22: 10.1.iii] there are v and w inS, such that sv = pw ∈ σ. We then have that s | p, by comparing lengths, so p = sz, for some z inS, whence
From this it follows that p lies in E u , so to show that p is not in θ u (F Λ ), it is enough to check that θ
Claim (5.6.3) is therefore verified, so we deduce that
Assuming that σ is unbounded, let us now prove the converse of (i), so suppose that σ \ X is bounded. Arguing by contradiction, suppose that σ is not in ε(X), so (ii) implies that σ ∩ X is bounded, and since
we deduce that σ is bounded, a contradiction. This completes the proof of the converse of (i), while the converse of (ii) may be proved by following a similar pattern.
It is interesting to notice that, as a consequence of the above result, a string cannot be split into an unbounded part inside, and an unbounded part outside a given θ-constructible set.
In case σ is a bounded string then both (5.6.i-ii) are obviously true, so the relevance of the above result is really restricted to unbounded strings.
When σ is unbounded, it is necessarily non-degenerate, so, according to [22: 16.1] , one has that ϕ σ is a character on E(S). Recalling that
we may rephrase (5.6) as follows:
5.7. Corollary. Assuming that S possesses a length function ℓ, let σ be an unbounded string in S ⋆ and let X ∈ E(S). Then
Recall from (2.9) that a length function is said to be locally finite if
is a finite set for every n. In this case every bounded set is finite and it is obvious that, conversely, every finite set is bounded. In the conclusions of the last two results above, one could therefore replace each occurrence of the word "bounded" by the word "finite".
Proposition.
Assuming that S possesses a locally finite length function ℓ, one has that ϕ σ ∈ E ess , for every unbounded string σ.
Proof. Suppose that Y 1 , . . . , Y n , X are in E(S) and
where q is the quotient map introduced in (2.3). This means that X coincides with n i=1 Y i , up to a finite set, in the sense that the symmetric difference is finite. We must then prove that
For this, let us first assume that ϕ σ (X) = 1, which (5.7) says is equivalent to the fact that
is bounded, hence finite. Incidentally this means that σ is mostly contained in X in the sense that the part of σ which is not contained in X is finite. If we assume that, contrary to what is required, ϕ σ (Y i ) = 0, for all i, then, again by (5.7) we would have that σ ∩ Y i is bounded hence finite, so
is also finite. Removing from σ the finite sets (5.8.2) and (5.8.3), we would then be left with an infinite set contained in
hence contradicting the fact that the symmetric difference between X and
On the other hand, suppose that ϕ σ (X) = 0, and, again arguing by contradiction, that ϕ σ (Y i ) = 1, for some i. Then by the local finiteness of ℓ, and by (5.7), we have that σ ∩ X and σ \ Y i are finite sets, and if we remove these from σ we will be left with an infinite set contained in Y i \ X, and hence also in
once more contradicting the finiteness of the symmetric difference between X and n i=1 Y i . This concludes the proof of (5.8.1).
In [22: 13.4] we have already seen the relevance of the hypothesis that maximal strings be unbounded. Another such situation is the following immediate consequence of (5.8):
5.9. Theorem. Let S be a 0-left-cancellative semigroups admitting least common multiples, and possessing a locally finite length function ℓ. Assuming that every maximal string is unbounded, one has that E max ⊆ E ess .
If a string σ is not open, we have seen in [22: 11.2 .ii] that necessarily σ = δ r , for some r in S. In this case it is obvious that ℓ(s) ≤ ℓ(r), for each s in σ, and in particular we see that σ is bounded. This says that every unbounded string is open, so, under the hypotheses of the above result (every maximal string is unbounded), we have that every maximal string is open, in which case (5.5) holds. This proves the following: 5.10. Corollary. Under the assumptions of (5.9) one has that
We should remark that, for every subshift X , the associated semigroup S X satisfies the assumptions of (5.9) by (3.5.iii).
Let us now present a few examples to illustrate that certain inclusions mentioned above may be proper. In all of the examples below we will consider a specific subshift X and we will always refer to the semigroup S X introduced in (3.1).
5.11. Proposition. For a suitably chosen subshift X , there exists an ultra-character ψ 1 not belonging to E ess . Consequently ψ 1 is not in E max either, and hence E max E ∞ .
Proof. Considering the subshift defined at the end of section (3), recall from (3.9) that F {a,b} = {c}. We then have that {c} is a minimal element of E(S), whence the character ψ 1 defined by
is an ultra-character. Since ψ 1 {c} = 1, we see that ψ 1 assigns a nonzero value to a finite set, whence ψ 1 is not in E ess by (5.3).
As seen in (5.4), we have that E ess is closed, hence the closure of E max is contained in E ess . Therefore ψ 1 is not in the closure of E max , whence E max is not even dense in E ∞ .
It is interesting to observe that under the equivalent conditions of (3.8), one has that E max coincides with E ∞ .
In the diagram below we picture Venn diagrams for the four subsets of E (S) under analysis, highlighting the inclusions already mentioned in (5.10). Sets we know are always closed are drawn with a solid line. We also illustrate the character ψ 1 mentioned in the above result. As already pointed out, E ∞ is dense in E tight , but unfortunately Venn diagrams cannot depict fine topological features such as density.
5.12. Proposition. For a suitably chosen subshift, there exists a character ψ 2 in E ess which is not tight.
Proof. Consider the subshift described in section (4). There we showed that E(S) is not an essentially tight sub-semilattice of P(L X ). In other words, the inclusion representation ι of (5.1) is not essentially tight.
We next plan to use (2.7), so we must adapt ourselves to the hypotheses required there and we will do so by verifying (2.7.a), namely that L X can be written, up to a finite set, as the union of finitely many θ-constructible sets. This is in fact easily checked, since the only elements of L X not in a∈Σ E a are the words of length one of which there are finitely many.
The application of (2.7) is thus legitimized, and hence the fact that ι is not essentially tight implies that (2.7.ii) fails, meaning that there exists a character ψ 2 in E ess which is not tight, as desired.
The character ψ 2 of the above result therefore belongs to E ess and not to E max , so we see that
Since E tight is closed and contains E max , it follows that ψ 2 is not in the closure of E max . This shows that E max is not even dense in E ess .
Carlsen-Matsumoto Condition.
The main goal of this section is to study a situation in which, contrary to the last example of the previous section, E max is dense in E ess .
For the time being we will let S be a fixed 0-left-cancellative semigroup admitting least common multiples. Recall from [22: 7.7 ] that for each nonempty finite subset Λ ofS, we have
Here we would like to extend the above notion as follows:
6.1. Definition. Given finite subsets Λ and Γ ofS, we will denote by F θ Λ,Γ the subset of S ′ given by
An alternative way to express the above is clearly
There is still another way to write F θ Λ,Γ , inspired by covers and their associated defect sets.
6.3. Proposition. Let Λ and Γ be finite subsets ofS. Then
and
Proof. Left for the reader.
6.4. Definition. We will say that S satisfies Carlsen and Matsumoto's condition ( * ) if, whenever Λ and Γ are finite subsets ofS such that F 6.5. Proposition. A 0-left-cancellative semigroup S satisfies condition ( * ) if and only if, for all finite subsets Λ, Γ ⊆S, one has that
We leave it for the reader to check that, when S is the language semigroup associated to a subshift, then (6.4) is equivalent to condition ( * ) introduced by Carlsen and Matsumoto in [11: Section 3], but we warn the reader that the description of condition ( * ) in [11] is incorrectly stated and must be amended by requiring that the sequence {µ i } i , mentioned there, have an infinite range.
The relevance of condition ( * ) to our theory is highlighted in the following:
6.6. Proposition. Let S be a 0-left-cancellative semigroup admitting least common multiples. If E max is dense in E ess , then condition ( * ) holds.
Proof. Let Λ and Γ be finite subsets ofS, such that F θ Λ,Γ is infinite. Choose any non principal ultrafilter ξ on S ′ , such that F θ Λ,Γ ∈ ξ, and let ϕ be the character of P(S ′ ) associated to ξ. Therefore ϕ preserves meets and joins, ϕ(C) = 0, for every finite subset C of S ′ , and ϕ(F θ Λ,Γ ) = 1. Regarding the discussion right after (5.2), observe that if X, Y 1 , . . . , Y n are in E(S), and the symmetric difference
This implies that the restriction of ϕ to E(S), which we also denote by ϕ by abuse of language, belongs to E ess .
Observe that
Therefore the fact that ϕ(F θ Λ,Γ ) = 1 implies that
It follows that ϕ lies in the open subset of E (S) defined by
The hypothesis that E max is dense in E ess thus leads to the existence of a maximal string σ such that ϕ σ lies in U . For every t in Λ, we have that
and hence it follows that
On the other hand, for every r in Γ, we observe that
hence proving condition ( * ) via (6.5).
Having shown that condition ( * ) is necessary for the density of E max in E ess , let us now prove that it is also sufficient for semigroups associated to subshifts.
6.7. Proposition. Let X be a subshift, and let S X be the associated semigroup. Then the following are equivalent:
(ii) E ess coincides with the closure of E max .
Proof. In view of (6.6) we need only prove that (i) implies (ii). As already seen, S X satisfies the hypotheses of (5.9), and hence E max ⊆ E ess .
Since the latter is closed, we see that the closure of the former is contained in the latter, so it remains to show that E max is dense in E ess . Let ϕ be any character in E ess and let U be an open subset of E (S) containing ϕ. Our task is to find a maximal string σ, such that ϕ σ lies in U .
By shrinking U a bit if necessary, we may assume that U is a basic open set, meaning that
where n, m ≥ 0, and the X i and the Y j are suitably chosen elements of E(S).
Since ϕ is nonzero, there exists some X in E(S) such that ϕ(X) = 1, which in turn may be added to the X i , making U a bit smaller, but still containing ϕ, and allowing us to assume that n ≥ 1.
Notice that for any character ψ, one has that ψ(X i ) = 1, for every i, if and only if ψ(X) = 1, where
where we have reset the notation X. So we may replace all of the X i by the single X, in the sense that
We will next make a further reduction in order to be able to assume that the Y j are subsets of X, as follows: letting Z j = X ∩ Y j , for every character ψ one has that
so, assuming that ψ(X) = 1, we have that
We may therefore replace the Y j by the corresponding Z j in (6.7.1) without altering U , hence allowing us to proceed under the assumption that Y j ⊆ X, for every j.
By [22: 7.13] we may write X = uF Λ , for some finite set Λ ⊆S, with Λ ∩ S = ∅, and u ∈ Λ. Since the Y j are subsets of X we may furthermore use [22: 7.15 ] to write Y j = ux j F ∆j , where x j ∈S, each ∆ j is a finite subset ofS, and Λx j ⊆ ∆ j .
For each letter a in the alphabet Σ, consider the set 3 uaF Λa = {uax ∈ S : x ∈ S, tax = 0, ∀t ∈ Λ}, and observe that
Wondering about the validity of the reverse inclusion, notice that any element s in uF Λ , with length at least ℓ(u) + 2, must have the form s = ux, with ℓ(x) ≥ 2, and if the first letter of x is a, then necessarily s ∈ uaF Λa . From this it clearly follows that uF Λ \ a∈Σ uaF Λa is a finite set, and since ϕ is essentially tight relative to ι, we deduce that
whence ϕ(uaF Λa ) = 1, for some a. Repeating this argument sufficiently many times we may therefore find an arbitrarily long word x, such that ϕ(uxF Λx ) = 1, and uxF Λx ⊆ X (for obvious reasons). We shall therefore choose an x, as above, such that
We next consider the following sets
and if the reader is wondering why is it worth introducing U ′ , the reason is that it has a nicer description in the sense that the Y ′ j are more closely related to X ′ , but we still need a little more work to see that. Staring at Y ′ j in the no-frills form
and recalling that ℓ(x) > ℓ(x j ), it is immediate that Y ′ j is empty unless x j is a prefix of x. Note we may assume that ux j ∈ F ∆j .
Abandoning all of the empty Y ′ j , which after all have no effect in the above definition of U ′ , we may assume that, for each j, there exists some y j in L X such that x = x j y j . We may then see Y 
Having finally arrived at a convenient description of our open neighborhood of ϕ, we will now reset the notation so far introduced in this proof by assuming that X = uF Λ , and Y j = uF ∆j , and that U is defined as in (6.7.1) in terms of the above X and Y j . We also assume that Λ, as well as the ∆ j are finite subsets ofS intersecting S nontrivially, that u ∈ Λ, and that Λ ⊆ ∆ j , whence Y j ⊆ X. Given any s is W , one has that s / ∈ F ∆1 , which of course means that there is some r in ∆ 1 , such that rs = 0. Since there are infinitely many elements in W , and only finitely many elements in ∆ 1 , there necessarily exists a single r 1 ∈ ∆ 1 , and an infinite subset W 1 ⊆ W , such that r 1 s = 0, for all s in W 1 .
Similarly there exists some r 2 ∈ ∆ 2 , and an infinite subset W 2 ⊆ W 1 , such that r 2 s = 0, for all s in W 2 . Continuing in this way, we thus obtain a vector
and an infinite subset V ⊆ W , such that r j s = 0, ∀ j = 1, . . . , m, ∀ s ∈ V.
Setting Γ = {r 1 , . . . , r m }, we then have that V ⊆ F Λ,Γ . The grand conclusion so far is that F Λ,Γ is7. Matsumoto's C*-algebra.
Let X be a subshift. Although the empty word, henceforth denoted by ∅, is not allowed in L X , it will nevertheless play a role in what follows, so we will often refer to the extended languagẽ
Making the empty word act as a unit for S X , we may identify ∅ with the unit element ofS X , so we have thatS
Removing zero fromS X we are left with the extended language, meaning that
As mentioned after [22: 5.4 ], a unitized semigroup may sometimes fail to be 0-left-cancellative even when the original semigroup has this property. However the present case is not an example of that undesirable situation, meaning thatS X is a well behaved 0-left-cancellative semigroup, as the reader may easily verify.
Consider
formed by all square summable sequences x = (x µ ) µ∈LX of complex numbers. The canonical orthonormal basis ofH will be denoted by {δ µ } µ∈LX . Given any ν inL X , consider the unique bounded linear operator T ν onH such thatT
It is easy to see thatT ∅ is the identity operator and that eachT ν is a partial isometry. In addition, for every ν and µ inL X , one has thatT
otherwise.
In particular, if ν = ν 1 ν 2 . . . ν n , with ν i ∈ Σ, theñ
SettingT 0 = 0, we then obtain a multiplicative mapping
Notice that a similar Hilbert space representation could be defined for any 0-left-cancellative semigroup. Since we will be working with many Hilbert space representations from now on, let us give the precise definitions below: 7.3. Definition. Let H be any Hilbert space.
(i) A representation of a semigroup S on H is any mapping ρ : S → B(H), whose range consists of partial isometries, satisfying ρ(0) = 0, and ρ(st) = ρ(s)ρ(t), for every s and t in S.
(ii) A representation of an inverse semigroup S on H is any mapping ρ : S → B(H), satisfying ρ(0) = 0, ρ(st) = ρ(s)ρ(t), and ρ(s −1 ) = ρ(s) * , for every s and t in S.
(iii) A representation of a semilattice E on H is a representation of E in the sense of (ii), once E is seen as an inverse semigroup.
It is therefore clear that the mapping referred to in (7.2) is a representation ofS X onH, in the sense of (7.3.i).
Definition. (Cf. [25])
The Toeplitz-Matsumoto C*-algebraT X is the closed * -subalgebra of operators onH generated by {T ν : ν ∈L X }. By (7.1) one has thatT X may also be described as the smallest unital C*-algebra containing {T a : a ∈ Σ}. Denoting by I the identity operator onH, observe that
is the orthogonal projection onto the one-dimensional subspace ofH spanned by the so called vacuum vector δ ∅ , so it follows that P lies inT X . Moreover, given any µ, ν, α inL X , one has that
soT µ PT * ν is the rank one partial isometry from the vector δ ν to δ µ . So we see that the algebra K(H) of all compact operators onH is a sub-algebra ofT X . 7.5. Definition. (Cf. [25] ) The Matsumoto C*-algebra M X is defined as the quotient
Matsumoto's original definition was given in terms of a two-sided subshift, namely a closed subset X ⊆ Σ , invariant under the bilateral shift map. Compared to Matsumoto's, definition (7.5) is slightly more general in the sense that, for every two-sided subshift X ⊆ Σ , the canonical projection of X on Σ AE is a one-sided subshift to which (7.5) attaches precisely the same C*-algebra as that defined by Matsumoto in [25] . On the other hand, Matsumoto's original definition requires essentially no modifications in order to apply to one-sided subshifts.
The reader is warned that there are numerous C*-algebras associated to a subshift in the literature, sometimes presented with conflicting notation. See [13: Section 7] for a comparative study of these algebras.
As we shall see, the inclusion of the empty word ∅ inL X , and the subsequent inclusion of δ ∅ as a basis vector in ℓ 2 (L X ), causes many technical problems and introduces unwanted relationships between unrelated ingredients. Consider, for example, two subshifts X 1 and X 2 on disjoint alphabets Σ 1 and Σ 2 . Then clearly
is a subshift on the alphabet Σ := Σ 1∪ Σ 2 . Being made out of two totally unrelated parts, it is evident that X is a reducible subshift in the sense that both X 1 and X 2 are invariant under the shift map. However, letting L X 1 and L X 2 be the languages of X 1 and X 2 , respectively, the "empty word on Σ 1 " gets confused with the "empty word on Σ 2 ", and in particular ℓ 2 (L X 1 ) and ℓ 2 (L X 2 ) are not invariant underT X . This is because if µ 1 and µ 2 are any two words in L X 1 and L X 2 , respectively, then the operator T µ2T * µ1 maps δ µ1 to δ µ2 (via δ ∅ ), trespassing a boundary one would expect to exist between the two disjoint pieces of X . The presence of the empty word causes a further problem in that the representationT mentioned in (7.2) might not extend to H(S X ). To see where the problem lies, suppose that the language L X contains words µ 1 and µ 2 with F µ1 ∩ F µ2 = ∅. Then
so we see that θ µ1 θ −1 µ2 is the empty map. However, ifT could be extended to a * -representation, say π, of H(S X ) onH, then 0 = π(θ µ1 θ
but the latter is nonzero sinceT µ1T * µ2 (δ µ2 ) =T µ1 (δ ∅ ) = δ µ1 . Fortunately there exists an alternative construction of M X which does not involve the empty word nor the extended languageL X . The key observation is that ℓ 2 (L X ) is a subspace of ℓ 2 (L X ) of codimension one, and hence the compression to ℓ 2 (L X ) of any operator U on ℓ 2 (L X ) differs from U by a compact perturbation. To be more precise, let
and for each ν in L X , consider the unique bounded linear operator T ν on H such that
Notice that T ν may also be viewed as the restriction ofT ν to H. As before, it is easy to see that, upon setting T 0 = 0, we obtain a multiplicative mapping ν ∈ S X → T ν ∈ B(H).
( 7.7) 7.8. Proposition. Letting T X be the closed * -subalgebra of operators on H generated by {T ν : ν ∈ L X }, one has that
Proof. Consider the * -homomorphism Φ defined as the composition
where the leftmost arrow is the inclusion of T X + K(H) in B(H), the rightmost arrow is the quotient map, and ι is the natural map extending any operator U from H toH by setting U (δ ∅ ) = 0. Observing that, for every µ in L X , one has that
and noticing that the codimension of H inH is one, we see that ι(T µ ) −T µ has rank at most one, and hence is a compact operator. Consequently
We wish to use the above conclusion to deduce that the range of Φ coincides with q(T X ), and hence also with M X . Notice that the latter is generated by the q(T µ ), for µ not only in L X , but inL X . Thus, to prove the desired coincidence of ranges we need to show that q(T ∅ ), also known as the identity, is in the range of Φ. But this follows easily by noticing that
is a compact operator (not necessarily of rank one, it fixes δ w for w ∈ L X with |w| ≤ 1 and annihilates all other δ w ) and hence
We may therefore view Φ as a surjective * -homomorphism
Its kernel evidently contains K(H), and we claim that Ker(Φ) is in fact exactly equal to K(H). To see this, let U ∈ T X + K(H), and suppose that Φ(U ) = 0. Therefore q(ι(U )) = 0, so ι(U ) is compact, but since U coincides with the restriction of ι(U ) to H, we have that U is also compact. This proves the claim, so Φ factors through the quotient of T X + K(H) by K(H), providing the isomorphism sought.
Unlike the representationT discussed above, the representation T of (7.7) easily extends to H(S X ), as we shall now prove. 7.9. Proposition. There exists a unique inverse semigroup representation
Proof. It is easy to see that, given any f in the symmetric inverse semigroup I(L X ), there exists a unique partial isometry τ (f ) on H such that
Moreover the correspondence f → τ (f ) is clearly a representation of I(L X ) on H. The desired map π may then be obtained as the result of the composition
The uniqueness of π follows from the fact that the θ µ generate H(S X ).
Given our interest in the idempotent semilattice of H(S X ), a detailed description of the restriction of π to E(S X ) will be useful. Proof. According to [22: 3.11] , we are identifying Y with id Y , so if we employ the representation τ used in the above proof, we have that
It is evident that the range of the representation T of (7.7) is contained in T X , so the same clearly applies to the range of π, whence the composition q • π takes H(S X ) into M X . 7.11. Definition. We will refer to the map ρ : H(S X ) → M X , defined by ρ = q • π, as the Matsumoto representation of H(S X ). For the record, we notice that ρ(θ µ ) = T µ + K(H), for every µ in S X .
Strictly speaking ρ is not a representation in the sense of (7.3.iii), since it takes values in a C*-algebra, rather than in B(H). However, every C*-algebra may be represented as an algebra of operators on some Hilbert space, so all of the concepts introduced in (7.3) naturally extend to maps taking values in a C*-algebra.
We now wish to discuss the notion of the support of a representation, so let us take a moment to consider an abstract inverse semigroup S (always assumed to have a zero element) and let π be a representation of S in a C*-algebra A. Letting E be the idempotent semilattice of S, we have by [20: 10.6 ] that there exists a unique * -homomorphism
The null space of Ψ π is evidently a closed 2-sided ideal of C 0 (Ê), and hence may be expressed as C 0 (U ), for some open subset U ⊆Ê. Following [20: 10.11] , the support of π is defined to be the subset ofÊ given by
It is then easy to see that supp(π) consists precisely of those points x inÊ such that the evaluation character δ x of C 0 (Ê) (given by δ x (f ) = f (x)) vanishes on Ker(Ψ π ). In symbols supp(π) = x ∈Ê : δ x = 0 on Ker(Ψ π ) . (7.12) Observe that the support of π concerns only the idempotent semilattice of S. In particular the support of π coincides with the support of its restriction to E.
We will soon describe the support of the representation ρ of H(S X ) introduced in (7.11) . In doing so we will be aided by the following general result: 7.13. Proposition. Let π be a representation of the semilattice E in a C*-algebra A. Then the support of π coincides with the set of all π-tight characters on E.
Proof. This follows directly from [22: 15.11] , by considering the Boolean algebra generated by the range of π within A. An alternative proof not using Boolean algebras is as follows.
Recall that the topology ofÊ is the topology of pointwise convergence, so the cylinder sets Z e1,e2,...,en;f1,f2,...,fm := ϕ ∈Ê :
where e 1 , e 2 , . . . , e n , f 1 , f 2 , . . . , f m ∈ E, form a basis for the topology ofÊ. The above cylinder set is well defined even if n (or m) vanishes but, should we take only those for which n is nonzero, it is easy to see that we still get a basis for the topology ofÊ.
Fix, for the time being, a cylinder set as above, with n > 0, and put
e i , and f
We leave it for the reader to verify that the cylinder set we fixed above coincides with
The conclusion is that the collection of all cylinder sets of the form Z e;f1,f2,...,fm , whith f i ≤ e, also form a basis for the topology ofÊ. Changing subjects, let us now consider the set of all (n + 1)-tuples
such that n ∈ AE, f i ≤ e, for all i, and
For each such (n + 1)-tuple, one clearly has that the element b in C 0 (Ê) defined by
lies in Ker(Ψ π ) and we claim that Ker(Ψ π ) coincides with the closed 2-sided ideal of C 0 (Ê) generated by the elements of the form b, as in (7.13.2) , where e and the f i satisfy (7.13.1). In order to prove the claim, let J be the latter ideal, so we evidently have that J ⊆ Ker(Ψ π ). Writing J = C 0 (V ), for some open subset V ⊆Ê, we then have that V ⊆ U , where U is as before, namely U =Ê \ supp(π). Proving the claim therefore amounts to proving that U ⊆ V , so let us pick any x in U .
Since U is open, it is the union of basic open sets, so the first part of the present proof yields (e, f 1 , f 2 , . . . , f n ) in E n+1 , with f i ≤ e, such that x ∈ Z e;f1,f2,...,fm ⊆ U. With b as in (7.13.2), one then checks that the support of b coincides with Z e;f1,f2,...,fm , so
from where we deduce that Ψ π (b) = 0, whence (7.13.1) holds. It follows that
so the support of b is a subset of V , and we see that x lies in V by (7.13.3) . This concludes the proof of the claim that J coincides with Ker(Ψ π ). For each (e, f 1 , f 2 , . . . , f n ) in E n+1 , with f i ≤ e, and for each ϕ inÊ, define b to be the right-hand-side of (7.13.2) and, considering the evaluation character δ ϕ on C 0 (Ê), notice that
As already mentioned, we have that ϕ lies in supp(π) if and only δ ϕ vanishes on Ker(Ψ π ), which is the case if and only if the left-hand-side above vanishes whenever (7.13.1) holds. On the other hand, ϕ is π-tight if and only if the right-hand-side vanishes, so the proof is concluded.
7.14. Proposition. The support of ρ coincides with E ess (S X ).
Proof. Using (7.13) it is enough to prove that E ess (S X ) is exactly the set of all ρ-tight characters. Recall that a character ϕ on E(S X ) is ρ-tight if and only if
Since ρ = q • π, the equation displayed above is equivalent to saying that
is a compact operator. By (7.10) we have that π(X) is the projection onto ℓ 2 (X), while
Therefore the operator appearing in (7.14.1) coincides with the projection onto ℓ 2 (X\Y ) minus the projection onto ℓ 2 (Y \X), which is a compact operator if and only if X∆Y is finite. This said, it is evident that ϕ is ρ-tight if and only if ϕ is essentially tight relative to the inclusion representation ι of E(S X ), which in turn is to say that ϕ is in E ess (S X ). This concludes the proof.
8. The Carlsen-Matsumoto C*-algebra.
As before, we fix a finite alphabet Σ and a subshift X ⊆ Σ AE . We would now like to describe a variation of Definition (7.5), leading up to another C*-algebra closely related to X , first introduced in [18: Definition 6.4], and motivated by [27: Lemma 4.1] 4 and [11: Definition 2.1]. Since the present section will be largely independent of the previous one, we shall not make any attempt to distinguish the notations used here and there. We therefore warn the reader that this section will share many symbols with section (7), although they will often refer to completely different objects.
While the description of the Matsumoto C*-algebra M X given in the previous section started out by considering the Hilbert space ℓ 2 (L X ), and later ℓ 2 (L X ), here we will mostly work with operators on the Hilbert space H = ℓ 2 (X ).
Since X is likely to be an uncountable set, ℓ 2 (X ) might be a non-separable Hilbert space. Nevertheless we will only consider separable C*-algebras of operators on this oversized Hilbert space.
For each µ in S X , consider the bounded linear operator T µ on ℓ 2 (X ) defined on the standard orthonormal basis {δ ω } ω∈X by
In the special case that µ is the zero element of S X , we interpret the above in a somewhat ad-hoc way as saying that T µ = 0. The term µω employed above is meant to refer to the concatenation of the finite word µ with the infinite word ω, evidently resulting in an infinite word, namely µω. The reader should notice the similarity of the above with (7.6), while we insist that the present meaning of T µ should not be confused with the one given by (7.6).
It is then evident that the correspondence µ → T µ defines a representation of S X on ℓ 2 (X ). In our next concept we will employ the free group on the alphabet Σ, denoted by , and we will let λ : → B ℓ 2 ( ) be the left regular representation of .
Definition.
[18: 6.4]. The Carlsen-Matsumoto C*-algebra of X , here denoted by O X , is the closed * -subalgebra of operators on ℓ 2 (X ) ⊗ ℓ 2 ( ) generated by the set
We should perhaps clarify the meaning of the term λ µ , above: there is an obvious interpretation of finite words in Σ as elements of the group , and hence one may sensibly plug members of L X as parameters for the left regular representation. However one should notice that, unless X is the full shift, the correspondence µ → λ µ is not multiplicative if the multiplication operation considered in its domain is that of S X . Nevertheless, we have:
Proof. When µ is the zero element of S X , the symbol λ µ , which has not yet been defined, will be understood 5 to mean the zero operator on ℓ 2 ( ). Given µ and ν in S X , we need to prove that
The right-hand-side equals
where by µν we denote the product of µ and ν in L X , while µ · ν denotes their product in . Our task therefore consists in proving that
If µν = 0, then T µν = 0, so both sides above vanish. On the other hand, if µν = 0, then evidently µν = µ · ν, concluding the proof.
⋆ X introduced in [22: 12.22 ]. Recall from (3.5) that the correpondence ω → σ ω defines a bijection between the set of all infinite admissible words, also known as X , and the set S ∞ X of all maximal strings. By identifying X with S ∞ X under this correspondence, we then get a representation ψ of H(S X ) on X , such that
The desired map π may then be obtained as the result of the composition
where τ is as in the proof of (7.9), once X takes the place of L X .
Let us now present an abstract result designed to help determine the support of the above representation.
8.4. Proposition. Let S be an inverse semigroup with idempotent semilattice E. Given a subset Y ⊆Ê, which is invariant in the sense of [20: 10.7] , consider the representation π of S on ℓ 2 (Y ) given on the cannonical basis {δ x } x∈Y by
(In the above we are using the notation employed in [20: 10.7] ). Then the support of π coincides with the closure of Y inÊ.
Proof. Letting Ψ π be the representation of C 0 (Ê) as in [20: 10.6], we claim that
for every f in C 0 (Ê), and every x in Y . In order to prove this, assume first that f = 1 e , for some e in E.
Observing that π e is a diagonal idempotent operator whose range is ℓ 2 (D e ∩ Y ), we have that
where the brackets denote boolean value. On the other hand, we have
[20:
proving claim (8.4.1) for the special case in which f = 1 e . Since the 1 e span a dense subspace of C 0 (Ê), the claim follows. From (8.4.1) it then immediately follows that, for every x in Y , the character on C 0 (Ê), given by evaluation at x, vanishes on Ker(Ψ π ). Therefore (7.12) implies that Y ⊆ supp(π).
In order to prove the opposite inclusion, observe that Ψ π (f ) is a diagonal operator for every f in C 0 (Ê). Should f vanish on Y , then all of the diagonal entries of Ψ π (f ) also vanish by (8.4.1), which is to say that Ψ π (f ) = 0, and hence f vanishes on supp(π). This proves that
for every f in C 0 (Ê) and this, together with Tietze's extension Theorem, imply that Y is dense in supp(π). This concludes the proof.
We are now in a position to determine the support of the representation π introduced in (8.3).
Proposition.
The support of π coincides with the closure of the set E max (S X ) in E (S X ).
Proof. There are three representations of H(S X ) of interest to us here, namely:
(a) the representation ψ on X given in (8. Consequently the restriction of ρ to S ∞ X is equivalent to the restriction ofθ to the image of S ∞ X under Φ, which turns out to be equal to E max (S X ) by definition.
The grand conclusion is then that (ψ, X ) and θ , E max (S X ) are equivalent systems and hence π, having been built out of ψ in (8.3), is unitarily equivalent to the representation arising from (8.4) under the choice of Y = E max (S X ).
Since unitarily equivalent representations obviously have the same support, the statement follows from (8.4).
Even though the Carlsen-Matsumoto C*-algebra consists of operators on ℓ 2 (X ) ⊗ ℓ 2 ( ), since (8.3) we have only been discussing operators on ℓ 2 (X ). In order to bring back the role of the space ℓ 2 ( ), we will now introduce an important map from H(S X ) to the free group. Proof. By [22: 7.13] , every nonzero element α in H(S X ) may be written in a so called normal form
where Λ ⊆ S X ∪ {1} is a finite set, Λ ∩ S X is nonempty, and and µ, ν ∈ Λ. This form is unique in the sense of (3.4), so we may unambiguously define
We leave it for the reader to verify the validity of (i)-(iv).
Inverse semigroups admiting a map d into G ∪ {0}, where G is a group, and satisfying (i)-(iii) of (8.6), are said to be strongly 0-E-unitary [6] , [24] , [45] .
For future reference we note the following:
8.7. Proposition. For every subshift X , one has that H(S X ) is strongly 0-E-unitary.
The above map d is the key ingredient of a representation of crucial importance.
There exists a unique inverse semigroup representation
Proof. It is enough to take
where π is as in (8.3) . Note that if
Our next goal is to determine the support of the above representation.
8.9. Proposition. The support of the representation ρ introduced above coincides with the closure of E max (S X ) in E (S X ).
Proof. As already noticed, the support of the representation of an inverse semigroup coincides with the support of the restriction of that representation to the idempotent semilattice. Observing that
one may easily check that ρ and π share supports, so the conclusion follows from (8.5).
9. Amenability of the universal groupoid of a subshift semigroup.
The universal groupoid of a countable inverse semigroup S with semilattice of idempotents E is the groupoid of germs for the actionθ of S onÊ. We shall show that the universal groupoid G of the inverse hull H(S X ) of the subshift semigroup S X associated to a subshift X ⊆ Σ AE is amenable by proving that it is isomorphic to a Deaconu-Renault groupoid (also called a semi-direct product groupoid in [47: Definition 2.4], where this notion was first introduced) for a certain local homeomorphism of E (S X ). We proceed by first using the results of Milan and the second author [45] to realize G as the groupoid associated to a certain partial action of the free group on Σ on E (S X ). If G is a discrete group acting partially on a space X, the associated partial transformation groupoid G ⋉ X, first studied by Abadie [1] , consists of all triples (y, g, x) ∈ X × G × X with x ∈ X g −1 and α g (x) = y, where α g : X g −1 → X g , with the subspace topology induced by the product topology. The product is given by (y, g, x)(y ′ , g ′ , x ′ ) = (y, gg ′ , x ′ ) if x = y ′ and is undefined otherwise. The inverse is given by (y, g, x)
−1 = (x, g −1 , y). The unit space consists of the triples (x, 1, x) with x ∈ X and hence can be identified with X. The groupoid G ⋉ X is Hausdorff andétale.
If S is an inverse semigroup with 0, then the universal group G of S is the group with generating set {γ s | s ∈ S \ {0}} in bijection with the non-zero elements of S and relations of the form γ s γ t = γ st whenever st = 0. The mapping γ: S → G ∪ {0} given by γ(s) = [γ s ] for s = 0 and γ(0) = 0 is a partial homomorphism and is the universal partial homomorphism from S to a group. Here [γ s ] denotes the class of γ s in the group G. In particular, S is strongly 0-E-unitary if and only if γ is idempotent pure. Note that it is immediate from the defining relations that if A ⊆ S generates S as an inverse semigroup, then G is generated by
If S is strongly 0-E-unitary with universal group G, then Milan and the second author proved that the universal groupoid G of S is isomorphic to G ⋉Ê for a certain partial action of G onÊ, where E is the semilattice of idempotents of S. If g ∈ G, then the elements of γ −1 (g) are pairwise compatible and we define α g = s∈γ −1 (g)θ s , which is a well-defined partial homeomorphism ofÊ. The isomorphism takes a germ [s, x] to (α γ(s) (x), γ(s), x). Notice that since each α g is a join of actions of elements of S, it follows that any invariant subspace ofÊ in G is also G-invariant and so invariant in G ⋉Ê.
We saw earlier, in (8.7) , that H(S X ) has an idempotent pure partial homomorphism d:
1 . In particular, for a ∈ Σ, we have that d(θ a ) = a. We show that d can be identified with the universal group partial homomorphism. This is a consequence of the following simple proposition.
9.1. Proposition. Let S be an A-generated inverse semigroup and the free group on A. Suppose that there is a partial homomorphism d: S → ∪ {0} such that d(a) = a for all a ∈ A. Then is isomorphic to the universal group of S and d can be identified with the universal partial homomorphism.
Proof. Let γ: S → G ∪ {0} be the universal partial group homomorphism. We already observed that G is generated by {[γ a ] | a ∈ A}. There is a homomorphism ψ:
Since is free we can find a homomorphism φ: → G with φ(a) = [γ a ]. It follows that ψ and φ are inverse isomorphisms.
In particular, we can identify d: H(S X ) → ∪ {0} with the universal group homomorphism, and hence the universal groupoid G of H(S X ) is isomorphic to ⋉ E (S X ) and each reduction of G is a reduction of ⋉ E (S X ). Let us state a consequence of this result.
9.2. Corollary. The universal groupoid of H(S X ) is the partial transformation groupoid of a partial action of the free group on the alphabet of X , as is the reduction to any invariant subspace of the universal groupoid.
The action of on E (S X ) has two additional properties, studied by the first author [19] , namely that of being semi-saturated and orthogonal.
Let be a free group with basis Σ. Let α be a partial action of on a space X with α g : X g −1 → X g for each g ∈ .
(i) The action is semi-saturated if whenever the concatenation uv of u, v ∈ is reduced as written, then
The action is orthogonal if X a ∩ X b = ∅ for all a, b ∈ Σ with a = b. 2 is reduced as written and
We conclude that the action is semi-saturated. If a, b ∈ Σ with a = b, then α a =θ a and α b =θ b . The range ofθ a consists of those characters φ with φ(E a ) = 1 and the range ofθ b consists of those characters φ with φ(E b ) = 1. Since E a ∩ E b = ∅, we conclude that these partial homeomorphisms have disjoint range, whence X a ∩ X b = ∅. Thus the action is orthogonal.
We aim to prove that groupoids of the from ⋉ X for a semi-saturated and orthogonal partial action of on a locally compact Hausdorff spaces X are isomorphic to Deaconu-Renault groupoids. Our first step will be to show that the partial action looks very similar to the way it did in the case of the inverse hull of a subshift semigroup. If has a semi-saturated and orthogonal action α on a locally compact space X, then the α a with a ∈ Σ have disjoint domains and so T = a∈Σ α −1 a
is a well-defined local homeomorphism a∈A X a → X. Thus we can form the Deaconu-Renault groupoid G (T,X) . Let us recall the definition. The underlying set of G (T,X) consists of all triples (y, m − n, x) ∈ X × × X such that T m (y) = T n (x) with m, n ≥ 0. The product is defined by (y, k, x)(y
and is undefined otherwise. The inverse is given by (y, k, x) −1 = (x, −k, y). The topology has as a basis all triples
The unit space of G (T,X) consists of those triples (x, 0, x) with x ∈ X and can be identified with X.
We aim to prove that ⋉ X is isomorphic to G (T,X) . First we prove some elementary properties of T .
9.5. Proposition. Let have a semi-saturated and orthogonal action on a locally compact Hausdorff space X.
(a) If u, v ∈ Σ * with |u| ≤ |v|, then X u ∩ X v = ∅ implies that u is a prefix of v, in which case
Proof.
(a) We prove that u is a prefix of v by induction on |v|. If |v| = 0, then u = v is empty. Assume true when the longer word has length n and assume |v| = n + 1. Write u = au ′ and v = bv ′ with a, b ∈ Σ and note |u ′ | ≤ |v ′ | = n. Then since the action is semi-saturated and u, v are reduced, we have that α u = α a α u ′ and
′ is a prefix of v ′ by induction. Writing v ′ = u ′ w we then have that v = av ′ = au ′ w = uw and so u is a prefix of v. Also, since uw is reduced and the action is semi-saturated, α v = α u α w and so X v ⊆ X u .
(b) Since the symmetric inverse monoid on X is distributive, it follows that T n = w∈Σ n α −1 w . But by (i), the collection {X w | w ∈ Σ n } consists of pairwise disjoint subsets and so T n = w∈Σ n α −1
w .
We define a mapping Φ:
where uv −1 is reduced with u, v ∈ Σ * . Let us check that this is well-defined. Indeed, since
v (x), as the action is semi-saturated, we deduce that α
9.6. Theorem. Let α be a semi-saturated and orthogonal action of on a locally compact Hausdorff space and put
Proof. We check first that Φ is a homomorphism. Note that Φ(x, 1, x) = (x, 0, x) and so Φ sends the unit space of ⋉ X homeomorphically to the unit space of G (T,X) . We next check that Φ is injective. Suppose that Φ(y 1 , u 1 v vi (x 1 ) for i = 1, 2. Thus y 1 ∈ X u1 ∩X u2 and x 1 ∈ X v1 ∩X v2 . We conclude that u 2 = u 1 u and v 2 = v 1 v for some words u, v ∈ Σ * with |u| = |u 2 | − |u
v1 (x 1 ) ∈ X u ∩ X v and so u = v by (a) of (9.5) since |u| = |v| and hence they are both prefixes of each other. But then u 2 v
is not reduced as written unless u is empty, that is, u 1 = u 2 and v 1 = v 2 . This establishes that Φ is injective.
Observe that a triple (y, k, x) ∈ G (T,X) may have many representations of the form (y, m − n, x) with m, n ≥ 0 and T m (y) = T n (x). Let us assume that m is chosen to be minimum among all such representations. Then note that n is minimum as well since if m − n = k = m ′ − n ′ with m ≤ m ′ , then 0 ≤ m ′ − m = n ′ − n and so n ≤ n ′ . We will say that (y, m − n, x) is a minimum representative if m and n are minimum so that T m (y) = T n (x). If (y, k, x) ∈ G (T,X) has minimum representative (y, m − n, x), then by (9.5) we have unique words u ∈ Σ m and v ∈ Σ n such that α
v (x). We claim that uv −1 is reduced as written. Otherwise, there is a non-empty word w ∈ Σ + with u = u ′ w and v = v ′ w. But then α u = α u ′ α w and α v = α v ′ α w and hence
with |u ′ | < |u| and |v ′ | < |v| contradicting that (y, m − n, x) was a minimum representative. Since uv −1 is reduced as written, we have that y = α u α −1
v (x) = α uv −1 (x) by the semi-saturated property of the action and so (y, m − n, x) = (y, |u| − |v|, x) = Φ(y, uv −1 , x). Thus Φ is surjective.
We check that Φ is a functor. Since it is bijective on the unit space, it suffices to consider the effect of Φ on a product of the form (y,
2 is defined at x means that either v 1 is a prefix of u 2 or u 2 is a prefix of v 1 . We handle the first case, as the other is similar. So write u 2 = v 1 w. Then
and the right hand side is reduced as written. Thus we have Φ((y,
It is straightforward to verify that Φ is a homeomorphism. For example, to see that Φ is open, a basic neighborhood of ⋉ X is of the form α g (U ) × {g} × U where U ⊆ X g −1 . If g = uv −1 with u, v ∈ Σ * and the product reduced as written, then the image of this neighborhood under Φ is the basic open set (α g (U ), (|u|, |v|), U ) of G (T,X) . If (U, (m, n), V ) is a basic neighborhood of G (T,X) , then its preimage under Φ is the union of all open sets of the form α uv −1 (U ∩ X uv −1 ) × {uv −1 } × U ∩ X uv −1 with u ∈ Σ m and v ∈ Σ n (we do not require uv −1 to be reduced).
Since Deaconu-Renault groupoids of local homeomorphisms are always amenable by [47: Proposition 2.4], we obtain the following corollaries.
9.7. Corollary. Let α be a semi-saturated and orthogonal partial action of a free group on a locally compact Hausdorff space X. Then the groupoid ⋉ X is an amenable Hausdorffétale groupoid.
9.8. Corollary. Let X be a subshift. Then the universal groupoid of H(S X ) is an amenable Hausdorff groupoid and hence so are all its reductions.
10. Groupoid models for Matsumoto's C*-algebras.
Recall from [46: Theorem 4.4.1] that, given a countable inverse semigroup S, with idempotent semilattice E, the groupoid of germs for the canonical actionθ of S onÊ (called the universal groupoid), say G, is a groupoid model for C * (S), the universal C*-algebra of S, in the sense that
where C * (G) denotes the groupoid C*-algebra of G. Also the reduced C * -algebra of G coincides with the reduced C * -algebra of S. The unit space of G naturally identifies withÊ so, given any closed, invariant subset W ⊆Ê, one may consider the groupoid of germs for the restriction ofθ to W or, equivalently, the reduction of G to W , which we will henceforth denote by G W . A well known example of such an invariant subset is W =Ê tight [20: Proposition 12.11], and the groupoid obtained by reducing G toÊ tight is a model in the above sense for C * tight (S), the tight C*-algebra of S [20:
If W ⊆Ê is invariant, but not necessarily closed, then its closure is also invariant, so the above game may be played with W . A natural example is the setÊ ∞ formed by all ultra-characters, whose closure is well known to beÊ tight .
Here we wish to consider this circle of ideas applied to the inverse semigroup S = H(S), for a given 0-left cancellative semigroup S admitting least common multiples. One of the distinctive features of this situation is that, besides the space of ultra-characters and the space of tight characters, there are many other interesting invariant subsets of E (S). Since G is amenable in this case by (9.8) we note that the C * (G) is isomorphic to the reduced C * -algebra of G and so we do not distinguish them. Proof. Since H(S) is generated by the θ s and the θ −1 s , which are respectively represented asθ s andθ −1 s on E (S), in order to show that any given subset of E (S) is invariant underθ, it suffices to prove that said set is invariant underθ s andθ represented by the characteristic function on the bisection Ω α formed by all germs [α, x] , as x range in E ess (S X ). In symbols Ω α = [α, x] : x ∈ E ess (S X ) .
Notice that Φ is onto M X because its range is a closed * -subalgebra containing the range of ρ. We next set out to prove that Φ is one-to-one. Since H(S X ) is 0-E-unitary by (8.7), we have that G given by restricting functions to the unit space, which we claim satisfies P ι(α) = ι(α), if α ∈ E(S X ), 0, otherwise, (10.3.1)
for every α in H(S X ). In order to prove the claim, recall that when α is idempotent, every germ [α, x] is a unit, so the support of ι(α), also known as Ω α , is contained in the unit space of G ess X , and hence indeed P ι(α) = ι(α).
When α is not idempotent we will prove that Ω α has an empty intersection with the unit space. Arguing by contradiction assume that there is a unit of the form [α, x], for some x in E (S X ). This means that [α, x] = [ε, x], for some idempotent ε [20: 4.11], which in turn implies that αζ = εζ = 0, for some idempotent ζ, according to [20: 4.6] . Consequently εζ is a nonzero idempotent dominated by α, and hence α itself is idempotent because H(S X ) is 0-E-unitary, as seen in (8.7) . Reaching a contradiction, we have thus proved that Ω α is indeed disjoint from the unit space. So, restricting the characteristic function on Ω α to the unit space leads to the zero function, meaning that P ι(α) = 0, as desired.
Since G ess X is amenable by (9.8), P is faithful. We shall also employ another conditional expectation, this time defined on M X , which we will now describe. We initially consider the canonical conditional expectation Q defined on B(H) (according to the convention adopted in section (7), we let H = ℓ 2 (L X ) here) onto the set of all diagonal operators. Given any α in H(S X ), and recalling that ρ = q • π, with π as in (7.9), we claim that In order to verify this we exclude the trivial case in which α = 0, and we use [22: 7.13 ] to write α = θ µ f Λ θ −1 ν , where Λ ⊆ L X ∪ {1} is finite, Λ ∩ S X is nonempty, and µ, ν ∈ Λ. Therefore π(α) = T µ π(f Λ )T * ν .
If α is in E(S X ), we may assume that µ = ν, whence π(α) is a diagonal idempotent operator, so Q π(α) = π(α). On the other hand, if α is not idempotent, then all diagonal entries of π(α) must vanish, because otherwise there exists some basis vector δ ξ such that π(α)δ ξ , δ ξ is nonzero. This implies that π(α)δ ξ is nonzero, so ξ = νξ ′ , for some ξ ′ , and π(α)δ ξ = T µ π(f Λ )T * ν δ νξ ′ = δ µξ ′ , whence 0 = π(α)δ ξ , δ ξ = δ µξ ′ , δ νξ ′ .
Therefore νξ ′ = µξ ′ , and we deduce that ν = µ, so α lies in E(S X ), a contradiction, hence proving (10.3.2). Observing that Q leaves K(H) invariant, it factors through the quotient providing a linear operatorQ on B(H)/K(H) such thatQ U + K(H) = Q(U ) + K(H), commutes, as this can be seen by checking on the elements of the form ι(α), and using (10.3.1) and (10.3.2).
The proof of injectivity of Φ may now be given as follows: if Φ(a) = 0, for some a in C * G ess X , then 0 =Q Φ(a * a) = Φ P (a * a) ,
whence P (a * a) = 0, because Φ is injective on C 0 (E ess (S X )) by (7.14). Since G ess X is amenable by (9.8), we have that P is faithful, so a = 0, as desired. This shows that Φ is injective, proving (i) .
The proof of (ii) follows essentially the same lines, the punch line coming after showing that the diagram 14] to the representation ρ of (8.8), while P and Q are similarly defined. The key point here is that if α ∈ H(S X ) is not idempotent, then d(α) = 1 and so ρ(α) = π(α) ⊗ λ d(α) has no non-zero diagonal coefficients. We leave the details for the reader.
Let us conclude by noticing the following variation of [11: Theorem 3.4]:
10.4. Corollary. If the subshift X is such that S X satisfies Carlsen and Matsumoto's condition ( * ) (see (6.4)), then M X is naturally isomorphic to O X .
Proof. Follows immediately from (6.7) and the result above.
Another consequence of Theorem (10.3), in light of Corollary (9.2) and [1] , is that both the Matsumoto and the Carlsen-Matsumoto algebras are partial crossed products with respect to free group actions. This point of view for the Carlsen-Matsumoto algebra was taken in [18] , but it may be new for the Matsumoto algebra.
10.5. Corollary. Given a subshift X , the Matsumoto algebra M X and the Carlsen-Matsumoto algebra O X can be realized as partial crossed products of the free group on the alphabet of the shift with a commutative C * -algebra.
