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A GEOMETRIC APPROACH TO EQUIVARIANT FACTORIZATION
HOMOLOGY AND NONABELIAN POINCARE´ DUALITY
FOLING ZOU
Abstract. In this paper, we use the minimal categorical background and maximal
concreteness to study equivariant factorization homology in the V -framed case. We
work with a finite group G and an n-dimensional orthogonal G-representation V . We
set up a monadic bar construction for the equivariant factorization homology for a
V -framed manifold with coefficients in EV -algebra. We then prove the nonabelian
Poincare´ duality theorem using a geometrically-seen scanning map.
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2 FOLING ZOU
1. Introduction
Factorization homology is a homology theory on manifolds with coefficients in suitable
En-algebras. The main results of this paper are:
(1) We construct a GTop-enriched category MfldfrVn . Its objects are V -framed G-
manifolds of dimension n. The endomorphism operad of the object V is equiva-
lent to the little V -disk operad of Guillou-May [GM17], thus it is an EV -operad.
(2) With this category, we define the equivariant factorization homology
∫
M
A by
a monadic bar construction.
(3) We prove the nonabelian Poincare´ duality theorem using a geometrically-seen
scanning map, which establishes a weakG-equivalence
∫
M
A ≃ Map∗(M
+,BVA).
Here, M is a V -framed manifold, and M+ is its one-point compactification. The coef-
ficient A is an EV -algebra and B
VA is the V -fold deloop of A.
The approach in this paper follows the non-equivariant treatment in [Mil15]. It
is a global generalization of the delooping machines of [May72, GM17]. The non-
abelian Poincare´ duality theorem gives a simplicial filtration on the mapping space
Map∗(M
+,BVA), thus offering a calculational tool.
There are other approaches of a different flavor to equivariant factorization homol-
ogy, developed by [Hor19, Wee18]. In joint work with Horev and Klang, we give an
alternative proof of the nonabelian Poincare´ duality theorem in [HHK+20] in Horev’s
context, together with an application to Thom G-spectra.
1.1. Factorization homology: history and equivariant. The language of factor-
ization homology has been used to formulate and solve questions in many areas of
mathematics. Among others, there are homological stability results in [KM18, Knu18],
a reconstruction of the cyclotomic trace in [AMGR17] and the study of quantum field
theory in [BZBJ18, CG16].
Non-equivariantly, factorization homology has multiple origins. The most well-known
approach started in Bellinson-Drinfeld’s study of an algebraic geometry approach to
conformal field theory [BD04] under the name of Chiral Homology. Lurie [Lur, 5.5]
and Ayala–Francis [AF15] introduced and extensively studied the algebraic topology
analogue, named as factorization homology. This route relies heavily on ∞-categorical
foundations. An alternative geometric model is Salvatore’s configuration spaces with
summable labels [Sal01]. This construction is close to the geometric intuition, but
not homotopical. Yet another model, using the bar construction and developed by
Andrade [And10], Miller [Mil15] and Kupers–Miller [KM18], is homotopically well-
behaved while staying close to the geometric intuition of configuration spaces.
We take the third approach in this paper. To give an idea of the concept, we start
with the non-equivariant story.
Classically, the Dold–Thom theorem states that the symmetric product is a homol-
ogy theory. For a based CW-complex M with base point ∗, the symmetric product
on M is Symm(M) =
(∐
k≥0M
k/Σk
)
/ ∼, where ∼ is the base-point identification
(m1, · · · , mk, ∗) ∼ (m1, · · · , mk). The Dold-Thom theorem states that when M is con-
nected, there are natural isomorphisms π∗(Symm(M)) ∼= H˜∗(M,Z).
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Factorization homology, viewed as a functor on manifolds, generalizes the homology
theory of topological spaces. It uses the manifold structure to work with coefficients in
the noncommutative setting. Essentially,
∫
M
A is the configuration space on M with
summable labels in an En-algebra A; the local Euclidean chart offers the way to sum
the labels. Rigorously, [And10, KM18] defines the factorization homology on M to be:
(1.1)
∫
M
A = B(DM ,Dn, A),
where Dn is the reduced monad associated to the little n-disks operad and DM is the
functor associated to embeddings of disks in M .
This bar construction definition is a concrete point-set level model of the∞-categorical
definition [Lur, AF15]. We can construct a topological category Mfldfrn of framed smooth
n-dimensional manifolds and framed embeddings. It is a symmetric monoidal category
under taking disjoint union. Let Diskfrn be the full subcategory spanned by objects
equivalent to ⊔kR
n for some k ≥ 0. An En-algebra A is just a symmetric monoidal
topological functor out of Diskfr. The factorization homology is the derived symmetric
monoidal topological left Kan extension of A along the inclusion:
(1.2)
Diskfrn (Top,×)
Mfldfrn
A
∫
−
A
Horel [Hor13, 7.7] shows the equivalence of (1.1) and (1.2).
We could also view factorization homology as a functor on the algebra. This gives a
geometric interpretation of some classical invariants of structured rings and a way to
produce more. For example, THH of an associative ring is equivalent to the factorization
homology on S1. We will not make use of this perspective in this paper.
We point out one technicality of this bar construction that takes some effort equiv-
ariantly, namely, how to give the morphism space of Mfldfrn . On the one hand, from the
definition of the little V -disks operad, we want to include only the “rectilinear” embed-
dings as framed embeddings; on the other hand, we lose control of any rectilinearily
once we throw the little disks into the wild category of framed manifolds.
The solution is to allow all embeddings but add in path data to correct the homotopy
type. This idea goes back to Steiner [Ste79] where he used paths to construct an
especially useful En-operad. Andrade [And10] and Kupers–Miller [KM18] used paths
in the framing space to define framed embedding spaces so that they do not see the
unwanted rotations.
An equivariant version of En-algebra is given by Guillou–May’s little V -disks operad
DV and EV -algebras in [GM17]. The EV -algebras give the correct coefficient input of
equivariant factorization homology on V -framed manifolds.
In Section 3.1, we construct the category MfldfrVn of V -framed smooth G-manifolds
of dimension n. A V -framing of M is a trivialization φM : TM ∼= M × V of its
tangent bundle. We put the V -framing into a general framework of tangential structures
θ : B → BGO(n) and define the θ-framed embedding space of θ-framed manifolds using
paths in the framing space. In Appendix B, we compare this approach to an alternative
one that does not make explicit use of the framing space.
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In Section 3.2, we use the GTop-enriched category MfldfrVn to build V -framed factor-
ization homology by a monadic bar construction. The ingredients to set up the bar
construction are the V -framed little disks operad D frVV , the monad D
frV
V and the functor
DfrVM , which is a right module over D
frV
V (Definition 3.11).
Definition 1.3. (Definition 3.13) The equivariant factorization homology is:∫
M
A = B(DfrVM ,D
frV
V , A).
In Section 3.3, we study the homotopy type of the defined embedding space in MfldfrVn
and show that EmbfrV (
∐
k V,M), the V -framed embedding space, has the same homo-
topy type as FM(k), the ordered configuration space of k points in M :
Theorem 1.4. (Corollary 3.28(1)) Evaluating at 0 of the embedding gives a (G×Σk)-
homotopy equivalence:
ev0 : Emb
frV (
∐
k
V,M)
≃
→ FM(k).
In particular, the V -framed little disks operad is equivalent to the Guillou–May little
V -disks operad (Proposition 3.31), so it is an EV -operad.
1.2. Nonabelian Poincare´ duality theorem. Our main theorem is:
Theorem 1.5. (Theorem 4.8) Let M be a V -framed manifold and A be a G-connected
DfrVV -algebra in GTop. There is a weak G-equivalence:∫
M
A ≃ Map∗(M
+,BVA).
The proof of Theorem 1.5 is inspired by [Mil15]. There are two main ingredients: the
recognition principal in [May72, GM17] for the local result, and the scanning map that
has been studied non-equivariantly in [McD75, BM88, MT14].
In Section 4.1, we construct the scanning map, a natural transformation of right
DfrVV -functors:
s : DfrVM (−)→ Mapc(M,Σ
V−),
and compare it to the scanning maps in the literature in Appendix A.
In Section 4.2 to Section 4.5, we prove Theorem 1.5.
1.3. Notations.
• GTop is the Top-enriched category of G-spaces and G-equivariant maps.
• TopG is the GTop-enriched category of G-spaces and non-equivariant maps
where G acts by conjugation on the mapping space.
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We note the following facts:
(1) GTop is the underlying Top-enriched category of TopG :
GTop(X, Y ) ∼= GTop(pt,TopG(X, Y )).
(2) GTop is a closed Cartesian monoidal category. The interal hom G-space is given
by the morphism in TopG.
For orthogonal G-representations V and W , we use the following notations for the
mapping spaces, all of which are G-subspaces of TopG(V,W ):
• Hom(V,W ) for linear maps;
• Iso(V,W ) for linear isomorphisms of vector spaces;
• O(V,W ) for linear isometries;
• O(V ) for O(V, V ).
For a space X and b ∈ X ,
• PbX is the path space of X at the base point b;
• ΩbX is the loop space of X at the base point b;
• ΛbX is the Moore loop space of X at the base point b, defined to be
ΛbX = {(l, α) ∈ R≥0 ×X
R≥0|α(0) = b, α(t) = b for t ≥ l}.
For a space X , a vector space V and a map φ : V → X ,
• ΩφX is Ωφ(0)X ; ΛφX is Λφ(0)X .
For based spaces X, Y and an unbased space M ,
• Map∗(Y,X) is the space of based maps;
• Mapc(M,X) = {f ∈ Map(M,X)|f
−1(X \ ∗) is compact} is the space of com-
pactly supported maps.
For a space M and a fiber bundle E →M ,
• FM(k) is the ordered configuration space of k points in M .
• FE↓M(k) is the ordered configuration space of k points in E whose images are
k distinct points in M .
1.4. Acknowledgement. This paper is the main part of my thesis. I would like to
express my deepest gratitude to my advisor Peter May, who raises me up from the
kindergarten of mathematics. I am indebted to Inbar Klang, whose work motivates my
thesis, and to Alexander Kupers and Jeremy Miller, whose work leads to the approach
in my research. I would like to thank Haynes Miller for helpful conversations and
Shmuel Weinberger for being my committee member.
2. Preliminary
2.1. Λ-sequences and operads. To streamline the monadic bar construction in the
main body, we study unital operads, reduced monads and bar constructions using an
elementary categorical framework of Λ-objects in more details in a separate paper with
May and Zhang [MZZ20]. This subsection is a summary of the relevant content and
readers familiar with operads may skip it.
Let Λ be the category of based finite sets n = {0, 1, 2, · · · , n} with base point 0 and
based injections. The morphisms of Λ are generated by permutations and the ordered
injections ski : k− 1→ k that skip i for 1 ≤ i ≤ k. It is a symmetric monoidal category
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with wedge sum as the symmetric monoidal product. Let (V ,⊗, I) be a bicomplete
symmetric monoidal category with initial object ∅, terminal object ∗. Let VI be the
category under the unit. Later we will mostly be concerned about (GTop,×, pt) which
is Cartesian monoidal, so GToppt = GTop∗ is the category of pointed G-spaces.
Definition 2.1. A Λ-sequence in V is a functor E : Λop → V . It is called unital if
E (0) = I. The category of all Λ-sequences in V is denoted Λop(V ), where morphisms
are natural transformations of functors. The category of all unital Λ-sequences in V
is denoted ΛopI (V ), where morphisms are natural transformations of functors that are
identity at level zero.
The category Λop[V ] admits a symmetric monoidal structure (Λop[V ],⊠,I0). It is
the Day convolution of functors on the closed symmetric monoidal category Λop. The
unit is given by
I0(n) =
{
I, n = 0;
∅, n > 0;
We write Λop[V ]I0 for the category of objects under the unit I0. The symmetric
monoidal product ⊠ on Λop[V ] induces a symmetric monoidal product on Λop[V ]I0 and
its subcategory ΛopI [V ], which we still denote by ⊠.
Remark 2.2. To clarify a possible confusion with notation, note that E ∈ ΛopI [V ] is
a unital Λ-sequence with E (0) = I, while F ∈ Λop[V ]I0 comes with a specified map
I → F (0). F is called a unitary Λ-sequence in [MZZ20].
Both categories highlighted in the remark above admit a (nonsymmetric) monoidal
product ⊙ in addition to ⊠. It is analogous to Kelly’s circle product on symmetric
sequences [Kel05]. The unit for ⊙ is given by
I1(n) =
{
I, n = 0, 1;
∅, n > 1;
where the only non-trivial morphism I1(1)→ I1(0) is the identity. For a brief defini-
tion of ⊙, see Construction 2.9 (2); for a detailed definition, see [MZZ20].
For a Λ-sequence E , the spaces E (k) admit Σk-actions, so E has an underlying
symmetric sequence. Though not relevant to this paper, it is surprising that the Day
convolution of Λ-sequences agrees with the Day convolution of symmetric sequences:
Theorem 2.3. ([MZZ20, Theorem 3.3]) For D , E ∈ Λop[V ], there is an isomorphism
of symmetric sequences D ⊠Σ E → D ⊠Λ E .
Of course, Kelly’s circle product on symmetric sequences does not agree with the circle
product on Λ-sequences.
An operad in V , as defined in [May97], gives an example of a symmetric sequence
in V . If the operad is unital, meaning the 0-space of the operad is the unit, it has
the structure of a Λ-sequence in V . In fact, We have the unital variant of Kelly’s
observation [Kel05]:
Theorem 2.4. ([MZZ20, Theorem 0.10]) A unital operad in V is a monoid in the
monoidal category (ΛopI [V ],⊙,I1).
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When V = Top or V = GTop, a unital operad is also called a reduced operad in
[May97].
We give a construction which will be used in the definition of equivariant factorization
homology: the associated functor of a unital Λ-sequence. This construction specializes
to the reduced monad associated to a reduced operad of [May97] when V is Cartesian
monoidal; it also appears in the definition of the circle product ⊙.
Construction 2.5. Let (W ,⊗,J ) be a symmetric monoidal category and X ∈ WJ be
an object under the unit. Define X∗ : Λ → W to be the covariant functor that sends
n to X⊗n. On morphisms, it sends the permutations to permutations of the X ’s and
sends the injection ski : k− 1→ k for 1 ≤ i ≤ k to the map
(ski )∗ : X
⊗k−1 ∼= X⊗i−1 ⊗ J ⊗X⊗k−i X⊗k,
idi−1⊗η⊗idk−i
where η : J → X is the unit map of X . By convention, X⊗0 = J .
This defines a functor (−)∗ : WJ → Fun
⊗(Λ,W ). Here, Fun⊗(Λ,W ) is the category
of strong symmetric monoidal functors from Λ to W .
Remark 2.6. The above defined functor (−)∗ is indeed an equivalence with an inverse
given by the forgetful functor Fun⊗(Λ,W )→ WJ that sends X to X (1).
Assume that (W ,⊗,J ) is a cocomplete symmetric monoidal category tensored over
V . Then one can form the categorical tensor product over Λ of the contravariant functor
E and the covariant functor X∗.
Construction 2.7. Let E ∈ Λop[V ]I0 be a unitary Λ-sequence. The functor
E : WJ → WJ
associated to E is defined to be
E(X) = E ⊗Λ X
∗ =
∐
k≥0
E (k)⊗X⊗k/ ≈,
where (α∗f,x) ≈ (f, α∗x) for all f ∈ E (m), x ∈ X
⊗n and α ∈ Λ(n,m). The unit map
of E(X) is given by J ∼= I ⊗ J → E (0)⊗X⊗0 → E(X).
Remark 2.8. It is sometimes useful to take the quotient in two steps and use the
following alternative formula for E:
E(X) =
∐
k≥0
E (k)⊗Σk X
⊗k/ ∼,
where [(ski )
∗f,x] ∼ [f, (ski )∗x] for all f ∈ E (k), x ∈ X
⊗k−1. We will use ≈ or ∼ for the
equivalence relation to be clear which formula we are using and refer to ∼ as the base
point identification.
Construction 2.9. We focus on the following context of Construction 2.7.
(1) Let W = V . The associated functor is E : VI → VI . In particular, taking
V = GTop, one gets for a reduced G-operad C ∈ Λop∗ (GTop) the reduced monad
C : GTop∗ → GTop∗.
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(2) Let W = (Λop[V ],⊠,I0) via the Day monoidal structure. Then W is tensored
over V in the obvious way by levelwise tensoring. One gets the circle product
for E ∈ Λop[V ]I0 and F ∈ Λ
op[V ]I0 by:
E ⊙F := E ⊗Λ F
∗ ∈ Λop[V ]I0 .
These two cases are further related: the 0-th level functor
ı0 : V → Λ
op[V ], (ı0X)(n) =
{
X, n = 0;
∅, n > 0;
gives an inclusion of a full symmetric monoidal subcategory, so we have
(2.10) ı0(EX) ∼= ı0(E ⊗Λ X
∗) ∼= E ⊗Λ (ı0(X)
∗) ∼= E ⊙ ı0X.
In words, the reduced monad construction is what happens at the 0-space of the circle
product. Using this, one can show
Proposition 2.11. ([MZZ20, Proposition 6.2]) Let E,F : VI → VI be the functors
associated to E and F . Then the functor associated to E ⊙F is E ◦ F.
A monad is a monoid in the functor category. Using the associativity of the circle
product and (2.10), it is easy to prove that when C is an operad, the associated functor
C in Construction 2.7 is a monad.
The following construction gives examples of monoids and modules in (ΛopI [V ],⊙):
Construction 2.12. ([MZZ20, Section 8]) Suppose that we have a V -enriched sym-
metric monoidal category (W ,⊗, IW ) such that W (IW , Y ) ∼= IV for all objects Y of
W . Then we can construct a ΛopIV [V ]-enriched category HW . The objects are the same
as those of W , while the enrichment is given by
HW (X, Y ) = W (X
⊗∗, Y ).
The definition of the composition inHW is similar to the structure maps of an endomor-
phism operad. So, for any objects X, Y, Z of W , HW (Y, Y ) is monoid in (Λ
op
I [V ],⊙),
HW (X, Y ) is a left module over it, and HW (Y, Z) is a right module. In the light of
Theorem 2.4, HW (Y, Y ) is a unital operad, the endomorphism operad. The assumption
W (IW , Y ) ∼= IV is automatically satisfied if W is coCartesian monoidal.
We will use that the circle product is strong symmetric monoidal in the first variable:
Proposition 2.13. ([MZZ20, Proposition 4.7]) For any E ∈ Λop[V ]I0, the functor
−⊙ E on (Λop(V )I0,⊠,I0) is strong symmetric monoidal. That is, the circle product
distributes over the Day convolution: for any D ,D ′ ∈ Λop(V )I0, we have
(D ⊠D ′)⊙ E ∼= (D ⊙ E )⊠ (D ′ ⊙ E ).
2.2. Equivariant bundles. In this paper, we characterize the V -framing of a G-
manifold and the space of V -framed maps using equivariant bundles. This approach
has the advantage of being very concrete. In this subsection, we list some preliminary
results for the reader’s reference, with a focus on vector bundles. The proofs as well
as a clarification of different notions of equivariant fiber bundles can be found in the
companion paper [Zou20b].
Let G and Π be compact Lie groups, where G is the ambient action group and Π is
the structure group.
EQUIVARIANT FACTORIZATION HOMOLOGY 9
Definition 2.14. A G-n-vector bundle a map p : E → B such that the following
statements hold:
(1) The map p is a non-equivariant n-dimensional vector bundle;
(2) Both E and B are G-spaces and p is G-equivariant;
(3) The G-action is linear on fibers.
Definition 2.15. A principal G-Π-bundle is a map p : P → B such that the following
statements hold:
(1) The map p is a non-equivariant principal Π-bundle;
(2) Both P and B are G-spaces and p is G-equivariant;
(3) The actions of G and Π commute on P .
Remark 2.16. This is called a principal (G,Π)-bundle in [LMSM86, IV1].
As in the non-equivariant case, we write the Π-action on the right of a principal G-
Π-bundle P ; for convenience of diagonal action, we consider P to have a left Π-action,
that is, ν ∈ Π acts on z ∈ P by νz = zν−1.
Theorem 2.17. There is an equivalence of categories between {G-n-vector bundles over
B} and {principal G-O(n)-bundles over B}.
To deal with more general cases than G-vector bundles, for example, Atiyah’s Real
vector bundles, tom Dieck [TD69] introduced a complex conjugation action of C2 on
the structure group U(n). Lashof–May [LM86] had the idea to further introduce a total
group that is the extension of the structure group Π by G. Tom Dieck’s work became
a special case of a split extension, or equivalently a semidirect product.
Definition 2.18. ([LM86]) Let 1 → Π → Γ → G → 1 be an extension of compact
Lie groups. A principal (Π; Γ)-bundle is a map p : P → B such that the following
statements hold:
(1) The map p is a non-equivariant principal Π-bundle;
(2) The space P is a Γ-space; B is a G-space. Viewing B as a Γ-space by pulling
back the action, the map p is Γ-equivariant.
A morphism between two principal (Π; Γ)-bundles p1 : P1 → B1 and p2 : P2 → B2 is a
pair of maps (f¯ , f) fitting in the commutative diagram
P1 P2
B1 B2
f¯
p1 p2
f
such that f is G-equivariant and f¯ is Γ-equivariant.
Taking the extension to be Γ = Π × G, we recover the principal G-Π-bundles of
Definition 2.15. In this case we have two names for the same thing. This could be
confusing, but since a “principal G-Π-bundle” looks more natural than a “principal
(Π;Π×G)-bundle” for this thing, we will keep both names.
There is also a structure theorem identifying the category of equivariant principal
bundles of Definition 2.18 with suitable equivariant fiber bundles:
10 FOLING ZOU
Theorem 2.19. ([LMSM86, IV1]) For any Π-effective Γ-space F and G-space B, there
is an equivalence of categories between {G-fiber bundles with structure group Π, total
group Γ and fiber F over B} and {principal (Π; Γ)-bundles over B}.
There are two subtleties here: One is that the fiber F needs to have a preassigned
Γ-action; the other is how to define the structure group of a fiber bundle. We skip
the details and the interested reader may refer to the original reference or [Zou20b] for
explanations.
2.2.1. V -trivial bundles. A G-vector bundle E → B is V -trivial for some n-dimensional
G-representation V if there is a G-vector bundle isomorphism E ∼= B×V . Such an iso-
morphism is a V -framing of the bundle. This is analogous to the case of non-equivariant
vector bundles, except that equivariance adds in the complexity of a representation V
that’s part of the data.
However, the representation V in the equivariant trivialization of a fixed vector bundle
may not be unique. Let Iso(V,W ) be the space of linear isomorphisms V → W with
the conjugation G-action for G-representations V and W .
Lemma 2.20. For a G-space B, there exists a G-vector bundle isomorphism B × V ∼=
B ×W if and only if there exists a G-map f : B → Iso(V,W ).
Corollary 2.21. If B has a G-fixed point, then B × V ∼= B ×W only when V ∼= W .
Example 2.22 (Counterexample). Let G = C2, σ be the sign representation. The unit
sphere, S(2σ), is S1 with the 180 degree rotation action. As C2-vector bundles,
S(2σ)× R2 ∼= S(2σ)× 2σ.
Example 2.23. (Counterexample, Gus Longerman) Take G to be any compact Lie
group and V and W to be any two representation of G that are of the same dimension.
Then G× V ∼= G×W .
2.2.2. V -framing bundles. Equivariantly, G-representations serve the role of vector spaces
and there can be more than one of them in each dimension. So it is natural to consider
the V -framing bundle for an orthogonal n-dimensonal representation V .
Definition 2.24. Let p : E → B be a G-n-vector bundle. Let FrV (E) be the space of
the admissible maps with the G-action g(ψ) = gψρ(g)−1.
In other words, FrV (E) has the same underlying space as FrRn(E), but we think of
admissible maps as mapping out of V instead of Rn. One would expect FrV (E) is
some principal bundle in the sense of Definition 2.18. Although this is true, it does not
capture the complete data.
Let V be given by ρ : G → O(n). We write O(V ) for the group O(n) with the data
G → Aut(O(n)) given by g(ν) = ρ(g)νρ(g)−1 for g ∈ G and ν ∈ O(n), so it is clear
what O(V ) ⋊ G means. This convention coincides with the conjugation G-action on
O(V ) thought of as a mapping space.
Proposition 2.25. FrV (E) is a principal (O(V );O(V ) ⋊ G)-bundle and we have iso-
morphisms of G-vector bundles:
E ∼= (FrV (E)× V )/O(n).
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Note that we have an isomorphism
(2.26)
O(V )⋊G ∼= O(n)×G
(ν, g) ↔ (νρ(g), g).
So FrV (E) and FrRn(E) are the same even as principal (Π; Γ)-bundles, where
(Π; Γ) = (O(V );O(V )⋊G) ∼= (O(n), O(n)×G).
The G-actions tell them apart in two perspectives. When 1→ Π→ Γ→ G→ 1 is a
split extension, inclusion to the second coordinate gives a canonical inclusion G → Γ,
which gives a G-action on the total space of a principal (Π; Γ)-bundle. These are the
G-actions on FrRn(E) and FrV (E). The isomorphism (2.26) is not compatible with the
splitting, resulting in the different G-actions. In fact, G in the second line of (2.27)
includes as the graph subgroup Λρ = {(ρ(g), g)|g ∈ G} ⊂ O(n)×G.
(2.27)
1 O(n) O(n)×G G 1
1 O(V ) O(V )⋊G G 1
∼=(2.26)
(e,g)← [g
(e,g)← [g
The second perspective to see the difference of FrV (E) and FrRn(E) is via the dif-
ferent G-actions on the fiber Rn to recover E in Proposition 2.25. Recall that the
fiber of an equivariant fiber bundle should have an action of the extended structure
group Γ (See Theorem 2.19); for split extensions this is equivalent to specifying a G-
action. To recover E from FrV (E), the fiber with the appropriate G-action is exactly
the representation V thought of as a G-space.
2.2.3. Fixed points. Let H ⊂ G be a subgroup and Rep(H,Π) be the set:
Rep(H,Π) = {group homomorphism ρ : H → Π}/Π-conjugation.
A group homomorphism ρ : H → Π gives a subgroup Λρ ⊂ (Π×G) via its graph:
Λρ = {(ρ(h), h)|h ∈ H}.
Denote the centralizer of the image of ρ in Π by ZΠ(ρ). We have
ZΠ(ρ) = Π ∩ ZΠ×G(Λρ) = {ν ∈ Π|νρ(h) = ρ(h)ν for all h ∈ H}.
[LM86, Theorem 12] gives complete information on the fixed-point spaces of a prin-
cipal (Π; Γ)-bundle. We focus on the special case of the trivial extension Γ = Π × G
when a principal (Π; Γ)-bundle is just a principal G-Π-bundle. Take p : P → B to be
such a principal G-Π-bundle. Then Lashof–May’s quoted theorem associates to each
component B0 ⊂ B
H a homomorphism [ρ] ∈ Rep(H,Π):
Theorem 2.28. {ρ : H → Π|
(
p−1(B0)
)Λρ
6= ∅} form a single conjugacy class of
representations. Furthermore, the (non-equivariant) principal Π-bundle p−1(B0)→ B0
has a reduction of the structure group from Π to the closed subgroup ZΠ(ρ) ⊂ Π.
Note that a bundle morphism preserves the associated representation [ρ]. Also,
EΛρ → p(EΛρ) is a principal ZΠ(ρ)-bundle for a fixed representation ρ.
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2.2.4. Equivariant classifying spaces. The universal principal (Π; Γ)-bundle can be rec-
ognized by the following property:
Theorem 2.29. ([LM86, Theorem 9]) A principal (Π; Γ)-bundle p : E → B is universal
if and only if
EΛ ≃ ∗, for all subgroups Λ ⊂ Γ such that Λ ∩Π = e.
When Γ = Π×G, such a subgroup Λ comes in the form of Λρ as defined above.
Notation 2.30. The universal principalG-O(n)-bundle is denoted EGO(n)→ BGO(n);
The universal principal (Π; Γ)-bundle is denoted E(Π; Γ) → B(Π; Γ). We denote the
universal G-n-vector bundle by ζn → BGO(n), where
ζn = EGO(n)×O(n) R
n.
From information about the fixed-point spaces and Theorem 2.29, one gets the G-
homotopy type of the universal base:
Theorem 2.31. ([Las82, Theorem 2.17])
(BGO(n))
G ≃
∐
[ρ]∈Rep(G,O(n))
BZO(n)(ρ);
≃
∐
[V ]∈Rep(G,O(n))
B(O(V )G).
Example 2.32. Take H = G = C2 and Π = O(2). Then
Rep(C2, O(2)) = {id, rotation, reflection}.
For ρ = id or ρ = rotation, ZΠ(ρ) = O(2). For ρ = reflection, ZΠ(ρ) ∼= Z/2× Z/2. So
(BC2O(n))
C2 ≃ BO(2) ⊔BO(2) ⊔ B(Z/2× Z/2).
One can make explicit the classifying maps of V -trivial bundles as follows. A G-map
θ : pt→ BGO(n) gives the following data: it lands in one of the G-fixed components of
BGO(n), indexed by a representation class [V ]; its image is a G-fixed point b ∈ BGO(n).
Proposition 2.33. The pullback of the universal bundle is θ∗ζn ∼= V .
The loop space of BGO(n) at the base point b, ΩbBGO(n), is a G-space with the
pointwise G-action on the loops. Via concatenation of loops, it is an A∞-algebra in
G-spaces. Using the Moore loop space ΛbBGO(n), whose definition we omit here, we
can strictify ΩbBGO(n) to a G-monoid.
Definition 2.34. A G-monoid is a monoid in G-spaces, that is, an underlying monoid
such that the multiplication is G-equivariant. A morphism of G-monoids is an equiva-
lence if it is a weak G-equivalence.
Theorem 2.35. Let O(V ) be isometric self maps of V with G acting by conjugation.
(1) There is a G-homotopy equivalence ΩbBGO(n) ≃ O(V );
(2) There is an equivalence of G-monoids ΛbBGO(n) ≃ O(V ).
Theorem 2.35 is used later in Theorem B.14 for understanding the automorphism
space of a framed disk V .
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Remark 2.36. Explicitly, the equivalence of G-monoids is given by a zigzag
(2.37) ΛbBGO(n) (Λ˜bEGO(n))/O(n) O(V ).
ξ
≃
ψ
≃
Here, let p denote the universal principal G-O(n)-bundle EGO(n)→ BGO(n); We define
Λ˜bEGO(n) = {(l, α)|l ∈ R≥0, α : R≥0 → EGO(n), p(α(0)) = p(α(t)) = b for t ≥ l},
so that (Λ˜bEGO(n))/O(n) = [l, α] where the equivalence relation is
(l, α) ∼ (l, β) if there is ν ∈ O(n) such that α(t) = β(t)ν for all t ≥ 0.
While Λ˜bEGO(n) does not have the structure of a G-monoid, (Λ˜bEGO(n))/O(n) does.
Fix a base point z ∈ p−1(b) ⊂ EGO(n). The maps are given by
ξ([l, α]) = (l, p(α)) ∈ ΛbBGO(n);
ψ([l, α]) ∈ O(V ) is determined by α(0)ψ([l, α]) = α(l).
We conclude this section with results on the morphism spaces of equivariant principal
bundles. Let 1→ Π→ Γ→ G→ 1 be an extension of groups. Let
pΠ;Γ : E(Π; Γ)→ B(Π; Γ)
be the universal principal (Π; Γ)-bundle and let p : P → B be any principal (Π; Γ)-
bundle. Let Hom(P,E(Π; Γ)) be the space of (non-equivariant) principal Π-bundle
morphisms. Since Hom(P,E(Π; Γ)) ∼= MapΠ(P,E(Π; Γ)), the conjugation Γ-action on
Map(P,E(Π; Γ)) descends to give a G-action on Hom(P,E(Π; Γ)). One can prove:
Lemma 2.38. Hom(P,E(Π; Γ)) is G-contractible.
Lemma 2.38 leads to the following result. Let p : P → B be any principal G-O(n)-
bundle. Restricting a bundle map to its map of base spaces gives
(2.39) π : Hom(P,EGO(n))→ Mapp(B,BGO(n)).
Here, Mapp(B,BGO(n)) is the (non-equivariant) component of the classifying map of
p in Map(B,BGO(n)); G acts by conjugation on both sides of (2.39). Note that G acts
on AutBP by conjugation, so we can form Γ = AutBP ⋊G.
Theorem 2.40. The map (2.39) is a universal principal (AutBP ; Γ)-bundle.
3. Tangential structures and factorization homology
3.1. Equivariant tangential structures. Fix an integer n and a finite group G. A
tangential structure is a G-map θ : B → BGO(n). Here, BGO(n) is the classifying
space as in Notation 2.30. A morphism of two tangential structures is a G-map over
BGO(n). All tangential structures form a category T S, which is simply the over cate-
gory GTop/BGO(n).
In this subsection we fix a tangential structure θ and construct two categories. The
first one is Vecθ, the category of n-dimensional θ-framed bundles with θ-framed bundle
maps as morphisms. The second one is Mfldθ, the category of smooth n-dimensional
θ-framed manifolds and θ-framed embeddings. The category Mfldθ is a subcategory of
Vecθ; both Mfldθ and Vecθ are enriched over GTop. If we let θ vary, both constructions
define covariant functors from T S to categories.
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Denote by ζn the universal G-n-vector bundle over BGO(n). Pulling back along the
tangential structure θ : B → BGO(n) gives a bundle θ
∗ζn over B. This is meant to
be the universal θ-framed vector bundle. For an n-dimensional smooth G-manifold M ,
the tangent bundle of M is a G-n-vector bundle. It is classified by a G-map up to
G-homotopy:
τ : M → BGO(n).
Definition 3.1. A θ-framing on a G-n-vector bundle E → M is a G-n-vector bundle
map φE : E → θ
∗ζn. A θ-framing on a smooth G-manifold M is a θ-framing φM on its
tangent bundle. We abuse notations and refer to the map on the base spaces as φM as
well.
A bundle has a θ-framing if and only if its classifying map τ : M → BGO(n) has a
factorization up to G-homotopy through B; see diagram (3.2). However, a factorization
τB : M → B does not uniquely determine a θ-framing φE : E → θ
∗(ζn). Indeed, a
bundle map φE : E → θ
∗(ζn) is the same data as a map τB :M → B on the base plus a
homotopy between the two classifying maps from M to BGO(n). For a detailed proof,
see Corollary B.9 with Definition B.4.
(3.2)
B
M BGO(n)
θ
τ
τB
hy
Example 3.3. When B is a point, a tangential structure θ : pt → BGO(n) picks out
in its image a G-fixed component of BGO(n). This component is indexed by some n-
dimensional G-representation V up to isomorphism. Then θ∗ζn ∼= V as a G-vector space
over pt (Proposition 2.33). We denote this tangential structure by frV : pt → BGO(n)
and call it a V -framing. A V -framing on a vector bundle E → M is just an equivariant
trivialization E ∼= M × V . We emphasize that the V -framing tangential structure is
not only a space B = pt but also a map frV .
Definition 3.4. Given two θ-framed bundles E1, E2 with framings φ1, φ2, the space of
θ-framed bundle maps between them is defined as:
(3.5) Homθ(E1, E2) := hofib
(
Hom(E1, E2)
φ2◦−
−→ Hom(E1, θ
∗ζn)
)
,
where Hom(E1, θ
∗ζn) is based at φ1. Explicitly, a θ-framed bundle map is a bundle map
f and a homotopy connecting the two resulting θ-framings φ1 and φ2f of E1:
Homθ(E1, E2) = {(f, α) ∈ Hom(E1, E2)× Hom(E1, θ
∗ζn)
I |α(0) = φ1, α(1) = φ2f}.
The unit in Homθ(E,E) is given by (idE, φconst); the composition of two θ-bundle maps
is defined as:
Homθ(E2, E3)× Hom
θ(E1, E2) → Hom
θ(E1, E3);(
(g, β), (f, α)
)
7→ (g ◦ f, λ),
where λ(t) =
{
α(2t), when 0 ≤ t ≤ 1/2;
β(2t− 1) ◦ f, when 1/2 < t ≤ 1.
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As defined above, the composition is unital and associative only up to homotopy.
One can modify Homθ(E1, E2) using Moore paths in the homotopy to make the com-
position strictly unital and associative; see [KM18, Definition 17] or Definition B.4 for
a construction in the same spirit. We omit the details here and assume we have built
a category Vecθ of θ-framed bundles and θ-framed embeddings. As such, an element
of Homθ(E1, E2) has a third data of the length of the path, which is a locally constant
function on Hom(E1, E2), but for brevity we sometimes do not write it.
In the definition of Homθ(E1, E2), everything is taken non-equivariantly. The spaces
Hom(E1, E2) and Hom(E1, θ
∗ζn) have G-actions by conjugation. Since φ1 and φ2 are
G-maps, the homotopy fiber Homθ(E1, E2) inherits the conjugation G-action.
Definition 3.6. The space of θ-framed embeddings between two θ-framed manifolds
is defined as the pullback displayed in the following diagram of G-spaces:
(3.7)
Embθ(M,N) Homθ(TM,TN)
Emb(M,N) Hom(TM,TN)d
Here, Emb(M,N) is the space of smooth embeddings and the map d takes an embedding
to its derivative.
Remark 3.8. Most of the time, we drop the Moore-path-length data and write an
element of Embθ(M,N) as a package of a map f and a homotopy f¯ = (f, α), with
f ∈ Emb(M,N) and α : [0, 1] → Hom(TM,TN) satisfying α(0) = φM and α(1) =
φN ◦ df . There is a functor Mfld
θ → Mfld by forgetting the tangential structure. It
sends f¯ ∈ Embθ(M,N) to f ∈ Emb(M,N).
Let ⊔ be the disjoint union of θ-framed vector bundles or manifolds and ∅ be the
empty bundle or manifold. Both (Vectθ,⊔,∅) and (Mfldθ,⊔,∅) are GTop-enriched
symmetric monoidal categories. In both categories, ∅ is the initial object. In Vectθ, ⊔
is the coproduct, but not in Mfldθ.
Remark 3.9. We need the length of the Moore path to be locally constant as introduced
in [KM18, Definition 17] as opposed to constant for the enrichment to work. Namely,
the map
Homθ(E1, E
′
1)× Hom
θ(E2, E
′
2)→ Hom
θ(E1 ⊔ E2, E
′
1 ⊔ E
′
2)
is given by first post-composing with the obvious θ-framed map E ′i → E
′
1 ⊔ E
′
2 for
i = 1, 2, then using a homeomorphism, as follows:
Homθ(E1, E
′
1)× Hom
θ(E2, E
′
2)→ Hom
θ(E1, E
′
1 ⊔ E
′
2)×Hom
θ(E2, E
′
1 ⊔ E
′
2)
∼= Homθ(E1 ⊔ E2, E
′
1 ⊔ E
′
2)
If the length of the Moore path were constant, the displayed homeomorphism would
only be a homotopy equivalence, as the length of a Moore path can be different on the
two parts.
To set up factorization homology in Section 3.2, we fix an n-dimensional orthogonal
G-representation V ; in addition, we suppose that V is θ-framed and fix a θ-framing
φ : TV → θ∗ζn
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on V . Since TV ∼= V as G-vector bundles, the space of θ-framings on V is
(3.10) Hom(TV, θ∗ζn)
G ≃ Hom(V, θ∗ζn)
G = Hom(Rn, θ∗ζn)
Λρ ≃ (θ∗EGO(n))
Λρ ,
where Λρ = {(ρ(g), g) ∈ O(n)×G|g ∈ G} and ρ : G→ O(n) is a matrix representation
of V . By Theorem 2.28,
(θ∗EGO(n))
Λρ ∼= θ∗(EGO(n))
Λρ.
So the spaces in (3.10) are non-empty, or a θ-framing on V exists, if and only if the
intersection of θ(B) and the V -indexed component of (BGO(n))
G as introduced in
Theorem 2.31 is non-empty.
We also describe the change of tangential structures, which is not studied in this
paper. Let q be a morphism from θ1 : B1 → BGO(n) to θ2 : B2 → BGO(n), equivalently,
a G-map q : B1 → B2 satisfying θ2q = θ1. Then a θ1-framed vector bundle E → B
with φE : E → θ
∗
1ζn is θ2-framed by
E → θ∗1ζn = q
∗θ∗2ζn → θ
∗
2ζn.
The morphism q also induces a map on framed-morphisms. So we have a functor
q∗ : Vec
θ1 → Vecθ2 , and similarly q∗ : Mfld
θ1 → Mfldθ2 .
3.2. Equivariant factorization homology. In this subsection, we use the Λ-sequence
machinery in Section 2.1 and theGTop-enriched category Mfldθ developed in Section 3.1
to define the equivariant factorization homology as a bar construction.
Recall from Section 3.1 that we have fixed an n-dimensional orthogonalG-representation
V and a θ-framing φ : TV → θ∗ζn on the G-manifold V .
Definition 3.11. For a θ-framed manifold M , we define the Λ-sequence DθM to be
D
θ
M = Emb
θ(∗V,M) ∈ Λop∗ (GTop).
Here, ∗V is the symmetric monoidal functor (Λ,∨, 0) → (Mfldθ,⊔,∅) that sends 1 to
(V, φ) and sends 0→ 1 to the unique map ∅ →֒ V .
Explicitly, on objects, we have
D
θ
M : Λ
op → GTop,
k 7→ Embθ(
∐
k
V,M);
On morphisms, Σk = Λ(k,k) acts by permuting the copies of V , and s
k
i : k− 1 → k
induces (ski )
∗ : DθM(k) → D
θ
M(k − 1) by forgeting the i-th V in the embeddings for
1 ≤ i ≤ k.
Plugging in V in the second variable, we have DθV . Using Construction 2.9, we get
associated functors of DθM and D
θ
V , which we denote by
DθM ,D
θ
V : GTop∗ → GTop∗;
DθM(X) =
∐
k≥0
D
θ
M (k)×Σk X
×k/ ∼ .
These Λ-sequences satisfy certain structures coming from the composition of mor-
phisms in Mfldθ. It is best described using the Kelly monoidal structure (Λop∗ (GTop),⊙)
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as defined in Construction 2.9. Taking V = GTop and (W ,⊗) = (Mfldθ,⊔) in Construction 2.12,
we can identify
D
θ
M = HW (V,M).
Consequently, DθV = HW (V, V ) is a monoid in (Λ
op
∗ (GTop),⊙) and D
θ
M is a right module
over it.
Translating by Theorem 2.4, DθV is a reduced operad in (GTop,×). This operad is
close to the little V -disk operad DV except it also allows θ-framed automorphisms of
the embedded V -disks. We make the remark that in light of Theorem B.14, we expect
there to be something like an equivalence of G-operads: DθV ≃ DV ⋊ (ΛφB). This is
formulated and proved in [Zou20a, Appendix B].
By Proposition 2.11, the right module map DθM ⊙ D
θ
V → D
θ
M of Λ-sequences yields
a natural transformation DθM ◦ D
θ
V → D
θ
M ; The monoid structure maps I1 → D
θ
V and
DθV ⊙D
θ
V → D
θ
V yield natural transformations id→ D
θ
V and D
θ
V ◦D
θ
V → D
θ
V .
The following is a standard definition from [May97]:
Definition 3.12. Let C be a reduced operad in (GTop,×) and C be the associated
reduced monad. An object A ∈ GTop∗ is a C -algebra if there is a map γ : CA → A
such that the following diagrams commute, where the unlabeled maps are the unit and
multiplication map of the monad C:
CCA CA
CA A
Cγ
γ
γ
;
A CA
A
γ .
In what follows, let A be a DθV -algebra in GTop∗. We have a simplicial G-space,
whose q-th level is
Bq(D
θ
M ,D
θ
V , A) = D
θ
M(D
θ
V )
qA.
The face maps are induced by the above-given structure maps
DθMD
θ
V → D
θ
M , D
θ
VD
θ
V → D
θ
V and γ : D
θ
VA→ A.
The degeneracy maps are induced by id→ DθV .
We have the following definition after the idea of [And10, IX.1.5]:
Definition 3.13. The factorization homology of M with coefficient A is∫ θ
M
A := B(DθM ,D
θ
V , A).
Notation 3.14. Since we are not comparing tangential structures in this paper, we
drop the θ in the notation and write
∫ θ
M
A as
∫
M
A.
The category of algebras DθV [GTop∗] has a transfer model structure via the forgetful
functor DθV [GTop∗] → GTop∗ ([BM03, 3.2, 4.1]), so that weak equivalences of maps
between algebras are just underlying weak equivalences.
Proposition 3.15. The functor
∫
M
− : DθV [GTop∗]→ GTop∗ is homotopical.
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Proof. The proof is a formal argument assembling the literature and deferred. We
show that the bar construction is Reedy cofibrant in Corollary 4.22. The claim then
follows since geometric realization preserves levelwise weak equivalences between Reedy
cofibrant simplicial G-spaces, as quoted in Theorem 4.15. 
We have the following properties of the factorization homology.
Proposition 3.16. ∫
V
A ≃ A.
Proof. This follows from the extra degeneracy argument of [May72, Proposition 9.8].
The extra degeneracy coming from the unit map of the first DθV establishes A as a
retract of B(DθV ,D
θ
V , A), which is just
∫
V
A. 
Proposition 3.17. For θ-framed manifolds M and N ,∫
M⊔N
A ≃
∫
M
A×
∫
N
A.
Proof. Without loss of generality, we may assume that both M and N are connected.
Then
D
θ
M⊔N(k)
∼= Embθ(⊔kV,M ⊔N)
∼=
k∐
i=0
(
Embθ(⊔iV,M)× Emb
θ(⊔k−iV,N)
)
×Σi×Σk−i Σk
∼=
k∐
i=0
(
D
θ
M (i)×D
θ
N (k − i)
)
×Σi×Σk−i Σk
This is the formula of the Day convolution of DθM and D
θ
N . So we have
(3.18) DθM⊔N
∼= DθM ⊠D
θ
N .
We drop the θ in the rest of the proof. By (3.18) and iterated use of Proposition 2.13,
there is an isomorphism in Λop∗ (GTop) for each q:
(3.19) Bq(DM⊔N ,DV , ı0(A)) ∼= Bq(DM ,DV , ı0(A))⊠Bq(DN ,DV , ı0(A)).
Iterated use of (2.10) identifies
ı0(Bq(DM ,DV , A)) ∼= Bq(DM ,DV , ı0(A)),
so evaluating on the 0-th level of (3.19) gives equivalence of simplical G-spaces:
B∗(DM⊔N ,DV , A) ∼= B∗(DM ,DV , A)×B∗(DN ,DV , A).
The claim follows from passing to geometric realization and commuting the geometric
realization with finite products. 
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3.3. Relation to configuration spaces. Now we restrict our attention to the V -
framed case for an orthogonal n-dimensional G-representation V . We give V the canon-
ical V -framing TV ∼= V × V and let M be a G-manifold of dimension n. When M is
V -framed, we denote the V -framing by φM : TM → V .
In this subsection, we first prove that a smooth embedding of ⊔kV into M is deter-
mined by its images and derivatives at the origin up to a contractible choice of homotopy
(Proposition 3.24). The proof of the non-equivariant version can be found in Andrade’s
thesis [And10, V4.5]. Then we proceed to prove that a V -framed embedding space of
⊔kV into M as defined in (3.7) is homotopically the same as choosing the center points
(Corollary 3.28).
To formulate the result, we first define the suitable equivariant configuration space
related to a manifold, which will be “the space of points and derivatives”.
We use FE(k) to denote the ordered configuration space of k distinct points in E,
topologized as a subspace of Ek. When E is a G-space, FE(k) has a G-action by
pointwise acting that commutes with the Σk-action by permuting the points.
Definition 3.20. For a fiber bunde p : E → M , define FE↓M(k) to be configurations
of k-ordered distinct points in E with distinct images in M . FE↓M(k) is a subspace
of FE(k) and inherits a free Σk-action. When p is a G-fiber bundle, FE↓M(k) is a
G-space.
Example 3.21. When k = 1, FE↓M(1) ∼= FE(1).
Example 3.22. When E = M × F is a trivial bundle over M with fiber F ,
FE↓M(k) ∼= FM(k)× F
k.
In general, we have the following pullback diagram:
FE↓M(k) E
k
FM (k) M
k.
pk
Now, we take E = FrV (TM). Recall that FrV (TM) = Hom(V,TM) is a G-bundle
over M . For an embedding ⊔kV → M , we take its derivative and evaluate at 0 ∈ V .
We will get k-points in FrV (TM) with different images projecting toM . In other words,
the composition
Emb(
∐
k
V,M)
d
→ Hom(
∐
k
TV,TM)
ev0→ Hom(
∐
k
V,TM) = FrV (TM)
k
factors as
(3.23) Emb(
∐
k
V,M)
d0→ FFrV (TM)↓M (k) →֒ FrV (TM)
k.
Proposition 3.24. The map d0 in (3.23) is a G-Hurewicz fibration and (G × Σk)-
homotopy equivalence.
Proof. It suffices to prove for k = 1, that is, for
d0 : Emb(V,M)→ FrV (TM),
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since the general case will follow from the pullback diagram:
Emb(
∐
k V,M) Emb(V,M)
k
FFrV (TM)↓M (k) FrV (TM)
k.
d0 (d0)
k
We show that d0 is a G-Hurewicz fibration by finding an equivariant local trivial-
ization. Fix an H-fixed point x ∈ FrV (TM) and let d
−1
0 (x) be the fiber at x. Our
goal is to find an H-invariant neighborhood U¯ of x in FrV (TM) and an H-equivariant
homeomorphism
U¯ × d−10 (x)
∼= d−10 (U¯) ⊂ Emb(V,M).
First, we find the small neighborhood U¯ . Let x0 be the image of x under the pro-
jection FrV (TM) → M , then x0 is also H-fixed. Consequently, W = Tx0M is an
H-representation. Using the exponential map, there is a local chart for M that is H-
homeomorphic to W with 0 ∈ W mapping to x0. We will refer to this local chart as W .
On the chart, FrV (TM) is homeomorphic to W × Hom(V,W ), and we may identify x
with (0, A) ∈ W ×Hom(V,W ) for some H-invariant A. For simplicity, we put a metric
on W to make it an orthogonal representation. Choose an ǫ-ball U1 ⊂ W and a small
enough H-invariant neighborhood A ∈ U2 ⊂ Hom(V,W ) and set U¯ = U1 × U2.
Second, we construct an H-equivariant local trivialization of d0 on U¯ ,
φ¯ : U¯ × d−10 (x) → Emb(V,M),
(y, f) 7→ φ(y) ◦ f
by utilizing a yet-to-be-constructed map φ : U¯ → Diff(M). The map φ needs to satisfy
the following properties:
(1) φ is H-equivariant;
(2) φ(x) = id;
(3) For any y ∈ U¯ , d(φ(y)) ◦ x = y. (Recall that x, y ∈ FrV (TM) = Hom(V,TM)
and d(φ(y)) : TM → TM is the derivative of φ(y).)
For any χ ∈ Diff(M) and g ∈ Emb(V,M), d0(χ◦g) = dg(0)(χ)◦d0(g). We can check that
d0(φ(y) ◦ f) = y and that for any g ∈ Emb(V,M) with d0(g) = y, d0(φ(y)
−1 ◦ g) = x.
So, the map φ(y) ◦ − translates d−10 (x), the fiber over x, to d
−1
0 (y), the fiber over y.
This shows φ¯ is an H-equivariant homeomorphism to d−10 (U¯).
Third, we describe only the idea of the construction of φ, as it is a bit technical.
Noticing that the requirement (3) is local, we can construct φ0 : U¯ → Diff(W ) on
the local chart W satisfying all the requirements using linear maps. Then we need to
modify these diffeomorphisms of W equivariantly without changing them on the ǫ-ball
U1, so that they become compactly supported and still satisfy all the requirements.
Finally, we extend the modified φ0 by identity to get φ, diffeomorphisms of M . The
technical part is the modification for φ0. It can be done by (1) taking an H-invariant
polytope P containing U1, (2) taking a large enough multiple m such that mP contains
the image of all φ0(U¯)(U1), (3) setting φ0(y) to be id outside of mP , (4) extending by
piecewise linear function between P and mP , and (5) smoothing it. It is because of this
step that we have to choose a small enough neighborhood U2, but it is good enough for
our purpose.
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To show d0 is a G-homotopy equivalence, one can construct a section of d0 by the
exponential map:
σ : FrV (TM)→ Emb(V,M).
Since there is a (contractible) choice of the radius at each point for the exponential map
to be homeomorphism, σ is defined only up to homotopy. Using blowing-up-at-origin
techniques, the section can be shown to indeed give a deformation retract of d0.
To be useful later, the section exists up to homotopy for general k as well:
(3.25) σ : FFrV (TM)↓M (k)→ Emb(
∐
k
V,M).
Now we are ready to justify our desired equivalence of the V -framed embedding spaces
from V to M and configuration spaces of M . Moreover, we show that this equivalence
is compatible over Emb(
∐
k V,M) in part (2). This will be used in later sections to
compare different scanning maps.
Lemma 3.26. For a V -framed manifold M , the projection
FFrV (TM)↓M (k)→ FM(k)
is a trivial bundle with fiber (Hom(V, V ))k. We call the section that selects (idV )
k in
each fiber the zero section z.
Proof. Regarding V as a bundle over a point, we may identify FrV (V ) = Hom(V, V ).
Since M is V -framed, FrV (TM) ∼= FrV (M × V ) ∼= M ×FrV (V ) as equivariant bundles.
The claim follows from Example 3.22. 
We can restrict the exponential map (3.25) to the zero section in Lemma 3.26 to get
(3.27) σ0 : FM(k)→ Emb(
∐
k
V,M).
Corollary 3.28. For a V -framed manifold M , we have:
(1) Evaluating at 0 of the embedding gives a (G× Σk)-homotopy equivalence:
ev0 : D
frV
M (k) ≡ Emb
frV (
∐
k
V,M)→ FM(k).
(2) The map ev0 and σ0 in (3.27) fit in the following (G×Σk)-homotopy commutative
diagram:
EmbfrV (
∐
k V,M) Emb(
∐
k V,M)
FM(k)
ev0
σ0
Proof. (1) By Definitions 3.6 and 3.11, EmbfrV (
∐
k V,M) is the homotopy fiber of the
composite:
D : Emb(
∐
k
V,M)
d
→ Hom(
∐
k
TV,TM)
(φM )∗
→ Hom(
∐
k
TV, V ).
We would like to restrict the composite at {0} ⊔ · · · ⊔ {0} ⊂ V ⊔ · · · ⊔ V . Since
Hom(
∐
k
TV,TM) ∼=
∏
k
Hom(TV,TM)
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and i0 : V → TV is a G-homotopy equivalence of G-vector bundles,
ev0 : Hom(
∐
k
TV,TM)
(i0)∗
→
∏
k
Hom(V,TM) ∼= (FrV (TM))
k
is a (G × Σk)-homotopy equivalence. So in the following commutative diagram, the
vertical maps are all (G× Σk)-homotopy equivalences:
Emb(
∐
k V,M) Hom(
∐
k TV,TM) Hom(
∐
k TV, V )
FFrV (TM)↓M (k) FrV (TM)
k FrV (V )
k
FM(k)× FrV (V )
k FrV (V )
k.
d
d0 ≃ by Proposition 3.24 ev0 ≃
(φM )∗
ev0 ≃
∼= by Lemma 3.26
(φM )∗
proj2
We focus on the top composition D and the bottom map proj2. The map ev0 between
their codomains is a based map. Indeed, the base point of Hom(
∐
k TV, V ) is from the
V -framing of
∐
k V and is (G×Σk)-fixed. It is mapped to id
k, the base point of FrV (V )
k.
Consequently, there is a (G× Σk)-homotopy equivalence between the homotopy fibers
of these two maps.
(3.29) EmbfrV (
∐
k
V,M) = hofib(D)
≃
→ hofib(proj2).
Our desired ev0 in question is the composite of (3.29) and the following map:
X : hofib(proj2)→ FM(k)× FrV (V )
k proj1→ FM(k).
It suffices to show that X is a (G × Σk)-equivalence. Indeed, X is the comparison of
the homotopy fiber and the actual fiber of proj2. Write temporarily F = FM(k) and
B = FrV (V )
k with the (G × Σk)-fixed base point b. Then the map X is projection to
F :
hofib(proj2) ∼= PbB × F → F.
The claim follows from the fact that PbB is (G× Σk)-contractible.
(2) We have the following (G× Σk)-homotopy commutative solid diagram, where z
is the zero section in Lemma 3.26:
EmbfrV (
∐
k V,M) Emb(
∐
k V,M)
FM(k) FFrV (TM)↓M (k).
ev0 d0
z
σ0
The commutativity can be seen easily and is actually an extension of the big commu-
tativity diagram in part (1) to (homotopy) fibers. As σ0 = σ ◦ z and σ is a (G× Σk)-
homotopy inverse of d0 by Proposition 3.24, the diagram with the dotted arrow is
homotopy commutative. 
Remark 3.30. Part (1) of Corollary 3.28 gives a levelwise equivalence of objects in
Λop∗ (GTop):
ev0 : D
frV
M → FM .
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We conclude this subsection by comparing D frVV to DV . For background, the little V -
disks operad DV is a well-studied notion introduced for recognizing V -fold loop spaces;
see [GM17, 1.1]. It is an equivariant generalization of the little n-disks operad. Roughly
speaking, DV (k) is the space of non-equivariant embeddings of k copies of the open unit
disks D(V ) to D(V ), each of which takes only the form v 7→ av+b for some 0 < a ≤ 1
and b ∈ D(V ), called rectilinear. In particular, the spaces are the same as those of
little n-disks operad, and so are the structure maps. The G-action on DV (k) is by
conjugation. It is well-defined, commutes with the Σk-action and the structure maps
are G-equivariant.
Proposition 3.31. There is an equivalence of G-operads β : DV → D
frV
V .
Proof. To construct the map of operads β, we first define β(1) : DV (1)→ D
frV
V (1). Take
e ∈ DV (1), we must give β(1)(e) = (f, l, α) ∈ D
frV
V (1). Explicitly,
e : D(V )→ D(V ) is e(v) = av + b for some 0 < a ≤ 1 and b ∈ D(V ).
Define
f : V → V to be f(v) = av + b;
l ∈ R≥0 to be l = − ln(a);
α : R≥0 → Hom(TV, V ) to be α(t) =
{
cexp(−t)I for t ≤ l;
caI for t > l.
For α, Hom(TV, V ) ∼= Map(V,O(V )), I is the unit element of O(V ) and c is the constant
map to the indicated element. It can be checked that β(1) as defined is a map of G-
monoids.
Restricting β(1)k : DV (1)
k → D frVV (1)
k to the subspace DV (k) ⊂ DV (1)
k, we get
β(k) : DV (k)→ D
frV
V (k). Then β is automatically a map of G-operads because DV and
D
frV
V are suboperads of DV (1)
− and (D frVV )
−.
The composite ev0 ◦ β : DV → D
frV
V → FV is a levelwise homotopy equivalence by
[GM17, Lemma 1.2]. We have shown ev0 is a levelwise equivalence (Remark 3.30). So
β is also a levelwise homotopy equivalence. 
4. Nonabelian Poincare´ Duality for V -framed manifolds
Configuration spaces have scanning maps out of them. It turns out that equivariantly
the scanning map is an equivalence on G-connected labels X . Since the factorization
homology is built up simplicially by the configuration spaces, we can upgrade the scan-
ning equivalence to what is known as the nonabelian Poincare´ duality theorem.
4.1. Scanning map for V -framed manifolds. In this subsection we construct the
scanning map, a natural transformation of right DfrVV -functors:
(4.1) s : DfrVM (−)→ Mapc(M,Σ
V−).
In Appendix A, we compare our scanning map to the existing different constructions
in the literature and utilize known results about equivariant scanning maps to give
Theorem 4.5, a key input to the nonabelian Poincare´ duality theorem in Section 4.2.
Assuming that the scanning map (4.1) has been constructed for a moment, the right
DfrVV -functor structure for Mapc(M,Σ
V−) is as follows: the scanning map for M = V
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gives a map of monads s : DfrVV → Ω
VΣV . It induces a natural map
ΣVDfrVV
ΣV s
−→ ΣVΩVΣV
counit
−→ ΣV .
Now we construct the scanning map. For any G-space X , recall that
DfrVM (X) =
∐
k≥0
D
frV
M (k)×Σk X
k/ ∼,
where ∼ is the base point identification. Take an element
P = [f¯1, · · · , f¯k, x1, · · · , xk] ∈ D
frV
M (k)×Σk X
k.
Here, each f¯i = (fi, αi) consists of an embedding fi : V → M and a homotopy αi of two
bundle maps TV → V , see Definition 3.6. We use only the embeddings fi to define an
element sX(P ) ∈ Mapc(M,Σ
VX):
(4.2) sX(P )(m) =
{
f−1i (m) ∧ xi when m ∈M is in the image of some fi;
∗ otherwise.
Notice that if xi is the base point, f
−1
i (m) ∧ xi is the base point regardless of what fi
is. So passing to the quotient, (4.2) yields a well-defined map
(4.3) sX : D
frV
M (X)→ Mapc(M,Σ
VX).
In particular, taking X = S0, we get
(4.4) sS0 :
∐
k≥0
D
frV
M (k)/Σk → Mapc(M,S
V ),
and sX is simply a labeled version of it. A more categorical construction of the scanning
map sX , as the composition of the Pontryagin-Thom collapse map and a “folding” map
∨kS
V ×Xk → ΣVX is given in [MZZ20, Section 9].
We use the following results of Rourke–Sanderson [RS00], which are proved using
equivariant transversality. To translate from their context to ours, see Theorem A.2
and Theorem A.12.
Theorem 4.5. The scanning map sX : D
frV
M X → Mapc(M,Σ
VX) is:
(1) a weak G-equivalence if X is G-connected,
(2) or a weak group completion if V ∼= W ⊕ 1 and M ∼= N × R. Here, W is a
(n−1)-dimension G-representation and N is a W -framed compact manifold, so
that N × R is V -framed.
4.2. Nonabelian Poincare´ duality theorem. We have seen that the scanning map
is an equivalence for G-connected labels X . Since the factorization homology is built
up simplicially by the configuration spaces, we can upgrade the scanning equivalence
to what is known as the nonabelian Poincare´ duality theorem (NPD). The proof in this
subsection follows the non-equivariant treatment by Miller [Mil15].
Let A be a DfrVV -algebra in GTop throughout this subsection. Assume that A is
non-degenerately based, meaning that the structure map D frVV (0) = pt → A gives a
non-degenrate base point of A. This is a mild assumption for homotopical purposes.
We use the following V -fold delooping model of A.
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Definition 4.6. The V -fold delooping of A, denoted as BVA, is the monadic two sided
bar construction B(ΣV ,DfrVV , A).
Here, Bq(Σ
V ,DfrVV , A) = Σ
V (DfrVV )
qA. The first face map ΣVDfrVV → Σ
V is induced by
the scanning map of monads DfrVV → Ω
VΣV . The last face map DfrVV A → A is the
structure maps of the algebra. The middle face maps and degeneracy maps are induced
by the structure map of the monad DfrVV D
frV
V → D
frV
V and Id→ D
frV
V .
Remark 4.7. There is an equivalence of G-operads DV → D
frV
V from the little V -disk
operad to the little V -framed disk operad. So a DfrVV -algebra restricts to a DV -algebra
and there is an equivalence from the Guillou–May delooping [GM17] to our delooping:
B(ΣV ,DV , A)→ B(Σ
V ,DfrVV , A)
Theorem 4.8. (NPD) Let M be a V -framed manifold and A be a DfrVV -algebra in GTop.
Then there is a G-map, which is a weak G-equivalence if A is G-connected:∫
M
A ≡ |B•(D
frV
M ,D
frV
V , A)| → Map∗(M
+,BVA),
where M+ is the one-point-compactification of M .
Proof. We will sketch the proof, assuming some lemmas that are proven in the remainder
of this subsection. First, from (4.1), we have a scanning map for each q ≥ 0:
DfrVM (D
frV
V )
qA→ Mapc(M,Σ
V (DfrVV )
qA).
They assemble to a simplicial scanning map, which is a levelwise weak G-equivalence
as shown in Corollary 4.14:
(4.9) B(s, id, id) : B•(D
frV
M ,D
frV
V , A)→ Mapc(M,Σ
V (DfrVV )
•A).
One can identify the space of compactly supported maps with the space of based maps
out of the one point compactification:
Mapc(M,Σ
V (DfrVV )
•A)
∼
→ Map∗(M
+,ΣV (DfrVV )
•A).
With some cofibrancy argument in Theorem 4.15 and Corollary 4.22, this map induces
is a weak G-equivalence on the geometric realization:
B(DfrVM ,D
frV
V , A)→ |Map∗(M
+,ΣV (DfrVV )
•A)|.
Next, we change the order of the mapping space and the geometric realization. There
is a natural map:
|Map∗(M
+,ΣV (DfrVV )
•A)| → Map∗(M
+, |ΣV (DfrVV )
•A|).
Theorem 4.29, taking X = M+ and K• = Σ
V (DfrVV )
•A, gives a sufficient connectivity
condition for it to be a weak G-equivalence. This connectivity condition is then checked
in Lemma 4.35.
Finally, |ΣV (DfrVV )
•A| = BVA by Definition 4.6. This finishes the proof of the theo-
rem. 
Remark 4.10. If we take M = V in the theorem and use Proposition 3.16, we get that
A ≃ ΩV BVA for a G-connected EV -algebra A. This recovers [GM17, Theorem 1.14]
and justifies the definition of BVA.
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4.3. Connectedness.
Definition 4.11. A G-space X is G-connected if XH is connected for all subgroups
H ⊂ G.
To show that the scanning map is an equivalence in each simplicial level, we need:
Lemma 4.12. If X is G-connected, then DfrVV X is also G-connected.
Proof. By Corollary 3.28, DfrVV X is G-homotopy equivalent to FVX . It suffices to show
that FVX is G-connected. Fix any subgroup H ⊂ G; we must show that (FVX)
H is
connected. This is the space of H-equivariant unordered configuration on V with based
labels in X . Intuitively, this is true because the space of labels X is G-connected, so
that one can always move the labels of a configuration to the base point. Nevertheless,
we give a proof here by carefully writing down the fixed points of FVX in terms of the
fixed points of FV (k) and X . We have:
(FVX)
H = (
∐
k≥0
FV (k)×Σk X
k/ ∼)H =
∐
k≥0
(FV (k)×Σk X
k)H/ ∼H
Here, ∼ is the equivalence relation in Remark 2.8 and ∼H is ∼ restricted on H-fixed
points. They are explicitly forgetting a point in the configuration if the corresponding
label is the base point in X . Notice that taking H-fixed points will not commute with
≈ in Construction 2.7, but commutes with ∼. This is because the H-action preserves
the filtration and ∼ only identifies elements of different filtrations.
Since the Σk-action is free on FV (k)×X
k and commutes with the G-action, we have
a principal G-Σk-bundle
FV (k)×X
k → FV (k)×Σk X
k.
To get H-fixed points on the base space, we need to consider the Λα-fixed points on
the total space for all the subgroups Λα ⊂ G × Σk that are the graphs of some group
homomorphisms α : H → Σk. More precisely, by Theorem 2.28, we have
(FV (k)×Σk X
k)H =
∐
[α:H→Σk]
(
(FV (k)×X
k)Λα/ZΣk(α)
)
.
Here, the coproduct is taken over Σk-conjugacy classes of group homomorphisms and
ZΣk(α) is the centralizer of the image of α in Σk.
We would like to make the expression coordinate-free for k. A homomorphism α
can be identified with an H-action on the set {1, · · · , k}. For an H-set S, write XS =
Map(S,X) and FV (S) = Emb(S, V ). Then
(FV (k)×X
k)Λα = (FV (S)×X
S)H and ZΣk(α) = AutH(S).
So we have:
(FV (k)×Σk X
k)H =
∐
[S]:iso classes of H-set,|S|=k
(
(FV (S)×X
S)H/AutH(S)
)
.
If we take care of the base point identification, we end up with:
(4.13) (FVX)
H =
( ∐
[S]:iso classes of finite H-set
(FV (S)×X
S)H/AutH(S)
)
/ ∼H .
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Suppose that the H-set S breaks into orbits as S = ∐iri(H/Ki) for i = 1, · · · , s,
where Ki’s are in distinct conjugacy classes of subgroups of H and ri > 0, then we
know explicitly each coproduct component is:
(FV (S)×X
S)H/AutHS = (EmbH(S, V )×MapH(S,X))/AutHS
= (EmbH(∐iri(H/Ki), V )×
∏
i
(XKi)ri)/
∏
i
(WH(Ki) ≀ Σri).
Since XKi are all connected, so are the spaces
∏
i(X
Ki)ri . Each contains the base point
of the labels ∗ =
∏
i
∏
ri
∗ →
∏
i(X
Ki)ri. So after the gluing ∼H , each component in
(4.13) is in the same component as the base point of FVX . Thus (FVX)
H is connected.

Corollary 4.14. The map B•(D
frV
M ,D
frV
V , A) → Mapc(M,Σ
V (DfrVV )
•A) in (4.9) is a
levelwise weak G-equivalence of simplicial G-spaces if A is G-connected.
Proof. This is a consequence of Theorem 4.5 and Lemma 4.12. 
For geometric realization, we have:
Theorem 4.15 (Theorem 1.10 of [MMOar]). A levelwise weak G-equivalence between
Reedy cofibrant simplicial objects realizes to a weak G-equivalence.
4.4. Cofibrancy. We take care of the cofibrancy issues in this part, following details
in [May72]. We first show that some functors preserve G-cofibrations. One who is
willing take it as a blackbox may skip directly to Definition 4.20. The NDR data give
a hands-on way to handle cofibrations.
Definition 4.16 (Definition A.1 of [May72]). A pair (X,A) of G-spaces with A ⊂ X is
an NDR pair if there exists a G-invariant map u : X → I = [0, 1] such that A = u−1(0)
and a homotopy given by a map h : I → MapG(X,X) satisfying
• h0(x) = x for all x ∈ X ;
• ht(a) = a for all t ∈ I and a ∈ A;
• h1(x) ∈ A for all x ∈ u
−1[0, 1).
The pair (h, u) is said to a representation of (X,A) as an NDR pair. A pair (X,A) of
based G-spaces is an NDR pair if it is an NDR pair of G-spaces with the ht being based
maps for all t ∈ I.
Such a pair gives a G-cofibration A → X . The function u gives an open neigh-
boorhood U of A by taking U = u−1[0, 1). The function h restricts on I × U to a
neighborhood deformation retract of A in X . We refer to u as the neighborhood data
and h as the retract data.
We have the following “ad hoc definition” for a functor F to preserve NDR-pairs in
a functorial way:
Definition 4.17 (Definition A.7 of [May72]). A functor F : GTop→ GTop is admissi-
ble if for any representation (h, u) of (X,A) as an NDR pair, there exists a representation
(Fh, Fu) of (FX, FA) as an NDR pair such that:
(i) The map Fh : I → MapG(FX, FX) is determined by (Fh)t = F (ht).
(ii) The map Fu : FX → [0, 1] satisfies the following property: for any map g : X →
X such that ug(x) < 1 whenever x ∈ X and u(x) < 1, (Fu)(Fg)(y) < 1 whenever
y ∈ FX and (Fu)(y) < 1.
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And similarly for functors F : GTop∗ → GTop∗.
In plain words, the retract data Fh for (FX, FA) are dictated by applying the functor
F to h, but there is some room in choosing the neighborhood data Fu. Denote the
open neighborhood of FA in FX by U ′ = (Fu)−1[0, 1). Condition (ii) says that U ′ is
a “robust open neighborhood” in the sense that a map of pairs g : (X,U) → (X,U)
induces a map Fg : (FX,U ′)→ (FX,U ′).
Remark 4.18. Suppose that F sends inclusions to inclusions and that we have (Fh, Fu)
satisfying (i) and (ii).
• In order for (Fh, Fu) to be a representation of (FX, FA) as an NDR pair, we
only need to check
(Fu)−1(0) = FA, (Fu)−1[0, 1) ⊂ (Fh1)
−1(FA).
• Since we have U ⊂ h−11 (A), we get FU ⊂ F (h
−1
1 A) ⊂ (Fh1)
−1(FA). That is,
the neighborhood FU of FA retracts to FA, but it may not be open.
Admissible functors obviously preserve cofibrations. The elaboration of the NDR
data gives a way to easily verify that a functor is admissible, at least in the following
cases:
Lemma 4.19. Any functor F associated to F ∈ Λop∗ (GTop) is admissible. In partic-
ular, both DfrVV and D
frV
M are admissible. The functors Mapc(M,−) and Map∗(M
+,−)
are admissible. The functor ΣV sends NDR pairs to NDR pairs.
Proof. To show F is admissible, it suffices to find the neighborhood data Fu in each
case.
Let F ∈ Λop∗ (GTop) be a unital Λ-sequence. The functor F associated to F as
defined in Construction 2.7 sends X ∈ GTop∗ to FX =
(
⊔k F (k)×Σk X
k
)
/ ∼. Define
Fu(c, x1, · · · , xj) = maxi=1,··· ,j u(xi) for c ∈ F (k) and xi ∈ X . This is well-defined and
G-equivariant. We check that Fu satisfies Definition 4.17. For (ii), suppose we have
g : X → X and y = (c, x1, · · · , xj) ∈ FX with Fu(y) = maxi=1,··· ,j u(xi) < 1. Then
(Fu)(Fg)(y) = max
i=1,··· ,j
u(gxi) < 1.
To check the conditions in Remark 4.18, we have Fu(c, x1, · · · , xj) = 0 if and only if
u(xi) = 0 for all i. This gives (Fu)
−1(0) = FA; Fu(c, x1, · · · , xj) < 1 if and only if
u(xi) < 1 for all i. This gives (Fu)
−1[0, 1) ⊂ FU ⊂ (Fh1)
−1(FA).
For F = Mapc(M,−), let Fu(f) = maxm∈M u(f(m)) for f ∈ Mapc(M,X). This
is well-defined since f is compactly supported. Fu is G-equivariant since u is. We
check that Fu satisfies Definition 4.17. For (ii), suppose we have g : X → X and f ∈
Mapc(M,X) with Fu(f) = maxm∈M u(f(m)) < 1. Then (Fu)(Fg)(f) = maxm∈M u(gf(m)) <
1. For the conditions in Remark 4.18, Fu(f) = 0 if and only if u(f(m)) = 0 for all
m ∈ M . This gives (Fu)−1(0) = Mapc(M,A) = FA; Fu(f) < 1 if and only if
u(f(m)) < 1 for all m ∈ M . This gives (Fu)−1[0, 1) ⊂ FU ⊂ (Fh1)
−1(FA). The same
argument works for F = Map∗(M
+,−).
The functor F = ΣV can not be admissible in the sense of Definition 4.17, because
for the pair (X,A) = (S1, pt) and any NDR representation (h, u) of it,
(Fh1)
−1(FA) = ΣV (h−11 A)
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does not contain an open neighborhood of the base point of ΣVX , which leaves no room
for U ′ to exist. Nevertheless, using the fact that (SV ,∞) is an NDR pair, (ΣVX,ΣVA)
is still an NDR pair by a based version of [May72, Lemma A.3]. 
Definition 4.20 (Lemma 1.9 of [MMOar]). A simplicial G-space X• is Reedy cofibrant
if all degeneracy operators si are G-cofibrations.
The following lemma shows that monadic bar constructions are Reedy cofibrant.
Lemma 4.21 (adaptation of Proposition A.10 of [May72]). Let C be a reduced operad
in G-spaces such that the unit map η : pt → C (1) gives a non-degenerate base point.
Let C be the reduced monad associated to C . Let A be a C-algebra in GTop∗ and
F : GTop∗ → GTop∗ be a right-C-module functor. Suppose that F sends NDR pairs to
NDR pairs. Then B•(F,C,A) is Reedy cofibrant.
Proof. We need to show that for any n ≥ 0 and 0 ≤ i ≤ n, the degeneracy map
sin = FC
iηCn−iA : FC
nA→ FCn+1A
is a G-cofibration. Write X = Cn−iA. By Lemma 4.19, C sends NDR pairs to NDR
pairs. Start from the NDR pair (A, pt) and apply this functor (n − i) times, we get
an NDR pair (Cn−iA, pt) = (X, pt). Together with the assumption that C (1) is non-
degenerately based, we can show (CX,X) is an NDR pair where X is identified with
the image ηX : X → CX (see the proof of [May72, A.10]). Applying C another i
times and then F , we get the NDR pair
(
FC i+1X,FC iX
)
=
(
FCn+1A, FCnA
)
. Thus
sin = FC
iηX is a G-cofibration. 
Corollary 4.22. Let M,V,A be as in Theorem 4.8. Then the following are Reedy
cofibrant simplicial G-spaces:
B•(D
frV
M , D
frV
V , A), Mapc(M,Σ
V (DfrVV )
•A) and Map∗(M
+,ΣV (DfrVV )
•A).
Proof. In Lemma 4.21, we take C = DfrVV and respectively F = D
frV
M , F = Mapc(M,Σ
V−)
or F = Map∗(M
+,ΣV−). By Lemma 4.19, each F does send NDR pairs to NDR
pairs. 
4.5. Dimension. We start with an introduction to G-CW complexes and equivariant
dimensions following [May96, I.3]. A G-CW complex X is a union of G-spaces Xn
obtained by inductively gluing cells G/K×Dn for subgroups K ⊂ G via G-maps along
their boundaries G/K×Sn−1 to the previous skeleton Xn−1. Conventionally, X−1 = ∅.
We shall look at functions from the conjugacy classes of subgroups of G to Z≥−1 and
typically denote such a function by ν. We say that a G-CW complex X has dimension
≤ ν if its cells of orbit type G/H all have dimensions ≤ ν(H), and that a G-space X
is ν-connected if XH is ν(H)-connected for all subgroups H ⊂ G, that is, πk(X
H) = 0
for k ≤ ν(H). We allow ν(H) = −1 for the case XH = ∅.
For the purpose of induction in this paper, we use the following ad hoc definition:
Definition 4.23. A based G-CW complex is a union of G-spaces Xn obtained by
inductively gluing cells to X−1 = pt. We refer to the base point as ∗. And we do NOT
count the point in X−1 as a cell for a based G-CW complex, excluding it from counting
the dimension as well. This is not the same as a based G-CW complex in [May96, Page
18], where the base point is put in the 0-skeleton X0.
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Fix a subgroup H ⊂ G. We have the double coset formula
(4.24) G/K ∼=
∐
1≤i≤|H\G/K|
H/Ki as H-sets,
where each Ki = H ∩ giKg
−1
i for some element gi ∈ G. So a (based) G-CW structure
on X restricts to a (based) H-CW structure on the H-space ResGHX . A function ν from
the conjugacy classes of subgroups of G to Z≥−1 induces a function from the conjugacy
classes of subgroups of H to Z≥−1, which we still call ν. However, for X of dimension
≤ ν, ResGHX may not be of dimension ≤ ν, as we see in (4.24) that an H/Ki-cell can
come from a G/K-cell for a larger group K. For a function ν, we define the function
dν to be
dν(K) = max
K⊂L
ν(L).
Then ResGHX is of dimension ≤ dν .
Remark 4.25. More specifically, one can define the dimension of a (based) G-CW
complex X to be the minimum ν such that X is of dimension ≤ ν. Suppose X has
dimension ν. Then from (4.24), we get:
(i) The (based) H-CW complex ResGHX has dimension µ, where
µ(K) = max
K⊂L
K=L∩H
ν(L).
We have µ ≤ dν , and it can be strictly less. (For a trivial example, take H = G.)
(ii) The (based) CW-complex XH has dimension µ(H) = dν(H). (In the based case,
we also exclude the base point from counting the dimension of XH .)
We define the dimension of a representation V to be dim(V )(H) = dim(V H) for H
representing a conjugacy class of subgroups of G. Note that ddim(V ) = dim(V ).
The goal of this subsection is to give a sufficent condition for the following map
(4.26) to be a weak G-equivalence. Let X be a finite based G-CW complex and K• be
a simplicial G-space. Then the levelwise evaluation is a G-map
|Map∗(X,K•)| ∧X
∼= |Map∗(X,K•) ∧X| → |K•|,
whose adjoint gives a G-map
(4.26) |Map∗(X,K•)| → Map∗(X, |K•|).
Non-equivariantly, it is one of the key steps in May’s recognition principal [May72] to
realize that (4.26) is a weak equivalence when the dimension of X is small compared
to the connectivity of K•. May proved this using quasi-fibrations, a concept that goes
back to Dold–Thom. Equivariantly, one has a similar result (see Theorem 4.29). It is
due to Hauschild and written down by Costenoble–Waner [CW91].
Definition 4.27. A map p : Y → W of spaces is a quasi-fibration if p is onto and
it induces an isomorphism on homotopy groups π∗(Y, p
−1(w), y) → π∗(W,w) for all
w ∈ W and y ∈ p−1(w). In other words, there is a long exact sequence on homotopy
groups of the sequence p−1(w)→ Y → W for any w ∈ W .
Usually, the geometric realization of a levelwise fibration is not a fibration. The
following theorem gives conditions when it is a quasi-fibration, which is good enough
for handling the homotopy groups.
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Theorem 4.28. ([May72, Theorem 12.7]) Let p : E• → B• be a levelwise Hurewicz
fibration of pointed simplicial spaces such that B• is Reedy cofibrant and Bn is connected
for all n. Set F• = p
−1(∗). Then the realization |E•| → |B•| is a quasi-fibration with
fiber |F•|.
We need the following:
Theorem 4.29. Let G be a finite group. If X is a finite based G-CW complex of
dimension ≤ ν and K• is a simplicial G-space such that for any n, Kn is dν-connected,
then the natural map (4.26)
|Map∗(X,K•)| → Map∗(X, |K•|)
is a weak G-equivalence.
Proof. Let ∗ = X−1 ⊂ X0 ⊂ X1 ⊂ · · · ⊂ Xdν(e) = X be the G-CW skeleton of X . We
use induction on k to show that
(i) Map∗(X
k, Kn)
H is connected for all n and H ⊂ G.
(ii) |Map∗(X
k, K•)|
H → Map∗(X
k, |K•|)
H is a weak equivalence for all H ⊂ G;
The base case k = −1 is obvious. For the inductive case, take the cofiber sequence
Xk → Xk+1 → Xk+1/Xk
and map it into K•. We then apply (4.26) and get the following commutative diagram:
(4.30)
|Map∗(X
k+1/Xk, K•)|
H |Map∗(X
k+1, K•)|
H |Map∗(X
k, K•)|
H
Map∗(X
k+1/Xk, |K•|)
H Map∗(X
k+1, |K•|)
H Map∗(X
k, |K•|)
H
Since maps out of a cofiber sequence form a fiber sequence, we have a fiber sequence
in the second row and a realization of the following levelwise fiber sequence in the first
row:
(4.31) Map∗(X
k+1/Xk, K•)
H Map∗(X
k+1, K•)
H Map∗(X
k, K•)
H
By the inductive hypothesis (i) and Theorem 4.28, it realizes to a quasi-fibration.
We first show the inductive case of (i). Suppose that we have
Xk+1/Xk = ∨i(G/Ki)+ ∧ S
k+1,
where {Ki}i is a finite sequence of subgroups of G. This implies ν(Ki) ≥ k + 1.
From (4.24), we have Xk+1/Xk ∼= ∨i ∨j (H/Ki,j)+ ∧ S
k+1 as a space with H-action,
where each Ki,j is G-conjugate to a subgroup of Ki. Since dν(Ki,j) ≥ ν(Ki), we have
dν(Ki,j) ≥ k + 1 and the following space is connected by assumption:
Map∗(X
k+1/Xk, Kn)
H =
∏
i
Map∗(S
k+1, KKi,jn ).
This space is the fiber in (4.31). The connectedness of the base space by the inductive
hypothesis (i) implies that of the total space.
We next show the inductive case of (ii). Commuting geometric realization with finite
product and fixed point, the left vertical map of (4.30) is a product of maps
|Map∗(S
k+1, K
Ki,j
• )| → Map∗(S
k+1, |K
Ki,j
• |).
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These maps are weak equivalences by [May72, Theorem 12.3]. By the inductive hy-
pothesis (ii), the right vertical map is a weak equivalence. Comparing the long exact
sequences of homotopy groups, this implies that the middle vertical map is also a weak
equivalence. 
Remark 4.32. Non-equivariantly, supposing that dim(X) = m, Miller [Mil15, Cor
2.22] observed that the theorem is also true if Kn is only (m − 1)-connected for all n,
since the only thing that fails in the proof is (i) for k = m. Equivariantly, one needs (i)
to hold for k < dν(e). So an equivariant stingy man can only relax the assumption to
KHn being min{dν(H), dν(e)− 1}-connected for all n and H .
Just as a remark, the unbased version of Theorem 4.29 is the following:
Theorem 4.33. ([CW91, Lemma 5.4]) Let G be a finite group. If Y is a finite (unbased)
G-CW complex and K• is a simplicial G-space such that for any n, Kn is dim(Y )-
connected, then the natural map
|Map(Y,K•)| → Map(Y, |K•|)
is a weak G-equivalence.
Theorem 4.33 is a consequence of Theorem 4.29 by taking X = Y ⊔ {∗} and using
Remark 4.25. Note that by adopting the strange convention of the dimension of a
based G-CW complex, the dimension of Y is the same as X . On the other hand, we
have the cofiber sequence S0 → X+ → X for a based G-CW complex X as well as the
identification of Map∗(X+, K•) with Map(X,K•). If K• is G-connected, we can use the
quasi-fibration technique and take Y = X in Theorem 4.33 to deduce Theorem 4.29.
But there are also cases to apply Theorem 4.29 where K• is not required to be G-
connected, for example, when X = (G/H)+ ∧ S
n for H 6= G. So Theorem 4.29 is
slightly finer than Theorem 4.33.
Finally, we prepare the following results for the application of Theorem 4.29 in the
setting of nonabelian Poincare´ duality Theorem 4.8. We need G-CW structures on
G-manifolds M , which exist by work of Illman:
Theorem 4.34 (Theorem 3.6 of [Ill78]). For a smooth G-manifold M and a closed
smooth G-submanifold N , there exists a smooth G-equivariant triangulation of (M,N).
Lemma 4.35. Let M be a V -framed manifold and A be a G-connected space, then
(1) M+ has the homotopy type of a G-CW complex of dimension ≤ dim(V ).
(2) Kn = Σ
V (DfrVV )
nA is dim(V )-connected.
Proof. (1) Since M is a V -framed, the exponential maps give local coordinate charts
of MH as a (possibly empty) manifold of dimension dim(V H). If M is compact we
take W = M , otherwise we take a compact manifold W with boundary such that M
is diffeomorphic to the interior of W . By Theorem 4.34, (W, ∂W ) has a G-equivariant
triangulation. It gives a relative G-CW structure on (W, ∂W ) with relative cells of type
G/H of dimension ≤ dim(V H). The quotient W/∂W gives the desired G-CW model
for M+.
(2) For any subgroup H ⊂ G, we have KHn = (Σ
V (DfrVV )
nA)H = ΣV
H
((DfrVV )
nA)H .
By Lemma 4.12, ((DfrVV )
nA)H is connected. So KHn is dim(V
H)-connected. Thus, Kn
is dim(V )-connected. 
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Appendix A. A comparison of scanning maps
The scanning map studied in Section 4.1 is a key input to the Nonabelian Poincare´
duality theorem. In this section we compare our scanning map (4.3) to other construc-
tions.
Notation A.1. For a G-manifold M , Sph(TM) is the fiberwise one-point compatifi-
cation of the tangent bundle of M . It is a G-fiber bundle over M with based fiber Sn,
where the base point in each fiber is the point at infinity.
Non-equivariantly, people have used the name scanning map to refer to different
but related constructions. In slogan, it is a map from the (fattened) configuration
spaces of a manifold M to compactly defined sections of TM , or compactly supported
sections of Sph(TM). McDuff [McD75] was probably the first to study the scanning
map for general manifolds. She thought of it as the field of the point charges and proved
homological stability properties of this map. In our case of TM ∼= M×V , the situation
is simpler and we have defined a scanning map in (4.4):
sS0 :
∐
k≥0
D
frV
M (k)/Σk → Mapc(M,S
V ).
The left hand side is a model of the configuration space as justified in Corollary 3.28 (1);
the right hand side is equivalent to the compactly supported sections of Sph(TM) ∼=
M × SV .
We are interested in the scanning maps of Manthorpe–Tillman and McDuff, both of
which can be made equivariant without pain. The following table is a summary of the
natural domains and codomains of each construction:
scanning map domain codomain
this paper, s framed embeddings V to M maps M+ to SV
Manthorpe–Tillman, s˜MT embeddings V to M sections of Sph(TM)
McDuff, s˜MD configuration of points of M sections of Sph(TM)
In this section, we focus on the case of V -framed manifoldsM . Then these maps have
equivalent domains and codomains. We will show in Proposition A.7 and Proposition A.10
that:
Theorem A.2. The scanning maps sX , s
MD
X and s
MT
X are G-homotopic after the change
of domain.
Notation A.3. In the above and subsequent paragraphs,
• We use the letter s for scanning maps without labels and sX for labels in X .
• A tilde is put on s to denote when the codomain is the sections of Sph(TM),
that is, before composition with the framing.
• A superscript is put on s to distinguish between the different authors in the
literature.
A.1. Scanning map from tubular neighborhood. Non-equivariantly, Manthorpe–
Tillman [MT14, Section 3.1] gave a map
γ+ :
(∐
k≥0
Emb(⊔kR
n,M)×Σk X
k
)
/ ∼ → Sectionc(M, Sph(TM) ∧M τX).
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Here, Sectionc is the space of compactly supported sections; τX is the constant parametrized
base space X ×M over M and Sph(TM)∧M τX is the fiberwise smashing of Sph(TM)
withX . (To translate, take theirM0 = ∅, Y =W×X . Their Ek(M,π) is Emb(
∐
k R
n,M)×Σk
Xk, and their Γ(W \M0,W \M,π) is Sectionc(M, Sph(TM) ∧M τX).)
The key feature of their construction is to exploit the data of the tubular neighbor-
hood, so a framing on M is not needed. For example, when k = 1, we start with an
embedding f ∈ Emb(Rn,M) and want to define γ+(f), a compactly supported section
of Sph(TM). The image of f is a tubular neighborhood of the image of 0 ∈ V in M ,
and f induces an inclusion of bundles df : TRn → TM . There is a canonical diagonal
section Rn → Rn × Rn ∼= TRn. Pushing this section by df gives γ+(f).
We can modify their γ+ by replacing Rn by the representation V to get
γ+V : EmbM(X) ≡
(∐
k≥0
Emb(⊔kV,M)×Σk X
k
)
/ ∼ → Sectionc(M, Sph(TM) ∧M τX).
We then precompose with the forgetting map DfrVM (X)→ EmbM(X) in Remark 3.8 to
get
(A.4) s˜MTX : D
frV
M (X)→ Sectionc(M, Sph(TM) ∧M τX).
We describe how s˜MTX works on the subspace k = 1 and it is similar on the whole space.
For the element f¯ = (f, α) ∈ EmbfrV (V,M), we take the embedding f : V → M . The
derivative map of f is df : TV ∼= V × V → TM . For each m ∈ image(f), we need a
vector s˜MT(f) ∈ TmM that is determined by f . Denote v = f
−1(m) ∈ V . We have
dfv : V ∼= TvV → TmM . Then the explicit formulas without or with labels are given
by
(A.5) s˜MT(f¯)(m) = dfv(v) and s˜
MT
X (f¯ , x)(m) = dfv(v) ∧ x.
Both of them are G-maps.
The V -framing φM : TM → V induces Sph(TM) ∧M τX ∼= M ×Σ
VX . So we obtain
a map which we still call the scanning map:
(A.6) sMTX : D
frV
M (X)→ Mapc(M,Σ
VX).
A prior, this scanning map is different from the scanning map (4.2) in Section 4.1.
For an element f¯ = (f, α) where f : V → M with f(v) = m, we have s(f¯)(m) = v ∈ V
in (4.2), while sMT(f¯)(m) = dfv(v) ∈ TmM in (A.5). However, the data of a homotopy
in defining the V -framed embedding ensure that the two approaches give homotopic
scanning maps:
Proposition A.7. The map sX defined by (4.2) is G-homotopic to the map s
MT
X defined
by (A.5).
Proof. We show that s ≃ sMT : D frVM (k) → Mapc(M,S
V ). We write the homotopy
explicitly for k = 1 and the case for general k is similar. To unravel the data, an
element f¯ = (f, α) ∈ D frVM (1) consists of an embedding f : V → M and a homotopy α
of two maps TV → V , where α(0) is the standard framing on V and α(1) is φM ◦ df .
The two scanning maps use the two endpoints of this homotopy. Namely, for m in
Image(f), write v = f−1(m) ∈ V ∼= TvV . Then the first approach can be written as
s(f¯)(m) = v = α(0)v(v)
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and the df -shifted-approach can be written as
sMT(f¯)(m) = φMdfv(v) = α(1)v(v).
Now it is clear that we can define a homotopy
H : D frVM (1)× I → Mapc(M,S
V );
H(f¯ , t)(m) = α(t)f−1(m)(f
−1(m)).
It is G-equivariant and gives a homotopy between H(−, 0) = s and H(−, 1) = sMT.
The claim follows from observing that this homotopy is compatible with forgetting from
k to k − 1 . 
A.2. Scanning map using geodesic. McDuff gave a geometric construction for
FM(S
0) =
∐
k≥0
FM(k)→ Sectionc(M, Sph(TM)),
Recall that FM(k) is the configuration space of k points in M . Note that the base
point in each fiber of Sph(TM) is the point at infinity; so such a compactly supported
section of Sph(TM) is just a vector field defined in the interior of a compact set on M
that blows up to infinity towards the boundary.
We first copy McDuff’s construction and fit it into a neat comparison with the pre-
viously defined scanning maps.
We focus on the case of M without boundary. Then we can translate her Mǫ to our
M ; her EM can be identified with our Sph(TM); her C˜M to our FM(S
0); her C˜ǫ(M) to
a subspace of our EmbM(S
0).
In summary, the scanning map goes in two steps: fatten up the configurations
([McD75, Lemma 2.3]) and use geodesics to give compactly supported vector fields
([McD75, p95]).
(A.8)
s˜MD : FM(S
0) C˜ǫ(M) Sectionc(M,EM)
EmbM(S
0) Sectionc(M, Sph(TM))
fatten φǫ
include η1∼=
γ+
The commutative (A.8) is central in this section. In the first row, fatten and φǫ are the
two steps in McDuff’s scanning map. The map γ+ is from Section A.1. We will define
the undefined spaces and maps as we go along.
Define
C˜ǫ(M)1 ≡ {expm0 : Tm0M →M such that it is a diffeomorphism on the ǫ-ball};
C˜ǫ(M) ≡ {(δ, e1, · · · , ek)|0 < δ ≤ ǫ, k ∈ N, ei ∈ C˜ǫ(M)1 for 1 ≤ i ≤ k,
images of ei on the δ-balls are disjoint in M}.
For preparation, we write down an explicit homeomorphism
ηǫ : Dǫ(R
n)→ Rn; v 7→ tan
(π|v|
2ǫ
) v
|v|
.
Here, Dǫ(R
n) is the disk of radius ǫ in Rn. Then, abusively we also have
η1 : D1(TmM)/∂D1(TmM) ∼= TmM ∪ {∞} ≡ Sph(TmM).
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Define EM to be the bundle overM whose fiber overm is D1(TmM)/∂D1(TmM), which
is identified with Sph(TmM) through η1. This is the right vertical map in (A.8).
We give the vertical map in the middle of (A.8). For an element expm0 ∈ expm0 , the
composite expm0 ◦ η
−1
ǫ is an embedding R
n → M , so we can identify C˜ǫ(M)1 with a
subspace of Emb(Rn,M). Similarly, we can include as subspace:
C˜ǫ(M) → EmbM(S
0)
(δ, e1, · · · , ek) 7→ (e1 ◦ η
−1
δ , · · · , ek ◦ η
−1
δ )
In McDuff’s first step, let us define φǫ and compare it to the map γ
+ locally. Put
a Riemannian metric on M . The input for φǫ are the exponential maps in C˜ǫ(M)1.
Define
φǫ(expm0)(m) =
{
∗ if dist(m,m0) > ǫ;
dist(m,m0)
ǫ
· t(m,m0) if dist(m,m0) ≤ ǫ.
Here, the values are vectors in D1(TmM); t(m,m0) is the unit tangent at m of the
minimal geodesic from m0 to m; dist(m,m0) is the distance between m and m0. Now,
it can be easily verified that
γ+(expm0 ◦ η
−1
ǫ ) = η1 ◦ φǫ(expm0).
We can work the same way to extend φǫ to C˜ǫ(M) and we have the commutativity part
of (A.8):
γ+(e1 ◦ η
−1
δ , · · · , ek ◦ η
−1
δ ) = η1 ◦ φǫ(δ, e1, · · · , ek).
In McDuff’s second step, we describe the fattening map in (A.8). We can take a
continuous positive function ǫ on M such that for any m0 ∈ M , the exponential map
expm0 : Tm0M → M is always a diffeomorphism on the ǫ(m0)-ball. (We note the change
here: ǫ(m0) is going to serve as the ǫ in the first step. It does not harm to think as if
ǫ(m0) = ǫ for all m0.) Then, as is easily checked, we can choose a continuous positive
function ǫ¯ on FM(S
0) such that at any p = (m1, · · · , mk) ∈ FM(k),
(i) for all i = 1, · · · , k, ǫ¯(p) ≤ ǫ(mi) ;
(ii) the mi’s are at least 2ǫ¯(p) apart from each other.
Tthe fattening map in (A.8) sends p = (m1, · · · , mk) ∈ FM(k) to (ǫ¯(p), expm1 , · · · , expmk) ∈
C˜ǫ(M). The continuity of s˜
MD follows from the continuity of ǫ¯.
Remark A.9. The composite
FM(S
0) C˜ǫ(M) EmbM(S
0)fatten include
in (A.8) is up to homotopy the σ0 in (3.27).
Equivariantly, we can take all of the Riemanian metric, ǫ and ǫ¯ to be G-invariant
because G is finite: for example, replacing ǫ by Σg∈Gǫ(g−)/|G| will do. Then s˜
MD
defined by (A.8) is G-equivariant. We can fiberwise smash with labels to get
s˜MDX : FM(X)→ Sectionc(M, Sph(TM) ∧M τX).
We note that there is no V involved in s˜MDX . When M is V -framed, we can compose it
with the V -framing on M to get
sMDX : FM(X)→ Mapc(M,Σ
VX).
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This scanning map sMDX is good only for studying the configuration spaces, possibly
with labels. It depends on the fattening-up radius ǫ¯, which is not recorded explicitly in
the data. The choice does not matter because a different choice of the fattening-up will
give a homotopic scanning map. But for the purpose of a scanning map out of “config-
uration spaces with summable labels” or the factorization homology, remembering the
radius is important to sum the labels.
We have seen three scanning maps so far: sX in (4.2), s
MT
X in (A.5) and s
MD
X in (A.8).
We have shown that sX and s
MT
X are G-homotopic in Proposition A.7. We compare
sMDX and s
MT
X in the following proposition.
Proposition A.10. The following diagram is G-homotopy commutative:
DfrVM X Mapc(M,Σ
VX)
FMX
sMT
X
ev0
sMD
X
Proof. Recall that sMTX is the composite of the forgetting map and γ
+
V :
sMTX : D
frV
M X → EmbM(X)
γ+
V→ Mapc(M,Σ
VX).
By (A.8) and Remark A.9, we have a homotopy commutative diagram:
EmbM(X) Mapc(M,Σ
VX)
FM(X)
γ+
V
σ0
sMD
X
By Corollary 3.28(2), σ0◦ev0 isG-homotopic to the forgetting map D
frV
M X → EmbM(X).
So the claim follows. 
A.3. Scanning equivalence. We are interested in when the scanning map is an equiv-
alence. In this subsection, we list Rourke–Sanderson’s result in [RS00]. Their work is
based on McDuff’s scanning map. The CMX in their paper is our (FMX)
G.
Definition A.11. Let C and C ′ be A∞-G-spaces. An A∞-G-map f : C → C
′ is called
a weak group completion if for any subgroup H ⊂ G, there is a homotopy equivalence
ΩB(CH) ≃ (C ′)H and fH is homotopic to CH → ΩB(CH) ≃ (C ′)H .
Note that when C is an A∞-G-space and H ⊂ G, the fixed point space C
H is an
A∞-space; so f
H is up to homotopy a group completion of CH .
Theorem A.12. The scanning map sMDX : FMX → Mapc(M,Σ
VX) is:
(1) a weak G-equivalence if X is G-connected,
(2) or a weak group completion if V ∼= W ⊕ 1 and M ∼= N × R. Here, W is a
(n − 1)-dimension G-representation and N is a W -framed closed G-manifold,
so that N × R is V -framed.
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Proof. (1) is [RS00, Theorem 5]. For (2), we first note that when M ∼= N ×R, the map
sMDX factors in steps as:
FMX = FR(FNX) → Mapc(R,ΣFN (X))(A.13)
→ Mapc(R, FN(ΣX))(A.14)
→ Mapc(R,Mapc(N,Σ
1+WX)).(A.15)
Here, (A.13) and (A.15) are scanning maps for manifolds R and N ; (A.14) sends an
element p ∧ t for a configuration p on N with labels in X and t ∈ S1 to the same
configuration on N with labels suspended all by t in ΣX . All spaces presented have
A∞-structures from the factor R in M : for any space Y , both the labeled configuration
space FRY and the mapping space Mapc(R, Y ) ≃ ΩY have obvious A∞-structures.
The map (A.15) is a weak G-equivalence by applying part (1) with M replaced by
N and X replaced by ΣX , which is G-connected. It suffices to show the composite of
(A.13) and (A.14), denoted as j, is a weak group completion.
[RS00, Theorem 3] constructed a homotopy equivalence
q : B
(
(FMX)
G
)
≃
(
FN (ΣX)
)G
.
Moreover, in Page 548, they established a homotopy commutative diagram:
(FMX)
G Mapc(R,
(
FN (ΣX))
)G
Mapc(R,B
(
(FMX)
G
)
) Mapc(R,
(
FN (ΣX)
)G
)
jG
Ωq
The left column is the group completion map for the A∞-space (FMX)
G. Since q is
a homotopy equivalence, jG is a weak group completion. This remains true for any
subgroup H ⊂ G replacing G. Therefore, j is a weak group completion. 
Remark A.16. [RS00] does not assume the manifold M to be framed. Without the
framing on M , Theorem A.12 is true in the following form:
The scanning map s˜MDX : FMX → Sectionc(M, Sph(TM) ∧M τX) is
(1) a weak G-equivalence if X is G-connected,
(2) or a weak group completion if M ∼= N × R.
Appendix B. A comparison of θ-framed morphisms
In Section 3.1, we defined the θ-framed embedding space of θ-framed bundles using
paths in the θ-framing. In this appendix, we compare this approach to an alternative
definition following Ayala–Francis [AF15, Definition 2.7] in Proposition B.10. With this
alternative definition, we identify the automorphism G-space Embθ(V, V ) of V in Mfldθ
in Theorem B.14; the special case θ = frV has been treated directly in Section 3.3.
B.1. The θ-framed maps. The classification theorem says that isomorphism classes of
vector bundles are in bijection to homotopy classes of maps to a classifying space. Pass-
ing to the classification maps seems to lose the information about morphisms between
bundles, but it turns out not to. We show that the automorphism space of a bundle is
equivalent to the space of homotopies of a chosen classifying map in Corollary B.9. To
this end, we first define a suitable “over category up to homotopy”.
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Let B be a G-space. A typical example is to take B = BGO(n). Then we have a Top-
enriched over category GTop/B: the objects are G-spaces over B, and the morphisms
are G-maps over B. Explicitly, for G-spaces over B given by G-maps φM : M → B and
φN : N → B, the space HomGTop/B(M,N) is the pullback displayed in the following
diagram: (note that we have HomGTop = MapG)
(B.1)
HomGTop/B(M,N) MapG(M,N)
∗ MapG(M,B)
φN◦−
{φM}
Now we want to work with G-spaces over B up to homotopy. We modify the morphism
space by taking the homotopy pullback in (B.1). Just like the difference between GTop
and TopG, we have two versions: the Top-enriched GTop
h/B and the GTop-enriched
TophG/B. That is, we have homotopy pullback diagrams of spaces in (B.2) and of G-
spaces in (B.3):
(B.2)
HomGToph/B(M,N) MapG(M,N)
∗ MapG(M,B)
φN◦−
{φM}
(B.3)
HomTophG/B(M,N) Map(M,N)
∗ Map(M,B)
φN◦−
{φM}
Using the Moore path space model for the homotopy fiber as given in the following
definition, one can define unital and associative compositions to make GToph/B and
TophG/B categories.
Definition B.4. For φM : M → B and φN : N → B, the space HomGToph/B(M,N)
and the G-space HomTophG/B(M,N) are given by:
HomGToph/B(M,N) = {(f, α, l)|f ∈ MapG(M,N), α ∈ Map(R≥0,MapG(M,B)),
l ∈ Map(MapG(M,N),R≥0) such that
l is locally constant,
α(0) = φM , α(t) = φN ◦ f for t ≥ l(f)}.
HomTophG/B(M,N) = {(f, α, l)|f ∈ Map(M,N), α ∈ Map(R≥0,Map(M,B)),
l ∈ Map(Map(M,N),R≥0) such that
l is locally constant,
α(0) = φM , α(t) = φN ◦ f for t ≥ l(f)}.
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Remark B.5. Roughly speaking, a point in the morphism space GToph/B is a G-map
f ∈ MapG(M,N) and a G-homotopy from φM to φN ◦ f in the following diagram:
N
M B
φN
φM
f
A point in the morphism space TophG/B is a map f ∈ Map(M,N) and a homotopy from
φM to φN ◦ f ; the map f is not necessarily a G-map, but we do require φM and φN to
be G-maps. And we have
HomGToph/B(M,N)
∼= (HomTophG/B(M,N))
G.
The category TophG/B models θ-framed bundles:
Proposition B.6. For i = 1, 2, let Ei → Bi be G-n-vector bundles with θ-framings
φi : Ei → θ
∗ζn. We have the following equivalences of G-spaces that are natural with
respect to the two variables as well as the tangential structure:
β : Homθ(E1, E2)
∼
−→ HomTophG/B(B1, B2).
Proof. One can restrict bundle maps to get maps on the base spaces. We denote this
restriction map by π. From our definition of Homθ in Definition 3.4 and HomTophG/B in
Definition B.4, π induces the map β and they fit in the following commutative diagram
of G-spaces:
(B.7)
Homθ(E1, E2) HomTophG/B (B1, B2)
Hom(E1, E2) Map(B1, B2)
Hom(E1, θ
∗ζn) Map(B1, B)
β
∼
π
φ2◦−
y
φ2◦−
π
We claim that the bottom square is a pullback. Since each column is a homotopy fiber
sequence, this implies immediately that β is a G-equivalence.
To show the claim, first we note that the isomorphism φ2 : E2 ∼= φ
∗
2θ
∗ζn establishes
E2 as a pullback of θ
∗ζn over φ2. So a bundle map E1 → E2 is determined by a map on
the base f : B1 → B2 and a bundle map (ϕ¯, ϕ) : (E1, B1)→ (ζn, B) satisfying ϕ = φ2f .
E1 E2 θ
∗ζn
B1 B2 B
ϕ¯
y
f φ2

We remark that in Proposition B.6, π is not a homotopy equivalence to its image.
In other words, a vector bundle map is not just a map on the bases. In contrast, a
θ-framed vector bundle map can be seen as a map on the bases as β is an equivalence.
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The “classical” bundle maps are the θ-framed bundle maps for the tangential struc-
ture θ = id : BGO(n)→ BGO(n):
Lemma B.8. For G-vector bundles Ei → Bi, i = 1, 2, we have an equivalence of
G-spaces:
α : Homid(E1, E2)
∼
−→ Hom(E1, E2).
Proof. By definition, Homid(E1, E2) is the homotopy fiber of φ2 ◦ −, so we have a
homotopy fiber sequence of G-spaces:
Homid(E1, E2) Hom(E1, E2) Hom(E1, ζn)
α φ2◦− .
By Lemma 2.38, we know Hom(E1, ζn) is G-contractible. So α is a G-equivalence. 
Corollary B.9. For G-vector bundles Ei → Bi, i = 1, 2, we have an equivalence of
G-spaces:
Hom(E1, E2) ≃ HomTophG/BGO(n)
(B1, B2).
Proof. This follows from Proposition B.6 and Lemma B.8. 
Proposition B.10. The G-space Embθ(M,N) as defined in Definition 3.6 is the ho-
motopy pullback displayed in the following diagram of G-spaces:
(B.11)
Embθ(M,N) HomTophG/B(M,N)
Emb(M,N) HomTophG/BGO(n)
(M,N)
Proof. The lower horizontal map in (B.11) is neither obvious nor canonical. We take
it as the composite in the following commutative diagram with a chosen G-homotopy
inverse to α. The maps α and β are G-equivalences by Proposition B.6 and Lemma B.8.
(B.12)
Embθ(M,N) Homθ(TM,TN) HomTophG/B(M,N)
Homid(TM,TN) HomTophG/BGO(n)
(M,N)
Emb(M,N) Hom(TM,TN)
∼
β
∼
β
∼α
d
As defined in Definition 3.6, Embθ(M,N) is the pullback in the left square. It is clear
that it is also equivalent to the homotopy pullback of the whole square. 
We can take (B.11) as an alternative definition to (3.7). In practice, (3.7) is easier
to deal with. First, the right vertical map in the square is a fibration so the diagram is
an actual pullback. Second, the map d is easy to describe. On the other hand, (B.11)
has a conceptual advantage. It can be viewed as a comparison of the θ-framing to the
trivial framing id : BGO(n)→ BGO(n).
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B.2. Automorphism space of (V, φ). With this alternative description of θ-framed
mapping spaces in Section B.1, we can identify the automorphism G-space Embθ(V, V )
of V in Mfldθ by first identifying of the automorphism G-space Homθ(TV,TV ) of TV
in Vecθ.
Notation B.13. As φ is an equivariant map, φ(0) for the origin 0 ∈ V is a G-fixed
point in B. We denote by ΛφB the Moore loop space of B at the base point φ(0).
Theorem B.14. We have the following:
(1) There is an equivalence of monoids in G-spaces
Homθ(TV,TV )
∼
→ ΛφB,
which is natural with respect to tangential structures θ : B → BGO(n). Here,
the group G acts on both sides by conjugation.
(2) The automorphism G-space Embθ(V, V ) of (V, φ) in Mfldθ fits in the following
homotopy pullback diagram of G-spaces:
Embθ(V, V ) ΛφB
Emb(V, V ) O(V )
d0
Proof. (1) We have HomTophG/B(V, V ) from Definition B.4 and showed in Proposition B.6
that restriction-to-the-base gives a natural G-equivalence:
β : Homθ(TV,TV )
∼
→ HomTophG/B(V, V ).
Let pt be the G-space over B given by φ(0) : pt → B. We claim that the two maps
inc : 0→ V and proj : V → pt can be lifted to give equivalences of V ≃ pt in TophG/B.
If so, pre-composing with inc and post-composing with proj give
HomTophG/B (V, V )
∼
→ HomTophG/B (pt, pt)
∼= ΛφB.
It remains to verify the claim, which is a routine job. We choose the lifts of inc and
proj given by
I = (inc, α1, 0) ∈ HomTophG/B (pt, V ), where α1(t) = φ(0) for all t ≥ 0.
P = (proj, α2, 1) ∈ HomTophG/B(V, pt), where α2(t) =
{
φ ◦ ht, 0 ≤ t < 1;
φ(0), t ≥ 1;
where ht : V → V is any chosen homotopy from h0 = id to h1 = proj. Then we have
an obvious homotopy:
P ◦ I = (id, constφ(0), 1) ≃ (id, constφ(0), 0) = idpt
and using the contraction ht, we can also construct a homotopy:
I ◦ P = (proj, α2, 1) ≃ (id, constφ, 0) = idV . 
(2) This is an assembly of part (1), Proposition B.10 and Theorem 2.35. However,
we note that the map ΛφB → O(V ) is only a non-canonical G-equivalence. The author
does not know how to upgrade it to a map of G-monoids. So although all spaces
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displayed in the pullback diagram are G-monoids, it is not obvious whether one can
write Embθ(V, V ) as a pullback of G-monoids.
To be more precise, we show how the quoted results assemble. We have the following
large commutative diagram (B.15) expanding (B.12). Note that this is a commutative
diagram of G-monoids.
(B.15)
Embθ(V, V ) Homθ(TV,TV ) HomTophG/B
(V, V )
Homid(TV,TV ) HomTophG/BGO(n)
(V, V ) ΛφB
Emb(V, V ) Hom(TV,TV ) Homid(V, V ) ΛφBGO(n)
Hom(V, V ) = O(V )
∼
β
1○ ∼
∼
β
∼α
∼ ∼
2○
3○
∼
4○ ∼
β
∼α
The map α is studied in Lemma B.8. The map β and the square 1○ are in Proposition B.6.
The diagonal unlabeled maps are all induced by the inclusion V → TV and the pro-
jection TV → V . In particularly, the parallelogram 2○ is in part (1). Naturality of α
and β gives the commutativity of 3○ and 4○. Now, d0 in the theorem is the composite
Emb(V, V ) Hom(TV,TV ) Hom(V, V ).d ∼
It can be seen that the vertical map in the theorem involves choosing an inverse of the
β displayed in the third line.
Remark B.16. From Remark 2.36, we have a zigzag of equivalences of G-monoids for
any b in the V -indexed component of (BGO(n))
G:
ΛbBGO(n) (Λ˜bEGO(n))/Π O(V ).
ξ
∼
ψ
∼
This zigzag is hidden in (B.15). Recall that we abusively use φ to denote both TV → ζn
and V → BGO(n). Firstly, b = φ(0) ∈ BGO(n) is a point in the desired component,
and we have
Homid(V, V ) ∼= (Λ˜bEGO(n))/Π.
This is because Hom(V, ζn) = FrV (BGO(n)) ∼= EGO(n) (see Definition 2.24 for FrV ),
and the framing φ(0) ∈ Hom(V, ζn) corresponds to a chosen point z ∈ EGO(n) over b.
The point z is G-fixed using the G-action on FrV (BGO(n)). We can identify the path
data of an element of Homid(V, V ), as defined in Definition 3.4, to the path data of a
representative element of (Λ˜bEGO(n))/Π that starts at z, as described in Theorem 2.35.
Secondly, the maps ψ and ξ are just the maps α and β. In other words, (2.37) can
identified with the following part of (B.15):
ΛφBGO(n) Hom
id(V, V ) Hom(V, V ) = O(V ).∼
β
∼
α
44 FOLING ZOU
References
[AF15] David Ayala and John Francis. Factorization homology of topological manifolds. J. Topol.,
8(4):1045–1084, 2015.
[AMGR17] David Ayala, Aaron Mazel-Gee, and Nick Rozenblyum. The geometry of the cyclotomic
trace. arXiv preprint arXiv:1710.06409, 2017.
[And10] Ricardo Andrade. From manifolds to invariants of En-algebras. PhD thesis, Massachusetts
Institute of Technology, 2010.
[BD04] Alexander Beilinson and Vladimir Drinfeld. Chiral algebras, volume 51 of American Mathe-
matical Society Colloquium Publications. American Mathematical Society, Providence, RI,
2004.
[BM88] CF Bo¨digheimer and I Madsen. Homotopy quotients of mapping spaces and their stable
splitting. Quart. J. Math. Oxford, pages 401–409, 1988.
[BM03] Clemens Berger and Ieke Moerdijk. Axiomatic homotopy theory for operads. Comment.
Math. Helv., 78(4):805–831, 2003.
[BZBJ18] David Ben-Zvi, Adrien Brochier, and David Jordan. Integrating quantum groups over
surfaces. Journal of Topology, 11(4):874–917, 2018.
[CG16] Kevin Costello and Owen Gwilliam. Factorization algebras in quantum field theory, vol-
ume 1. Cambridge University Press, 2016.
[CW91] Steven R Costenoble and Stefan Waner. Fixed set systems of equivariant infinite loop
spaces. Transactions of the American Mathematical Society, 326(2):485–505, 1991.
[GM17] Bertrand Guillou and Peter May. Equivariant iterated loop space theory and permutative
G-categories. Algebraic & geometric topology, 17(6):3259–3339, 2017.
[HHK+20] Jeremy Hahn, Asaf Horev, Inbar Klang, Dylan Wilson, and Foling Zou. Equivariant non-
abelian poincare´ duality and equivariant factorization homology of thom spectra. arXiv
preprint arxiv:2006.13348, 2020.
[Hor13] Geoffroy Horel. Factorization homology and calculus a` la Kontsevich Soibelman. arXiv
preprint arXiv:1307.0322, 2013.
[Hor19] Asaf Horev. Genuine equivariant factorization homology. arXiv preprint arXiv:1910.07226,
2019.
[Ill78] So¨ren Illman. Smooth equivariant triangulations of G-manifolds for G a finite group.Math.
Ann., 233(3):199–220, 1978.
[Kel05] G Max Kelly. On the operads of J.P. May. Repr. Theory Appl. Categ, 13(1), 2005.
[KM18] Alexander Kupers and Jeremy Miller. En-cell attachments and a local-to-global principle
for homological stability. Math. Ann., 370(1-2):209–269, 2018.
[Knu18] Ben Knudsen. Higher enveloping algebras. Geometry & Topology, 22(7):4013–4066, 2018.
[Las82] Richard K Lashof. Equivariant bundles. Illinois Journal of Mathematics, 26(2):257–271,
1982.
[LM86] Richard K Lashof and J Peter May. Generalized equivariant bundles. Bull. Soc. Math.
Belg. Se´r. A, 38:265–271, 1986.
[LMSM86] L. G. Lewis, Jr., J. P. May, M. Steinberger, and J. E. McClure. Equivariant stable homotopy
theory, volume 1213 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1986. With
contributions by J. E. McClure.
[Lur] J. Lurie. Higher algebra. available at http://www.math.harvard.edu/~lurie/papers/HA.pdf.
[May72] J. P. May. The geometry of iterated loop spaces. Springer-Verlag, Berlin-New York, 1972.
Lectures Notes in Mathematics, Vol. 271.
[May96] J. P. May. Equivariant homotopy and cohomology theory, volume 91 of CBMS Regional
Conference Series in Mathematics. Published for the Conference Board of the Mathemat-
ical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI,
1996. With contributions by M. Cole, G. Comezan˜a, S. Costenoble, A. D. Elmendorf, J.
P. C. Greenlees, L. G. Lewis, Jr., R. J. Piacenza, G. Triantafillou, and S. Waner.
[May97] J Peter May. Definitions: operads, algebras and modules. Contemporary Mathematics,
202:1–8, 1997.
EQUIVARIANT FACTORIZATION HOMOLOGY 45
[McD75] Dusa McDuff. Configuration spaces of positive and negative particles. Topology, 14(1):91–
107, 1975.
[Mil15] Jeremy Miller. Nonabelian Poincare´ duality after stabilizing. Trans. Amer. Math. Soc.,
367(3):1969–1991, 2015.
[MMOar] J Peter May, Mona Merling, and Ange´lica M Osorno. Equivariant infinite loop space theory.
The space level story. Mem. Amer. Math. Soc., to appear.
[MT14] Richard Manthorpe and Ulrike Tillmann. Tubular configurations: equivariant scanning
and splitting. Journal of the London Mathematical Society, 90(3):940–962, 2014.
[MZZ20] J. P. May, Ruoqi Zhang, and Foling Zou. Operads, monoids, monads, and bar construc-
tions. arXiv preprint arxiv:2003.10934, 2020.
[RS00] Colin Rourke and Brian Sanderson. Equivariant configuration spaces. Journal of the Lon-
don Mathematical Society, 62(2):544–552, 2000.
[Sal01] Paolo Salvatore. Configuration spaces with summable labels. In Cohomological meth-
ods in homotopy theory (Bellaterra, 1998), volume 196 of Progr. Math., pages 375–395.
Birkha¨user, Basel, 2001.
[Ste79] Richard Steiner. A canonical operad pair. Math. Proc. Cambridge Philos. Soc., 86(3):443–
449, 1979.
[TD69] Tammo Tom Dieck. Faserbu¨ndel mit gruppenoperation.Archiv der Mathematik, 20(2):136–
143, 1969.
[Wee18] TAN Weelinck. Equivariant factorization homology of global quotient orbifolds. arXiv
preprint arXiv:1810.12021, 2018.
[Zou20a] Foling Zou. A geometric approach to equivariant factorization homology and nonabelian
Poincare´ duality. PhD thesis, University of Chicago, 2020.
[Zou20b] Foling Zou. Notes on equivariant bundles. arXiv preprint arxiv:2008.01268, 2020.
