We present the first online algorithm with a polylogarithmic competitive ratio for the problem of online routing of packets in unidirectional grids. The goal is to maximize the throughput, i.e., the number of delivered packets. Our online algorithm is deterministic, centralized, handles packets with deadlines, allows bounded buffers, uses adaptive routing, and may drop packets before they reach their destination.
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with bounded buffers. The goal is to route packets (i.e., constant length formatted data) in a network of n nodes. Nodes in this model are switches with local memories, called buffers. An incoming packet is either forwarded to a neighbor switch, stored in the buffer, or erased. The resources of a packet network are specified by two parameters: c -the capacity of links and B -the size of buffers. The capacity of a link is an upper bound on the number of packets that can be transmitted in one time step along the link. The buffer size is the maximum number of packets that can be stored in a switch.
Previous Work.
Algorithms for dynamic routing on networks with bounded buffers have been studied both in theory and in practice. Angelov et al. [AKK09] showed that the competitive ratio of greedy algorithms in unidirectional 2-dimensional grids is Ω( √ n) and that Nearest-to-Go achieves a competitive ratio ofΘ(n 2/3 ). Offline algorithms for trees and meshes were studied in [AKRR03] . They obtained a logarithmic approximation ratio for unbounded buffers and a constant approximation ratio for bufferless networks. Routing in optical mesh networks was studied in [BL97] . They showed both upper and lower bounds of O(log n) on the competitiveness of online algorithms. Kleinberg and Tardos [KT95] studied the disjoint path problem in undirected grids and presented both offline and online randomized algorithms for this problem. The networks we study are unidirectional grids of d dimensions. Such 2-dimensional grids with or without buffers serve as crossbars in networks (see [ARSU02, AKRR03, Tur09] for many references from the networking community). Thus, even centralized algorithms for this task are of interest since they can be used to control a crossbar. For a detailed list of previous work on lines see [EM10] . See the full version of this paper for a comparison between the results presented in this paper and in [EM10] .
The seminal work of Leighton et al. [LMR94] and subsequent works [LMR99, RT96, ST97] deal with routing all the packets. The latency of each packet is O(C + D), where C denotes the maximum congestion and D denotes the length of a longest path. Clearly, D can be Ω(n), and C is unbounded in terms of n. Apart from having large constants, these works require unbounded input queues, and therefore do not apply to our setting.
Our result.
We present a centralized deterministic online algorithm for packet routing in unidirectional grids with n nodes. Our algorithm is preemptive, i.e., it may drop packets before they reach their destination, uses adaptive routing, deals with deadlines, and achieves a polylogarithmic competitive ratio for the following combinations of parameters:
(i) For B, c ∈ [3.. log n] the competitive ratio of the algorithm is O(log d+4 n) for unidirectional grids of dimension d.
(ii) For B = 0 and c ≥ 3 the competitive ratio of the algorithm is O(log d+2 n) for unidirectional grids of d dimensions.
(iii) For B, c ≥ log n and B/c = n O(1) the competitive ratio of the algorithm is O(log n) for unidirectional grids, independent of the dimension d.
Techniques.
Packet routing is reduced to a circuit switching problem [KT95, AAP93] , by applying a space-time transformation [AAF96, ARSU02, AZ05, RR09, EM10]. We extend the space-time transformation of [AZ05] so that it also supports deadlines.
The reduction of packet routing to circuit switching relies on a lemma [AZ05] that bounds the maximum path length while incurring a constant loss to the throughput. We extend the lemma of [AZ05] to d-dimensional grids and to general values of c and B.
A sketch graph with logarithmic capacities is obtained by coalescing groups of nodes [KT95, BL97] . The groups are disjoint subgrids with logarithmic side-lengths. Now, we pack paths in an online fashion in the sketch graph. For ease of presentation we use the framework of Buchbinder and Naor [BN06, BN09] for online path packing. In this stage some of the packets might be rejected. Injected packets are assigned paths in the sketch graph.
The paths in the sketch graph must be translated to paths in the space-time graph. This translation, called detailed routing, is adaptive. Namely, the detailed path of injected packet is not determined when the packet is injected. The detailed path respects the sketch path in the sense that it traverses the same tiles. Detailed routing may fail, causing the injected packet to be dropped. Detailed routing has been addressed before in undirected graphs [KT95, BL97] . There is a significant difference in the execution of detailed routing between directed and undirected graphs [RR09] (note that a unidirectional grid is a directed graph).
Our detailed routing technique partitions each path in the sketch graph into three parts, and reserves a unit of capacity for each part. This is the reason why the algorithm requires B, c ≥ 3.
In some parts of the detailed routing, we reduce the problem of detailed routing to online interval packing. This reduction uses an online procedure for packing intervals on a line. We apply an online distributed simulation of the optimal interval packing algorithm [GLL82] . This simulation works since we allow preemptions.
PROBLEM DEFINITION

Store-and-Forward Packet Routing Networks.
We consider a synchronous store-and-forward packet routing network [AKOR03, AKK09, AZ05]. Each packet is specified by a 4-tuple r i = (ai, bi, ti, di), where a i ∈ V is the source node of the packet, bi ∈ V is the destination node, and t i ∈ N is the time step in which the packet is input to a i and di is the deadline. Since we consider an online setting, no information is known about a packet r i before time ti. We consider packet routing with deadlines, namely, the algorithm is credited for each packet r i that arrives to its destination bi before time di.
The network is a directed graph G = (V, E). Each edge has a capacity c that specifies the number of packets that can be transmitted along the edge in one time step. Each node has a local buffer of size B that can store at most B packets. Each node has a local input through which multiple packets may be input in each time step. The network operates in a synchronous fashion with a delay of one time step for communication. This means that a single time step is needed for a packet to traverse a single link.
In each time step, a node v considers the packets arriving via the local input, the packets arriving from incoming edges, and the packets stored in the buffer. Packets destined to node v (i.e., b i = v) are removed from the network (this is considered a success and no further routing of the packet is required). As for the other packets, the node determines which packets are sent along outgoing edges (i.e., forwarded), which packets are stored in the buffer. The remaining packets are deleted.
The literature contains two different models of node functionality. We use the model used by [ARSU02, RR09, EM10]. The reader is referred to Appendix A for a comparison between two different models of node functionality.
We use the following terminology. A packet is rejected if it is locally input to a node and the node deletes it. A packet is injected if it is not rejected. A packet is preempted or dropped if it was injected and deleted before it reached its destination.
Grid Networks.
A two dimensional 1 × 2 unidirectional grid network is a directed graph G = (V, E) defined as follows (see Fig. 1 
. ] denotes the set of integers {0, . . . , }. We denote the number of vertices by n (i.e., n = 1 · 2). There are two types of edges: horizontal edges (i, j) → (i + 1, j) and vertical edges (i, j) → (i, j + 1). For each packet, the source node a i = (ai(x), ai(y)) and the destination node b i = (bi(x), bi(y)) satisfy ai ≤ bi (i.e., a i(x) ≤ bi(x) and ai(y) ≤ bi(y)). We refer to an 1 × 2 two dimensional directed grid network simply as a grid.
Capacities and Buffers.
We assume uniform capacities and buffer sizes. Namely, (i) all edges in the grid have the same capacity, denoted by c; and (ii) all nodes have the same buffer size, denoted by B.
Online Maximum Throughput in Networks.
The throughput of a packet routing algorithm is the number of packets that are delivered to their destination before their deadline. We consider the problem of maximizing the throughput of an online centralized deterministic packetrouting algorithm.
Let |Alg| denote the throughput obtained by Algorithm Alg. An online deterministic Alg is ρ-competitive if for every input sequence σ, |Alg(σ)| ≥ 1 ρ · |OPT(σ)|. 
PRELIMINARIES
Space-Time Transformation
The capacity of all edges in E 0 is c, and all edges in E1 have capacity B. Note that the space-time graph corresponding to a d-dimensional grid is a (d + 1)-dimensional grid.
Tiling
The term tiling refers to a partitioning of the nodes of the space-time graph G st into finite sets with identical geometric "shape". A standard drawing 1 of the space-time graph of a grid is a lattice generated by non-orthogonal vectors. This drawing is hard to depict and deal with, hence we apply untilting defined as follows (see [RR09] for untilting in two dimensions).
Untilting.
We rectify the drawing of the space-time graph of a grid by applying an automorphism q :
. We refer to this transformation as untilting. The sole purpose of applying untilting is to obtain a drawing of the space-time graph of a grid in which the edges are axis parallel. Such an axis parallel drawing simplifies the definition of tiles. Note that the image of some of the vertices in G st is outside the positive quadrant.
Tiling is obtained by a partitioning of Z d+1 by disjoint (d + 1)-dimensional cubes with side-length k. A tile s is a subset of V st such that its image q(s) (after untilting) is contained in a cube.
Formally, given a cube side-length k, a tile is defined by its lower corner p ∈ Z d+1 , where the coordinates of p are integral multiple of k. The lower corner p defines the tile
where 1 is the all ones vector. Note that some of the tiles outside the positive quadrant are partial, namely contain less than k d vertices.
The Sketch Graph
The sketch graph is the graph obtained from the spacetime graph after coalescing each tile into a single node. There is a directed edge (s 1, s2) between two tiles s1, s2 in the sketch graph if there is a directed edge (α, β) ∈ G st such that α ∈ s 1 and β ∈ s2. The capacity c(s1, s2) of an edge (s 1, s2) in the sketch graph is simply the sum of the capacities of the edges in G st from vertices in s1 to vertices in s2.
Notation.
We denote the sketch graph by S = (V (S), E(S)). Note that each node of S is a tile. Sketch edges are denoted byê and their capacity is denoted by c(ê).
Online Packing of Paths
A reduction of packet routing to packing of paths is presented in Section 5.1. We briefly overview the topic of online packing of paths (see also [EM10] ).
Consider a graph G = (V, E) with edge capacities c(e). Edges have soft capacity constraints (i.e., the capacity constraint may be violated, and one goal is to minimize the violation). The adversary introduces a sequence of connection requests {r i}i, where each request is a source-destination pair (a i, bi). The online packing algorithm must either return a path p i from ai to bi or reject the request.
Consider a sequence R = {r i}i∈I of requests. A sequence P = {p i}i∈J is a (partial) routing with respect to R if J ⊆ I and each path p i (for i ∈ J) connects the source-destination pair r i. The load of an edge e induced by a routing P is the ratio |{p j : j ∈ J, e ∈ pj}|/c(e). A routing P with respect to R is called a β-packing if the load of each edge is at most β. The throughput of a packing P = {p i}i∈J is simply |J|.
An online path packing algorithm is (α, β)-competitive if it computes a β-packing P whose throughput is at least α times the maximum throughput over all 1-packings.
A fractional packing is a multi-commodity flow. Each demand can be served by a combination of fractions of flows along paths. An optimal offline fractional packing can be computed by solving a linear program. Obviously, the throughput of an optimal fractional packing is an upper bound on the throughput of an optimal integral packing.
The proof of the following theorem appears in the full version. The proof is based on techniques from [AAP93, BN06] . We refer to the online algorithm for online integral path packing by ipp.
Theorem 1. Consider an infinite graph with edge capacities such that min e c(e) ≥ 1. Consider an online path packing problem in which a path is legal if it contains at most p max edges. Assume that there is an oracle, that given edge weights and a connection request, finds a lightest legal path from the source to the destination. Then, there exists a (2, log(1 + 3 · p max))-competitive online integral path packing algorithm. Moreover, the throughput is a 2-approximation of the maximum throughput over all fractional packings.
Notation.
Given a set R of packet requests, let opt(R) denote the maximum (offline) throughput. Let opt f (R) denote the maximum fractional throughput.
Polynomial Path Lengths
Consider a (d+1)-dimensional unidirectional grid G, where one of the dimensions corresponding to time is unbounded. Consider a sequence {r i}i of routing requests over grid G,
The maximum throughput for routing {r i}i is upper bounded by the throughput of an optimal fractional path packing with respect to {r i}i. Our goal is to prove that the throughput of an optimal fractional path packing does not decrease by much if path lengths are bounded.
Formally, let opt f (R | pmax) denote the throughput of an optimal fractional path packing in G with respect to R = {r i}i under the constraint that path lengths are at most p max. The following lemma shows that bounding path lengths by O(n · ( i i) · (B/c)) decreases the fractional throughput by at most a constant factor. The lemma generalizes the lemma from [AZ05] that deals with the line network with unit capacities. The proof of the following lemma appears in the full version.
Remarks.
(I) If G is the sketch graph of a unidirectional line then, d = 1, 1 = n/k , hence pmax n k · (1 + 2γn). (II) Using the same technique, one can prove that
ALGORITHM OUTLINE
We outline the algorithm below. To simplify the description, we present a detailed description and proof for the one-dimensional case in Sec. 5. The required modifications for d dimensions are described in Sec. 6.
Upon arrival of a request r i, the algorithm executes the following steps (if r i is rejected in any step, then the algorithm does not continue to the next steps):
1. Reduce the packet requests to an online integral path packing over the sketch graph with bounded paths. Execute the ipp algorithm with respect to these path requests. If the path request is rejected by the ipp algorithm, then reject r i. Otherwise, letpi denote the sketch path assigned to the request r i.
2. Inject the request r i with its sketch pathpi and perform detailed routing in the space-time graph G st . Detailed routing in G st may fail. In case of failure, preempt r i.
THE ONE DIMENSIONAL CASE
In this section we present the details of the algorithm for d = 1. For simplicity, we assume all deadlines are unbounded, hence each packet is specified by a 3-tuple r i = (a i, bi, ti); we reintroduce deadlines in Section 5.4.
Parameters.
The parameters of the unidirectional line network G are: n nodes, buffer size B in each node, and link capacity c in each direction. We assume that
The sketch graph is obtained by tiling of the space-time graph G st of the unidirectional line G. Without loss of generality, we may assume that the tile side-length k divides the line length n Otherwise, simply augment the line by adding extra nodes. This augmentation does not help routing of packets since the grid is unidirectional.
Reduction to Online Integral Path Packing
The reduction to path packing has to deal with these issues: (i) Handling requests inside a tile. (ii) Assign unit capacities to guarantee light loads on the sketch edges. (iii) Determine a specific destination node per request. To deal with these issues, we augment the sketch graph as follows.
Adding Sink Nodes.
Following [AZ05] , we add sink nodes to define a specific destination node for each request. For every vertex v in the line, we define a sink nodev. Each tile s that contains a node (v, t) (for some t) is connected to the sink nodev by an edge with infinite capacity.
Handling Requests Inside a Tile.
We introduce node capacities by splitting every sketch node s ∈ V S to two "halves" sin and sout. The incoming edges of s enter s in and the outgoing edges of s emanate from s out. We add an additional edge called an interior edge between s in and sout. Let E int S denote the set of interior edges.
To summarize, the sketch graph is augmented by sink nodes, infinite capacity edges entering the sinks, and a splitting of sketch edges. Note that, since nodes are split, we use 2 · p max as a bound on the maximum path.
Assigning Capacities.
We assign unit capacities c(ê) = 1 to all sketch edgeŝ e ∈ E S and c(ê) = 2 to every interior edgeê ∈ E int S . We refer to the augmented sketch graph with these capacities as the {1, 2, ∞}-sketch graph. We denote the {1, 2, ∞}-sketch graph byŜ.
The Reduction.
A request ri = (ai, bi, ti) to deliver a packet is reduced to a path request in the {1, 2, ∞}-sketch graphŜ. The source of the path request is the half tile s in where the tile s contains the vertex (ai, ti). The destination of the path request is simply the sinkbi.
The sole purpose of the sink node is for a clean reduction to path packing. Once the ipp algorithm returns the sketch pathp i, the sink is removed frompi, and the last tile in the sketch path is regraded as its destination.
Theorem 1 implies that the ipp algorithm returns an integral packing of paths in theŜ that is (2, k)-competitive with respect to the optimal fractional path packing inŜ.
Detailed Routing
Our goal in detailed routing is to compute a (detailed) path p i in the space-time graph G st given a (sketch) pathpi in the {1, 2, ∞}-sketch graphŜ. The term "detailed routing" is justified by the fact that the detailed path p i traverses the same tiles that are traversed by the sketch pathp i. Namely, the projection of p i toŜ equalspi. Our detailed routing algorithm has the additional property that, except for the last tile, the detailed path p i and the sketch pathpi contain bends in the same tiles.
Each pathp i inŜ is a concatenation of straight segments where each segment is parallel to one of the two axes. Each segment is directed, so we may refer to the first and second endpoints of a segment. A segment is special if it is the first or the last segment of a sketch path.
Detailed Routing is Partitioned into Three Parts:. 
Reservation of Capacities.
The algorithm reserves one unit of capacity in each edge e ∈ E st for each part of detailed routing. This is the reason for the requirement that B, c ≥ 3.
Preemptions may occur in parts (I) and (III) of the detailed routing. Preemptions occur only between detailed routing of the same kind. Namely, a special segment can only preempt another special segment. Similarly, detailed routing in the last tile preempts only routes that end in the same tile.
Entry and Exit Sides.
For each tile traversed by the sketch pathpi, the sketch path specifies through which side of the tile the detailed path should enter and exit the tile. We refer to the side through which the detailed path should exit a tile as the exit side. Similarly, we refer to the side through which the detailed path enters a tile as the entry side.
Special Segments.
Detailed routing in the first segment is simply a straight path from the source to the entry side of the tile that is the end of the segment (see Fig. 2a ).
This straight path might be already saturated. Hence the detailed routing of the first segment is reduced to the problem of packing intervals in a line (see Definition 1). For simplicity, consider a first segment that is parallel to the time axis (the other case is similar). Consider a first segment that starts in tile s 1 and ends in s2, where (ai, ti) ∈ s1. The reduction to interval packing reduces this first segment to the interval [t i, tmax], where tmax max{t : (ai, t) ∈ s2}. The algorithm executes a separate reduction to interval packing for each row and column of the untilted space-time grid. Detailed routing in the last segment is simply a straight path from the entry side of the tile that contains the last bend of the sketch path, till the entry side of the last tile (see Fig. 2a ). This straight path might be already saturated. Again, the detailed routing of the last segment is reduced to the problem of packing intervals in a line (see Definition 1). For simplicity, consider a last segment that is parallel to the vertices axis (the other case is similar). Consider a last segment that starts in tile s 1 and ends in s2, where the last bend occurs in s 1. Let (x, t) ∈ s1 be the node on the entry side of s 1 where the previous detailed routing ended. The reduction to interval packing reduces this last segment to the interval [x, x min], where xmin min{x : (x, t) ∈ s2}. The algorithm executes a separate reduction to interval packing for each row and column of the space-time grid (see last interval in Figure 2b) . (2) I is a sequence of paths in G.
Output:
A subset I ⊆ I with maximum cardinality such that, for each edge e, there is at most one path p in I that contains e.
In the context of special segments, we solve the online variant of interval packing, where the left endpoints of the requests are input in ascending order. This variant is solved by simulating an optimal algorithm for maximum independent sets in interval graphs [GLL82] . For the purpose of describing the algorithm, we assume that the line is from left to right. The algorithm is as follows. Each node v along the line is input a set of accepted intervals from its left neighbor and the intervals that start is v. Among these intervals, the node v simply "forwards" an interval with the leftmost right endpoint. The other incoming intervals are preempted. See Proposition 7 for an analysis of the interval packing algorithm.
Nonspecial Segments.
We begin by describing how detailed routing of nonspecial segments takes place in a tile s. Assume first that this routing needs to handle sketch paths that enter and exit the tile along nonspecial segments. there are two cases: (i) paths that contain a bend in s, and (ii) paths that traverse s without a bend.
A sketch pathp i that does not contain a bend in s simply traverses s in a straight line. Thus, a row or a column is reserved for it.
A bend is performed as follows. Assume that a sketch patĥ p i enters s in the t-direction and exits s in the x direction (the other case is handled similarly). Detailed routing routeŝ p i in s along the t-direction (continuing in straight line) until the first free edge in the x-direction is found. A turn at this free edge is taken, and the detailed path continues in the x-direction until the exit side of s.
We need to show that such a free edge always exists. Let ρ denote the row in s from the entry point ofp i in the tdirection. Suppose that occupied edges in the x-direction incident to ρ serve only nonspecial segments of sketch paths with the same exit side asp i. Since there are at most k such sketch paths (includesp i), there must be a free edge in the x-direction.
We deal with occupied edges in the x-direction that serve sketch paths whose exit side is different fromp i by introducing knock-knee bends. Namely, the detailed route ofp i makes a turn in the x-direction, thus freeing the suffix of the row ρ. The conflicting detailed route takes a turn in t-direction, thus freeing the suffix of the column in the xdirection.
We now deal with transitions from part (I) to part (II) of detailed routing. This transition is based on the reservation made for p i in part (I) for the whole row ρ. Thus, the portion of p i before the bend in s is accounted for by part (I).
Finally, we deal with the case where tile is not in the positive quadrant and it is partial. For such a partial tile the side-length in the direction of entry is k. This implies that a free edge to make a turn at always exists. Thus, as the description above holds for this case as well. We conclude that detailed routing is always successful in this part.
Detailed Routing in the Last Tile.
Detailed routing in the last tile is straightforward greedy routing from the entry point to a destination node in the tile. Note that any node (b i, t) in the tile may serve as destinations for the request r i. Conflicts are resolved by preempting all but one path (see Proposition 8). We refer to requests whose sketch path is a single tile as near requests. Note that detailed routing of a near request consists only of part (III).
Analysis of the Algorithm for d = 1
Theorem 4. The competitive ratio of the algorithm for unidirectional line networks is O(log 5 n) provided that B, c ∈ [3.. log n].
Proof. We begin by a sketch of the proof. The algorithm uses the path packing algorithm ipp over the {1, 2, ∞}-sketch graph. This means that capacities are reduced by a factor of at most k 2 · max{B, c} = O(k 3 ). The fact that path lengths are bounded by p max reduces the throughput only by a constant factor. The throughput of algorithm ipp is O(1)-competitive.
Detailed routing succeeds in routing a polylogarithmic fraction of the sketch paths. There are two causes for loss of packets: routing of special segments and routing in the last tile. Routing of special segments succeeds for a fraction of 1/2k for each special segment. In fact, it succeeds for 1/4k for all special segments (i.e., the success rate is not multiplied). Routing in the last tile succeeds for a fraction of 1/2k per tile. Putting things together we get a competitive ratio of O(k 5 ), as required. We now present a detailed proof.
Notation.
Let R be a fixed sequence of packet requests. Let ipp denote the set of requests in R that ipp injected. Recall that the ipp algorithm routes the requests over the {1, 2, ∞}sketch graph, and that we removed the sink nodes from the sketch paths.
Let alg denote the set of requests in R such that alg succeeded in routing them to their destination. Let alg s denote the set of requests in alg such that alg succeeded in routing them to a node in s.
Let alg denote the set of requests in R such that alg succeeded in routing them to the entry side the last tile.
Let alg s denote the set of requests in alg that their sketch path ends in s.
Let f * denote the optimal fractional flow with respect to R over the sketch graph. Let f * {1,2,∞} denote the optimal fractional flow with respect to R over the {1, 2, ∞}-sketch graph. Let f * {1,2,∞} (R | pmax) denote the throughput of an optimal fractional path packing in the {1, 2, ∞}-sketch graph with respect to R under the constraint that sketch path lengths are at most p max.
Proof. By Proposition 3, the capacity of every sketch edge is at most k · max{B, c}. The number of near requests that can be served in a tile is at most k 2 · max{B, c}. Hence, the capacities in f * {1,2,∞} are scaled down by a factor of at most k 2 · max{B, c}. The first inequality follows since capacity scaling reduces the optimal fractional path packing by at most the scaling factor. The second inequality follows since every feasible flow with respect to the {1, 2, ∞}-sketch graph is feasible with respect to the sketch graph.
Proof. Theorem 1, Lemma 2 and Proposition 5 imply the following.
Proof. Consider a row or a column L of nodes in G st . Let R denote the set of requests that contain special segments that compete over edges in L. From the point of view of L, each request r i ∈ R is a request for an interval I i ⊆ L. The detailed routing of the requests R along L simulates an optimal interval packing algorithm [GLL82] . In particular, the simulation has the property that if an interval I i = [ai, bi] preempts an interval Ij = [aj, bj], then a j ≤ ai < bi ≤ bj. Consider the "forest of preemptions" over the intervals, where the set of intervals that were preempted by I i are children of Ii. Hence, if interval Ij is a descendant of I i in this forest, then Ii ⊆ Ij. The load induced by ipp on each {1, 2, ∞}-sketch edge is at most 2k (i.e., the load on a side is at most k, and the load on an interior edge is at most 2k). Therefore, the maximum number of proper descendants of I i in the forest is (2k − 1) (not including Ii).
Consider a bipartite graph of preemptions over alg ∪ (ipp\alg ). There is an edge (ri, rj) if the request ri ∈ alg is an ancestor of the request rj ∈ (ipp \ alg ) in the forest of preemptions corresponding to detailed routing. Since a preempted request is preempted only once, the degree of the nodes in ipp \ alg is one. By the discussion above, the degree of a node in alg is bounded by 2 · (2k − 1); at most (2k − 1) per each special segment. Recall that each sketch path contains at most 2 special segments. By counting edges in the bipartite graph, we conclude that |alg | · 2 · (2k − 1) ≥ |ipp \ alg |, and the proposition follows.
Proposition 8. alg ≥ 1 2k · alg Proof. Let Rs denote the set of requests in R whose sketch paths (computed by algorithm ipp) end in tile s. Recall that we removed the sink nodes from the sketch paths. Note that, for near requests, the sketch path belongs to a single tile; near requests in s trivially belong to R s.
Every sketch path of a request in R s traverses the interior edge of s whose capacity is 2. Theorem 1 implies that this capacity is violated by at most a factor of k, hence R s ≤ 2k.
Since a unit of capacity is reserved for the last cube and since a greedy algorithm is applied in the detailed routing in the last cube, at least one request from alg s is successfully routed if alg s = ∅. Since {Rs} s∈V (S) is a partition of R the proposition follows.
We now put things together to complete the proof of Theorem 4.
The first inequality is justified by Proposition 8. The second inequality is justified by Proposition 7. The third inequality is justified by to Proposition 6. The last inequality follows since every feasible flow with respect to G st is feasible with respect to the sketch graph, and the theorem follows.
Requests With Deadlines
In this section we present the modification needed to deal with packet requests with deadlines. The change to the algorithm is in the reduction to online integral path packing (see Section 5.1), i.e., we need to change the sink node in the reduction as follows.
Adding Sink Nodes for Requests with Deadlines.
A request to deliver a packet is of the form ri = (ai, bi, ti, di), where d i is the deadline. In terms of a path request in the space-time graph G st , this means that we need to assign a path from (a i, ti) to a vertex (bi, t ), where ti ≤ t ≤ di. Thus, the destination is a set of vertices rather than one specific vertex. We add a sink node for each request as follows. For every request r i, introduce a new vertex sinki. Connect every vertex in {(b i, t )} d i t =t i to sinki with an edge of infinite capacity. Now, a packet request r i = (ai, bi, ti, di) is reduced to a path request in the {1, 2, ∞}-sketch graph from the halftile s in (where the tile s contains (ai, ti)) to sinki. A path from (a i, ti) to sinki contains at most di − ti + 1 edges. We still bound the path length by p max, as before, to obtain an O(log p max) capacity augmentation by ipp.
GENERALIZATIONS
In this section we present a generalization of the algorithm to the d-dimensional case and extensions to special cases, such as: bufferless grids, and grids with large buffers and large link capacities.
The d-Dimensional Case.
Two modifications are needed to extend the algorithm to d-dimensional grids. (1) The capacity assigned to internal edges within each tile is d + 1.
(2) A segment of the sketch path is special if it is the first segment or if it is the last segment in its direction. This implies that there are at most d+1 special segments in each sketch path. (3) Detailed routing of a segment followed by a special segment proceeds as in the one dimensional case. Namely, a turn is taken upon entry to the face of the tile that contains the bend. The detailed route of a special segment reserves a straight path till the end of the tile that contains the end of the special segment. (4) Partial tiles are more complicated to describe, but retain the property that the side-length in the direction entry from the point of entry equals the tile's side-length. In the full version , partial tiles for d = 2 are discussed. The following theorem bounds the competitive ratio of the algorithm for general dimensionality d. The proof of Theorem 13 is outlined as follows.
The proof of the propositions below follows the analogous proofs in Section 5.3.
The proof of Theorem 13 follows the proof of Theorem 4.
Theorem 13. The competitive ratio of the algorithm for d-dimensional grid networks is O d 2 · log d+4 n provided that B, c ∈ [3.. log n].
Proof sketch of Theorem 13: Bounding path lengths incurs a constant loss to the competitive ratio. Algorithm ipp incurs an additional constant loss to the competitive ratio. The capacity assignment of {1, d + 1} reduces the throughput by a factor of k d+1 · max{B,c} d+1 . Finally, preemptions and detailed routing in the last tile incur a (d + 1) 3 · k 2 loss to the competitive ratio. The theorem follows since B, c ∈ [3.. log n].
Bufferless Grids.
For the case B = 0 and c ≥ 3 (no upper bound on c), we obtain the following result.
Theorem 14. There exists an online deterministic preemptive algorithm for packet routing in bufferless d-dimensional grids with a competitive ratio of O(d 2 · log d+2 n).
Proof sketch of Theorem 14:
Since B = 0, the space-time graph G st after untilting consists of unconnected d-dimensional planes. A plane with a t-coordinate that equals t deals with the routing of the subset of requests for which t i − ai 1 = t . Within each such plane, we apply a version of our algorithm over a space-time grid with dimension d. Note that since B = 0, p max ≤ i i (i.e., the diameter of the grid) and does not depend on c. Note also that the destination is a single node (b i, t ), where t = ti + ai − bi 1. Thus we need not introduce sink nodes, The edge capacities are not changed, hence we assign capacity d · c to every interior edge (instead of (d + 1)). Hence, the capacity assignment reduces the throughput by a factor of k d d (instead of k d+1 · max{B,c} d+1 ).
Large Buffers & Large Link Capacities.
Recall that γ (B + d · c)/c, pmax ≥ ( i i) · (1 + 2γn), and k log(1 + 3pmax) . For the case B, c ≥ k, we obtain the following result. 
DISCUSSION
Two main problems that remain open are: (i) Does there exist a distributed algorithm for packet routing on grids with a polylogarithmic competitive ratio? (Our algorithm is centralized) (ii) Design an online algorithm for packet routing with a constant competitive ratio or prove a non-constant lower bound. These questions remain open even for unidirectional lines.
We do not know how to obtain a polylogarithmic competitive ratio without using adaptive routing and preemptions. On the positive side, by appending the sketch path to each packet, detailed routing can take place in a distributed fashion (i.e., each node of the network makes the decisions locally). Thus, only the online path packing subroutine over the sketch graph requires a centralized algorithm.
APPENDIX A. TWO MODELS FOR NODES IN STORE-AND-FORWARD NETWORKS
The literature contains two different models of node functionality. In an effort to make the comparison concrete and perhaps clearer, we present schematic implementations of the nodes in each model.
To simplify the discussion, we use two type of packets: regular packets and ghost packets. A regular packets has a unit utility (if delivered) and a ghost packet has zero utility (i.e., it acts as a "place holder"). This means, for example, that a buffer always holds B packets. In case the buffer is empty, all the packets in the buffer are simply ghost packets.
Model 1.
This model is used by [ARSU02, RR09, EM10] . Figure 3a depicts a block diagram of a node. A node contains a combinational circuit comb, a buffer consisting of B flip-flops, and c flip-flops on each link that emanates the node.
In each clock cycle, the combinational circuit comb receives c packets from each incoming link, B packets from its buffer, and B + c packets from its local inputs. It outputs B packets to the buffer and c packets along each outgoing link. Packets that were input but not output are considered dropped packets unless the node is their destination.
Model 2.
This model is used by [AKK09, AZ05] . Figure 3b depicts a block diagram of a node. A node contains two combinational circuits comb 0 and comb1, two sets of B latches each, and one latch on each link that emanates the node. Note that this implementation uses a two-phase clock. The phases are denoted by φ 0 and φ1.
In the first phase of each clock cycle, the combinational circuit comb 0 receives one packet from each incoming link, B packets from its buffer, and B packets from its local inputs. It outputs B packets. The input packets that it could not output are dropped (unless they reached their destination). In the second clock phase of each clock cycle, the combinational circuit comb 1 outputs one packet along each outgoing link and B packets to back to comb 0.
Remarks.
(i) We could also allow for more injected packets in each node. In this case, the node must drop some of them. Of course, the online algorithm has to decide which packets should be dropped. (ii) The linear lower bounds for B = 1 in [AZ05, AKK09] hold only with respect to Model 2. (iii) It is not clear how to extend Model 2 for the case that c > 1 or B = 0. (iv) Under the common assumption that the cost of a flip-flop is roughly twice the cost of a latch, the hardware needed for the latches of a node in Model 2 is roughly the same as the cost of flip-flops of a node in Model 1 (with c = 1).
