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Resumen 
Por medio de técnicas computacionales fue posible simular las propiedades físicas de los 
materiales magnéticos nanogranulares con parámetros ajustados al rango experimental. 
El modelado a diferentes volúmenes de partícula entregó información acerca de las 
variables que producen una tendencia al monodominio por grano. La generación de 
granos virtuales se ajustó a una distribución lognormal de volumen como se exhibe en 
los informes experimentales. Se consideraron condiciones de contorno periódicas de 
crecimiento para el en el plano x-y. Se implementó el potencial de Morse bajo el Método 
de Monte Carlo para la relajación estructural en los límites de grano. Las interacciones 
magnéticas se simularon bajo el modelo clásico de Heisenberg, con anisotropía 
magnetocristalina cúbica, donde las direcciones de anisotropía fueron generadas 
aleatoriamente para cada grano. Las condiciones de contorno periódicas también se 
consideraron para los momentos magnéticos en el plano x-y. La dinámica de relajación 
para obtener estados magnéticos probables se realizó por medio del algoritmo Metrópolis 
a través del Método Monte Carlo clásico. El hamiltoniano utilizó cuatro componentes: i) la 
interacción de intercambio a vecinos cercanos, con una dependencia de la magnitud con 
la distancia ii) las contribuciones de anisotropía magnetocristalinas, de superficie y de 
límite de grano iii) La influencia del campo magnético externo y iv) el efecto de 
interacción dipolar. El desorden en las fronteras se introdujo en el Hamiltoniano a través 
de un vector de anisotropía dependiente de las deformaciones por punto reticular. El 
efecto de la anisotropía con la  temperatura también fue tenido en cuenta. Debido al 
costo computacional, el código requirió ser paralelizado. La muestra se dividió en celdas 
con acceso a memoria compartida. La implementación de la interacción dipolar consideró 
la interacción spin-spin con las celdas vecinas más cercanas y una interacción spin-celda 
con un radio de corte de 5 réplicas. Los resultados se obtuvieron principalmente de la 
dependencia de la magnetización con la temperatura y los ciclos de histéresis bajo 
diferentes condiciones. Se presenta un enfoque especial hacia los procesos de ZFC-FC 
como función de los parámetros del Hamiltoniano y la estructura de la muestra, donde 
las temperaturas de bloqueo e irreversibilidad proporcionaron información de escenarios 
en los que se encuentran estados multidominio. Los resultados permitieron concluir que 
i) Se pueden encontrar tendencias al monodominio por grano con el incremento del 
espesor, el volumen del grano y los cambios en los parámetros de anisotropía de 
frontera ii)  Se obtuvo un escenario de cambio de estado de monodominio perpendicular 
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a multi-dominio en el plano mediante el incremento del espesor, generado principalmente 
por la competencia entre la anisotropía superficial y la interacción dipolar iii) la meta-
estabilidad en películas con tendencia al monodominio simuladas bajo condiciones 
similares evidencia que se puede producir un efecto superparamagnético producto del 
efecto aislante de la anisotropía en las fronteras de grano. 
 
Palabras clave: Materiales magnéticos nano-granulares, Películas delgadas, Monte 
Carlo, Volumen de grano, Modelo de Heisenberg, Anisotropía de frontera, efecto 




By mean of computational techniques, it was possible to simulate the physical properties 
of nano-granular magnetic materials with adjusted experimental parameters. The 
modelling at different particle volumes delivered information about the variables which 
produce a monodomain tendency by grain. The generation of virtual grains was adjusted 
to a lognormal volume distribution as is presented in experimental reports. The periodic 
boundary conditions for the growth were considered in x-y plane. The Morse potential 
under the Monte Carlo Method was implemented for the structural relaxation in the grain 
boundaries. The magnetic interactions were simulated under the classical Heisenberg 
model with cubic magneto-crystalline anisotropy, where anisotropy directions were 
randomly generated by each grain. Periodic boundary conditions were also considered 
for magnetic moments in x-y plane. The relaxation dynamic for obtaining probable 
magnetic states was performed by mean of Metropolis algorithm, via classic Monte Carlo 
Method. The Hamiltonian used presented four components: i) the exchange magnetic 
interaction to near neighbours with a distance dependency ii) the magneto-crystalline, 
surface and grain boundary anisotropy contributions iii) The external magnetic field 
influence and iv) The dipolar interaction effect. The boundary disorder was introduced in 
the Hamiltonian through a disorder vector that depended on the cubic deformations by 
lattice point. The effect of anisotropy temperature dependence was also introduced. Due 
to the computational cost, the code required to be parallelized. The sample was divided in 
cells with shared memory access. Dipolar interaction implementation considered spin-
spin interaction to nearest neighbour cells and a spin-cell interaction with a cut-off radius 
of 5 replicas. The results were obtained mainly from magnetization temperature 
dependence and hysteresis loops at different conditions. A special focus was presented 
to the ZFC-FC processes as a function of sample structure parameters, where blocking 
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and irreversibility temperatures provide information about the scenarios in which multi-
domain sample states are found. The results allowed to conclude i) Tendencies to mono-
domain per grain can be found with the increments of thickness, the grain volume and 
changes of boundary anisotropy parameters ii) a change of mono-domain state in the film 
from perpendicular direction to multi-domain state presenting mono-domain per grain (or 
small set of grain) and in-plane directions  is obtained by thickness increments. That 
situation is mainly generated by surface and dipolar interaction competence iii) meta-
stability around of mono-domain in films with similar simulation condition evidenced that 
an superparamagnetic effect can be found due to the isolate effect of anisotropy in grain 
boundaries. 
 
Keywords: Nanogranular magnetic materials, Thin films, Monte Carlo, Grain volume, 
Heisenberg model, Boundary anisotropy, superparamegnetic effect, mono-domain per 







Lista de figuras ................................................................................................................ XIII 
Lista de tablas ................................................................................................................. XVII 
Lista de símbolos y abreviaturas .................................................................................. XVII 
1. Introducción .................................................................................................................. 1 
2. Marco teórico ................................................................................................................ 3 
2.1 Modelo de Heisenberg e interacción de intercambio ......................................... 3 
2.2 Anisotropía magnética ......................................................................................... 7 
2.3 Anisotropía magneto-cristalina ............................................................................ 8 
2.4 Efecto de la temperatura sobre la anisotropía .................................................. 11 
2.5 Anisotropía de superficie ................................................................................... 11 
2.6 Anisotropía magneto-elástica ............................................................................ 13 
2.7 Interacción dipolar magnética ........................................................................... 14 
2.8 Ciclo de histéresis ............................................................................................. 15 
2.9 Superparamagnetismo. ..................................................................................... 16 
2.9.1 Efecto superparamagnético ................................................................... 16 
2.9.2 Relajación térmica, Curvas ZFC-FC y temperatura de bloqueo ........... 17 
2.10 Campo coercitivo vs tamaño de partícula ......................................................... 19 
2.11 Paredes de dominio ........................................................................................... 20 
2.12 Monte Carlo en la simulación de materiales magnéticos ................................. 23 
2.13 Algoritmo de Metropolis ..................................................................................... 25 
2.14 Consideraciones de tamaño.............................................................................. 25 
2.15 Contribuciones de largo alcance ....................................................................... 26 
2.16 Métodos de arbol: Barnes-Hut y Multipolo rápido  (FMM) ................................ 27 
2.17 Potenciales interatómicos ................................................................................. 28 
2.18 Efectos nanomagnéticos. Materiales nano-granulares .................................... 29 
3. Metodología para la Construcción de las muestras .............................................. 33 
3.1 Etapa 1: Crecimiento individual. ........................................................................ 35 
3.2 Etapa 2. Aglomeración. ..................................................................................... 38 
3.3 Etapa 3. Relajación de fronteras. ...................................................................... 40 
3.4 Caracterización de la Muestra .......................................................................... 41 
4. Modelamiento ............................................................................................................. 44 
4.1 Generalidades ................................................................................................... 44 
XII Modelamiento y Simulación de Nanoestructuras magnéticas Granulares 
 
4.2 Interacción de  intercambio ............................................................................... 45 
4.3 Anisotropías ....................................................................................................... 47 
4.4 Interacción dipolar ............................................................................................. 52 
4.5 Campo externo aplicado ................................................................................... 53 
5. Resultados preliminares............................................................................................ 55 
5.1 Magnetización a bajas temperaturas ................................................................ 56 
5.2 Transición PM a FM .......................................................................................... 59 
6. Comportamiento magnético en función del volumen de grano promedio ......... 62 
6.1 Cuantificación de los átomos en las fronteras .................................................. 62 
6.2 Curvas ZFC-FC para diferentes volúmenes ..................................................... 63 
6.3 Histéresis magnética en función del volumen de grano ................................... 64 
7. Influencia del espesor en las propiedades magnéticas ........................................ 68 
7.1 Cuantificación de la frontera según el espesor ................................................. 68 
7.2 Dependencia de los dominios con el espesor. ................................................. 69 
7.3 Dependencia de la temperatura crítica con el espesor .................................... 72 
7.4 Curvas FC-ZFC a diferentes espesores ........................................................... 74 
7.5 Ciclo de histéresis en función el espesor y la temperatura .............................. 74 
8. Efecto de la anisotropía de frontera ......................................................................... 77 
8.1 Curvas ZFC-FC ................................................................................................. 77 
8.2 Histéresis por debajo del bloqueo ..................................................................... 81 
9. Conclusiones y recomendaciones ........................................................................... 83 
9.1 Conclusiones ..................................................................................................... 83 
9.2 Recomendaciones para trabajos futuros .......................................................... 84 
A. Anexo: Anisotropía de superficie vs interacción dipolar en películas 
mono-cristalinas ................................................................................................................ 86 
 B.                 Anexo: Estudio de patrones magnéticos en películas delgadas .... 87 









Lista de figuras 
Pág. 
Figura 1-1: a) Imagen TEM de la estructura granular en un medio magnético 
(magnificación=1millon) [1] b) Estructura magnética de un disco duro obtenido por MFM [2]. ........ 1 
Figura 2-1: a) Tipos de ordenamiento magnético en estructuras cristalinas. Los signos + y – 
representan momentos magnéticos en direcciones opuestas, tomado de [16] b) Parámetro de 
intercambio en función de la distancia relativa al parámetro de red para GdScGe [17]. c) Co y Mn 
en LSMO y LSCO respectivamente [18]  d) Componentes J1 y J2 como función de la distancia 
interatómica para primeros y segundos vecinos en Fe BCC [19] e) representación esquemática de 
la curva de Bethe-Slater. f) Interacción normalizada de intercambio RKKY en función de la 
distancia de separación. ................................................................................................................... 5 
Figura 2-2: Magnetización como función de la temperatura para un material FM. ................. 7 
Figura 2-3: Comportamiento de una partícula monodominio en: a) en estado aislado, b) En 
un conglomerado de partículas o granos, c) y e) bajo la acción de un campo magnético en 
direcciones opuestas respectivamente,  d) y f) estado de remanencia con la desaparición del 
campo externo…. ................................................................................................................ ………..8 
Figura 2-4: Magnetización en función del campo externo en diferentes direcciones 
cristalográficas para a) Fe BCC y b) Ni FCC  c) Co con estructura HCP [6]. Las figuras insertadas 
representan las superficies energéticas con los ejes fáciles. d) Superficie de energía de una 
anisotropía uniaxial algunas veces utilizada como aproximación a redes HCP. ............................ 10 
Figura 2-5: Dependencia de la anisotropía con la temperatura para Fe, Ni, Co y algunas 
aleaciones del Co con estructura cubica.. ...................................................................................... 11 
Figura 2-6: a) Anisotropía magnética efectiva en función del espesor del Co en multicapas 
de Co/Pd  [35]. Se observa un cambio de dirección de magnetización de planar a perpendicular 
con la reducción del espesor. b) Reconstrucción de un orden FM perpendicular  de dominios a 
partir de espectroscopia de rayos X. El ancho de los dominios están entre 100-150nm [36] [37]. 12 
Figura 2-7: Representación de vectorial de la interacción dipolar . ......................... …………14 
Figura 2-8: Representación del ciclo de histéresis . .............................................................. 15 
Figura 2-9: a) Diagrama del pozo de energía en una partícula monodominio a de diferentes 
campos magnéticos externos b) Representación de la anisotropía, el campo externo y el momento 
magnético sobre una partícula magnética. ..................................................................................... 16 
Figura 2-10: a) Representación de las curvas ZFC y FC y b) tiempos de relajación 
térmica………….. ............................................................................................................ ………….17 
Figura 2-11: a) y b) Resultados experimentales de la variación del campo coercitivo según el 
diámetro medio de partícula [6] y c) diagrama de tendencia. ......................................................... 19 
Figura 2-12: a) Esquema de la división de una muestra en dominios magnéticos. b) Dominios 
magnéticos en un lingote de hierro. c) Dominios en forma de textura en una estructura 
monocristalina con anisotropía perpendicular [53]. ............................................................………..20 
Figura 2-13: a) Solución analítica a partir de la ecuación 17 para una pared de Bloch. b) 
Distribución de momentos magnéticos de paredes de dominio tipo Bloch y Néel para una cadena 
XIV Modelamiento y Simulación de Nanoestructuras magnéticas Granulares 
 
de momentos magneticos y un trozo de  la superficie de un material magnético, 
respectivamente……….. .................................................................................................... ………..22 
Figura 2-14: Subdivisiones de la muestra, métodos de árbol a) Barnes Hut y b) 
FMM…………….. ................................................................................................................ ……….27 
Figura 2-15: Representación del potencial interatómico entre dos átomos. ........................... 28 
Figura 2-16: Longitud magnética de correlacion y campo coercitivo determinadas a partir de  
dispersiones de neutrones a pequeños ángulos [81]. .................................................................... 30 
Figura 2-17: Medida de la distribución de tamaño de grano comparada con una regresión 
lognormal  obtenidas de a) XRD en discos duros [82] b) Co80Pt20 y c) para varias generación de 
medios magnéticos producidos por Seagate [83] .......................................................................... 30 
Figura 3-1: Ejemplos de muestras en 3D y 2D a diferentes números de granos. Las 
consideraciones de frontera periódica pueden ser identificadas por la distribución de colores.. ... 34 
Figura 3-2: Secuencia de imágenes de la etapa de crecimiento individual de uno de los 
granos…………... ........................................................................................................................... 36 
Figura 3-3: Diagrama de flujo de la etapa de crecimiento individual. .................................... 37 
Figura 3-4: Secuencia de imágenes de la etapa de aglomeración para una de las 
muestras…………… ...................................................................................................... …………..38 
Figura 3-5: Diagrama de flujo de la etapa de aglomeración. ................................................ 39 
Figura 3-6: Curva de relajación de la energía por átomo en función del número de pasos de 
Monte Carlo en las fronteras de grano. La gráfica ha sido normalizada dividiendo por la energía de 
disociación del potencial de Morse. ............................................................................................... 40 
Figura 3-7: Frecuencia relativa como función de a) átomos por grano y b) diámetro de grano, 
en muestras de L=80 muc and d=30 muc ...................................................................................... 41 
Figura 3-8: a) Promedio de átomos por grano, b) fracción de granos en la superficie respecto 
al número de granos y c) diámetro promedio de grano en función del número de granos de la 
muestra. L=80 muc y d=30 muc ..................................................................................................... 43 
Figura 4-1: Ejemplo de un resultado de Meta-estabilidad observada en curvas de 
magnetización en función de la temperatura  para una muestra dividida en 24 granos ................ 44 
Figura 4-2: Energía de intercambio en función de la distancia ............................. …………..46 
Figura 4-3: Anisotropía en función de la temperatura obtenida a partir de la ecuación (6). Se 
presentan los parámetros utilizados en la mayor parte de las simulaciones.................................. 48 
Figura 4-4: Representación del vector de anisotropía y pérdida de cristalinidad en una 
superficie ideal (A), una superficie rugosa (B y C) el interior de un grano (D) y la frontera entre dos 
granos (E)……………. ................................................................................................................... 49 
Figura 4-5: Valores promedio del vector anisotropía y de pérdida de cristalinidad en función 
del número de granos para (a) la superficie (b) las fronteras de grano. ........................................ 50 
Figura 4-6: Representación esquemática de la interacción dipolar a) División de la muestra 
en celdas b) Representación en 2D de las interacciones spin-spin y  spin-celda. c) PBC alrededor 
de la muestra con un radio de corte de 5 réplicas. ........................................................ …………..52 
Figura 4-7: Campo coercitivo en función de los pasos de Monte Carlo. ............................... 54 
Figura 5-1: Promedio de diferentes curvas de magnetización para diferentes números de 
granos en la muestra. .................................................................................................................... 55 
Figura 5-2: Valores máximos y mínimos de magnetización de saturación como función del 
número de granos con y sin anisotropía de superficie, anisotropía de frontera e interacción 
dipolar…………... ........................................................................................................... …………..56 
Figura 5-3: Estados de dominios magnéticos en películas con diferentes cantidades de 
granos en el plano intermedio xy para a) 10  b) 20 y c) 49 granos. d) Estados de dominios 
magnéticos  en el plano intermedio xz para 30 granos. ................................................................. 58 
 XV 
 
Figura 5-4: Valores promedio de los limites del intervalo critico dependiendo del número de 
granos con y sin anisotropía de superficie, anisotropía de frontera e interacción dipolar. ............. 59 
Figura 5-5: Procesos termo-magnéticos para enfriamiento, ZFC, FC y FCW 30 
granos…………… .................................................................................................... ……………….60 
Figura 6-1: Relación entre el número de átomos en las fronteras y el número total de átomos 
de la muestra en función del volumen grano medio. ...................................................................... 62 
Figura 6-2: a) Ejemplos de curvas ZFC-FC para diferentes volúmenes de grano. Un efecto 
de reordenamiento es observado a un volumen intermedio de 0.05. b) Compendio de las 
temperaturas de irreversibilidad y de bloqueo. ............................................................................... 63 
Figura 6-3: Ciclo de histéresis a diferentes valores de volumen de grano promedio obtenidos 
al reducir a la mitad el número de átomos en la frontera y el radio de corte de la interacción de 
intercambio a 2.0 muc. b) y c) presentan un compendio del campo coercitivo y la magnetización 
de remanencia con y sin esta reducción de parámetros. ............................................................... 65 
Figura 6-4: Plano medio de una muestra representativa a un volumen relativo 0.033 donde 
a) y b) representan las componente  en x de los momentos de espín de dos estado en el campo 
coercitivo con y sin reducción a la mitad del número de átomos de frontera y la interaccion de 
intercambio. c) distribución granular estructural y d) componentes de magnetización en z e y como 
una función del campo externo en la dirección x. .......................................................................... 66 
Figura 7-1: Número de átomos en la frontera y fracción de ellos respecto al total de la 
muestra para diferentes espesores. ........................................................................ ………………..68 
Figura 7-2: Dependencia de la magnetizacion a baja temperatura con el espesor. Los 
valores indican una transición de mono-dominio perpendicular a multidominio en el plano. ......... 69 
Figura 7-3: Representación del plano medio en xy a un espesor bajo para a) una distribución 
estructural y b), c) y d) un mapa de colores de un estado final para Sx, Sy y Sz, respectivamente.. . 71 
Figura 7-4: Representación del plano medio en xy a un espesor medio para a) distribución 
estructural y b), c) y d) un mapa de colores de un estado final para Sx, Sy y Sz,, respectivamente.. 72 
Figura 7-5: Dependencia de la temperatura crítica con el espesor de las películas 
policristalinas. Un ajuste para la película de monocristal se añadió con fines de comparación.. ... 73 
Figura 7-6: a) Ejemplos de curvas FC-ZFC a diferentes espesores y b) temperaturas de 
bloqueo e irreversibilidad en función del espesor........................................................................... 75 
Figura 7-7: a) Ciclos de histéresis a diferente espesor y b) Campo coercitivo en función del 
espesor para dos orientaciones diferentes del campo magnético externo. .................................... 76 
Figura 7-8: a) Remanencia y b) campo coercitivo en función de la temperatura a diferentes 
espesores. ………….. ............................................................................................... ………………76 
Figura 8-1: a) Curvas ZFC-FC para diferentes valores de campo magnético externo. Las 
dependencias con h de la temperatura de Curie y el exponente crítico 𝛽se muestran en b) y c) 
respectivamente. d) Comportamiento de las temperaturas de irreversibilidad y de bloqueo con el 
campo externo….. ...................................................................................................... ……………..77 
Figura 8-2:  (a) Anisotropía cristalina en función de la temperatura para diferentes valores de 
la temperatura en el punto de inflexión de la anisotropía 𝑇𝐴 b) Influencia sobre tres curvas ZFC-FC 
diferentes y c) temperaturas de bloqueo e irreversibilidad presentadas en función de 1/𝑇𝐴. ......... 79 
Figura 8-3:  Correspondencia entre la estructura local y los componentes magnéticos  en z 
en un estado final a 2K en un proceso de enfriamiento para diferentes valores de intensidad de 
anisotropía de frontera. .................................................................................................................. 79 
Figura 8-4:  (a) y (b) Influencia de la intensidad de la anisotropía de frontera en las curvas 
ZFC-FC c) Temperaturas de bloqueo e irreversibilidad en función de la anisotropía de frontera d) 
Dependencia a baja temperatura de la magnetización con la anisotropía de frontera. .................. 80 
XVI Modelamiento y Simulación de Nanoestructuras magnéticas Granulares 
 
Figura 8-5: a) Ciclos de Histéresis a una temperatura por debajo del bloqueo para diferentes 
intensidades de la anisotropía de frontera. b) y c) campo coercitivo y remanencia en función de la 
anisotropía de frontera, respectivamente. ...................................................................................... 81 
Figura 9A-1: Diferentes resultados de Magnetización total, paralela y perpendicular en función 
de la temperatura a un espesor constate, en una película monocristalina. ................................... 86 
Figura 9B-2: Estados representativos de a) alta correlacion y b) baja correlacion con los 
cambios de espesor de. Las componente x y y son presentadas en la superficie y en el plano 






Lista de tablas 
Pág. 
 
Tabla 2-1: Magnitud de las constantes de anisotropía cúbica a una temperatura de T = 4,2K 
para Fe BCC y Ni FCC, tomadas de  [30]. ..................................................................................... 10 
 
Lista de Símbolos y abreviaturas 
𝛼1 , 𝛼2 , 𝛼3  Cosenos directores 
𝛼 Parámetro de distancia del Potencial de Morse 
  β Exponente crítico magnetización 
  𝛿 Espesor de la pared de dominio 
𝛾 Exponente critico susceptibilidad Magnética 
𝜈 Exponente critico de correlación  
 𝜖𝑆 Intensidad anisotropía de superficie 
𝜖𝐵 Intensidad anisotropía de frontera 
𝜇 Momento magnético 
𝜏 Tiempo de relajación 
𝐵1,𝐵2 Constantes magnetoelásticas 
𝑑 Espesor 
D Constante de interacción dipolar 
𝐸𝐴𝑛 Energía de anisotropía 
𝐸𝐵 Barrera de energía 
𝐸𝐴𝑛𝑆𝑢𝑟𝑓 Energía de anisotropía en la superficie 
𝐸𝐷𝑖𝑝 Energía de interacción Dipolar 
XVIII Modelamiento y Simulación de Nanoestructuras magnéticas Granulares 
 
𝐸𝑀𝑎𝑔𝐸𝑙 Energía magnetoelástica 
ℋ𝑒𝑥𝑐 Hamiltoniano de intercambio 
h Campo magnético externo 
ℎ𝑐 Campo coercitivo 
𝐽 momento magnético total 
𝐽𝑖𝑗 , 𝐽𝑒𝑥𝑐 Magnitud de la interacción de intercambio 
ℋ𝐴𝑁 Hamiltoniano de anisotropía 
ℋ𝐷𝑖𝑝 Hamiltoniano de interacción dipolar 
ℋℎ Hamiltoniano de interacción con campo externo 
ℋ𝑐𝑟𝑦𝑠𝑡 Hamiltoniano de anisotropía cristalina 
𝐾𝐴𝑛, 𝐾1, 𝐾2, 𝐾3 Constantes de anisotropía 
𝐾𝑒𝑓𝑓 Anisotropía efectiva 
𝐾𝐿 anisotropía de tipo local  
 𝐾𝐵𝑒𝑓 Anisotropía efectiva de frontera 
𝑘𝐹 longitud del vector de onda de Fermi 
𝐾𝑠 Anisotropía de Superficie 
 𝐾𝑆𝑒𝑓 Anisotropía efectiva de superficie 
𝐾𝑉 Anisotropía de volumen 
𝑘𝐵 Constante  de Boltzmann 
?⃗⃗? Momento magnético angular 
𝑚𝑂 magnetización a baja temperatura ( 2K ) 
𝑚𝑟 Magnetizacion de remanencia 
𝑀𝑆 Magnetización de saturacion 
N Número total de atomos 
NB Número de átomos en la frontera de granos 
Ng Número de granos 
𝑆 Momento magnético de espín 
𝑇𝐴 Temperatura en el punto de inflexión anisotropia 
𝑇𝐵 Temperatura de bloqueo 
𝑇𝐶 Temperatura crítica 
𝑇𝐼 Temperatura de irreversibilidad 
   𝑈(𝑟𝑖𝑗) Energía potencial de pares 
Vg Volumen relativo de grano 






                    
Figura 1-1: a) Imagen TEM de la estructura granular de un medio magnético 
(magnificación=1millon) [1] b) Estructura magnética de un disco duro obtenido por Microscopia de 
fuerza magnética [2]. 
Los materiales a nano-escala han mostrado ofrecer grandes soluciones tecnológicas en 
diferentes campos de interés, sea como sensores de campo o, de forma inversa, para 
que el campo externo pueda ejercer acciones de control sobre el material. En el área 
informática, los discos magnéticos formados por nanoestructuras granulares requieren 
mayores densidades de almacenamiento en la superficie como respuesta al incremento 
de la información digital y a una necesidad inherente del aumento en la tasa de 
transferencia de bits (ver figura 1.1). En biomedicina estas nanoestructuras son pensadas 
para el transporte de medicamentos, como agentes de contraste para los equipos de 
diagnóstico por resonancia magnética, y para el catabolismo de tumores vía hipertermia, 
entre otras aplicaciones. Particularmente, las dimensiones de las estructuras magnéticas 
pueden encontrarse en las mismas dimensiones de entes biológicos como la célula (10-
100 µm), los virus (20-450 nm), las proteínas (5-50 nm) o los genes (2 nm de ancho por 
10-100 nm de largo) [3]. Otras diversas aplicaciones que tienen al igual la finalidad de 
confinar y guiar los campos magnéticos,  pueden encontrase en componentes 
electrónicos inductivos, sensores, antenas flexibles entre otros.  
Además de la gran importancia tecnológica, estas nanoestructuras  presentan una 
intrigante fenomenología. El estudio de la topología de los dominios magnéticos  junto 
con la dinámica de desplazamiento, sea  por efecto de un campo externo o por la 
temperatura, presentan un desafío actual para las investigaciones en el área del 
magnetismo. Las características estructurales asociadas al tamaño y geometría de la 
partícula y a la pérdida de simetría en las fronteras, sean de superficie, de grano o de  




de estos materiales comienzan a observarse cuando un estado magnético requiere cada 
vez menos material (un bit por ejemplo)  y el tamaño de partícula (o de grano) limita el 
dominio [5]. En la medida en que se reduce el volumen magnetizado se aumenta la 
probabilidad de que fluctuaciones térmicas induzcan alteraciones de la dirección del 
dominio. La situación es más factible en presencia de elementos externos que generan 
campos magnéticos, tales como cabezas de escritura y lectura en un disco duro, campos 
electromagnéticos de antenas o partes de un equipo médico, por ejemplo. Todos estos 
factores alteran la anisotropía local, una propiedad de cada partícula que determina la 
dirección preferencial de magnetización [5][4][6].  Diferentes modelos han sido 
propuestos para cuantificar la interacción magnética entre granos o partículas 
[7][8][9][10]. El modelo de anisotropía aleatoria (RAM) propuesto por Herzer es uno de 
los más importantes [9]. Sin embargo, solo han ajustado parámetros para explicar las 
propiedades magnéticas a escala micrométrica, sin aclarar su origen físico. Por tal 
motivo, son necesarios nuevos modelos a escalas más reducidas, donde la relación entre 
el número de átomos en las fronteras y el número de átomos en el interior de cada 
partícula incrementa considerablemente, generando los nuevos comportamientos. 
Además, el entendimiento de estas estructuras a escalas atomísticas permite que los 
aportes de las regiones amorfas y cristalinas puedan ser evaluados en detalle. En esta 
actual temática de discusión científica, se espera que diferentes modelos como el nuestro 
sean propuestos. 
Este documento plantea la utilización de técnicas de física computacional para reproducir 
y predecir comportamientos magnéticos de nanoestructuras magnéticas granulares, en 
forma de película delgada, a escala atomística. Las simulaciones numéricas basada en el 
método Monte Carlo han mostrado predecir las propiedades de los materiales 
magnéticos. Sus resultados, complementarios con la teoría y experimentación, permiten 
el análisis fenomenológico y la consecución de nuevos descubrimientos científicos. El 
enfoque primario es el análisis de los factores que conducen a cambios de dominio e 
inducen a un estado superparamagnético evaluados como función de la temperatura y el 
campo magnético externo. Son de especial interés la respuesta a cambios de la relación 
entre superficie y volumen de grano, cambios de las anisotropías en la frontera y el 
interior de cada grano, y las variaciones del espesor de la película. 
 
2. Marco teórico  
2.1 Modelo de Heisenberg e interacción de intercambio 
En la mayoría de los compuestos, los electrones se disponen en los orbitales de tal 
manera que los momentos se cancelen. Sin embargo, en algunos elementos como el Co, 
Ni, Fe o en el Mn presente en algunas aleaciones (como en las Manganitas, por ejemplo) 
se presentan estados iónicos, con momentos magnéticos netos debido a la presencia de 
algunos electrones desapareados en el core de algunos átomos.  En estos materiales los 
orbitales 4s, los más externos, están llenos completa o parcialmente, mientras los 
orbitales 3d están parcialmente ocupados y apantallados. Esto se debe a que los 
orbitales 4s son de menor energía que los 3d. Por tratarse de una carga en movimiento, 
cada electrón desapareado genera también un momento magnético angular 𝑙. Adicional a 
este momento, cada electrón posee un momento magnético intrínseco de espín 𝑠.  
Acorde a las reglas de Hund para la distribución de espines en los orbitales atómicos, la 
suma de los momentos de espín puede derivar en un momento magnético total de espín 
[11]. Por lo tanto 𝐽 , el momento magnético total en el átomo, es la suma de ambos 
componentes para todo el conjunto de electrones. Esto es: 
𝐽 =     ∑ 𝑙𝑖𝑖  +    ∑ 𝑠𝑖 =    ?⃗⃗? + 𝑆𝑖               (2.1)  
 Basados en resultados experimentales, en general se ha evidenciado que asumir solo la 
contribución magnética de  𝑆 describe el comportamiento de la mayoría de materiales 
magnéticos más empleados [11]. 
De otra parte, los momentos de espín interaccionan entre sí, fenómeno denominado, 
canje por acoplamiento magnético o interacción de intercambio. Esta interacción fue 
descubierta independientemente por Werner Heisenberg y Paul Dirac en 1926 [12][13]. El 
Hamiltoniano de intercambio es usualmente escrito de la forma siguiente: 
ℋ𝑒𝑥𝑐 = − ∑ 𝐽𝑖𝑗 𝑆𝑖 ∙ 𝑆𝑗
<𝑖,𝑗>
                (2.2) 
Se han propuesto diferentes modelos para referirse a la orientación de los momentos de 
espín: el modelo de Ising para espines limitados a dos direcciones  en 1D, el modelo XY 
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clásico para espines contenidos es un plano de 2D,  y en especial el Modelo clásico de 
Heisenbeg propuesto para orientaciones en 3D [14] [15]. Dado principalmente al tipo de 
distribución espacial que presentarían los momentos en los límites de la frontera de 
grano, este trabajo consideró el tipo Heisenberg en las simulaciones. De forma estricta, el 
subíndice de la sumatoria debería ser i<j, indicando que debe tenerse en cuenta las 
interacciones por pares sobre todo el conglomerado de momentos. Sin embargo, este es 
comúnmente reemplazado por el subíndice <i,j> para indicar que es suficiente con 
considerar momentos magnéticos a vecinos cercanos debido a que se trata de un tipo de 
interacción de muy corto alcance. La intensidad del acoplamiento está dada por la 
magnitud de la constante de intercambio 𝐽𝑖𝑗. La naturaleza de este acoplamiento es 
predominantemente orbital, debida principalmente a la repulsión de Coulomb actuando 
bajo las leyes de la mecánica cuántica cuando se solapan las funciones de onda. La 
contribución de la interacción magnética clásica (dipolar a través del espacio) es 
comparativamente muy débil con respecto a la de canje para un sistema de pocos 
momentos de espín, y puede ser en muchos casos despreciada para estudios a pequeña 
escala. 
 En esencia 𝐽𝑖𝑗 es la energía necesaria para dar vuelta a un momento magnético en 
presencia de otro hasta ubicarlo en dirección opuesta. No es estrictamente una 
constante, pues debe considerarse que cambia de acuerdo a diferentes parámetros 
como la disposición espacial de los orbitales y la distancia de separación entre átomos. 
Así entonces, un material puede tener diferentes constantes de interacción 
principalmente en función de la distribución espacial dentro de su celda unidad o en 
aquellas situaciones en las que se impone la perdida de simetría (en fronteras de grano 
por ejemplo). Pueden distinguirse esencialmente dos tipos de acoplamiento: el 
ferromagnético (FM) cuando  𝐽𝑖𝑗 > 0 , caracterizado por que los momentos se orientan en 
la misma dirección, y el antiferromagnetico (AFM) con 𝐽𝑖𝑗 < 0 , en el cual cada momento 
con su vecino se presentan con direcciones contrarias. La figura 2.1(a) muestra 
diferentes tipos de ordenamiento magnético en estructuras cristalinas, donde por 
simplicidad, los signos + y – representan momentos magnéticos en direcciones opuestas. 
El estado FM corresponde al tipo B, el cual se caracteriza por la generación de una 
magnetización espontánea. Como puede observarse en la misma figura, diferentes tipos 
de distribuciones magnéticas pueden repercutir en estados AFM. Una magnetización 
espontánea puede generarse en un  acoplamiento AFM si se representan  momentos de 
magnitudes diferentes; particularmente a este caso se le denomina ferrimagnetismo (FI). 
Se usa con frecuencia la representación simplificada {↑↑} para FM, {↑↓} para AFM y 
{↑↓} para FI.  
 




Figura 2-1: a) Tipos de ordenamiento magnético en estructuras cristalinas. Los signos + y – 
representan momentos magnéticos en direcciones opuestas, tomado de [16] b) Parámetro de 
intercambio en función de la distancia relativa al parámetro de red para GdScGe [17]. c) Co y Mn 
en LSMO y LSCO respectivamente [18]  d) Componentes J1 y J2 como función de la distancia 
interatómica para primeros y segundos vecinos en Fe BCC [19] e) representación esquemática de 
la curva de Bethe-Slater. f) Interacción normalizada de intercambio RKKY en función de la 
distancia de separación. 
La figura 2.1(b) 2.1(c) y 2.1(d) muestran resultados obtenidos a partir de DFT para el 
parámetro de intercambio en función de la distancia de separación para átomos de Gd 
presentes en el compuesto GdScGe, Fe en una red BCC, Co en el compuesto LSCO y 
Mn en el compuesto LSMO [19]. Algunos otros resultados similares para estos y otros 
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de 𝐽𝑖𝑗 a partir de la distancia de la primera interacción (o de primeros vecinos). El Fe 
muestra dos valores de intercambio de acuerdo con las dos tipos interacciones que 
pueden presentarse por su distribución cristalina, lo que le hace constituirse en un 
material de tipo FI en magnetitas. Particularmente la interacción de intercambio para 
metales 3d muestra una dependencia en función de la nube electrónica y el orbital. Ya en 
1930 Slater encontró que existía una correlación entre la naturaleza del tipo de 
interacción y la relación 𝑟𝑎𝑏/𝑟3𝑑, donde 𝑟𝑎𝑏 representa la distancia interatómica y 𝑟3𝑑 el 
radio al orbital 3d incompleto. Grandes valores de esta relación corresponden con 
interacciones FM, mientras pequeñas a AFM. A partir de cálculos realizados por 
Sommmerfeld y Bethe en 1933 pudieron confirmarse estos resultados los cuales se 
encuentran representados en la figura 2(e) denominada curva Bethe-Slater. Aunque es 
generalmente aplicable para describir tendencias, la validez de esta curva ha sido 
seriamente criticada por diferentes autores, debido a que carece de bases teóricas. 
Particularmente en [11] se evidencia que no corresponde con los resultados 
experimentales expuestos para algunas aleaciones de Fe. 
En metales, la interacción de intercambio entre iones magnéticos puede ser 
adicionalmente mediada por los electrones de conducción. Un momento magnético 
localizado polariza los electrones de conducción provocando que sus desplazamientos 
intenten acoplar los momentos magnéticos situados a distancias cercanas. Esta 
interacción fue estudiada por Ruderman y Kittel (1954) [21] y posteriormente por Kasuya 
(1956) [22] y Yosida (1957)[23], hoy conocida como la interacción RKKY por sus iniciales. 
La gráfica 2.1(f) representa el intercambio RKKY en función de la distancia de separación 
de los iones magnéticos en parámetros de red 𝑎, obtenida a partir de la ecuación 2.3 
[24]. En esta ecuación, 𝑘𝐹 representa la longitud del vector de onda de Fermi. Para el 
caso de los metales, puede emplearse la aproximación 𝑘𝐹~ 1/𝑎, donde a es el parámetro 
de red. La interacción RKKY exhibe un comportamiento ondulatorio que decrece con la 
distancia. Teniendo en cuenta que puede tomar valores tanto positivos como negativos, 
las configuraciones de espines no puedan satisfacer las interacciones FM y AFM al 
tiempo, generando una frustración estática. Particularmente en los vidrios de espín, 
donde existe la aleatoriedad de posiciones de impurezas magnéticas, la interacción 
RKKY ha podido explicar las caídas de magnetización a bajas temperaturas. Una 
situación similar debería observarse en las fronteras de grano de un material cristalino en 





4          (2.3) 
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El comportamiento de la magnetización normalizada (𝑚) como función de la temperatura 
para un material FM es presentado en la figura 2.2. A bajas temperaturas, la interacción 
de intercambio hace que los momentos tiendan a disponerse en la misma dirección 
generando una magnetización espontánea. Sin embargo, con el incremento de la 
temperatura se genera un desorden de los momentos magnéticos producido por las 
fluctuaciones térmicas. Como resultado, la magnetización empieza a decrecer. Se 
denomina, temperatura de Curie,  a la temperatura por encima de la cual un material 
pierde completamente su ferromagnetismo, punto en el que las fluctuaciones térmicas 
vencen completamente la energía de intercambio. A este estado de desorden de 
momentos magnéticos, donde la magnetización se hace igual a cero, se le denomina 
paramagnetismo (PM). La ecuación 2.4 es una aproximación obtenida de la teoría de 
campo medio para conseguir el valor de la interacción de intercambio a partir de la 
temperatura de Curie y las características del material [25]. En esta ecuación 𝑧 es el 




               (2.4) 















Figura 2-2: Magnetización como función de la temperatura para un material FM. 
2.2 Anisotropía magnética 
La anisotropía es la tendencia que presenta la magnetización a orientarse 
preferencialmente a lo largo de uno o varios ejes de manera espontánea. La energía de 
anisotropía puede ser intrínseca o inducida. La primera es generada a nivel atómico 
sobre la estructura cristalina, por estrés mecánico en las fronteras de grano y por la 
forma y la superficie de la partícula o del sólido en bulk. La anisotropía inducida es 
generada por dominios magnéticos, deformaciones plásticas o radiación [6]. En los 
escenarios experimentales, basados en medidas macroscópicas, es difícil distinguir las 
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contribuciones de cada anisotropía, por lo cual se emplea el concepto de anisotropía 
efectiva. Desde el punto de vista granular o de partícula, algunos autores definen a este 
eje como anisotropía de tipo local (𝐾𝐿) cuando es el resultado vectorial de las diferentes 
contribuciones.  
La figura 2.3 presenta el comportamiento magnético de una partícula aislada 
monodominio. La línea punteada representa la anisotropía o eje fácil de magnetización 
(uniaxial en este caso). En ausencia de partículas magnéticas alrededor (Figura 2.3(a)), 
el momento de la partícula tiende a orientarse paralelo a este eje. Este momento es el 
resultado del alineamiento de espines por efecto de la interacción de intercambio. Como 
se muestra en la figura 2.3(b), la presencia de otras partículas puede producir cambios 
en el eje preferencial como resultado de interacciones de largo y corto alcance, 
generando la anisotropía local 𝐾𝐿. Bajo la acción de un intenso campo magnético externo 
(ℎ) los dominios magnéticos tienden a orientarse en el sentido que este les imponga. Las 
figuras 2.3(d) y 2.3(f) muestran cómo la dirección final de los momentos magnéticos 
cambia si se aplica campo en dos direcciones opuestas. Esta gráficas suponen que los 
momentos magnéticos pueden rotar en el interior de cada partícula. Cuando desaparece 
ℎ los dominios tienden a orientarse hacia la dirección paralela al eje de anisotropía más 
factible [27].  
 
Figura 2-3: Comportamiento de una partícula monodominio en: a) un estado aislado, b) un 
conglomerado de partículas o granos, c) y e) bajo la acción de un campo magnético en 
direcciones opuestas,  d) y f) estado de remanencia con la desaparición del campo externo. 
2.3 Anisotropía magnetocristalina  
A la anisotropía intrínseca asociada a la red cristalina por efecto electrostático alrededor 
de un átomo se le conoce como anisotropía magneto-cristalina. Esta anisotropía fue 
propuesta por Van Vleck como resultado de interacciones de acoplamiento [28]. Esto es, 
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existe una articulación entre el espín y el movimiento orbital de cada electrón de tal 
manera que, cuando un campo externo trata de reorientar el espín de un electrón el 
orbital también tiende a ser reorientado; como el orbital está fuertemente acoplado a la 
red cristalina por interacciones electrostáticas intensas de nubes electrónicas, se resiste 
a girar el eje. Los detalles del acoplamiento espín-orbita aún no son claros y es 
complicado obtener las constantes de interacción a primeros principios. Bajo una mirada 
estricta en simulaciones numéricas de nanoestructuras, solo esta anisotropía debería ser 
explícitamente considerada debido a que las demás anisotropías son el resultado 
vectorial que proviene esencialmente de la interacción dipolar entre momentos 
magnéticos (un término independiente en el Hamiltoniano de energía como se verá más 
adelante).  
En los medios de naturaleza cristalina la anisotropía depende directamente del tipo de 
estructura. La figuras 2.4(a) y 2.4(b) muestran la magnetización de Fe BCC y Ni FCC, 
respectivamente, en función del campo externo [6]. Cada curva hace referencia a un eje 
preferencial de magnetización elegido de acuerdo con las direcciones cristalográficas. 
Los ejes <100>  en el Fe y <111>  en el Ni son los que presentan la mejor respuesta 
magnética al campo externo debido a que la saturación se da con mayor facilidad a 
menores valores de campo. La energía almacenada en un cristal, cuando el momento 
magnético no apunta en la dirección fácil, se denomina Energía de anisotropía magneto-
cristalina (𝐸𝐴𝑛). Akulov en 1929 [29], mostró que para una red cubica 𝐸𝐴𝑛 puede ser 
expresada en serie de potencias de acuerdo con la expresión: 









2) + ⋯         (5)  
Donde 𝐾0, 𝐾1, 𝐾2, … son constantes particulares de cada material bajo una temperatura 
establecida y 𝛼1, 𝛼2, 𝛼3 son cosenos directores del momento magnético. Valores de estas 
constantes reportados en [30] son presentados en la tabla 2.1. El rango de estas 
constantes se encuentra en los 𝜇𝑒𝑉/𝑎𝑡𝑚. Por lo general, 𝐾3 se considera despreciable. 
Múltiples variaciones de forma y dirección de ejes preferenciales pueden ser obtenidos y 
ajustados modificando el signo y la magnitud de las constantes. Por ejemplo, la dirección 
preferencial de magnetización observada en el níquel es <111>, lo cual indica que  las 
constantes son de valores negativos. 
Como se exhibe en la figura 2.4(c), en la estructura cristalina para el Co con distribución 
hexagonal, la dirección fácil de magnetización esta sobre el eje c, mientras las demás 
direcciones ubicadas sobre el plano basal son más duras. En este caso, la energía de 
anisotropía depende directamente del ángulo  𝜃 entre el momento magnético y  el eje c, 
según la ecuación: 
𝐸𝐴𝑛= 𝐾0 +  𝐾1  Sin
2θ + 𝐾2  Sin
4θ + ⋯                          (2.6)  




Figura 2-4: Magnetización en función del campo externo en diferentes direcciones 
cristalográficas para a) Fe BCC b) Ni FCC  y c) Co con estructura HCP [6]. Las figuras insertadas 
representan las superficies energéticas con los ejes fáciles. d) Superficie de energía de una 
anisotropía uniaxial algunas veces utilizada como aproximación genérica. 
 
Tabla 2-1: Magnitud de las constantes de anisotropía cúbica a una temperatura de 4.2 K 
para Fe BCC y Ni FCC, tomadas de  [30]. 
En su forma más simple, la anisotropía puede ser representada genéricamente por la 
ecuación 2.7.  En esta expresión se considera un solo eje de preferencia representado 
por el vector unitario  ?̂?𝐴𝑁 y una sola constante de anisotropía. El diagrama de superficie 
de esta energía puede ser observado en la figura 2.4(d). Esta anisotropía  es  empleada 
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orientación de la magnetización está asociada fuertemente a un eje más que a otros. En 
otros casos también se puede considerar como una aproximación a una estructura HCP 
cuando el segundo término de la ecuación 2.6 es considerado despreciable. 
𝐸𝐴𝑛 = −𝐾𝐴𝑛(𝑆𝑖 ∙ ?̂?𝐴𝑁)
2
                          (2.7)  
2.4 Efecto de la temperatura sobre la anisotropía  
Diferentes estudios han evidenciado que la temperatura ejerce grandes cambios en el 
comportamiento de la anisotropía [31] [32] [33] [34] [35] [36]. La figura 2.5 muestra la 
variación de  𝐾1 y  𝐾2 como función de la temperatura para diferentes elementos y 
compuestos con anisotropía cúbica. Particularmente, el Co evidencia un cambio de signo 
en 𝐾1, lo cual indica un cambio de dirección preferencial de <100> a <111>. En general, 
es esperado que a bajas temperaturas la anisotropía ejerza un efecto determinante (sea 
con valores positivos o negativos) mientras a altas temperaturas el efecto desaparezca.  
 
Figura 2-5: Dependencia de la anisotropía con la temperatura para Fe, Ni, Co y algunas 
aleaciones del Co con estructura cubica. Los círculos cerrados y abiertos corresponden a 𝐾1 y 𝐾2, 
respectivamente [31][32]. 
2.5 Anisotropía de superficie 
En general, la dirección fácil de magnetización se ha determinado por la competencia 
entre la anisotropía magneto-cristalina y la energía magnetoestática (producto de la 
interacción dipolar como se explicará más adelante). Sin embargo, en películas ultra 
a) b) 
c) d) 
12 Modelamiento y Simulación de Nanoestructuras magnéticas Granulares 
 
finas, donde el espesor reducido hace que el número de momentos de espín en la 
superficie sea grande, comparado con los que están localizados en el interior, se ha 
observado una reorientación de los momentos como función del espesor de la muestra. 
Esta fenomenología evidencia una nueva anisotropía, producto de la pérdida de simetría 
denominada como  anisotropía de superficie. La figura 2.6(a) presenta resultados 
obtenidos para el Co/Pd en multicapas, donde  𝐾𝑒𝑓𝑓 es la anisotropía efectiva como 
función del espesor 𝑡 [37]. Estos resultados, los cuales evidencian una dependencia 
inversa con el espesor, han permitido inferir  la siguiente ecuación de anisotropía: 
𝐾𝑒𝑓𝑓 = 𝐾𝑉 + 6𝐾𝑠/𝑡                                            (2.8) 
 
Figura 2-6: a) Anisotropía magnética efectiva en función del espesor del Co en multicapas 
de Co/Pd  [35]. Se observa un cambio de dirección de magnetización de planar a perpendicular 
con la reducción del espesor. b) Reconstrucción de un orden FM perpendicular  de dominios a 
partir de espectroscopía de rayos X. El ancho de los dominios están entre 100-150nm [36] [37]. 
La ecuación es una aproximación a una anisotropía uniaxial, donde 𝐾𝑉  hace referencia a 
la anisotropía de volumen en el interior de la película, mientras 𝐾𝑠 a la anisotropía de 
superficie. La competencia entre ambas define un espesor crítico,  𝑡𝑐, para el cambio de 
orientación de los momentos. Los cambios direccionales pueden originarse a partir de 
una orientación perpendicular en solo algunas monocapas, a una orientación en el plano 
para espesores mayores. Este es el caso de compuestos tales como Fe/Ag (001)  y Fe / 
Cu (001) [38], entre otros. De forma contraria, un cambio de la orientación en plano a 
perpendicular ha sido reportado para algunos compuestos como el Ni/Cu (001) [39]. 
Además de esto, en películas ultradelgadas se ha demostrado que la magnetización de 
la superficie puede generar patrones tales como “stripes” o “labyrinths” [40] [41] como se 
muestra en la figura 2.6(b). 
Bajo una mirada atomística, las primeras bases para comprender el efecto de la 
anisotropía de superficie fueron expuestas por Néel en 1954 [42]. Sin embargo, el 
modelamiento de esta anisotropía es aún un campo complejo de investigación. Néel 
a) b) 
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sugirió una suma de contribuciones de anisotropía uniaxial por cada primer vecino.  Esta 
base se ha considerado para explicar los efectos de superficie en nanopartículas y 
clusters individuales [43] [44]. El modelo asume un origen de la anisotropía basándose en 
la falta de enlaces atómicos en la superficie de un cristal. La contribución para un espín 𝑖 








                                (2.9) 
Donde 𝑍𝑖 es el número de primeros vecinos o número de coordinación, y ?̂?𝑖𝑗 es el vector 
unitario en la dirección 𝑟𝑖𝑗. El factor 1/2 es adicionado para evitar el doble conteo. 𝐿(𝑟𝑖𝑗) 
es la constante de acoplamiento la cual depende de la distancia entre espines y de la 
magnetoestricción  [45]. 
2.6 Anisotropía magnetoelástica 
Para sistemas cúbicos la expresión guía para la energía magneto elástica es la siguiente: 






2) + 2𝐵2( 12𝛼1𝛼2 + 23𝛼2𝛼3 + 31𝛼3𝛼1) + ⋯      (2.10)  
Donde  𝐵1 y  𝐵2 son las constantes magneto elásticas y 𝑛𝑛 son las componentes del 
tensor de esfuerzo. Los órdenes de magnitud de 𝐵1 y  𝐵2 están en el orden de los meV 
para el Fe, el Ni y el Co [46]. Estos valores son considerablemente mayores que las 
constantes 𝐾1 y  𝐾2  de la anisotropía magnetocristallina. Como consecuencia, pequeños 
esfuerzos pueden dar origen a importantes cambios de anisotropía. Esto ha sido 
demostrado en medidas de acoplamiento magneto elástico en películas epitaxiales de 
Fe, Ni y Co con respecto a los valores reportados en bulk [47]. En películas cuyo tamaño 
de grano es tan grande como para no ser tenido en cuenta los efectos de frontera, la 
energía magnetoelástica puede evidenciarse en la generación de una anisotropía 
perpendicular liderada por una curvatura de la muestra. Esta anisotropía es 
frecuentemente observada en multicapas debido aun desacople entre parámetros de red 
entre capas adyacentes [48].  
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2.7 Interacción dipolar magnética  
 
Figura 2-7: Representación de vectorial de la interacción dipolar entre dos momentos 
magnéticos.  
A diferencia de la interacción de intercambio y la anisotropía magnetocristalina, la 
interacción dipolar obedece a un comportamiento magnético de tipo clásico. La energía 
de interacción de un par de momentos 𝜇𝑖 y 𝜇𝑗 (ver figura 2.7) está determinada por la 
ecuación: 
𝐸𝐷𝑖𝑝 =
𝜇𝑖 ∙ 𝜇𝑗 − 3[𝜇𝑖 ∙ ?̂?𝑖𝑗][𝜇𝑗 ∙ ?̂?𝑖𝑗]
𝑟𝑖𝑗




3 [cos 𝜃 − 3 cos 𝛼 cos 𝛽]                                   (2.12) 
Si se expresa en términos de cosenos de productos escalares (Ecuación 2.12) se 
evidencia que la intensidad de la interacción es proporcional a la magnitud de los dipolos 
y a la distancia de separación. El factor trigonométrico cos 𝜃 − 3 cos 𝛼 cos 𝛽 proviene de la 
orientación relativa entre los momentos y el vector distancia. 






(𝑆𝑖 ∙ 𝑟𝑖𝑗)(𝑆𝑗 ∙ 𝑟𝑖𝑗)  
𝑟𝑖𝑗
5                            (2.13)  
 
La energía de interacción dipolar es también expresada en la ecuación 2.13, en términos 
de los momentos magnéticos de un sistema de espines. La constante de interacción 
dipolar D expresa la proporcionalidad entre el espín y el momento magnético. Puede 




  , donde 𝜇0 
es la permeabilidad magnética del espacio libre, 𝜇𝑔 el momento magnético total del ion y 
𝑎 el parámetro de red del material. La sumatoria esta enunciada para  𝑖 > 𝑗, con la 
intensión de no contar en dos oportunidades las interacciones. Esta interacción ha sido 
reemplazada en algunas ocasiones por términos más simples de anisotropía de forma o 
de superficie cuando la muestra posee alta simetría. Tal situación es debida al hecho de 
que la sumatoria de todas las contribuciones es computacionalmente costosa.  
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2.8 Ciclo de histéresis 
  
Figura 2-8: Representación del ciclo de histéresis de un material ferromagnético 
monodominio. 
Los materiales con propiedades ferromagnéticas se caracterizan por la diferencia de 
camino que presenta la curva de magnetización 𝑀 contra campo magnético externo ℎ, 
también denominada ciclo de histéresis [6]. Tal como se muestra en la figura 2.8, para un 
material con monodominio por grano, inicialmente cuando el campo externo crece, 
incrementa también la magnetización hasta lograr la saturación (𝑀𝑆), límite en el que se 
alinean todos los dominios magnéticos en una misma dirección. Posteriormente, si el 
campo decrece la magnetización no decrece del mismo modo en que ascendió debido a 
una propiedad de remanencia en el material. La magnetización de remanencia, 𝑀𝑟 , es la 
magnetización de la muestra cuando el campo externo regresa a cero. El campo 
coercitivo (ℎ𝑐) es, por definición, el campo magnético externo necesario para anular la 
magnetización inducida en la muestra. El ciclo, que por lo general es simétrico, se 
completa cuando se llega a la saturación en ambas direcciones en un proceso de ida y 
vuelta. Obsérvese que cuando desaparece el campo externo (en h=0)  la magnetización 
de remanencia del material puede ser tanto positiva como negativa, valores que 
corresponden con el “1” y “0” digital. En los puntos de saturación de la curva de histéresis 
se presentan configuraciones magnéticas de un material granular monodominio, en el 
que todos sus momentos magnéticos están orientados en una misma dirección. En 
contraste, en el estado magnético de ℎ𝑐, los momentos están dispuestos de forma tal que 
la suma de sus contribuciones magnéticas es cero. 
h 
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2.9 Superparamagnetismo. 
2.9.1 Efecto Superparamagnético 
El superparamagnetismo (SPM) es el comportamiento de un grupo de pequeñas 
partículas que presentan monodominios magnéticos a nivel individual, pero que 
asociados, el régimen colectivo es de tipo paramagnético. Su origen se debe a 
interacciones ferromagnéticas en el interior de cada partícula lo suficiente intensas como 
para lograr un ordenamiento magnético independiente; sin embargo, las interacciones 
entre partículas son muy débiles por lo que el ordenamiento no puede extenderse a todo 
el sistema. Los superpara-magnetos presentan momento magnético muy grande, pueden 
exhibir ciclos de histéresis y señal a.c. en la susceptibilidad por encima de una cierta 
frecuencia crítica, a partir de la cual el momento inducido pierde la capacidad de 
conmutar en la dirección del campo externo [4].  
 
Figura 2-9: a) Diagrama del pozo de energía en una partícula monodominio a diferentes 
campos magnéticos externos b) Representación de la anisotropía local, el campo externo y el 
momento magnético sobre una partícula magnética. 
En el régimen mono-dominio, las fluctuaciones térmicas de la red cristalina también 
pueden alterar el estado magnético de una partícula. La situación es más probable en la 
medida que un campo externo influya acortando la barrera de energía.  Este tipo de 
campo puede surgir por la interacción magnética a varias escalas. La figura 2.9(a) es un 
diagrama del cambio del pozo de energía a causa de cambios del campo magnético 
externo sobre una partícula monodominio. El comportamiento puede ser descrito por la 
ecuación: 
𝐸𝐵=KV  Sen
2θ - μh Cos(𝜑-θ)                                        (2.14)  
Las barreras de energía son proporcionales a KV, donde V  es el volumen de la partícula. 
Sin presencia de campo magnético (línea verde), la partícula posee dos estados estables 
a) 
b) 
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en las dos direcciones de anisotropía, θ = 0 y θ = π (estado “0” y “1” lógicos).  En la 
medida en que h incremente en intensidad uno de los estados es mayormente estable 
puesto que se favorece una de las direcciones de anisotropía. Por el efecto opuesto, un 
punto de estabilidad media o metaestable se encuentra en la dirección contraria a la 
anisotropía. En la medida en que h incrementa, la barrera de energía (𝐸𝐵) se hace más 
corta, aumentando la probabilidad de cambio de dirección con una fluctuación térmica. 
Esta es la razón por la cual existe un mínimo de tamaño de grano a temperatura 
ambiente para lograr el almacenamiento estable de información, denominado como límite 
superparamagnético.  
2.9.2 Relajación Térmica, Curvas ZFC-FC y Temperatura de 
Bloqueo 
Como se mencionó anteriormente 𝐸𝐵  ∝ KV, por tanto, en los límites de pequeños 
volúmenes las energías de barrera son bajas. Para evitar el efecto superparamagnético 
la temperatura debe conservar la desigualdad 𝐾𝐵𝑇 << 𝐸𝐵, donde 𝐾𝐵 es la constante de 
Boltzman. Sin embargo, es inevitable que las fluctuaciones  térmicas se presenten con 
ciertas probabilidades. Esto hace necesario un tratamiento estadístico que permita 
establecer un tiempo promedio para una posible fluctuación. En 1949, Néel sugirió la 
ecuación de Arrhenius para deducir el llamado, tiempo de relajación (𝜏); tiempo en el cual 
las fluctuaciones pueden promover un cambio de magnetización en el sentido de la 




𝐾𝐵𝑇                                             (2.15) 
Donde 𝜏0 está en orden de 10
-11 a 10-9 s, dependiendo del material. El inverso 1/𝜏 es la 
probabilidad de cambio por unidad de tiempo.  
 
Figura 2-10: a) Representación de las curvas ZFC y FC y b) tiempos de relajación térmica. La 
líneas azul negra y roja representan el comportamiento sin campo externo y con un campo 
externo contrario y paralelo a la anisotropía, respectivamente. 
a) b) 
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La figura 2.10(a) muestra la curvas típicas de magnetización con enfriamiento sin campo 
(ZFC) y con campo externo (FC). Estas curvas pueden proveer información acerca de los 
tiempos de relajación de una muestra compuesta por partículas. Cada una de las curvas 
presenta una historia termo-magnética diferente. En el experimento ZFC, la muestra se 
traslada (enfría) rápidamente hasta una mínima temperatura, en ausencia de un campo 
magnético externo. A esta se llama la condición de ZFC. Posteriormente se calienta la 
muestra aplicando un pequeño campo constante, mientras se registra la magnetización 
en función de la temperatura. En el inicio del ZFC, los momentos magnéticos de cada  
átomo se encuentran congelados al azar en el eje anisotropía, por cuanto la 
magnetización neta es baja. A medida que se aumenta la temperatura, se observa un 
aumento de la magnetización neta debido a que la energía térmica libera los espines y 
estos giran intentando alinearse con el campo aplicado. En el experimento FC, la 
temperatura de la muestra va decreciendo con un bajo campo externo asegurando un 
ordenamiento interno similar en todas las partículas, y consecuente a una magnetización 
establecida. La zona en la cual ambas curvas se superponen está marcada por la 
temperatura de irreversibilidad 𝑇𝐼.  Por encima de 𝑇𝐼, cualquier efecto de la anisotropía 
desaparece. Adicionalmente, un máximo de la magnetización puede encontrarse en la 
curva ZFC. La temperatura en este máximo es denominada temperatura de bloqueo (𝑇𝐵). 
Idealmente 𝑇𝐼 y 𝑇𝐵 deberían ser la misma, sin embargo, la diferencia entre estas es 
atribuida a la distribución de tamaños de grano, que tienen diferentes 𝑇𝐼 cada uno [50]. Si 
re realiza una prueba de histéresis, a temperaturas por debajo de 𝑇𝐵 , debe observarse 
campo coercitivo. La figura 2.12(b) presenta la respuesta del tiempo de relajación en 
unidades reducidas,  en función de la temperatura. La curva roja representa un campo 
externo paralelo a la anisotropía, mientras la negra se debe a una dirección de campo 
contrario, menor al de remanencia. 𝑇𝐵 se caracteriza por ser el punto de inflexión. Ambas 
curvas 2.10(a) y 2.10(b) pueden relacionarse por 𝑇𝐵 para obtener un parámetro que no 
presenta variación considerable con la dirección del campo denominado, el tiempo de 
medida o tiempo de ventana 𝜏𝑚. Este tiempo puede determinar las propiedades del 
sistema. Si 𝜏𝑚 >> 𝜏 , la partícula estará en estado superparamagnético fluctuante. Si 
 𝜏𝑚 << 𝜏, la partícula podrá cambiar la dirección de magnetización con la acción del 
campo externo y mantenerse en el estado bloqueado. En estudios de relajación por 
técnicas de espectroscopía Mössbauer el tiempo característico es del orden del 
nanosegundo, mientras que en estudios de magnetometría d.c. corresponde a decenas 
de segundos. Esta respuesta magnética en escala de tiempo es importante para la 
aplicación del material. Para propósitos de almacenamiento de información, es necesario 
que 𝜏 𝑚 presente grandes escalas de tiempo, mientras cortas escalas se requieren para 
los elementos de grabación magnética [51]. El límite entre ambos estados  puede 
obtenerse de la ecuación 2.15 cuando 𝑇 = 𝑇𝐵 y  𝜏 = 𝜏𝑚 
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2.10 Campo Coercitivo vs Tamaño de Partícula 
 
Figura 2-11: a) y b) Resultados experimentales de la variación del campo coercitivo según el 
diámetro medio de partícula [6] y c) diagrama de tendencia. La línea roja en cada grano indica el 
eje de anisotropía. 
En 1990 Herzer logró representar el campo coercitivo en función del diámetro de 
partícula, de acuerdo con información recopilada en los ciclos de histéresis de diferentes 
aleaciones ferromagnéticas [14]. Las gráficas se presentan en las figuras 2.11(a) y 
2.11(b). De forma genérica, la figura 2.11(c) muestra la curva de tendencia de ℎ𝑐 vs 
diámetro de grano en un material ferri o ferro-magnético.   El campo coercitivo cambia 
según el tamaño de la siguiente manera: A unos pocos nanómetros, en donde el grano 
contiene solo unas cuantas celdas cristalinas, ℎ𝑐 es muy bajo. Esto se debe a una fuerte 
presencia  del efecto superparamagnético. En el monodominio los momentos magnéticos 
por celda están orientados en una misma dirección, resultado de interacciones de 
intercambio fuertes que inducen un solo momento por grano. En este estado, la 
magnetización espontánea tiende a ser cero porque los mono-dominios se presentan con 
direcciones aleatorias. Este es el rango actual que limita el almacenamiento de datos. En 
a) b) 
c) 
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la medida en que el tamaño de grano es mayor inicia la reorientación de los 
monodominios con tendencia hacia una misma dirección, la magnetización espontánea 
incrementa y consecuentemente hC. Dado que la magnetización remanente se relaciona 
directamente con ℎ𝑐, el monodominio es la zona en la cual debe investigarse las 
condiciones que favorecen un buen almacenamiento para un material. Finalmente a 
tamaños grandes, y como resultado de interacciones mesoscópicas, comienza a 
generarse paredes de dominio que dividen el momento magnético del grano en 
multidominios. A razón de esto, hC disminuye, pues es fácil orientar un grano si alguno de 
sus dominios ya tienen tendencia en la dirección del campo externo [14][6]. En las 
gráficas incrustadas en la figura 2.11(c) puede observarse la orientación de la 
magnetización en cada grano (flecha azul) de acuerdo con el eje preferencial de 
anisotropía (línea roja). Los valores máximos de hC se obtienen en los monodominios 
cuando en cada grano, el vector de magnetización y el eje de anisotropía tienden a ser 
paralelos. 
En la medida en que el tamaño de grano disminuye, se alcanzan valores extremos de 
desorden en la muestra, específicamente, cuando las fronteras de grano llegan a superar 
el número de átomos ordenados dentro de las partículas. En estas dimensiones el 
material se considera de tipo amorfo, con un cierto grado de  nano-cristalinidad. En 2013, 
G. Herzer presentó un estado actual de estos materiales basados principalmente en 
aleaciones de Fe y Co  [52]. La figura  2.11(b) presenta resultados para algunas 
aleaciones de Fe obtenidos de  [52]. En estas condiciones existe un campo coercitivo 
que es bajo, pero que esencialmente da a entender que las interacciones en las fronteras 
de grano permiten algún grado de conectividad entre ellos.  
2.11 Paredes de dominio 
 
Figura 2-12: a) Esquema de la división de una muestra en dominios magnéticos. b) Dominios 
magnéticos en un lingote de hierro c) Dominios en forma de textura en una estructura 
monocristalina con anisotropía perpendicular [53]. 
A excepción de materiales que tienen dimensiones muy reducidas o de aquellos que 
poseen un campo interno lo suficientemente fuerte para sostener una sola dirección de 
magnetización, los materiales magnéticos tienden a subdividirse en dominios, de manera 
a) b) c) 
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que puedan estabilizarse en un estado de menor energía, emitiendo la menor cantidad 
de campo al entorno (ver figura 2.12(a)) [53] . Las figuras 2.12(b) y 2.12(c) muestran la 
formación de dominios logrados por métodos magneto-ópticos en un lingote de hierro y 
una estructura monocristalina en forma de textura. Los dominios son regiones 
uniformemente magnetizadas que se originan espontáneamente. Con el 
perfeccionamiento de los materiales y las aplicaciones nanotecnológicas se ha originado 
un especial interés en los factores que limitan su nucleación y propagación, dando al 
material nuevas propiedades magnéticas. 
Los dominios no están necesariamente alineados con las fronteras de grano, pero si 
debe considerarse  que las imperfecciones cristalinas son focos de anclaje. Así pues, 
muchos dominios pueden existir con un grano grande como una gran cantidad de granos 
pueden pertenecer al mismo dominio. Un dominio es por tanto, la competencia de una 
gran cantidad de variables. Una pared de dominio es la región de transición de 
orientación entre dominios de diferente dirección, ya sea de 180° o 90°, como se pueden 
identificar en la figura 2.12(a). Bajo un contexto generalizado, la energía de intercambio 
favorece las formas paralelas de los momentos con paredes anchas, mientras la 
anisotropía magnetocristalina favorece cambios bruscos entre las diferentes direcciones 
factibles dentro de un cristal, en algunos casos para formar paredes de 90° prefiriendo 
las direcciones “no tan fáciles” pero que minimizan la energía.  El ancho real es 
determinado por el mínimo de energía total, por lo cual se involucra la competencia de 
propiedades estructurales como la forma, el tamaño de grano y demás defectos. El caso 
más simple puede resolverse a partir de una solución analítica, en donde se involucre 
solamente la constante de rigidez, 𝐴𝑒𝑥, y la anisotropía para un material de gran espesor. 
Puede obtener la energía de la pared por unidad de superficie a partir de: 








𝑑𝑥                   (2.16) 
donde 𝜃 representa el ángulo que forman los espines con el eje fácil. La distribución de 
espines en el equilibrio se da cuando las dos energías se hacen iguales en algún punto. 
Esto permite hacer un cambio de diferencial a 𝑑𝜃 y obtener la expresión: 








                   (2.17) 
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Figura 2-13: a) Solución analítica a partir de la ecuación 2.17 de una pared de Bloch. b) y c) 
Distribución de momentos magnéticos de paredes de dominio tipo Bloch y Néel para una cadena 
de momentos magnéticos y un trozo de  la superficie de un material magnético, respectivamente. 
La representación de la ecuación 2.17 se muestra en la figura 2.13(a) 𝛿 se define como el 
espesor de la pared de dominio calculada a partir de la pendiente de la curva en el punto 
cero (ecuación 2.18). Debe manejarse como un criterio teniendo en cuenta que es 
resultado de solo dos de las componentes energéticas. La constante de rígidez puede 
obtenerse a partir de 𝐴𝑒𝑥 = 𝐽𝑆
2𝑛/𝑎, en donde 𝑆 representa el número cuántico de espín, 
𝑛 el número de átomos por celda unidad y 𝑎 el parámetro de red.  





 =  𝜋  √
𝐴𝑒𝑥
𝐾𝐴𝑁
                     (2.18) 
La figuras 2.13(b) y 2.13(c)  muestran las dos formas cómo los momentos de espín están 
rotados hasta alcanzar el cambio de dirección.  La primera de ellas denomina Pared de 
Bloch [54], se caracteriza porque la orientación del momento intermedio se encuentra 
perpendicular al plano de los dominios. La solución analítica de la ecuación 2.17 hace 
referencia a este tipo de pared. El otro tipo se conoce como pared de Néel [55]. A 
diferencia del anterior, los momentos de espín están rotados de manera que se ubican en 
el mismo plano de los dominios. Este tipo de pared es característica de películas de bajo 
espesor en las cuales los efectos de largo alcance son mayormente influyentes. En 
general, teniendo en cuenta las diferentes contribuciones magnéticas, al ancho de la 
pared de dominio se le  conoce como longitud de intercambio (𝛿𝑚) [4] y puede calcularse 
aproximadamente a partir de la ecuación 2.19. Las magnitudes promedio del ancho de 
pared se encuentra entre el rango de monodomios y multidominios según el tamaño de 
grano para el material en particular. 
𝛿𝑚 =   2√
𝐴𝑒𝑥
𝜇𝑜𝑀𝑜2
                        (2.19) 
a) b) c) 
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2.12 Monte Carlo en la simulación de materiales 
magnéticos  
La física del magnetismo envuelve una gran variedad de fenómenos a diferentes escalas 
de longitud. Esta inicia desde la formación de los momentos magnéticos de espin, en los 
electrones a distancias de angstroms, se extiende a las interacciones interatómicas de 
partículas o granos monocristalinas a escala nanométrica, y termina a dimensiones 
microscópicas con la formación de grandes dominios. Esta situación también involucra 
diversas escalas de energías y tiempo. Mientras tiempos de picosegundos y energías del 
orden de meV  se observan a nivel de interacciones atómicas, en el orden microscópico, 
las configuraciones magnéticas pueden darse en tiempo de segundos e intervenir 
energías de anisotropía del orden de µeV. Además, las teorías establecidas son disímiles 
a diferentes escalas. En aras de utilizar la física adecuada a la dimensionalidad, las 
técnicas de simulación de materiales emplean diferentes argumentos. Un bajo número de 
átomos implica sustentaciones a partir de la mecánica cuántica, lo que conlleva modelar 
la ecuación de Schrödinger en función de los diferentes tipos de potenciales. Los 
primeros acercamientos iniciaron con el Método de Hartree-Fock (HF) [56] cimentado en 
la antisimetría de las funciones de onda para muchos electrones. Posteriormente, un 
acercamiento al problema cuántico de muchos electrones fue otorgado por la teoría de 
densidad funcional (DFT) [57]. En estos y más métodos de baja escala se controla una 
matriz de valores propios. El principal inconveniente de estos métodos es que no tienen 
en cuenta el efecto de la temperatura debido a que solo operan en el estado base. 
 A escalas más moleculares (atomísticas, de miles de átomos) los métodos varían de 
acuerdo al tipo de propiedad que desea ser investigada.  En la mayoría de los casos, las 
propiedades estructurales de las muestras se mantienen fijas. En esta escala son 
comúnmente empleados el método de Monte Carlo (MC) y diferentes métodos basados 
en la ecuación de Landau-Liftshitz-Gilbert (LLG) [58]. Estas aproximaciones deben 
apoyarse en parámetros obtenidos por DFT o en reportes experimentales. Sin embargo, 
los estados magnéticos excitados no son siempre accesibles por DFT, entre otras causas 
porque las interacciones magnéticas a frecuencias muy altas (magnones por ejemplo) no 
son tenidas en cuenta debido a que implican un costo computacional muy elevado.   
Futuras exploraciones en DFT tiempo-dependiente prometen mejorar la simulación 
multiescala [59]. Tanto MC como LLG pueden emplearse en simulaciones a escalas 
mayores. Además no riñen entre sí, pues ambos proveen de información 
complementaria.  
El método de Monte Carlo es un método numérico en principio estadístico, que permite 
resolver problemas matemáticos mediante la simulación de variables cambiantes de 
forma aleatoria. Es bastante útil en modelos de tipo estocástico, es decir, situaciones en 
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las cuales el comportamiento no sigue rigurosamente una ecuación determinista [60][61]. 
Su aleatoriedad lo hace versátil en procesos que involucran distribuciones de 
probabilidad con cambios de temperatura a escalas moleculares. En esencia puede 
utilizarse para cualquier tipo de problema físico sin importar la dimensionalidad. Quantum 
Monte Carlo (QMC) por ejemplo, es una variación del método que genera trayectorias 
aleatorias para calcular funciones de onda y energía de sistemas cuánticos. En sus 
inicios MC fue de poca utilidad por la complicada generación de números aleatorios. Solo 
hasta la creación de las primeras máquinas computacionales se hizo versátil. En 1949, J. 
Von Neuman y S. Ulam publicaron el primer artículo referido, por lo que son 
considerados los autores del método, aunque el desarrollo sistemático de esta idea tuvo 
diferentes participes, entre otros a Enrico Fermi y Metropolis [61][62]. Una de sus 
grandes diferencias con respecto a otros métodos, es que puede ser utilizado para 
conseguir aproximaciones a valores de propiedades intrínsecas (constantes de 
interacción, por ejemplo) así como comportamientos a grandes escalas. En problemas de 
mecánica estadística se pueden realizar acercamientos a las regiones de fase. El estado 
estable del sistema es resultado de la comparación de un gran número de estados 
aleatorios. El equilibrio mecánico estadístico es calculado a partir del promedio térmico 
de las fluctuaciones de espín [60]. La exactitud es mejor en cuanto mayor sea el número 
de intentos por conseguir la estabilidad. Entre las dificultades que puede presentar el 
método se encuentran las limitaciones en tiempo y memoria de los computadores, el 
error estadístico, las limitaciones de precisión a causa del número de bits en caracteres 
computaciones y la metodología para la generación de números aleatorios [60].  
Las transiciones de fase que se producen en un material magnético por el cambio de  
temperatura pueden ser analizadas por MC. Esto se realiza encontrando una gran 
cantidad de estados posibles dentro de un pequeño rango de fluctuaciones térmicas. La 
estabilidad energética es cuantificada por un Hamiltoniano (ℋ) que depende de las 
variables que afectan la dirección de los momentos de espín (𝑆) [63]. En esencia cuatro 
componentes son la base de las interacciones magnéticas:  
ℋ = ℋ𝑒𝑥𝑐+ℋ𝐴𝑁 + ℋ𝐷𝑖𝑝 + ℋℎ                (2.20) 
 
Las tres primeras componentes corresponden, respectivamente, a la interacción de 
intercambio, la anisotropía y la interacción dipolar, previamente tratadas en este 
documento. La cuarta, ℋℎ corresponde a la denominada, interacción Zeeman, que da 
cuenta del efecto de un campo magnético externo (h) sobre cada uno de los momentos 
magnéticos de la muestra. Este término está definido por:  
ℋℎ = −∑𝑆𝑖 ∙  ℎ⃗⃗  
𝑖
                          (2.21)     
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2.13 El Algoritmo de Metropolis  
Para encontrar los estados más probables sin dejar de lado las probabilidades de cambio 
que involucra la temperatura, Metroplolis et al propusieron un método [64]. Este es 
ampliamente empleado para  calcular las propiedades en el equilibrio sobre una 
temperatura determinada. El proceso es el siguiente:  
 Se genera un estado aleatorio en la muestra bajo las condiciones impuestas por 
el modelo (predefinido  de acuerdo al material y las propiedades a evaluar). 
Posteriormente, se realiza un primer cálculo de energía del sistema. 
 Nuevamente, de forma aleatoria se genera un segundo estado para el cual 
también se calcula la energía del sistema.  
 Se procede a comparar las energías: si la energía ha decrecido el nuevo estado 
es aceptado, por cuanto se considera más estable. Si por el contrario, se aprecia 
un incremento en vez de una disminución, puede aceptarse el cambio siempre y 
cuando una probabilidad aleatoria generada entre 0 y 1 sea menor a la 
probabilidad e-∆E/KB
T, donde ∆E es el cambio en la energía, KB es la constante de 
Boltzman y T la temperatura. Esta probabilidad de cambio permite evitar 
enfrascamiento en mínimos locales de energía y tener en cuenta las posibles 
fluctuaciones térmicas. 
A partir del segundo punto, el procedimiento continúa en cada iteración, hasta cumplir la 
condición de interrupción, punto en el que se realiza el promedio estadístico de las 
variables. 
Las variables encontradas son resultado del análisis de un solo estado. En el tránsito de 
un estado u a otro ν debido al cambio escalonado de una variable controlable 
(temperatura, presión, campos externos, etc) el método de Monte Carlo se sustenta en 
las probabilidades de cambio de cadenas de Marcov, para las que, ∑v P(u -ν)= 1, siendo P(u 
-ν) la probabilidad de transición del estado u a v. Esto ocurre siempre y cuando no existan 
variaciones en el tiempo ni se involucren terceros estados, debido a que es condición de 
la cadena que solamente el estado actual dependa del estado anterior [65][66]. Este 
algoritmo es empleado ampliamente en simulación MC, bajo distribuciones estadísticas 
de Boltzmann. 
2.14 Consideraciones de tamaño 
Las simulaciones MC estudian  sistemas de un número finito de partículas (N). Calcular 
las propiedades masivas o en bulk para un número limitado de partículas requiere 
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minimizar los efectos de borde mediante condiciones de frontera periódicas (PBC por sus 
siglas en inglés), además de considerar los efectos de tamaño del sistema. La 
implementación de las PBC consiste en aplicar vectores de traslación a los átomos en las 
fronteras tomando en cuenta en la construcción de la muestra. En un sistema particulado 
como el nuestro, un grano puede encontrarse virtualmente dividido, de tal manera que 
exista una conexión entre uno y otro extremo.  Para películas delgadas, las condiciones 
de frontera se asumen solo en el plano, pues dada la naturaleza granular y los 
procedimientos de fabricación (crecimiento) el espesor real está acorde con los que 
deberían ser simulados. Los efectos de espesor deben de estar relacionados con los 
resultados experimentales en la medida en que se elija de manera coherente las 
dimensiones. Tal estimación puede realizarse por medio de la teoría de escalamiento de 
tamaño finito (FSST- Finite Size Scaling Theory) [60], para hacer la evaluación de los 
observables en el límite termodinámico. 
En la región cercana a la temperatura crítica es precisamente donde son mayores los 
efectos de tamaño. Bajo el criterio de temperatura reducida, dada por = |1 − 𝑇/𝑇𝐶|, en 
el límite termodinámico, cuando N→∞, los observables:  magnetización, susceptibilidad, 
longitud de correlacion y tiempo de relajación presentan divergencias en la región crítica 
de la forma: 𝑀 ∝ 𝛽,   𝜒 ∝ | |−𝛾,  ∝ | |−𝜈 y  𝜒 ∝ | |−𝜈𝑧, respectivamente [6]. Las 
cantidades γ, β, ν y z son los exponentes críticos que permiten caracterizar el 
comportamiento del sistema dependiendo de propiedades como el tamaño, el modelo de 
espines,  la presencia de campos que den lugar a rompimiento de simetrías, la 
competencia  de las interacciones magnéticas, entre otras. Contrastar estos exponentes 
para los casos de simulación granular junto con los reportados proveerían de una gran 
información acerca del modelo. 
2.15 Contribuciones de largo alcance 
El grado de complejidad de estas interacciones en términos del número de átomos o 
partículas del sistema es 𝑂(𝑁2). Debido a ese incremento exponencial de iteraciones 
gran parte de las simulaciones optan por implementar un radio de corte (𝑟𝑐).  Si se tiene 
en cuenta que el número de partículas a una distancia 𝑟 incrementa como 𝑟𝑑−1 donde 𝑑 
es la dimensionalidad del sistema, esta aproximación incurre en errores considerables 
[67]. Para el caso tridimensional, la contribución energética a partir de 𝑟𝑐 puede obtenerse 
de la integración de subcontribuciones de superficies esféricas según la integral 𝑈𝑟𝑐−∞ =
𝑁𝜌/2 ∫ 𝑑𝑟 𝑢(𝑟)4𝜋𝑟2  
∞
𝑟𝑐
. La densidad de partículas 𝜌, puede considerarse constante. 
Reemplazando un potencial 𝑢(𝑟) en términos de 1/𝑟3 como lo expresa el hamiltoniano de 
interacción dipolar, la solución de la integral resulta en términos de ln (𝑟) . Si se extiende 
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a grandes distancias se estarían dejando a un lado contribuciones importantes. Una 
solución, como se mencionó anteriormente, son las condiciones de frontera periódicas 
(PBC) que reducen el desbordado costo computacional para muestras “robustas”, en las 
cuales la complejidad crece exponencialmente con el número de partículas. Estas 
consisten de réplicas sucesivas de la muestra en diferentes direcciones.  
2.16 Métodos de Árbol. Multipolo Rápido  (FMM)  
 
 
Figura 2-14: Subdivisiones de la muestra por los métodos de árbol para a) Barnes Hut y b) 
FMM. 
En 1986, J. Barnes y P. Hut publicaron en la revista Nature, un método de árbol que 
permitía reducir el costo computacional en una muestra de 𝑁 cuerpos, de 𝑂(𝑁2)  a  
𝑂(𝑁𝑙𝑜𝑔(𝑁)) [68]. Como se observa en la figura 2.14, el volumen de la muestra se divide 
en células, comúnmente  denominadas como “quad-tree” u “octree”, dependiendo si la 
división se realiza en 2D o 3D. Este tipo de distribución favorece las representaciones no 
uniformes como es el caso de fluidos o formas estelares. Cada celda asume las 
propiedades del conglomerado de partículas encerradas. Seguidamente, en 1987, 
Rokhlin y Greengard propusieron el método multipolar rápido (FMM) [69]. Un método 
similar a Barnes-Hut, pero con unos límites de error a priori y de complejidad lineal. Fue 
considerado uno de los diez mejores algoritmos del siglo XX [70], entre otros factores 
porque la complejidad pudo reducirse hasta 𝑂(𝑁). La figura 2.14(b) muestra la 
distribución, caracterizada por mantener el tamaño de celda en cada nivel. La figura 
2.14(b) muestra además cómo se seleccionan los niveles de interacción, de acuerdo con 
la distancia desde el ion hasta los nodos de las celdas.  Después de que el método 
emergió, los métodos numéricos se han ido especializando con el propósito de acelerar 
la solución de diferentes tipos de ecuaciones, e incluso para diferentes esquemas de 
a) b) 
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uno, dos y tres dimensiones [71]. Una implementación de FMM para interacciones 
magnéticas en coordenadas cartesianas fue realizada por Wen Zhang et. al. [72].  
2.17 Potenciales interatómicos 
En las simulaciones clásicas y semi-clásicas las reglas que gobiernan la interacción de 
los átomos en el sistema se expresan en términos de funciones de potencial. La función 
potencial  𝑈(𝑟1,𝑟2,….,𝑟𝑁) describe cómo la energía de un sistema de N átomos que depende 
de la coordenadas espaciales. Esto bajo la suposición de que los electrones se adaptan 
a las nuevas posiciones atómicas mucho más rápido que los núcleos atómicos, conocida 
como la aproximación de Born-Oppenheimer [73]. Para reproducir la función potencial se 
puede asumir una forma funcional para el potencial y luego elegir parámetros asociados 
a un conjunto de datos experimentales. Estas son las llamadas funciones potenciales 
empíricas entre las que se encuentran principalmente Lennard-Jones y Morse [73]. 
Existen diferentes aproximaciones que utilizan potenciales semi-empíricos cuyo análisis 
se deriva de argumentos de la mecánica cuántica como es el caso del método Car-
Parrinello [74]. 
 
Figura 2-15: Representación del potencial interatómico entre dos átomos (Línea azul) como 
resultado de la suma de las componentes de repulsión e interacciones de Coulomb. 
Como se representa en la ecuación 2.22, la energía total del sistema con una interacción 
descrita por un potencial empírico se puede representar con una expansión a muchos 
cuerpos: U1 es el término de un cuerpo, debido a un campo externo o condiciones de 
contorno (pared de un contenedor por ejemplo). U2  es el término de dos cuerpos, o 
potencial de pares. La interacción de cualquier par de átomos depende sólo de su 
separación y no es afectada por la presencia de otros átomos. El término U3 surge de 
tres cuerpos cuando la interacción de un par de átomos se modifica por la presencia de 
un tercero. De igual forma continuará  para U4, U5, etc. Sobre la base de esta expansión, 
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podemos vagamente separarlas en dos clases: potenciales de par (sólo U2) y 
potencialidades de muchos cuerpos (U3 y términos superiores). los potenciales de 






+ ∑∑ ∑ 𝑈3(𝑟𝑖,𝑟𝑗,𝑟𝑘)
𝑘>𝑗𝑗>𝑖𝑖
+ ….               (2.22) 
     𝑈(𝑟𝑖𝑗) = 𝐷𝑜[𝑒
−2𝛼(𝑟𝑖𝑗−𝑟0) − 2𝑒−𝛼(𝑟𝑖𝑗−𝑟0)]                      (2.23) 
El potencial de Lennard-Jones se aproxima muy bien a las interacciones tipo Van der 
Waals en gases inertes y los sistemas moleculares. A menudo se utiliza para modelar los 
efectos generales en lugar de las propiedades de un material específico.  El potencial de 
Morse (Ecuación 2.23) es más adecuado para los casos en que la interacción atractiva 
proviene de la formación de un enlace químico. Los términos representan el 
comportamiento repulsivo originado por las repulsiones de Pauil y las interacciones de 
Coulomb en su orden. Tal como se observa en la Figura 2.15 el potencial (la línea azul), 
es el resultado de sumar ambos términos representados por las líneas roja y verde 
respectivamente. Morse es popular para la simulación de metales que tienen estructuras 
fcc y hcp [75]. Un ajuste de las constantes 𝐷𝑜, 𝛼 y el parámetro de red 𝑟0  para muchos 
metales se dió por Girifalco y Weizer en [76]. 
2.18 Efectos Nanomagnéticos. Materiales 
Nanogranulares 
Cuando un material fundido se solidifica lo hace a partir de diferentes puntos de 
nucleación. En materiales cristalinos las agrupaciones de celdas crecen 
tridimensionalmente desde esos puntos hasta toparse unas con otras formando granos (o 
partículas). En otros procesos, tales como productos sinterizados u obtenidos por medio 
de  reacciones químicas (Sol-gel por ejemplo), un tratamiento de recocido posterior 
puede llevar a la formación de una estructura granular definida. Las condiciones de 
composición química, el proceso de producción y los tratamientos térmicos juegan un rol 
importante en la distribución de tamaño de grano promedio. 
 En los materiales magnéticos, cada grano puede presentarse como un monodominio o 
un multidominio si coexiste en su interior uno o varios momentos magnéticos. Existe una 
gran cantidad de materiales que tienen una naturaleza granular a nanoescala y cuyas 
propiedades magnéticas (y mecánicas) son sorprendentemente diferentes con sus 
contrapartes en bulk [77] [78]. Mientras materiales ferromagnéticos como Fe, Ni y Co son 
en general, magnéticamente blandos en bulk, se transforman magnéticamente duros 
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cuando aparecen en forma de partículas no interactuantes a nanoescala. La razón es 
que la magnetización se vuelve uniforme en dimensiones tan pequeñas como el ancho 
de una pared de dominio [79][80]. Una típica variación de campo coercitivo con el tamaño 
de grano se muestra en la gráfica interna de la figura 2.16 para Fe, la coercividad exhibe 
un pico distintivo antes de 40 nm [81]. Una consecuente correlación magnética (L en la 
gráfica) exhibe también un cambio drástico con el tamaño de grano, donde el mínimo 
observado corresponde a 𝜋𝛿0, donde 𝛿0 es el ancho de la pared de domino. 
 
Figura 2-16: Longitud magnética de correlación y campo coercitivo determinadas a partir de  
dispersiones de neutrones a pequeños ángulos [81]. 
 
 
Figura 2-17: Medida de la distribución de tamaño de grano comparada con una regresión 
lognormal  obtenidas de a) XRD en discos duros [82] b) Co80Pt20 y c) para varias generación de 
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La figura 2.17 muestra resultados de microscopia electrónica que indican que la 
distribución de tamaños en un sistema granular sigue la tendencia de una distribución 









2 ]                 (2.24)  
  
Donde la desviación estándar oscila entre 0.5 y 1.5. En [82] Shaoping Li et al midieron en 
un medio de grabación magnética la distribución de granos a partir de diferentes 
técnicas. En particular, una distribución tipo lognormal fue obtenida a partir de 
microscopia TEM, para la cual pudieron obtener una regresión acorde con los datos 
experimentales. Un trabajo experimental para el Fe nanoestrucurado medido a través de 
SANS, comparado con simulaciones micromagnéticas, argumenta que la orientación de 
la magnetización en cada grano es redistribuible en el proceso de magnetización de 
manera  independiente [86]. Por tal motivo, no procede ningún movimiento de paredes de 
dominio, sino más bien un proceso de avalancha que podría representarse mediante un 
modelo de campo aleatorio. Las medidas fueron realizadas en el rango entre 20-35 nm, 
el mismo rango donde la coercitividad muestra un máximo. 
Las primera descripción de los materiales nanoestructurados fue realizada por Herzer 
[14][88] vía modelo de anisotropía aleatoria (RAM)  y luego, unas aproximaciones 
similares que tomaron en cuenta un tamaño de grano finito y un esfuerzo arbitrario de 
acople intergranular [4]. La principal idea del modelo es que las anisotropías están 
definidas bajo ejes de dirección aleatoria en cada uno de los granos. Sin embargo, la 
consideración aleatoria reduce ostensiblemente la interacción entre granos que puede 
ser evidenciada en bulk [3]. Esta última característica y el efecto de que el tamaño de 
grano puede  exceder δ0, han previsto una serie de modificaciones lideradas por la 
siguiente generalización [86]: 
 













         (2.25)  
 
Donde ?⃗⃗⃗?𝑖(𝑟) es la magnetización espacio dependiente con volumen 𝑉𝑖, 𝛿 indica el vecino 
de grano más cercano,  ?⃗⃗?𝑖 la dirección del eje de anisotropía aleatoria y 𝐴 es la constante 
de interacción intergranular. La primera sumatoria puede entenderse en similitud de las 
componentes de un Hamiltoniano tipo Heisenberg. El segundo componente apunta a un 
reajuste de la interacción magnética, donde 𝐼𝑖𝑗 denota la reducción del intercambio a 
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través de la interface 𝑆𝑆𝑖𝑗 a una distancia 𝑑0 entre uno y otro grano. Este modelo se 
reduce a dos límites: (i) para 𝐼𝑖𝑗 = 2𝐴 igualando 𝑑0 = 𝑎, el parámetro de red y (ii) si los 
granos están débilmente acoplados y tienen dimensiones más pequeñas que la pared de 
dominio, los granos actuarían como espines acoplados a  largas distancias. Este efecto 
podría ser el origen de algunas diferencias observadas entre las susceptibilidades en FC 
y ZFC [89][90][91] los cuales son comúnmente atribuidos a fases de vidrio de spin. La 
solución exacta de esta ecuación para solo dos granos muestra que, la interacción 𝐼𝑖,𝑗 es 
ampliamente insensitiva para grandes y pequeños granos. Para tamaños grandes donde 
𝐷/𝛿0 > 𝜋 la magnetización nunca se transfiere coherentemente de un grano a otro, sea 
por una interface de deslizamiento, cuando la relación 𝜚 = 𝐼𝛿0/𝐴𝑑0 es pequeña o debido 
a la formación de dominios en granos de gran tamaño. Esto explica el origen de los 
cambios de la longitud de correlación con el tamaño de grano, un efecto que puede ser 
observado por dispersión de neutrones a ángulo pequeño. (SANS) [85].  De otra parte, 
para pequeños granos, la magnetización anula el efecto de la anisotropía, tal como lo 
predice RAM, soportando el hecho de que predice grandes distancias de la longitud 
magnética de correlación en relación proporcional a 𝐿/𝛿0 ∝ (𝛿0/𝐷)
4. Aun para pequeños 
valores de 𝐼𝑖𝑗, el acople de interfase es efectivamente fuerte si sus dimensiones 
satisfacen que 𝜚 > 𝐷/𝛿0 [4].  
La importancia de las interacciones dipolares fueron primero evaluados a escalas micro 
magnéticas, similares a un acople indirecto RKKY. M. Bahiana et al presentaron 
inicialmente estudios en los que muestran cómo la interacción dipolar favorece estados 
AFM y estados de baja remanencia a bajas temperaturas [92]. J. Al Sae et al realizaron 
una simulación MC para observar los efectos de la interacción dipolar en sistemas 
nanogranulares en el estado paramagnéticos, a un diámetro medio de 6nm bajo una 
distribución lognormal, sus simulaciones muestran que al incrementar la concentración 
de partículas la magnetización decrece [93]. Sugieren además, que el efecto de la 
interacción dipolar no siempre es negativo, sino que dependería del tipo de interacciones 
que se observan a campo promedio. Por tal motivo, sería conveniente analizar las 
condiciones de  transición al régimen paramagnético con base en un modelo pensado 
desde las interacciones de intercambio. Katsuhiko et al calcularon curvas de histéresis 
usando MC para estudiar la dependencia de las propiedades magnéticas en relación a 
las particularidades magnéticas locales y las fronteras de grano en un compuesto de Ni-
Fe-Cr-C. La simulación despreció el efecto de la anisotropía magnetocristalina, 
probablemente porque el material es magnéticamente blando [94]. Las curvas simuladas 
muestran que la disminución del número total de sitios magnéticos, al igual que el 
aumento de la desviación estándar de la distribución  de las fronteras de grano disminuye 
fuertemente la remanencia y la coercitividad.  
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3. Metodología para la construcción de las 
muestras  
En un gran número de reportes científicos han sido presentadas diferentes metodologías 
para la generación de estructuras granulares, la mayoría de ellas basadas en el método 
de diagramas de Voronoi [95]. A pesar de su popularidad, este método presenta algunos 
inconvenientes a escala atomística, debido a que las fronteras de grano obtenidas  
muestran formas que no corresponden con las estructuras reales observadas en 
imágenes TEM  [1] [83]. Es un hecho que, en películas nano-granulares, las propiedades 
magnéticas dependen fuertemente de las fronteras de grano. Por tal motivo, para este 
trabajo se desarrolló un nuevo método de crecimiento granular atomístico. La figura 3.1 
presenta algunos estados durante la construcción de una muestra poli-cristalina por 
medio de nuestro código. En la muestra final, las fronteras de grano están representadas 
por puntos negros y rojos. Los rojos representan los átomos más cercanos a la frontera y 
los negros son aquellos localizados específicamente en esta. Inicialmente las 
dimensiones de la muestra fueron establecidas en L=80 y d=30 unidades de celdas 
magnéticas (muc), donde L representa las dimensiones sobre el plano xy y d el espesor. 
Estas unidades se dan de acuerdo a la posición del ion magnético dentro de un sistema 
cúbico cristalino. La elección de d=30 muc permitió comparar los resultados obtenidos 
con los reportes experimentales, ya que, un espesor menor implicaría la generación de 
granos preferencialmente crecidos en el plano, dificultando las comparaciones 
estructurales.  
En el caso de las propiedades magnéticas, las diferentes teorías expuestas para explicar 
el comportamiento magnético han mostrado una dependencia del volumen de grano o de 
partícula. Con base en esto, la subdivisión de la película en granos fue ajustada para 
expresar los resultados en términos de múltiplos del volumen, cuya proporcionalidad está 
dada en términos 1/Ng, las veces que se divide el volumen de toda la muestra. 
Adicionalmente, las dimensiones fueron evaluadas para la simulación de las propiedades 
magnéticas reconsiderando el efecto de anisotropía de superficie y las dimensiones del 




Figura 3-1: Ejemplos de muestras en 3D y 2D con L=100 muc y d=20 muc a diferentes 
números de granos. Las consideraciones de frontera periódica pueden ser identificadas por la 
distribución de colores. Los puntos negros representan átomos localizados en la frontera de 
grano y los  rojos representan los más cercanos a estos. Las posiciones verdes representan 
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tamaño de grano con respecto al espesor.  La longitud de la muestra fue 𝐿 = 100𝑚𝑢𝑐, 
mientras que el espesor varió entre 𝑑 = 6𝑚𝑢𝑐 𝑦 𝑑 = 24𝑚𝑢𝑐. Esto permitió encontrar 
situaciones en las que 𝑑 < 𝐷𝑔 y viceversa. Algunos ejemplos de las muestras a 𝑑 =
20𝑚𝑢𝑐 son presentados en la figura 3.1 para diferentes volúmenes relativos de grano 
(𝑉𝑔). En esta figura se presentan tanto las imágenes tridimensionales como las 
bidimensionales. El número de átomos en la muestra se mantuvo constante en 200000. 
Las PBC estructurales pueden ser observadas por la distribución de colores en 3D o por 
las fronteras de grano en 2D, representadas por puntos negros y rojos. Cada uno de los 
granos exhibe una orientación específica de su estructura cúbica simple 
La construcción de la muestra consta de 3 etapas. La primera consiste en un 
procedimiento de crecimiento de cada grano, de manera individual, limitado por un gran 
número de átomos. La idea principal en esta etapa es obtener una secuencia de 
crecimiento para cada grano. La segunda etapa es la aglomeración o coalescencia de 
estos granos dentro de una película. La construcción de la muestra se basa en la 
elección aleatoria de grano para la adición secuencial de nuevos átomos. Por último, la 
tercera etapa es un proceso de relajación para ajustar los átomos en la frontera a  
posiciones más realistas. A continuación se describe de forma más detallada el 
procedimiento de construcción de la muestra de acuerdo al algoritmo empleado.  
3.1 Etapa 1: Crecimiento individual.  
La figura 3.2 presenta una secuencia de imágenes para el crecimiento individual de uno 
de los granos, mientras la figura 3.3 muestra el diagrama de flujo correspondiente. El 
objetivo de esta parte es obtener un archivo de posiciones con valores reales, dispuestos 
bajo una estructura cúbica orientada en una dirección de anisotropía aleatoria para cada 
grano. Para mejorar la velocidad de cómputo, el proceso de construcción es realizado 
con posiciones enteras, antes de ser trasladadas a números reales. Los átomos 
adicionados son denominados, Adatoms. El número de adatoms por cada grano fue 
limitado de acuerdo con el tamaño de la muestra. Este límite es denominado, NoAt en el 
diagrama de flujo. El valor de NoAt  debe ser mucho más grande que el tamaño promedio 
de grano esperado debido a que solamente una porción de cada uno será seleccionada 
al final para pertenecer a la muestra. En nuestro caso NoAt  fue considerado igual a L2d  
posiciones.  El procedimiento es realizado grano por grano. Una gran matriz FO(Px,Py,Pz) 
es implementada para banderas de ocupación, donde los índices Px, Py  y Pz 
representaron las posibles posiciones de los adatoms. La matriz-bandera debe estar 
previamente inicializada en cero (“vacía”). Esta es representada por un cubo centrado en 
(0,0,0), donde los límites fueron -2L y 2L para cada índice, ofreciendo un buen espacio 
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para el libre crecimiento. Cada nuevo adatom ocupará una posición en la matriz hasta 




Figura 3-2: Secuencia de imágenes de la etapa de crecimiento individual de uno de los 
granos. Las figuras insertadas son imágenes en 2D de su imagen 3D correspondiente. 
El método de crecimiento fue optimizado como sigue: La inicialización comienza con la 
colocación del átomo semilla en la posición Px(1)=0, Py(1)=0 and Pz(1)=0. La bandera de 
ocupación es puesta en 1 para el átomo semilla (FO(0,0,0)=1) y un contador de adatoms 
es inicializado en 1 (AAC=1). AAC es por tanto el índice de cada átomo. El procedimiento 
para la localización de cada nuevo adatom considera dos tablas de datos: la primera 
tabla (S1) contiene la información de las posiciones ya ocupadas y la segunda tabla (S2) 
contiene todas las posibles posiciones vecinas a las posiciones registradas en la tabla S1 
que no han sido ocupadas.  Para definir S2 es necesario un ciclo por todos los adatoms 
de S1, donde es necesario evaluar en cada átomo el estado de ocupación de sus 6 
primeros vecinos. Una nueva posición es adicionada a la tabla S2 solamente cuando se 
satisface la condición FO(Px,Py,Pz)=0 de cualquiera de sus vecinos. Como resultado, S2 
es una superficie que envuelve S1. También, un contador de vecinos de la superficie 
(NSC) se incrementa cada que una posición es añadida a S2. Las posiciones para esta 
superficie son definidos como PxS(1:NSC), PyS(1:NSC) y PzS(1:NSC). Es importante tener 
en cuenta que algunas posiciones podrían aparecer en S2 más de una vez debido a que 
corresponden a un posible vecino de más de un adatom. Como la elección de la nueva 
posición a ser ocupada es seleccionada aleatoriamente de S2 con un número entre 1 y 
NSC, estas posiciones repetidas tienen una mayor probabilidad de ser seleccionadas. 
Esta consideración es muy importante para el crecimiento homogéneo del grano. Si esta 
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no es tenida en cuenta, la muestra terminaría siendo una cadena de átomos ramificada y 
no un grano. Cuando el grano encuentra el límite de NoAt adatoms localizados, las 
posiciones enteras son trasladadas a valores reales. Para este propósito, primero son 
generados aleatoriamente tres vectores unitarios perpendiculares entre sí. Estos vectores 
 
Figura 3-3: Diagrama de flujo de la etapa de crecimiento individual. 
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definen la dirección de la de anisotropía cúbica y los vectores de traslación para una red 
cúbica simple. Primero se genera aleatoriamente un vector unitario a1; posteriormente, a 
partir de a1 y un punto aleatorio, se genera un nuevo vector unitario a2; y finalmente, un 
producto cruz define el tercer vector a3. El átomo semilla es relocalizado en un punto 
aleatorio dentro las dimensiones de la muestra y todas las demás posiciones son 
reubicadas a partir de este punto y el vector traslación obtenido. Por último, las 
posiciones en números reales y las direcciones de anisotropía de cada grano son 
almacenadas en un archivo para su utilización en la segunda etapa. 
3.2 Etapa 2. Aglomeración. 
 
Figura 3-4: Secuencia de imágenes de la etapa de aglomeración para una de las muestras 
de 10 granos. Las condiciones de frontera para el crecimiento pueden ser identificadas por los 
colores. 
La figura 3.4 muestra una secuencia de imágenes de esta etapa, mientras la figura 3.5 
presenta el diagrama de flujo correspondiente. El propósito de esta etapa es obtener un 
archivo de salida que contenga solo una porción de cada uno de los granos generados 
en  la etapa 1, formando un conglomerado. El primer paso consiste en leer el archivo 
generado en la primera etapa. Las posiciones son asignadas a las matrices X(i,j), Y(i,j) y 
Z(i,j) donde el índice i  identifica el número de grano y el subíndice j el número del 
adatom dentro del grano. El numero j varía entre 1 y NoAt, manteniendo el mismo orden 
individual de crecimiento. Las posiciones que están fuera del rango de dimensiones de la 
muestra son redimensionadas adicionando L o –L  para tener en cuenta condiciones de 
frontera periódica (PBC). Estas condiciones permiten un continuo crecimiento al otro 
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Figura 3-5: Diagrama de flujo de la etapa de aglomeración. 
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extremo de la muestra, cuando los nuevos átomos están fuera de los límites establecidos 
en x e y.  Las PBC pueden ser observadas en la figura 3.1. De manera similar a la etapa 
1, una gran matriz FO2(i,j) es implementada como bandera de ocupación. La bandera es 
inicialmente puesta en 1 para los átomos semilla, pues son los primeros en la muestra. 
Un vector APG(i) es usado como apuntador de las nuevas posiciones a evaluar por cada 
grano. Este vector es inicializado en 2 para todos los granos, debido a que los átomos 
semilla ya están localizados. Adicionalmente, un contador de átomos para toda la 
muestra (ACS) es también inicializado con el número de semillas. El límite  de ACS fue 
establecido en L2d, asumiendo una condición de densidad igual a la de un sólido mono-
cristalino.  
El crecimiento es realizado por medio de la selección aleatoria de los granos y la 
selección del posible nuevo átomo es indicado por APG(i). Para ser ubicado, cada nuevo 
átomo debería satisfacer tres condiciones: i). La nueva posición debe estar ubicada entre 
los  límites de la muestra (L y d). ii) El átomo seleccionado debería tener al menos un 
átomo vecino del mismo grano ya localizado, condición que se evalúa en la matriz de 
banderas FO2.  Y iii) se debe establecer una distancia mínima entre átomos de diferentes 
granos. Es necesario establecer este número por debajo de 1 muc para asegurar que se 
cumpla la condición de densidad. Valores de alrededor de 0.9 fueron asumidos en las 
simulaciones aquí presentadas. En particular, en el procedimiento empleado aquí, nos 
aseguramos de ubicar primero todos los átomos que satisficieran la condición de 
distancia inter-granular mayor o igual a 1 ucm antes de ubicar aquellos de distancias 
menores. El propósito fue evitar al máximo espacios intergranulares. Finalmente, se 
registran en un archivo de salida la posición de cada átomo, un identificador del número 
de grano y una bandera que indique la pertenencia o no a las fronteras de grano. 
3.3 Etapa 3. Relajación de las Fronteras de Grano.  
 
Figura 3-6: Curva de relajación de la energía por átomo en función del número de pasos de 
Monte Carlo en las fronteras de grano. La gráfica ha sido adimiensionalizada dividiendo por la 
energía de disociación del potencial de Morse. 
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Bajo la condición de una distancia inter-granular igual a una celda unidad, la densidad de 
átomos se establece hasta un 96% de la red mono-cristalina, aproximadamente. 
Disminuyendo esta distancia se  introducen los demás átomos hasta obtener el 100%. No 
obstante, éstos se localizaron en las fronteras  con posiciones irreales, ocasionando el 
gran estrés en la red cristalina. Por tal motivo, se llevó a cabo un proceso de relajación 
para disminuir el estrés.   El proceso se realizó a una temperatura de 300K utilizando un 
potencial de Morse (ver ecuación 2.23) por medio del método de Monte Carlo, tanto en 
átomos de la fronteras como en los más próximos a ésta. Los parámetros empleados 
para el potencial  fueron fijados en Do=400meV y =3.9 muc-1, de acuerdo con valores 
de materiales magnéticos presentados en  [76]. La energía de interacción fue calculada 
con un radio de corte de 3.8 celdas unidad. La figura 3.6 presenta la energía promedio de 
relajación por átomo (u) dividida entre Do como función del número de pasos de Monte 
Carlo (MCS). El proceso consistió en realizar una traslación de los átomos a distancias 
de 0.01 muc y bajo la consideración de una dinámica de Metrópolis, realizar los cambios 
de posición. Al inicio de la curva, los valores positivos muestran un altísimo estrés 
indicando que la distancia entre pares está muy por debajo del equilibrio. A pesar de 
esto, la curva evidencia una disminución rápida de la energía con MCS, exhibiendo 
estabilidad a partir de los 500 pasos de relajación, aproximadamente.  
3.4 Caracterización de la muestra 
 
Figura 3-7: Frecuencia relativa como función de a) átomos por grano y b) diámetro de grano, 
en muestras de L=80 muc and d=30 muc 
Se desarrolló la caracterización a L=80 muc y d=30 muc. Este espesor fue seleccionado 
de acuerdo con los resultados de diámetro de grano y volumen de grano  presentados en 
los resultados experimentales y bajo las consideraciones de  límites computacionales 
respecto al número de átomos. Las simulaciones fueron llevadas a cabo para  10, 15, 20, 
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25 y 30 granos por película. Para cada condición de número de granos, se simuló una 
gran cantidad de muestras independientes hasta alcanzar un número de 560 granos, 
aproximadamente. Esta independencia se obtiene empleando diferentes secuencias de 
números aleatorios.  Las figuras 3.7(a) y 3.7(b) presentan la distribución de tamaños de 
grano (en términos de porcentaje) dependiendo del número de átomos por grano y del 
diámetro de grano en la superficie, respectivamente. En la figura 3.7(a) el número de 
átomos por grano puede ser considerado como una medida del volumen debido a su 
proporcionalidad directa. Como se observa en esta figura, los puntos pueden ser 
ajustados mediante regresiones de tipo log-normal. Existen algunos inconvenientes para 
ajustar la parte derecha de la curva, donde el número de átomos por grano es elevado. 
Este inconveniente es debido a que el tamaño de grano se encuentra en el mismo orden 
de las dimensiones de la muestra. Esta es una restricción inevitable bajo las limitaciones 
computacionales. Sin embargo, en términos experimentales siempre es buscado un 
tamaño uniforme de la muestra. En medios magnéticos por ejemplo, se evitan los 
grandes volúmenes para conservar el número de granos por bit y por ende conservar la 
estabilidad de los datos almacenados [83]. También G. Vallejo et al. [96] presentaron 
distribuciones de tipo log-normal  en términos de volumen de grano para diferentes 
espesores. Sus resultados fueron similares a los nuestros. Adicionalmente, H J Richter et 
al presentaron resultados de distribución de diámetro de grano para varias generaciones 
de medios de almacenamiento magnético de la compañía Seagate Technology [83]. 
Aunque el tamaño de grano sigue típicamente una tendencia log-normal, la tendencia 
muestra que los granos grandes han sido reducidos drásticamente con el pasar de los 
años. Algunos otros resultados experimentales de medios granulares de Co y CoPt 
muestran estar acordes con nuestros resultados [97][98][99]. Por lo tanto el 
comportamiento estructural de estos medios es aproximadamente bien descrito por 
nuestras muestras virtuales. Nosotros consideramos que la metodología presentada para 
la generación de la muestra se ajusta a los reportes experimentales y puede emplearse 
en el intento de reproducir las propiedades magnéticas. 
En referencia a la figura 3.7(b), la distribución basada en el diámetro de grano, se deben 
clarificar algunos aspectos. A la izquierda de la distribución se encuentra una amplia 
contribución de pequeños diámetros de grano medidos en la superficie. Una situación 
similar fue también presentada por Shaoping Li et al [82]. Ellos usaron imágenes TEM 
para obtener la distribución de tamaño de grano dependiendo del diámetro. En su trabajo 
no todas las muestras representaron una distribución de tipo log-normal, como se 
esperaba. Sin embargo, más que estar en la búsqueda de resultados similares, debería 
tenerse en cuenta que los resultados adquiridos de manera computacional presentan una 
diferencia significativa respecto a las medidas tomadas experimentalmente, y podrían dar 
explicación a las distribuciones obtenidas a pequeños diámetros en la figura 3.7(b). En el 
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caso de los resultados experimentales, las medidas de tamaño de grano son 
normalmente obtenidas utilizando imágenes bajo diferentes técnicas de microscopia de 
electrones. En estas imágenes, la medida del diámetro sobre la superficie de la muestra 
es tomada incluyendo, en algunos casos, la frontera de grano y en otros no, dependiendo 
del experimentador [83]. Debido a que algunos granos presentan solo unos pocos 
átomos en la superficie, estos pueden ser considerados como parte de la frontera de 
grano en las imágenes. Como resultado, los pequeños tamaños de grano son 
despreciados en las medidas experimentales. Las simulaciones en cambio consideraron 
que todos los granos tienen átomos en la superficie proveyendo información de 
diámetros superficiales muy pequeños. 
 
 Figura 3-8: a) Promedio de átomos por grano, b) fracción de granos en la superficie respecto 
al número de granos y c) diámetro promedio de grano en función del número de granos de la 
muestra. L=80 muc y d=30 muc). 
En la figura 3.8 se incluyeron tres gráficas para caracterizar las muestras. Estas poseen 
información complementaria acerca de la distribución geométrica de átomos y granos. En 
las figuras 3.8(a) y 3.8(b) son presentados el promedio del número de átomos y el 
diámetro promedio por grano en función del número de granos (Ng), respectivamente. 
Ambas tendencias describe una curva exponencial decreciente. Esta curva no tiene en 
cuenta los casos extremos, cuando la muestra es mono-cristalina y cuando el desorden 
es total con L2d granos. La figura 3.8(c)  muestra la fracción de los granos en la superficie 
respecto al número total de granos en función de Ng. Para un rango entre 1 y 30 granos 
se observa una tendencia lineal. Estos aspectos geométricos son importantes, no solo 
para las propiedades magnéticas, sino para diferentes propiedades físicas en general, 
















































Figura 4-1: Ejemplo de resultados de Metaestabilidad observada en curvas de 
magnetización en función de la temperatura en una muestra dividida en 24 granos.  
La simulación de materiales magnéticos policristalinos requiere de un alto costo 
computacional, no solo por la necesidad de que la muestra contenga un gran número de 
granos para un adecuado tratamiento estadístico, sino también por la gran cantidad de 
parámetros en los diferentes tipos de interacciones y por los estados de metaestabilidad 
que pueden generarse (ver figura 4.1). Dentro de estos parámetros están los 
concernientes con desorden estructural de la muestra y el efecto de la interacción dipolar, 
principalmente. Mientras que en los estados metaestables, que son obtenidos en 
simulación a partir de diferentes condiciones iniciales (bajo diferentes semillas de 
números aleatorios), requieren de un incremento en el número de corridas para obtener 
promedios confiables. Como un ejemplo de resultado experimental, se ha informado que 
en muestras de ferrita nanoestructurada de Mg0.95Mn0.05Fe2O4, donde las muestras tienen 
una distribución de tamaño de partícula casi idéntica, se exhiben diferentes valores de 
magnetización espontánea [100]. La metastabilidad es un territorio poco explorado en 
simulación, el cual incluye, entre otros, el crecimiento de estructuras y patrones. D. P 
Landau y K. Binder presentan en su libro algunos ejemplos tratados por Monte Carlo [60]. 
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Estos sistemas se caracterizan además por ser irreversibles [60]. Nuestras simulaciones 
dan un paso en este nuevo campo de la física computacional. 
Debido al costo computacional, fue necesario desarrollar un método paralelizado con 
acceso a memoria compartida. Bajo diferentes pruebas de velocidad de cómputo un 
número de 12 núcleos mostró tener el mejor rendimiento en paralelo. Sin embargo, 
debido a la capacidad de cómputo de nuestros servidores, las simulaciones fueron 
corridas en 10. Para implementar la paralelización, la muestra fue subdividida tratando de 
conservar una simetría cúbica en cada celda. La denominación de celda continuará 
siendo empleada para referirnos a las divisiones. Estas no deberían confundirse con las 
unidades de celda magnética (muc) que refieren a la posición de los iones magnéticos. 
Cada una de las celdas conserva el mismo volumen pero no  necesariamente contienen 
el mismo número de iones magnéticos. El código de programación fue compilado bajo 
gfortran y openMP. El número de pasos de Monte Carlo se mantuvo alrededor de 40000 
por celda en cada variación de temperatura. Debido a los cambios de espesor, en  
algunas ocasiones el tamaño de celda debió ser modificado para tratar de conservar la 
simetría cúbica. La respuesta de la magnetización en función de la temperatura fue 
obtenida entre 2 K y 400 K con un paso de temperatura de 0.25 K.  
La implementación de un método paralelizado introduce un error cuando se actualizan 
los momentos. Esto se debe a que los cambios de espín son procesados en núcleos de 
manera independiente, por lo cual podrían no ser tenidos en cuenta en el cómputo de los 
demás núcleos que operan en simultáneo.  Tal situación podría producir un problema de 
ergodicidad. La hipótesis de ergodicidad establece que todos los estados accesibles son 
igualmente probables a lo largo de un período de tiempo prolongado. Sin embargo, 
nosotros despreciamos el efecto de este inconveniente bajo tres consideraciones: i) 
nuestras simulaciones están basadas en memoria compartida, por tanto los núcleos 
computacionales operan a la misma frecuencia con la misma información; ii) El  número 
de procesos fue ajustado sin exceder la capacidad computacional de los servidores para 
asegurarnos que los cálculos se realizan de manera simultánea, y iii) Solamente 10 
momentos de spin son computados al tiempo de un total de 200000. Esta cantidad se 
considera tan baja que los cambios individuales no alteran el rango de las fluctuaciones 
térmicas. Algunas referencias muestran que es posible paralelizar el Método de Monte 
Carlo bajo modelamientos similares al presentado en este trabajo [101][102]. 
4.2 Interacción de  Intercambio 
El Hamiltoniano utilizado para describir el sistema se presenta a continuación: 
 
ℋ = ℋ𝐸𝑥𝑐 + ℋ𝐴𝑛 + ℋ𝐷𝑖𝑝 + ℋℎ               (4.1) 
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Donde ℋ𝑒𝑥𝑐 hace referencia a la interacción de intercambio, ℋ𝐴𝑛 representa todos los 
componentes relacionados con la anisotropía, ℋ𝐷𝑖𝑝 es el término para la interacción 
dipolar y ℋℎ es el término de interacción con un campo magnético externo, como se 
presentó anteriormente. Algunas ecuaciones incluidas en el marco teórico son 
presentadas nuevamente en este capítulo por facilidad del lector. El Hamiltoniano fue 
implementado bajo un modelo clásico de Heisenberg. El término de interacción de 
intercambio es presentado en la ecuación 4.2, donde 𝑆 representa el momento magnético 
por punto de red  y  𝐽𝑖𝑗  es la magnitud de interacción de intercambio. La sumatoria corre 
sobre cada átomo, interactuando con los vecinos cercanos localizados dentro de un radio 
de corte 𝑟𝑐𝑢𝑡 = 3 𝑚𝑢𝑐. Por simplicidad, 𝑆 = 1 fue fijado para todos los átomos de la 
muestra sin importar su localización. 
ℋ𝑒𝑥𝑐 = − ∑ 𝐽𝑖𝑗 𝑆𝑖 ∙ 𝑆𝑗
𝑖,𝑗  𝑅𝑖𝑗<3𝑚𝑢𝑐





4                   (4.3) 
 
Figura 4-2: Energía de intercambio en función de la distancia entre momentos magnéticos 
bajo los parámetros establecidos. Un radio de corte de 3 muc fue empleado en nuestras 
simulaciones. 
La magnitud de 𝐽𝑖𝑗 fue calculada en función de la distancia entre pares. Diferentes 
estudios empleando DFT ( teoría de densidad funcional) han mostrado que esta 
interacción decrece con la distancia en materiales cristalinos de manera similar a la forma 
representada por una ecuación RKKY [21] [22] [23] [24]. Por tanto, esta ecuación fue 
establecida para encontrar la interacción sobre las zonas inter-granulares donde 
𝐽𝑖𝑗  puede presentar valores altos a distancias menores que 1 muc. La ecuación RKKY es 
nuevamente presentada en la ecuación 4.3, donde  𝑘𝐹  es la longitud del vector de onda 
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de Fermi y 𝑅𝑖𝑗 la distancia entre los iones magnéticos vecinos. Para el caso de metales, 
𝑘𝐹~ 1/𝑎,  donde 𝑎 es el parámetro de red [24]. Por tanto, en este trabajo 𝑘𝐹 = 1 𝑚𝑢𝑐
−1 
fue fijado.  La figura 4.2 representa la interacción de intercambio para las condiciones 
establecidas en nuestras simulaciones. 𝐽𝑜  es un parámetro de ajuste para obtener  
𝐽𝑖𝑗(𝑅𝑖𝑗 = 1 𝑢𝑐)  = 10 𝑚𝑒𝑉. La energía cristalina es representada por el segundo término 
del Hamiltoniano (ecuación 4.1) y sus componentes están especificados en la ecuación 
4.4. Tres componentes son considerados: La anisotropía cúbica magneto-
cristalina, ℋ𝑐𝑟𝑦𝑠𝑡, la anisotropía de superficie,  ℋ𝑠𝑢𝑟𝑓 y la anisotropía producto del estrés 
en la zona intergranular, ℋ𝑏𝑜𝑢𝑛. 
ℋ𝐴𝑛 = ℋ𝐶𝑟𝑦𝑠𝑡 + ℋ𝑆𝑢𝑟𝑓 + ℋ𝐵𝑜𝑢𝑛              (4.4) 
4.3 Anisotropías  
Este Hamiltoniano de anisotropía está basado en dos principios: i) La intensidad de la 
anisotropía se reduce por el efecto del incremento en la temperatura de manera similar a 
los reportes experimentales presentados en [31] [103][104] y ii) la anisotropía cúbica 
puede ser redireccionada y redimensionada  sobre la superficie de la película y en las 
fronteras de grano, por efecto del desorden estructural. Estudios de clústeres de átomos 
obtenidos por medio de cálculos ab-initio y procesos experimentales han mostrado que la 
configuración electrónica de los átomos pertenecientes a estas regiones son 
significativamente diferentes respecto a las zonas cristalinas [105] [106] [44] [107]. 
Basados en el hecho que los cambios de configuración electrónica alteran la anisotropía 
cristalina, nuestra aproximación toma en cuenta la pérdida de simetría en el medio local. 
En particular, M. Jamet et al. separaron las diferentes contribuciones de anisotropía 
magnética en sistemas compuestos por clústeres de 3nm embebidos en matrices de Nb 
[44] [108]. En estos trabajos evidencia el rol dominante de las superficies intergranulares, 
concluyendo que la interacción es proporcional al número de átomos en las zonas 
intergranulares. Adicionalmente, las pequeñas deformaciones pueden dar origen a una 
importante anisotropía. De hecho, el estrés inter-capa entre el sustrato y las películas con 
diferentes parámetros de red pueden resultar en una anisotropía perpendicular [46]. 
Mientras que en películas de gran espesor y gran tamaño de grano, estos factores 
pueden ser despreciados, en nuestro caso, estos son clave para explicar los diferentes 
comportamientos a nanoescala, como la disminución de la magnetización de saturación 
con la reducción del tamaño de grano, por ejemplo. 
Para empezar, nosotros consideramos que ℋ𝐶𝑟𝑦𝑠𝑡 puede ser expresado como se 
presenta en la ecuación 4.5, donde 𝛼𝑖1,  𝛼𝑖2 y 𝛼𝑖3 son los cosenos directores del momento 
magnético en la posición i respecto a los ejes fáciles de magnetización. De acuerdo con 
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la anisotropía cúbica, las direcciones fáciles son [100] [001] y [010]. La magnitud de la 
interacción está dada por 𝐾1 and  𝐾2, donde los valores experimentales pueden 
encontrarse alrededor de 10−2𝑚𝑒𝑉 por átomo. De acuerdo con los principios i) and ii), 
anteriormente descritos, estos valores de anisotropía deberían estar presentados en 
función de la temperatura y el desorden cristalino. En la ecuación 4.6, proponemos una 
aproximación  en términos de valores efectivos de anisotropía, donde los valores de 
𝐾𝑛  envuelven el producto entre una dependencia efectiva con la temperatura 𝐾𝑛 𝑒𝑓 (𝑇) 
[24] [31] [109]  y una dependencia efectiva con el desorden cristalino 𝐾𝑒𝑓 (𝑣𝑖  ). En esta 
última,  𝑣𝑖  es la magnitud del vector anisotropía y de pérdida de cristalinidad el cual se 













                    (4.5) 
𝐾𝑛 = 𝐾𝑛 𝑒𝑓 (𝑇) 𝐾𝑒𝑓 (𝑣𝑖)                                       (4.6) 
 
 
Figura 4-3: Anisotropía en función de la temperatura obtenida a partir de la ecuación (4.7). 
Se presentan los parámetros utilizados en la mayor parte de las simulaciones. 𝑇𝐴 hace referencia 
a la temperatura en el punto de inflexión de la curva. 
𝐾𝑛 𝑒𝑓(𝑇) = 𝐴(𝐾𝑛𝑜 − 𝐾𝑛∞) (1 − tanh2 (
𝑇
𝑇𝐴
− 1)) + 𝐾𝑛∞          (4.7) 
Usualmente, la anisotropía decrece rápidamente en la medida en que la temperatura se 
acerca a la temperatura de Curie [31] [103][104]. Para modelar la dependencia de la 
anisotropía con la temperatura  hemos propuesto la relación dada por la ecuación 4.7. En 
esta ecuación 𝑇𝐴 hace referencia a la coordenada en el eje de temperatura del punto de 
inflexión de la curva. Esta fue establecida en 𝑇𝐴 = 200K. Los valores de anisotropía a 0 K 
están dados por 𝐾1𝑜 = 0.05𝑚𝑒𝑉 y 𝐾1𝑜 = 0.01 𝑚𝑒𝑉. Como es esperado, cuando la 
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temperatura incrementa la anisotropía tiende a cero, por tanto se estableció  𝐾1∞ =
𝐾2∞ = 0 en nuestras simulaciones. 
Las primeras bases para entender el efecto de la anisotropía de superficie fueron 
expuestas por Néel [42]. El sugirió una suma de anisotropías uniaxiales por cada primer 
átomo vecino. Estas bases han sido consideradas para explicar los efectos de superficie 
en nano-partículas [43] y clústeres individuales [44]. Tal presunción genera una 
anisotropía cristalina distorsionada hacia una dirección preferencial. Este método, sin 
embargo, presenta un inconveniente, no permite reproducir  la anisotropía cubica 
cristalina pues la suma de senos al cuadrado en las 3 direcciones da 1, eliminando 
cualquier dirección preferencial. Además,  las anisotropías generadas principalmente a 
pequeñas deformaciones no son creíbles. Esto dificulta su implementación de forma 
genérica. Un método que puede proveer resultados acordes se propone a continuación. 
La función 𝐾𝑒𝑓 (𝑣𝑖  )   presentada en la ecuación 4.8 ha sido introducida para considerar la 
pérdida de vecinos y las deformaciones en cada átomo 𝑖, donde 𝛾 es un parámetro de 
ajuste que debería depender del material y 𝑣𝑖 es la magnitud del vector resultante de los 
primeros vecinos.  𝑣𝑖 es por tanto,  una medida de la pérdida de simetría cúbica el cual  
se obtiene a partir de la ecuación 4.9. En nuestras simulaciones 𝛾 ha sido fijada en 1. 
𝐾𝑒𝑓 (𝑣)  =  𝑒
−𝛾𝑣𝑖                 (4.8) 
 
?⃗?𝑖 = ∑ ?⃗?𝑖𝑗
<𝑖,𝑗>
                         (4.9) 
 
 
Figura 4-4: Representación del vector de anisotropía y pérdida de cristalinidad (flecha azul) 
obtenido a partir de los vectores de posición de los primeros vecinos (flechas negras) para átomos 
localizados en una superficie ideal (A), una superficie rugosa (B y C) el interior de un grano (D) y 
la frontera entre dos granos (E). Las líneas punteadas indican el eje de la anisotropía uniaxial.  
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La dirección y magnitud de ?⃗?𝑖 tienen también un rol importante en  ℋ𝑠𝑢𝑟𝑓 y  ℋ𝑏𝑜𝑢𝑛. Para 
estas anisotropías la magnitud del vector es una indicación de la intensidad basada en el 
nivel de deformación respecto a un medio cristalino y la dirección representa el eje 
preferencial de una  de anisotropía uniaxial. La figura 4.4 es una representación de la 
magnitud y dirección de 𝑣𝑖⃗⃗⃗ ⃗ en diferentes sitios, a partir de una imagen 2D. Esta figura 
está compuesta por dos granos, donde las letras mayúsculas representan átomos en 
diferentes posiciones. El átomo A esta localizado sobre una superficie ideal donde 𝑣𝑖⃗⃗⃗ ⃗ = − 
𝑗.̂ Este caso corresponde a una situación estándar en la simulación de películas 
delgadas. Por el contrario, el átomo B está situado en una superficie rugosa, donde se 
asume una situación más realista para obtener la anisotropía.  
La figura 4.5 presenta la magnitud del vector de pérdida de cristalinidad en función del 
número de granos (Ng). La figura 4.5(a) muestra el promedio de la magnitud del vector 
sobre la superficie. Independientemente del número de granos, 𝑣𝑖 toma valores por 
encima de 1. Esto se observa con claridad en los átomos  B y C (figura 4.4), donde el 
número de coordinación se reduce por el límite de superficie. En estos átomos  la 
magnitud de 𝑣𝑖  debe incidir en un aumento de la anisotropía uniaxial. Esta preferencia 
en la orientación del momento magnético se propone a partir del siguiente Hamiltoniano: 
ℋ𝑠𝑢𝑟𝑓 = − ∑  𝐾𝑆𝑒𝑓(𝑆𝑖 ∙ ?̂?𝑖)
2
𝑖∈𝑆𝑢𝑝
          (4.10) 
donde la constante de superficie efectiva por átomo está dada por : 
 




Figura 4-5: Valores promedio del vector anisotropía y de pérdida de cristalinidad en función 
del número de granos para (a) la superficie y (b) las fronteras de grano. 
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El eje uniaxial está definido por el vector unitario de ?⃗?𝑖. Un parámetro de proporcionalidad 
𝑆 fue adicionado. Este último se fijó en 0.2 de acuerdo con simulaciones previas que 
evidenciaron un cambio de alineamiento de in-plane a out-plane, cuando el espesor se 
reduce a unas pocas capas. Este fenómeno observado experimentalmente es 
identificado como anisotropía perpendicular magnética (PMA). 
De otro lado, las medidas  de acoplamiento magnetoelástico en películas epitaxiales de 
Fe, Co y Ni difieren de sus respectivos valores en bulk [47]. En otros experimentos se 
observa que los dominios se orientan a razón de la curvatura de las películas. Esta 
anisotropía inducida por deformación es frecuentemente observada en multicapas por el 
desacople atómico entre capas adyacentes con diferentes parámetros de red [48]. Esto 
muestra la importancia de la introducción del término de energía por deformación para 
entender el efecto magnetoestrictivo de las películas delgadas granulares. Para esto, de 
manera similar a la superficie, se consideró una anisotropía uniaxial para cada uno de los 
átomos en las fronteras de grano. El Hamiltoniano es representado por: 
ℋ𝐵𝑜𝑢𝑛 = − ∑  𝐾𝐵𝑒𝑓  (𝑆𝑖 ∙ ?̂?𝑖)
2
𝑖∈𝐶𝑜𝑟𝑒
                  (4.12) 
Donde el parámetro de anisotropía se representa por un factor efectivo dado por:  
 𝐾𝐵_𝑒𝑓 = 𝐵𝑣
2𝐾1                (4.13) 
La magnitud y la dirección de ?⃗?𝑖  representan un factor de intensidad de la deformación y 
la dirección del eje de anisotropía uniaxial, respectivamente. El valor 𝑣2 fue introducido 
como una primera aproximación al comportamiento esperado ya que ha sido demostrado 
experimentalmente que pequeños cambios de cristalinidad producen una gran influencia 
sobre las propiedades magnéticas. 𝐵   es el parámetro que ajusta esta proporcionalidad. 
Como es posible observar en la figura 4.4, el vector resultante para un átomo ubicado 
dentro del core (átomo D) de un grano es ?⃗?𝑖 = 0. En este caso la anisotropía cúbica es 
preservada. Por el contrario, en las fronteras de grano las deformaciones hacen que 
?⃗?𝑖 ≠ 0. Un ejemplo es presentado en el átomo E de la misma figura. Obsérvese que la 
magnitud de ?⃗?𝑖  es muy reducida con respecto a los valores encontrados para la 
superficie. Por tanto, es necesario un análisis más detallado para obtener y entender la 
magnitud de 𝐵  , como se presenta a continuación. De una forma explícita, en sistemas 
de distribución cúbica cristalina, la expresión de la energía magnetoelástica es: 






2) + 2𝐵2( 12𝛼1𝛼2 + 23𝛼2𝛼3 + 31𝛼3𝛼1) + ⋯           (4.14) 
Donde 𝐵1 y 𝐵2 son las constantes magnetoelásticas y 𝑛𝑛 son componentes del tensor de 
deformación. 𝐵1 y 𝐵2 están en el orden de  10
−4  eV por átomo para el Fe, el Ni y el Co 
[46]. Estos valores están considerablemente muy por encima del orden de las 
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anisotropías cristalinas pero en el mismo orden de las interacciones de intercambio. 
Como consecuencia, pequeñas deformaciones en la frontera hacen que esta anisotropía 
de desorden compita directamente con la influencia del intercambio que proviene y/o esta 
fortalecida desde el centro del grano. Con el propósito de observar los efectos en la 
escala adecuada, 𝐵  fue establecido en 10 para nuestras simulaciones.   
4.4 Interacción Dipolar 
 
Figura 4-6: Representación esquemática de la interacción dipolar a) División de la muestra 
en celdas b) Representación en 2D de las interacciones spin-spin y  spin-celda. La región ℒ está 
conformada por la celda a la cual pertenece el spin y las 7 celdas vecinas de acuerdo con la 
menor distancia al centro de masa. c) PBC alrededor de la muestra con un radio de corte de 5 
réplicas. 
Las interacciones entre dipolos magnéticos juegan también un rol muy importante en las 
propiedades de los sistemas compuestos por partículas. En estos sistemas de muchos 
cuerpos, la distribución de tamaños y los ejes de anisotropía en cada partícula son la 
clave para describir el comportamiento en función de la temperatura. Aunque algunos 
modelos han sido propuestos para explicar el comportamiento colectivo, ninguno de ellos 
ha sido concluyente [93]. Con el fin de clarificar los efectos de la interacción dipolar, 
nosotros proponemos un modelo más completo, donde el efecto de la interacción dipolar 
spin-spin en las fronteras de grano es tenido en cuenta. Una implementación similar a la 
del método de múltiplo rápido (FMM) fue optimizada en dos niveles bajo coordenadas 
cartesianas. Esta implementación está representada en la figura 4.6. La ventaja de las 
coordenadas cartesianas sobre los esféricos armónicos fue demostrada tanto para FMM 
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como para métodos basados en trasformadas de Fourier en [72]. Diferentes simulaciones 
fueron corridas para decidir el número apropiado de dipolos por celda, sujetos a las 
capacidades computacionales y la distribución geométrica de las celdas. A un espesor de 
20 muc, en el cual se realizaron la mayoría de las simulaciones, el tamaño seleccionado 
fue de 10x10x10 muc3 obteniendo 200 celdas como es presentado en la figura 4.6(a).  A 
diferentes espesores se trató de conservar la geometría con dimensiones semejantes. 
Estas divisiones son las mismas empleadas en la paralelización expuesta al inicio del 

































               (4.15) 
Donde 𝑖𝑗 y 𝑖𝑘 son la interacciones entre momentos spin-pin y spin-celda, 
respectivamente. La figura 4.6(b) es una representación esquemática de estos dos tipos 
de interacción. La primera suma corre sobre todos los espines en la región ℒ. Esta región 
corresponde a la celda de 𝑆𝑖 y las  celdas más cercanas alrededor de la posición i, de 
acuerdo con la distancia al centro de masa de las celdas. ℛ − ℒ es la región donde se 
presenta la interacción con los momentos de la celdas 𝑘, siendo 𝑆𝑘 = ∑ 𝑆𝑗𝑗∈𝑘 . La 
interacción considera PBC hasta un radio de corte de 5 réplicas de la muestra, como se 
presenta en la figura 4.6(c). El vector  𝑟𝑖𝑘 representa la distancia entre 𝑆𝑖 y el centro de 
masa de la celda 𝑘. La constante de interacción dipolar, 𝐷, puede obtenerse para cada 
material a partir de 𝐷 = 𝜇0𝜇𝑔
2 4𝜋𝑎3⁄ , donde 𝜇0 es la permeabilidad del espacio libre y 𝜇𝑔 el 
momento magnético por ion. Este parámetro se fijó en 0.01 meV en nuestras 
simulaciones, de acuerdo con la escala de energía observada en los materiales 
magnéticos. La competencia entre la interacción dipolar, y las anisotropías, 
especialmente la de superficie, ha demostrado ser la responsable por las reorientaciones 
en las películas FM ultradelgadas [110][111]. 
4.5 Campo Externo Aplicado 
Finalmente, el último componente del Hamiltoniano presentado en la ecuación 4.1 hace 
referencia a la interacción Zeeman, donde ℎ representa el campo magnético externo. 
Este término se representa por medio de la siguiente ecuación: 
ℋℎ = −∑𝑆𝑖 ∙  ℎ⃗⃗  
𝑖
                        (4.16) 
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Para los cálculos de ciclo de histéresis, el número de pasos de Monte Carlo se fijó en 
80000, de acuerdo con la tendencia del campo coercitivo (ℎ𝐶) en función del MCS 
presentado en la figura 4.7. Las magnitudes de  〈𝑚〉  son el promedio de los últimos 5000 
pasos de Monte Carlo, con un paso de campo externo de 0.1 meV por átomo. 
















Figura 4-7: Campo coercitivo en función de los pasos de Monte Carlo. Los promedios se 
calcularon con los últimos 5000 pasos en un corte de 80000 MCS 
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Figura 5-1: Promedio de diferentes curvas de magnetización para diferentes números de 
granos en la muestra.  
Los promedios de las curvas de magnetización variando el número de granos son 
presentadas en la figura 5.1. Cada curva fue obtenida a partir del promedio de al menos 
5 simulaciones. Una de las curvas representa un monocristal la cual exhibe la 
temperatura crítica más elevada, 𝑇𝐶354 K. Esto difiere de las muestras con Ng>1, que 
exhiben temperaturas menores. Esta disminución es esperada debido a tres factores: i) el 
desorden producido en las fronteras se traslada a los espines, ii) cada grano exhibe 
diferentes orientaciones preferenciales de anisotropía cristalina y iii) la superficie es 
rugosa y traslada  su desorden a la anisotropía de superficie. Estos tres promueven un 
desorden adicional al promovido por la temperatura en competencia con el orden FM 
impuesto por la interacción de intercambio. Las curvas de muestras policristalinas 
también exhiben una transición menos abrupta entre el estado PM y el FM, exponiendo la 
formación de un intervalo crítico, como se indica en la misma figura. Este intervalo será 
descrito en detalle más adelante. 
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5.1 Magnetización a bajas temperaturas 























Figura 5-2: Valores máximos y mínimos de magnetización de saturación como función del 
número de granos con y sin anisotropía de superficie, anisotropía de frontera e interacción dipolar. 
Las curvas M vs T exhiben cambios de la magnetización con el volumen de grano. En 
forma resumida, la figura 5.2 presenta los resultados de magnetización obtenidos a una 
temperatura de 2K (𝑚𝑂) para diferentes volúmenes. Para comparar, una evaluación de 
𝑚𝑂 sin (caso A) y con (caso B) anisotropía de superficie, anisotropía inter-granular e 
interacción dipolar se presenta a continuación. Algunos de estos resultados fueron 
previamente reportados en [112]. Para el caso B, los parámetros fueron  𝜖𝑆 = 0.2; 𝜖𝐵 = 10 
y  𝐷 = 0.05 𝑚𝑒𝑉. Los valores  𝑚𝑂_𝑀𝑖𝑛  y  𝑚𝑂_𝑀𝑎𝑥 en la figura corresponden a los valores 
más altos y más bajos encontrados, respectivamente, dentro de un grupo de 
simulaciones realizadas a mismo número de granos. Estas diferencias en la saturación 
pueden ser explicadas como sigue. En algunas regiones de la muestra, el acoplamiento 
entre granos puede ser alcanzado por causa de las fluctuaciones térmicas del sistema; 
sin embargo, es esperado que el alineamiento pueda estar anclado en forma de dominios 
por granos. A causa de los dominios la magnetización se reduce. Estos cambios se 
observan con y sin anisotropías e interacción dipolar, lo cual evidencia que el solo 
desorden estructural reduce la magnetización en las muestras nano-granulares. No 
obstante, los valores de 𝑚𝑂_𝑀𝑖𝑛   y 𝑚𝑂_𝑀𝑎𝑥  son notoriamente más bajos en el caso B que 
en el caso A. En particular, el valor más bajo de 𝑚𝑂_𝑀𝑖𝑛 es a 25 granos en B, mientras en 
A, este valor está en  50 granos, aproximadamente. Esto indica la existencia de un 
escenario de transición que depende de las intensidades de las anisotropías. Cuando la 
anisotropía de frontera es introducida, la anisotropía cristalina es reemplazada por una 
anisotropía uniaxial en cada átomo de la frontera. Como las direcciones de estas nuevas 
anisotropías no están correlacionadas, los momentos magnéticos pierden igualmente 
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correlación entre ellos. Esta pérdida está directamente relacionada con la intensidad de 
los parámetros de anisotropía.  
Con el propósito de entender el comportamiento a diferente volumen de grano, en más 
detalle, el análisis de los resultados de magnetización de saturación en función del 
número de granos con todo el conjunto de parámetros ( 𝜖𝑆 = 0.2, 𝜖𝐵 = 10 and 𝐷=0.01 
meV) se dividió en tres regiones. La figura 5.3 presenta planos medios de una imagen 
estructural y algunos de los estados magnéticos en la saturación en las cuales se 
apoyaran nuestros análisis. Estas son: 
 i) En el rango medio, a Ng14-30, donde los volúmenes están entre 6x103 y 14x103 mcu3 
aproximadamente, se presentan los valores de saturación más bajos de acuerdo con la 
figura 5.2.  En esta región, el volumen promedio de grano es el factor clave para la 
estabilidad individual. En la medida en que el grano tiende a ser relativamente grande la 
relación entre la superficie y el core favorece la influencia ferromagnética del core, los 
granos están más independientes y cada uno puede ser considerado como próximo a un 
monodominio. Esta independencia es asimismo beneficiada por el efecto aislante de las 
fronteras. El estado puede ser observado en un zoom de los momentos magnéticos de 
una frontera presentado en la figura 5.3(b). El monodominio se establece fuertemente 
debido a que la transición al estado FM ocurre primero en el core que en las fronteras. 
Esto hace que a bajas temperaturas se torne más improbable saltar la barrera de energía 
para adoptar la dirección de otro dominio. Como resultado, la saturación presenta valores 
muy bajos. La figura 5.3(d) presenta la alineación de los momentos en una imagen 
transversal de la película de 30 granos. Los granos que presentan un gran número de 
átomos, son fuertemente influenciados por la anisotropía de superficie y sus 
monodominios prefieren alinearsen perpendicularmente a la película. Aquellos con menor 
influencia, más al interior de la película, prefieren la orientación en el plano favorecida por 
el efecto de la interacción dipolar. El valor de 𝑁𝑔 25 granos (1x104 mcu3) reveló ser el 
caso más aproximado a una distribución de monodominio por grano y por ende, el rango 
apropiado para las simulaciones de los capítulos posteriores. 
ii) A 𝑁𝑔 < 14, el tamaño de grano es más grande, con volúmenes mayores a 14x103 mcu3  
aproximadamente. El número de átomos en la frontera es más bajo que en el core y la 
tendencia al mono-dominio es también observada. La figura 5.3(a) es un zoom de una 
frontera que muestra los diferentes dominios. En este rango, la anisotropía de superficie 
actúa fuertemente debido a que el tamaño de grano es tan grande como para obtener 
contribuciones de ambas superficies.  Además, como se presentó en la figuras 4.5(a) y 
4.5(b), a bajos valores de Ng, un ligero incremento de vector de anisotropía y  
deformación en la superficie está acompañado por una fuerte disminución del mismo en 
las fronteras.  Por tanto, bajo estas condiciones es esperado que el efecto de superficie 
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sobrepase el efecto de frontera y se evidencie una dirección perpendicular de la 
magnetización. Como resultado, la película trata de unificarse en un solo dominio.  
III) En el caso de 𝑁𝑔 > 30, donde el volumen de grano es más bajo que 6x103 mcu3, la 
interacción entre los granos es más alta y los dominios tienden a estar formados por más 
de un grano. Como resultado, la diferencia entre 𝑚𝑂_𝑀𝑎𝑥 y 𝑚𝑂_𝑀𝑖𝑛 tiende a disminuir. 
Este comportamiento puede ser observado en la figura 5.3(c) lo cual indica que el 
tamaño de grano no es sufiente para mantener la barrera de anisotropía de volumen 
durante el proceso de enfriamiento. En asociación con el caso A para 𝑁𝑔 > 50  (𝜖𝑆 = 0, 
𝜖𝐵 = 0 y 𝐷=0 meV), ambas curvas exhiben la misma tendencia. Este comportamiento es 
una indicación  de que 𝜖𝑆, 𝜖𝐵 y D, no  ejercen gran influencia hacia el mono-dominio, al 
menos a los valores establecidos. 
 
Figura 5-3: Estados de dominios magnéticos en películas con diferentes cantidades de 
granos en el plano intermedio xy para a) 10  b) 20 y c) 49 granos. d) Estados de dominios 
magnéticos  en el plano intermedio xz para 30 granos. Los átomos en los límites de grano se 
descartaron con fines de visualización. 
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5.2 Transición PM a FM  
También fue realizado para estos primeros resultados, un análisis del comportamiento de 
la transición de PM a FM en función del número de granos. Los resultados son 
presentados en la figura 5.4, tanto para el caso A como el caso B. Esta figura presenta 
un intervalo de temperaturas críticas (Δ𝑇𝐶) calculado a partir de dos límites: (𝑇𝐶−𝑎) que 
corresponde al punto de inflexión, determinado a partir de la derivada de la 
magnetización, y (𝑇𝐶−𝑏) que es el corte con el eje de temperatura, obtenido al extender 
una línea tangente que pasa por el punto de inflexión. Ambos límites fueron previamente 
representados en la figura 5.1. En este intervalo, cada grano o set de granos transita al 
estado FM de manera individual, debido a las particularidades principalmente 
relacionadas con el tamaño y la forma. La región crítica se caracteriza porque los 
procesos de nucleación de los dominios magnéticos se generan desordenadamente en 
diferentes partes de la muestra, favoreciendo el desacoplamiento entre granos. Como 
resultado, la magnetización total es la combinación de diferentes transiciones y el 
intervalo crítico puede dar cuenta del comportamiento colectivo. 























Figura 5-4: Valores promedio de los limites  𝑇𝐶−𝑏 y  𝑇𝐶−𝑎  del intervalo crítico dependiendo 
del número de granos con (caso A) y sin (caso B) anisotropía de superficie, anisotropía de frontera 
e interacción dipolar. 
En un comienzo, fueron esperados incrementos de la temperatura crítica en función del 
volumen de grano; sin embargo, la figura 5.4 muestra un máximo tanto para el caso A 
como para el B. Para  𝜖𝑆 = 0, 𝜖𝐵 = 0 and 𝐷=0, el máximo está localizada alrededor de 
𝑁𝑔 = 50 granos, en concordancia con el tamaño para el cual el mono-dominio está 
fuertemente establecido. Cuando el efecto dipolar y de las anisotropías de frontera y 
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superficie son introducidos, el máximo valor de 𝑇𝐶 ocurre alrededor de 𝑁𝑔 ≈ 14 granos, 
donde también el intervalo Δ𝑇𝐶 es más angosto. Esto no corresponde con el 
monodominio localizado alrededor de Ng20-30 granos. Para realizar un análisis 
complementario, se realizaron simulaciones adicionales a  30 granos introduciendo el 
efecto del campo magnético externo. Estas son presentadas en la figura 5.5. Esta figura 
muestra la magnetización como función de la temperatura para cuatro procesos 
continuos: la magnetización espontánea en un proceso de enfriamiento,  ZFC y FC con 
un campo externo de 0.1 meV/atm, y calentamiento sin campo FCW. En primer lugar, se 
evidencia una temperatura de bloqueo a  TB= de 189 K, lo que permite intuir que el 
sistema puede adquirir un estado SPM. La temperatura de irreversibilidad (TI) evidencia 
que la anisotropía local pierde efecto a 227 K aproximadamente. De acuerdo con la figura 
4.3, en este punto la anisotropía magneto cristalina se encuentra fuertemente disminuida. 
Por tanto, es esperado que la orientación de los dominios pierda su dependencia de esta 
y de la anisotropía de superficie. A temperaturas más grandes que TI, los granos 
interactúan como partículas aisladas debido a que las condiciones de frontera todavía se 
encuentran en el rango de meV. La constante dipolar no exhibe una dependencia con la 
temperatura y contribuye con dominios desordenados pero con alineamientos en el 
plano. Como resultado, la magnetización cae en esta región y la temperatura critica 
medida no corresponde al promedio de las temperaturas de los dominios. De hecho, la 
curva FCW muestra que, a partir de un régimen monodomio (tendencia a un dominio por 
grano), ordenado por el efecto de campo impuesto durante el FCC, el sistema transita a 
un estado PM a 332.95 K aproximadamente, donde los límites son  𝑇𝐶−𝑏=342.3 y  
 𝑇𝐶−𝑎=323.6K. Estas son temperaturas más elevadas que reflejan el verdadero promedio 
de las temperaturas críticas.  
 
Figura 5-5: Procesos termo-magnéticos para ZFC, FC y FCW a 30 granos. Las flechas 
representan el sentido del calentamiento o la refrigeración. Se identificaron las temperaturas de 
bloqueo e irreversibilidad. El campo externo para ZFC y FCC fue de 0.1 meV/ átm. 
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Estos resultados pueden dar una explicación a diferentes reportes experimentales, 
especialmente en el área de las manganitas [113][114], donde el cambio de tamaño de 
grano pudo ser obtenido por medio de recocido. En estos reportes se pueden observar la 
pérdida de magnetización y cambios en la temperatura crítica.  
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6. Comportamiento magnético en función del 
volumen de grano promedio 
6.1 Cuantificación de los átomos en las fronteras  












Figura 6-1: Relación entre el número de átomos en las fronteras y el número total en función 
del volumen grano medio. 
En este trabajo, el volumen relativo de grano (Vg)  es el inverso de las divisiones de la 
muestra o número de granos (1/Ng). La relación de átomos de la frontera NB (de toda la 
muestra) respecto al número total, se presenta en función de Vg en la figura 6.1. En esta 
se observa un comportamiento exponencial decreciente. Ese comportamiento se 
esperaba debido a que la cantidad de átomos en el core de cada grano aumenta con el 
volumen. Como consecuencia, una gran incidencia de la anisotropía de frontera sobre 
propiedades magnéticas a bajo volumen, fue observada, como se presentará a 
continuación.  
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6.2 Curvas ZFC-FC para diferentes volúmenes  
  
Figura 6-2: a) Ejemplos de curvas ZFC-FC para diferentes volúmenes de grano. Un efecto 
de reordenamiento es observado a un volumen intermedio de 0.05. b) Temperaturas de 
irreversibilidad y de bloqueo a diferentes volúmenes de grano. 
La figura 6.2 presenta curvas de magnetización ZFC-FC para diferentes volúmenes. Los 
estados iniciales a 2K fueron obtenidos de procesos de enfriamiento con diferentes 
muestras. Aunque por la meta-estabilidad, el estado inicial presenta una gran variación 
[115], la temperatura de bloqueo y la temperatura de irreversibilidad muestran tendencias 
definidas, como se observa en la figura 6.2(b). En el caso de TI, los valores se obtuvieron 
sin inconvenientes para cualquier volumen, sin que existiera mayor variabilidad, en 
intervalos similares de barras de error. Sin embargo, algunos ligeros incrementos se 
pueden percibir a grandes volúmenes. De un modo diferente, TB solo se observa en un 
rango limitado entre Vg=0.012 y Vg=0.071, aproximadamente. En el límite superior la 
cantidad de átomos de frontera disminuye y en consecuencia, el efecto de desorden 
disminuye. Además, el acoplamiento FM en el core de grano se vuelve más estable ya 
que la anisotropía local incrementa con el volumen. Como resultado, la temperatura de 
bloqueo aumenta a grandes volúmenes, pues esta debe ser mayor para eliminar el 
acoplamiento. Con el incremento del volumen de grano, el límite superior para observar 
TB es TI. Del otro lado, en el límite inferior, cuando el tamaño del grano es bajo y el 
número de átomos en las fronteras aumenta considerablemente, la muestra responde a 
un sistema desordenado más que un sistema compuesto por granos. Por lo tanto, es 
posible afirmar que, bajo las condiciones magnéticas a nanoescala establecidas aquí, 
existe un límite de tamaño de grano para manifestar un comportamiento magnético 
colectivo. Experimentalmente, se han observado resultados similares en manganitas 
[116]. 
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Por otra parte, la curva ZFC para Vg=0.05 en la figura 6.2(a) muestra un resultado típico 
en el rango medio, donde la probabilidad de un m0 bajo es alta debido a la pérdida de la 
correlación intergranular. Esto se dedujo anteriormente de la alta metastabilidad obtenida 
en medidas de magnetización espontánea en el capítulo 6. En particular, algunos 
procesos de ZFC implican una disminución de la magnetización a temperaturas muy 
bajas, antes de aumentar hasta alcanzar TB en una transición de reordenamiento, como 
se presenta en la misma figura 6.2 a Vg=0.05. Esta transición se ha observado en 
materiales en los que la estructura se encuentra entre estados amorfos y nanocristalinos  
[50][117][118].  Este caso particular es el resultado del cambio de la dirección magnética 
por acción del campo magnético externo en regiones donde la anisotropía local es débil. 
Estas pueden ser granos pequeños o regiones de granos aisladas por la forma. Después 
del reordenamiento, la anisotropía local en el resto de los granos se debilita por el 
incremento de la temperatura. A partir de este punto, el campo magnético externo 
comienza a dominar el comportamiento colectivo. Como resultado, la magnetización 
aumenta hasta TB. 
6.3 Histéresis en función del Volumen de Grano  
Se realizó un estudio complementario para evaluar el comportamiento de la histéresis 
magnética en función del volumen de grano. En general se espera que el campo 
coercitivo disminuya fuertemente cuando el tamaño del grano disminuye. Sin embargo, al 
contrario de las nanopartículas, el campo coercitivo no decae completamente a cero en 
los materiales nanocristalinos debido a que los límites de grano permiten cierta 
conectividad entre ellos. Evidencia de esto fue presentada por G. Herzer en la referencia 
[119] para materiales compuestos principalmente por Fe y Co. Incluso en el límite, 
cuando un material es completamente amorfo, los materiales muestran una 
magnetización de saturación. En estos resultados experimentales, el tamaño de los 
nanogranos se puede controlar mediante la temperatura de recocido. Los resultados 
presentados en [32] [120] como función de la temperatura de recocido también muestran 
campo coercitivo a un volumen de grano muy bajo. 
Un análisis de la coercitividad puede dar indicaciones de las contribuciones amorfa y 
cristalina sobre el comportamiento magnético, debido a que cada una actúa en el sistema 
bajo interacciones diferentes. La figura 6.3 muestra los ciclos de histéresis junto con los 
resultados del campo coercitivo y la magnetización de remanencia para diferentes 
volúmenes de grano a 60K. Por nuestras limitaciones computacionales, la construcción 
de la muestra no permite obtener granos más grandes o algunos valores intermedios a 
volúmenes altos, debido a que las divisiones de las muestras deben ser un número 
entero. Además, el grano más grande se seleccionó a 7 divisiones en la muestra, 
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tratando de evitar que las condiciones de contorno hagan que un grano actúe sobre sí 
mismo. Los resultados de las primeras simulaciones, bajo el conjunto de parámetros 
establecidos en la metodología, están representados por la tendencia de la línea negra 
en la figura 6.3(a) y la figura 6.3(b) para el campo coercitivo y la magnetización de 
remanencia, respectivamente. La curva de remanencia muestra resultados muy 
cercanos, debido a que la anisotropía local en cada grano o conjunto de granos responde 
colectivamente al campo externo. Por su parte, hC presenta estabilidad a valores por 
debajo de Vg=0.1, donde la curva muestra un punto de inflexión hacia campos coercitivos 
mayores. Por las dimensiones de las barras de error, el cambio de tendencia muestra ser 
concluyente: a tamaños relativamente más grandes, la anisotropía local se vuelve más 
fuerte y el campo coercitivo aumenta considerablemente. Estos resultados concuerdan 
con la figura 6.1, donde a Vg=0.1 el número de átomos en la frontera comienza a ser más 
estable. 
 
Figura 6-3: Ciclo de histéresis a diferentes valores de volumen de grano promedio obtenidos 
al reducir a la mitad el número de átomos en la frontera y el radio de corte de la interacción de 
intercambio a 2.0 muc. b) y c) presentan un compendio del campo coercitivo y la magnetización 
de remanencia con y sin esta reducción de parámetros. 
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Los ciclos MH exhibieron una buena cuadratura. A pesar de variar el tamaño de grano y 
por ende, la relación de átomos en la frontera respecto al total, no se observan 
curvaturas a trozos. Por consiguiente, el mecanismo para la inversión de magnetización 
se produce de forma progresiva y no desigual. Concluimos que el sistema se comporta 
sin contribuciones aisladas de core y de fronteras de grano. 
 
Figura 6-4: Plano medio de una muestra representativa a volumen relativo 0.033 (Ng = 30) 
donde a) y b) representan la componente  en x de los momentos de espín de dos estados en el 
campo coercitivo con y sin reducción a la mitad del número de átomos de frontera y del radio de 
corte de la interaccion de intercambio. c) distribución granular estructural y d) componentes de 
magnetización en z e y como una función del campo externo en la dirección x. 
La estabilidad de hC, por debajo de Vg=0.1 se obtiene y mantiene por la competencia 
entre anisotropía local y anisotropía de frontera. A bajos valores de Vg, la respuesta de la 
muestra es más colectiva. De hecho, se obtuvo información adicional reduciendo a la 
mitad el número de átomos de las fronteras y el radio de corte, para la interacción de 
intercambio a 2.0 muc, como es posible observar en la curva roja de la figura 6.3(a) y la 
figura 6.3(b) para remanencia y campo coercitivo, proveniente de los ciclos de histéresis 
presentados en la figura 6.3(c). Cuando se reducen los parámetros, los granos son más 
independientes entre ellos y la anisotropía local se vuelve más autónoma para cada 
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grano. Como resultado, a bajo volumen de grano, el campo coercitivo y la magnetización 
de remanencia disminuyen. Además, se espera que la contribución del efecto dipolar 
sobre el campo coercitivo sea solo apreciada a grandes tamaños de grano. Esto se debe 
a que a baja dimensión de los granos, el desorden impuesto es fácilmente controlable 
debido a la baja magnitud de la anisotropía local de cada uno, reduciendo el campo 
necesario para invertir los momentos del espín. 
La figura 6.4 presenta los resultados de un estado de simulación común en el plano 
medio de la muestra justo en el campo coercitivo. Las figuras 6.4(a) y 6.4(b) son una 
distribución de colores que depende de la magnitud y la dirección de la componente Sx. A 
diferencia del primero, la figura 6.4(b) se ha calculado con la mitad de los átomos en los 
límites de grano y el radio de corte de interacción de intercambio se ha reducido a 2 muc. 
El propósito de esto fue reducir la influencia de la interacción del grano para contrastar. 
La distribución estructural de la muestra se ha agregado en la figura 6.4(c) para 
comparación. Al comienzo, en la saturación (no se presenta en la figura), la muestra es 
simplemente azul indicando que todos los momentos están en la misma dirección. Con la 
reducción total del campo externo, específicamente en los estados de hC, aparecen 
zonas rojas en una proporción aproximadamente igual a la azul. Se puede observar que 
las regiones intergranulares tienden a mantenerse en azul. Eso explica la presencia de 
campo coercitivo estable a bajo volumen de grano, donde las fronteras de grano se 
vuelven importantes. En estas regiones hay interacciones de intercambio FM más altas 
que en el entorno cristalino, debido a que el efecto de la tensión reduce la distancia 
interatómica a valores inferiores a 1 muc. De hecho, cuando las zonas intergranulares se 
reducen, las regiones azules disminuyen notablemente como se muestra en la figura 
6.4(b). La reducción de la conexión entre los granos por la pérdida de átomos en las 
fronteras también puede observarse. Los valores de magnetización en la dirección y y z 
presentados en la figura 6.4(d) evidencian que en el plano la magnetización disminuye, 
mientras que en la dirección perpendicular, la magnetización aumenta por la pérdida de 
acoplamiento entre granos. 
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7. Influencia del espesor en las propiedades 
magnéticas  
7.1 Cuantificación de la frontera según el espesor 
















  Figura 7-1: Número de átomos en la frontera y fracción de ellos respecto al total de la 
muestra para diferentes espesores. El volumen de grano promedio se mantuvo constante en L2 
átomos. 
El estudio se realizó tratando de mantener el volumen de grano constante en L2 átomos. 
En la figura 7.1 se presenta una cuantificación de los átomos de la frontera de acuerdo 
con el incremento del espesor. Como es de esperar, se observa un incremento con d. Sin 
embargo, a valores bajos, los incrementos no obedecen a un comportamiento lineal. Para 
entender esta tendencia se presenta en la misma figura la fracción de átomos en la 
frontera respecto al total de átomos de la muestra. Puede observarse que esta fracción 
es alta para 6 y 8 muc. Esto es producto de mantener el mismo volumen de grano sin 
importar el espesor, una condición establecida en nuestras simulaciones. Tal implicación 
geométrica y estructural se explica según la relación entre el diámetro del grano y el 
espesor. Considerando una forma esférica, el diámetro promedio es de 13 muc 
aproximadamente. Luego, a valores bajos de espesor los granos están obligados a 
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presentar una deformación en el plano que cambian las distribuciones estructurales. 
Además, esa deformación en el plano hace que los granos tengan un alto componente 
superficial. Como consecuencia, se espera que la competencia del efecto de superficie y 
los límites sea más intensa a un grosor bajo. 
7.2 Dependencia de los dominios con el espesor. 































Figura 7-2: Dependencia de 〈𝑚0〉,  〈|𝑆𝑧|〉, y  |〈𝑆𝑧〉| con el espesor. Los valores indican una 
transición de mono-dominio perpendicular a 6 muc de toda la muestra a una alineación en el plano 
a 16 mcu con tendencia a un mono-dominio por grano o conjunto de granos. 
La Figura 7.2 presenta el promedio de diferentes simulaciones de la magnetización a 2K, 
<mo>, variando el espesor de la muestra. Adicionalmente, la figura también presenta el 
promedio de valores absolutos 〈|𝑆𝑧|〉 y el valor absoluto del promedio |〈𝑆𝑧〉|  de momentos 
magnéticos en dirección z en función del espesor. En el primer caso, se obtuvo la suma 
de las magnitudes y se promediaron posteriormente; para el segundo caso, los 
momentos magnéticos se promediaron primero y luego se obtuvo el valor absoluto. Este 
conjunto de parámetros con sus barras de error proporciona información complementaria. 
Las barras de error de mo indican estabilidad hasta un espesor de 18 muc;  A partir de un 
grosor de 20 muc, la disminución de <mo> acompañada de  incrementos de las barras de 
error son indicativos de una gran metaestabilidad. Este resultado es importante debido a 
que evidencia un espesor límite mínimo para observar un comportamiento SPM, el cual 
fue tenido en cuenta posteriormente en otras simulaciones. 
A un espesor de 6 muc, los tres parámetros muestran un valor similar y 〈|𝑆𝑧|〉 está en el 
rango de las barras de error de |〈𝑆𝑧〉|; esto significa una tendencia a la uniformidad con 
una alineación de momentos en dirección perpendicular a la muestra. A un espesor de 16 
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muc, el bajo valor bajo de 〈|𝑆𝑧|〉 indica que la mayoría de los momentos están alineados 
en el plano. Además, |〈𝑆𝑧〉| está cerca de cero, siendo inferior a 〈|𝑆𝑧|〉 y por fuera de la 
barra de error, lo cual significa una falta de uniformidad entre los momentos de los 
granos. La presencia de direcciones opuestas en z evidencia una tendencia al mono-
dominio por grano (o pequeño conjunto de granos). 
Entre 6 y 16 muc, se puede observar una disminución de |〈𝑆𝑧〉| a medida que aumenta el 
grosor. Ese comportamiento indica una pérdida de alineación perpendicular. La 
anisotropía magnética perpendicular (PMA) es un fenómeno producido solo por átomos 
superficiales; por esta razón, el incremento de espesor produce la pérdida de influencia 
de la superficie. A diferencia de la PMA, la interacción dipolar produce una configuración 
en el plano. este comportamiento es esperado de acuerdo con los resultados 
experimentales presentados en la literatura [121]. Simulaciones de la competencia entre 
el PMA y la interacción dipolar para una muestra monocristalina fueron publicados por 
nosotros previamente en [110]. En el caso de un monocristal las alineaciones a bajas 
temperaturas no presentan un escenario de transición como el que se ha presentado en 
películas policristalinas. El anexo A incluye información más detallada de esta 
publicación. 
Adicionalmente, en estas regiones medias, entre 6 muc y 16 muc, se pueden observar 
diferentes estados de transición. La figura 7.3 muestra un estado de simulación final de 
una película con un espesor de 10 muc. La figura  7.3(a) representa la distribución 
estructural del plano medio en x-y, donde cuatro granos han sido seleccionados para el 
análisis. Los átomos en los límites del grano han sido suprimidos por propósitos de la 
visualización. A 2K, los estados finales de Sx, Sy y Sz están representados por mapas de 
color en las figuras 7.3(b), 7.3(c) y 7.3(d), respectivamente. Se observa que los granos 1, 
2 y 3 tienen dominios con tendencias con diferentes direcciones entre ellos. El grano 1 
tiende hacia -z, el grano 2 hacia y, y el grano 3 hacia x; aunque algunas tendencias 
similares se pueden encontrar en momentos cercanos alrededor de los límites. Por lo 
tanto, comienza a aparecer un régimen de dominio único por grano. No obstante, 
regularmente algunos granos pueden ser influenciados por otros, principalmente porque 
tienen un tamaño pequeño. Ese es el caso del grano 4, que tiende a orientarse en la 
misma dirección del grano 2.  
A espesores mayores a 16 muc, el parámetro 〈|𝑆𝑧|〉 aumenta, tomando valores alrededor 
de 0.4 (figura 7.2). Este comportamiento es indicativo de un ligero efecto de la tendencia 
en el plano por efecto de la interacción dipolar. Si los momentos magnéticos fueran 
independientes, el valor promedio debería ser de alrededor de 0.577 aproximadamente. 
En este mismo rango de espesores, |〈𝑆𝑧〉|  es menor que 〈|𝑆𝑧|〉 y se encuentra por fuera 
de las barras de error. Por tanto, se considera que los granos tienen una alta tendencia al 
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monodominio por grano. Obsérvese que |〈𝑆𝑧〉|  presenta valores más bajos debido a que 
promedia las magnitudes positivas y negativas, mientras que 〈|𝑆𝑧|〉  es más alto porque 
solo tiene en cuenta valores positivos. Esta tendencia concuerda con la disminución de 
<mo> y el incremento de sus barras de error presentadas en la figura 7.2.  
La figura 7.4 muestra el plano medio a un espesor de 18 muc de un estado final de 
magnetización a 2K con el propósito de observar la distribución de dominios. La figura 
7.4(a) corresponde al orden estructural, donde los átomos de la frontera no se presentan 
por visualización. La figura 7.4(b), 7.4(c) y 7.4(d) son distribuciones de mapas de colores 
(o de relieve) que identifican las magnitudes Sx, Sy y Sz. Los números en la figura 7.4(a) 
identifican los granos, mientras que las letras indican la dirección preferencial entre las 
opciones x, y y z, de acuerdo con las figuras 7.4(b), 7.4(c) y 7.4(d). Por ejemplo, el grano 
número 13 se orienta preferentemente en la dirección -z como es posible observar en la 
figura 7.4(d). La distribución magnética en esta figura muestra dominios formados por 
más de un grano, en la mayoría de los casos. Además, las regiones de límite de dominio 
tienen coincidencias con las fronteras de grano. Eso significa que existen tendencias a 
que las fronteras cristalográficas también sean límites de dominio. 
 
Figura 7-3: Representación del plano medio en xy a un espesor de 6 muc para a) una 
distribución estructural y b), c) y d) un mapa de colores de un estado final para Sx, Sy y Sz, 
respectivamente. Cuatro granos han sido seleccionados para el análisis. Los átomos en los límites 
del grano han sido suprimidos por visualización. 
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Figura 7-4: Representación del plano medio en xy a un espesor de 20 muc para a) 
distribución estructural y b), c) y d) un mapa de colores de un estado final para Sx, Sy y Sz,, 
respectivamente. Los granos fueron etiquetados con número y orientación preferencial en a). Los 
átomos en los límites del grano se han suprimido por visualización. 
7.3 Dependencia de la Temperatura crítica con el 
Espesor 
La figura 7.5 muestra la temperatura crítica a diferentes espesores. Los datos para 
películas policristalinas se obtuvieron con un campo externo de 0,1 meV / átomo en 
dirección x. Este campo externo es necesario para inducir una alineación entre los granos 
con una respuesta de magnetización colectiva. Debido a la baja magnitud del campo, es 
posible considerar que la temperatura obtenida es muy cercana a la temperatura crítica. 
Un ajuste a la respuesta del monocristal también se introduce en el gráfico. Las muestras 
de monocristales presentan una temperatura crítica más alta que las muestras 
policristalinas con el mismo espesor debido al desorden inducido en la frontera. Los 
resultados preliminares evidenciaron que este comportamiento se produce incluso sin 
tener en cuenta la anisotropía en los límites de grano [112]. Entonces, la reducción de la 
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temperatura crítica se debe a que la subdivisión de la muestra produce una reducción de 
la correlación magnética causada por la pérdida de simetría en las fronteras. 
 Los resultados, tanto para la muestra monocristalina como policristalina demostraron 
estar en concordancia con la teoría de escalamiento de tamaño finito (FSST) [122] [60] 
donde 𝑇𝐶  aumenta con el espesor. Las barras de error de 𝑇𝐶  están relacionadas 
principalmente con la metaestabilidad magnética. A un espesor mayor a 16 muc, los 
incrementos de las barras de error se correlacionan con el incremento de átomos en las 
fronteras de grano que ocasionan una pérdida de conexión magnética entre ellos. Si los 
granos son magnéticamente más independientes, la distribución de temperatura crítica 
debe correlacionarse directamente con la distribución promedio del tamaño de grano. En 
particular, la disminución de la barra de error a un espesor de 16 muc se debe a la 
alineación en el plano producida por la interacción dipolar que concuerda con la dirección 
del campo externo. 
















Figura 7-5: Dependencia de la temperatura crítica con el espesor de las películas 
policristalinas. Los resultados se obtuvieron con un campo externo bajo de 0,1 meV / átomo. Un 
ajuste para la película de monocristal se añadió con fines de comparación. El ajuste con cuatro y 
cinco puntos se presenta en rojo y azul respectivamente. 
De acuerdo con la teoría de escalamiento de tamaño finito (FSST por sus siglas en 
ingles), se consideró la relación presentada en la ecuación 7.1 para estimar el exponente 
crítico 𝜈 [60] [122]. La aproximación se realizó mediante el método de Monte Carlo bajo el 
criterio de mínimos cuadrados con 10x106 combinaciones de los parámetros 𝑇𝐶(∞), 𝑎 y 𝜈. 
Para una película monocristalina, el exponente crítico obtenido por ajuste fue 𝜈 = 0,66 ± 
0,04. Este valor está entre 0.71 y 0.5238 informados para películas delgadas bajo un 
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modelo clásico de Heisenberg en [123] y [124], respectivamente. Debido a la 
inestabilidad en muestras policristalinas, el ajuste por encima de 16 muc es muy 
complicado y presenta una alta variabilidad. Para un rango entre 6 muc y 12 muc, el 
exponente obtenido al ajustar los datos fue 𝜈 = 0.35 ± 0.02, mientras que para un rango 
entre 6 muc y 14 muc el exponente fue 𝜈 = 0.31 ± 0.05. El ajuste se presenta en la figura 
7.5 con líneas rojas y azules. Esa situación evidenció una disminución del exponente 𝜈 
en muestras policristalinas con respecto a muestras monocristalinas ideales. 
𝑇𝐶(∞) − 𝑇𝐶(𝑑)
𝑇𝐶(∞)
= 𝑎𝑑−1/𝜈           (7.1) 
7.4 Curvas FC-ZFC a Diferentes Espesores  
En la figura 7.6(a) se presentan algunos resultados de las curvas FC-ZFC a diferentes 
espesores. Adicionalmente, la figura 7.6(b) presenta un resumen de las temperaturas de 
bloqueo e irreversibilidad bajo varias simulaciones. La temperatura de bloqueo se supone 
aquí como el punto máximo en la curva FC. El campo externo se aplicó en la dirección x. 
En el caso de 𝑇𝐼 , los valores se obtuvieron sin problemas para cualquier espesor. Según 
[125], la  diferencia entre 𝑇𝐵 y 𝑇𝐼  se atribuye a la distribución del tamaño de los granos 
que tienen diferentes 𝑇𝐵. Sin embargo, a muy bajo espesor, todos los granos se orientan 
preferentemente en la misma dirección z por la cual 𝑇𝐼  se produce por otras 
circunstancias, como una pérdida de magnetización por desorden de momentos en los 
límites de grano y porque las múltiples direcciones de la anisotropía magnetocristalina de 
una red cúbica no permiten una total correlación entre los momentos magnéticos entre 
granos. La temperatura de bloqueo comienza a aparecer a 8 muc. De acuerdo con la 
figura 7.6(b),  𝑇𝐵  y 𝑇𝐼  no presentan una tendencia clara. Se espera que 𝑇𝐼  y 
𝑇𝐵 incrementen con el espesor de forma similar a 𝑇𝐶  como se observa a un bajo espesor. 
Sin embargo, al comparar estos resultados con el análisis previo es posible deducir que 
𝑇𝐵 disminuye y se establece cuando la película tiende al monodominio. Esa situación 
ocurre cuando el grosor no es muy bajo, donde la orientación perpendicular comienza a 
desestabilizarse y a grandes espesores. Particularmente, a 16 muc cuando la interacción 
dipolar influye en una fuerte alineación en el plano 𝑇𝐵  icrementa. 
7.5 Ciclo de Histéresis en Función del Espesor y la 
Temperatura 
Un análisis complementario basado en el comportamiento del ciclo de histéresis variando 
el espesor y la temperatura se presenta a continuación. La figura 7.7(a) muestra ciclos de 
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histéresis a 20K para películas con diferentes espesores con campo externo aplicado 
tanto en dirección perpendicular a la película como en dirección paralela. Bajo el mismo 
espesor, los resultados de campo coercitivo (ℎ𝐶 ) muestran diferentes comportamientos. 
Se puede obtener un análisis a partir de la figura 7.7(b) en función del espesor. A un 
espesor bajo, el ℎ𝐶  perpendicular es mayor que la ℎ𝐶  paralelo por efecto de la dirección 
perpendicular preferente de la película, como se mencionó anteriormente. Por encima de 
12 muc se observa un efecto inverso, ℎ𝐶  perpendicular es menor que ℎ𝐶  paralelo por 
pérdida de efecto de superficie y alineamiento preferencial producto de la interacción 
dipolar. Un incremento considerable del campo coercitivo se presenta entre 6 y 12 muc. 
Esa situación contribuye a un incremento de la anisotropía por tres razones: i) se observa 
un estado de mono-dominio de toda la película a bajo espesor producido por la 
anisotropía de superficie ii) Como se mencionó anteriormente, los granos de estos 
espesores tienen una deformación en el plano, y como se presenta en la figura 7.1, se 
produce una reducción de la fracción de átomos en las fronteras. Y iii) se da un aumento 
de la longitud de correlación magnética en el plano por efecto de la deformación. Algunos 
resultados experimentales presentaron cambios de campo coercitivo con el espesor a 
dimensiones de nanómetros [126][127]. En particular, A. Neuweiler et al en [126] 
argumentan de manera similar que cuando los granos están acoplados solo en dos 
dimensiones porque el espesor de la película y el tamaño del grano son del mismo orden 
de magnitud, se conduce a un aumento en la energía de anisotropía y por lo tanto a 


















































Figura 7-6: a) Ejemplos de curvas FC-ZFC a diferentes espesores y b) temperaturas de 
bloqueo e irreversibilidad en función del espesor. 
76 Modelamiento y Simulación de Nanoestructuras magnéticas Granulares 
 
Por otro lado, las figuras 7.8(a) y 7.8(b) presentan la dependencia de la magnetización de 
remanencia y el campo coercitivo con la temperatura. Se simularon diferentes espesores, 
pero solo se presentan 6, 10 y 16 muc. Las barras de error no se muestran porque son 
cortas, del tamaño de la marca. A una temperatura fija, 𝑚𝑟 no presenta una tendencia 
definida en función del espesor. Sin embargo, 𝑚𝑟  a 16 muc presenta una disminución. 
Ese valor más bajo se debe a un alto efecto de la interacción dipolar donde los 
momentos magnéticos se localiza sobre el plano xy pero en direcciones diferentes como 
respuesta a una fuerte tendencia de un solo dominio por grano (o un pequeño conjunto 
de granos). La remanencia es similar sin importar la dirección del campo externo. El 
campo coercitivo presenta un comportamiento decreciente exponencial típico con la 
temperatura [128]. La diferencia entre ℎ𝐶  paralelo y ℎ𝐶  perpendicular se puede observar 
principalmente a bajas temperaturas. 
 
Figura 7-7: a) Ciclos de histéresis a diferente espesor y b) Campo coercitivo en función del 
espesor para dos orientaciones diferentes del campo magnético externo. 
 
Figura 7-8: a) Remanencia y b) campo coercitivo en función de la temperatura a diferentes 
espesores. Los símbolos = y L representan dirección de campo externo paralelo y perpendicular, 
respectivamente.  
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8. Efecto de la Anisotropía de Frontera 
8.1 Curvas ZFC-FC 
 
Figura 8-1: a) Curvas ZFC-FC para diferentes valores de campo magnético externo. Las 
dependencias con h de la temperatura de Curie y el exponente crítico 𝛽se muestran en b) y c) 
respectivamente. d) Comportamiento de las temperaturas de irreversibilidad y de bloqueo con el 
campo externo. 
En esta sección se presenta un enfoque especial a la respuesta de la temperatura de 
bloqueo en función de cambios de anisotropía magnetocristalina, anisotropía de frontera 
y variaciones de campo magnético externo. Las curvas ZFC-FC para diferentes valores 
de campo externo se muestran en la figura 8.1(a). Cada curva es el promedio de 5 
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simulaciones. Como se esperaba, las curvas son suaves, debido a que la dirección de 
anisotropía preferencial de cada grano es impuesta por la dirección del campo externo.  
El exponente crítico β asociado a la magnetización y la temperatura de transición se 
dedujo ajustando los datos en una vecindad alrededor de 𝑇𝐶, de acuerdo con la siguiente 
relación:  




}      (8.1) 
Donde 𝑡 = 1 − 𝑇 𝑇𝐶⁄  y A, B, C, 𝛽
′ y 𝛽′ son parámetros de ajuste. Los resultados en función 
del campo externo se resumen en las figuras 8.4(b) y 8.4(c), respectivamente. La 
extrapolación al campo cero permitió obtener 𝛽 = 0.46 ± 0.03 y 𝑇𝐶 = 327.3 ± 2.06K. El 
exponente obtenido es mayor que el observado en modelos 3D de Heisenberg puros y 
homogéneos en los que se han obtenido 𝛽 = 0.36 [129]. Tal diferencia se atribuye a las 
características estructurales locales del sistema, no observadas en modelos puros 
(películas de cristal único o monocristalinas) y consistente con una distribución de 
temperaturas críticas dependientes del volumen de cada grano. 
La figura 8.1(d) presenta los resultados de las temperaturas de bloqueo e irreversibilidad, 
𝑇𝐵 y 𝑇𝐼 en función del campo externo. La diferencia entre estas temperaturas se atribuye 
a la distribución del tamaño de grano que manifiesta diferentes 𝑇𝐵 [50]. Ambas curvas 
disminuyen de manera monótona. El comportamiento encontrado para 𝑇𝐵 está de 
acuerdo con diferentes resultados experimentales presentados por M. Knobel et al [130] 
y otros reportes en [131] [132]. En el primero, los autores comparan la dependencia del 
campo de la temperatura de bloqueo en una muestra de monocapa de -Fe2O3 y 
nanopartículas diluidas. Mientras que para las nanopartículas que no interactúan se 
observó un comportamiento lineal con el campo, para las partículas que interactúan el 
comportamiento mostró una tendencia muy similar a la obtenida en este trabajo. Este 
comportamiento es esperado, debido a que si el campo externo incrementa se tiende a 
homogeneizar más la muestra, por tanto la temperatura requiere ser más alta para 
destruir el orden. 
Por otro lado, se implementaron cambios en la anisotropía cristalina para analizar su 
influencia sobre la temperatura de bloqueo. Las diferentes magnitudes de 𝐾1 no 
mostraron ninguna influencia. Sin embargo, los cambios de 𝑇𝐴, la temperatura en el punto 
de inflexión de 𝐾𝑛 𝑒𝑓 (𝑇) (ver Figura 8.2(a)), evidenciaron un comportamiento interesante, 
como se puede observar en la Figura 8.2(b) a través de las curvas ZFC-FC. Las 
configuraciones iniciales de estos procesos se obtuvieron a partir de procesos de 
enfriamiento previos. Como ya se señaló, en el proceso de enfriamiento la magnetización 
espontánea puede alcanzar valores diferentes debido a la meta estabilidad del sistema. 
Por lo tanto, las curvas ZFC pueden eventualmente superponerse en algunos puntos, 
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pero como se observa en la figura 8.2(c), las temperaturas de bloqueo e irreversibilidad 
muestran una tendencia definida a disminuir en función de of 1/𝑇𝐴. 
 
Figura 8-2:  (a) Anisotropía cristalina en función de la temperatura para diferentes valores de 
𝑇𝐴, la temperatura en el punto de inflexión de 𝐾𝑛 𝑒𝑓 (𝑇) b) Influencia de 𝑇𝐴 sobre tres curvas ZFC-
FC diferentes y c) temperaturas de bloqueo e irreversibilidad presentadas en función de 1/𝑇𝐴. 
 
Figura 8-3:  Correspondencia entre la estructura local y los componentes magnéticos 𝑆𝑧  en 
un estado final a 2K en un proceso de enfriamiento para diferentes valores de   𝐵. 
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Figura 8-4:  (a) y (b) Influencia de la intensidad de la anisotropía límite 𝐵 en las curvas ZFC-
FC c) Temperaturas de bloqueo e irreversibilidad en función de 𝐵. d) Dependencia a baja 
temperatura de la magnetización con 𝐵. 
La figura 8.3 muestra la correlación entre la vista estructural y los componentes 
𝑆𝑧  locales mediante representaciones de mapas de color (o de relieve) de un estado final 
en un proceso de enfriamiento sin campo externo y con diferentes valores de   𝐵.  Se 
consideraron diversos valores del parámetro  𝐵   para evaluar el efecto de la intensidad 
de la anisotropía en los límites.  A valores bajos, la magnetización es más homogénea, 
sin cambios agudos de los componentes 𝑆𝑧 locales como se presenta en la figura 8.3(b). 
A medida que   𝐵 aumenta, aparece un efecto magnético de agrupamiento, como es 
posible observar en la figura 8.3(c), para 𝐵 = 20, donde dicho agrupamiento puede 
implicar más de un grano. Por el contrario, y de acuerdo con la figura 8.3(d), los valores 
altos de  𝐵  conducen a un efecto de desorden en las fronteras con una magnetización 
homogénea relativa dentro de los granos. Se observó un comportamiento similar al 
considerar los otros componentes 𝑆𝑥  y 𝑆𝑦 pero con un mayor número de dominios 
involucrados. Esto se debe al alineamiento preferencial en el plano x-y dado por la 
interacción dipolar y la simetría del sistema. 
Las figuras 8.4(a) y 8.4(b) muestran el efecto del parámetro de anisotropía de frontera 
𝐵   sobre la forma de las curvas ZFC y FC respectivamente. Estas curvas son el 
promedio de al menos cinco simulaciones. Las respectivas temperaturas de bloqueo e 
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irreversibilidad se presentan en la figura 8.4 (c) en función del parámetro 𝐵. Se observa 
un incremento en ambas cantidades. Cuando se introducen incrementos en la 
anisotropía de frontera, los dominios se vuelven magnéticamente más duros dando lugar 
a una barrera más alta a ser superada, por lo tanto, se condiciona a una mayor 
temperatura de bloqueo. 
Es interesante remarcar sin embargo, al contrario de la relación lineal bien conocida de la 
temperatura de bloqueo con la densidad de la energía anisotrópica para un volumen 
dado, aquí se observan dos regímenes lineales diferentes, uno por debajo de 𝐵= 20 y el 
otro uno a valores más altos. De acuerdo con los resultados presentados en la figura 8.3, 
tal valor de 𝐵 corresponde al límite por encima del cual las fronteras de grano coinciden 
con los límites del dominio. Estos resultados están correlacionados con los resultados de 
la dependencia de la magnetización con 𝐵 a 2K presentados en la figura 8.4(d). Estos 
resultados muestran cómo a bajos valores de 𝐵 se producen también cambios más 
drásticos en la magnetización, mientras que a valores por encima de 𝐵= 20 la 
magnetización se muestra estabilizada. 
8.2 Histéresis por debajo del Bloqueo 
 
Figura 8-5: a) Ciclos de Histéresis a una temperatura por debajo del bloqueo para diferentes 
intensidades de la anisotropía de frontera 𝐵. b) y c) campo coercitivo y remanencia en función de 
𝐵, respectivamente. 
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En cuanto a las propiedades de histéresis, también se simularon ciclos para diferentes 
valores de 𝐵, a una temperatura inferior a la temperatura de Curie, como se muestran en 
la figura 8.5(a). Como se puede observar, los bucles MH exhiben una buena cuadratura y 
el sistema se vuelve magnéticamente más duro a medida que aumenta el parámetro 𝐵, 
incrementando la coercitividad, tal como se muestra en la figura 8.5 (b), mientras que la 
remanencia tiende a disminuir ligeramente (véase figura 8.5(c)). Sin embargo, vale la 
pena señalar que a pesar de variar la anisotropía de frontera, no se observan curvaturas 
a trazos en los ciclos de histéresis, lo que significa que el mecanismo para la inversión de 
magnetización se produce de forma gradual donde el sistema se comporta como un todo 
y no de manera diferenciada, es decir, implicando contribuciones separadas de los 
núcleos de grano y límites de grano. Diferentes simulaciones de  histéresis que varían 𝑇𝐴 
y 𝐾1 no mostraron ninguna influencia sobre el campo coercitivo y la remanencia. Eso se 
debe a que en nuestras simulaciones, la interacción de intercambio es de 200 veces la 
magnitud de la anisotropía cristalina, tratando de ajustarse a parámetros reales. 
 
9. Conclusiones y recomendaciones 
9.1 Conclusiones 
 Se desarrolló un modelo para estudiar el comportamiento magnético de películas 
delgadas nanogranulares. Este modelo consideró el cambio de la interacción de 
intercambio con la distancia, la interacción dipolar en condiciones de contorno 
periódicas, la dependencia de la anisotropía magnetocristalina con la temperatura 
y las anisotropías de superficie y de frontera de grano. El modelo desarrollado 
evidenció un gran aporte en la implementación de un conjunto de variables 
magnéticas, de los cuales no se tiene conocimiento de reportes de simulaciones a 
escala atomística.  
 Se percibió una fuerte influencia del tamaño de grano sobre el comportamiento 
crítico y la magnetización a bajas temperaturas. Una tendencia al monodominio 
por grano se puede obtener en un rango de tamaños intermedios entre estados 
estructurales nanocristalinos y amorfos. Esta condición es altamente dependiente 
del número de átomos en los núcleos de grano y su relación respecto al número 
de átomos de la frontera. Se observó un intervalo crítico de temperatura. Aunque 
cada grano o grupo de granos transita hacia el estado ferromagnético a diferentes 
temperaturas críticas, el intervalo muestra no ser el promedio de acuerdo al rango 
de tamaños de grano. Este comportamiento se produce porque la anisotropía en 
las fronteras ejerce un efecto aislante magnético entre los granos, tratando de 
inducir al sistema a un estado súperparamagnético.  
 Se realizó un estudio analítico de curvas ZFC-FC y del comportamiento de la 
histéresis magnética por efecto del volumen de grano. A grandes volúmenes, los 
átomos en la frontera disminuyen con relación al total de la  muestra y el 
desorden se reduce. En consecuencia, el acoplamiento FM en el core de grano se 
vuelve más fuerte y la anisotropía local en cada grano es más fuerte. Como 
resultado, la temperatura de bloqueo aumenta. El mecanismo para la inversión de 
magnetización en los ciclos de histéresis se produce de forma progresiva sin 
contribuciones aisladas de los núcleos de grano y las fronteras de grano. A bajos 
volúmenes y temperaturas bajas, el campo coercitivo se estabiliza debido a que 
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las fronteras de grano permiten algo de conectividad entre ellos, lo cual 
corresponde con resultados experimentales. A un tamaño relativamente grande 
donde la anisotropía local se vuelve más fuerte, el campo coercitivo aumenta 
considerablemente. El incremento de la intensidad de la  interacción de 
intercambio en regiones intergranulares explica el incremento del campo 
coercitivo. 
 Se presentó un estudio del comportamiento magnético de películas ultradelgadas 
nanogranulares en función del espesor. El tamaño promedio de los nanogranos 
se mantuvo constante. Se observó una fuerte influencia del espesor sobre la 
orientación magnética de la película y los granos. La anisotropía de superficie 
obliga a que los momentos magnéticos se orienten perpendicularmente a un 
espesor bajo, lo que favorece un régimen de dominio único en la película. La 
interacción dipolar obliga a que los momentos magnéticos se orienten en el plano 
a medida que aumenta el espesor, lo que favorece estados multidominio en la 
película. Con un espesor medio, los dominios se acoplan principalmente en el 
plano, en el mismo orden de magnitud del tamaño del grano. Esto lleva a un 
incremento de la energía de anisotropía local y por lo tanto, a valores más altos 
del campo coercitivo. Un efecto superparamagnético pudo ser observado a altos 
espesores. 
 Se analizó la interacción entre la anisotropía de frontera de grano y el desorden 
estructural local en función de la temperatura.  Los resultados revelaron que el 
exponente crítico de la magnetización fue diferente del de los modelos para 
monocristales. La diferencia se atribuyó a la complejidad de la estructura de 
fronteras y a la distribución de las temperaturas críticas. La forma en que la 
anisotropía de frontera varía con la temperatura y su intensidad son factores 
determinantes para la presencia de un efecto superparamagnético. 
Adicionalmente, el campo coercitivo, por debajo de la temperatura de bloqueo, 
incrementa con la intensidad de la anisotropía en la frontera, y los ciclos de 
histéresis se caracterizaron por un alto grado de cuadratura, con un mecanismo 
de inversión de magnetización coherente sin curvaturas a trozos o saltos. 
9.2 Recomendaciones para trabajos futuros 
Cada simulación en nuestro software presentó una duración aproxima de 4 días en 10 
núcleos de procesamiento. Aunque este tiempo está aproximadamente en el mismo 
rango de otro software como Vampire de la Univeridad de YorK (UK), según simulaciones 
previas realizadas en nuestro grupo, nosotros consideramos que una optimización del 
software podría mejorar el rendimiento y permitirnos muestras mucho más grandes. 
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Nuestro trabajo es pionero en la investigación del efecto de la deformación cristalina 
sobre las propiedades magnéticas. En un espectro más amplio, el efecto de las fronteras 
de grano puede evaluarse en otras fenomenologías magnéticas tales como Exchange 
Bias, magneto-resistencia, comportamiento de compensación, entre otros. Así como un 
estudio de la dinámica de dominios utilizando métodos alternativos a partir de la ecuación 
LLG, por ejemplo. 
El modelo genéricamente aquí expuesto podría contrastarse con resultados 
experimentales obtenidos en nuestro laboratorio. Puesto que en la literatura aun es difícil 
obtener materiales con aproximaciones certeras, simulaciones con diferentes 
compuestos deberían proponerse para sintonizar el modelo a situaciones particulares. 
Adicionalmente, un proceso de simulación multiescala podría ser ajustado para tal fin. 
El modelo granular puede implementarse en otras formas y estructuras tales como 
nanotubos y nanohilos, pues diferentes reportes experimentales muestran que estas 
estructuras han sido observadas a escalas similares. 
El método de construcción de las muestras puede ser explorado en propiedades 
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A. Anexo: Anisotropía de superficie 
vs interacción dipolar en películas 
monocristalinas  
 
Figura 9A-1: Diferentes resultados de Magnetización total, paralela y perpendicular en función 
de la temperatura a un espesor constante, en una película monocristalina. 
En el caso de muestras policristalinas, la anisotropía local de cada grano reposa 
preferencialmente sobre uno de los ejes cúbicos, por lo que se pueden obtener 
escenarios de transición angular con diferentes alineaciones  del  momento por grano (o 
conjunto de granos) en función del espesor. En películas monocristalinas es diferente. 
Algunos resultados de la magnetización total a un espesor constante, junto con las 
componentes perpendicular y en plano de la magnetización son presentados en las 
figuras A.1(a), A.1(b) y A.1(c), respectivamente. Como puede observarse, en el caso de 
un monocristal, las alineaciones a bajas temperaturas no presentan un escenario de 
transición como ocurre en muestras policristalinas. A cambio de esto, las simulaciones 
con diferentes secuencias de números aleatorios revelan metaestabilidad con 
probabilidades de orientación planar o perpendicular exclusivamente. La figura A.1(d) es 
un compendio de probabilidades de orientación en la dirección z variando tanto el 
espesor como la intensidad de la interacción dipolar. A mayor magnitud de la interacción 







B. Anexo: Estudio de patrones 
magnéticos en películas delgadas 
Figura 9B-1: Estados representativos de a) alta correlacion y b) baja correlacion con los 
cambios de espesor de 5 a 6 muc. Las componente Sx  y Sy son presentadas en la superficie y en 
el plano medio para una anisotroía de superficie alta. 
 
Los nuevos desarrollos en técnicas de imágenes magnéticas, como la microscopía de 
efecto túnel con barrido polarizado (SP-STM) y la holografía de rayos X resonante con 
pulsos en femtosegundos, permiten la resolución necesaria para observar texturas 
magnéticas nanométricas [24] [60] [133] [134]. Estas se muestran como patrones 
antiferromagnéticos en películas ultradelgadas. Los sistemas magnéticos que muestran 
estas heterogeneidades a nanoescala están gobernados por estructuras electrónicas que 
alteran la interacción de intercambio  y por interacciones locales competitivas. Aunque se 
han propuesto diferentes modelos micro-magnéticos para explicar estos patrones [135] 
[136], las imágenes a escala nano indican que se debe proponer un modelo atomístico. 
Este trabajo sugiere una combinación de tres factores para explicar las posibles causas 
de algunas texturas magnéticas. El primer factor es la combinación de una interacción de 
intercambio FM entre los primeros vecinos con una interacción AFM a distancias 
relativamente medias, de forma similar a una interacción RKKY, como se expuso 
anteriormente en este documento, pero con un mayor radio de corte, superior a 3.5 muc 
en este caso. El segundo es la presencia de una anisotropía de superficie en una 
dirección perpendicular a la película, y el tercero es el efecto del espesor. El 
Hamiltoniano es presentado en la ecuación B.1. En esta ecuación aparece el término de 
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anisotropía cúbica que aunque fue tenido en cuenta no generó mayores efectos. El 
estudio se realizó a baja temperatura utilizando el modelo de Heisenberg. 
ℋ =  − ∑ 𝐽𝑖𝑗 𝑆𝑖
𝑖,𝑗∈𝑅𝑐𝑢𝑡









− ∑ 𝐾𝑆(𝑆𝑖 ∙ ?̂?𝑖)
2
𝑖∈𝑆𝑢𝑟𝑓𝑎𝑐𝑒
 (𝐵. 1) 
 
En el Hamiltoniano, 𝐾𝐴𝑛 es la constante de anisotropía fijada en 0.5 meV. En el tercer 
término, el vector unitario ?̂? indica el eje preferencial de la anisotropía de superficie fijado 
en la dirección z [137]. 𝐾𝑆 determina la intensidad de la anisotropía de la superficie, este 
valor varió entre 0 y 2 meV con pasos de 0.25 meV. La longitud elegida de la muestra fue 
𝐿 = 100 para espesores entre 1 y 13 muc. Las condiciones de contorno periódicas (PBC) 
se implementaron en el plano x-y. Los pasos de MC se fijaron en 300000 por 
temperatura. Se llevó a cabo un proceso de relajación en el que la temperatura se redujo 
de 250 K, por encima de la temperatura crítica hasta 2K, con pasos de 0,5 K.  
La figura B.1(a) muestra cómo la correlación en d = 5 es alta al comparar la configuración 
en la superficie y el plano medio, para las componentes 𝑆𝑥  and 𝑆𝑧 . En este caso, se 
establece un régimen de dominio en la dirección perpendicular y la textura se asemeja a 
un laberinto. Por otro lado, la figura B.1(b) muestra cómo en d= 6 esta correlación 
desaparece. Aunque los componentes perpendiculares son dominantes en la superficie, 
los patrones no muestran una textura estabilizada. Sin embargo, en el plano medio, el 
componente 𝑆𝑥  muestra un patrón bien definido. Una estabilidad particular de la textura 
magnética se presenta cuando el espesor de las películas es aproximadamente dos 
veces la distancia de las interacciones de AFM según la ecuación RKKY. Esto permite 
concluir que espesores múltiplos de la distancia desordenan la superficie. A espesores 
menores que esta distancia AFM las interacciones podrían generar texturas magnéticas 
en la escala micro-magnética observada en experimentos. Información más detallada 
puede encontrarse en [138] 
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