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Abstract
Transit Agencies Performance Assessment and Implications
Parisa Hajibabaee

Although most transit systems operate in small urban and rural areas in the United States,
these systems have rarely received the same attention as their urban counterparts, both in terms
of ensuring the efficiency and effectiveness of their operations and understanding the factors that
affect their performance. This thesis's main goals are to assess the performance of rural and small
urban public transit agencies and help them evaluate adopting a ridehailing program, thereby
improving their performance. We applied operations research and decision-making tools to two
public transit projects in small urban and rural areas. The first project focuses on three models
developed to evaluate the efficiency, effectiveness, and combined efficiency-effectiveness of rural
transit agencies using data envelopment analysis. The models were estimated for the case study
of transit systems in rural Appalachia and measured the agencies' performance relative to their
peers. Besides, the returns to scale were explored in the context of rural transit management. The
second project focused on employing ridehailing programs in small urban and rural areas to
improve agencies’ performance and reach. The most relevant criteria were identified to evaluate
the performance of different ridehailing programs using multi-criteria decision analysis
methodology. To perform a set of MCDA methods, we used the perceived rating of each
ridehailing program according to the stakeholders' opinions with respect to each criterion. The
framework was estimated for the case study of Mountain Line Transit Authority in Morgantown,
WV.
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Section 1
Thesis Overview
In the United States, even though the majority of transit systems operate in small urban
and rural areas (MacPherson and Dickens 2019), these systems have rarely received the same
attention as their urban counterparts, both in terms of ensuring the efficiency and effectiveness
of their operations and understanding the factors that affect their performance (Ripplinger
2012a). There are major differences in travel needs and available transport options between
densely populated urban communities and rural/small urban areas based on community
characteristics. Transit agencies in small urban and rural areas face significant operational
challenges due to low ridership over a large expanse of land, traveling long distances, and
first/last mile issues (Lockwood 2004). Given the decreasing budget and other operational
restrictions, public transit providers have been exploring transportation solutions that can be
employed, to meet people's travel needs, work in, or even visit their service area. Ridehailing
services seems to be more cost beneficial than traditional fixed-route and demand-responsive
services in smaller communities, which often remain unserved by transit. Nevertheless, agencies
still have difficulties securing funds to utilize such services.
In this thesis, we apply operations research and decision-making tools to two public transit
projects in small urban and rural areas. This thesis's main goals are to assess the performance of
rural and small urban public transit agencies and help public transit evaluate adopting a ridehailing
program, thereby improving their performance. One of the innovative approaches that public
transit agencies in the U.S. have recently started exploring is partnerships with transportation
network companies (TNCs) to improve performance and expand services. The practice is,
however, neither widespread nor well studied, especially in small urban and rural areas. We
present the proposed theoretical framework and findings from a case study in a small urban area
that is currently considering developing a ridehailing program. The results will provide public
transit authorities with insights that can guide strategic and operational planning.
The thesis objectives are to
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 Develop a comprehensive performance evaluation framework that can be used to assess
transit agencies’ performance in rural areas considering key factors affecting the
performance of transit agencies.
 Explore the concept and applications of returns to scale, which is a key production
characteristic, in the context of rural transit management.
 Propose a framework to help transit agencies in rural and small urban communities to
evaluate adopting a ridehailing program, and therefore, more easily achieve their goals and
improve their effectiveness.
The remainder of the thesis is structured as follows: Section 2 presents three models
developed to evaluate the efficiency, effectiveness, and combined efficiency-effectiveness of rural
transit agencies using data envelopment analysis. The models are estimated for the case study of
transit systems in rural Appalachia and measure the performance of the agencies relative to their
peers. In addition, the concept of returns to scale is explored in the context of rural transit
management. Section 3 focuses on the integration of public transit and ridehailing services in
small urban and rural areas as a means to improve agencies’ performance and reach. In this
section, the most relevant criteria were identified to evaluate the performance of different
ridehailing programs using multi-criteria decision analysis methodology. The framework was
estimated for the case study of Mountain Line Transit Authority in Morgantown, WV. To perform
a set of MCDA methods, we used the perceived rating of each ridehailing program according to
the opinions of stakeholders with respect to each criterion. Section 4 summarizes the conclusions
and discusses the implementation and limitations of the contribution. Finally, recommendations
for future studies are provided in this section.
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Section 2
Efficiency, Effectiveness, and Returns to Scale of Rural
Transit Agencies Using Data Envelopment Analysis
2.1 Abstract
This study proposes three models to evaluate the efficiency, effectiveness, and combined
efficiency-effectiveness of rural transit agencies. For all three models, data envelopment analysis
is applied to measure the performance of the agencies relative to their peers. In addition, the study
explores the concept of returns to scale, a key production characteristic, in the context of rural
transit management. The methodology is demonstrated through a case study of transit systems in
rural Appalachia using 2016 data collected from the Rural Integrated National Transit Database
(iNTD). The findings show that, in rural transit systems, efficiency and effectiveness are not
always directly related, which suggests that performance must be evaluated holistically. Many
large, efficient rural transit systems do not effectively serve passenger trips. Furthermore, the
findings suggest that the optimal size of a rural transit agency depends on the agency’s goals and
mission; an absolute optimal size cannot be identified.

2.2 Introduction
Beginning in the 1970s, the research and practice of transit performance evaluation have
received significant attention in the United States (U.S.) (Karlaftis 2003; 2004)). The U.S.
government has been actively involved in providing public transit since 1961, when the first
federal aid for transit was approved, and especially after 1974 when operating subsidies were
added to the aid program (Wachs 1989). Since then, transit systems have relied heavily on federal,
state, and local subsidies. In 2017, for example, transit agencies in the U.S. were able to recover
only 36.7% of their operational expenses. The remaining 63.3% was covered by federal (7.8%),
state (23.1%), and local (32.4%) funding sources (“National Transit Summary and Trends” 2017).
Therefore, it is not surprising that transit performance in the U.S. has been closely monitored since
the 1970s. Transit performance is typically assessed with respect to efficiency and effectiveness.
Generally, as (Fielding, Glauthier, and Lave 1978) discuss, efficiency is concerned with “doing
things right”, whereas effectiveness is concerned with “doing the right things”. In the transit
industry, efficient systems are those that utilize their limited service inputs well to produce service
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outputs (such as vehicle miles). On the other hand, effectiveness is associated with the outputs
consumed or demanded (such as passenger miles).
Although the majority of transit systems in the U.S. operate in rural areas (MacPherson
and Dickens 2019), rural transit systems have rarely received the same attention as their urban
counterparts, both in terms of ensuring the efficiency and effectiveness of their operations and
understanding the factors that affect their performance (Ripplinger 2012a). While rural transit has
been financially supported since 1978, the Federal Transit Administration (FTA) only recently
(2007 being the first reporting year) expanded the National Transit Database (NTD) program,
which has maintained operating data for urban transit since the 1990s, to include rural transit
agencies (i.e., those that receive funding from the Rural Formula Program [§5311]).
In addition to their shorter experience in data reporting and the paucity of literature
focusing on rural transit performance, rural transit agencies often generate a lower percentage of
their operational costs and are generally less effective (based on standard performance measures
of effectiveness, such as cost per passenger trip) than urban transit agencies. Many factors
contribute to this disparity, such as uneven topography, populations scattered across large regions,
and a low density of both population and destinations, all of which result both in longer distance
trips and lower ridership. Irrespective of the reasons, the fare recovery ratio is typically smaller
for rural and small urban bus transit systems than for urban bus transit systems, while their
operational expenses are comparatively higher per trip. According to data reported in the NTD
and the rural Integrated National Transit Database (iNTD), in 2015, most (1st to 3rd quartile)
urban agencies spent, per passenger trip, between $4.16 and $5.90, small urban agencies spent
between $4.79 and $9.15, and rural agencies spent between $9.25 and $21.72 (“National Transit
Summary and Trends” 2017; Mattson 2017).
The evaluation methods proposed by the numerous studies on urban transit performance
evaluation can be grouped into two categories: methods using performance measures and peer
evaluation methods. The latter, which compare performance across agencies to identify successful
operations strategies, has been sought by both transit and funding agencies because they can
provide useful insights on transit system performance (Arndt and Edrington 2011). Such
methodologies can be especially informative for rural transit, where individual performance
measures can be misleading due to the significant diversity among different rural areas. Peer
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systems’ performance can be empirically estimated using one of two types of methods: parametric
or non-parametric. In parametric methods, a functional form is specified, and the relevant
techniques can be deterministic or stochastic. In non-parametric methods, no functional form is
assumed, and usually a deterministic frontier is established.
Among the methods used for peer comparison, data envelopment analysis (DEA), a nonparametric method, has become well-established for its usefulness in assessing the performance
of transit; a vast body of literature has been generated in the U.S. (e.g., (Karlaftis 2003; 2004;
Chu, Fielding, and Lamar 1992; James F. Nolan 1996; Viton 1997; Nakanishi and Norsworthy
2000; Boilé 2001; J. F. Nolan, Ritchie, and Rowcroft 2002; James Francis Nolan, Ritchie, and
Rowcroft 2001; Lao and Liu 2009; Min and Lambert 2010; Barnum, Karlaftis, and Tandon 2011;
Arman, Labi, and Sinha 2012; Arman and Labi 2013; Min, Ahn, and Lambert 2015)) and
internationally (e.g.,(Hahn et al. 2013; Vlahogianni, Kepaptsoglou, and Karlaftis 2015)).
Nevertheless, this methodology has yet to be applied to rural areas. In addition to evaluating the
performance of rural transit agencies, this methodology can be expanded to measure the returns
to scale (RTS) of rural transit agencies. RTS can be directly used to inform transit planning and
guide funding allocation decisions because they capture a key production characteristic: the
relationship between the cost of operations and the level of output produced by transit agencies
or consumed by riders.
In light of the above, the objective of this study is to use DEA to develop a peer evaluation
method capable of assessing the performance of rural transit agencies and determining their RTS
and apply this method to the case of systems in the U.S. Appalachian region. The method involves
(Karlaftis 2003)using three sets of models to evaluate the comparative efficiency, effectiveness,
and combined efficiency-effectiveness, respectively, of rural transit systems among their peers
(i.e., all rural transit systems within the Appalachian region); (Karlaftis 2004)exploring the
relationships among the three different components of performance (i.e., efficiency, effectiveness,
and combined efficiency-effectiveness) for all rural transit systems within each state in the
Appalachian region; and (Wachs 1989) analyzing the type of RTS for all rural transit agencies in
the region.
As various studies have recognized, the results of performance analysis and the
determination of returns to scale are valuable and can be used for both internal and external
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purposes (Karlaftis 2004). Results for individual transit agencies can be used by the agencies to
evaluate their operations and implement best practices. In addition, these results can inform state
and regional transit planning and guide funding decisions at the federal and state levels.
Furthermore, in this study we explore results aggregated at the state level, which facilitates a
comparison across states in the Appalachian region and can provide insights at a higher level.
The remainder of the study is organized as follows. The second subsection presents the
research approach proposed in this study, including the methods, data, and inputs and outputs
selected to estimate the performance models. The third subsection discusses the empirical setting
and the data used in the case study. The fourth subsection presents the results of the analysis, and
the final section outlines the conclusions and future works and discusses the planning and policy
implications of this work.

2.3 Methodology
2.3.1

Data Envelopment Analysis

DEA is a non-parametric multiple input-output efficiency technique that can measure the
relative efficiency of transit systems using a linear programming–based model. It is nonparametric because it requires no assumptions regarding the shape or parameters of the underlying
production function. Because of this feature, the popularity of DEA has increased in the last three
decades. (Chames, Cooper, and Rhodes 1978) proposed the original model (i.e., the Charnes,
Cooper, and Rhodes [CCR] model) assuming constant returns to scale (CRS) for the underlying
production technology. Later, (Banker, Charnes, and Cooper 1984)extended the model (i.e., the
Banker, Charnes, and Cooper [BCC] model) to include variable returns to scale (VRS) (for details
on these methods, refer to (Cooper, Seiford, and Tone 2007)). The basic idea behind the DEA
model is the estimation of a “virtual” input consisting of the weighted inputs of a system or
decision-making unit (DMU), which is considered to be the agency responsible for the production
of a “virtual” output consisting of the weighted outputs. Then, using linear programming, the
weights are determined so as to maximize the ratio of “virtual” output to input (Cooper, Seiford,
and Tone 2007), which can be done either by minimizing the input for a given amount of output
(input orientation) or by maximizing the output for a given amount of input (output orientation).
For more information on the origins and details of this methodology, the reader should refer to
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(Hartman, Kurtz, and Winn 1994; “National Transit Database (NTD) Glossary” 2015; Min and
Lambert 2010).
In this study, three sets of input-oriented models are designed that consider both CRS and
VRS. As discussed by (Viton 1997), who followed an input orientation, we explore the possibility
that systems can reduce their inputs to achieve the same amount of output without compromising
performance. Input orientation, as well as both CRS and VRS, have been frequently used in transit
studies based on DEA (refer to Table 1, p. 1481, of (Hahn et al. 2013)).
The input-oriented optimization problem under CRS, in an envelopment form, is written
as:
𝜃

(1)

Subject to 𝑌𝜆 − 𝑦𝑖 ≥ 0,

(2)

𝜃𝑥𝑖 − 𝑋𝜆 ≥ 0,

(3)

𝜆 ≥ 0.

(4)

Min

Where θ is a scalar and λ is a N×1 vector of constants, yi is the vector of M outputs (m=1…
M), and xi is the vector of K inputs (k=1, …, K) of the i=1, …, N DMU, while (X,Y) is the input
and output matrix. The above equation is adapted from (Cooper, Seiford, and Tone 2007). In this
study, each DMU represents a specific transit system in the year of analysis. The value of 𝜃 is
estimated for every DMU and corresponds to its performance score. In other words, the above
problem attempts to locate a “virtual” DMU among the pool of DMUs considered that
corresponds to a perfectly efficient DMU (i.e., a DMU on the frontier). The constraints dictate
that this virtual DMU should produce at least as much output, and with at least as much input, as
DMUi. Solving the problem stated above, it can be shown that the DEA yields θ scores between
0 and 1, with 1 denoting that the DMU is efficient, or, in other words, that it is located on the
frontier. Then, considering VRS, the assumption of CRS is relaxed with the addition of the
restriction 𝑁1′𝜆 = 1 (where N1 is an all-one N×1 vector).
2.3.2

Selection of Variables

As (Fielding, Glauthier, and Lave 1978) discussed, different aspects of transit performance
can be evaluated under two different sets of goals: efficiency and effectiveness. In addition,
combined performance measures can be designed in such a way as to combine the main aspects
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of both sets of criteria. A transit system can be considered efficient when it performs well in
producing transit services, specifically in utilizing the available inputs to reach the expected
output. A transit system can be considered effective when it performs well in a comparison
between the services actually provided and those intended. As described in a 2009 Transit
Cooperative Research Program (TCRP) report (Ellis and McCollom 2009) and earlier reports by
the Federal Transit Administration (such as (Hartman, Kurtz, and Winn 1994)), transit practice in
the U.S. associates efficiency with the output “produced” (e.g., vehicle revenue miles) and
effectiveness with the output “consumed” (e.g., passenger trips) (Ripplinger 2012b).
As for the inputs of the systems, three different components have been mainly used in the
literature: labor, fuel, and capital. Other external factors that might affect the systems’
performance have also been considered.
Table 1 presents the main input and output variables used in the U.S. transit literature. It
should be noted that labor and capital are represented by the number of employees and vehicles,
respectively, of transit systems, while fuel consumed is quantified in terms of gallons.
Furthermore, based on (“National Transit Database (NTD) Glossary” 2015), unlinked passenger
trips (UPT) are defined as “the number of passengers who board public transit vehicles.
Passengers are counted each time they board vehicles, no matter how many vehicles they use to
travel from their origin to their destination.” Meanwhile, ridership is defined as “the number of
rides taken by people using a public transit system in a given period.” Because the NTD and iNTD
databases do not include annual linked passenger trip data, in Table 1 these terms are used
interchangeably.
In view of the above, this study proposes three different sets of models to evaluate the
efficiency, effectiveness, and combined efficiency-effectiveness, respectively, of rural transit
systems. The last model is suggested to diminish the intended error in the measurement process
and improve the reliability and validity of the measures. Based on the variables used in the
literature (shown in Table 1) and considering both the availability of data and the unique
characteristics of rural transit as outlined in TCRP report 136 (Ellis and McCollom 2009), in all
three models two input variables are used: (1) Total Operating Expenses and (2) Total Revenue
Vehicles in Total Fleet. In terms of the outputs, the efficiency model utilizes Annual Vehicle
Revenue Miles, and the effectiveness model utilizes Total Unlinked Passenger Trips. A combined
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efficiency-effectiveness model is also proposed that combines both output variables (Annual
Vehicle Revenue Miles and Total Unlinked Passenger Trips) using equal weights. All of the
variables above are among the key variables used to evaluate the performance of rural transit
agencies according to the TCRP guidelines (Ellis and McCollom 2009). Note that we use total
vehicle revenue miles instead of total vehicle miles because including deadhead miles could
penalize systems that operate within county or town limits in comparison to those that operate
across counties.
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Table 1: Input-output Variables Used in the U.S Transit Literature
Input (In terms of)
Model

Study
(Karlaftis 2004)

Labor


Capital


Fuel

Efficiency

VOEXP,
MEXP,
GAEXP






















Network
length
OEXP





Line length,
Span of
service








Length, Span
of service










RVH,
UZADEN,
PNOVEH,
ASIPAS
Span of
service, Line
length,
Number of
stops

(Georgiadis, Politis, and
Papaioannou 2014)

Fare
revenues





(Lao and Liu 2009)

(Sampaio, Neto, and Sampaio
2008)







(Chu, Fielding, and Lamar
1992)

Effectiveness

PM



OEXP

(Georgiadis, Politis, and
Papaioannou 2014)
(Karlaftis 2004)





(Min and Lambert 2010)
(Barnum, Karlaftis, and
Tandon 2011)
(Karlaftis and Tsamboulas
2012)

Other



(Chu, Fielding, and Lamar 1992)
(James F. Nolan 1996)
(J. F. Nolan, Ritchie, and
Rowcroft 2002)
(James Francis Nolan,
Ritchie, and Rowcroft 2001)

Expenses

Output (In terms of)
Vehicle Vehicle Ridership
Other
Miles Hours
(UPT)


OEXP
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Input (In terms of)
Model

Study
(Karlaftis 2004)

(Viton 1997)

(Nakanishi and Norsworthy
2000)

Labor








(Boilé 2001)

(Min, Ahn, and Lambert 2015)





Combined

(Arman and Labi 2013)

Capital



Fuel

Expenses

Other




Tires,
Services,
Utilities,
Insurance

Average
speed,
Average fleet
age, Network
length

Tires,
 Services,
Other OEXP
VOEXP,
VM,
GAEXP,
NVM
OEXP,
SCRV
OEXP

Vehicle
Miles


Output (In terms of)
Vehicle Ridership
Other
Hours
(UPT)












Total funds,
RVM, RVH











Fare
revenues

(Arman, Labi, and Sinha 2013)


OEXP


Where ASIPAS is the annual financial assistance per passenger, GAEXP is the annual general/administrative expenses, MEXP is the annual maintenance
expenses, NVM is the annual nonvehicle maintenance expenses, OEXP is the operating expenses, PM is the passenger miles, PNOVEH is the proportion of
households without automobiles, RVH is the revenue vehicle hours, RVM is the revenue vehicle miles, SCRV is the total seat capacity of revenue vehicle fleet,
TRAS is the annual unlinked passenger trips, UZADEN is the urbanized area population density, VM is the annual vehicle maintenance expenses, VOEXP is the
annual vehicle operating expenses.
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It should be clarified that all articles reviewed in Table 1 are categorized into the following
three models: efficiency, effectiveness, and combined efficiency-effectiveness. This classification
is based on the definitions of the models of efficiency, effectiveness, and combined efficiencyeffectiveness adopted in this study, regardless of the original model name and classification in the
cited paper. Here, the output variables play a substantial role, such that the efficiency model
utilizes vehicle miles or hours as an output while the effectiveness model utilizes ridership, and
the combined model utilizes a combination of both output variables.
2.3.3

Returns to Scale

This section discusses the determination of RTS based on the BCC method. According to
(Jahanshahloo, Soleimani-Damaneh, and Rostamy-Malkhalifeh 2005), it can be supposed that we
have n DMUs, where each DMUj, j=1, 2, ..., n produces the same s outputs using the available
inputs m. The amount of outputs yrj, (r=1,2, …, s) and amount of inputs 𝑥𝑖𝑗 (i=1,2, …, m) can
vary among DMUj. The efficiency of a specific DMUo can be evaluated using the input-oriented
BCC model for DEA, which is presented in its multiplier form as follows, adopted from (Lin and
Zhang 2010):
Max

𝑧 = ∑𝑠𝑟=1 𝑢𝑟 𝑦𝑟0 − 𝑢0

Subject to ∑𝑠𝑟=1 𝑢𝑟 𝑦𝑟0 − 𝑢0 − ∑𝑚
𝑖=1 𝑣𝑖 𝑥𝑖𝑗 − 𝑢0 ≤ 0, ∀ 𝑗

(5)
(6)

𝑚

∑ 𝑣𝑖 𝑥𝑖0 = 1,

(7)

𝑖=1

𝑣𝑖 ≥ 0, 𝑢𝑟 ≥ 0.

(8)

In Eq. (5), the optimal values of this variable can be used to identify the RTS.
Following the above equations, the efficiency can be defined as follows: A DMU is
efficient if and only if both (1) and (2) hold:
(1) The optimal value of Eq. (5) is equal to 1.
(2) There exists one optimal solution with 𝑣𝑖 ≥ 0, 𝑢𝑟 ≥ 0.
Then, we can determine the RTS according to the following RTS theorem(Lin and Zhang
2010; Banker and Thrall 1992).
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Let (X0, Y0) be efficient. The following conditions identify the situation for RTS for a
given model:
I.

Constant RTS prevail at (X0, Y0) if and only if u*0 = 0 for at least one optimal
solution.

II.

Increasing RTS prevail at (X0, Y0) if and only if u*0 < 0 for all optimal solutions.

III.

Decreasing RTS prevail at (X0, Y0) if and only if u*0 > 0 for all optimal solutions.

Where Xo = (X10, X20… Xm0) and Y0 = (Y10, Y20 …Ys0) are the input-output vectors
of DMU0.
There are three possible types of RTS: increasing returns to scale (IRS), constant returns
to scale (CRS), and decreasing returns to scale (DRS). If output increases by the same proportional
change as all inputs, then CRS prevails. If output increases by less than the proportional change
of all inputs, then DRS prevails. If output increases by more than the proportional change of all
inputs, then IRS prevails. A firm’s production function might exhibit different types of returns to
scale at different ranges of output. A DMU operating under IRS is more productive because its
percentage increase in output is proportionally greater than the percentage increase in the use of
all inputs. Consequently, as output increases a decline in the long-run average unit costs is
anticipated.

2.4 Empirical Setting and Data
2.4.1

Empirical Setting

This section presents the empirical setting of rural Appalachia, which is used as a case
study to illustrate the proposed methodology. The Appalachian region covers 205,000 square
miles and includes all of West Virginia and portions of 12 other states from New York to
Mississippi, as Figure 1 shows. The 420 counties of the region are grouped into five subregions
based on similarities in economic and demographic characteristics and geographic location
(Northern Appalachia, North Central Appalachia, Central Appalachia, South Central Appalachia,
and Southern Appalachia). While Appalachia is a distinct part of the U.S., the region is far from
homogeneous, including both rural counties and major metropolitan areas such as Pittsburgh,
Birmingham, and parts of suburban Atlanta (“USDA ERS - Urban Influence Codes” 2019).
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Figure 1 depicts the rural and urban county types in the Appalachian region.

Figure 1: The Appalachian region (designed using data from the United States
department of agriculture (“USDA ERS - Rural-Urban Continuum Codes” n.d.))

Rural Appalachia encompasses about 47,363 square miles of land and a population of
approximately 2,501,699. According to a data overview of the Appalachian region (Pollard and
Jacobsen 2018), rural and nonmetro areas in Appalachia have seen a marked decrease in
population since 2010 compared to an increase in the U.S. Furthermore, the region includes a
notably higher elderly population than the U.S. average. In 2017, more than 18.5% of the
population in rural and nonmetro areas in Appalachia was 65 years old or older, much higher than
the national average of 15.6%. Rural Appalachia also has a higher unemployment rate compared
to the national average and a higher percentage of people living in poverty. Furthermore, the
percentage of people with disabilities is higher than average. Nevertheless, the people of rural and
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nonmetro Appalachia are more dependent on personal automobiles. While the share of commuters
using transit is approximately 5% in the U.S., the share in the entire Appalachian region is 1%,
and the share in rural and nonmetro Appalachia is as low as 0.3%. For the population living below
the poverty line, this percentage is slightly higher, but is still much lower than the national
averages for this group. These statistics emphasize the need to improve and expand transit services
in rural and nonmetro Appalachia.
2.4.2

Data

The case study utilizes annual data from 2016 to illustrate the proposed methodology. The
data was submitted to the rural iNTD by rural transit agencies receiving FTA funding from the
Rural Formula Program (§5311). Within the 13 states of the Appalachian Region, in 2016, 94
agencies provided rural transit services in 2016, as reported by the rural iNTD. Data from 2016
was the most recent available on the iNTD website at the time of analysis. Of the 94 rural transit
agencies in Appalachia, 10 were excluded from our data set because their 2016 data lacked certain
data points from several variables needed for analysis. Five additional agencies lacked data points
for only one input variable (Total Revenue Vehicles in Total Fleet). Statistical methods were used
in an attempt to replace these missing data points with reasonable values. However, because DEA
is a data-oriented and non-parametric method and the models used in this study included only two
input variables, the value of each variable significantly affects the results of the DEA. Therefore,
it was determined that the missing data could be reasonably replaced for one of the five agencies
using a trend technique because sufficient data was available from previous years. The other four
agencies were excluded from the data set. With these 14 agencies removed, the data set used for
the models includes 80 rural transit agencies within 12 states in Appalachia; the number of states
has decreased because both agencies located in South Carolina were excluded.
Table 2 presents the descriptive statistics of the main variables utilized in the analysis by
state.
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Table 2: State Descriptive Statistics for the Inputs and Outputs Used in the Analysis
(2016 Data)
No of
State
Agencies

Alabama

Georgia

Kentucky

Maryland

Total
Statistics Operating
Expense

North Carolina

Ohio

Pennsylvania

Tennessee

Virginia

West Virginia
South Carolina

Annual Vehicle
Revenue Miles

Mean

201,589

8

9,810

74,576

St. Dev.

32,014

2

3,590

26,609

Mean

169,056

3

14,604

82,131

St. Dev.

70,472

1

9,227

32,928

Mean

3,240,070

69

286,109

1,841,681

St. Dev.

3,262,701

65

370,988

2,190,011

Mean

1,205,025

20

111,233

734,286

0*

0*

0*

0*

Mean

975,649

27

124,292

523,769

St. Dev.

416,244

8

76,650

235,229

1,153,582

18

90,378

308,614

St. Dev.

460,047

5

57,387

115,243

Mean

812,336

17

52,800

388,388

St. Dev.

966,214

13

45,035

408,718

Mean

927,807

16

57,189

317,359

St. Dev.

704,830

6

53,179

208,883

Mean

2,719,404

38

204,288

1,120,488

St. Dev.

1,431,185

19

70,209

787,215

Mean

5,002,905

130

238,760

2,740,852

St. Dev.

1,221,413

53

76,178

346,030

Mean

1,194,678

33

115,003

515,212

St. Dev.

621,717

21

44,777

292,674

Mean

924,781

23

89,547

396,354

St. Dev.

504,721

7

74,547

207,449

17

8

1

4
Mean

New York

Total Unlinked
Passenger
Trips

3

St. Dev.
Mississippi

Total
Revenue
Vehicles in
Total Fleet

4

14

8

2

4

5

10
0 (eligible)

Excluded from the analysis

* The standard deviation is 0 because there is only one agency in the state.
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Table 2 shows that the characteristics of each state vary significantly, as captured in the
highly varying standard deviations and the numbers of rural transit agencies in each state. The
table above shows that Tennessee, Kentucky, and Pennsylvania exhibit the highest means and
standard deviations for all input and output variables, whereas Alabama and Georgia exhibit the
lowest values. Interestingly, Kentucky and North Carolina, with 8 and 14 rural transit agencies,
respectively, include extremely diverse transit agencies in terms of their input variables. This
finding is captured in the standard deviations shown in Table 2, which were sometimes found to
be higher than the mean values.

2.5 Case Study Results and Discussion
2.5.1

Efficiency, Effectiveness, and Combined Efficiency-Effectiveness Scores

In this chapter, three sets of input-oriented models are designed considering both CRS and
VRS. The values resulting from the models differ between the VRS and CRS approaches.
Although the results of the CRS DEA are simple and easier to interpret, the values yielded by the
VRS DEA are more accurate. Additionally, the extended model (BCC) can be used to determine
RTS, as explained in the methodology section. Therefore, in this section, only the results of the
VRS DEA are reported. Detailed results for every rural transit agency included in this study,
estimated using both the CRS and VRS approaches are available at the following URL:
https://tinyurl.com/yxzhjyjf.
Table 3 shows the statistical distribution of the performance scores of three models using
2016 data.
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Table 3: Statistical Distribution of the Performance Scores
Range of Scores

Efficiency

Effectiveness

Combined

[0.00-0.10)

0

0

0

[0.10-0.20)

0

1

0

[0.20-0.30)

0

12

0

[0.30-0.40)

8

18

2

[0.40-0.50)

10

13

9

[0.50-0.60)

11

9

11

[0.60-0.70)

17

8

12

[0.70-0.80)

13

4

14

[0.80-0.90)

6

2

12

[0.90-1.00)

3

1

3

1.00*

12

12

17

Total number of Transit Systems

80

80

80

Mean Score

0.67

0.53

0.74

Median

0.68

0.47

0.75

St. Dev.

0.20

0.26

0.19

Minimum

0.32

0.19

0.38

Maximum

1

1

1

*A DEA score equal to 1 indicates a DMU located on the frontier
(or a perfectly efficient and/or effective transit system)

The Table suggests that approximately 15% of the transit systems are perfectly efficient
and perfectly effective (12 out of the 80 systems) and that 21% have a perfect combined
efficiency-effectiveness relative to their peers (17 out of the 80 systems). In addition, the table
shows that, although the distributions of efficiency and combined efficiency-effectiveness are leftskewed, the distribution of effectiveness is right-skewed. This finding indicates that, overall,
transit systems in the Appalachian region are more efficient than they are effective.
Table 4 shows the average BCC scores for different models by state. Figure 2 depicts the
same average efficiency and effectiveness scores by state to facilitate a comparison.
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Table 4: Average Performance Scores by State
Efficiency

Effectiveness

Combined

Avg. Score (St. Dev.)

Avg. Score (St. Dev.)

Avg. Score (St. Dev.)

No of
State
Agencies
Alabama

3

0.48 (0.07)

0.42 (0.10)

0.47 (0.03)

Georgia

17

0.85 (0.16)

0.79 (0.20)

0.75 (0.14)

Kentucky

8

0.74 (0.18)

0.51 (0.27)

0.75 (0.16)

Maryland

1

1.00 (0*)

1.00 (0*)

1.00 (0*)

Mississippi

4

0.60 (0.17)

0.55 (0.22)

0.73 (0.21)

New York

4

0.49 (0.10)

0.51 (0.31)

0.60 (0.25)

North Carolina

14

0.66 (0.15)

0.39 (0.09)

0.68 (0.13)

Ohio

8

0.55 (0.17)

0.38 (0.19)

0.61 (0.17)

Pennsylvania

2

0.74 (0.26)

0.62 (0.04)

0.76 (0.17)

Tennessee

4

0.77 (0.08)

0.28 (0.06)

0.72 (0.08)

Virginia

5

0.61 (0.19)

0.63 (0.31)

0.75 (0.21)

West Virginia

10

0.55 (0.15)

0.49 (0.23)

0.64 (0.20)

* The standard deviation is 0 because there is only one agency in the state.

Figure 2: Efficiency-Effectiveness scores of each state
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As the table and figure show, transit systems in Georgia, Tennessee, and Kentucky
perform better on average in terms of efficiency, while transit systems in Georgia, Virginia, and
Pennsylvania perform better on average in terms of effectiveness. However, it seems that transit
systems in Pennsylvania, Georgia, Kentucky, and Virginia perform better on average in terms of
combined efficiency-effectiveness. The findings also show that, generally, the 17 transit systems
in Georgia appear to be performing well, in that the state has among the highest average scores
and relatively small standard deviations for all three models. Georgia’s systems are also among
the smallest systems on average in terms of vehicles, ridership, and vehicle revenue miles, as
Table 2 shows. Furthermore, the performance of Tennessee’s 4 transit systems seems to be similar
across those 4 systems, with the systems having high efficiency but relatively low effectiveness
scores. From Table 2, it can be inferred that Tennessee’s transit systems are relatively larger than
other states’ systems. Kentucky’s 8 transit systems are also relatively large and also seem to be
more efficient than they are effective, but there is more variation across the 8 agencies (as captured
in the standard deviation of the scores). In contrast, the transit systems of Virginia are, on average,
effective, but they are only somewhat efficient (their average is approximately the same as the
average of the whole data set). However, it seems that, like in Kentucky, the systems that operate
in Virginia are diverse in terms of their performance (evident in the high standard deviations).
Finally, as Table 3 shows, Maryland has just one rural transit agency, which is in the frontier for
all three models, and Pennsylvania has just two, which are quite different from each other in terms
of both size (as Table 2 shows) and performance (as Table 3 shows). Finally, as Figure 2 shows,
Maryland and Georgia can be considered the only states in which transit systems operate both
efficiently and effectively, while in the rest of the states, the agencies perform on average better
in one of the two aspects of performance.
Table 5 presents the relationships among the efficiency, effectiveness, and combined
efficiency-effectiveness ratings for each state. For all systems, if the rating of one performance
attribute is positively related to the ratings of the other two attributes, this simply implies that, for
a number of operational and administrative reasons, efficient systems also tend to be effective
systems.
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Table 5: Correlation Statistics for Performance Ratings by State
Effic.

Effect.

Comb.

Effic.

Effectiveness
Combined

1

Efficiency

-0.74

1
-

0.98

0.6

1

Georgia
Efficiency

1

Effectiveness

0.01

1

Combined

0.96

0.27

1

Ohio
1

Efficiency

Effectiveness

0.89

Combined

0.98

1
0
.91

Effectiveness
1

Kentucky
Efficiency

Comb.

North
Carolina

Alabama
Efficiency

Effect.

Combined

1
-0.29

1

0.7

0.45

1

Pennsylvania
1

Effectiveness

0.3

Combined

0.88

1
0
.56

1

Maryland

Efficiency

1

Effectiveness

1

1

Combined

1

1

1

Tennessee

Efficiency

Excluded from the
analysis

Effectiveness

Efficiency

1

Effectiveness

-0.05

1

Combined

0.93

0.22

(only one data point
Combined

was available)

Mississippi
Efficiency

Virginia
1

Effectiveness

0.7

Combined

0.96

Efficiency
1
0
.85

1

New York
Efficiency

1

1

Effectiveness

0.69

1

Combined

0.87

0.91

1

West Virginia
1

Effectiveness

0.55

Combined

0.72

Efficiency
1
0
.97

1

1

Effectiveness

0.34

1

Combined

0.8

0.81

1
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Interestingly, the results in Table 5 indicate that efficiency is positively related to
combined efficiency-effectiveness in almost every state, but not necessarily effectiveness. This
finding is somewhat unexpected because it contradicts previous findings in the literature of urban
transit (see for example (Karlaftis 2004)). In the case of Alabama, it can even be inferred that
efficiency and effectiveness are highly negatively correlated, while Ohio and Tennessee exhibit a
slight inverse relationship between efficiency and effectiveness (-0.29 and -0.05, respectively).
We also note that the results of all three models for Pennsylvania are strongly correlated, but there
are only two rural transit systems in the Appalachian region of the state included in the analysis.
It should also be noted that Maryland has been excluded from the analysis, as the results would
not be meaningful because the Appalachian portion of the state has just one rural transit agency
included in the analysis.
2.5.2

Returns to Scale

Table 6 presents the number and percentage of agencies operating under different RTS
types in 2016, as reported by all three models.
Table 6: Number and Share of Rural Transit Systems Operating Under Different RTS by State

State

Efficiency Based
CRS
DRS
IRS

Alabama
Georgia
Kentucky

4
(50%)

Maryland
Mississippi
New York
North Carolina
Ohio

2
(50%)
1
(25%)
6
(43%)
3
(38%)

Pennsylvania
Tennessee
Virginia
West Virginia
Total (#)
Total (%)

5
(100%)
3
(30%)
24
(30%)

1
(6%)
3
(38%)
1
(100%)

2
(50%)
1
(7%)
1
(12%)
2
(100%)
4
(100%)

1
(10%)
16
(20%)

Returns to Scale
Effectiveness Based
CRS
DRS
IRS

3
(100%)
16
(94%)
1
(12%)

4
(50%)

2
(50%)
1
(25%)
7
(50%)
4
(50%)

6
(60%)
40
(50%)

0
(0%)

2
(50%)
1
(25%)
1
(7%)
1
(12%)
2
(100%)
4
(100%)
2
(40%)
2
(20%)
19
(24%)

3
(100%)
17
(100%)
4
(50%)
1
(100%)
2
(50%)
3
(75%)
13
(93%)
7
(88%)

3
(60%)
8
(80%)
61
(76%)

Combined Based
CRS
DRS
IRS

1
(12%)

1
(25%)
4
(28%)
1
(12%)

1
(20%)
4
(40%)
12
(15%)

5
(63%)
1
(100%)
2
(50%)
2
(50%)
1
(7%)
1
(12%)
2
(100%)
4
(100%)
2
(40%)
2
(20%)
22
(27%)

3
(100%)
17
(100%)
2
(25%)

Total
3
17
8
1

2
(50%)
1
(25%)
9
(64%)
6
(75%)

4
4
14
8
2
4

2
(40%)
4
(40%)
46
(58%)

5
10
80
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Interestingly, the efficiency-based RTS results show that exactly one-half of the rural
transit systems appear to be operating under IRS. In addition, the effectiveness-based RTS results
show that no system is operating under CRS and that nearly 76% of systems are operating under
IRS. The findings are consistent with the literature, in that the results appear to be affected by the
output specification, and thus different systems seem to operate under different RTS types when
the estimations are based on efficiency, effectiveness, or combined efficiency-effectiveness (see
(Karlaftis 2004)).
The findings suggest that most transit systems in Georgia operate under IRS based on both
efficiency and effectiveness. In contrast, Tennessee’s transit systems operate under DRS based
on both efficiency and effectiveness. Most of Kentucky’s systems seem to operate under either
CRS or DRS based on efficiency or combined efficiency-effectiveness, and half of the agencies
seem to operate under IRS based on effectiveness. Both systems in Pennsylvania operate under
DRS and all three systems in Alabama operate under IRS, no matter the output specification. In
North Carolina, although most systems are not highly effective (as shown by the low average
effectiveness scores in Table 4), all but one of the systems appear to operate under IRS based on
effectiveness. The systems in the remaining states operate under a mix of increasing, constant,
and decreasing returns to scale, depending on the output specification.

2.6 Conclusions
Significant amounts of research have been undertaken to develop methods for evaluating
transit system performance because the efficacy of public sector service providers in terms of the
optimal use of resources is considered critical. In this study, a DEA methodology to assess the
efficiency, effectiveness, and combined efficiency and effectiveness of rural transit systems was
proposed. We used a medium-sized data set that included operational data for 80 transit systems
in the Appalachian region for the year 2016. In addition to evaluating the agencies’ performance,
we explored the returns to scale of the agencies in the region.
Because DEA is a non-parametric multiple input-output efficiency technique, the selection
of inputs and outputs can significantly affect the results. A wide variety of parameters have been
considered in the literature, but to the authors’ knowledge no study has provided a comprehensive
overview of these input-output parameters. This study reviewed and summarized all key
parameters that have been considered in the U.S. transit literature and selected the most suitable
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variables for rural transit evaluation in light of data availability, the unique characteristics of rural
transit, and the TCRP guidelines’ (Ellis and McCollom 2009) recommendations.
The findings of the performance analysis have many implications. In terms of evaluating
the performance of rural transit systems, the efficiency and effectiveness of these systems are not
necessarily related. In addition, the findings suggest that combined efficiency-effective seems to
be more strongly affected by the output produced (e.g., vehicle miles) than the output consumed
(e.g., passenger trips). These findings emphasize the need, in practice, to evaluate rural transit
systems in a holistic way and in more than one dimension.
In terms of regional planning, the findings show that, overall, rural agencies in the
Appalachian region are more efficient than they are effective. In fact, many of the systems seem
to be much less effective than they can be (relative to their peers). This finding is somewhat
anticipated because effectiveness is highly dependent on the output consumed. In other words,
attracting ridership is one of the key challenges for many rural transit systems in the U.S., whether
due to the low populations and population densities of the areas served, the low density of
destinations, high automobile dependence, or other area-specific reasons. Furthermore, many of
the larger systems seem to be relatively efficient but not effective (especially true for systems
operating in Tennessee and Kentucky). This finding suggests that to perform well, an agency does
not necessarily have to be large in terms of passengers served, distance covered, vehicles in
operation, etc. This conclusion is corroborated by the finding that Georgia’s transit systems, which
are relatively small, seem to be the most efficient and effective agencies.
For the RTS analysis, the findings of this work corroborated previous literature on urban
transit and demonstrated that the type of RTS that an agency operates under depends on the output
specification. This finding implies that there is no single optimal size for a rural transit agency
where the optimum RTS is achieved. Instead, the optimal size depends on the aspect of
performance the agency wants to enhance. Because, as we previously discussed, increasing a rural
transit system’s efficiency does not necessarily increase its effectiveness, this implication is
especially important for the practice of rural transit agencies. To guide funding and planning
decisions, states and local funding agencies should encourage rural transit agencies to develop
well-planned operational strategies based on the agencies’ goals and missions.
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In terms of regional planning, the findings suggest that, depending on the output
specification, half or more of the agencies perform under IRS. Rural agencies experiencing IRS
are expected to have decreasing long-run average costs as their operations expand. Based on these
observations, it is expected that an increase in ridership should, in many cases, both decrease the
average unit costs and increase the effectiveness of rural transit systems in the region. Ineffective
systems could explore strategies that can help increase ridership (such as targeted marketing or
travel training), and states could facilitate this exploration by providing guidance and targeted
funding. A future case study of Georgia’s systems can perhaps provide insights and best practices
for the Appalachian region.
Even using a limited dataset, the findings suggest that the DEA methodology is a strong
and insightful peer evaluation method that can be used to explore the performance of rural transit
systems. It should be noted that even though the case study in this study focused on rural
Appalachia, the proposed methodology is easily transferable to any rural area in the U.S. because
of the standardized data collection required by the FTA and the reporting practices of the iNTD.
An investigation of external factors that might affect transit performance, such as population
density and other socioeconomic and demographic characteristics, distance of the subject region
from an urban center, or the accessibility of services, might also provide valuable insights. Such
an investigation could be conducted using DEA methodologies (e.g., second-stage DEA) or
standard econometric techniques. Furthermore, while this study used data from a single year, it
would be possible to perform an analysis using panel data. However, although the iNTD provides
data as far back as 2007, for many agencies the data sets for certain years are incomplete, and
therefore researchers would have to either work with a relatively small set of agencies for which
complete data are available or use data imputation methods that might affect the results of the
analysis.
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Section 3
Evaluation of Ridehailing Programs as an Additional Service
of Transit Agencies in Small Urban Areas Using Multi-Criteria
Decision Analysis
3.1 Abstract
One of the innovative approaches that public transit agencies in the U.S. have recently
started exploring is partnership with transportation network companies (TNCs) to improve
performance and expand services. However, the practice is neither widespread nor well-studied,
especially in small urban and rural areas. Although practitioners have begun exploring the
potential economic impacts of transit-ridehailing partnerships, literature has yet to provide a
comprehensive methodology that assesses and prioritizes the ridehailing programs before starting
the partnership.
In this research, we present both the theoretical framework proposed and findings from a
case study of MLTA that is currently considering to develop a ridehailing program. We identified
the most relevant criteria from literature to evaluate the performance of different ridehailing
programs using multi-criteria decision analysis methodology. Perceived rating of each ridehailing
program, with respect to each criterion, has been used in accordance with the opinions of the
stakeholders to employ a set of MCDA methods. This case study and the framework used can
help agencies to evaluate adopting a ridehailing program, and therefore, more easily achieve their
goals and improve their effectiveness. The findings of this study show that the perceived optimal
ridehailing program, resulting from a partnership between MLTA and a TNC, is substituting lowfrequency fixed-route services with on-demand service for the general public in areas previously
serviced by the fixed route.
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3.2 Introduction
Traditionally, public transit services have been categorized as Fixed-Route Transit (FRT),
which tends to be more cost-effective, and Demand-Responsive Transit (DRT) (Garrett 2014).
With technology improvements, a new class of private mobility service providers named
Transportation Network Companies (TNCs) have emerged over the past decade to exploit mobile
technology and digital networks to link customers with mobility options. Recently, it can be seen
that some public transit providers have started to partner with some TNCs like Uber and Lyft to
either improve or even substitute their existing service in terms of employing ridehail programs
within their transit systems.
Conceptually, ridehailing refers to a system in which travelers hire a personal driver by
smartphone apps to book and pay. Riders could be picked up and dropped off exactly where they
want and usually without several stops along a route or sharing with other riders. Transit agencies
considering partnering with a TNC may be interested in specific ridehailing programs to achieve
specific goals such as mobility improvements, cost savings, increased access to transit, or
improved customer satisfaction
Given the decreasing funding and other increasing operational restrictions, public transit
providers have been exploring transportation solutions that can be employed to meet the travel
needs of people who live in, work in or even visit their service area. Although partnering with a
TNC in rural and small urban areas is currently rare, transit agencies have started partnering with
TNCs like Uber and Lyft to either expand or substitute existing service in urban areas. For
example, Pinellas Suncoast Transit Authority (PSTA), provider for Pinellas County in Florida has
developed TNC partnerships in response to service cuts owing to low ridership. Instead of cutting
service to some areas entirely, Pinellas Suncoast Transit began discounting Uber rides $5
(Schwieterman and Livingston 2019). Boston can also be considered a good example of a densely
populated urban community which has cooperated with Lyft and Uber to provide conventional
paratransit service, resulting in considerable cost savings over handling the operation in-agency
(Schwieterman and Livingston 2019).
On the other hand, there are several transit agencies in rural and small urban areas that are
eager to work on short- to medium-term transit plans to investigate required changes,
enhancements, and expand their current level of service to improve their efficiency and
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effectiveness. Performance and service improvements and service expansions are expected to
satisfy current public transit users and attract more riders to the systems. There are several
motivations and reasons which have resulted in the selection of ridehailing programs that vary
according to the target customers and main purpose of ridehailing programs such as first mile/last
mile connection, late night transportation, or on demand services. Although practitioners have
begun exploring the potential benefits of a partnership with TNCs, literature has yet to provide a
methodology that assesses and quantifies these benefits of employing a ridehailing program
within a public transit environment.
In this study, we suggest four ridehailing programs for a public transit agency in a small
urban area. We also identify a set of criteria from the literature to help agencies evaluate adopting
a ridehailing program, and therefore, more easily achieve their goals and improve their
effectiveness. To assess the performance of suggested ridehailing programs, a comparative
analysis of different kinds of MCDA methods to show the similarity and differences of methods
was used. The proposed methods can be used to prioritize a ridehailing program option for the
current public transit system before starting the partnership between public transit and a TNC. We
illustrate the proposed method using a case study approach. We explore several cases of transitridesharing partnerships, specifically the case of PSTA, which we met with regarding their three
different ridehailing programs, and the case of Mountain Line Transit Authority (MLTA),
operating in Monongalia County, WV, which is currently considering to develop a ridehailing
program. We asked stakeholders of MLTA to rate the alternatives with respect to each criterion.
Then by assigning different weights to stakeholders, we compared the result of the ranking of
alternatives.

3.3 Methodology
The majority of decision problems in the public sector have a multiple criteria character
with many possible alternatives and many uncertainties as well as many stakeholders with various
interests (Walker 2000). Therefore, a variety of measures and dimensions must be considered to
analyze such complex decision problems. Most of the time, policymakers use different tools to
help them come to a decision concerning the consequences of policy and to rank alternative
solutions. In this study, multi-criteria decision analysis (MCDA), a range of methods for
evaluating a number of alternatives according to various, frequently contradictory decision criteria
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(Triantaphyllou 2000), is used to prioritize ridehailing program options for the case study of
Mountain Line Transit Authority (MLTA).
3.3.1

Multi-Criteria Decision Analysis

The application of multi-criteria decision analysis (MCDA) in the transit industry has been
widely used within a broad scope, ranging from a specific program's performance assessment to
strategic planning and infrastructural projects (Żak, Hadas, and Rossi 2017). MCDA is a wellknown methodology aiming to enable decision-makers to solve multi-criteria decision problems
by providing different computational methods and computer-based tools to consider complex
trade-offs among alternatives (Żak, Hadas, and Rossi 2017). The main objective of MCDA
methodology is to help policymakers select the preferable choice from several possible
alternatives, taking into account a wide range of criteria. It also allows the integration of
quantitative and qualitative information/input into a single assessment/output (Lami 2014). In this
section, the definition of criteria and some of the well-known MCDA methods are briefly
discussed.
3.3.2

Criteria

The factors that are used to evaluate the alternatives are called criteria. The criteria can be
determined through discussion meetings with decision-makers by considering the decision
objectives. Then the attributes of criteria should be identified. There are different ways to measure
an attribute, depending on the decision-makers’ goal. When defining each criterion, the main
question should be: how would you like to measure success/progress towards the goal? Criteria
can be categorized as beneficial, i.e., the higher value, the better result, and non-beneficial, i.e.,
the lower value leads to a better result (Seed 2017).
3.3.2.1

Weighting of Criteria

The weights of each criterion reveal the importance of the various evaluation criteria.
Relative importance is generally represented through some form of quantitative importance
“weight.” Stakeholders or decision-makers assign a relative weight to every criterion, based on
the perceived importance of the criterion. It is necessary to involve a group of unbiased decisionmakers in such a weighting process (Hassan, Hawas, and Ahmed 2013). This will ensure fairness
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and reflect unbiased judgments. In the following, we present the general formulation of criteria
weighting that we used in this study.
Let j denote the criterion index 𝐶𝑗 , j = 1, …, n. A group of E experts are asked to rate each
criterion, 𝑅𝑗𝑒 , where e is the index of the expert, e = 1, …, E.
The rates allocated by each expert e to each criterion j, are averaged 𝑅𝑗𝐼 (as shown in Eq.
(9)) to estimate the rate of each criterion j. Each expert rates each criterion using a scale as an
example of 1 to 5 (1: not at all important to 5: extremely important). Then the weight for each
criterion j, 𝑊𝑗 , will be calculated as shown in Eq. (10) while the weights should be nonnegative
values that sum to 1 based on Eq. (11).
𝑅𝑗𝐼 =

∑𝐸
𝑒=1(𝑅𝑗𝑒 )
𝐸
𝑅𝑗𝐼

𝑊𝑗 = ∑𝑛

𝐼
𝑗=1 𝑅𝑗

,

,

∀𝑗, 𝑗 = 1,2, … , 𝑛
∀𝑗, 𝑗 = 1,2, … , 𝑛

∑𝑛𝑗=1(𝑊𝑗 ) = 1.
3.3.3

(9)
(10)
(11)

MCDA Methods

An array of MCDA methods, each with their own characteristics, varying levels of
complexity and varied scope of application can be found in the literature (Mulliner, Malys, and
Maliene 2016). The goal of MCDA methods is to provide ranking of each alternative, given a set
of relevant decision criteria and alternatives. In the following, we discuss four different MCDA
methods namely, WSM, TOPSIS, PROMETHEE, and VIKOR that we used in this study.
According to (Broniewicz and Ogrodnik 2020), methods such as TOPSIS, PROMETHEE II, and
VIKOR were identified as some the most common methods used for the selected decision
problems in transit industry.
3.3.3.1

WSM- Weighted Sum Method

The weighted sum method (WSM) is probably the most commonly used approach for
evaluating some alternatives, given some decision criteria (Triantaphyllou 2000). The additive
utility assumption introduced in (Fishburn 1967) is the basis of this model.
The weighted sum method (WSM) has the following steps:
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Step 1: Construct the decision matrix and determine the weight of criteria
Step 2: Calculate the sum of weighted decision matrix for each alternative
In cases where all the criteria are valued in the same unit (e.g., dollars, minute), the WSM
method can be utilized easily. However, when applied to a data set with various units, the
normalization step would be added to the WSM process steps. By data normalization, the units of
measurement for data will be eliminated enabling us to compare data from different sources more
easily.
If there are m alternatives and n decision criteria, then the total value of each alternative
is equal to Eq. (12)(Fishburn 1967):
𝐴𝑊𝑆𝑀−𝑠𝑐𝑜𝑟𝑒
= ∑𝑛𝑗=1 𝑤𝑗 𝑎𝑖𝑗 ,
𝑖

𝑓𝑜𝑟 𝑖 = 1, … , 𝑚

(12)

Where 𝑤𝑗 denotes the relative weight of importance of jth criterion and 𝑎𝑖𝑗 is the
performance value of the ith alternative in terms of jth criterion.
When the criteria are estimated in different units, a normalization step is required. In this
case, 𝑟𝑖𝑗 is normalized performance value of the ith alternative in terms of jth criterion and should
be replaced of 𝑎𝑖𝑗 in Eq. (12). Beneficial criteria can be normalized as Eq. (13)(Vafaei, Ribeiro,
and Camarinha-Matos 2018):
𝑎

𝑖𝑗
𝑟𝑖𝑗 = 𝑎𝑚𝑎𝑥

(13)

𝑗

Furthermore, non-beneficial criteria are computed as Eq. (14) (Vafaei, Ribeiro, and
Camarinha-Matos 2018):
𝑎

𝑖𝑗
𝑟𝑖𝑗 = 1 − 𝑎𝑚𝑎𝑥
.

(14)

𝑗

Step 3: Rank the alternatives, sorting by the values 𝐴𝑊𝑆𝑀−𝑠𝑐𝑜𝑟𝑒
, in decreasing order.
𝑖
The best alternative is the one that achieves the highest total performance value.
3.3.3.2

TOPSIS- Technique for the Order of Preference by Similarity to the Ideal Solution

The Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) is a multicriteria decision analysis method that was developed in 1981 by Ching-Lai Hwang and Yoon
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(Hwang and Yoon 1981). TOPSIS is a practical method for ranking and selecting several possible
alternatives by measuring Euclidean distances. The fundamental concept of TOPSIS method is
that the preferred alternative should have the shortest distance from the ideal-best solution and the
farthest from the ideal-worst solution (Hwang and Yoon 1981; Yoon 1980). Also, according to
the carried out review of world literature, TOPSIS is one of the most well-known MCDA methods
in transit application area for evaluating a number of feasible solutions/alternatives against a
number of criteria (Broniewicz and Ogrodnik 2020).
The steps to apply the TOPSIS method for m alternatives and n criteria can be described
as the following (The equations are based on (Opricovic and Tzeng 2004)):
Step 1: Construct the decision matrix and determine the weight of criteria
Step 2: Calculate the normalized decision matrix
in TOPSIS, the vector normalization is utilized (Opricovic 1998), as Eq. (15) (Vafaei,
Ribeiro, and Camarinha-Matos 2018).
𝑟𝑖𝑗 =

𝑎𝑖𝑗
2
√∑𝑚
𝑘=1 𝑎𝑘𝑗

, i=1, 2,…, m , j=1,2,..,n

(15)

Step 3: Calculate the weighted normalized decision matrix as Eq. (16).
𝑡𝑖𝑗 = 𝑟𝑖𝑗 . 𝑤𝑗

(16)

Step 4: Determine the positive ideal and negative ideal solutions
𝑣+ = 𝑡𝑗𝑚𝑎𝑥 , for j ϵ beneficial criteria

(17)

𝑣+ = 𝑡𝑗𝑚𝑖𝑛 , for j ϵ non-beneficial criteria

(18)

𝑣− = 𝑡𝑗𝑚𝑖𝑛 , for j ϵ beneficial criteria

(19)

𝑣− = 𝑡𝑗𝑚𝑎𝑥 , for j ϵ non-beneficial criteria

(20)

Step 5: Calculate Euclidean distance from the ideal best and ideal worst value
𝑠𝑖+ = √∑𝑛𝑗=1(𝑡𝑖𝑗 − 𝑣+ )2 , ∀𝑗 = 1. 2 … . , 𝑛

(21)
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𝑠𝑖_ = √∑𝑛𝑗=1(𝑡𝑖𝑗 − 𝑣− )2 , ∀𝑗 = 1. 2 … . , 𝑛

(22)

Step 6: Calculate performance score
𝑝𝑖 =

𝑠𝑖−

(23)

+ 𝑠𝑖+

𝑠𝑖−

Step 7: Rank the preference order or select the alternative closest to 1
3.3.3.3

PROMETHEE II: Preference Ranking Organization Method for Enrichment

Evaluation
PROMETHEE II is one of the most widely used outranking methods. Its basic concept is
based on a pair-wise comparison of alternatives along with each criterion recognized. Logistics
and Transportation is one of the earliest topics in the literature of PROMETHEE methods.
(Behzadian et al. 2010).
The compromise ranking algorithm PROMETHEE II has the following steps, equations
are based on (Behzadian et al. 2010):
Step 1: Construct the decision matrix and determine the weight of criteria
Step 2: Normalize the Evaluation Matrix (Decision Matrix) using Minimum-Maximum
method as shown below:
𝑟𝑖𝑗 =

𝑟𝑖𝑗 =

𝑎𝑖𝑗 −min(𝑎𝑖𝑗 )

, for beneficial criteria

(24)

, for non-beneficial criteria

(25)

max(𝑎𝑖𝑗 )−min (𝑎𝑖𝑗 )

max(𝑎𝑖𝑗 )−𝑎𝑖𝑗

max(𝑎𝑖𝑗 )−min (𝑎𝑖𝑗 )

Step 3: Determine performance differences between each pair of alternatives with respect
to each criterion
𝑑𝑗 (𝑎, 𝑏) = 𝑔𝑗 (𝑎) − 𝑔𝑗 (𝑏)

(26)

Where 𝑔𝑗 (𝑎) and 𝑔𝑗 (𝑏) show the performance of alternatives a and b, respectively, with
regard to criterion j, and 𝑑𝑗 (𝑎, 𝑏) denotes the difference between these performances.
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Step 4: Calculate the preference function
𝑝𝑗 (𝑎, 𝑏) = 𝑑𝑗 (𝑎, 𝑏) , 𝑓𝑜𝑟 𝑑𝑗 (𝑎, 𝑏) ≥ 0, 𝑗 = 1,2, . . , 𝑛 & ∀ 𝑎, 𝑏 ϵ A (27)
𝑝𝑗 (𝑎, 𝑏) = 0 , 𝑓𝑜𝑟 𝑑𝑗 (𝑎, 𝑏) < 0
Step 5: Calculation of aggregated preference indices: for each pair of alternatives, an
aggregated preference index is calculated as follows:
𝛱(𝑎, 𝑏) = ∑𝑛𝑗=1 𝑝𝑗 (𝑎, 𝑏)𝑤𝑗 , ∀ 𝑎, 𝑏 ϵ A

(28)

Where 𝛱(𝑎, 𝑏) denotes the overall preference of a over b, and 𝑤𝑗 is the weight associated
with the jth criterion.
Step 6: Calculate the net outranking flows: for each alternative a when compared with
(n−1) other alternatives in A, positive and negative outranking flows or the leaving & entering
outranking flows are calculated as follows:
1

𝜙 + (𝑎) = 𝑛−1 ∑𝑥 𝜖 𝐴 𝛱(𝑎, 𝑥 ) , 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑎
1

𝜙 − (𝑎) = 𝑛−1 ∑𝑥 𝜖 𝐴 𝛱(𝑎, 𝑥 ) , 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑎

(29)

(30)

Where 𝜙 + (𝑎) and 𝜙 − (𝑎) denote the positive and negative outranking flow for
alternative a, respectively. A positive outranking flow of alternative a, indicates the overall
outranking degree of this alternative, indicating the extent to which this alternative dominates all
other alternatives. Similarly, a negative outranking flow of alternative a, indicates the extent to
which this alternative is dominated by all other alternatives.
Step 7: Determine the ranking of all the considered alternatives depending on the values
of 𝜙(𝑎).
𝜙(𝑎) = 𝜙 + (𝑎) − 𝜙 − (𝑎) , 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑎

, 𝜙 (𝑎) 𝜖 [−1,1]

(31)

Step 8: Rank the alternatives, sorting by the values 𝜙(𝑎), in decreasing order.
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3.3.3.4

VIKOR: VIšekriterijumsko KOmpromisno Rangiranje

The VIKOR method has been developed for the optimization of complex systems by
multi-criteria. It specifies the compromise ranking list, the compromise solution, and the weight
stability intervals for the compromise solution obtained with the initial (given) weights preference
stability (Opricovic 1998). In the VIKOR model, compromise ranking can be performed by
comparing the measure of closeness to the ideal solution (Chitsaz and Banihabib 2015).
The compromise ranking algorithm VIKOR has the following steps and the equations are
based on (Opricovic and Tzeng 2004):
Step 1: Construct the decision matrix and determine the weight of criteria
Step 2: Determine the best (𝑋𝑖+ ) and the worst (𝑋𝑖− ) values of all criteria

𝑋𝑖+ = 𝑡𝑗𝑚𝑎𝑥 , 𝑓𝑜𝑟 j ϵ beneficial criteria

(32)

𝑋𝑖+ = 𝑡𝑗𝑚𝑖𝑛 , 𝑓𝑜𝑟 j ϵ non-beneficial criteria

(33)

𝑋𝑖− = 𝑡𝑗𝑚𝑖𝑛 , 𝑓𝑜𝑟 j ϵ beneficial criteria

(34)

𝑋𝑖− = 𝑡𝑗𝑚𝑎𝑥 , 𝑓𝑜𝑟 j ϵ non-beneficial criteria

(35)

Step 3: Calculate the normalized decision matrix
The VIKOR method uses linear normalization.

𝑟𝑖𝑗 =

(𝑋𝑖+ −𝑎𝑖𝑗 )
(𝑋𝑖+ −𝑋𝑖− )

(36)

Step 4: Calculate the weighted normalized decision matrix
𝑡𝑖𝑗 = 𝑟𝑖𝑗 . 𝑤𝑗

(37)

Step 5: Compute the values 𝑆𝑖 and 𝑅𝑖 , ,i=1,2,…,m, by the relations
𝑆𝑖 = ∑𝑛𝑗=1 𝑤𝑗 (𝑋𝑖+ − 𝑎𝑖𝑗 )/(𝑋𝑖+ − 𝑋𝑖− )

(38)
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𝑅𝑖 = 𝑚𝑎𝑥 [𝑤𝑗 (𝑋𝑖+ − 𝑎𝑖𝑗 )/(𝑋𝑖+ − 𝑋𝑖− )]

(39)

Where 𝑤𝑗 are the weights of criteria, expressing their relative importance.
Step 6: Compute the values 𝑄𝑖 , i=1,2,…,m, by the relation
𝑄𝑖 = 𝑣 (𝑆𝑖 − 𝑆 ∗ )/(𝑆 − − 𝑆 ∗ ) + (1 − 𝑣)(𝑅𝑖 − 𝑅∗ )/(𝑅− − 𝑅)

(40)

Where 𝑆 ∗ = 𝑚𝑖𝑛 𝑆𝑖 , 𝑆 − = 𝑚𝑎𝑥 𝑆𝑖 , 𝑅∗ = 𝑚𝑖𝑛 𝑅𝑖 , 𝑅 − = 𝑚𝑎𝑥 𝑅𝑖 , and 𝑣 is introduced as
weight of the strategy of “the majority of criteria”, mostly the value of 𝑣 is set as
0.5. However, 𝑣 can set any value from 0 to 1.
Step 7: Rank the alternatives, sorting by the values 𝑄𝑖 , in decreasing order.
3.3.3.5

Methods Comparison

MCDA methods used in our analysis include WSM, TOPSIS, PROMETHEE II, and
VIKOR, simultaneously. Each method has its own characteristics, varying levels of
sophistication, and advantages/disadvantages and none of the methods dominates the other
methods. The choice of an effective method depends mostly on the analyst’s preferences.
However, more than one method can be used to solve the same multi-criteria decision problem
and provide more robust decision information (Mulliner, Malys, and Maliene 2016). Although
the selected methods for the comparative analysis differ in their basic principles, all MCDA
methods follow three stages as following (Triantaphyllou 2000):


Determine criteria and alternatives



Determine the weight of the criteria and the impacts of the alternative on these
criteria



Determine the ranking of alternatives with different computational mechanisms
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Table 7: The Comparisons of Four MCDM Methods in the Study
WSM

TOPSIS

PROMETHEE II

VIKOR

Feature

Simple and easy
to handle
problems in
decision making
with multiple
criteria

Consideration of
both
ideal-best and
ideal-worst
solutions

Pairwise comparison
based on preference
functions

Maximize group
benefits and
minimize
individual regret,
so decisionmakers can
consider
consensus
solutions more
easily

Calculation Procedure

Easy

Medium

Complex

Medium

Normalization

Max normalization

Vector
normalization

Max-Min
normalization

Linear
normalization

Table 7 shows the comparisons of four MCDM methods used in this study. The selected
methods for the comparative analysis vary in their basic principles. As can be seen from Table 7,
the methods use different kinds of normalization to eliminate the units of criterion functions, and
the level of difficulty of each method are different.

3.4 Application of the framework: A Case Study of Mountain line Transit
Authority (MLTA)
Mountain Line Transit Authority, founded in 1996, is the primary transit provider in and
surrounding Morgantown and Monongalia County, located in West Virginia, home to over
106000 people (“U.S. Census Bureau QuickFacts: West Virginia” 2019). MLTA provides transit
service to WVU as well as localized service around Morgantown. MLTA connects to areas outside
Monongalia County, including Fairmont (WV), Clarksburg (WV), Waynesburg (PA), and
Pittsburgh (PA). A portion of the agency’s service is geared towards the campus’s needs due to
the large student population of West Virginia University. The agency provides slightly reduced
service when school is not in session. MLTA’s service is deviated fixed route, with opportunities
for customers to apply in advance for deviated locations along routes. The headquarters are
Westover, West Virginia, and is home to the administrative office, bus garage, and shop.
Along with the administrative staff, MLTA also has a Board of Directors and Citizens
Advisory Committee. The agency of MLTA began as a consolidation between the city of
Morgantown and a county-wide system and currently operates three park and ride locations:
Westover, Granville, and Cheat Lake. There is limited conventional transit infrastructure in place
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due to the topography and tight street environment. Bus shelters and bus stop signs are not
predominant throughout the system since most routes operate with a flag down system. Flag stops
allow customers to catch a bus anywhere along a route that provides a safe waiting environment
and safe stopping point for the bus.
MLTA has been strategically extending service and operating to connect the region more
efficiently and effectively, working with area partners to provide additional mobility benefits to
the greater region. As part of these strategic efforts, MLTA is working on some short to mediumterm transit plans to identify necessary changes, enhancements, or expansion to continue quality
service for current riders while attracting more riders to the system. The plan will look to
effectively orient the agency and its transit service for the future. The transit service provided by
MLTA plays a highly significant role in the community’s overall transportation picture. MLTA
is one of the majority of transit authorities that look at the partnerships between transit agencies
and transportation network companies (TNCs) to provide customers with mobility options. This
study aims to help MLTA to evaluate adopting a ridehailing program and, therefore, more easily
achieve its goals and improve its effectiveness.
3.4.1

Defining Criteria and Alternatives

The ridehailing programs and used criteria for evaluation of different ridehailing programs
were suggested from the literature, taking into consideration the availability of data, and finalized
through interview meeting with decision-makers of the MLTA service providers. Firstly, we
reviewed the literature, especially TRB’s Transit Cooperative Research Program (TCRP)
Research Report 204, which provides the latest information for transit practitioners, Public and
private sectors, and how they should be partnered (Board and National Academies of Sciences
2019). The report provided comprehensive guidance for both parties based on 20 case studies of
partnerships between transit agencies and TNCs.
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Table 8: Criteria Suggested to Select the Best Ridehailing Programs
Ref.

Criteria

Clarification

Cost of ridehailing program
Other operating expenses
System-wide ridership
Demographic makeup of participants
Offering an alternative to paratransit

Common metrics for the evaluation of
agency’s transit-TNC program

Providing a guaranteed ride home
Customer satisfaction
(Board and National
Academies
of
Sciences 2019)

Geographic coverage
Passengers’ waiting time
Service hours

One of the reasons to enter partnership
due to short service hours

Offering peak -hour mobility services
Offering off-peak -hour mobility
services
First/last mile services

The primary goals for transit agencies
in developing a TNC
partnership/collaboration

Providing mobility options in
suburban/rural areas
(Bok and Kwon 2016)
(Shoup 2017)
(Godavarthy, Mattson,
and Ndembe 2014)
(Welch 2013)

Accessibility

Population with access to public
transit services

Impact on traffic congestion and/or
parking demand
Emission reduction

Environmental and social indicators

Access to health services

Table 8 shows the initial suggested criteria to evaluate adopting a ridehailing program. In
the following, we discuss how we finalize the criteria.
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Table 9: Criteria Used to Select the Best Ridehailing Programs
Cj

Criteria

C1

Other operating expenses

C2

Cost of ride-hailing program

C3

System-wide ridership (including the riders of ride-hailing program)

C4

Geographic coverage (i.e., service area)

C5

Accessibility (i.e., population with access to public transit services)

C6

First/last mile services

C7

Access to health services

C8

Service hours

C9

Passengers’ waiting time

C10

Customer satisfaction

C11

Providing peak-hour mobility services

C12

Providing off peak-hour mobility services

C13

Providing mobility options in suburban/rural areas

C14

Demographic makeup of participants

C15

Impact on traffic congestion and/or parking demand

Table 9 represents confirmed criteria by decision-makers of MLTA through the interview
meeting. Based on the input of the decision-makers of MLTA in pre-survey and interview, three
criteria, namely “Offering an alternative to paratransit”, “Providing a guaranteed ride home”, and
“Emission reduction” were eliminated. The participants believed that people with disabilities were
not the target customers of MLTA, and a guaranteed ride home overlaps the criterion “First/last
mile services”. Besides, environmental impacts (e.g., emission reduction) are not a major concern
in small urban areas.
Besides, we suggested the following three alternative service models (i.e., types of
service) that MLTA agency might be interested in establishing. “First mile/last mile connections
to fixed routes”, “Late night (or early morning) service options”, and “Providing on-demand
service options”. For “Providing on-demand service options”, the participants received
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suggestions and they could select the service that would best meet their agency’s goals or describe
an alternative service.
 Providing on-demand service for the general public anywhere in Monongalia
County.
 Providing on-demand service for a specific population segment anywhere in
Monongalia County (e.g., substituting the current program NewFIT).
 Providing on-demand service for the general public in areas of Monongalia County
where there is no access to fixed routes.
 Substituting low-frequency fixed-route services with on-demand service for the
general public in areas previously serviced by the fixed route.
Finally, we ended up with five scenarios, including a base scenario and four alternatives:
 A0 - Do nothing: Base scenario; Current situation; As-Is situation.
 A1 – First/Last mile: Providing first/ last mile connections to and from different
locations (transit centers, or intersections with transit service) throughout
Monongalia County.
 A2 - Late night/Early morning: Providing overnight door to door rides throughout
Monongalia County (10 pm to 6 am).
 A3 - On-Demand (low-frequency fixed routes): Substituting low-frequency fixedroute services with on-demand service for the general public in areas previously
serviced by the fixed route.
 A4 - On-Demand (non-coverage): Providing on-demand service for the general
public in areas of Monongalia County where there is no access to fixed routes.
3.4.2

Data Collection
The stakeholders of MLTA were invited to participate in an interview focusing on

evaluating of different service models/ridehailing programs for a potential future partnership
between MLTA and a transportation network company (TNC), such as Lyft or Uber. We collected
data through a pre survey, interviews, and allowed participants to revise if needed. The study was
acknowledged by WVU IRB (Protocol #2006041456). Before interviewing with decision-makers,
the participants were given a through explanation of the purpose of the study and data collection
procedure. The participants’ signature was then obtained on an IRB consent form.
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During the interview, three main topics were discussed:


The selection of criteria MLTA would consider when assessing a potential ridehailing
program



The importance of each criterion MLTA would consider when assessing a potential
ridehailing program



Assessment of potential ridehailing programs with respect to the different criteria identified
Due to the COVID-19 pandemic, we were not able to have interviews with more staff of

MLTA and we could just capture the opinions of the CEO and the mobility manager of MLTA
(Two participants).
In this study, we use qualitative criteria with points unit of measurement only. The
participants were asked to estimate the potential of different ridehailing programs with respect to
different criteria identified based on objective and perceived comparative benefits and costs.

3.5 Case Study Results and Discussion
3.5.1

Weighted Criteria

The weight of each criterion, which expresses the relative importance of the criteria, is
calculated as discussed in the subsection of “Weighting of Criteria”. To obtain weight of criteria
we asked decision-makers to rate each criterion using a scale of importance ranging from 1 to 5
(1: not at all important to extremely important) (Işıklar and Büyüközkan 2007).
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Table 10: Weighted Criteria
Cj

Avg
Rating

Criteria

C5

Accessibility (i.e., population with access to public transit services)

Weight

4.5

0.096

4.5

0.096

C6

First/last mile services

C1

Other operating expenses

4

0.085

C2

Cost of ride-hailing program

4

0.085

C10

Customer satisfaction

4

0.085

C13

Providing mobility options in suburban/rural areas

4

0.085

C3

System-wide ridership (including the riders of ride-hailing program)

3.5

0.074

C8

Service hours

3.5

0.074

C14

Demographic makeup of participants

3

0.064

C7

Access to health services

2.5

0.053

C9

Passengers’ waiting time

2.5

0.053

C4

Geographic coverage (i.e., service area)

2

0.043

C12

Providing off peak-hour mobility services

2

0.043

C11

Providing peak-hour mobility services

1.5

0.032

C15

Impact on traffic congestion and/or parking demand

1.5

0.032

Table 10 shows weighted criteria in decreasing order. To calculate criteria weights, the
mean rating of importance obtained for each criterion was divided by the number of the mean
scores, such that the total of all weights is equal to one.
3.5.2

Decision Matrix

In order to evaluate ridehailing programs, we defined the criteria and scoring method using
a matrix. Here, to build the decision matrix, we investigated data by asking stakeholders of MLTA
to rate different scenarios with respect to each criterion. The higher the rating value, the higher
the variant scores in the ranking. It should be noted that in MCDA computation steps, we treated
all criteria as beneficial criteria. For example, for cost, in essence non beneficial criterion, we
considered higher rate for a program which had lower cost and lower rate for a program which
had higher cost. Using the previously estimated weights of decision factors and the average variant
scores in the ranking of decision variants, a multi-criteria analysis of the variants will be made in
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accordance with the WSM, TOPSIS, PROMETHEE II, and VIKOR method algorithms. All
criteria are measured on a five-point scale (1: Poor to 5: Excellent). We instructed the participants
to rate A0, considering not the absolute performance of the current system but the room for
improvement. Therefore, the performance ratings of A0 do not correspond to the respondents’
opinion of the absolute performance of MLTA services in any way.
Table 11: Initial Decision Matrix for MCDA with All Criteria Considered as Benefit
Criteria
Cj

Wj

A0

A1

A2

A3

A4

C1

0.085

3

3.5

3

4

3

C2

0.085

4

3

2

4

2

C3

0.074

3

4

4

4.5

4.5

C4

0.043

2.5

4

4

4.5

4.5

C5

0.096

2.5

4.5

4

4

4.5

C6

0.096

2

4

2.5

3.5

4

C7

0.053

3.5

4

4

4.5

4.5

C8

0.074

3.5

3.5

4.5

4.5

4.5

C9

0.053

2.5

4

4

5

5

C10

0.085

2

4

4

5

5

C11

0.032

3.5

4.5

3.5

4.5

4.5

C12

0.043

2

3.5

4

4

4

C13

0.085

2

3.5

4

4

4.5

C14

0.064

2.5

4

4

4.5

4.5

C15

0.032

3.5

4.5

3.5

3.5

3.5

Table 11 shows the N×M matrix A has data entries 𝑎𝑖𝑗 corresponding to the value of
the ith (of M) alternatives in terms of the jth (of N) decision criterion, and 𝑊𝑗 is the weight
(importance) of the jth criterion. To obtain Table 11, we consider the average weights of the
criteria and average perceived ratings of each alternative with respect to each criterion according
to stakeholders’ opinions. In other words, equal weight was assigned to each expert.
The comparative performance of several appropriate MCDA methods – the WSM,
TOPSIS, PROMETHEE II, and VIKOR – is investigated in this study. These techniques are
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applied to the practical case study data contained in the initial decision-making matrix (e.g., Table
11). The goal is to evaluate the relative importance of each alternative under consideration using
each approach, as well as to evaluate the priority order of the alternatives with respect to each
other. Therefore the decision making situation is a ranking problem where alternatives need to be
ranked from best to worst. As mentioned earlier, the methods chosen for comparative analysis
differ in their basic principles, the type of data normalization process, and how they combine the
criteria values and the weights of the criteria into the evaluation procedure.
3.5.3

Equal Weights Assigned to Decision-Makers (DMs)
Table 12: Data Obtained by Ranking of the Alternatives Using Various MCDA Methods
Alternatives
A0

A1

A2

A3

A4

WSM

5

3

4

1

2

TOPSIS

5

3

4

1

2

PROMETHEE II

5

3

4

1

2

VIKOR

5

2

4

1

3

As shown in Table 12, On-Demand (low-frequency fixed routes) alternative (A3) was the
perceived optimal alternative in all four MCDA methods – the WSM, TOPSIS, PROMETHEE II,
and VIKOR. It seems that the optimal alternative for transit-ridehailing partnership is substituting
low-frequency fixed-route services with on-demand service for the general public in areas
previously serviced by the fixed route. The results are likely driven by the fact that the
stakeholders of MLTA are currently exploring different alternative service models for MLTA’s
low-frequency low-demand fixed-routes (such as Crown, Mountain Heights, Grafton Rd),
because such routes, due to the relatively low demand, are less cost-effective. The results in Table
12 also indicate that all ridehailing programs outperform the base scenario (A0). This finding
implies that the respondents identified merits in establishing any of the assessed ridehailing
program. The Late night/Early morning program (A2) ranked lowest among all four ridehailing
programs. The other two alternatives, On-Demand (non-coverage) program (A4) and First/Last
Mile program (A1) ranked second and third, respectively in the WSM, TOPSIS, and
PROMETHEE II methods. Only VIKOR method, concluded that the second alternative could be
First/Last Mile program (A1) and On-Demand (non-coverage) program (A4) as 3rd priority while
the other three methods represented the 2nd option could be the Demand (non-coverage) program
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(A4) and the third-ranked alternative could be First/Last Mile program (A1). The result is
surprising since two of the most common motivation behind transit- ridehailing partnership are
helping people connect to transit stations and people with late night travel needs (Board and
National Academies of Sciences 2019). Nevertheless, our findings show that people traveling in
lower density environments could be the most common target audiences in small urban areas. It
seems that MLTA already provides the coverage desired based on the agencies and local planning
goals. However, if a large area located north of WV 705 (currently undeveloped forest land)
develops, it would require additional transit routes, or new pathway connections to existing transit
routes, to be served (“2013-2040 Long Range Transportation Plan” 2014, 51).
3.5.4 Different Weights Assigned to Decision-Makers (DMs)
In practice, several decision-making processes occur with incomplete information in
group settings (Xu and Chen 2007). In such a complex environment, decision-makers (DMs) have
specific expertise, proficiency and experiences. Therefore, for each attribute, the group can assign
different rate of importance to each expert. In the following, results based on different weights to
stakeholders of MLTA can be seen.
Table 13: Data Obtained by Ranking of the Alternatives Using Various MCDA Methods
and Assigning Different Weights to DMs
Alternatives
A0

A1

A2

A3

A4

WSM(50%-50%)

5

3

4

1

2

TOPSIS(50%-50%)

5

3

4

1

2

PROMETHEE(50%-50%)

5

3

4

1

2

VIKOR(50%-50%)

5

2

4

1

3

WSM(70%-30%)

5

3

4

1

2

TOPSIS(70%-30%)

5

3

4

1

2

PROMETHEE(70%-30%)

5

3

4

1

2

VIKOR(70%-30%)

5

3

4

1

2
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Assigning a higher weight to one of the decision-makers (here, e.g., CEO) will likely result
in rankings that are closer to the perceptions of that decision-maker. The results here are included
only for illustration purposes. This method of assigning different weights to different DMs can be
used when there are multiple decision-makers, ranging from highly positioned people to those in
lower level positions. By doing so, we can give a voice to each stakeholder, but with different
weights to keep the difference between their expertise and preferences. Table 13 shows that in
our analysis, the results did not significantly change after assigning different weights to decisionmakers. This can be due to having only two participants with similar opinions.

3.6 Conclusions
In this study, we developed an analytical approach to help transit agencies in rural and
small urban communities to evaluate adopting a ridehailing program, and therefore, more easily
achieve their goals and improve their effectiveness. The proposed methods were used to evaluate
ridehailing program options for Mountain Line Transit Authority (MLTA), which operates in
Monongalia County, WV, and is currently considering to establish a ridehailing program. The
findings show that On-Demand (low-frequency fixed routes) alternative (A3) ranked first and OnDemand (non-coverage) program (A4) ranked second in all four MCDA methods – the WSM,
TOPSIS, PROMETHEE II, and VIKOR. Based on this analysis, the optimal alternative for transitridehailing partnership is substituting low-frequency fixed-route services with on-demand service
for the general public in areas previously serviced by the fixed route. Beside, we found that
employing any of these four alternatives would improve the current situation of MLTA. Based on
the results of our analysis, the third, fourth-ranked alternatives could be First/Last Mile program
(A1) and the Late night/Early morning program (A2), respectively. These two programs are
considered the most common ridehailing programs which are helping people connect to transit
stations and people with late night travel needs (Board and National Academies of Sciences 2019).
Nevertheless, our findings show that people traveling in lower density environments could be the
most common target audiences in small urban areas.
The results must be interpreted with caution, and a number of limitations should be borne
in mind. Firstly, the study focused on qualitative variables (criteria) which are heavily expertdependent and may be highly subjective. Only two experts participated in our study and their
estimates may be conservative and an overestimation of the base scenario referring to the current
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situation of the MLTA. Specifically, the decision of including A0 (or the current situation) in
combination with the wording used to assess the performance of each program with respect to
each of the criteria (i.e., How would you rate [program xxx] with respect to [criterion xxx]?)
resulted in a left skewed distribution of performance ratings. In the data collection interview, it
was clarified that the performance evaluation of A0 does not correspond to an evaluation of the
current performance of the transit services in absolute terms but should reflect the potential for
improvement. Nevertheless, the rating of the current services across all criteria was a 2.8, which
resulted in the capture of relatively small variations in the other different scenarios (for example,
an improvement from A0 to an alternative could be captured with a rating of 3, 4, or 5 for all of
the criteria or only with a rating of 4 or 5 for many of the criteria). Future research can explore
different designs of the data collection instrument that do not explicitly involve the performance
evaluation of current services and/or the use of a measurement scale with more than 5-points (for
example a 10-point scale can be used).
The second limitation of our analysis is that we used only point measurement for criteria
and stakeholders’ perceived rating of each alternative with respect to each criterion. In our future
work, we are trying to look at the same problem with a different point of view and fix our
shortages. As an illustration, some criteria such as operating cost, cost of ridehailing program,
ridership, geographic coverage, accessibility, service hours, and passengers’ waiting time can be
quantified by different units of measure. Criteria values could be calculated with more relevant
units of measure by making relevant assumptions for each alternative. Therefore, in our future
research, we will determine the decision matrix for the comprehensive assessment of adopting
ridehailing programs. Then, we could easily compare the result with our current result of
alternatives rankings.
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Section 4
Conclusions and Future Research
In this thesis, we applied operations research and decision-making tools to two public
transit projects in small urban and rural areas. The first project focused on three models developed
to evaluate the efficiency, effectiveness, and combined efficiency-effectiveness of rural transit
agencies using data envelopment analysis. The models were estimated for the case study of transit
systems in rural Appalachia and measured the agencies' performance relative to their peers.
Besides, the returns to scale were explored in the context of rural transit management. The second
project focused on employing ridehailing programs in small urban and rural areas to improve
agencies’ performance and reach. We suggested the most relevant criteria to evaluate the
performance of different ridehailing programs using Multi-Criteria Decision Analysis
methodology. To perform a set of MCDA methods, we used the perceived rating of each
ridehailing program according to the stakeholders' opinions with respect to each criterion. The
framework was estimated for the case study of Mountain Line Transit Authority in Morgantown,
WV.
The findings of the first project have several implications. The efficiency and effectiveness
of transit systems were not necessarily related. Besides, combined efficiency-effective seemed to
be more strongly affected by the output produced (e.g., vehicle miles) than the output consumed
(e.g., passenger trips). Such findings suggested the need to analyze rural transit systems in a
comprehensive way and in more than one aspect, in practice. With regard to regional planning,
the findings showed that, overall, Appalachian rural agencies were more efficient than they were
effective. Indeed, many of the systems appeared to be far less effective than they could be (relative
to their peers).
Although using a small dataset, the results indicated that the DEA methodology was an
effective and informative peer assessment tool that could be used to determine the performance
of rural transit systems. It should be stated that although the case study in this study focused on
rural Appalachia, due to the structured data collection provided by the FTA and iNTD reporting
procedures, the suggested methodology is easily transferable to any rural area in the U.S for future
study. In addition, while this study used data from a single year, an analysis could be performed
using panel data. On top of this, an investigation of external factors that could affect transit
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efficiency, such as population density and other socio-economic and demographic characteristics,
distance of the subject area from an urban center, or the accessibility of services, may also provide
useful insights. Finally, such an investigation could be conducted using DEA methodologies (e.g.,
second-stage DEA) or standard econometric techniques.
In the second study, the comparative performance of several appropriate MCDA methods
– the WSM, TOPSIS, PROMETHEE II, and VIKOR – was investigated. The goal was to evaluate
the relative importance of each alternative/ridehailing program under consideration using each
approach and evaluate the priority order of the alternatives with respect to each other. All MCDA
methods used in our analysis showed that the perceived optimal alternative for the transitridehailing partnership was substituting low-frequency fixed-route services with on-demand
service for the general public in areas previously serviced by the fixed route. We also suggested
assigning different weights to decision-makers since decision-makers (DMs) have specific
expertise, proficiency, and experiences in the real world. Therefore, against an attribute, the group
can assign a different rate of importance to each expert. Future research could improve by
increasing the number of participants and assigning different weights to decision-makers.
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