I Introduction
Geography seems to be one of those disciplines that occasionally shifts its interest from one perspective to another without necessarily changing its central research questions. The problem of spatial decision-making and choice behaviour has a long-standing tradition in geographic research. Various approaches have been advocated, ranging from social physics to behavioural and time geography. The latter approach emphasized the fact that space offers opportunities but also restricts choice behaviour. A particular space-time configuration restricts the conduct of activities to particular space-time prisms.
Time geography led to an impressive stream of theoretical and analytical studies, and some innovative models, in the 1970s and 1980s. More recently, the interest gradually faded, at least in geography. In transportation research, however, the 1990s saw a rapid growth of interest in so-called activity-based analysis. It has led to several modelling approaches, some of which are rather similar to earlier work in geography, whereas 26,2 (2002) pp. 175-190 other approaches are new. Civil engineers are now conducting the research that has a strong tradition in geography. This paper was motivated by the belief that spatial scientists can make a significant contribution to this rapidly growing field of interest. The paper provides a state-of-theart review and assessment of space-time behaviour research. To that effect, the paper is organized as follows. First, it will summarize the research conducted on particular facets of space-time behaviour. Particular attention is paid to such aspects as tripchaining, stop pattern formation, departure time and duration decisions. Next, current modelling approaches will be critically reviewed. A distinction will be made between constraints-based models, utility-maximizing models and computational process models. Finally, some conclusions will be drawn.
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II Single-facet models
The availability of travel and activity diary data allowed researchers to examine particular facets of activity-travel patterns, such as trip-chaining, departure time decisions and time allocation. In the following paragraphs, we will discuss some of this work, focusing especially on those facets that are relevant to space-time behaviour.
Activity duration and time allocation
To better understand and describe temporal behaviour, the time allocation to various activities is of central concern. Individuals need to make trade-offs between in-home activities and out-of-home activities and, in the latter case, between activity duration and travel time. This topic has gained a new momentum due to such developments as e-commerce, flexible working hours, teleworking, etc. Hence, it is not surprising that several authors have examined the relationship between activity duration and travel time. Within a particular space-time prism, individuals need to trade off between travel time and activity duration. They may choose to travel further and spend less time at the destination to perform the activity, or to travel less and allocate more time to the activity. Kitamura et al. (1988) found for a 1980 Osaka and Kyoto sample that activity duration tends to be almost invariant, irrespective of commuting distance when the additional travel distance is below 20 km. Beyond this threshold, activity duration tends to decrease as commuting distance increases.
Another aspect of time use concerns the variation of time spent on various activities across the day of the week. There is a substantial amount of empirical evidence of such variation (e.g., Hanson and Huff, 1982a; 1982b; Huff and Hanson, 1986; Pas and Sundar, 1995) .
In addition to these descriptive studies, recent years have witnessed a rapid increase of studies using relatively new statistical techniques to model time use. For example, Munshi (1993) and Yamamoto and Kitamura (1999) developed tobit models to predict time use for out-of-home discretionary activities. Hirsch et al. (1985; 1986) developed a nested logit model to predict shopping activity for the days of the week, whereas Fujii et al. (1997) developed a structural equations model system that explains commuters' time use and travel after work.
None of these studies have examined spatial variables. The question whether spatial characteristics are influencing time use and activity patterns is heavily debated recently in the context of the sustainability discussion. It seems, however, that spatial characteristics are not strongly related to time use, once differences in sociodemographics have been accounted for (Timmermans and van der Waerden, 1998; Snellen et al., 2001) , although this issue has only received scant attention in the literature and more work is required to reach a more definitive conclusion. It is a timely research topic as many urban planning and design concepts implicitly or explicitly assume that they are instrumental in influencing activity-travel patterns.
Western societies experience an increasing number of double-income households. Task allocation and gender role are changing. Hence, the study of time allocation within households is of interest, not only because of its inherent value but also because it has potentially strong ramifications for various spatial choice processes, such as residential choice, job choice, and so on. Van Wissen and Meurs (1989) were among the first to consider time allocation in households. They developed a structural equation model to study the interrelationships between household members in allocating time to out-ofhome activities using the Dutch Panel data. Golob and McNally (1997) also developed a structural equation model to predict activity participation behaviour and travel of couples. Our expectation is that this topic will be high on the research agenda in the coming years. Changes in the (spatial) organization of society such as rapidly changing jobs, changing gender roles, cyberspace, network cities and the like emphasize the importance, but also the difficulty, of researching and modelling this problem.
Time allocation and activity engagement imply a particular duration of activities. The availability of time-use data led several researchers to explore the potential of hazard models, a technique that allows one to model the duration of some phenomenon as a function of a set of explanatory variables. Examples include Mannering et al. (1994) , who estimated a Cox proportional hazard model to predict home-stay duration, and Niemeier and Morita (1996) , who also used a Cox proportional hazard model to find that the duration for free-time and personal business activities were very similar between men and women. In contrast, women spent significantly more time on shopping. Bhat (1996a) used a non-parametric baseline hazard model to model the duration of shopping. He predicted duration as a function of work-schedule characteristics, work duration characteristics of the spouse, travel to work and sociodemographics. Wang (1996) first used the hazard duration model to estimate the preferences for daily activities, and then applied these estimates to a scheduling programme to examine how trip-makers maximize their total time utility.
The above hazard models typically apply to one activity only. However, the policy debate on time policies concentrates on how the duration of a specific activity might restrain the flexibility of conducting another activity in a particular space-time-institutional constellation. Thus, models that analyse such interdependencies are developed. Bhat (1996b) applied such a generalized multiple duration model, based on proportional hazards. Ettema et al. (1995) developed Comrade, a model which predicts the probability of switching between activities, and the probability of continuing an activity over time. To avoid the rather rigorous assumption of the proportional hazard model that the ratio of hazards for specific sets of covariates remains constant over time, they used an accelerated lifetime model. Several hazards were compared, the log-normal model giving the best results.
Departure time decisions
The increased interest in activity analysis also stimulated the analysis of departure time decisions. Spreading departure times is commonly viewed in urban transportation planning to relax the problem of congestion. Mannering (1989) , using a Poisson regression model, found that increased travel time increased the likelihood of a departure time switch. Kroes (1990) used stated preference techniques to assess the impact of congestion on departure time. He found that travellers prefer an earlier departure time to extra waiting time. Mannering and Hamed (1990) found that distance to work had a positive effect on the choice of delaying departure. The population of the zone, meant as a surrogate variable for spatial opportunities, had a positive effect on the choice of delaying and engaging in non-work activities. The latter finding is interesting in the sense that the availability of other facilities, suggesting mixed land use, may be important when the goal is to spread out the work commute trips.
3 Trip-chaining and stop-pattern formation Trip-chaining, or multipurpose, multistop behaviour, has a long tradition in geography and planning (for reviews, see Hanson, 1979; Thill and Thomas, 1987) . It can be viewed as an important facet of activity patterns, and hence there is some re-emerging interest in this topic. Spatial policies that attempt to create urban transportation nodes around which several land uses/facilities are organized serve to stimulate trip-chaining and offer busy individuals improved opportunities to organize their daily lives within the time constraints set by their spatial and institutional environment.
Most of these studies have compared trip-chaining tendencies across sociodemographic groups, countries and during the day (e.g., Demetsky and Lockwood, 1994; Timmermans and van der Waerden, 1998; Yalamanchili et al., 1999) . There is, however, also limited evidence that space matters. For example, Strathman et al. (1994) and Kumar and Levinson (1995) found that trip-chaining behaviour was significantly related to location within the metropolitan region. Residents living closer to the central city were less likely to link work and non-work activities when compared with those living in the outer suburbs. Also, Nishii and Kondo (1992) concluded that the non-work stops in the after-work journeys tended to cluster around the commuter terminal and around the place of work.
In addition to these largely descriptive studies, important progress has been made in modelling multipurpose, multistop behaviour. To avoid the problem of independence between successive steps in the chain, Kitamura (1984) introduced the concept of prospective utility. It states that the utility of a destination is a function not only of its inherent attributes and the distance to that destination but also of the utility of continuing the trip from that destination. This concept is rather similar to the notion of spatial context-sensitive choice models (Borgers and Timmermans, 1987) and competing destinations (Fotheringham, 1985 ) that has received a major following in geographic research. The concept of prospective utility represented an important step forward as previous models were typically based on largely descriptive Markov chains, semi-Markov process models or Monte Carlo simulations (e.g., O'Kelly, 1981) .
In a more recent study, Arentze et al. (1993) generalized Kitamura's approach to account for multipurpose aspects of the trip-chain and the frequency of the destination choices. Their model cannot, however, be interpreted in terms of utility-maximization. This problem was solved in a more recent study (Dellaert et al., 1998) . A variant of this model has also been elaborated to derive performance assessments of retail systems (Arentze and Timmermans, 2000) and new accessibility measures that can be incorporated in geographical information systems (Arentze et al., 1994a; 1994b; 1994c) . The latter is consistent with several other geographical studies that suggested accessibility measures based on activity patterns or space-time prisms (e.g., Miller, 1991; Ryan and McNally, 1995) .
Most trip-chaining models are estimated from activity diary data, which record activity type and trip-chains. Attributes such as time of day and history of the activity chain are extracted from such diaries. A disadvantage of such data, however, is that the researcher does not have any control over the data points. Timmermans (1988) therefore experimented with conjoint preference and choice models of trip-chaining. He showed how a model of trip-chaining could be developed from experimental choice data. Dependencies between consecutive choices in the chain were not explicitly modelled. In more recent studies, therefore, Timmermans and van der Waerden (1993) and Timmermans (1996) showed how universal logit models can be used to estimate such dependencies. This line of research has thus been developed substantially over the last decade, offering a behaviourally superior alternative to the gravity-based models that still dominate geographic research.
III Multiple-facet models
In addition to the above studies emphasizing a particular facet of space-time behaviour, several more comprehensive models of activity-travel patterns that focus on more aspects simultaneously have been suggested. These models can be divided into constraints-based models, utility-maximizing models, computational process models and microsimulation models. Constraints-based models have their roots in time geography, and utility-maximizing models in microeconomic theory, while computational process models have been inspired by psychological decision process theories.
Constraints-based models
These models typically examine whether particular activity patterns can be realized within a specified time-space environment. These models require as input activity programmes, which describe a set of activities of a certain duration that can be performed at certain times. The space-time environment is defined in terms of locations, their attributes, available transport modes and travel times between locations per transport mode. One of the attributes of interest is the opening hours of the facilities at that location. To examine the feasibility of a certain activity programme, a combinatorial algorithm is typically used to generate all possible activity sequences. The feasibility of each sequence is then tested by checking whether: (a) the interval between the end time of the previous activity and the start time of the next activity is sufficient to perform the activity plus the associated travel time; (b) the activity can start after the earliest possible start time and be finished before the latest possible end time;
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Geographers have played a dominant role in developing such models. One of the first models in this tradition is Lenntorp's (1976) PESASP model. A similar model is CARLA, which basically is a combinatorial algorithm for generating feasible activity patterns (Jones et al., 1983) . Huigen (1986) proposed another combinatorial algorithm, BSP. This programme is similar to CARLA in that it evaluates the options to maintain the current activity pattern in a changed spatial-temporal setting. However, like PESASP, it does so by exhaustively evaluating all possible sequences of activity/destination combinations. Furthermore, there are minor differences with respect to how constraints are incorporated. It allows that different trips in a chain are made by different modes. Another difference is that it defines available time windows specifically for destinations and not for activities.
Another similar model is MASTIC (Dijst, 1995; see also Dijst and Vidakovic, 1997) . Its goal is to identify the action space of individuals, using the notion of a space-time prism. A potential action space is defined as the area containing all activity locations that are reachable, subject to a set of temporal and spatial constraints, including type and location of activity bases, available time interval, travel speed and the travel time ratio.
Kwan's (1997) GISICAS can be classified as a constraints-based model as well, although it also makes references to computational process models. Given an activity agenda, this GIS-based system begins scheduling by fitting the activities on the agenda into the free time a person has, and orders them into a sequence. Activities with higher priority are ordered first, and the time constraints for performing certain activities are also taken into account. Various search heuristics can be specified to identify the locations where the activities can be carried out. The system then reports a preliminary schedule and also lists the activities that cannot be scheduled. The spatial search is based on a dynamic identification of feasible locations.
Compared to other models, constraints-based models lack the necessary mechanisms to predict adjustment behaviour of individuals. When faced with a changed time-space environment, individuals are likely to adjust/reschedule their activity programmes. Consequently, policies may often have less dramatic social impacts as these models suggest. This is especially true in urban contexts where often many potential activity patterns can still be conducted, even after the number of choice alternatives has been reduced. In addition, these models do not provide any information about people's preferences for particular patterns.
Utility-maximizing models
Since the mid-1970s, discrete choice or logit models have become the dominant modelling approach in many disciplines. One of the theoretical foundations of discrete choice models is utility-maximizing theory. It is based on the assumption that choice alternatives can be represented as bundles of attribute levels. Individuals are assumed to derive some utility from these attribute values, combine these part-worth utilities into some overall measure of utility according to some simple algebraic rule (typically a linear additive rule) and choose the alternative that maximizes their utility.
Often, the multinomial logit model is used. A potential limitation of this model, however, is the so-called independence from irrelevant alternatives property. One solution to avoid this property is the nested logit model, which requires a grouping of similar choice alternatives in nests, and predicts choice probabilities conditionally on the next higher nest.
The evolution of utility-maximizing models of activity patterns more or less followed this line of development. In the beginning, the interest was on applying multinomial logit models to predict the probability that a full activity profile is selected. The seminal work by Adler and Ben-Akiva (1979) and Recker et al. (1986a; 1986b) are examples of this line of work. Later, nested logit models of increasing complexity were developed.
a Nested logit models: Perhaps the most advanced model in this tradition is the daily activity schedule model, initially proposed by Ben-Akiva et al. in 1994 (see Ben-Akiva et al., 1996 . Considerable progress has been made since. A prototype was developed for the Boston area (Bowman, 1995) , and later implemented for travel forecasting in Portland (Bowman et al., 1998) . At the core of their model is a daily activity schedule, which represents the individual's demand for activity and travel as a multidimensional choice encompassing all the combinations of activity and travel an individual might choose through the course of a day. A schedule consists of a set of tours, which are organized and tied together by a daily activity pattern. The daily activity pattern is characterized by: (a) a primary activity, with one alternative being to remain at home for all the day's activities; (b) the type of tour for the day's primary activity, including the number, purpose and sequence of activity stops; and (c) the number and purpose of secondary tours. For each tour in the daily activity pattern the tour schedule includes the choices of destinations for activities in the tour as well as the mode and timing of the associated travel.
The choice of a daily activity pattern determines the number of secondary tours in the daily activity schedule. The choices of secondary tour time, destination and mode are conditioned upon the choice of a daily activity pattern. For daily activity patterns with two or more secondary tours, the conditional choice probabilities of the secondary tours are mutually independent, calculated from the same models. This approach ignores time and space constraints across secondary tours, but simplifies the model structure. It would be possible to incorporate these constraints using a conditional tertiary tour model, but at a large cost in complexity. The model structure is further simplified by removing secondary destinations from the tour schedules. The destination and mode choice model involves the choice of a mode for the tour, instead of the usual choice of mode for a trip. A rule was selected to assign the sample to one of six modes, including auto drive alone, auto shared ride, transit with auto access, transit with walk access, walk and bicycle.
Wen and Koppelman (1999) developed a less complicated nested logit model. They identified three layers of decisions. The first layer describes household subsistence (work and work-related business) needs and mobility decisions. The second layer consists of the generation of maintenance (grocery shopping, personal and household business) activities (stops), and the allocation of stops and autos among household members exclusively or jointly. The final layer depicts individual daily travel/activity patterns through the generation of tours, the assignment of stops to tours, and the Harry Timmermans et al. 181 selection of locations for each stop and travel mode(s) for tours. PETRA is another, less complicated, nested logit model (Fosgerau, 1998) . Central is the modelling of all tours undertaken in a day. The model is restricted to three possible travel purposes: work, errands and leisure. Non-home-based tours are ignored. At the more basic level, mode and destination choice for each tour in the chain are predicted. These choices again are conditional on car availability and choice of chain. It is assumed that the choice of activity chain is primarily influenced by accessibility to destinations and modes. The accessibility of different chains is measured by the logsums from the mode/destination choice submodels.
These nested logit models of activity-travel patterns have the advantage of being founded in a well-established statistical methodology and economic theory. However, there are some theoretical and operational limitations. In order to be consistent with the theory of utility-maximizing behaviour, the estimated parameters of the model need to satisfy particular constraints. However, most operational models have resulted in parameter values that do not satisfy these constraints, placing doubt on the theoretical basis of the model and/or the parameter estimation process and/or data quality. Another potential disadvantage is that temporal, spatial and institutional constraints are usually not systematically included in the model, implying that the domain of policy application of this modelling approach is rather limited. Finally, in order to be able to estimate the model, researchers have to dramatically reduce its complexity, limiting the number of activities, tours, etc.
b Conjoint choice models: Cobra (Wang and Timmermans , 2000) is another utilitymaximizing model, but derived from conjoint choice experiments as opposed to revealed behaviour. The complexity of the problem required the development of new experimental design strategies (Wang et al., 2000a; 2000b) . The model specification, however, was the same: a nested logit model was used. Although their study demonstrated the potential of the newly developed methodologies, it is doubtful whether conjoint design alone can be used to build a comprehensive activity-based model. As discussed in more detail by the authors, the problem is simply too complex and would require a major data collection effort and substantial finances. Elements of the approach may, however, have some appeal if used as part of modern technologies, such as interactive computer experiments and virtual reality (Tan et al., 2001) .
c Prism-based models: The Prism-Constrained Activity Travel Simulator (PCATS) has been developed by Kitamura and Fujii (1998) . It is a system that simulates activitytravel behaviour while considering prism constraints, availability of travel modes, and recognition of potential activity locations. Besides applications in its own right, it is used to generate alternative activity-travel patterns to form estimation choice sets that are used by PCATS-RUM. Unlike the previous models, which model the choice of activity pattern as a nested structure, PCATS-RUM assumes a sequential scheduling process in which individuals maximize the utility associated within the open periods, subject to the above constraints. The utility associated with a particular activity-travel pattern is assumed to be the sum of the utility associated with activities and that associated with trips.
d CATGW: Bhat (1999) developed a comprehensive framework for activity-travel generation. This framework considers workers only. Their activity-travel pattern is divided into several periods: before morning commute pattern, morning commute, midday patterns, evening commute and post-home arrival pattern. These patterns are described by a series of characteristics, including number of tours, number of stops, mode choice, and so on. Bhat suggested a series of models to predict these components. Although these have been largely published as isolated modelling efforts, when used in combination a comprehensive modelling approach results.
Computational process models
The assumption of utility-maximizing behaviour, characteristic for the models discussed in the previous section, has been criticized by some scholars, arguing that individuals do not necessarily arrive at 'optimal' choices, but rather use contextdependent heuristics. Computational process models constitute a powerful theoretical approach that conceptualizes choices as outcomes of such heuristics.
a SCHEDULER: The first model in this line of research is SCHEDULER, developed by Gärling et al. (1989) . It is primarily a conceptual framework for understanding the process by which individuals organize their activities. Individuals and households are assumed to try to attain certain goals. Activities are defined as means, which the environment offers to attain these goals. Choice of participation in activities is determined by preferences in conjunction with prior commitments and constraints. Activity scheduling entails an interrelated set of decisions made by the individual, interactively with other (household) individuals, concerning who will participate in the activities, when, where, for how long, and how to travel between locations where the activities can be performed. SCHEDULER has been operationalized in the form of a production system, which chooses the activities that are subsequently performed at particular locations. The model has been applied to predict the activity patterns of commuters after the introduction of telecommuting (Golledge et al., 1994) . In a series of separate papers, parts of the model were further elaborated. Gärling et al. (1999) , for example, investigated the role of anticipated time pressure in activity scheduling. Many aspects of the model, however, need further development and operationalization.
b AMOS: Another model system that bears some resemblance to computational process modelling is AMOS, a dynamic microsimulator of household activities and travel over time and space (Pendyala et al., 1997; 1998) . AMOS is an activity-based model of travel decisions that simulates the scheduling, and adaptation of schedules and resulting travel behaviour, of individuals and households. The model is a very useful approach for policy impact assessment, but it does not represent a generalized approach. Data need to be collected specifically for each application.
adjusted by one of the following basic actions: (a) adding an activity from the agenda to the schedule; (b) deleting an activity from the schedule; (c) substituting an activity from the schedule with an activity from the agenda; (d) stopping the scheduling process. By repeatedly applying one of these basic actions, the schedule is constructed and adapted until a satisfactory schedule is created. To identify feasible scheduling decisions at each stage of the scheduling process, scheduling decisions are subject to several constraints. A nested logit model is used to operationalize this notion. The higher nest contains the decision to stop the scheduling process and accept the current schedule, or to add, delete or reschedule an activity. The lower nest describes the choice of the specific add, delete and reschedule options. The model was primarily developed as a process model. It does not have a lot to offer as a planning tool.
d ALBATROSS:
The latest, most comprehensive and only operational computational process model is ALBATROSS (Arentze and Timmermans, 2000) . It can be considered a rule-based system that predicts activity patterns. The system consists of a series of agents that together handle the (consistency of the) data, the derivation of choice heuristics from activity diary data, the simulation or prediction of activity patterns, the assessment and reporting of model performance, the calculation of various system performance indicators, and the evaluation of alternative model scenarios.
The core of the system is the scheduling engine. It controls the scheduling processes in terms of a sequence of steps. In each step, the scheduler engine identifies the condition information required for making principal scheduling decisions, sends appropriate calls to agents for the required analyses, passes the obtained information to the rule-based system and translates returned decisions into appropriate operations on the current schedule. An initial schedule is derived from the given activity programme in terms of the activities that need to be performed that day as a consequence of longerterm commitments (i.e., job contract), household constraints (e.g., bringing children to school) and, possibly, other prescheduling decisions. Scheduling then involves selecting activities to add to the skeleton formed by these fixed activities and, next, determining the schedule position and profile of each added activity. The sequence of steps intends to simulate the way individuals solve the problem.
Typical for computational process models, reactions are mixed. Computational process models are based on a large number of rules that represent context-specific behaviour. As such, they lack the appeal of a simple algebraic equation and generate the feeling of a black box. Moreover, the derivation of decision rules from empirical data, which serves the same role as parameter estimation in utility-maximizing models, is often seen as lacking statistical, econometric rigour. This is true in the sense that the extracted rules do not have error bounds and that the approach is not founded in statistical error theory, although decision tree induction systems can provide information on validity and account for statistical significance. On the other hand, the theoretical premises of this modelling approach, and its flexibility in defining complex interdependencies among facets of activity-travel patterns and incorporating more facets, do have appeal in that different kinds of spatial, transport and economic policies can be evaluated. Moreover, there is some evidence of better predictive performance (Arentze et al., 2000) . Considerably more work, however, is required to draw more definitive conclusions.
Microsimulation models
The models discussed in the previous sections all involve attempts of applying welldeveloped theoretical constructs to empirical data. They are theory-driven or otherwise extract generalizable rules/parameters from data. In addition to these models, there are more data-driven microsimulation models which simulate individual activity patterns by drawing sequentially from marginal and conditional probability distributions that are defined for the various choice facets that make up an activity pattern. One could argue that this difference is one of degree rather than principle.
More recent examples of such microsimulation models are RAMBLAS (Veldhuisen et al., 2000; 2001) and TRANSIMS (Wagner and Nagel, 1999) . The former is part of a microsimulation system that aims to assess the intended and unintended consequences of planning decisions related to land use, building programmes and road construction for households and firms. Given the forecasted spatial distribution of dwellings, the distribution of households over dwellings, and the transport network, activity patterns of individuals and households and related traffic flows across the day on the regional road network are predicted.
The best-known microsimulation model, however, is TRANSIMS. It represents perhaps the most ambitious project in this field of research, especially because of the total microsimulation of traffic. The goal of the Transportation Analysis and Simulation System project is to develop a system that combines the functionalities of activity-based travel demand generation, model choice and route assignment and microsimulation, using advanced methodologies. The overall structure of the system is very similar in concept to those underlying competing attempts.
TRANSIMS predicts trips for individual households, residents, freight loads and vehicles rather than for zonal aggregations of households. Progress has been reported along three lines: creating synthetic populations, simulation of traffic, and generating activity-based transportation demand. The latter aspect is most relevant for this paper, but has not been well documented yet (Wagner and Nagel, 1999) . The model has caught a lot of attention for its transportation microsimulation. This module mimics the movement and interactions of travellers throughout a metropolitan region's transportation system. In executing their trip plans, vehicle drivers accelerate, decelerate, turn, change lanes, pass and respond to other vehicles and signs and signals. Drivers exhibit behaviour between aggressive and passive. Vehicles have weight and acceleration and deceleration characteristics. All these aspects are simulated using a cellular automata model.
IV Conclusions
This paper has summarized recent developments in space-time analysis. It was motivated by the fact that civil engineers have gradually taken over an area of research with traditionally strong contributions from geography. It seems that, while geographers still make an important contribution to the field, especially in constraintsbased modelling and accessibility indicators, this modelling approach has generally been replaced by utility-maximizing and computational process models. Interestingly enough, civil engineers had argued that these models needed a better spatial representation. It seems that the time is right for geographers to jump on the bandwagon.
This review clearly documents that the renewed focus on space-time analysis has led many scholars to explore the possibilities of new statistical methods of analysis that are better suited for the peculiarities of space-time data. In addition, various models predicting activity-travel patterns have been developed and tested. These models are characterized by increasing complexity. Models now contain elements of both choice/preference and constraints, institutional considerations are incorporated, and household interaction is now receiving increasingly more attention. Also, models are incorporating increasingly more choice facets. Gravity and competing destinations models, that are still going strong in the geographic literature, are nothing but special cases of the models discussed in the paper. The advantage of these more comprehensive models, however, is that time allocation, travel behaviour and task allocation within households, in principle, are more consistent and hence should give better predictions compared to the traditional models relying on a single motive. It also allows one to explore the impact of institutional change, changing role patterns and time policies that are difficult to address with spatial interaction type of models.
These more complex space-time models do, however, also offer some challenges. First, these models are much more difficult to build and estimate. For example, the combinatorial nature of the choice problem implies that commercial software often does not allow one to estimate models that incorporate multiple choice facets. Second, these models demand large and rich data sets. At the very least, activity diary data, covering some days are necessary. However, even such data may have a low number of cases for particular space-time patterns, leading to statistical problems. Third, these models might also be more difficult to use in decision-making. Conventional gravity or multinomial logit models are now typically embedded in geographical information systems; the models discussed in this paper are not. More fundamentally, they require data on the temporal dimensions, which is typically lacking or not very efficient in geographical information systems.
In conclusion, although progress made over the last decade is impressive, still a lot of work needs to be completed. Many of the models are still at a conceptual stage or need further elaboration and testing. The dynamics of activity scheduling has hardly been explored. A more integrated approach simulating the dynamics between land use and activity-travel patterns is urgently needed. The dissemination of these models would benefit from better visualization methods and a link with geographical information and virtual reality systems. No doubt forthcoming years will see a wealth of publications addressing these and other problems of space-time analysis. We hope that the rapid progress documented in this paper will lead more geographers and urban planners to redirect their research and increase our understanding of how space influences activitytravel patterns.
