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2 Lie groups, algebraic groups and lattices
Alexander Gorodnik
Abstract
This is a brief introduction to the theories of Lie groups, algebraic
groups and their discrete subgroups, which is based on a lecture series
given during the Summer School held in the Banach Centre in Poland
in Summer 2011.
Contents
1 Lie groups and Lie algebras 2
2 Invariant measures 13
3 Finite-dimensional representations 18
4 Algebraic groups 22
5 Lattices – geometric constructions 29
6 Lattices – arithmetic constructions 34
7 Borel density theorem 41
8 Suggestions for further reading 42
This exposition is an expanded version of the 10-hour course given during
the first week of the Summer School “Modern dynamics and interactions with
analysis, geometry and number theory” that was held in the Bedlewo Banach
Centre in Summer 2011. The aim of this course was to cover background
material regarding Lie groups, algebraic groups and their discrete subgroups
that would be useful in the subsequent advanced courses. The presentation is
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intended to be accessible for beginning PhD students, and we tried to make
most emphasise on ideas and techniques that play fundamental role in the
theory of dynamical systems. Of course, the notes would only provide one
of the first steps towards mastering these topics, and in §8 we offer some
suggestions for further reading.
In §1 we develop the theory of (matrix) Lie groups. In particular, we
introduce the notion of Lie algebra, discuss relation between Lie-group ho-
momorphisms and the corresponding Lie-algebra homomorphisms, show that
every Lie group has a structure of an analytic manifold, and prove that every
continuous homomorphism between Lie groups is analytic. In §2 we establish
existence and uniqueness of invariant measures on Lie groups. In §3 we dis-
cuss finite-dimensional representations of Lie groups. This includes a theorem
regarding triangularisation of representations of solvable groups and a theo-
rem regarding complete reducibility of representations of semisimple groups.
The later is treated using existence of the invariant measure constructed in
§2. Next, in §4 we develop elements of the theory of algebraic groups. We
shall demonstrate that orbits for actions of algebraic groups exhibit quite
rigid behaviour, which is responsible for some of the rigidity phenomena in
the theory of dynamical systems. In §5 we introduce the notion of a lattice
in a Lie group that plays important role in the theory of dynamical systems.
In particular, lattices can be used to construct homogeneous spaces of fi-
nite volume leading to a rich class of dynamical systems, which are usually
called the homogeneous dynamical systems. Classification of smooth actions
of higher-rank lattices is an active topic of research now. In §5 we present
Poincare’s geometric construction of lattices in SL2(R), and in §6 we explain
number-theoretic constructions of lattices which use the theory of algebraic
groups. These arithmetic lattices play crucial role in many applications of
dynamical systems to number theory. Finally, in §7 we illustrate utility of
techniques developed in these notes by giving a dynamical proof of the Borel
density theorem.
1 Lie groups and Lie algebras
1.1 Lie groups and one-parameter groups
Thought out these notes, Md(R) denotes the set of d × d matrices with real
coefficients, and GLd(R) denotes the group of non-degenerate matrices. The
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space Md(R) is equipped with the Euclidean topology, and distance between
the matrices will be measured by the norm:
‖X‖ =
√√√√ d∑
i,j=1
|xij|2, X ∈ Md(R).
Definition 1.1. A (matrix) Lie group is a closed subgroup of GLd(R).
For instance, the following well-known matrix groups are examples of Lie
groups:
• SLd(R) = {g ∈ GLd(R) : det(g) = 1} — the special linear group,
• Od(R) = {g ∈ GLd(R) : tgg = I} — the orthogonal group.
In order to understand the structure of Lie groups, we first study one-
parameter groups.
Definition 1.2. A one-parameter group σ is a continuous homomorphism
σ : R→ GLd(R).
One-parameter groups can be constructed using the exponential map:
exp(A) =
∞∑
n=0
An
n!
, A ∈ Md(R).
Since ‖An‖ ≤ ‖A‖n, this series converges uniformly on compact sets and
defines an analytic map.
The exponential map satisfies the following properties:
Lemma 1.3. (i) exp(tA) = t exp(A),
(ii) For g ∈ GLd(R), exp(gAg−1) = g exp(A)g−1,
(iii) If AB = BA, then exp(A+B) = exp(A) exp(B),
(iv) det(exp(A)) = exp(Tr(A)).
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Proof. (i) and (ii) are easy to check by a direct computation.
To prove (iii), we observe that by the Binomial Formula,
exp(A) exp(B) =
∞∑
n,m=0
AnBm
n!m!
=
∞∑
ℓ=0
1
ℓ!
( ∑
m+n=ℓ
ℓ!
n!m!
AnBm
)
=
∞∑
ℓ=0
1
ℓ!
(A +B)ℓ = exp(A+B).
To prove (iv), we use the Jordan Canonical Form. Every matrix A can
be written as
A = g(A1 + A2)g
−1,
where g ∈ GLd(R), A1 is a diagonal matrix, and A2 is an upper triangular
nilpotent matrix that commutes with A1. It follows from (ii)–(iii) that once
the claim is established for A1 and A2, then it will also hold for A. Since A1
and A2 are of special shape, the claim for them can be verified by a direct
computation.
Lemma 1.3 implies that
σA(t) = exp(tA)
defines a one-parameter group. We note that in a neighbourhood of zero,
σA(t) = I + tA+O(t
2).
This implies that
σ′A(0) = A and (D exp)0 = I,
where DF denotes the derivative of a map F : Md(R) → Md(R). Hence,
by the Inverse Function Theorem, the exponential map gives an analytic
bijection from a small neighbourhood of the zero matrix 0 to a small neigh-
bourhood of the identity matrix I in Md(R). This observation will play
important role below.
Our first main result is a complete description of one-parameter groups:
Theorem 1.4. Every one-parameter group is of the form t 7→ exp(tA) for
some A ∈ Md(R).
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This theorem, in particular, implies a non-obvious fact that every con-
tinuous homomorphism R → GLd(R) is automatically analytic. As we shall
see, this is a prevalent phenomenon in the world of Lie groups (cf. Corollary
1.13 below).
Proof. We claim that if for some matrices Y1 and Y2, we have
‖Y1 − I‖ < 1, ‖Y2 − I‖ < 1, Y 21 = Y 22 ,
then Y1 = Y2. Let us write Yi = I + Ai. Then since (I + A1)
2 = (I + A2)
2,
2A1 − 2A2 = A22 − A21 = A2(A2 −A1) + (A2 −A1)A1,
and
2‖A1 − A2‖ ≤ (‖A2‖+ ‖A1‖)‖A2 −A1‖.
Because ‖A2‖+ ‖A1‖ < 2, this implies the claim.
Let σ be a one-parameter group. It follows from continuity of the maps
σ and exp that there exist δ, ǫ > 0 such that
σ([−ǫ, ǫ]) ⊂ exp({‖X‖ < δ}) ⊂ {‖Y − I‖ < 1}.
In particular, σ(ǫ) = exp(ǫA) for some A with ‖A‖ < δ/ǫ. Then σ(1
2
ǫ)2 =
exp(1
2
ǫA)2, and applying the above claim, we deduce that σ(1
2
ǫ) = exp(1
2
ǫA).
We repeat this argument to conclude that σ( 1
2m
ǫ) = exp( 1
2m
ǫA) for all m ∈
N, and taking powers, we obtain σ( n
2m
ǫ) = exp( n
2m
ǫA) for all n ∈ Z and
m ∈ N. Therefore, it follows from continuity of the maps σ and exp that
σ(tǫ) = exp(tǫA) for all t ∈ R, as required.
1.2 Lie algebras
One of the most basic and very useful ideas in mathematics is the idea of
linearisation. In the setting of Lie groups, this leads to the notion of Lie
algebra. For X, Y ∈ Md(R), we define the Lie bracket by
[X, Y ] = XY − Y X.
It turns out that the Lie bracket corresponds to the second order term of the
Taylor expansion of product map (g, h) 7→ g · h.
Definition 1.5. A subspace of Md(R) is called a Lie algebra if it closed with
respect to the Lie bracket operation.
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Definition 1.6. The Lie algebra of a Lie group G is defined by
L(G) = {X ∈ Md(R) : exp(tX) ∈ G for all t ∈ R}.
For example, using Lemma 1.3, one can check that
• L(SLd(R)) = {X ∈ Md(R) : Tr(X) = 0},
• L(Od(R)) = {X ∈ Md(R) : tX +X = 0}.
We prove that
Proposition 1.7. L(G) is a Lie algebra, namely, it is a vector space and is
closed under the Lie bracket operation.
Given A,B ∈ Md(R) such that ‖A‖, ‖B‖ < r with r ≈ 0, the product
exp(A) exp(B) is contained in a small neighbourhood of identity. Hence,
exp(A) exp(B) = exp(C),
where C = C(A,B) is a uniquely determined matrix contained in a neigh-
bourhood of zero. We compute the Taylor expansion for C:
Lemma 1.8. C(A,B) = A+B + 1
2
[A,B] +O(r3).
Proof. We have exp(A) = I +O(r) and exp(B) = I +O(r), so that
exp(A) exp(B) = I +O(r) and C = exp−1(I + O(r)) = O(r).
This implies that exp(C) = I + C +O(r2). On the other hand,
exp(A) exp(B) = (I + A+O(r2))(I +B +O(r2)) = I + A+B +O(r2).
Therefore, C = A+B +O(r2).
This process can be continued to compute the higher order terms in the
expansion of C. We write C = A+B + S where S = O(r2). Then
exp(C) = I + (A+B + S) + (A+B + S)2/2 +O(r3)
= I + A +B + S + (A+B)2/2 +O(r3).
On the other hand,
exp(A) exp(B) = (I + A+ A2/2 +O(r3))(I +B +B2/2 +O(r3))
= I + A+B + AB + A2/2 +B2/2 +O(r3).
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Hence,
S = (I + A+B + AB + A2/2 +B2/2)− (I + A+B + (A +B)2/2) +O(r3)
=
1
2
[A,B] +O(r3).
This implies the lemma.
The proof of Lemma 1.8 can be generalised to prove the Campbell–Baker–
Hausdorff formula:
C(A,B) =
N∑
n=0
Cn(A,B) +O(r
N+1), (1.1)
where Cn are explicit homogeneous polynomials of degree n which are ex-
pressed in terms of Lie brackets.
For Lemma 1.8, we deduce:
Corollary 1.9. For every A,B ∈ Md(R),
(i) exp(A+B) = limn→∞(exp(A/n) exp(B/n))
n,
(ii) exp([A,B]) = limn→∞(exp(A/n) exp(B/n) exp(−A/n) exp(−B/n))n2.
Proof. By Lemma 1.8,
exp(A/n) exp(B/n) = exp(Cn), where Cn = (A+B)/n+O(1/n
2).
(1.2)
Hence,
(exp(A/n) exp(B/n))n = exp(A+B +O(1/n))→ exp(A+B)
as n→∞. This proves (i).
The proof of (ii) is similar and is left to the reader.
Now we are ready to prove Proposition 1.7.
Proof of Proposition 1.7. It is clear for the definition that if A ∈ L(G), then
RA ⊂ L(G). Hence, it remains to show that for A,B ∈ L(G), the matrices
A+B and [A,B] also belong to L(G).
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We shall use the following observation:
if Cn ∈ exp−1(G), Cn → 0, snCn → D for some sn ∈ R, then D ∈ L(G).
(1.3)
To prove this observation, we need to show that exp(tD) ∈ G for all t ∈ R.
Let mn = ⌊tsn⌋. Then
lim
n→∞
mnCn = lim
n→∞
tsnCn = tD.
Since Cn ∈ exp−1(G), we have exp(mnCn) = exp(Cn)mn ∈ G. Hence, since
G is closed, exp(tD) ∈ G, which proves the observation.
Now let us prove that A+B ∈ L(G) when A,B ∈ L(G). For sufficiently
large n,
exp(A/n) exp(B/n) = exp(Cn),
where Cn → 0. It is clear that Cn ∈ exp−1(G). By (1.2), nCn → A + B.
Hence, the above observation implies that A+B ∈ L(G).
Similarly, using Corollary 1.9(ii), we obtain that if A,B ∈ L(G), then
exp(A/n) exp(B/n) exp(−A/n) exp(−B/n) = exp(Cn),
where Cn ∈ exp−1(G), Cn → 0 and n2Cn → [A,B]. Therefore, the above
observation shows that [A,B] ∈ L(G).
The exponential map can be used to show that a Lie group locally looks
like the Euclidean space of dimension dim(L(G)) and has a structure of an
analytic manifold.
Proposition 1.10. The exponential map defines a bijection between a neigh-
bourhood of zero in L(G) and a neighbourhood of identity in G.
Proof. We write Md(R) = L(G)⊕V , where V is a complementary subspace,
and denote by π : Md(R) → L(G) and π¯ : Md(R) → V the corresponding
projection maps. Let
F : Md(R)→ Md(R) : A 7→ exp(π(A)) exp(π¯(A)).
We have
d
dt
(exp(π(tA)) exp(π¯(tA)))|t=0 = π(A) + π¯(A) = A.
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Hence, (DF )0 = I, and it follows from the Inverse Function Theorem that
for sufficiently small neighbourhood O of 0, the map F : O → F (O) is a
bijection.
We already remarked above that the exponential map defines a bijection
between a neighbourhood of 0 in Md(R) and a neighborhood of I in Md(R).
To prove the proposition, it remains to show that exp(O ∩ L(G)) ⊂ G is
a neighbourhood of identity in G. Suppose on the contrary that the set
exp(O ∩ L(G)) is not a neighbourhood of identity in G. Then since the set
exp(O) ∩ G is a neighbourhood of identity in G, it follows that there exists
a sequence Bn → 0 such that exp(Bn) ∈ G and Bn /∈ L(G). We can write
exp(Bn) = F (An) with some matrix An such that An → 0. Since Bn /∈ L(G),
we have π¯(An) 6= 0. We note that
exp(π¯(An)) = exp(π(An))
−1 exp(Bn) ∈ G.
After passing to a subsequence, we may assume that π¯(An)
‖π¯(An)‖
→ C for some
matrix C ∈ Md(R) with ‖C‖ = 1. It is clear that C ∈ V . On the other hand,
it follows from the observation (1.3) that C ∈ L(G). This contradiction
completes the proof of the proposition.
Remark 1.11. The proof of Proposition 1.10 shows that in a neighbourhood
of identity, G coincides with the zero locus π¯ ◦ F−1. Moreover, L(G) is the
tangent space of this locus at identity.
Proposition 1.10 can be used to define a manifold structure on a Lie group
G. We fix a neighbourhood U of zero in Md(R) such that exp is an analytic
bijection U → exp(U) and set O = L(G) ∩ U . For every g ∈ G, we define a
coordinate chart around g by
φ : O → G : x 7→ g exp(x).
This coordinate chart defines a bijection between O and a neighbourhood of
g. If ψ : O → G is another coordinate chart, then the map
ψ−1φ : φ−1(φ(O) ∩ ψ(O))→ ψ−1(φ(O) ∩ ψ(O)) (1.4)
is analytic. We say that a map f : G→ Rk is analytic if f ◦ φ is analytic for
all coordinate charts. In particular, the product map G×G→ G : (g1, g2) 7→
g1g2 and the inverse map G→ G : g 7→ g−1 are analytic. Now a Lie group G
can be considered as collection of coordinate charts which are glued together
according to the maps (1.4) and such that the group operations are analytic.
This leads to the notion of an abstract Lie group. For simplicity of exposition,
we restrict our discussion to matrix Lie groups.
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1.3 Lie-group homomorphisms
In this section we study continuous homomorphisms f : G1 → G2 between
Lie groups. We show that they induce a Lie-algebra homomorphisms between
the corresponding Lie algebras, and that every continuous homomorphism is
automatically analytic.
Theorem 1.12. Let f : G1 → G2 be a continuous homomorphism between
Lie groups G1 and G2. Then there exists a Lie-algebra homomorphism Df :
L(G1)→ L(G2) such that
exp(Df(X)) = f(exp(X)) for all X ∈ L(G1).
Proof. For every X ∈ L(G1), the map t 7→ f(exp(tX)) is a one-parameter
subgroup. Hence, by Theorem 1.4, we have f(exp(tX)) = exp(tY ) for some
Y ∈ Md(R). Since f(G1) ⊂ G2, we obtain Y ∈ L(G2). It is also clear
that such Y is uniquely defined. We set Df(X) = Y . It follows from the
definition that
Df(sX) = sDf(X) for all s ∈ R. (1.5)
We claim that Df is a Lie-algebra homomorphism, namely, we need to check
that for every X1, X2 ∈ L(G1),
Df(X1 +X2) = Df(X1) +Df(X2), (1.6)
Df([X1, X2]) = [Df(X1), Df(X2)]. (1.7)
To verify the first identity, we use Corollary 1.9(i) and continuity of f :
exp(Df(X1 +X2)) = f(exp(X1 +X2)) = lim
n→∞
f((exp(X1/n) exp(X2/n))
n)
= lim
n→∞
(f(exp(X1/n))f(exp(X2/n)))
n
= lim
n→∞
(exp(Df(X1)/n)) exp(Df(X2)/n))
n
= exp(Df(X1) +Df(X2)).
Because of (1.5), it is sufficient to verify (1.6) when X1 and X2 are sufficiently
small. Then the exponential map is one-to-one, and the first identity follows.
The second identity can be proved similarly with a help of Corollary
1.9(ii).
Since the exponential map is analytic, Theorem 1.12 implies
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Corollary 1.13. Any continuous homomorphism between Lie groups is an-
alytic.
In view of Theorem 1.12, it is natural to ask whether every Lie-algebra ho-
momorphism F : L(G1)→ L(G2) corresponds to a homomorphism f : G1 →
G2 of the corresponding Lie groups. As the following example demonstrates,
this is not always the case. Let
G = O2(R) = {g : tgg = I} =
{
±
(
cos θ sin θ
− sin θ cos θ
)
: θ ∈ [0, 2π)
}
.
Its Lie algebra
L(G) = {x : tX +X = 0} =
{(
0 θ
−θ 0
)
: θ ∈ R
}
has trivial Lie bracket operation, and every linear map θ 7→ c θ defines a Lie-
algebra homomorphism L(G)→ L(G). However, this linear map corresponds
to a homomorphism G → G only when c ∈ Z. This example demonstrates
that the Lie algebra captures only local structure of its Lie group.
It turns out that for simply connected Lie groups the answer to the above
question is positive. Recall that
Definition 1.14. A topological space X is called simply connected if X is
path connected and for any two paths between x0, x1 ∈ X can be continuously
deformed into each other, namely, for any continuous maps α0, α1 : [0, 1]→ X
such that α0(0) = α1(0) = x0 and α0(1) = α1(1) = x1, there exists a
continuous map α : [0, 1]2 → X such that
α(0, ·) = α0, α(1, ·) = α1, α(·, 0) = x0, α(·, 1) = x1.
Theorem 1.15. If a Lie group G1 is simply connected and F : L(G1) →
L(G2) is a Lie-algebra homomorphism, then there exists a smooth homomor-
phism f : G1 → G2 such that F = Df .
Proof. We fix a small neighbourhood U of identity in G1 such that the ex-
ponential map defines a bijection on U . We define
f(g) = exp(F (exp−1(g))) for g ∈ U . (1.8)
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In order to define f for general g ∈ G1 we take a continuous path α : [0, 1]→
G1 from I to g and take a partition {ti}mi=0 of [0, 1] such that α(ti+1) ∈ Uα(ti).
Then
g = α(1) = α(tm)α(tm−1)
−1 · · ·α(t1)α(t0)−1.
We define
f(g) = f(α(tm)α(tm−1)
−1) · · ·f(α(t1)α(t0)−1). (1.9)
We shall show that this definition does not depend on the choices of the
path and the partition. Take a neighbourhood V of identity in G1, and let us
consider a continuous path β : [0, 1]→ G1 which is a continuous perturbation
of α defined as follows. We replace the map α on one of the intervals [ti, ti+1]
by another map such that for some s ∈ (ti, ti+1), we have
β(ti+1)β(s)
−1, β(s)β(ti)
−1 ∈ V,
and refine the partition by adding the point s. This gives the same value
f(g) if
f(β(ti+1)β(s)
−1)f(β(s)β(ti)
−1) = f(β(ti+1)β(ti)
−1). (1.10)
We write
β(ti+1)β(s)
−1 = exp(X) and β(s)β(ti)
−1 = exp(Y )
for some X, Y ∈ exp−1(V). Then β(ti+1)β(ti)−1 = exp(X) exp(Y ). We apply
the Baker–Campbell-Hausdorff formula (1.1). Assuming that V is sufficiently
small, we obtain
f(exp(X) exp(Y )) = f(exp(C(X, Y ))) = exp(F (C(X, Y )))
= exp(C(F (X), F (Y ))) = exp(F (X)) exp(F (Y ))
= f(exp(X))f(exp(Y )).
This proves (1.10). In particular, it is clear from the argument that the
definition of f(g) in (1.9) is independent of the partition.
Since G1 is simply connected, given two paths α0 and α1 from I to g, we
can transform α0 to α1 using finitely many perturbations as above. Hence,
the definition of f(g) in (1.9) is independent of the path, and we have a
well-defined map f : G1 → G2.
Now we show that f is a homomorphism. Let g, h ∈ G and α, β : [0, 1]→
G be paths from I to g and h respectively. We define a path from I to gh by
γ(t) =
{
β(2t), t ∈ [0, 1/2],
α(2t− 1)h, t ∈ [1/2, 1].
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Then according to the definition of f ,
f(gh) =
1∏
i=m
f(γ(ti)γ(ti−1)
−1)
=
(
m′∏
i=m
f(α(ti)α(ti−1)
−1)
)(
1∏
i=m′−1
f(β(ti)β(ti−1)
−1)
)
= f(g)f(h).
Hence, f is a homomorphism.
Finally, the relation Df = F follows from (1.8).
2 Invariant measures
The Lebesgue measure on Rd plays fundamental role in classical analysis.
It can be characterised uniquely (up to a scalar multiple) by the following
properties:
• (invariance) For every f ∈ Cc(Rd) and a ∈ Rd,∫
Rd
f(a+ x) dx =
∫
Rd
f(x) dx.
• (local finiteness) For every bounded measurable B ⊂ Rd,
vol(B) <∞.
In this section we discuss invariant measures for Lie groups. We first show
that the invariant measure is unique as in the case of the Lebesgue measure.
Theorem 2.1. A left-invariant locally finite Borel measure on a Lie group
is unique up to a scalar multiple.
Proof. Let m1 and m2 be nonzero left-invariant locally finite Borel measures
on a Lie group G. Replacing m1 by m1 + m2, we may assume that m2 is
absolutely continuous with respect to m1. Namely, if m1(B) = 0 for some
measurable B ⊂ G, then m2(B) = 0 as well.
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We fix a nonnegative φ ∈ Cc(G) with
∫
G
φ dm1 = 1 and set c =
∫
G
φ dm2.
Using the Fubini Theorem and invariance of the measures, we deduce that
for every f ∈ Cc(G),
c ·
∫
G
f(x) dm1(x) =
∫
G×G
f(x)φ(y) dm1(x)dm2(y) (2.1)
=
∫
G
(∫
G
f(x) dm1(x)
)
φ(y) dm2(y)
=
∫
G
(∫
G
f(y−1x) dm1(x)
)
φ(y) dm2(y)
=
∫
G
(∫
G
f((x−1y)−1)φ(y) dm2(y)
)
dm1(x)
=
∫
G×G
f(y−1)φ(xy) dm1(x)dm2(y)
=
∫
G
f(y−1)∆(y) dm2(y),
where ∆(y) =
∫
G
φ(xy) dm1(x). Applying the same argument with m2 re-
placed by m1 twice, we obtain
1 ·
∫
G
f(x) dm1(x) =
∫
G
f(y−1)∆(y) dm1(y) (2.2)
=
∫
G
f(y)∆(y−1)∆(y) dm1(y).
Let B = {y : ∆(y−1)∆(y) 6= 1}. Since (2.2) holds for all f ∈ Cc(G), it
follows that m1(B) = 0. Then m2(B) = 0 as well, and applying (2.1)–(2.2),
we get ∫
G
f dm2 =
∫
G
f(y)∆(y−1)∆(y) dm2(y)
= c ·
∫
G
f(y−1)∆(y) dm1(y)
= c ·
∫
G
f dm1
for every f ∈ Cc(G). Because the measures m1 and m2 are locally finite,
one can show that they are uniquely determined by their values on Cc(G).
Hence, m2 = c ·m1.
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Our next task is to develop the theory of integration using a collection
of coordinate charts constructed in the previous section. Here we take the
most elementary approach, but if the reader is familiar with the theory of
differential forms, most of this discussion might be redundant.
Let φ1 : O1 → G be a coordinate chart for G, where O1 is an open
subset of Rd. We fix a measurable bounded function δ1 : O1 → R+. Given a
function f on G with support contained in φ1(O1). We define∫
G
f dmδ1 =
∫
O1
f(φ1(x))δ1(x) dx.
This definition depends on the choices of the coordinate chart φ1 and the
function δ1. Let φ2 : O2 → G be another coordinate chart and δ2 : O2 → R+.
Suppose that the support of f is also contained in φ2(O2). Then using the
change of variables formula for the Lebesgue integral, we obtain∫
G
f dmδ2 =
∫
O2
f(φ2(y))δ2(y) dy
=
∫
O1
f(φ1(x))δ2(φ
−1
2 φ1(x))Jac(φ
−1
2 φ1)x dx,
where Jac(φ−12 φ1)x denotes the Jacobian of the map φ
−1
2 φ1. Hence,
mδ1 = mδ2 ⇐⇒ δ2(φ−12 φ1(x))Jac(φ−12 φ1)x = δ1(x). (2.3)
Definition 2.2. A volume density δ is a collection of bounded measurable
functions δφ : O → R+ assigned to each coordinate chart φ : O → R+ that
satisfy the compatibility condition (2.3).
Now given a volume density δ on a Lie group G, we define a measure
mδ on G. For every f ∈ Cc(G), we write f = f1 + · · · + fℓ for fi ∈ Cc(G)
such that the support of fi is contained in φi(Oi) for some coordinate charts
φi : Oi → G. We define∫
G
f dmδ =
ℓ∑
i=1
∫
Oi
f(φi(x))δφi(x) dx.
One can check using the compatibility condition (2.3) that this definition
is independent of the choices of the decomposition of f and the coordinate
charts φi, so that the measure mδ is well-defined.
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We investigate when the measure mδ is left-invariant. Given a function
f ∈ Cc(G) such that the support of f is contained in φ(O) for a coordinate
chart φ : O → G, we have∫
G
f dmδ =
∫
O
f(φ(x))δφ(x) dx
To compute the integral of the function x 7→ f(g0x) with g0 ∈ G, we observe
that its support is contained in g−10 φ(O), so that∫
G
f(g0x) dmδ(x) =
∫
G
f(g0 g
−1
0 φ(x))δg−1
0
φ(x) dx
=
∫
O
f(φ(x))δg−1
0
φ(x) dx.
This computation shows that the measure mδ is left-invariant if and only if
δφ = δg0φ for all g0 ∈ G and all coordinate charts φ. (2.4)
Using this construction, we prove
Theorem 2.3. Every Lie group supports an analytic left-invariant measure.
Proof. In view of the above discussion, it is sufficient to show that there exists
an analytic volume density satisfying (2.3) and (2.4). We fix a coordinate
chart φ0 : O0 → G such that φ0(z0) = I for some z0 ∈ O0. For every other
coordinate chart φ : O → G, we define
Fφ(x, z) = φ
−1(φ(x)φ0(z)),
δφ(x) = Jac (Fφ(x, ·))−1z0 .
Given any other coordinate chart ψ, we have
Fψ(ψ
−1φ(x), z) = ψ−1(φ(x)φ0(z)) = ψ
−1φ(Fφ(x, z)),
and
Jac
(
Fψ(ψ
−1φ(x), ·))
z0
= Jac(ψ−1φ)xJac(Fφ(x, ·)).
This implies that (2.3) holds.
To check (2.4), we compute
Fg0φ(x, z) = (g0φ)
−1(g0φ(x)φ0(z)) = φ
−1(φ(x)φ0(z)) = Fφ(x, z),
so that
Jac(Fg0φ(x, ·))z0 = Jac(Fφ(x, ·))z0,
and (2.4) holds. This completes the proof of the theorem.
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The above construction of the invariant measure is quite explicit. For
example, for the group
SL2(R) =
{(
a b
c d
)
: ad− bc = 1
}
the left-invariant measure is given by dadbdc
a
. This measure is also right-
invariant. In general, a left-invariant measure does not have to be right-
invariant.
Definition 2.4. A Lie group is called unimodular if the left-invariant mea-
sure on G is also right-invariant.
For future reference we also prove
Proposition 2.5. Let G be a unimodular Lie group and G = ST where S
and T are closed subgroups such that S ∩T = 1. Then the invariant measure
on G is given by∫
G
f dm =
∫
S×T
f(st−1) dmS(s)dmT (t), f ∈ Cc(G),
where mS and mT are the left-invariant measures on S and T respectively.
Proof. The map Φ(s, t) = st−1, (s, t) ∈ S × T , defines a homeomorphism
between S × T and G. We consider the measure on S × T defined by
f 7→
∫
G
f(Φ−1(g)) dm(g),
where m is the invariant measure on G. For (s0, t0) ∈ S × T ,∫
G
f((s0, t0) · Φ−1(g)) dm(g) =
∫
G
f(Φ−1(s0gt
−1
0 )) dm(g)
=
∫
G
f(Φ−1(g)) dm(g).
Hence, it follows from the uniqueness of invariant measure (Theorem 2.1)
that this measure is proportional to the product measure mS × mT . This
implies the proposition.
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3 Finite-dimensional representations
A representation of a Lie group G is a continuous homomorphism
ρ : G→ GLd(C).
The aim of this section is to explore such representations and, more specifi-
cally, find a basis of Cd such these representations have the most simple form.
As we shall see, the situation is very different for two classes of groups —
the solvable groups and the semisimple groups.
We start our discussion with the case of a solvable group. For a Lie
algebra g, we define inductively
g(1) = 〈[x, y] : x, y ∈ g〉 , g(2) = 〈[x, y] : x, y ∈ g(1)〉 , . . .
Definition 3.1. A connected Lie group G is called solvable if L(G)(n) = 0
for some n.
A basic example of a solvable Lie group is any closed subgroup of the
group of upper triangular matrices. The following theorem shows that this
example is typical.
Theorem 3.2 (Lie-Kolchin). Let ρ : G → GLd(C) be a representation of
a connected solvable Lie group G. Then there exists g ∈ GLd(C) such that
gρ(G)g−1 is contained in the group of upper triangular matrices.
We start the proof with
Lemma 3.3. Let G be a connected Lie group. Then for every nonempty
open U ⊂ G, we have G = 〈U〉.
Proof. Let H = 〈U〉. It is clear that H is an open subgroup of G. We have
the coset decomposition G = ⊔g∈G/HgH consisting of disjoint open sets.
Since G is connected, we conclude that G = H .
Proof of Theorem 3.2. By Theorem 1.12, we have a Lie-algebra homomor-
phism Dρ : L(G)→ Md(C) such that
ρ(exp(X)) = exp(Dρ(X)) for all X ∈ L(G). (3.1)
If we prove that gDρ(L(G))g−1 is of upper triangular form for some g ∈
GLd(C), then it follows from (3.1) that gρ(U)g
−1 is also of upper triangular
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form for a neighbourhood U of identity in G. Then it follows from Lemma 3.3
that gρ(G)g−1 is of upper triangular form as well. Hence, it remains to show
that the Lie algebra h = Dρ(L(G)) is upper triangular up to a conjugation.
We claim that there exists a one-dimensional h-invariant subspace. Once
this claim is established, the theorem follows by induction on dimension.
Since h is solvable, h(1) 6= h. We take a codimension one subspace h0 of h
that contains h(1) andX ∈ h such that h = 〈X, h0〉. We note that [h0, h] ⊂ h0.
By induction on dim(h), there exists a nonzero vector v such that h0v ⊂ Cv.
For Y ∈ h0, we write Y v = λ(Y )v with λ(Y ) ∈ C. Let vi = X iv. Then
Y vi = Y Xvi−1 = XY vi−1 + [Y,X ]vi−1, (3.2)
where [Y,X ] ∈ h0. Using induction on i, we deduce from (3.2) that the
subspaces 〈v0, . . . , vi〉 are h0-invariant, and moreover,
Y vi − λ(Y )vi ∈ 〈v0, . . . , vi−1〉 .
Let V be the subspace generated by the vectors vi. In the basis {vi}, the
transformation [Y,X ]|V is upper triangular with λ([Y,X ]) on the diagonal.
Hence,
Tr([Y,X ]|V ) = dim(V )λ([Y,X ]).
On the other hand,
Tr([Y,X ]|V ) = Tr(Y |VX|V −X|V Y |V ) = 0.
Hence, λ([Y,X ]) = 0 for every Y ∈ h0. Then using induction on i, we deduce
from (3.2) that [h0, X ] acts trivially on V , and Y vi = λ(Y )vi. This proves
that every eigenvector of X in V is also an eigenvector of h = 〈X, h0〉, which
implies the claim and completes the proof of the theorem.
Definition 3.4. A connected Lie group is called semisimple if it contains no
nontrivial normal closed connected solvable subgroups.
An example of a semisimple group is the group SLd(R). Representations
of semisimple groups behave very differently from representations of solvable
groups.
Theorem 3.5. Let G be a connected semisimple Lie group and ρ : G →
GLd(C) a representation of G. Then every ρ(G)-invariant subspace of C
d
has a ρ(G)-invariant complement.
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In particular, we deduce
Corollary 3.6. In the setting of Theorem 3.5, Cd = V1 ⊕ · · · ⊕ Vs where the
subspaces Vi are ρ(G)-invariant and irreducible (i.e, they don’t contain any
proper ρ(G)-invariant subspaces).
In the proof of the theorem, we use
Lemma 3.7. Let ρ : G→ GLd(C) a representation of a connected Lie group
G. Then a subspace V ⊂ Cd is ρ(G)-invariant if and only if it is Dρ(L(G))-
invariant.
Proof. We recall that the following relation holds (see Theorem 1.12):
ρ(exp(X)) = exp(Dρ(X)) for all X ∈ L(G). (3.3)
If the subspace V is G-invariant, then for every X ∈ L(G), t ∈ R, and
v ∈ V , we have
exp(tDρ(X))v = ρ(exp(tX))v ∈ V,
and taking derivative at t = 0, we obtain that Dρ(X)v ∈ V , so that V is
Dρ(L(G))-invariant.
Conversely, if V is Dρ(L(G))-invariant, then it follows from (3.3) that it
is exp(L(G))-invariant. Since by Lemma 3.3, exp(L(G)) generates G, this
proves the claim.
Proof of Theorem 3.5. We give a proof using the so-called “Weyl’s unitary
trick”. Surprisingly, the invariant measure introduced in the previous section
turns out to be very useful to prove this algebraic fact.
We first assume that G is compact. Let 〈·, ·〉 be a positive-definite Her-
mitian form on Cd. We define a new Hermitian form on Cd by
〈v1, v2〉G =
∫
G
〈
ρ(g−1)v1, ρ(g
−1)v2
〉
dm(g), v1, v2 ∈ Cd,
where m is the left-invariant measure on G constructed in Section 2. Since G
is compact, the measure m is finite, and the Hermitian form is well-defined.
It is also easy see that it is positive-definite. For h ∈ G and v1, v2 ∈ Cd,
〈ρ(h)v1, ρ(h)v2〉G =
∫
G
〈
ρ(g−1h)v1, ρ(g
−1h)v2
〉
dm(h)
=
∫
G
〈
ρ(g−1)v1, ρ(g
−1)v2
〉
dm(h) = 〈v1, v2〉G .
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Hence, this form is ρ(G)-invariant. Given a ρ(G)-invariant subspace V , we
have a decomposition Cd = V ⊕ V ⊥, where V ⊥ = {v : 〈v, V 〉G = 0}. For
v ∈ V ⊥,
〈ρ(g)v, V 〉 = 〈v, ρ(g)−1V 〉 = 0.
This shows that V ⊥ is ρ(G)-invariant, and proves the theorem in this case.
Now we explain how to give a proof in general. In fact, we restrict our
attention to G = SL2(R). The same argument works for general groups, but
this requires some knowledge of the structure theory of semisimple groups,
which we don’t discuss here. Let g = L(G) and Dρ : g → Md(C) the
corresponding Lie-algebra homomorphism. We denote by DρC : g ⊗ C →
Md(C) the linear extension of Dρ which is also a Lie-algebra homomorphism.
We consider the subgroup
H = SU(2) = {g ∈ GL2(C) : tg¯g = I, det(g) = 1}
=
{(
a b
−b¯ a¯
)
: a, b ∈ C, |a|2 + |b|2 = 1
}
.
Its Lie algebra is
h = L(H) = {X ∈ M2(C) : tX¯ +X = 0, Tr(X) = 0}
=
{(
iu v
−v¯ −iu
)
: u ∈ R, v ∈ C
}
.
It is easy to check that
h⊗ C = {X ∈ M2(C) : Tr(X) = 0} = g⊗ C. (3.4)
SinceH is simply connected (H is homeomorphic to the 3-dimensional sphere),
it follows from Theorem 1.15 that there exists a representation ρ˜ : H →
GLd(C) such that Dρ˜ = DρC|h. Now, if V is a ρ(G)-invariant subspace, then
by Lemma 3.7, it is also invariant under DρC(g ⊗ C) = DρC(h ⊗ C), and
ρ˜(H)-invariant. Since H is compact, we know that V has an ρ˜(H)-invariant
complement V ′. Then by Lemma 3.7, V ′ is DρC(h)-invariant. Hence, it
follows from (3.4) that V ′ is Dρ(g)-invariant. Finally, applying Lemma 3.7
again, we conclude that V ′ is ρ(G)-invariant, which finishes the proof.
We note that the main ingredient of the proof is existence of a compact
subgroup H such that (3.4) holds. Such subgroup is called a compact form of
G, and it is known that every connected semisimple Lie group has a compact
form.
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4 Algebraic groups
In this section we introduce algebraic groups and discuss their basis proper-
ties.
Definition 4.1. A subgroup G of GLd(C) is called algebraic if it is the zero
set of a family of polynomial functions, namely,
G = {g : P (g) = 0 for all P ∈ I}
for some subset I ⊂ C[x11, . . . , xdd].
For example, the special linear group SLd(C) and the orthogonal group
Od(C) are algebraic group. It is clear that every algebraic group can be
considered as a Lie group and results of the previous sections apply. The
advantage of working with algebraic groups is that they exhibit much more
rigid behaviour than Lie groups. As an example, we mention the following
theorem which will be proved later.
Theorem 4.2. Let f : G1 → G2 be a polynomial homomorphism of algebraic
groups G1 and G2. Then f(G1) is an algebraic group, in particular, f(G1) is
closed.
An analogue of this statement fails in the category of Lie groups. There
are continuous homomorphisms f : G1 → G2 between Lie groups such that
f(G1) is not closed. For instance, consider the homomorphism
R→ GL2(C) : t 7→
(
e2πω1t 0
0 e2πω2t
)
,
where ω1, ω2 ∈ R are rationally independent. The image of this map is not
closed.
Other examples of rigid behaviour of algebraic groups are absence of non-
trivial recurrence points (Corollary 4.11 below) and robustness of unipotent
and semisimple transformations under polynomial homomorphisms (Theo-
rem 4.13 below).
For I ⊂ C[x1, . . . , xd], we define
V(I) = {x ∈ Cd : P (x) = 0 for all P ∈ I}.
A subset of Cd is called algebraic if it is of the form V(I) for some I. We list
some of the basic properties of the operation V, which are not hard to check:
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(i) V({1}) = ∅, V({0}) = Cd,
(ii) ∩αV(Iα) = V(∪αIα),
(iii) V(I1) ∪ V(I2) = V(I1 · I2),
(iv) If f : Cd1 → Cd2 is a polynomial map, then
f−1(V(I)) = V({P ◦ f : P ∈ I}).
Properties (i)–(iii) imply that the collection {V(I) : I ⊂ C[x1, . . . , xd]}
satisfies the axioms of closed sets and defines a topology on Cd which is called
the Zariski topology. It follows from (iv) that polynomial maps are continuous
with respect to this topology. Although the Zariski topology provides a
convenient framework for studying polynomial maps, the reader should be
warned that this topology exhibits many counter-intuitive properties. In
particular, it is not Hausdorff, and has some compactness properties (see
Proposition 4.4 below).
The usual notion of connectedness is not very useful in this setting and
a natural substitute is the notion of irreducibility:
Definition 4.3. A (Zariski) closed subset X is called irreducible if X 6=
X1 ∪X2 for any closed X1, X2 ( X .
We show that
Proposition 4.4. Every closed set X can be decomposed as X = X1∪· · ·∪Xl
where Xi’s are irreducible closed sets.
In order to prove this theorem, it would be convenient to introduce an
operation which is in some sense the inverse of the map I 7→ V(I). For a
subset X ⊂ Cd, we set
I(X) = {P ∈ C[x1, . . . , xd] : P |X = 0}.
It is clear that I(X) is an ideal in the polynomial ring, and V(I(X)) ⊃ X .
In fact, one can check that V(I(X)) is precisely the closure of X with respect
to the Zariski topology.
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Proof of Proposition 4.4. Suppose that the claim of the proposition is false.
Then there exists an infinite decreasing chain
X ) X1 ) · · · ) Xn ) · · · (4.1)
where Xi’s are closed reducible sets. This gives an increasing chain of ideals
I(X1) ⊂ · · · ⊂ I(Xn) ⊂ · · ·
in C[x1, . . . , xd]. According to the Hilbert Basis Theorem [1, Th. 7.5], every
ideal in C[x1, . . . , xd] is finitely generated. In particular, the ideal ∪n≥1I(Xn)
is finitely generated, and it follows that
I(Xn) = I(Xn+1) = · · ·
for sufficiently large n. Since Xi’s are closed, Xi = V(I(Xi)), so that the
chain (4.1) stabilises, which is a contradiction.
The proof of Proposition 4.4 demonstrates that geometric properties of
closed sets can be studied using tools from Commutative Algebra. This idea
turns out to be extremely fruitful.
Definition 4.5. The coordinate ring of a closed subset X is defined by
A(X) = C[x1, . . . , xd]/I(X)
Many geometric properties can reformulated in the language of Commu-
tative Algebra, as demonstrated by Table 4 below.
To check the first line of Table 4, we observe that any a ∈ Cd defines an
algebra homomorphism
αa : C[x1, . . . , xd]→ C : P 7→ P (a).
Moreover, if a ∈ X , then I(X) ⊂ ker(αa) and αa defines a homomorphism
A(X) → C. Conversely, any homomorphism A(X) → C is of the form
P 7→ P (a), where Q(a) = 0 for all Q ∈ I(X), i.e., a ∈ X .
In regard to the third line, we note that any polynomial map f : Cd1 →
Cd2 defines an algebra homomorphism
f∗ : C[y1, . . . , yd2]→ C[x1, . . . , xd1 ] : P 7→ P ◦ f.
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Geometry Commutative Algebra
points in X algebra homomorphisms A(X)→ C
X is irreducible A(X) has no divisors of zero
polynomial maps f : X → Y algebra homomorphisms f∗ : A(Y )→ A(X)
f(X) = Y f∗ is injective
Table 1: Algebraic correspondence
This homomorphism defines a mapC[y1, . . . , yd2 ]/I(Y )→ C[x1, . . . , xd1 ]/I(X)
if
f∗(I(Y )) ⊂ I(X) ⇐⇒ ∀P ∈ I(Y ) : P |f(X) = 0 ⇐⇒ f(X) ⊂ Y.
Conversely, any homomorphism A(Y )→ A(X) is of this form.
To check the fourth property in Table 1, we observe that f(X) = Y is
equivalent to
∀P ∈ A(Y )\{0} : P |f(X) 6= 0 ⇐⇒ ∀P ∈ A(Y )\{0} : f∗(P ) /∈ I(X),
which means that f∗ : A(Y )→ A(X) is injective.
The following proposition will be used in the proof of Theorem 4.2.
Proposition 4.6. Let f : X → Y be a polynomial map between closed sets
X and Y . Then f(X) contains an open subset of f(X).
We note that for this proposition it is crucial that the field C is al-
gebraically closed, and the analogous statement fails for polynomial maps
Rd1 → Rd2 .
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Proof. Using Proposition 4.4, we may reduce the proof to the case when X
is irreducible, and without loss of generality we may assume that Y = f(X).
Then we have an injective algebra homomorphism f∗ : A(Y ) → A(X). We
claim that
∃P ∈ A(Y ) : {P 6= 0} ∩ Y ⊂ f(X). (4.2)
Since {P 6= 0} ∩ Y is open in Y , this implies the proposition. We use the
correspondence:
{points in Y } ←→ {homomorphisms A(Y )→ C}⋃ ⋃
{points in f(X)} ←→ {homomorphisms factoring through f∗}.
Let A = f∗(A(Y )) and B = A(X). The claim (4.2) is equivalent to showing
that there exists Q ∈ A such that every homomorphism φ : A → C with
φ(Q) 6= 0 extends to a homomorphism B → C. This statement is proved,
for instance, in [1, Prop. 5.23].
Now we finally deduce Theorem 4.2 from Proposition 4.6.
Proof of Theorem 4.2. We consider the subgroup L = f(G1). Then its clo-
sure L is also a subgroup. Indeed, since the multiplication and inverse oper-
ations are continuous in Zariski topology,
L−1 · L ⊂ L−1 · L ⊂ L.
By Proposition 4.6, L contains an open subset of L, and it follows that L is
an open subgroup of L. We have the coset decomposition
L =
⊔
l∈L/L
lL,
where each of the cosets is open in L. Hence, L is closed, which completes
the proof.
Definition 4.7. A closed subset X ⊂ Cd is defined over K (for a subfield K
of C) if the ideal I(X) is generated by elements in K[x1, . . . , xd].
For a closed subset defined over K, we set X(K) = X ∩Kd. In general,
the set X(K) could be quite small and even empty, but in the setting of
algebraic groups, we have:
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Proposition 4.8. Let G be an algebraic group defined over R. Then G(R)
is a Lie group of dimension dimC(G).
Proof. Suppose that the group G is defined by a system P1 = · · · = Ps = 0
of polynomial equations with real coefficients. We recall from Remark 1.11
that the Lie algebra can be computed as the tangent space at identity, so
that
L(G) = {X ∈ Md(C) : (DP1)IX = · · · = (DPs)IX = 0},
L(G(R)) = {X ∈ Md(R) : (DP1)IX = · · · = (DPs)IX = 0}.
Since
dimC(L(G)) = dimR(L(G(R))),
the claim follows.
The following result is one of the main theorems of this section, which
shows that orbits for polynomial actions behave nicely.
Theorem 4.9. Let G be an irreducible algebraic group defined over R, X ⊂
Cd a Zariski closed set defined over R, x ∈ X(R), and G × X → X a
polynomial action defined over R. We denote by Y the Zariski closure of
G · x in X. Then the map
G(R)→ Y (R) : g 7→ g · x
is open with respect to the Euclidean topology.
Proof. Without loss of generality, we may assume that X = Y . Then since
G is irreducible, Y is irreducible. For Proposition 4.6 we know that G · x
contains a Zariski open subset X . Since G acts transitively on G ·x, it follows
that G · x is, in fact, Zariski open in X .
Let X0 be the set of smooth points of X (i.e., the set of points where the
tangent space has minimal dimension). This set is Zariski open in X and G-
invariant. Since X is irreducible, the intersection of finitely many nonempty
Zariski open subsets in X is nonempty. In particular, G · x ∩X0 6= ∅, and it
follows that G · x ⊂ X0.
We consider the orbit map F : G → X : g 7→ g · x and its derivative
(DF )g : Tg(G)→ Tg·x(X), where Tg(G) and Tg·x(X) denote the correspond-
ing tangent spaces. Since G · x is Zariski open in X , the map (DF )g is onto.
Then the map (DF )g : Tg(G(R)) → Tg·x(X(R)) is also onto. Hence, by the
Implicit Function Theorem, the map F : G(R)→ X(R) is open with respect
to the Euclidean topology, as required.
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Definition 4.10. Let {s(t)}t∈R be a one-parameter group acting on a topo-
logical space X . A point x ∈ X is called recurrent if s(tn) · x→ x for some
sequence tn →∞.
Using Theorem 6.8, we obtain a complete description of recurrent points
for algebraic actions.
Corollary 4.11. Let S = {s(t)}t∈C be a one-dimensional algebraic group
defined over R, X ⊂ Cd a Zariski closed set defined over R, and S×X → X
a polynomial action defined over R. Then all S(R)-recurrent points in X(R)
are fixed by S.
Proof. By Theorem 4.9, the set s((−ǫ, ǫ)) · x is open in S(R) · x. Hence, if
s(tn) · x → x, then s(tn) · x ∈ s((−ǫ, ǫ)) · x for all sufficiently large n. This
implies that StabS(x) is infinite. Since S is one-dimensional, StabS(x) is
Zariski dense in S. On the other hand, it is clear that StabS(x) is Zariski
closed. Thus, StabS(x) = S, as claimed.
We complete this section with discussion of semisimple and unipotent
elements.
Definition 4.12. • An element g ∈ GLd(C) is called semisimple if it is
diagonalisable over C.
• An element g ∈ GLd(C) is called unipotent if all of its eigenvalues of g
are equal to one.
We note that it follows from the Jordan Canonical Form that every ele-
ment g ∈ GLd(C) can written as g = gsgu where gs and gu are commuting
semisimple and unipotent elements.
Theorem 4.13. Let ρ : GLd(C)→ GLN (C) be a polynomial homomorphism.
Then
• if g ∈ GLd(C) is semisimple, ρ(g) is also semisimple,
• if g ∈ GLd(C) is unipotent, ρ(g) is also unipotent.
Proof. Suppose that g is semisimple. Let Vλ ⊂ CN be a Jordan subspace of
ρ(g) with the eigenvalue λ. Then the linear map λ−nρ(g)n|Vλ has coordinates
which are polynomials in n. On the other hand, these coordinates can be
expressed as polynomials in λ−n, λn1 , · · · , λns where λi’s are the eigenvalues of
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g. This implies that all these coordinates are constant, and λ−nρ(g)n|Vλ = 1.
Hence, ρ(g) is semisimple.
Suppose that g is unipotent. Let v ∈ CN be an eigenvector of ρ(g) with
eigenvalue λ. Then ρ(gn)v = λnv, but ρ(gn)v has coordinates which are
polynomials in n. This implies that λ = 1. Hence, ρ(g) is unipotent.
5 Lattices – geometric constructions
A linear flow on the torus Td = Rd/Zd is one of the most basic examples of
dynamical systems. More generally, one may consider a factor space Γ\G,
where G is a Lie group and Γ is a discrete subgroup, and define a flow on
X acting by a one-parameter subgroup of G. In some cases the space Γ\G
can be equipped with a finite invariant measure. This construction provides
a rich and very important family of dynamical systems. Besides the theory
of dynamical systems, such spaces also play important role in geometry and
number theory.
In this section, we cover basic material regarding the factor spaces Γ\G.
In particular, we define a measure on Γ\G, which is induced by the invariant
measure on G, and explain the Poincare’s geometric construction of discrete
cocompact subgroup Γ in SL2(R).
Let G be a Lie group and Γ a discrete subgroup of G.
Definition 5.1. A subset F ⊂ G is called a fundamental set for Γ if G is
equal to the disjoint union of the sets γF , γ ∈ Γ:
G =
⊔
γ∈Γ
γF.
For example, F = [0, 1)d is a fundamental set of Zd ⊂ Rd.
Lemma 5.2. There exists a Borel fundamental set of Γ.
Proof. Since Γ is a discrete subgroup of G, there exists a neighbourhood U
of identity in G such that
Γ ∩ U · U−1 = {I}. (5.1)
We can write
G =
∞⋃
n=1
Ugn (5.2)
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for a sequence gn ∈ G. Let
F =
∞⋃
n=1
(
Ugn\(∪n−1i=1 ΓUgi)
)
.
It follows from (5.2) that G = ΓF , and using (5.1), it is easy to deduce that
if γ1F ∩ γ2F 6= ∅, then γ1 = γ2. Hence, F is a fundamental set for Γ.
We denote by m the left-invariant measure on G constructed in Section
2 and by π : G→ Γ\G the factor map. Taking a Borel fundamental domain
F for Γ, we define a measure on Γ\G by
µ(B) = m(π−1(B) ∩ F ) for all Borel B ⊂ Γ\G.
Lemma 5.3. (i) The definition of µ does not depend on a choice of the
fundamental domain F .
(ii) If m(F ) <∞, then the measure µ is right G-invariant.
Proof. Let F1, F2 ⊂ G be Borel fundamental sets for Γ. Since
G =
⊔
γ∈Γ
γF1 =
⊔
γ∈Γ
γF2,
we obtain using left-invariance of m that for every Borel B ⊂ Γ\G,
m(π−1(B) ∩ F1) =
∑
γ∈Γ
m(π−1(B) ∩ F1 ∩ γF2)
=
∑
γ∈Γ
m(π−1(B) ∩ γ−1F1 ∩ F2) = m(π−1(B) ∩ F2).
This proves (i).
To prove (ii), we consider the measures mg, g ∈ G, on G defined by
mg(A) = m(Ag) for all Borel A ⊂ G.
It is clear that mg is left-invariant and locally finite, so that by Theorem 2.1,
mg = cg ·m for some cg > 0. Since Fg−1 is also a fundamental domain for
Γ, for every Borel B ⊂ Γ\G,
m(π−1(Bg) ∩ F ) = mg(π−1(B) ∩ Fg−1) = cgm(π−1(B) ∩ Fg−1) (5.3)
= cgm(π
−1(B) ∩ F ).
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This shows that
µ(Bg) = cg µ(B) for all Borel B ⊂ Γ\G.
It follows from (5.3) that m(F ) = cgm(F ). Hence, if m(F ) < ∞, then
cg = 1, and the measure µ is G-invariant.
Definition 5.4. A discrete subgroup Γ of a Lie group G is called a lattice if
µ(Γ\G) <∞.
One can show that any lattice in Rd is of the form Zdv1 + · · · + Zdvd,
where v1, . . . , vd is a basis of R
d. The situation is much more interesting for
lattices in SL2(R), and in the rest of this section we construct some examples
of such lattices.
We introduce the upper-half model of the hyperbolic plane. Let
H = {x+ iy : x ∈ R, y > 0}.
The (hyperbolic) length of a C1 curve c : [0, 1]→ H is defined by
L(c) =
∫ 1
0
‖c′(t)‖
Im(c(t))
dt.
For g =
(
a b
c d
)
∈ SL2(R), we define
Tg : H→ H : z 7→ az + b
cz + d
.
The following properties are easy to check:
(i) Tg = id if and only if g = ±I,
(ii) Tg1Tg2 = Tg1g2 ,
(iii) Im(Tg(z)) =
Im(z)
|cz+d|2
,
(iv) StabSL2(R)(i) = SO2(R),
(v) Tg preserves length and angles between curves.
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Note that (iii) implies that Tg(H) ⊂ H. Let
u(x) =
(
1 x
0 1
)
and a(y) =
(
y1/2 0
0 y−1/2
)
.
Then
Tu(x)a(y)(i) = x+ iy. (5.4)
This shows that SL2(R) acts transitively on H, and by (iv),
H ≃ SL2(R)/SO2(R).
Moreover, we deduce the Iwasawa decomposition:
SL2(R) = {u(x)a(y)k : x ∈ R, y > 0, k ∈ SO2(R)}. (5.5)
Now we identify the shortest paths in H.
Lemma 5.5. The geodesic (i.e., the shortest path) between z1, z2 ∈ H is
either a vertical line of a semi-circle with the centre on the x-axis.
Proof. We first consider the case when Re(z1) = Re(z2). Given a path c :
[0, 1]→ H between z1 and z2, we have an estimate
L(c) =
∫ 1
0
√
c′1(t)
2 + c′2(t)
2
c2(t)
dt ≥
∫ 1
0
|c′2(t)|
c2(t)
dt,
where the equality holds when c′1 = 0. This implies that the shortest path is
a vertical line.
In general, given z1, z2 ∈ H, one can find g ∈ SL2(R) such that
Re(Tg(z1)) = Re(Tg(z2)) = 0.
Then it follows from the property (v) that the shortest between z1 and z2 is
the image of the y-axis under the transformation T−1g . It can be computed
directly that this image is either a vertical line or a semi-circle.
Besides the transformations Tg, we also introduce reflexion maps Rℓ with
respect to a geodesic ℓ. Given z ∈ H, we draw a geodesic through z which
is orthogonal to ℓ and define Rℓ(z) as the reflection with respect to the
intersection point. More explicitly, if ℓ0 is the y-axis, then Rℓ0 : z 7→ −z¯,
and in general Rℓ = T
−1
g Rℓ0Tg, where g ∈ SL2(R) is such that Tg(ℓ) = ℓ0.
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We note that the transformations Rℓ also preserve length and angles between
curves, and the group generated by the transformations Tg and Rℓ is an index
two supergroup of TSL2(R).
Now we are ready to construct a family of cocompact lattices in SL2(R).
One can check that for every α, β, γ > 0 such that α + β + γ < π there
exists a geodesic triangle with angles α, β, γ. We fix a triangle T with angles
π
n1
, π
n2
, π
n3
where ni’s are integers, and denote by R1, R2, R3 the reflections
with respect to the sides of this triangle. Let Λ be the group generated by
these transformations. For every λ ∈ Λ, λT is another triangle with the
same dimensions. Since n1, n2, n3 are integers, the images of T fit together
perfectly around every vertex. Hence, we obtain the tiling
H =
⋃
λ∈Λ
λT , (5.6)
and if λ1T ◦ ∩ λ2T ◦ 6= ∅, then λ1T ◦ = λ2T ◦ and λ1 = λ2. Let Λ0 be the
subgroup of Λ of index two consisting of elements which are products of even
number of reflections. Then Λ0 ⊂ TSL2(R). We set
Γ = T−1(Λ0) ⊂ SL2(R).
Theorem 5.6. The group Γ is a cocompact lattice in SL2(R).
Proof. We consider the map
p : SL2(R)→ H : g 7→ Tg(i).
It satisfies the equivariance property
p(gh) = Tg(p(h)) for all g, h ∈ H.
Using (5.4) and (5.5), it is easy to deduce that this map is proper, so that
F = p−1(T ∪ R1(T ))
is compact. Since
H =
⋃
λ∈Λ0
λ(T ∪ R1(T )),
we conclude that G = ΓF . Hence, Γ is cocompact.
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To prove that Γ is discrete, we observe that every compact subset in H is
covered by finitely many tiles in (5.6). This implies that for every compact
Ω ⊂ H,
|{λ ∈ Λ : λΩ ∩ Ω}| <∞.
Therefore, for any compact Ω˜ ⊂ SL2(R),
|{γ ∈ Γ : γΩ˜ ∩ Ω˜}| <∞.
It follows that every compact subset of SL2(R) contains only finitely many
elements of Γ, so that Γ is discrete.
6 Lattices – arithmetic constructions
In this section we discuss arithmetic constructions of lattices in Lie groups
beginning with the most basic example:
Theorem 6.1. SLd(Z) is a lattice in SLd(R).
In order to prove this theorem, it would be convenient to identify the
factor space SLd(Z)\SLd(R) with the space of unimodular lattices in Rd. A
lattice in Rd is subgroup of the form Zv1 + · · ·+ Zvd where {v1, . . . , vd} is a
basis of Rd. We denote by Ld the set of lattices in Rd with covolume one. It
would be convenient to write elements of Rd as row vectors.
We observe that the group SLd(R) naturally acts on Ld:
L 7→ Lg, L ∈ Ld, g ∈ G.
This action is transitive and the stabiliser of the lattice Zd is SLd(Z), so that
we have the identification
Ld ≃ SLd(Z)\SLd(R).
We introduce the Iwasawa decomposition for SLd(R), which is a general-
isation of (5.5).
Lemma 6.2.
SLd(R) = NAK,
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where
N = the unipotent upper triangular group,
A =
{
diag(a1, . . . , ad) : ai > 0,
d∏
i=1
ai = 1
}
,
K = SOd(R).
Lemma 6.2 is easy to proved using the Gramm–Schmidt orthonormalisa-
tion process.
In order to prove Theorem 6.1, it is sufficient to construct a set Σ ⊂
SLd(R) such that SLd(R) = SLd(Z)Σ and m(Σ) <∞, where m is the invari-
ant measure on SLd(R). Hence, Theorem 6.1 would follow from Lemmas 6.3
and 6.5 below. For this purpose, we introduce the Siegel sets :
Σs,t = {nak : |nij| ≤ s, ai/ai−1 ≤ t, k ∈ SOd(R)}.
Lemma 6.3. For s ≥ 1/2 and t ≥ 2/√3,
SLd(R) = SLd(Z)Σs,t.
Proof. Let g ∈ SLd(R) and L = Zdg. We would like to find a basis of the
lattice L with the “least complexity”. We say that a basis (v1, . . . , vd) of L
is reduced if
(i) The vector vd has the smallest norm in L\{0},
(ii) Let P : Rd → 〈vd〉⊥ denote the orthogonal projection. The tuple
(P (v1), . . . , P (vd−1)) is a reduced basis of P (L).
(iii) The vectors P (vi), i ≥ 2, have the minimal norms in P−1(P (vi)).
Using induction on d, one can show that a reduced basis always exists.
Let (v1, . . . , vd) be a reduced basis of L. There exists h ∈ SLd(R) such
that vi = eih, where (e1, . . . , ed) is the standard basis. Since Z
dg = Zdh, we
have g ∈ SLd(Z)h. Hence, it is sufficient to show that h belong to the Siegel
set Σs,t.
We decompose h as h = nak with n ∈ N , a ∈ A, and k ∈ K. Let
wi = vik
−1 = eina = aiei + ai+1ni,i+1ei+1 + · · ·+ adni,ded.
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Since k preserve the Euclidean product, (w1, . . . , wd) is a reduced basis for
the lattice Lk−1. We claim that
|nij | ≤ 1/2 and ai/ai−1 ≤ 2/
√
3. (6.1)
Because of property (ii), we may assume inductively that (6.1) holds for
i, j ≤ d− 1. Property (iii) implies that for all ℓ ∈ Z,
‖wi‖ =
√
a2i + · · ·+ a2dn2id ≥ ‖wi + ℓwd‖ =
√
a2i + · · ·+ a2d(nid + ℓ)2.
This implies that |nid| ≤ 1/2. By property (i),
‖wd‖ = ad ≤ ‖wd−1‖ =
√
a2d−1 + a
2
dn
2
d−1,d.
Hence,
a2d ≤ a2d−1 + a2d/4,
and ad/ad−1 ≤ 2/
√
3. This proves (6.1) and completes the proof of the
lemma.
Using the Iwasawa decomposition, we deduce a convenient formula for
the left-invariant measure m on SLd(R) using the coordinates nij , i < j,
bi = ai/ai−1, i = 2, . . . , d, k ∈ K with respect to the Iwasawa decomposition.
Lemma 6.4. The left-invariant measure m on SLd(R) is given by
∫
SLd(R)
f dm =
∫
N×A×K
f(nak)
(∏
i<j
dnij
)(
d∏
i=2
brii dbi
)
dν(k),
where ri ∈ N and ν is the (finite) right-invariant measure on K.
Proof. By Lemma 6.2, SLd(R) is a product of the groups NA and K. The
left-invariant measure on NA can be computed explicitly. Then the lemma
follows from Proposition 2.5.
The following lemma can be checked by a direct computation.
Lemma 6.5. m(Σs,t) <∞.
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Now Theorem 6.1 follows from Lemmas 6.3 and 6.5.
The space Ld ≃ SLd(Z)\SLd(R) is equipped with the factor topology
defined by the map SLd(R) → SLd(Z)\SLd(R). A sequence of lattices L(n)
converges to L if there exist bases {v(n)i } of L(n) that converge to a basis of
L. We observe that the space Ld is not compact. Indeed, it is clear that the
sequence of lattices Z( 1
n
e1) + Z(ne2) + Ze3 + · · · + Zed has no convergence
subsequences. The following theorem provides a convenient compactness
criterion.
Theorem 6.6 (Mahler compactness criterion). A subset Ω ⊂ Ld is relatively
compact if and only if there exists δ > 0 such that
‖v‖ ≥ δ for every L ∈ Ω and v ∈ L\{0}. (6.2)
Proof. Suppose that (6.2) holds. It follows from Lemma 6.3 that Ω = ZdΣ
for some Σ ⊂ Σs,t. For every g = nak ∈ Σ, we have |nij| ≤ s and ai ≤ tai−1.
It follows from (6.2) that
‖edg‖ = ‖eda‖ = ad ≥ δ.
Hence,
ai ≥ t−1ai+1 ≥ . . . ≥ t−(d−i)ad ≥ ti−dδ. (6.3)
Since a1 · · · ad = 1, (6.3) implies that all ai’s are also bounded from above.
This proves that Σ is a bounded subset of SLd(R), so that Ω = Z
dΣ is
relatively compact.
The converse statement is obvious.
More generally, we consider G(Z) ⊂ G(R) where G is an algebraic group
defined over Q. In many cases, G(Z) is a lattice in G(R). In fact the following
general criterion holds (see [5, 18]):
Theorem 6.7. Let G be a connected algebraic group defined over Q. Then
G(Z) is a lattice in G(R) if and only there are no nontrivial polynomial
homomorphisms G→ C× defined over Q.
Theorem 6.7 can be proven by generalising the construction of Siegel
sets given above, but for this one needs to develop more of structure theory
of algebraic groups, and we are not going to give a proof of this theorem
here. Instead we prove a related result which also sheds some light into the
structure of the space SLd(Z)\SLd(R).
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Theorem 6.8. Let G ⊂ SLd(C) be an algebraic group defined over Q which
doesn’t have any nontrivial polynomial homomorphisms G→ C× defined over
Q. Then the image of the map
ι : G(Z)\G(R)→ Ld : g 7→ Zdg
is closed, and the map ι defines a homeomorphism G(Z)\G(R) ≃ Im(ι).
For the proof, we need two lemmas.
Lemma 6.9. For G as in Theorem 6.8, there exist a polynomial homomor-
phism ρ : GLd(C)→ GLN(C) defined over Q and v ∈ QN such that
G = StabGLd(C)(v).
Proof. Let
Vm = {P ∈ C[x11, . . . , xdd] : deg(P ) ≤ m},
Wm = Vm ∩ I(G) = {P ∈ Vm : P |G = 0}.
By the Hilbert Basis Theorem [1, Th. 7.5], the ideal I(G) is finitely generated.
Hence, for sufficiently large m, it is generated by Wm, and we fix such m.
We consider the representation
σ : GLd(C)→ GL(Vm) : σ(g) : P 7→ P (X · g).
We claim that
g ∈ G ⇐⇒ σ(g)(Wm) ⊂Wm. (6.4)
Indeed, if g ∈ G, then for every P ∈ Wm,
σ(g)(P )(G) = P (G · g) = P (G) = {0},
so that σ(g)(Wm) ⊂ Wm. Conversely, if σ(g)(Wm) ⊂ Wm, then for every
P ∈ Wm,
P (x · g) ∈ I(G) and P (g) = P (I · g) = 0.
Since Wm generates I(G), it follows that g ∈ G, as required.
Now we consider the wedge-product representation
ρ = ∧dim(Wm)σ : GLd(C)→ GL(∧dim(Wm)Vm)
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and take a nonzero rational v ∈ ∧dim(Wm)Wm. It follows from the properties
of the wedge-products that
σ(g)(Wm) ⊂Wm ⇐⇒ ρ(g)(v) ∈ Cv. (6.5)
Combining (6.4) and (6.5), we deduce that G is precisely the stabiliser of
the line Cv. Then we obtain a polynomial homomorphism χ : G → C×
defined over Q. According to our assumption on G, χ must be trivial, and
this implies the lemma.
Lemma 6.10. Let G be an algebraic group defined over Q and ρ : G →
GLN (C) a polynomial represenation defined over Q. Then ρ(G(Z)) preserves
a lattice L contained in QN .
Proof. We introduce the family of congruence subgroups of G(Z):
Γ(m) = {γ ∈ G(Z) : γ = I mod m}.
It is clear that Γ(m) is a finite-index normal subgroup of G(Z). We may
write
ρ(I +X) = I + P (X), (6.6)
where P is a polynomial map with rational coefficients such that P (0) = 0.
We take an integer m which is divisible by all denominators of the co-
efficients of P . Then it follows from (6.6) that ρ(Γ(m)) ⊂ MN (Z) and
ρ(Γ(m)) preserves ZN . Hence, ρ(G(Z)) preserves L =
〈
ZNρ(G(Z))
〉
. Since
|G(Z) : Γ(m)| <∞, it is clear that L is a lattice.
Proof of Theorem 6.8. Consider a sequence of lattices Ln = Z
dgn with gn ∈
G(R). Suppose that Ln → L = Zdg with g ∈ SLd(R). This means that
γngn → g in SLd(R) for some sequence γn ∈ SLd(Z). We take the representa-
tion ρ and the rational vector v constructed in Lemma 6.9. Then according
to Lemma 6.10, ρ(SLd(Z)) stabilises a lattice contained in Q
N . Since a mul-
tiple of v is contained in this lattice, we conclude that the orbit v · ρ(SLd(Z))
is discrete in RN . Since
v · ρ(γngn)−1 = v · ρ(γn)−1 → v · ρ(g)−1,
it follows from discreteness that v · ρ(γn)−1 = v · ρ(g)−1 for sufficiently large
n. In particular, v · ρ(γn)−1 = v · ρ(γn0)−1 and γn = γn0δn for some δn ∈
SLd(Z) ∩ Stab(v) = G(Z). Then δngn → g′ = γ−1n0 g. Clearly, g′ ∈ G(R)
and Zdg′ = Zdg. This shows that Im(ι) is closed, and G(Z)gn → G(Z)g′ in
G(Z)\G(R), so that ι is a homeomorphism.
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Theorem can be used to construct examples of compact homogeneous
spaces G(Z)\G(R):
Corollary 6.11. Let G ⊂ GLd(C) be an algebraic group as in Theorem
6.8. Suppose that there exists a G-invariant homogeneous polynomial P ∈
Q[x1, . . . , xd] such that
P (v) = 0 ⇐⇒ v = 0 for v ∈ Zd.
Then the space G(Z)\G(R) is compact.
Proof. According to Theorem 6.8, it is sufficient to show that Im(ι) is rel-
atively compact. For this we apply Theorem 6.6. Suppose that there exist
gn ∈ G(R) and vn ∈ Zd\{0} such that vngn → 0. Then P (vngn) = P (vn)→ 0.
Since the set P (Zd) is discrete, it follows that P (vn) = 0 for sufficiently large
n. Then vn = 0, which gives a contradiction. Hence, Im(ι) is relatively
compact, as required.
We illustrate Corollary 6.11 by two examples:
• Let
Q(x) =
d∑
i,j=1
aijxixj
be a nondegenerate quadratic form with rational coefficients and
G = SO(Q) = {g ∈ SLd(C) : Q(x · g) = Q(x)}
the corresponding orthogonal group. Suppose that the equation Q(x) =
0 has no nonzero integral solutions. For instance, one can take Q(x) =
x21+x
2
2−3x23. Then according to Corollary 6.11, the space G(Z)\G(R)
is compact. We note that if the equation Q(x) = 0 has nonzero real
solutions, then the group G(R) is not compact.
• Fix a, b ∈ N such that the equation w2 − ax2 − by2 + abz2 = 0 has no
nonzero integral solutions. Consider the matrices
i =
( √
a 0
0 −√a
)
, j =
(
0 1
b 0
)
, k =
(
0
√
a
−b√a 0
)
,
which satisfy the quaternion relations
i2 = aI, j2 = bI, i · j = −j · i = k.
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We claim that
Γ = (ZI + Zi+ Zj + Zk) ∩ SL2(R)
is a cocompact lattice in SL2(R).
To check this, we note that {I, i, j, k} forms a basis of M2(C). We
define the integral structure on M2(C) with respect to this basis, and
embed the group G = SL2(C) in GL2(M2(C)) using the represenation
ρ : G → GL2(M2(C)) defined by ρ(g) : X 7→ X · g. Then Γ = G(Z)
and G(R) ≃ SL2(R). The polynomial
det(wI + xi+ yj + zk) = w2 − ax2 − by2 + abz2.
is G-invariant, so that the claim follows from Corollary 6.11.
7 Borel density theorem
We conclude these lectures with a version of the Borel Density Theorem [3],
which illustrates how dynamical systems techniques can be used to address
arithmetic questions.
Theorem 7.1 (Borel density). Let Γ a lattice in SLd(R). Then given a
polynomial representation ρ : SLd(R)→ GLN(C), every vector v ∈ CN which
is fixed by ρ(Γ) is also fixed by ρ(SLd(R)).
This theorem can be refined to show that the Zariski closure of Γ is equal
to SLd(C). As we shall see, the proof that we present applies more generally
if SLd(R) is replaced by any Lie group G ⊂ GLd(R) which is generated by
unipotent one-parameter subgroups.
The main idea of the proof is to compare the recurrence property of orbits
for measure-preserving actions (Lemma 7.2) with the rigid behaviour of orbits
for polynomial actions (Lemma 7.3).
Lemma 7.2 (Poincare recurrence). Let T : X → X be a homeomorphism of
a compact metric space X and µ a Borel probability T -invariant measure on
X. Then for µ-almost every x ∈ X, T nk(x)→ x along a subsequence nk.
Lemma 7.2 is a standard fact from ergodic theory (see, for instance, [7,
Sec. 4.2]).
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Lemma 7.3. Let T ∈ GLd(C) be a unipotent element acting on a the pro-
jective space Pd−1. Suppose that for [v] ∈ Pd−1, we have T nk([v])→ [v] along
a subsequence nk. Then the vector v is fixed by T .
Lemma 7.3 is a version of Corollary 4.11, but it easy to prove it directly
using the Jordan Canonical Form for T .
Proof of Theorem 7.1. We consider the map
π : Γ\SLd(R)→ PN−1 : g 7→ [v · ρ(g)],
and define a finite ρ(SLd(R))-invariant measure ν on P
N−1 by
ν(B) = µ(π−1(B)) for Borel B ⊂ PN−1,
where µ denotes the finite invariant measure on Γ\SLd(R). We take a unipo-
tent element g ∈ SLd(R) such that g 6= I. The map T = ρ(g) is also unipotent
by Proposition 4.13, so that by Lemma 7.2, ν-almost every x ∈ PN−1 is a
limit point of the sequence T n(x). Hence, by Lemma 7.3, for almost every
h ∈ G,
v · ρ(h)ρ(g) = v · ρ(h).
This implies that the stabiliser of v contains an infinite normal subgroup of
SLd(R). Hence, v is fixed by ρ(SLd(R)), as required.
8 Suggestions for further reading
This exposition is intended to provide the reader with a first glimpse into
the beautiful theories of Lie groups, algebraic groups, and their discrete sub-
groups. While we were trying to present some of the most important and
ideas and techniques, it is impossible to give a comprehensive treatment of
these topics in a 10-hour course. We hope that these notes would encour-
age the reader to study the subject in more details and offer the following
suggestions for further reading:
• the theory of Lie groups: [8, 9, 10, 15, 17, 20, 21];
• the theory of algebraic groups: [4] for a concise introduction and [6, 11,
22] for a comprehensive treatment;
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• lattices in SL2(R): [2, 14];
• lattices in general Lie groups: [16, 19];
• arithmetic lattices: [5, 12, 13, 16, 18].
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