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We study the impact of many-body effects on the fundamental precision limits in quantum metrol-
ogy. On the one hand such effects may lead to non-linear Hamiltonians, studied in the field of non-
linear quantum metrology, while on the other hand they may result in decoherence processes that
cannot be described using single-body noise models. We provide a general reasoning that allows to
predict the fundamental scaling of precision in such models as a function of the number of atoms
present in the system. Moreover, we describe a computationally efficient approach that allows for
a simple derivation of quantitative bounds. We illustrate these general considerations by a detailed
analysis of fundamental precision bounds in a paradigmatic atomic interferometry experiment with
standard linear Hamiltonian but with both single and two-body losses taken into account—a model
which is motivated by the most recent Bose-Einstein Condensate (BEC) magnetometry experiments.
Using this example we also highlight the impact of the atom number super-selection rule on the
possibility of protecting interferometric protocols against decoherence.
I. INTRODUCTION
The research effort in the field of quantum metrol-
ogy [1–4] goes along two main directions. The first
is the experimental one, with the ultimate goal of
designing metrological setups that harness quantum
behavior of light and matter while at the same time
minimize unwanted effects of decoherence in order
to reach the precision regime inaccessible within the
classical paradigm [5–9]. The theoretical effort, on
the other hand, aims at identifying new promising
proposals for quantum metrological protocols as well
as fundamental bounds on precision that can in prin-
ciple be achieved in quantum systems. The bounds
are derived using simplified models that are intended
to capture the essential features of the relevant phys-
ical systems and take into account the dominant
sources of decoherence [10–17].
Typically, a significant discrepancy is observed be-
tween the fundamental bounds arising from theoret-
ical considerations and the performance of practical
setups. This is due to either oversimplified theoreti-
cal modeling of important physical effects present in
the experiment or experimental inability of prepar-
ing the optimal quantum states and implementing
the optimal quantum operations required by the the-
ory. A noticeable exception from this rule is the case
of quantum enhanced optical interferometry, where
the performance of squeezed-light enhanced gravita-
tion wave detector devices [18, 19] approaches closely
the fundamental limit predicted by the theory [20].
Atomic systems are inherently more complex than
purely optical ones, and hence the theoretical anal-
ysis of fundamental metrological bounds is much
more challenging. While in optical interferometry
the dominant source of decoherence is loss, which
has single-body character, in atomic systems interac-
tions between atoms naturally lead to various many-
body effects. In cold atom experiments, apart from
single-particle losses, which in principle might be de-
scribed using a similar formalism as in the optical
case, two- and three-body losses play a crucial role
in the system dynamics. This poses a serious chal-
lenge to theorists, as the most powerful theoretical
methods developed in the field of quantum metrol-
ogy are naturally tailored to deal with uncorrelated,
or in other words, single-body noise [12, 13, 21].
In this paper, we substantially develop the ideas
from [16], where it was proposed to view the evolu-
tion of an N -particle permutationally invariant sys-
tem with at most n-body interactions as equivalent
to an application series of n-particle quantum chan-
nels to n-element subsets of N particles. In this
way, one is able to make use of theoretical methods,
developed with single-body noise models in mind, in
many-body noise cases, without the need to consider
the full N -particle space but rather a much smaller
n-particle space. In what follows we will call this
the reduced particle number (RPN) approach. In
[16] this idea was used to obtain scalings of precision
bounds in cases of a k-body Hamiltonian and l-body
noise processes. Here we generalize these consider-
ations to a situation where both Hamiltonian and
the noise part contains many terms with different
level of non-linearity and provide a clear recipe for
how to proceed in order to obtain the eventual fun-
damental precision scaling. Furthermore, we discuss
the way to obtain explicit quantitative bounds using
this approach, and apply it to find limits on pre-
cision of atomic interferometry in presence of both
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2single- and two-body losses.
Interestingly, according to [16, 17] in case of a lin-
ear Hamiltonian the two-body losses are in princi-
ple correctable, and therefore one should only focus
on the effects of single-body losses. This is true,
but we show that this is true only under an as-
sumption that one is able to prepare states with in-
definite particle numbers. Conversely, in case one
is limited to definite particle number states, as is
the case of atomic interferometry where the particle
number super-selection rule holds, this statement is
no longer valid. We show this fact analytically, and
also derive an explicit bound on precision of linear
interferometry in presence of two-body losses. We
also show how this super-selection rule should be
applied on the level of the RPN approach to obtain
explicit quantitative bounds that include the effects
of both single and two-body losses that are meaning-
ful for atomic interferometric experiments. Finally,
we compare the obtained bounds with simulations of
an explicit atom interferometric protocol as well as
data from a Bose-Einstein Condensate (BEC) mag-
netometry experiment.
The paper is organized as follows. In Section II
we set up the metrological model that serves as a
basis for our considerations and review the funda-
mental tools of quantum estimation and metrology
theory that we use in our analysis. In Section III,
we introduce the RPN approach and provide a gen-
eral recipe to obtain asymptotic scaling of precision
with the number of atoms in models where multi-
ple processes with different degrees of non-linearity
act simultaneously. We also show how quantitative
bounds can be obtained within the RPN approach.
In Section IV, we focus on an atomic interferometry
model with linear Hamiltonian in presence of both
single- and two- body losses. We show similarities
and differences between the result obtained within
the RPN approach and the approach that is based
on the study of the properties of operators acting
in the full N -particle bosonic space, and point to
the consequences of application of the atom num-
ber super-selection rule. We compare the bounds
with numerical simulations and experimental data.
In Section V we conclude the paper and provide an
outlook on possible future research directions.
II. METROLOGICAL MODEL
Let ρ describe the state of an atomic system un-
dergoing an evolution governed by a general quan-
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FIG. 1. The general scheme of an adaptive quantum
metrological experiment assuming arbitrary fast control.
Eωt represents physical evolution of the N sensing atoms,
while Ui are the control operations that may entan-
gle/disentangle the atoms with arbitrary number of an-
cillary systems. The goal is to estimate ω with lowest
possible uncertainty under given total time T of the ex-
periment.
tum master equation [22]:
dρ
dt
= −iω [H, ρ] +
J∑
j=1
LjρL
†
j −
1
2
ρL†jLj −
1
2
L†jLjρ︸ ︷︷ ︸
L[ρ]
,
(1)
where ω, multiplying the generator of the unitary
part of the dynamics H (which in what follows we
will refer to as the Hamiltonian), is the parameter
to be estimated, while L(ρ) represents decoherence
processes, which are assumed here to be Markovian
and have no inherent time dependence—formally
this means that the dynamics can be described using
a semi-group. The goal is to estimate ω under a fixed
total probing time T which is treated here as a re-
source. This problem can be viewed as a generalized
quantum frequency estimation problem [11, 23–25].
Let Eωt be the quantum map representing the
above dynamics integrated over time t. Hence, if
no other operations are applied to the state we can
write the evolved state as ρωt = Eωt (ρ0), where ρ0
is the initial state. Similarly as in [15–17, 26, 27]
we look for the fundamental bound and therefore
consider the most general quantum adaptive metro-
logical protocol, which is depicted in Fig. 1.
In the scheme in Fig. 1 we have explicitly indi-
cated N lines entering each channel, which repre-
sent N atoms being used for sensing. The general
scheme allows the atoms to be entangled with an
arbitrary number of ancillary systems, which may
contribute nontrivially to the sensing process thanks
to the unitary control operations Ui—we denote the
state of the system + ancillas by % in contrast to
ρ which describes the atomic system alone. The
3scheme, with N separate lines, suggest that we deal
with distinguishable particles. Indeed, our method
based on the RPN approach refers to particles as
formally distinguishable. Many important atom in-
terferometric experiments, however, are performed
with Bose-Einstein condensates, with only the sym-
metric states involved. Still, since distinguishable
particles in principle offer a greater metrological po-
tential, as symmetric states form only a subset of
all N particle states, any fundamental bounds de-
rived for distinguishable particles will also be valid
for indistinguishable ones. Moreover, these bounds
often prove to be saturable by strategies based on
the use of symmetric states [2] and hence tightness
of the bounds is typically not affected by turning to
distinguishable particle paradigm.
Note also, that in the scheme the number of par-
ticles N is unchanged from one protocol step to the
other. When we deal with losses, this should be
understood in the spirit that there are additional in-
ternal degrees of freedom of each particle-line that
represent the particle being lost. Hence, while the
formal number of particles remains unchanged, the
loss process can still be described within this frame-
work. This also points to the possibility that control
operations Ui may effectively “reload” new particles
in place of the old lost ones, by a formal change of
internal states of each particle-line. We discuss this
issue in detail in Sec. IV, where we also show how
one can tighten the bounds by assuming impossibil-
ity of reloading the lost particles on the course of
estimation process.
The bound on precision of estimating ω can be ob-
tained using the Quantum Cramér-Rao bound [28]:
∆ω ≥ 1√
FQ
, FQ = 2
∑
a,b
|〈a|%˙ωT |b〉|2
λa + λb
, (2)
where FQ is the Quantum Fisher Information (QFI),
dot signifies ddω , while |a〉, λa are eigenvectors and
eigenvalues of the final state of the protocol %ωT . Tak-
ing QFI as a figure of merit, the goal of determining
the fundamental bound can be viewed as the prob-
lem of maximizing QFI over input state % and con-
trol operations Ui. In particular the key qualitative
question is whether it is fundamentally possible to
protect coherence of the sensing system on long time
scales keeping the T 2 scaling of QFI—the so called
Heisenberg scaling achievable in noiseless quantum
metrology—or is the scaling of the QFI bound to be
linear in T for sufficiently long times.
This in itself is an extremely complicated math-
ematical problem, mainly due to the fact that the
presence of decoherence causes the state %ωT to be
mixed. Fortunately a powerful theoretical methods
based on the idea of minimization over different rep-
resentations of quantum channels originated in [29]
and developed in [12, 13, 21, 26] has finally led to
a concise and efficiently computable solution of the
problem [16, 17], where it was shown that provided
the following condition is satisfied
H ∈ S = spanR{1 , LHj , iLAHj , (L†jLj′)H, i(L†j′Lj)AH},
(3)
where H,AH denote the Hermitian and anti-
Hermitian part of an operator, QFI scales at most
linearly with T . We will refer to this condition as the
Hamiltonian in the Lindblad Span (HLS) condition.
In this case the explicit upper bound reads [16, 17]:
max
%0,{Ui}
FQ(%
ω
T ) ≤ 4T min{h,h,h}‖α‖, s. t.: β = 0, (4)
where h is a real variable, h a complex vector of
length J (J is the number of noise operators Lj ap-
pearing in Eq. (1)), h is a J × J Hermitian matrix,
‖·‖ is the operator norm, while operators α and β
read
α = (h1 + hL)† (h1 + hL) ,
β = H + h1 + h†L+ L†h+ L†hL,
(5)
where the noise operators have been collected in an
operator valued vector L = [L1, . . . , LJ ]T .
If, on the other hand, the HLS condition is not sat-
isfied, one can construct a quantum error-correction
protocol that effectively protects the system from de-
coherence while preserving some part of the unitary
dynamics, which results in an effective T 2 scaling of
QFI [17]. In most realistic cases, such as cold atom
metrology with losses, the HLS condition is satisfied
and therefore in this paper we will focus mostly on
the bound (4).
If the structure of H and L is simple enough the
above formulation often allows to find an analytical
form of the bound [12, 13, 16, 21]. Otherwise, pro-
vided the number of noise operators L is sufficiently
small the above problem can be cast as a simple
semi- definite program and the bound can be found
numerically [16].
Since we will typically be interested in the large
particle number limit, both H and the noise oper-
ators L will act on a very large Hilbert space and
hence in general will not be directly suited to plug
into e.g. the semi-definite program mentioned above.
However, in cases where we deal with permutation-
ally invariant systems (such as BEC), where both H
and L can be described via at most k-body interac-
tions, one can effectively calculate the bound using
only properties of a subchannel that describes the
dynamics on a k-particle subset of all the particles.
Since the dynamics of most cold atom systems is ef-
fectively described with terms that never involve k
larger than 3–4, this method will be very efficient
4numerically and may also help to obtain an analyt-
ical form of the bound. This approach was intro-
duced in [16], and we will refer to it here the reduced
particle number approach. In the next section we
will describe this approach systematically and in full
generality and show how to obtain the fundamental
precision scalings in the general quantum metrology
models with many-body effects—the task that was
only sketched and studied in some special cases in
[16].
III. PRECISION BOUNDS VIA THE
REDUCED PARTICLE NUMBER (RPN)
APPROACH
Consider a permutationally invariant system of N
particles, where the Hamiltonian H and the noisy
part of the dynamics L can be split according to
different level of non-linearity of interactions they
represent:
H =
∑
k
H
(k)
N , L =
∑
l
L(l)N , (6)
where H(k)N part contains a contribution to the
Hamiltonian arising from k-body interactions, and
similarly L(l)N represents the l-body contribution
to the noisy part. More explicitly, permutational
invariance of the problem implies that H(k)N =∑
ν∈ΥkN H
(k)
ν , where ΥkN = {(i1, . . . , ik)} represents
all k element combinations of the N element set, and
the operator index ν ∈ ΥkN denotes the set of parti-
cles that a given operator acts on. Similarly we can
write L(l)N =
∑
ν∈ΥlN L
(l)
ν , where L(l)ν represent the
noise part acting on an l-particle subset ν.
Since, a duration of a single step in the most
general protocol as depicted in Fig. 1 can without
loss of generality be chosen as arbitrarily small, we
may equivalently view the action of H and L as a
sequence of operations acting on particular sets of
particles. According to the Trotter expansion this
may at most introduce errors of the order t2. Con-
sider for example a situation where we have a three-
body H = H(3)N Hamiltonian and both single and
two-body noise processes L = L(1)N + L(2)N . We can
model the dynamics as effectively consisting of sub-
channels εωt acting on all 3-particle subsets of all N
particles, as depicted in Fig. 2.
The tilde symbols above the H and L in Fig. 2
are to remind that due to combinatorial reasons it
may be necessary to rescale the operators describ-
ing the evolution. Since we consider a three-particle
elementary channel, the three-body Hamiltonian is
properly accounted for, there is no need for rescaling
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FIG. 2. The approximation of the quantum channel Eωt
in the reduced particle number approach. In this exam-
ple non-linearity of H is k = 3 while noisy dynamics L
consists of both single l = 1 and two-body l = 2 noise
processes.
and therefore H˜(3) = H(3), where H(3) represents
the H(3)ν term acting on particles ν = (1, 2, 3) as de-
picted in the picture, and we omitted the ν subscript
for brevity. In what follows whenever we write H(k)
or L(l) without any subscript we understand this as
a term representing action of Hamiltonian or noise
on k or l particle subsets. Now, if we consider L(1)
term, we see that the number of L˜ gates is (31)(N3 ),
and since there is N =
(
N
1
)
uses of the L(1) operator
in the proper evolution we need to rescale and set
L˜(1) = (N1 )/ [(31)(N3 )]L(1).
We can now formulate a general recipe. When
considering an RPN model with n-particle sub-
channels, we need to replace the original H(k) op-
erators with
H˜(k)ν = H
(k)
ν /χk, χk =
(
N
n
)(
n
k
)(
N
k
) ∝ Nn−k (7)
and similarly for L(l)ν . Note that, since the noisy part
L(l)ν is rescaled by a factor of χl the corresponding
noise operators L(l)ν,j that enter quadratically in L(l)
are rescaled as:
L˜(l)ν = L
(l)
ν /
√
χl, (8)
where L(l)ν is a vector containing all noise operators
L
(l)
ν,j of a given many-body character acting on a
given subset of particles ν.
We are now ready to describe a general proce-
dure that allows us to obtain fundamental bounds
on precision of estimating ω in such models. First,
we make the assumption that neither H(k) nor L(l)
has any dependence onN , so in other words the rates
of elementary processes do not depend on the total
number of particles. We will relax this assumption
in Sec. IV, when discussing the effect of single and
two-body losses, where we will take into account the
possibility of dependence of two-body loss coefficient
on the total particle number via effective changes in
the size of the atomic cloud in the trap with the
increasing number of atoms.
5First of all, if the HLS condition (3) is not satis-
fied, this implies that there is at least one operator
H
(k)
N for some k which is not in space S. Hence,
one may in principle remove all the noise present
in the system via appropriate error-correction pro-
tocols and be left with the N2kT 2 scaling, known
from the models of noise-less non-linear metrology
[30–38]. Motivated by the physical situation in cold
atomic systems, in this paper we assume that this is
not the case and all H(k)N satisfy the HLS condition.
Let us reconsider now the HLS condition in the
context of the RPN approach. When considering an
n-particle subchannel, as in Fig. 2, we can formu-
late an analogous HLS condition for this subchan-
nel, where the H(k) and L(l) terms appear in dif-
ferent variants where they act on different k or l
element subsets of n particles. For example, in the
case depicted in Fig. 2, we will ask whether H(3)
that acts on three particles (1, 2, 3) lives in the space
Sn=3 defined according to Eq. (3) with the follow-
ing noise operators: single-body operators L(1)ν,j act
on all three particles ν = {1}, {2}, {3} and two-
body operators L(2)ν,j act on all pairs of 3 particles
ν = {1, 2}, {1, 3}, {2, 3}. We will refer to the HLS
condition on the level of n-particle sub-channels as
the HLSn condition.
Formally, the effective Hamiltonian in the RPN
approach can be written as,
H˜n =
∑
k
H˜(k)n , H˜
(k)
n =
∑
ν∈Υkn
H˜(k)ν , (9)
while the set of all noise operators combined in a
single vector reads:
L˜n =
⊕
l
L˜(l)n , L˜
(l)
n =
⊕
ν∈Υln
L˜(l)ν . (10)
Hence, the HLSn condition is given by the same
formula as the standard HLS condition given in
Eq. (3), but with H replaced by H˜n and the space
S replaced by S(L˜n), for which the set of noise op-
erators is taken from the vector L˜n.
If the HLSn condition is satisfied for some n then
this implies that the HLS condition is satisfied for
the whole system. This simply stems from the fact
that full H and noise operators Lj consist of all
possible variants of elementary operators acting on
different subsets of particles. Therefore if there is
linear dependence between operators within a given
sub-channel then there will still be a linear depen-
dence if we add all their variants acting on all dif-
ferent subsets. The opposite, however, may not nec-
essarily be true. It might be the case that for some
particular n the HLSn is not satisfied while if we
look at the whole system it is. This may be due
to the fact that non-trivial new operators appear
when we consider products of elementary noise op-
erators L(l)ν,j , L
(l′)
ν′,j′ with ν and ν
′ only partially over-
lapping; since such products enter into the definition
of the S(L˜n) space, they may help to span the rele-
vant Hamiltonian. Still, there is no point in increas-
ing the space of the sub-channel too much, as no
qualitatively new operators will appear in the def-
inition of S(L˜n), if we take n > 2l—all possible
overlaps of noise operators are then taken into ac-
count. Hence when considering the HLS condition
using sub-channels one may always limit the con-
siderations to max(k, l) ≤ n ≤ max(k, 2l)—to be
precise, here by k, l we mean the maximum values
of k and l that are relevant in the considered model.
In order to obtain a quantitative bound within the
RPN approach using Eq. (4), note that the number
of sub-channels that appear in the decomposition
of Eωt as depicted in Fig. 2 is
(
N
n
)
, and therefore
recalling the reasoning that leads to derivation of
the bound (4) [16, 17]—where the number of chan-
nel uses is entered as the proportionality factor—the
corresponding bound reads:
FQ ≤ 4T
(
N
n
)
min
h˜,h˜,h˜
‖α˜n‖, s. t.: β˜n = 0, (11)
where
α˜n =
(
h˜1 + h˜L˜n
)† (
h˜1 + h˜L˜n
)
,
β˜n = H˜n + h˜1 + h˜†L˜n + L˜†nh˜+ L˜
†
nh˜L˜n.
(12)
This problem can now be cast as a semi-defnite pro-
gram as described in [16] and solved efficiently pro-
vided that n is reasonably small. First we construct
the matrix
An =
[ √
λ1 h˜†1 + L˜†nh˜
h˜1 + h˜L˜n
√
λ1⊗J
]
, (13)
where J is the length of the L˜n vector. Minimizing
the operator norm ‖α˜n‖ is now equivalent to min-
imizing λ subject to An ≥ 0 with the additional
constraint coming from the equation β˜n = 0. The
bound on QFI can therefore be written as
FQ ≤ 4T
(
N
n
)
min
{h˜,h˜,h˜}
λ, subject to: An ≥ 0, β˜n = 0,
(14)
which is indeed a semi-definite program.
Note that the earlier argument stating that in-
creasing n above max(k, 2l) is not necessary in or-
der to determine the validity of the HLS condition,
has to be carefully reanalyzed when thinking of the
actual quantitative form of the bound. Indeed, in-
creasing n above max(k, 2l) will not change the scal-
ing character of the bound, but may sometimes allow
6us to tighten the coefficient appearing in the bound,
see the example of two-body losses in Sec. IVC.
A. Scaling in the limit of large particle number
Without going into numerics, we can get a deeper
understanding of the qualitative behavior of the
above bound if we consider the asymptotic limit of
large number of particles N → ∞. Recall that ac-
cording to Eq. (7), the relevant operators scale as
H˜
(k)
ν ∝ Nk−n, L˜(l)ν ∝ N (l−n)/2, hence the terms
with larger non-linearity are dominating.
First, for simplicity let us assume that H˜n consist
of only k = k∗-body operators H˜(k
∗)
ν . Let us also
assume that we can satisfy the HLSn condition us-
ing only noise operators with a given non-linearity
l = l∗. Then according to Eqs. (12), in order to sat-
isfy β˜n = 0, the corresponding h˜ coefficients need
to scale as Nk
∗−l∗/2−n/2 (in order to have h˜†L˜n to
scale as Nk
∗−n—the same scaling as the H˜n), while
according to the same reasoning h˜ needs to scale
as Nk
∗−l∗ and h˜ needs to scale as Nk
∗−n. Conse-
quently, the resulting α˜n will scale as N2k
∗−l∗−n and
finally the bound (11) implies
FQ ≤ const ·N2k∗−l∗ . (15)
From the above reasoning it follows that if H˜n can
be spanned by operators with a given type of non-
linearity li on their own, then we get the tight-
est bound, in the sense of scaling with N , by con-
sidering the noise operators with the highest non-
linearity. Hence in the above formula we can write
l∗ = max({li}), where the set {li} contains non-
linearity levels, where for each of them there are
corresponding noise operators that allow to satisfy
the HLSn condition using just operators of a given
non-linearity type.
Note that when we have an interplay of decoher-
ence processes with different non-linearities and we
investigate the overall scaling of the bound N2k
∗−l∗
we are left with decoherence processes with relative
strength scaling as
√
N li−l∗ . The tightest bound on
QFI will come from ‖α˜n‖ dependent on the strongest
decoherence; where by strongest we mean such that
scales with l∗ = max({li}). The reason why we pick
this strongest decoherence as the main scaling fac-
tor is that only then ‖α˜n‖ depends on asymptoti-
cally weakening or constant decoherence processes
and those processes that get weaker with increasing
N are not crucial to span the Hamiltonian (as all
L(i) are sufficient to span the Hamiltonian on their
own).
Consider now, a more complicated situation where
in order to satisfy the HLSn condition we need to use
noise operators with two (or more) different types
of non-linearities {li} simultaneously, since none of
them on their own is sufficient to set β˜n = 0. In
this case, the coefficients h (and h) which multiply
operators with a given non-linearities li will scale as
Nk−li/2−n/2 (Nk−li). When inspecting the asymp-
totic behavior of α˜n we then note that the domi-
nant scaling of α˜n with N will be determined by
the coefficients h (and h) which have the highest
scaling exponent—the terms corresponding to noise
operators with the lowest non-linearity level. There-
fore, in the scaling formula (15), we need to take
l∗ = min({li}). The presence of higher order non-
linearities, may influence the bound as well, but
only in via modification of the multiplying constant
and not the scaling—we will see this behavior in IV
when discussing the impact of single and two-body
losses on fundamental precision bounds in cold atom
metrology.
The argument that bases on the relative strength
of decoherence processes does not work in this case.
Even though the relative strength grows with N it
does not dominate the norm of α˜n. The part with
lower non-linearity is crucial to span the Hamilto-
nian and so no matter how much the strength of
decoherences with higher non-linearities grow, the
norm will depend mostly on presence of this lower
degree.
So, in short, given Hamiltonian with a fixed non-
linearity k we can say that l∗ in bound (15) is equal
to the highest level of non-linearity that when com-
bined with higher non-linearity terms allows to sat-
isfy the HLSn condition:
l∗(k) = max
l : H˜(k)n ∈ S
⊕
l′≥l
L˜(l
′)
n
 . (16)
Finally, let us allow the Hamiltonian to consist
of many terms with different non-linearity levels k.
In this case for each k-body Hamiltonian part there
will be a corresponding l∗(k) providing the tightest
bound as given by (16). Since all the Hamiltonian
parts are present simultaneously, the resulting scal-
ing will be determined by the part that dominates
the formula for α˜n. This will be the term with non-
linearity k for which 2k − l∗(k) is maximal. Hence,
in general, the scaling of precision resulting from the
RPN approach is given by the formula (15) with
k∗ = argmaxk[2k − l∗(k)], l∗ = l∗(k∗). (17)
This bound resolves the open problem of scaling of
metrological bounds analyzed in [39, 40].
7B. Adapting the bound to experimental
realities
While the preceding considerations take into ac-
count experimental imperfections (general Marko-
vian noise), there are some implicit assumptions that
were made on the way to the formula for the funda-
mental bound (4) that might be modified in order
to take into account additional experimental limita-
tions present in the physical systems considered.
First of all, throughout the derivation we have as-
sumed a fixed number of particles N being present in
the system. It does not mean that we exclude losses
(they can be formally incorporated via additional
internal degrees of freedom of the particles), but it
means that in principle, the adaptive strategies are
allowed to reload the particles continuously during
the course of the experiment. In real cold atom ex-
periments, this is not the case, and only after the
experiment with a given cloud of atoms is finished
a new sample is prepared. If we want our bound to
represent this experimental limitation we may do it
by taking into account the time dependence of the
number of atoms in the experiment N(t). Given this
function, we may easily adapt the reasoning leading
to the bound (4) following the general recipe dis-
cussed for time dependent models in [16], and obtain
the corresponding bound
FQ ≤ 4
∫ T
0
dt
(
N(t)
n
)
min
h˜,h˜,h˜
‖α˜n(t)‖, β˜n(t) = 0,
(18)
where the dependence of α˜n, β˜n on t is due to the
rescaling procedure that leads from non-tilded quan-
tities to tilded quantities involving the particle num-
ber parameter N , which now is time dependent.
The other potential modification in the preced-
ing derivation may be due to the fact that the noise
parameters have some additional nontrivial depen-
dence on the particle number on their own. As dis-
cusses in detail in Sec. IV this is a typical situation
in cold atom systems, where with increasing number
of particles the size of the atomic cloud increases and
effectively the two-body loss coefficient decreases. In
such situations, this effect needs to be taken into ac-
count in order to provide the proper scaling expo-
nent. Still provided that noise coefficient go down
slower than N−1 the hierarchy of non-linearities re-
mains valid, in the sense that higher order non-linear
terms dominate over lower order non-linear terms in
the limit of large N—see Sec. IV for more detailed
discussion in the context of cold atom interferometry
experiments.
IV. QUANTUM INTERFEROMETRY WITH
SINGLE- AND TWO-BODY LOSSES
In this section we present the full analysis of the
simultaneous effects of single- and two-body losses
on quantum interferometric protocols, keeping the
cold atom physical context in mind as the main mo-
tivation for this study. Consider an atomic interfer-
ometry model with a system of N two-level atoms
where the dynamics is described by the following
master equation:
dρ
dt
= −iω
[
H(1), ρ
]
+ L(1)(ρ) + L(2)(ρ), (19)
where
H(1) =
1
2
(a†1a1 − a†2a2) (20)
is the standard linear interferometry Hamiltonian,
with ai (i = 1, 2) being the annihilation operators
removing an atom from level i, while the noise opera-
tors corresponding to the single and two-body losses
parts L(1) and L(2) read respectively
L
(1)
i =
√
γiai, L
(2)
ij =
√
γijaiaj . (21)
In [16] it was stated that since two-body loss op-
erators and their products are linearly independent
from H(1), the system may be effectively protected
from two-body losses via some kind of quantum
error-correction protocol, and the resulting bound
on precision will be determined solely by single-body
losses in the case of the linear Hamiltonian. This rea-
soning made an implicit assumption, however, that
we put no additional restriction on the allowed class
of states. We show below that if we impose a super-
selection rule that forbids preparation of superpo-
sitions of states with different total atom numbers,
and if at least two out of the three two-body loss co-
efficients γij are nonzero, it is no longer possible to
protect the system against two-body losses. As a re-
sult, in the large particle limit the actual bound will
be determined by the two-body effects which leads
to a much less favorable scaling of precision than the
one resulting from the impact of single-body losses
only.
A. Impossibility to protect against two-body
losses under atom number superselection rule
Following the general considerations presented in
[16, 17], in order to protect the sensing system from
two-body losses we need to construct at least a two-
dimensional code space, {|ψ1〉, |ψ2〉}, where the fol-
lowing conditions need to be satisfied:
〈ψk|L(2)†j L(2)j′ |ψk′〉 = δkk′µjj′ , (22)
8where the bold index j ∈ {(1, 1), (1, 2), (2, 2), 0} rep-
resents the two-body loss operator double indices,
where value of the index 0 returns the identity ma-
trix L(2)0 = 1 , and µjj′ is some Hermitian matrix.
Furthermore, in order to have a nontrivial effective
action of the Hamiltonian in the code space, and
hence be able to sense the parameter of interest, we
require that
〈ψk|H(1)|ψk′〉 6= const · δkk′ . (23)
Consider now
δkk′µii,ii = 〈ψk|L(2)†ii L(2)ii |ψk′〉 = γii〈ψk|a†2i a2i |ψk′〉 =
γii〈ψk|a†iaia†iai − a†iai|ψk′〉. (24)
We now assume that the code states have a defi-
nite atom number, and hence (a†1a1 + a
†
2a2)|ψk〉 =
N |ψk〉—note that the atoms may still be entangled
with some additional ancillas, and hence |ψk〉 may
in principle live on a larger Hilbert space, but the
assumption simply means that within the system
Hilbert space we will only make use of states with a
fixed number of particles in both modes. Using this
assumption we get
δkk′µ11,11 = γ11〈ψk|a†1a1(N − 1)− a†1a1a†2a2|ψk′〉
(25)
δkk′µ22,22 = γ22〈ψk|a†2a2(N − 1)− a†1a1a†2a2|ψk′〉.
(26)
Provided γ12 > 0 the error-correction condition for
the L(2)12 operator yields
〈ψk|a†1a1a†2a2|ψk′〉 =
1
γ12
δkk′µ12,12. (27)
As a result we have:
〈ψk|a†1a1|ψk′〉 =
δkk′
(N − 1)
(
µ11,11
γ11
+
µ12,12
γ12
)
(28)
and analogously for 〈ψk|a†2a2|ψk′〉. This implies that
〈ψk|H(1)|ψk′〉 = δkk
′
N − 1
(
µ11,11
γ11
− µ22,22
γ22
)
(29)
and hence the effective Hamiltonian is trivial on the
codespace. The above derivation is valid provided all
γij > 0. However, since (a
†
1a1 + a
†
2a2)|ψk〉 = N |ψk〉
even if one of the coefficients is zero two out of three
error correction (25, 26, 27) conditions are sufficient
to arrive at the same conclusion.
If on the other hand two coefficients are zero the
reasoning fails and this is the only situation when
one can construct an error correcting code to protect
the sensing process from two-body losses with the
atom number superselection rule imposed.
To give a concrete example. Assume γ11 > 0 while
γ12 = 0, γ22 = 0. In this case a possible codespace
(which may be shown to be optimal, using the cri-
terion given in Eq. (36) in [17]) consists of vectors
|ψ1〉 = s|N〉|0〉+
√
1− s2|0〉|N〉, |ψ2〉 = |N/2〉|N/2〉,
where s =
√
N−2
4(N−1) , and we assumed N > 4. The
only nontrivial error correcting condition to check
is 〈ψ1|a†21 a21|ψ1〉 = 〈ψ2|a†21 a21|ψ2〉 which indeed holds
thanks to the choice of the parameter s as above.
Furthermore, the Hamiltonian is nontrivial in the
codespace, since 〈ψ1|H(1)|ψ1〉 = − N24(N−1) , while all
other matrix elements of H(1) in this subspace are
zero. In the end this leads to QFI FQ = T
2N4
(N−1)216 ,
which yields the scaling as in the ideal lossless case
but with a quantitative reduction by approximately
a factor of 16. Similar constructions can be per-
formed when a different loss coefficient is nonzero.
As mentioned above, if two or more two-body loss
coefficients are non-zero it is not possible to con-
struct the correcting protocol with the superselec-
tion rule imposed. If one insists on constructing such
a code one must violate the particle number super-
selection rule. For example, a code that works in
case all types of two-body loss processes are present,
can be written as a simple generalization of the code
presented above: |ψ1〉 = (s|N〉 +
√
1− s2|0〉)|N/2〉,
|ψ2〉 = |N/2〉(s|N〉 +
√
1− s2|0〉). It can be eas-
ily checked that, provided N > 4, it satisfies error-
correcting conditions with respect to all types of two-
body loss processes and yields a non-trivial Hamil-
tonian within the codespace.
B. Asymptotic bounds due to two-body losses
Assuming that at least two γij coefficients are non-
zero, we will now use the formula (4) to derive the
bound on performance of linear interferometry due
to the presence of two-body losses. Assuming that
we are in the large N limit, and γij coefficient are
constant with growing N (or declining slower than
N−1) this will also be a valid bound in presence of
both single- and two-body losses, since as discussed
in detail in Sec. II the two-body effects will dominate
over single-body ones in the limit of large N .
The procedure will be similar to that presented in
[16] where the bounds due to two-body losses have
been derived, but with a notable exception that here
we focus on the linear Hamiltonian rather than the
quadratic one.
9The β quantity from Eqs. (5) reads:
β =
1
2
(a†1a1 − a†2a2) + h1 + h11,11γ11a†21 a21+
h22,22γ22a
†2
2 a
2
2 + h12,12γ12a
†
1a
†
2a1a2 + . . . , (30)
where we neglected the terms for which the coeffi-
cients are set to zero as they do not help in satis-
fying the condition β = 0. We keep in mind, that
the operator will be acting within the space of states
with total fixed atom number N , hence we can use
the relation a†1a1 + a
†
2a2 = N1 provided these op-
erators will act directly on the potential states (in
other words are not acted upon by other operators
in the formula). As a result we can write:
β = 1
(
h− N
2
+N(N − 1)γ22h22,22
)
+
a†1a1 [1 + (N − 1)(γ11h11,11 − γ22h22,22)] +
a†1a1a
†
2a2 (h12,12γ12 − γ11h11,11 − γ22h22,22) = 0.
(31)
Consequently, we can express all coefficients as
a function of a single parameter h: h11,11 =
− (1/2 + ξ) /(Nγ11), h22,22 = (1/2− ξ) /(Nγ22),
h12,12 = −2ξ/(Nγ12), where ξ = hN , and we approx-
imated N − 1 ≈ N as we are focused on the large N
regime. In order to obtain the bound we now need
to minimize the operator norm of
α =
(1/2 + ξ)2
N2γ11
a†21 a
2
1 +
(1/2− ξ)2
N2γ22
a†22 a
2
2+
4ξ2
N2γ12
a†1a
†
2a1a2 (32)
over the parameter ξ. All involved operators are di-
agonal in the atom number basis |n〉|N − n〉. Hence
the operator norm of α equals the largest absolute
value of its diagonal elements in this basis and as
a result the formula for the bound reads (again ap-
proximating N − 1 ≈ N when necessary):
FQ ≤ 4T min
ξ
max
0≤x≤1
( 12 + ξ)
2
γ11
x2 +
( 12 − ξ)2
γ22
(1− x)2 + 4ξ
2
γ12
x(1− x),
(33)
where we will treat x = n/N as a continuous pa-
rameter in what follows. This optimization can be
easily done numerically, as this function involves at
most products of quadratic terms in x and ξ. We
can also extract an analytical formula from this ex-
pression with some additional assumptions on the
relation between γij coefficients.
With fixed ξ the bound is a quadratic function of
x. Hence the maximum over x is achieved on ei-
ther the boundaries of the region x = 0, x = 1 or
at the extremum point. If for a given ξ the func-
tion x is convex in x then the maximum is indeed
achieved on the boundaries. This is the case pro-
vided 4ξ2/γ12 ≥ (ξ + 1/2)2/γ11 + (1/2 − ξ)2/γ22.
Assuming this condition is satisfied we can write:
FQ ≤ 4T min
ξ
max
{
(1/2 + ξ)2
γ11
,
(1/2− ξ)2
γ22
}
(34)
where the minimum is achieved for ξ = 12
√
γ11−√γ22√
γ22+
√
γ11
.
The above reasoning is valid provided the function is
indeed convex in x for the optimal ξ parameter found
above. Plugging it into the condition for convexity
we arrive at the condition for validity of the above
bound γ12 ≥ 12
(√
γ11 −√γ22
)2, and the final form
the bound reads:
FQ ≤ 4T
(
√
γ11 +
√
γ22)2
, γ12 ≥ 1
2
(
√
γ11 −√γ22)2 .
(35)
In particular, the above abound is always valid in
the case of symmetric losses γ11 = γ22. Note that
the bound is similar to the one derived for single-
body losses [16, 21], but differs by the missing factor
N , which is in agreement with our general scaling
considerations which imply that for k = 1 Hamilto-
nian and l = 2 noise-type QFI should approach a
constant value for large N .
The other case that is easy to do analytically and
is also relevant in experimental context (see Sec.
IVC) is the case where one of the two-body loss coef-
ficients is zero. Let us take γ22 = 0 and γ12, γ11 > 0.
In this case the minimization over ξ becomes trivial
because γ22 = 0 implies ξ = −1/2, note the discus-
sion below Eq. (31). We are left with the task of cal-
culating max0≤x≤1
(1−x)2
γ11
+ x(1−x)γ12 . This quadratic
function decreases monotonously on 0 ≤ x ≤ 1
for γ11 ≤ 2γ12, hence the maximum is attained for
x = 0. In the case when γ11 > 2γ12 the function is
concave with the extremum point in x = 2γ12−γ112(γ12−γ11) .
Finally the bound reads
FQ ≤
{
4T
γ11
, γ11 ≤ 2γ12
Tγ11
γ12(γ11−γ12) , γ11 > 2γ12
. (36)
C. The reduced particle number (RPN)
approach
We will now show how the problem of deriving
the bound—taking into account single and two-body
losses—can be analyzed within the RPN approach,
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and discuss the advantages compared with the rea-
soning presented in the previous subsection. If we
would like to derive a bound in the regime of N
where contribution of single and two-body is com-
parable we would not be able to follow the simpli-
fied reasoning presented in the previous subsection.
Instead we would need to take into account all sin-
gle and two-body loss operators, consider the condi-
tion for β = 0 and minimize the operator norm of
α. This would be cumbersome, first of all due to a
larger number of independent parameters over which
we need to optimize and furthermore when calculat-
ing the operator norm we need to face the fact that
the operators act in a very large Hilbert space. The
RPN approach will allow us to reduce the problem
to a small dimensional Hilbert space, which allows
us to effectively perform numerical optimization re-
quired for the calculation of the bound even if the
procedure involves optimization over many free pa-
rameters.
We follow here the RPN approach using two-
particle n = 2 sub-channels. Apart from the two
internal states |1〉, |2〉 representing the particle be-
ing in mode 1 or 2 respectively, we also introduce
a vacuum state to represent the particle being lost
|v〉, and hence the two-particle space is 9 dimen-
sional. Within the space of two particles we will
also restrict ourselves to symmetric states, as this
is the class of states that we encounter in cold
atom systems, and moreover, we have numerically
checked that relaxing this requirement did not have
any impact on the derived bounds. The symmet-
ric subspace is 6 dimensional and is spanned by
HS2 := {|0, 0〉, |0, 1〉, |1, 0〉, |0, 2〉, |1, 1〉, |2, 0〉}, where
we use the standard occupation number notation
with numbers representing the number of particles
occupying mode 1 and 2 respectively. The relation
between these basis states and the states of dis-
tinguishable particles with three internal degrees is
straightforward. For example: |0, 0〉 = |v〉 ⊗ |v〉,
|1, 0〉 = 1√
2
(|1〉 ⊗ |v〉 + |v〉 ⊗ |1〉), |0, 2〉 = |2〉 ⊗ |2〉,
etc.
We can now write the appropriately rescaled
Hamiltonian and noise operators
H˜
(1)
2 =
1
2(N − 1)
(
a˜†1a˜1 − a˜†2a˜2
)
,
L˜
(1)
2,i =
√
γi
N − 1 a˜i, L˜
(2)
2,ij =
√
γij a˜ia˜j ,
(37)
where the annihilation operators restricted to the
considered subspace are given by:
a˜1 := |0, 0〉〈1, 0|+ |0, 1〉〈1, 1|+
√
2|1, 0〉〈2, 0|, (38)
a˜2 := |0, 0〉〈0, 1|+ |1, 0〉〈1, 1|+
√
2|0, 1〉〈0, 2|. (39)
Since all operators now act in a 6-dimensional space
one can calculate the bounds efficiently using the
semi-definite program defined in (14).
Without resorting to numerics, using simple alge-
bra of 6× 6 matrices one can also analyze the impli-
cations of β˜2 = 0 condition. First, of all one notices
that while H˜2 ∈ S(L˜(1)) is inside the space spanned
by single-body loss operators, it is not spanned by
the the two-body loss operators H˜2 /∈ S(L˜(2)). This
is analogous to the situation we have encountered
when analyzing the full operators acting on the
whole Hilbert space without the atom-number su-
perselection rule imposed. Indeed, this is to be ex-
pected, since in the way we approached the problem
using the RPN formalism we in fact allow for states
which are superposition of different atom number
states up to the total atom number n = 2. If we want
to derive tighter bounds using the RPN approach,
that take into account the atom number superselec-
tion rule we must formulate the problem mathemat-
ically in a way that forbids the use of superposition
of different atom number states.
The simplest approach, is to modify the opera-
tors in Eqs. (37) in a way that their input space is
restricted to the subspace with exactly two-atoms,
so HS2! = {|0, 2〉, |1, 1〉, |2, 0〉}. As discussed earlier,
physically this would correspond to the situation
where, at every adaptive step of the protocol lost
atoms are being replaced with new ones, so that
the total number of atoms is unchanged and we can
consider only states with definite number of atoms
throughout the protocol. Formally, this assumption
can be incorporated in the RPN approach by re-
stricting the input space of noise operators L˜(1)i , L˜
(2)
ij
to HS2!: L˜(1)2! = L˜(1)2 PHS2! , where PHS2! is the projec-
tion onHS2!, as well as projecting the Hamiltonian on
this subspace H˜(1)2! = PHS2!H˜
(1)
2 PHS2! . Note, that we
are multiplying noise operators only from one side,
as this is how they act on the state of the system,
while we project the Hamiltonian from both sides.
By doing so, we get that H˜(1)2! is effectively a 3 × 3
matrix acting onHS2! and so are the products of noise
operators and their Hermitian conjugation L˜†2!,jL˜2!,i
(the single noise operators that also appear in the
definition of the S(L˜2!) space will not be relevant
as they introduce terms that are beyond the space
spanned by the Hamiltonian and hence need to be
set to zero in order to satisfy β˜2! = 0).
The operators restricted to the HS2! subspace
which are relevant for derivation of the bound read
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explicitly:
H˜
(1)
2! =
1
N − 1
 −1 0 00 0 0
0 0 1
 , (40)
L˜
(1)
2!,1√
γ1
N−1
=

0 0 0
0 0 0
0 0 0
0 1 0
0 0
√
2
0 0 0
 ,
L˜
(1)
2!,2√
γ2
N−1
=

0 0 0
0 0 0
0 0 0√
2 0 0
0 1 0
0 0 0
 ,
L˜
(2)
2!,11√
γ11
=

0 0 0
0 0 0
0 0 0
0 0 0
0 0
0 0
√
2
 ,
L˜
(2)
2!,12√
γ12
=

0 0 0
0 0 0
0 0 0
0 0 0
0 0
0 1 0
 ,
L˜
(2)
2!,12√
γ22
=

0 0 0
0 0 0
0 0 0
0 0 0
0 0√
2 0 0
 . (41)
It is now clear, that provided two of the two-body
loss coefficients are non-zero H˜(1)2! ∈ S(L˜(2)2! ) and
hence we recover the observation that we have ar-
rived at while considering the operators on the whole
N -particle Hilbert space: with the super-selection
rule imposed the two-body losses will determine the
asymptotic scaling in the limit of large N . Here we
see it since the two-body noise terms are not renor-
malized by 1/(N − 1) factor and hence will be dom-
inating in the large N limit.
In the case considered in Eq. (35) (so in artic-
ular symmetric losses) the bound achieved in the
RPN model is the same no matter what n we take.
However, if we consider an experimentally motivated
case γ22 = 0, γ12 > 0, and γ11 > 0, we see that we
can tighten the bound in some regime of parameters
by increasing n, see Fig. 3. The bigger space gives
us freedom to consider states with the different ra-
tio of atom occupation numbers in modes 1 and 2,
which is useful to tighten the bound in some param-
eter regions. So in this case, it appears that while,
qualitative scaling of the bound is seen in the RPN
approach already at the smallest n = 2 subchan-
nel considerations, the tightness of the bound may
sometimes be improved by increasing n.
D. Comparison of the bounds with simulations
and experimental results
The physical system particularly relevant to the-
oretical considerations is the Bose-Einstein conden-
RPN: n=2
RPN: n=4
RPN: n=6
Full a†, a
0 2 4 6 8 10
1.0
1.5
2.0
2.5
3.0
3.5
γ11
F Q
/T
FIG. 3. Comparison of bounds on QFI in the case of
the single-body Hamiltonian and two-body losses with
full anihilation operators and in the RPN model. Here
we set γ1 = γ2 = γ22 = 0. Bounds are qualitatively the
same, two-body losses are enough to set β = 0 but differ
quantitatively: the more particles we include in the RPN
model the better bound we get.
sate. Here we briefly recall basics of the bimodal
Bose-Einstein condensates in the context of metrol-
ogy. It will give us better understanding of the ex-
perimental situation necessary to make a meaningful
comparison of the presented bounds with experimen-
tal results.
We focus on the case with |1〉 and |2〉 correspond-
ing to internal atomic states [35, 41], although there
are also experiments on different spatial modes of
a double well potential [42–44] and proposals to
use different orbitals of a scalar fragmented Bose-
Einstein condensate [45]. It is instructive to consider
first two clouds of atoms, one with N1 atoms in an
internal state |1〉 and the second with N2 atoms in
another internal state |2〉. The Bose-Einstein con-
densation means that the total state of the system
is close to a pure separable state, built up from two
macroscopically occupied orbitals, ψ(1)GPE and ψ
(2)
GPE:
ψ(r1, . . . , rN1 ; rN1+1, . . . , rN1+N2) =
N1∏
i=1
ψ
(1)
GPE(ri)
N1+N2∏
i=N1
ψ
(2)
GPE(ri). (42)
The formula relies on the fact, that the atoms in
the internal states |1〉 are distinguishable from the
atoms in the state |2〉. The symmetrization has to be
performed between atoms in |1〉, and between atoms
in |2〉, but not necessarily between atoms in differ-
ent internal states. In practice, when the evolution
starts with a single Bose-Einstein condensate with
all atoms initially in |1〉, shined with the Rabi pulse
to obtain the spin coherent state, the state is totally
symmetric. These subtle differences, do not impact
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the further considerations. It follows from the theory
of condensation, that the two orbitals are minimal
energy solutions of coupled Gross-Pitaevskii equa-
tions [46, 47]
µ1ψ
(1)
GPE = −
~2 ∆
2m
ψ
(1)
GPE + U1ψ
(1)
GPE+(
g11N1
∣∣∣ψ(1)GPE∣∣∣2 + g12N2 ∣∣∣ψ(2)GPE∣∣∣2) ψ(1)GPE , (43)
µ1ψ
(2)
GPE = −
~2 ∆
2m
ψ
(2)
GPE + U1ψ
(2)
GPE+(
g22N2
∣∣∣ψ(1)GPE∣∣∣2 + g12N1 ∣∣∣ψ(1)GPE∣∣∣2) ψ(2)GPE , (44)
where coupling constants g′ refer to the interaction
between two atoms, one of which is in the state |〉,
and the other in |′〉 and ,m is the atomic mass of the
atoms. The eigenvalues µ are Lagrange multipli-
ers, which physically are the chemical potentials of
condensates. Finally, functions U(r) are the state-
dependent potentials trapping atoms
U(r) =
1
2
m
∑
σ=x, y, z
ω2σ
(
rσ − r()σ
)2
, (45)
where ωσ are the trap frequencies, and r
()
σ are trap
centers for the atoms in the state |〉.
The energy of the two condensates is, up to a con-
stant, given by the formula
EGPE =
∑
=1,2
N
∫
d3r
(
ψ
()
GPE
)∗
·(
−~
2∆
2m
+ U +
1
2
∑
′
g′N′ |ψ(
′)
GPE|2
)
ψ
()
GPE.
(46)
In a typical experiment the initial state is a spin
coherent state which is a superposition with the to-
tal number of atoms differently distributed between
two condensates. The evolution of such system (in
the states for which dispersions of occupations are
small, precisely ∆N1  N and ∆N2  N) is ap-
proximately generated by the operator
Hˆ = χSˆ2z + χ˜ Nˆ Sˆz + u(Nˆ), (47)
where Sˆz :=
(
Nˆ1 − Nˆ2
)
/2 is the imbalance between
condensates’ occupations. Parameters of the Hamil-
tonian (47) have to be derived from the solutions of
the Gross-Pitaevskii equations and the correspond-
ing energies according to [48]:
χ =
1
2~
(
∂2EGPE
∂N21
+
∂2EGPE
∂N22
− 2 ∂
2EGPE
∂N1 ∂N2
)∣∣∣∣
Ni=N¯i
,
(48)
χ˜ =
1
2~
(
∂2EGPE
∂N22
− ∂
2EGPE
∂N21
)∣∣∣∣
Ni=N¯i
. (49)
The derivatives with respect to occupations N1 and
N2 are evaluated around the average occupations,
i.e. N¯1 and N¯2, which in the initial state are equal
to N/2. The central term of the Hamiltonian (47)
is the one-axis twisting model, χSˆ2z . Hence, one ex-
pects that the system can be used to obtain entan-
gled states, in particular states useful in metrology.
Indeed, the spin-squeezed state of two Bose-Einstein
condensates have been produced already a decade
ago [35, 41, 42] and used to demonstrate a gain in
precision of an interferometer.
On the other hand, the potential benefits from
condensation may be limited due to particle losses,
which are an important source of decoherence for
Bose-Einstein condensates. Particle losses are usu-
ally divided into three classes, respectively of the
number of atoms which are lost in a single event.
One-body losses are caused by collisions between
condensed atoms and other particles, from the resid-
ual gas unpumped from the vacuum chamber in
which the condensate is kept.
The term χSˆ2z in the Hamiltonian (47), which is
responsible for generation of entanglement, comes in
fact from elastic collisions between atoms. It hap-
pens, however, with little probability, that the colli-
sion is not elastic – in consequence of such inelastic
collision both atoms are lost from the trap. The rate
of two-body losses
γ′ =
1
2
K′
∫
d3r|ψ()GPE|2|ψ(
′)
GPE|2 (50)
depends on the rate of the binary collisions, which
stems from both Bose-Einstein wave-functions.
Atomic constants K′ are associated with probabili-
ties that the collision will be inelastic. In the limit of
large number of atoms the condensates enter the so
called Thomas-Fermi regime, in which one finds ex-
cellent analytical approximations for the solutions of
the Gross-Pitaevskii equations. Using this Thomas-
Fermi approximations one may evaluate Eq. (50)
to find analytical approximation for two-body loss
rates. In case of atoms in the spherically symmetric
harmonic trapping potential, assuming equal cou-
pling strengths g11 = g22 = g12 =: g one gets
γ
(2)
′ =
(15)2/5
28pi
K′
l3osc
(
losc
a
)3/5
N−3/5, (51)
where a = gm4 ~2 pi is called scattering length, losc =√
~
mω is the oscillatory length and N is the ini-
tial number of atoms. Due to the factor N−3/5
the rate of two-body losses is getting lower when
the number of atoms increases. This is caused
by the van der Waals repulsion between condensed
atoms, which results in the spatial broadening of
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FIG. 4. Rates γ11 and γ12 of two-body losses as a
function of the total number of atoms N . The dashed
lines are obtained within Thomas-Fermi approximation
(Eq. (51)) and compared with the exact values, evalu-
ated from the numerical solution of the coupled Gross-
Pitaevskii equation and formula (50). The calcula-
tions were performed for 87Rb atoms in energy levels
|1〉 := |F = 2, mF = 1〉 and |2〉 := |F = 1, mF = −1〉,
trapped in a spherical harmonic traps with trap fre-
quency ω = 2pi × 100Hz. The third rate, γ22, equals
to zero.
the condensate wave function. Finally, the inte-
grals
∫
d3r|ψ()GPE|2|ψ(
′)
GPE|2 decays, so as the two-
body rates as given in Eq. (50). This has far go-
ing consequences for scaling of the optimal Quan-
tum Fisher Information FQ. One has to remember
that the total number of lost atoms per unit of time
increases with the total number of atoms, but with
slower rate compared to the case with constant γ.
In Fig. 4 the approximation (51) is compared to
the exact result, obtained directly from Eq. (50),
but using the exact numerical solutions of equations
(43) for the orbitals ψ()GPE.
Majority of experiments is performed in the har-
monic trap and within Thomas-Fermi regime. Still,
there are experiments [49, 50] in which the poten-
tial trapping atoms is practically equal to a box. In
this case the condensate wave-functions are practi-
cally constants ψGPE = 1/
√
V , where V is the vol-
ume of the trap. Then Eq. (50) leads to rate of
two-body losses independent on the number of par-
ticles. The influence of the two cases—the Thomas-
Fermi approximation and the box trap—on bounds
on QFI is depicted in Fig. 5. This figure also depicts
the main result of this paper concerning scaling of
the fundamental bounds with the number of parti-
cles. Constant decoherence parameters result in con-
stant precision bound, as we have already showed in
Eqs. (35), (36). If on the other hand γ scales with
N the fundamental bound changes significantly: to
O(N3/5), which shows that manipulation of density
1,2-body losses bound Eq.(11), Thomas-Fermi aprx
1,2-body losses bound Eq.(11), Constant γϵϵ'
10 103 105 107
10
103
105
107
N
F Q
/T
O(1)
ON3/5
O(N)
FIG. 5. Bounds on QFI in different models of scaling of
two-body loss parameters with the number of particles
N . The red curve is the bound Eq. (11) calculated using
the Thomas-Fermi approximation Eq. (51) and param-
eter values from the experiment of [7]. The blue curve
represents the same bound but using γ,′ ∼ const. in
the number of particles. Depending on how γ,′(N) be-
haves, QFI asymptotically is constant, the case discussed
in Sec. IVB, or scales as O(N3/5) in the Thomas-Fermi
approximation. The linear scaling O(N) corresponds to
the bound coming form single-body losses.
of the atomic cloud offers trade-offs visible also in
fundamental bounds.
Another experimental complication is the fluctua-
tion of the total number of atoms in the initial state.
Usually N is a stochastic variable, with distribu-
tion close to the Poissonian one. Due to the term
χ˜Nˆ Sˆz, the fluctuations of total N leads to a phase
noise. This effect is known under the name "colli-
sional shift".
As it is impossible to fully avoid particle losses,
hence the entangled state has to be produced and
used on faster time-scale than the ones connected
with particle losses. This demands large value of the
non-linearity parameter χ. From the equation for χ
(48) and energy (46) one finds the approximation
χ ≈1
2
g11
∫
d3r|ψ(1)GPE|4 +
1
2
g22
∫
d3r|ψ(2)GPE|4
− g12
∫
d3r|ψ(1)GPE|2|ψ(2)GPE|2. (52)
In the case of the widely used 87Rb atoms, the in-
teraction strength parameters g′ are close to each
other. In consequence, if atoms in |1〉 and |2〉 share a
common spatial mode, i.e. ψ(1)GPE ≈ ψ(2)GPE, then the
nonlinearity practically vanishes χ ≈ 0. One of the
way to increase χ is to separate both clouds using the
state dependent trapping potentials [41] and varying
their centers r()σ , the other – to change one of the
interaction strengths using Feshbach resonances [35].
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FIG. 6. Experimental scheme discussed in this pa-
per. The initial state is a spin coherent state, as repre-
sented on the Bloch sphere with SU(2) Wigner function.
The entangling dynamics is initiated by taking the two
atomic clouds apart to maximize non-linearity. In this
preparation stage the useful state, as a spin squeezed
state can be obtained. Due to asymmetry in the loss
rates, the state leaves the equator as shown schematically
in the pseudo Bloch sphere. To use the state in linear in-
terferometry, first the two clouds have to be merged into
a common spatial mode, and then the quantum state
encoded in the internal degrees of freedom is appropri-
ately rotated. Afterwards the state should accumulate a
phase.
In both cases, once the target entangled state is
prepared at TPREP during the nonlinear dynamics,
the further entangling evolution has to be stopped.
In the case of two separated condensates it is suf-
ficient to bring both clouds together, ideally to a
common spatial mode. The common spatial mode
is also necessary to perform any SU(2) rotations,
usually required to adjust the state appropriately to
the quantum information task. In particular, Ram-
sey interferometry requires appropriate orientation
of the state with respect to the phase-imprinting
Hamiltonian. If phase will be accumulated in the
dynamics generated by the Hamiltonian Hˆ ∝ Sˆz, as
discussed here, and the entangled state is squeezed,
then the state on the Bloch sphere has to be elon-
gated along the meridian, see Fig. 6.
We were simulating numerically the scheme pre-
sented in Fig. 6. For each chosen Ramsey time T ,
we were optimizing the following Fisher Information
with respect to the preparation time TPREP
Fs(T ) = max
TPREP∈[0,∞]
max
0<t<T
(
T
t
FQ(t)
)
. (53)
The state of the system at time t was computed
from the master equations using quantum trajec-
tory method [51]. The parameters of the master
equations were computed numerically, by solving the
coupled Gross-Pitaevskii equations (43), then eval-
uating Eqns. (46), (48) to find non-linearities χ
and χ˜ and (50) to find the rate of two-body losses.
Three body losses were also included, but they do
not played any important role. The parameters
were computed separately for the nonlinear evolu-
tion, during which the two condensates are taken
Experiment
Num. simulation, Eq.(54)
Num. simulation, Eq(53)
Num. simulation, Eq(53), shallow
1,2-body losses bound, Eq.(18)
1-body losses bound Eq.(18)
1,2-body losses bound, Eq.(11)
10-3 10-1 10 103
10-1
10
103
T [ms]
Δω˜[H
z]
FIG. 7. Precision of estimation of ω in the case of both
one and two body losses. We present theoretical bounds
calculated according to Eq.(18) for only one-body losses
and for both types of decoherence present. Above the
fundamental bounds we see the results of numerical sim-
ulations. Dashed curves show numerical simulation that
includes time-optimization of Eq. (53), "shallow" de-
notes the simulation with a modulated trap that de-
creases the impact of two-body losses. The green points
are the result of the experiment [7]. In our numerical
simulations we assumed the trap frequencies as in the
experiment [7], equal to (νx, νy, νz) = (540, 540, 115)Hz
with in average N = 1400 atoms initially. The loss rates
were computed from Gross-Pitaevskii equation applied
to two clouds of N1 = N2 = 700 atoms, specified in the
caption of Fig. 4.
apart, and separately for the interferometry , during
which the two clouds should stay together (to avoid
further nonlinear dynamics). The initial number of
atoms was stochastic with the Poissonian distribu-
tion to refer to the experimental situation. As long
as no special tricks are used, like the compensation
method [52, 53], then the optimal preparation times
are short, resulting in the weakly squeezed states. In
this case there is no substantial difference between
the full Quantum Fisher Information and its esti-
mate from the error propagation formula based on
the measurements of the spin components.
In Fig. 7 we present a comparison of precision
of estimation coming from fundamental bounds, nu-
merical simulations, and an actual experiment. The
two curves representing fundamental bounds show
that in the case of the experimental loss rates of [7]
the influence of two-body losses on the best achiev-
able precision is marginal. This small discrepancy
between fundamental bounds is mainly caused by
the small number of particles. Note that in Fig. 5 for
N = 1400 the bound in the Thomas-Fermi approxi-
mation scales as QFI for single-body losses. There is
a subtle difference, between the experiment and the-
ory: the experimental frequency estimation at time
15
T , was not based on stopping the experiment at an
intermediate time t and then repeating the experi-
ment T/t times, as it is assumed in Eq. (53). The
experimentally found ∆ω should be rather bench-
marked with 1/
√
FQ(T ), where FQ(T ) comes di-
rectly from the definition (2). As in the following
expression:
Fs(T ) = max
TPREP∈[0,∞]
FQ(t). (54)
The deviations due to the subtleties in the definition
of the uncertainty bound are definitely not sufficient
to explain the huge difference between the experi-
mental results and the ultimate bound.
We investigate the origins of the theory-to-
experiment difference using the numerical simula-
tions described above. The brown curve in Fig. 7
shows the numerical results for the trap geometry,
the separation between clouds, and the fixed prepa-
ration time mimicking the experimental situation
[7]. On the other hand, the dynamical spatial phe-
nomena and the phase noise coming from the ther-
mal effects are omitted in the simulation. Especially
the former factor may be important—in the prepa-
ration stage of the very experiment [7] the clouds’
centers of masses were not stationary, but oscillat-
ing with amplitude around 140nm. Although the
simulation is not comprehensive, still it stays rela-
tively close to the experiment. Then we repeated the
simulation but fully separating both clouds (which
is still reasonable, compare with [54]), optimizing
over the preparation time and using the definition
(53). Due to larger separation the non-linearity pa-
rameter χ increases, whereas losses slightly decrease.
By this, the initial states for Ramsey interferome-
try are less deteriorated by decoherence within the
preparation stage. Precision increases by order of
magnitude. Especially important is the optimiza-
tion over the preparation time—by adjusting TPREP
separately to each Ramsey time T we have found
that experimentally strongly squeezed states are in
fact a bad choice for long interferometry durations.
Finally we considered the next scenario, with the
atomic clouds placed for the Ramsay interferometry
into a very shallow trap. In this case, there are no
two-body losses, neither the residual non-linearities
effect, i.e. χ˜ = 0, within interferometry. This last
simulation, shows how much one can gain by avoid-
ing the two-body losses and the collisional shift in
the real experiment.
V. CONCLUSIONS
We have shown how to use the recently devel-
oped tools of theoretical quantum metrology to ana-
lyze in great detail interferometric experiments per-
formed with cold atoms. We provide the funda-
mental and more realistic bounds on precision and
complete the ongoing discussion on achievable scal-
ing of QFI with the number of particles. Future
work might involve adopting presented methods in
multi-parameter metrology. On the other hand, as
the field of experimental non-linear metrolgy grows
rapidly, it will be necessary to perform similar anal-
ysis for setups involving the quadratic Hamiltonian.
We analyzed theoretical bounds in the context of
interferometry based on Bose-Einstein condensates.
We benchmarked our theoretical results with exper-
imental data [7] and numerical simulations. First,
we have shown that our simulations are close to the
experimental results presented in [7]. Then, we fo-
cused on ways to improve experimental precision by
tuning "simple" parameters, like separation between
atomic clouds in the preparation stage, duration of
the entangling dynamics and frequency of the final
trap. One could in principle increase the precision
by an order of magnitude. For longer Ramsey times,
of the order of 100ms, it is actually beneficial to
stop the "state preparation" stage early, much before
reaching the maximally squeezed states. Numerical
analysis should be extended by a better model of
the spatial dynamics and the non-adiabatic effects
– the factors influencing strongly the quantum en-
gineering using the Bose-Einstein condensates [55].
As the benchmark between simulations for the opti-
mized parameter and fundamental bounds shows a
big room for improvement, one should perform full
optimization of the tunable parameters to either di-
rect the experiments on the fastest track or to find
the most important limiting factors.
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