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Abstract
In a pioneering classic, Warren McCulloch and Walter Pitts proposed a model of
the central nervous system; motivated by EEG recordings of normal brain activity,
Chva´tal and Goldsmith asked whether or not this model can be engineered to
provide pseudorandom number generators. We supply evidence suggesting that
the answer is negative.
1 Results
Electroencephalogram recording of normal brain (or of an epileptic brain well
before a seizure) are irregular, disorderly, with no apparent pattern. Chva´tal and
Goldsmith [2] asked whether or not the McCulloch-Pitts model of the brain can
be engineered to exhibit similar behaviour. Let us briefly describe this model.
A linear threshold function is a function f : Rn → {0, 1} such that, for some real
numbers w1, w2, . . . , wn and θ,
f(x1, x2, . . . , xn) = H
(∑n
j=1wjxj − θ
)
where H is the Heaviside step function defined by H(d) = 1 for all nonnega-
tive d and H(d) = 0 for all negative d. In 1943, Warren McCulloch and Walter
Pitts [8] proposed a model of the central nervous system built from linear thresh-
old functions. When this system has n neurons and no peripheral afferents, its
McCulloch-Pitts model is a mapping Φ : {0, 1}n → {0, 1}n defined by
Φ(x) = (f1(x), f2(x), . . . , fn(x))
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for some linear threshold functions f1, f2, . . . , fn. We will refer to such mappings
Φ as McCulloch-Pitts dynamical systems.
Chva´tal and Goldsmith [2] asked whether or not these dynamical systems can
produce trajectories which are irregular, disorderly, apparently unpredictable in
the sense of generating random numbers. In making the meaning of their question
precise, they took the point of view of the practitioners, who mean by a random
number generator any deterministic algorithm that, given a short sequence of
numbers, called a seed, returns a longer sequence of numbers; such a random
number generator is considered to be good if it passes statistical tests from some
commonly agreed on battery. Specifically, they pointed out that (since each vector
in {0, 1}n is a binary encoding of an n-bit nonnegative integer) every mapping
Φ : {0, 1}n → {0, 1}n induces a mapping
Φ∗ : {0, 1, . . . , 2n − 1} → {0, 1, . . . , 2n − 1},
which can be construed as a random number generator: given any seed x in
{0, 1, . . . , 2n − 1}, it returns the sequence
x,Φ∗(x),Φ∗(Φ∗(x)), . . . . (1)
Chva´tal and Goldsmith asked whether or not there is a McCulloch-Pitts dynam-
ical system Φ : {0, 1}n → {0, 1}n such that the sequence (1), scaled down by 2n,
passes all ten statistical tests for sequences of uniform random numbers in the in-
terval [0, 1) that form the battery SmallCrush implemented in the software library
TestU01 of L’Ecuyer and Simard[3, 4].
In this note, we take the point of view of the theorists, who mean by a pseudo-
random generator any deterministic algorithm that, given a randomly generated
short sequence of numbers, returns a longer sequence of numbers that looks ran-
dom in the sense that no polynomial-time randomized algorithm can distinguish
with a non-negligible probability between this sequence and a randomly generated
sequence of the same length. (For a rigorous version of this vague definition, we
refer the reader to [5, Chapter 3].) Given a McCulloch-Pitts dynamical system
Φ : {0, 1}n → {0, 1}n and an integer t greater than n, we consider the mapping
Φt : {0, 1}
n → {0, 1}t
defined by letting Φt(x) denote the sequence of the first t bits in the concatenation
of x, Φ(x), Φ(Φ(x)), . . . . Our main result shows that such mappings cannot
provide pseudorandom generators unless t is small relative to n:
Theorem 1. There is a polynomial-time deterministic algorithm that, given a
positive integer n and a sequence y of t bits, returns either the message McCulloch-
Pitts or the message random in such a way that
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(i) if y = Φt(x) for some McCulloch-Pitts dynamical system Φ : {0, 1}
n →
{0, 1}n and some x in {0, 1}n, then the algorithm returns McCulloch-Pitts,
(ii) if y is chosen uniformly from {0, 1}t and if t ≥ (2 + ε)n2 for some positive
constant ε, then the algorithm returns random with probability at least 1 −
e−δn, where δ is a positive constant depending only on ε.
We do not know whether or not Theorem 1 can be strengthened by reducing the
lower bound (2+ ε)n2 on the length of y even just to 2n2. Nevertheless, this lower
bound can be reduced all the way to n + 1 if we are allowed to sample not just
one, but multiple sequences Φt(x).
Theorem 2. There is a polynomial-time deterministic algorithm that, given se-
quences y1, . . . , ym of n+ 1 bits, returns either the message McCulloch-Pitts or
the message random in such a way that
(i) if y1 = Φn+1(x
1), . . . , ym = Φn+1(x
m) for some McCulloch-Pitts dynami-
cal system Φ : {0, 1}n → {0, 1}n and some x1, . . . , xm in {0, 1}n, then the
algorithm returns McCulloch-Pitts,
(ii) ifm ≥ (2+ε)n for some positive constant ε and if y1, . . . , ym are chosen inde-
pendently and uniformly from {0, 1}n+1, then the algorithm returns random
with probability at least 1 − e−δn, where δ is a positive constant depending
only on ε.
Despite these two theorems, the question whether or not McCulloch-Pitts dynam-
ical systems can produce trajectories which are irregular, disorderly, apparently
unpredictable remain open: all depends on the interpretation of the terms “ir-
regular, disorderly, apparently unpredictable”. When clinical neurologists visually
inspect an electroencephalogram, their vague criteria for declaring it random-like
are a far cry from the algorithms that cryptographers use to separate deterministic
sequences from random sequences. It remains conceivable that McCulloch-Pitts
dynamical systems could fool neurologists into finding their trajectories unpre-
dictable just as they find normal electroencephalograms unpredictable.
2 Proofs
A dichotomy of a set Y is its partition into two disjoint sets. Unlike Cover [1], for
whom a dichotomy is an unordered pair of sets, we view every dichotomy as an
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ordered pair of sets. A dichotomy (Y +, Y −) of a subset of Rn is linearly separable
if there are numbers x1, x2, . . . , xn+1 such that∑n
j=1xjyj > xn+1 whenever (y1, y2, . . . , yn) ∈ Y
+,∑n
j=1xjyj < xn+1 whenever (y1, y2, . . . , yn) ∈ Y
−.
(2)
Our proofs of Theorem 1 and Theorem 2 rely on the following result, which is
implicit in the work of Winder [10], Cover [1], and Muroga [9].
Lemma 1. A set of m points in Rn admits at most 2
∑n
i=0
(
m−1
i
)
linearly
separable dichotomies.
Proof. Let D(m,n) denote the maximum number of linearly separable di-
chotomies of a set of m points in Rn and let R(m,n) denote the maximum
number of open regions in Rn that can be demarcated by m hyperplanes
passing through the origin. We claim that
(i) D(m,n) ≤ R(m,n + 1).
To justify this claim, consider any set Y of points y1, y2, . . . , ym in Rn, let D
denote the set of linearly separable dichotomies of Y , and let R denote the
set of open regions in Rn+1 that are demarcated by the m hyperplanes∑n
j=1y
i
jxj − xn+1 = 0 (i = 1, 2, . . . , m) (3)
which pass through the origin. We will prove (i) by exhibiting a one-to-one
mapping from D to R. (Actually, the mapping that we will exhibit is a one-
to-one correspondence between D and R, which implies that (i) holds with
the sign of equality; however, the inequality is all we need in proving the
lemma.) If a linearly separable dichotomy (Y +, Y −) of Y satisfies (2), then
(x1, x2, . . . , xn+1) belongs to one of the open regions that belong to R and
this is the region that we assign to (Y +, Y −). If this region is also assigned
to a linearly separable dichotomy (W+,W−) of Y defined by∑n
j=1vjyj > vn+1 whenever (y1, y2, . . . , yn) ∈ W
+,∑n
j=1vjyj < vn+1 whenever (y1, y2, . . . , yn) ∈ W
−,
then ∑n
j=1y
i
jvj − vn+1 > 0 if and only if
∑n
j=1y
i
jxj − xn+1 > 0,∑n
j=1y
i
jvj − vn+1 < 0 if and only if
∑n
j=1y
i
jxj − xn+1 < 0,
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and so W+ = Y +, W− = Y −.
Next, we claim that, for all choices of positive integers m and n, we have
(ii) R(m,n) ≤ R(m− 1, n) +R(m− 1, n− 1).
To justify this claim, consider any m pairwise distinct hyperplanes in Rn
that pass through the origin; call one of these hyperplanes ‘new’ and call
the other m− 1 hyperplanes ‘old’. Since all the old hyperplanes are distinct
from the new hyperplane, each of them intersects the new hyperplane in a
linear subspace of dimension n− 2; these at most m− 1 linear subspaces of
dimension n− 2 (at most m− 1 since distinct old hyperplanes may intersect
the new hyperplane in the same linear subspace) divide the new hyperplane
into at most R(m − 1, n − 1) regions. Since each of these regions in the
new hyperplane is a boundary between two regions demarcated by the m
hyperplanes, at most R(m − 1, n − 1) regions of the at most R(m − 1, n)
regions demarcated by the old hyperplanes are split by the new hyperplane
into two.
Claim (ii) implies by induction on m that R(m,n) ≤ 2
∑n−1
i=0
(
m−1
i
)
. The
Lemma follows from this inequality combined with (i).
We will use the following corollary of Lemma 1:
Lemma 2. For every positive ε there is a positive γ with the following prop-
erty: If Y is a subset of Rn such that |Y | ≥ (2+ε)n, then a dichotomy chosen
uniformly from all dichotomies of Y is linearly separable with probability at
most e−γn.
Proof. It is enough to derive the conclusion under the additional assumption
that ε ≤ 1. Under this assumption, let m denote |Y | and let p denote the
probability that a dichotomy chosen uniformly from all dichotomies of Y is
linearly separable. Since there are precisely 2m dichotomies of Y and, by
Lemma 1, at most 2
∑n
i=0
(
m−1
i
)
of them are linearly separable, we have
p ≤ 2−(m−1)
∑n
i=0
(
m−1
i
)
≤ 2−(m−1)
∑n
i=0
(
m
i
)
.
Since m ≥ (2 + ε)n and ε ≤ 1, we have n ≤ (0.5 − ε/6)m; a special case
of the well-known bound on the tail of the binomial distribution (see, for
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instance, [6, Theorem 1]) guarantees that for every positive α smaller than
0.5 there is a positive β such that
∑
i≤(0.5−α)m
(
m
i
)
≤ 2me−βm;
setting α = ε/6, we conclude that p ≤ 2e−βm, which proves the lemma.
We will also use the following well-known fact, whose proof we include just
to make our exposition self-contained.
Lemma 3. If y1, y2, . . . , ym are chosen independently and uniformly from a
set of size N and if m = O(N1/3), then y1, y2, . . . , ym are pairwise distinct
with probability 1− O(N−1/3).
Proof. Note that y1, y2, . . . , ym are pairwise distinct with probability
N(N − 1) · · · (N −m+ 1)/Nm
and that
N(N − 1) · · · (N −m+ 1)
Nm
≥
(
N −m
N
)m
=
(
1−
m
N
)m
≥ 1−
m2
N
.
Proof of Theorem 1. The algorithm goes as follows: Given a positive integer
n and a sequence y of t bits, write m = ⌊(t− 1)/n⌋ and define
Y + = {(y(i−1)n+1, y(i−1)n+2, . . . , yin) : 1 ≤ i ≤ m, yin+1 = 1},
Y − = {(y(i−1)n+1, y(i−1)n+2, . . . , yin) : 1 ≤ i ≤ m, yin+1 = 0}.
If this dichotomy is linearly separable, then return McCulloch-Pitts; else
return random.
To see that this algorithm runs in polynomial time, observe that testing
whether a finite dichotomy is linearly separable amounts to solving a linear
programming problem; the epoch-making result of Khachiyan [7] guarantees
that this can be done in polynomial time.
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To prove (i), let us assume that y = Φt(x) for some McCulloch-Pitts dynam-
ical system Φ : {0, 1}n → {0, 1}n defined by Φ(x) = (f1(x), f2(x), . . . , fn(x))
and for some x in {0, 1}n. Now yin+1 = f1(y(i−1)n+1, y(i−1)n+2 . . . , yin) for
all i = 1, 2, . . . , m, which means that f1 takes value 1 on all points of Y
+
and value 0 on all points of Y −; since f1 is a threshold function, the dichotomy
(Y +, Y −) is linearly separable, and so the algorithm returns McCulloch-Pitts.
To prove (ii), let us assume that y is chosen uniformly from {0, 1}t and
that t ≥ (2 + ε)n2 for some positive constant ε. Since the probablity that
the algorithm returns random increases as t increases, we may replace the
assumption that t ≥ (2 + ε)n2 by the assumption that t = ⌈(2 + ε)n2⌉.
Write Y = Y + ∪ Y −. Since y is chosen uniformly from {0, 1}t, the points
of Y are chosen independently and uniformly from {0, 1}n, and so Lemma 3
with N = 2n guarantees that |Y | = m with probability 1− O(2−n/3). When
|Y | = m, the assumption that y is chosen uniformly from {0, 1}t implies that
the dichotomy (Y +, Y −) of Y is chosen uniformly from all dichotomies of Y ,
in which case Lemma 2 guarantees that (Y +, Y −) is linearly separable with
probability at most e−γn. We conclude that the algorithm returns random
with probability at least 1 − O(2−n/3)− e−γn, which is at least 1 − e−δn for
some positive δ. 
Proof of Theorem 2. The algorithm goes as follows: Given sequences
y1, . . . , yt of n + 1 bits, write yi = (yi1, . . . , y
i
n+1) for all i and define
Y + = {(yi1, y
i
2, . . . , y
i
n) : 1 ≤ i ≤ m, y
i
n+1 = 1},
Y − = {(yi1, y
i
2, . . . , y
i
n) : 1 ≤ i ≤ m, y
i
n+1 = 0}.
If this dichotomy is linearly separable, then return McCulloch-Pitts; else
return random.
Analysis of this algorithm is just like the analysis in the proof of Theorem 1.

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