We give a proof of the cyclicity conjecture of Akasaka and Kashiwara for simply laced types, via quiver varieties. We also get an algebraic characterization of the standard modules.
The algebra U
Let g be a simple, simply laced, complex Lie algebra. The quantum loop algebra associated to g is the C(q)-algebra U generated by x ± ir , k ± is , k ±1 i = k ± i0 (i ∈ I, r ∈ Z, s ∈ ±N × ) modulo the following defining relations:
where i = j, m = 1 − a i j , r 1 , . . . , r m ∈ Z, and w ∈ S m . We set [n] = q 1−n + q 3−n + · · · + q n−1 if n ≥ 0, [n]! = [n][n − 1] · · · [2] , and m p =
We also set ε = + or −,
x ± ir z ∓r .
Put A = C[q, q −1 ] . Consider also the A-subalgebra U ⊂ U generated by the quantum divided powers x ± (n) ir = x ± n ir /[n]!, the Cartan elements k ±1 i , and the coefficients of the formal series exp(− s≥1 (h i,±s /[s])z ∓s ) such that
Let • be the coproduct defined in terms of the Kac-Moody generators e i , f i , k ±1 i , i ∈ I ∪ {0}, of U as follows:
where is the tensor product over the field C, or the ring A. Let τ be the antiautomorphism of U such that τ (e i ) = f i , τ (f i ) = e i , τ (k i ) = k −1 i , and τ (q) = q −1 . It is known (see [2] ) that τ (x − i,−k ) = x + ik and τ (k ± i,±r ) = k ∓ i,∓r . Let • be the coproduct opposite to • . We have (τ τ ) • τ = • . Hereafter, ζ is an element of C × which is not a root of unity.
The braid group
Let W, P, Q be, respectively, the Weyl group, the weight lattice, and the root lattice of g. The extended affine Weyl group W = W P is generated by the simple reflexions s i and the fundamental weights ω i , i ∈ I . Let be the quotient of W by the normal Coxeter subgroup generated by the simple affine reflexions. The group is a group of diagram automorphisms of the extended Dynkin diagram of g. In particular, acts on U and on W . For any w ∈ W , let l(w) denote its length. The braid group B W associated to W is the group on generators T w , w ∈ W , with the relation T w T w = T ww whenever l(ww ) = l(w) + l(w ). The group B W acts on U by algebra automorphisms (see [12] , [2] ). Recall that x − ir = ν(i) r T r ω i (f i ), x + ir = ν(i) r T −r ω i (e i ), for a fixed function ν : I → {±1} such that ν(i) + ν( j) = 0 if a i j < 0 (see [2, Definition 4.6] ). We have T ω j (k ± ir ) = k ± ir for any i, j, and T ω j (x ± ir ) = x ± ir for any i = j. For any i ∈ I ∪ {0}, put
where c l = (−1) l q −l(l−1)/2 (q − q −1 ) l
[l]!. The element R i belongs to a completed tensor product (U U)ˆ(see [12, Section 4.1.1] , for instance). It is known that
wherec l = q l(l−1)/2 (q − q −1 ) l [l]!. If τ s i 1 · · · s i r is a reduced expression of w ∈ W with τ ∈ , set R w = τ T [2] i 1 · · · T [2] i r −1 (R i r ) · · · T [2] 
where a [2] = a a for any a. In particular, if w, w ∈ W are such that l(ww ) = l(w) + l(w ), then R ww = T [2] w (R w )R w . For any w ∈ W , set • w = T [2] w [12, Proposition 37.3 .2] and [2, Section 5]).
The quiver varieties

4.1
Let I (resp., E) be the set of vertices (resp., edges) of a finite graph (I, E) with no edge loops. For i, j ∈ I , let n i j be the number of edges joining i and j. Put a i j = 2δ i j −n i j . The map (I, E) → A = (a i j ) i, j∈I is a bijection from the set of finite graphs with no edge loops onto the set of symmetric generalized Cartan matrices. Let α i , i ∈ I , be the simple roots of the symmetric Kac-Moody algebra g corresponding to A. Hereafter, we assume that g is finite-dimensional, that is, that the matrix A is positive definite. Let H be the set of edges of (I, E) together with an orientation. For h ∈ H , let h and h be the incoming and the outcoming vertex of h, respectively. If h ∈ H , we denote by h ∈ H the same edge with opposite orientation. Given two
Let P + , Q + be the semigroups Q + = i∈I Nα i and P + = i∈I Nω i . Let us fix once for all the following convention: the dimension of the graded vector space
where / / denotes the categorical quotient. The variety Q αλ is smooth and quasiprojective.
4.2
Let π : Q αλ → N αλ be the affinization map. Let L αλ = π −1 (0) ⊂ Q αλ be the zero fiber. It is known that dim Q αλ = 2 dim L αλ . If α, α ∈ Q + are such that α ≥ α , then the extension by zero of representations of the quiver gives an injection N α λ → N αλ (see [16, Lemma 2.5.3] ). For any α, α , we consider the fiber product
It is known that dim Z αα λ = (dim Q αλ + dim Q α λ )/2. If α = α + α i and V ⊂ V have dimensions α and α , respectively, let C i+ α λ ⊂ Z αα λ be the set of pairs of triples (B, p, q), (B , p , q ), such that B |V = B, p = p, q
where φ flips the components. The variety C i± α λ is an irreducible component of Z αα λ . Consider the following varieties:
where α, α take all the possible values in Q + . Observe that for a fixed λ the set Q αλ is empty except for a finite number of α's.
4.3
Put
This action descends to Q αλ and N αλ . For any element s = (t, ζ ) ∈ G λ with t semisimple, let s ⊂ G λ be the Zariski closure of s Z . For any group homomorphism ρ ∈ Hom( s , G α ), let Q(ρ) ⊂ Q αλ be the subset of the classes of the triples (B, p, q), such that s · (B, p, q) = ρ(s) · (B, p, q). The fixed-point set Q s αλ is the disjoint union of the subvarieties Q(ρ). It is proved in [16, Theorem 5.5.6 ] that Q(ρ) is either empty or a connected component of Q s αλ .
by the stability of x 1 , and then V embeds in V /V 1 . Thus it is zero by the stability of x 2 . Assume that g ∈ G α 1 +α 2 maps x to x 1 ⊕ x 2 . Then
Thus the stability of x gives g −1 (V 2 ) ∩ V 1 = {0}. In the same way, we get
Moreover, the stability of (B, p, q) implies that V = z∈ζ Z spec t V (z). Claim (ii) follows.
Let
Let q be the trivial line bundle on Q αλ with the degree-one action of C × . We consider the classes
in K G λ (Q αλ ), and the classes
. It is known that T αλ is the class of the tangent sheaf to Q αλ and that T i±
is the class of the normal sheaf of C i± α λ in Q λ × Q λ (see [15] ).
The convolution product
5.1
For any complex algebraic linear group G and any quasi-projective G-variety X , let K G (X ), K G (X ) be the complexified Grothendieck groups of G-equivariant coherent sheaves and of locally free sheaves, respectively, on X . We put R(G) = K G ( point).
For simplicity, let f * , f * , ⊗ denote the derived functors R f * , L f * , ⊗ L (where ⊗ is the tensor product of sheaves of O X -modules). We use the same notation for a sheaf and its class in the Grothendieck group. Hereafter, elements of K G (X ) may be identified with their image in K G (X ). The class of the structural sheaf is simply denoted by 1. Given smooth quasi-projective G-varieties X 1 , X 2 , X 3 , consider the projection p ab :
Consider closed subvarieties Z ab ⊂ X a × X b such that the restriction of p 13 to p −1 12 Z 12 ∩ p −1 23 Z 23 is proper and maps to Z 13 . The convolution product is the map
(see [4] for more details). The flip φ : X a × X b → X b × X a gives a map φ * :
. This map anticommutes with ; that is,
5.2
Let D X be the Serre-Grothendieck duality operator on K G (X ) (see [13, Section 6.10], for instance). Assume that X is the disjoint union of smooth connected subvarieties X (i) . Assume also that we have fixed a particular invertible element q ∈ K G (X ). Put
for all a, i. The operators
(see [13, Lemma 9 .5] for more details).
5.3
If E is a G-bundle on X , we have the element
Observe also that z (E ) admits an inverse in K G (X ) [[z] ]. LetR(G) be the fraction field of R(G), and setK G (
Assume that G is a diagonalizable group and that the set of G-fixed points of the
by the localization theorem and [4, Proposition 5.10.3]. In particular, the element
, which holds, although the group G is not simply connected). In the sequel we may identify a G-bundle and its class in the Grothendieck group.
5.5
Assume that the group G is Abelian. For any R(G)-module M and any s ∈ G, let M s be the specialization of M at the maximal ideal in R(G) associated to s. The localization theorem gives isomorphisms of modules
where ι : X s → X is the closed embedding.
Nakajima's theorem
6.1
We fix a subset H + ⊂ H such that H + ∩H + = ∅ and H + ∪H + = H . For any i, j ∈ I , let n + i j be the number of arrows in
→ Q λ be the first and the second projection. We denote by V , V ∈ K G λ (Q λ ) 2 the pullback of the tautological sheaf (i.e., V = p * V and V = p * V ). Set L = q −1 (V − V ). For any r ∈ Z, set
, the map δ is the diagonal embedding Q λ → (Q λ ) 2 , and ± is the expansion at z = ∞ or zero. Hereafter, we may omit δ, hoping that it causes no confusion. Let U λ be the quotient of K G λ (Z λ ) by its torsion R( G λ )submodule. The space U λ is an associative algebra for the convolution product (with Z 12 = Z 23 = Z λ ). It is proved in [ 
6.4
Recall that dim Q αλ = (α|2λ − α). From the formula for T αλ in Section 4.5, we
Proof
For any α ∈ Q + , the Hecke correspondence C i± α λ is smooth and
and the commutation of the Serre-Grothendieck duality with closed embeddings, we get
, which is composed of λ and of the convolution product : 
Let s : U → U s be the composition of λ and the specialization at s. Consider the
The spaces W s , W s are U| q=ζ -modules. The U| q=ζ -module W s is called a standard module. It is cyclic and generated by [0]. 
The coproduct
Let us denote them by θ.
However, it is easy to see that the map θ :
Here we have used the localization theorem, the identity
the Kunneth formula for Q λ 1 × Q λ 2 , and [4, Theorem 6.1.22] (which is valid, although G λ 1 λ 2 is not simply connected). Taking the invariants under the Weyl group, we get the required invertibility. This invertibility is not needed in the sequel. Set also
The class of the normal bundle of Q λ 1 × Q λ 2 in Q λ is T + + q 2 T + * . In particular, the class
Proof
The proof follows from Lemma 4.4 and Sections 4.5 and 5.3.
Let W :W λ →W λ 1 λ 2 be the map induced by the pullback κ * : W λ → W λ 1 λ 2 (which is well defined since Q λ 1 × Q λ 2 and Q λ are smooth). Since Z λ is a closed subvariety of (Q λ ) 2 , the restriction with support with respect to the embedding
There is a unique linear map Q → P, α → α + , such that f i+ αλ = (α i |λ − α + ). By (5.4) and Lemma 7.2, the class
The class is invertible. We put
Hereafter, δ * may be omitted.
7.3
Let R ∈ U λ 1 λ 2 be the element defined in Lemma 8.1(iv), and setR = θ ( R). We put 
For any G-bundle E on X , the bivariant localization morphism r :
be the bivariant localization maps. These maps are invertible and commute to the convolution product . If (ζ Z spec t 1 ) ∩ spec t 2 = ∅, then Q s 
Proof of Theorem 7.4
Assume that s is generic. Then κ(Q s 1 λ 1 × Q s 2 λ 2 ) = Q s λ and U specializes to the map r −1 s 1 s 2 · r s by Remark 7.6. Assume that α = α ± α i ∈ Q + . Observe that
We have 
In this formula, the element L δ * F i+ * λ 2 is identified with its restriction to C i+
. Thus Det is the maximal exterior power of a virtual bundle on C i+
It is well defined by [4, Proposition 5.10.3] since s is generic. Here, ⊗ is the tensor product of sheaves on C i+ α 1 λ 1 × δ Q α 2 λ 2 (which is smooth). In the same way, r −1
Since s is generic, the class ∈W λ 1 λ 2 specializes to a class in K s (Q λ 1 × Q λ 2 ) s .
Let s 1 s 2 be this class. A direct computation gives the following identities in U s 1 s 2 :
Using (5.4), we get
Using (7.7), it is proved in Lemma 8.1(iii) that
We are done. The second identity follows from the first one and Lemma 6.5 since 
Consider the bilinear pairing
where q is the projection to a point and ⊗ is the tensor product of sheaves on Q s λ . The following lemma is proved as in [ 
Given a U λ -module M, let M be its contragredient module; that is, M = M * as a vector space and
The symbols • and • denote the tensor product of U-modules relative to the coproduct • and • , respectively. To simplify, let W denote also the map W idR (H ) :
The map U is an algebra homomorphism, and
(iii) The pairing identifies W λ,H with the contragredient module W λ,H . 
It suffices to check the two identities below:
(m |u m) = (m u|m) and m u = φ * (u) m .
These identities are standard. The first one is the associativity of the convolution product; the second one is essentially the fact that φ * is an antihomomorphism. Claim (iv)
is a direct computation: for any u, m, m as above, we have Assume that (ζ −1−N spec t 1 ) ∩ spec t 2 = ∅. Then the maps
are isomorphisms of U| q=ζ -modules.
Remark 7.13
Let us first recall the following standard facts (see [16, Section 7 .1], for instance). Let X be a smooth quasi-projective G-variety (G a linear group) with a finite partition into G-stable locally closed subsets X i , i ∈ I . Fix an order on I such that the subset i ≤i X i ⊂ X is closed for all i. Let κ : Y → X be the embedding of a smooth closed G-stable subvariety such that the intersections Y i = X i ∩ Y are the connected components of Y (in particular, Y i is smooth). Assume that there is a G-invariant vector bundle map π i : X i → Y i for each i. Let K G r,top be the complexified equivariant topological K -group of degree r (r = 0, 1). Assume also that K G 1,top 
Fix also an elementĒ i j ∈ K G (X i ) whose restriction to X i is π * i E i j . Then K G 1,top (X ) = {0}, K G 0,top (X ) = K G (X ), and theĒ i j 's form a basis of K G (X ).
Proof of Theorem 7.12
Consider the cocharacter
Let s, γ be the Zariski closed subgroup generated by s and γ (C × ). We have triple (B, p, q) representing a point x ∈ Q λ , let V 1 be the largest B-stable subspace contained in q −1 (W 1 ). Assume that x is fixed by s. Let Q(ρ) ⊂ Q s λ be the connected component containing x. For any z ∈ C × , let V (z) and W (z) be defined as in Lemma 4.4. Assume that (ζ −1−N spec t 1 ) ∩ spec t 2 = ∅. Then V (z) ⊂ V 1 for any z ∈ ζ −N spec(t 1 ). In particular, p(W 1 ) ⊂ V 1 . Thus the subspace V 1 ⊕ W 1 ⊂ V ⊕ W is stable by B, p, q. The restriction of (B, p, q) to V 1 ⊕ W 1 is a stable triple. The projection of (B, p, q) to V /V 1 ⊕ W/W 1 is also stable by the maximality of V 1 . Let x 1 ∈ Q s 1 λ 1 , x 2 ∈ Q s 2 λ 2 be the classes of those triples. We have
and write the triple γ (z)g(z) (B, p, q) , which represents γ (z)x, in a basis adapted to the splitting V = S ⊕ V 1 . Then do the limit z → 0). The claim is proved.
Consider the piece
. By the definition of Q + ρ 1 ρ 2 , the one-parameter subgroup γ acts on T Q + ρ 1 ρ 2 | Q ρ 1 ρ 2 with nonnegative weights. By Lemma 7.2 the class of the normal bundle of Q λ 1 × Q λ 2 in Q λ is the sum of T + and q 2 T + * . It is easy to see that γ acts on T + with negative weights, and on q 2 T + * with positive weights. We get the following equality of classes in K H (Q ρ 1 ρ 2 ):
Here we use the following notation: if E is the class of a virtual H -bundle on Q ρ 1 ρ 2 , then E s is the class of the s-invariant part of the virtual bundle. Recall that
We can apply Remark 7.13 to the following situation:
(see also [16, Theorem 7.3.5] ). We get particular bases
. In these bases, theR(H )-linear map
(where κ 1 is the restriction of κ to Q s 1 λ 1 × Q s 2 λ 2 , and ⊗ 1 is the tensor product on κ(Q s 1 λ 1 × Q s 2 λ 2 )) is triangular unipotent by Remark 7.13 and (7.14). Since
coincide up to the product by the class in K H (Q ρ 1 ρ 2 ) of an invertible sheaf (see Section 7.1 and (5.4)). Thus the product by
. In particular, the determinant of thē R(H )-linear map
with respect to B λ , B λ 1 λ 2 is an invertible element of R(H ). Let
be the closed embeddings. The localization theorem gives isomorphisms ofR(H )modules
Moreover, ι λ * K H (Q s λ ) ⊂ W λ,H are free R(H )-submodules ofW λ,H of maximal rank such that ι λ * K H (Q s λ ) s = W s . Thus the basis ι λ * (B λ ) differs from any basis of W λ,H by the action of anR(H )-linear operator whose determinant is regular and nonzero at s. The same is true for
By Section 7.1 we have
. Moreover, the product by
is an invertible operator in GL(K H (Q ρ 1 ρ 2 )) whose determinant, inR(H ), is regular and nonzero at s. The elementR ∈Ū λ 1 λ 2 is unipotent by Lemma 8.1(v 
7.15
For any α ∈ C × and any k ∈ I , let V ζ (ω k ) α be the simple finite-dimensional U |q=ζmodule with the jth Drinfeld polynomial (z − ζ −1 α) δ jk . By [16, Theorem 14.1.2] we have V ζ (ω k ) α = W s if λ = ω k and s = (α, ζ ) ∈ G λ . Theorem 7.12 has the following corollaries, which were conjectured in [16] (in a less precise form) and in [1] (for all types), respectively. COROLLARY 
7.16
The standard modules are the tensor products of the modules
such that τ 1 ≥ τ 2 ≥ · · · ≥ τ n , j = 1, 2, . . . , r , and the complex numbers α j are distinct modulo ζ Z .
Moreover, it is generated (resp., cogenerated) by the tensor product of the highest weight vectors. Remark 7.18 Corollary 7.16 is false if ζ is a root of unity.
Remark 7.19
The module W λ is presumably isomorphic to the Weyl module introduced in [9] , and it is studied in [3] . This statement is related to the flatness of the Weyl modules over the ring R λ . This is essentially equivalent to the conjecture in [3] .
The R-matrix
Let S be the set of pairs of semisimple elements (s 1 , s 2 ) ∈ G λ 1 × G λ 2 such that s 1 = (t 1 , ζ ), s 2 = (t 2 , ζ ), and | spec ρ 1 (s 1 ) −1 | < 1 < | spec ρ 2 (s 2 ) −1 | for all ρ 1 , ρ 2 such that Q ρ 1 ρ 2 is a nonempty connected component of Q s 1 λ 1 × Q s 2 λ 2 . The projection of S to spec R λ 1 λ 2 is a Zariski-dense subset. For any s 1 , s 2 , we put s = (t 1 ⊕ t 2 , ζ ). As usual, we put ρ = i∈I ω i ∈ P + .
The sequence ( s 1 s 2 )(R 2nρ ) admits a limit in U s 1 U s 2 when n goes to ∞. This limit, denoted by R s 1 s 2 , is an invertible element.
There is a unique invertible element R ∈ U λ 1 λ 2 which specializes to R s 1 s 2 for any (s 1 , s 2 ) ∈ S.
The element R ∈ U λ 1 λ 2 is unipotent.
Proof
In claim (i) we can assume that k = 1, that is, that m − = x − j,s and m + = x + i,r . Let L be the virtual bundle on Q λ × Q λ introduced in Section 6.1. By (6.2) we have
where ⊗ is the tensor product on Q λ × Q λ . For any n > 0, let L n s b , b = 1, 2, be the image in U s b of the restriction of L n to Z λ . We want to prove that lim n→∞ L n
⊗n by a constant that does not depend on n. Let us recall that if E is a line bundle on a smooth variety X , then the element E − 1 is a nilpotent element in the ring K(X ) (see [4, Proposition 5.9 .4], for instance). Since (s 1 , s 2 ) ∈ S, we are done. Claim (ii) follows from claim (i), from the formula R nρ = T [2] (n−1)ρ (R ρ )T [2] (n−2)ρ (R ρ ) · · · R ρ , and from [5, Theorem 4.4(2) ], applied to the partial R-matrix R ρ . We prove claim (iii) as in [10, Appendix B] . Fix r ∈ Z.
is well defined by claim (ii). Let us prove that the series x + ir 1 + s≥0 k + is x + i,r −s converges and coincides with this limit. We assume that r ≥ 0, the case r < 0 being very similar. The element
where a u=1 is the ordered product (the term corresponding to u = 1 is on the left), 1 ≤ s u ≤ r ≥ r u ≥ 0, u α i u − u α j u = α i , and u s u + u r u + u q u = r (see [5, Theorem 4.4(3) ] and its proof in [6, Section 3.5]). 
where r 0 , q u ≥ 0 and r 0 + u q u = r. We have [2] −rρ (R rρ ). By (3.1), the partial R-matrix R rρ is a sum of monomials in the elements x − x + ir and in
coincide. We are done. A similar argument gives the equality (and the convergence of both sides)
for all r ∈ Z. By (6.2) the r th Fourier coefficient in
Since (s 1 , s 2 ) ∈ S, the class −1 (q −1 − q)F i λ 1 L * is well defined in U s 1 U s 2 . Recall that, by (7.7), the element U (x ± ir ) is the image by θ of the r th Fourier coefficient in
Since L x ± i (z) = ±zx ± i (z) by (6.2), we get
We are done because the algebra U is generated by the elements x ± ir . Let us prove claim (iv). The map W :W λ →W λ 1 λ 2 is the bivariant localization map (associated to the embedding (Q λ 1 × Q λ 2 ) × pt → Q λ × pt). In particular, it is invertible. The map W is invertible also. ThusW λ 1 λ 2 can be viewed as a Umodule in two different ways: via W or via the coproduct • and the Kunneth isomorphismW λ 1 λ 2 W λ 1 R λ 1 λ 2W λ 2 . These representations of U are denoted by W λ 1 λ 2 and •W λ 1 λ 2 . Both U-modules are finite-dimensionalR λ 1 λ 2 -vector spaces. They are simple by [16, Theorem 14.1.2] since the tensor product of two generic simple finite-dimensional U-modules is still simple. They also have the same Drinfeld polynomials (see Section 6.6). Thus they are isomorphic. Obviously,
The localization theorem and the Kunneth formula give an isomorphism
Moreover, [4, Theorem 6.1.22] gives
ThusR (H ) R λ 1 λ 2 HomR λ 1 λ 2 ( •W λ 1 λ 2 , W λ 1 λ 2 ) R (H ) R λ 1 λ 2 U λ 1 λ 2 . Taking the invariants by the Weyl group of G λ 1 × G λ 2 , we get an isomorphism
Let R ∈ U λ 1 λ 2 be the element corresponding to the isomorphism of U-modules •W λ 1 λ 2 ∼ → W λ 1 λ 2 which is the identity on the highest weight vectors. Claim (iv) follows from claim (iii) since R s 1 s 2 intertwines the specialized modules whenever it is defined and invertible.
Claim (v) is immediate since R 2nρ is a sum of monomials in the elements x − ir x + i,−r , i ∈ I , r ≥ 1.
