Abstract
20
The fields of cryo-electron microscopy (cryoEM) and 21 three-dimensional (3D) image reconstruction have grown 22 dramatically in recent years and numerous macromolecular 23 structures have been solved with these techniques at sub-24 nanometer resolutions (Jiang and Ludtke, 2005) . These 25 achievements are attributable not only to improvements 26 in the computer hardware and transmission electron micro-27 scopes, but also advances in the software capabilities. In 28 fact, software has played a major role in nearly every 29 aspect of structure determination including image acquisi-30 tion (Carragher et al., 2000) , particle identification (see 31 Journal of Structural Biology, vol 145, 2004) , image recon-32 struction (Frank et al., 1996; Grigorieff, 1998; Ludtke et al., 33 1999) and visualization (e.g. Pettersen et al., 2004) . 34 An overview of the steps required for a complete cryoEM 35 structure study of virtually any macromolecule, including 36 viruses, starting with sample preparation and culminating 37 in interpretation of function, is shown in Fig. 1 . While each 38 of the major steps can be quite demanding and time-con-39 suming, structure determination, particularly for large 40 viruses and/or high resolutions, can often become the rate 41 limiting step. Image reconstruction procedures typically 42 require tens to hundreds of iterations over the multiple pro-43 grams responsible for origin and orientation refinement, 44 model construction, and resolution determination. Addi-45 tional complications arise because the optimal set of param-46 eters for a given iteration may not necessarily be ideal for 47 subsequent iterations. In addition, the structural biologist 48 is faced with a substantial data management problem that 49 requires tracking a large number of files containing digitized 50 micrographs, boxed particle images, intermediate particle 51 origins and orientations, 3D models, and Fourier Shell Cor-52 relation (FSC) values. Due to these complexities, a 3D 53 image reconstruction project can end up requiring months, 54 or even years, of hard work for an experienced researcher. 55 These challenges are even more daunting for novice 56 researchers and will become greater as more data are col-57 lected for higher-resolution reconstructions.
2. Overview of AUTO3DEM capabilities

93
The main function of AUTO3DEM is to integrate the 94 execution of the major image reconstruction programs 95 and manage the flow of data from one application to the 96 next. In our programming environment these include the 97 programs PFTsearch, PO 2 R, P3DR, PCUT, and PSF, 98 which are briefly described below (Section 3). Here we pro-99 vide an overview of the capabilities and modes of operation 100 of AUTO3DEM. 101 AUTO3DEM is written in Perl and can be used on any 102 machine running the UNIX or Linux operating system. 103 The only hardware requirement is that the machine has suf-104 ficient memory to run the numerically intensive codes men-105 tioned above. While it can be used on scalar systems, 106 AUTO3DEM is designed to take full advantage of parallel-107 ism and can be run on an arbitrary number of processors. 108 Software requirements are minimal and include an installa-109 tion of Perl for the automation system itself and a standard 110 Message Passing Interface (MPI) implementation for 111 running the parallel codes. 112 AUTO3DEM was designed to perform three basic 113 tasks: (i) traditional model (TM) reconstruction as 114 described in Baker et al. (Baker et al., 1999) , (ii) unbiased 115 model (UM) reconstruction (Grigorieff, 2000) , and (iii) 116 the generation of a starting model using the random model 117 (RM) method (Yan et al., 2006) . The TM reconstruction 118 method (Fig. 2) 
137
The TM reconstruction method is based on execution of 138 the 3DCore (Fig. 2) . Input consists of a set of boxed parti-139 cle images and an initial 3D model, together with a file that 140 contains the values of the parameters dictating the overall 141 flow control and execution of the image reconstruction 142 programs. The usual procedure is to run the calculations 143 in SEARCH mode using PFTsearch (Polar Fourier Trans-144 form search: Baker and Cheng, 1996) with the entire set of 145 particle images until the resolution of the model fails to 146 improve, and then shift to REFINE mode using PO 2 R 147 (Parallel Origin and Orientation Refinement: Ji et al., 148 2006) . 149 The key difference between these two modes is the man-150 ner in which the orientations of the particles are deter-151 mined. In SEARCH mode, each particle image is Fig. 1 . Primary steps involved in determining and analyzing the 3D structures of biological macromolecules. AUTO3DEM carries out all of the tasks required to produce the 3D reconstruction of icosahedral particles (boxed step).
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152 compared against a set of projections of the model evenly 153 covering the asymmetric unit and the particle is assigned 154 the orientation of the projection that best matches the 155 image. REFINE mode also compares the particle image 156 against a set of projections, but the orientations are chosen 157 from a limited region of orientation space surrounding the 158 most recent estimate for the orientation of the particle. The 159 origins and orientations determined after running AUTO3-160 DEM in SEARCH mode serve as input for the first itera-161 tion of REFINE mode. The latest set of origins and 162 orientations determined from an iteration of REFINE 163 mode serves as the starting point for the next iteration.
164
Although the subsequent model construction is general-165 ly performed using only a subset of the images, the origins 166 and orientations of all images need to be updated. The rea-167 son for this strategy is that images are often chosen for 168 inclusion in the model based upon the quality of their best 169 match against projections of the model. The quality of this 170 match can vary from one stage of the reconstruction to the 171 next, and it is not until after the new origins and orienta-172 tions have been determined that we can evaluate the 173 suitability of the image for inclusion in the model. 174 Following origin and orientation determination, maps 175 are constructed using one or more particle selection crite-176 ria. These criteria can be based, for example, on the orien-177 tations of the particles, defocus levels, or most commonly 178 on the quality of the best match between the images and 179 projections of the model. For the purpose of resolution 180 estimation, the selected particle images are divided into 181 two sets and a map is constructed for each set using the 182 program P3DR (Parallel Three-Dimensional Reconstruc-183 tion: Marinescu and Ji, 2003 
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190 FSC value first drops below a specified threshold (typically 191 0.5). The particle selection criterion that yields the highest 192 resolution map is identified and the full map is constructed 193 using all of the particle images that meet the selection 194 criterion. 195 At this point, the progress of the reconstruction is eval-196 uated. If the resolution had failed to improve over the 197 course of a specified number of consecutive iterations, the 198 target resolution had been reached, or the maximum 199 number of iterations had been exceeded, AUTO3DEM ter-200 minates execution. Depending on the reason for termina-201 tion, the user may have multiple courses of action. For 202 example, if the resolution had reached a plateau when run-203 ning in SEARCH mode, AUTO3DEM would typically be 204 restarted in REFINE mode. If steady progress had been 205 made, but the maximum number of iterations had been 206 reached, AUTO3DEM might simply be restarted where 207 the calculations had left off. If the execution terminated 208 when running in REFINE mode and further progress 209 had not been made, the user would need to consider man-210 ually changing AUTO3DEM input parameters, adding 211 more particles, or simply ending the reconstruction process 212 and concentrating on visualization and interpretation of 213 the 3D data. 214
If none of the termination conditions are met, new val-215 ues are calculated for the program parameters and the next 216 iteration of the structure determination is initiated. 217 Depending on the mode of operation, these updated 218 parameters may include the resolution limits used in com-219 paring the images to model projections, the inner and outer 220 radii of the ordered region of the model, and the steps sizes 221 required for origin and orientation determination.
2.2. Unbiased model (UM) reconstruction method
223
One shortcoming of the TM procedure is that it is sub-224 ject to model bias. The particle images are split into two 225 sets for the purpose of resolution determination and bias 226 arises because the model used during origin and orientation 227 refinement is reconstructed using the full set of images. The 228 solution to this problem is to carry out a straightforward 229 UM calculation (Fig. 3 ) in which the two reconstructions 230 are generated independently. 231
At the outset of the reconstruction protocol, the parti-232 cles are divided into two sets, A and B. One model is con-233 structed from each set and the A and B models are then fed 234 separately into the 3DCore (Fig. 2 ) described for the TM 235 calculations. After each model has been independently 236 refined to a specified level of resolution, the two models 237 are compared to determine to what resolution they agree. 238 The net effect is to use all of the particle images for resolu-239 tion determination, but without contaminating one branch 240 of the reconstruction with images from the other. Since 241 each branch uses only one-half of the total number of par-242 ticle images, the resolution determined from the FSC curve 243 within each 3DCore would likely be lower than that 244 obtained from the comparison of the A and B models. In 245 a similar fashion to the conventional calculation, the unbi-246 ased model calculation is terminated when the maximum 247 number of iterations is reached, a target resolution is 248 achieved, or further progress fails to be made. Otherwise, 249 the values of the program parameters based on the compar-250 ison of the two models are recalculated and control is 251 returned to the 3DCore. 252 In order to eliminate bias in the model reconstruction, it 253 is essential that two completely independent starting mod-254 els be used. Even starting from a previously solved, lower-255 resolution model would introduce bias since the orientation 256 and origin refinements of the particles in the two branches 257 would be performed relative to the same starting model. 258 The random model reconstruction method (Section 2.3) 259 avoids this problem and leads to a bias-free model. The data set of boxed particle images is first subdivided into two subsets and each is processed in an independent branch following the 3DCore procedure illustrated in Fig. 2 . Since each independent map is generated with an arbitrary handedness, for resolution determination the handedness of both maps, if necessary, must be fixed to be identical Dashed and solid lines indicate one-time and iterative operations, respectively.
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265 a synthetic model constructed with the correct size and tri-266 angulation number, or a model based on structural data 267 gleaned from the PDB. In other instances where no initial 268 model exists, one needs to be constructed ab initio. 269 AUTO3DEM can be used to perform a random model 270 (RM) calculation (Fig. 4 , Yan et al., 2006) to generate a 271 suitable model for further refinement. 272
The RM reconstruction is performed using a small sub-273 set of particle images, typically numbering in the range of 274 one or two hundred out of a much larger, full data set. 275 The rationale for this is twofold. First, the goal at this 276 point of the processing strategy is not to reconstruct a 277 high-resolution model, but simply to produce a reasonable 278 starting model that can be used as the input for conven-279 tional or unbiased model calculations. By restricting the 280 number of images, the run time for the RM method is min-281 imized. Second, experience shows that the use of too many 282 images lowers the success of the RM calculations because 283 the initial model approaches a nearly spherically symmetric 284 structure, and one therefore that is less likely to generate 285 reliable estimates of the particle origins and orientations. 286
In the RM calculations, an initial map is constructed 287 from particles whose orientations are randomly assigned 288 and origins are set at the center of the box window. This 289 map, together with the corresponding set of particle imag-290 es, is fed into the 3DCore and computations are repeated 291 for a fixed number of iterations using SEARCH mode to 292 improve the model. The process is repeated for multiple 293 sets of initial random orientations and the resulting model 294 with the highest resolution is chosen. Due to the small 295 number of particles used, the FSC curve may be fairly 296 noisy. For this reason, a different measure of resolution is 297 used for the RM method in which the FSC is averaged over 298 a range of spatial frequencies (typically 1/60-1/30 Å À1 ). 299 Although we have no theoretical basis for determining 300 whether or not a given set of random orientations will con-301 verge to a viable, low-resolution model, we find that 20-302 60% of the assignments do result in convergence (Yan 303 et al., 2006) . The user can specify the number of random 304 models to use, but our experience shows that choosing a 305 total of ten models achieves a nice balance between run 306 time and the quality of the suitable search model. 307 It is worth noting that running the RM calculation is 308 equivalent to launching a series of TM calculations in 309 SEARCH mode, each with a different set of random parti-310 cle orientations. The advantage though of using the RM 311 capabilities of AUTO3DEM is that it completely auto-312 mates the process. AUTO3DEM generates the random ori-313 entations, launches the TM reconstruction, manages the 314 input and output files, and interrogates the FSC curves 315 to determine the best model.
316
Description of key programs
317
A full description of the image reconstruction programs 318 used by AUTO3DEM is beyond the scope of this paper.
319 Here we present a brief overview of each program at a level 320 sufficient to understand the automation process. 321 The most numerically intensive step in the image recon-322 struction process is determination of the five parameters 323 describing the orientations and origins of the particles. 324 These are the three angles h, u, and x that define the incli-325 nation of the view vector from one of the twofold axes (typ-326 ically the z-axis), the azimuthal angle relative to a line 327 joining adjacent fivefold axes, and the rotation of the pro-328 jected view relative to the x axis in the image, respectively; 329 and x and y, the coordinates of the center of symmetry of 330 the particle where all of the symmetry axes intersect (see 331 Fig. 11 from Baker et al., 1999) . This determination can 332 be performed either in SEARCH mode or REFINE mode, 333 using the programs PFTsearch and PO 2 R, respectively. 334 PFTsearch is used in the early stages of the reconstruc-335 tion when the particle origins and orientations are either 336 unknown or only known to a relatively low level of accura-337 cy and the model is still at low resolution. Orientations are 338 derived in a two step process in which h and juj are deter-339 mined first, followed by x and the sign of u. The particle 340 images are compared to projections of the model corre-341 sponding to values of h and u covering one-half of the 342 asymmetric unit (ASU) of an icosahedron. At the typical 343 angular spacing of 1°, this results in comparison against 344 370 projections. The key advantage of SEARCH mode is 345 that the orientation space is evenly sampled and the parti-346 cle can avoid being trapped in a local minimum and failing 347 to find the true orientation. In theory, by reducing the 348 angular spacing, SEARCH mode can be used to determine 349 the particle orientations to an arbitrary level of accuracy. 350 In practice, however, this is not done since the number of 351 projections that each image needs to be compared against 352 increases approximately as the square of the inverse of 
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353 the angular spacing. For example, spacings of 0.5°and 354 0.25°result in 1430 and 5606 projections, respectively. 355
The particle origins and orientations are determined in 356 REFINE mode using the program PO 2 R. Rather than 357 searching the entire ASU, the particle images are compared 358 against a set of projections in (h, u, and x) space centered 359 about the current orientation obtained from PFTsearch or 360 the previous iteration of the reconstruction using PO 2 R. 361 The user can control both the size of the grid to be searched 362 (i.e., the number of steps to be taken in each direction for 363 each angle) and the magnitude of the angular spacing. 364 Although the model projections used for one particle can-365 not in general be used for other particles, PO 2 R is much 366 more efficient than PFTsearch for refining the particle ori-367 entations since the number of comparisons performed for 368 each image can be kept fixed while the magnitude of the 369 angular spacing is gradually reduced. 370
The 3D model is constructed from the particle images 371 using the program P3DR. The discrete Fourier transform 372 (DFT) is calculated for each 2D particle image and then 373 interpolated into the 3D DFT of the model using the par-374 ticle's origins and orientations. After this process has been 375 completed for all of the images, the real space electron den-376 sity map is obtained by taking the inverse FT of the 3D 377 DFT. 378
Two other external programs are required by AUTO3-379 DEM. The ordered region of the virus is masked from 380 the real space map using the program PCUT, thereby 381 reducing the non-icosahedral 'noise' in the FT of the 382 map. The key parameters specified by the user are the inner 383 and outer radii that define a spherical annulus within which 384 the ordered regions are concentrated. PCUT employs a 385 Gaussian falloff at each boundary to avoid artifacts that 386 would be caused by sharply cutting through a region of 387 non-zero electron density. The FSC curve, and thus the res-388 olution estimate, is determined by the program PSF. This 389 program accepts as input the two masked maps and vari-390 ables that define the range of spatial frequencies over which 391 the correlation coefficients should be calculated.
4. AUTO3DEM description
393
An overview of AUTO3DEM and its capabilities, 394 modes of operation, and a description of the underlying 395 computationally intensive image reconstruction codes have 396 been given. The following discussion provides more details 397 of the workings of AUTO3DEM including the format of 398 the user input, internal calculation and automatic updating 399 of program parameters, particle selection, output and mon-400 itoring of results, user intervention, and restart capabilities. 
402
A single file is used to set the AUTO3DEM control 403 parameters, the initial values of the input parameters for 404 the image processing codes, and the names of the data 405 file(s) containing the particle origins and orientations 406 (Fig. 5) R, and data files. In all records except those listing data files, the first field specifies the hash used to store related data and the second and third fields form key value pairs within the hash.
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431 and allow all users to work efficiently, AUTO3DEM sets 432 reasonable default values and performs internal calculation 433 of many of the parameters required by PO 2 R, P3DR, PFT-434 search, PCUT, and PSF. A description of the key calcula-435 tions is provided in the remainder of this section. 436 4.2.1. Inner and outer particle radii 437
The focus of most investigations is on the portion of the 438 map corresponding to the ordered region of the viral struc-439 ture. The interior of the virus, which typically contains dis-440 ordered genomic material, and the region outside of the 441 capsid contribute 'noise' to the reconstruction and should 442 not be used in origin and orientation determination. In 443 the early stages of the reconstruction process, where preli-444 minary structural information is not available, it can be dif-445 ficult to supply an accurate estimate for the inner and outer 446 radii demarcating the ordered region of the particle. When 447 running AUTO3DEM in SEARCH mode, the program 448 PFTsearch generates the radially averaged correlation 449 coefficient (CC) between projections of the model and 450 raw particle images (Fig. 6 ). This coefficient drops to low 451 values in disordered regions and can be used to derive val-452 ues for the inner and outer radii. These are updated at the 453 end of each iteration of the reconstruction process during 454 SEARCH mode and then held fixed when REFINE mode 455 is used. 456 4.2.2. Low-pass and high-pass filters 457
The spatial frequency limits used during origin and ori-458 entation determination play a critical role in structure 459 determination. The use of values outside of the optimal 460 range can lead to reconstructions that are dominated by 461 noise, overwhelmed by the low-frequency information 462 describing the gross shape of the particle, or simply fail 463 to reach the level of resolution that should be achievable 464 given the available image data. AUTO3DEM sets the cut-465 off for the lower resolution (Res lo ) to be equal to one-fifth 466 of the size of the boxed particle image. The value of the 467 upper resolution limit (Res hi ) is determined to correspond 468 to the spatial frequency at which the FSC curve drops 469 below a specified threshold (default value of 0.3, but can 470 be altered by the user) and is bounded by the Nyquist limit 471 of double the pixel size. 472 The low-pass filter (1/Res hi ) sets the upper bound of the 473 spatial frequency spectrum to be used when comparing the 474 image to projections of the model. However, the model 475 itself and the FSC curve are calculated to a slightly higher 476 spatial frequency limit. Rather than use a fixed offset in 477 spatial frequency space to determine these higher resolu-478 tions, a fractional offset is employed to calculate the reso- 
Angular and spatial step sizes
489 When running AUTO3DEM in REFINE mode, the 490 choice for the angular step size can significantly impact 491 both the quality of the reconstruction and the time required 492 for performing the calculation. Recall that REFINE mode 493 carries out a local search of the (h, u, and x) space sur-494 rounding the current orientation, rather than a global 495 search over the entire ASU. To determine orientations to 496 highest levels of accuracy, a region of the orientation space 497 must be explored that is large enough to capture the true Fig. 6 . Determination of inner and outer particle radii by AUTO3DEM. (A) Plot of radially averaged CC between a 3D reconstruction of CIV and a subset of 84 particle images chosen from a full set of 6925 images. The summation over the radially averaged CC between the map and the particles is calculated over a sliding window whose default width is one eight of the box dimension. The boundaries of the window location that maximize the sum define the particle radii. The inner and outer boundaries are extended inwards or outwards, respectively, as long as the CC value does not drop below a threshold with a default value of one half of the maximum CC value. In this example with the CIV data, AUTO3DEM selected inner and outer radii of 565 and 805 Å , respectively (dashed lines). 
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498 particle orientations, but small enough to avoid covering a 499 range of (h, u, and x) larger than necessary. Ideally, the 500 angular step size decreases as the resolution of the model 501 improves. Experience has shown that an upper limit for 502 the step size given by Dh = (360 Res hi )/(2pd) works well, 503 with Res hi defining the resolution limit from the last itera-504 tion and d, the box dimension, both measured in Ang-505 stroms. AUTO3DEM recalculates Dh at the end of each 506 iteration. The value of Res hi can also be used to calculate 507 the spatial step size used for the origin refinement. Consid-508 er a real-space model, f(x), and its corresponding trans-509 form, F(k AUTO3DEM generates distinctly named input and out-520 put files for each execution of the numerically intensive 521 image reconstruction codes. This facilitates tracking of 522 the input parameters that were used at each stage, trouble-523 shooting the run to determine where the quality of the 524 model deteriorated, or restarting in the event of hardware 525 failure. The overall progress of AUTO3DEM is monitored 526 in a master output file, which lists the jobs that were 527 launched along with summary information such as the 528 name of the executable, number of CPUs, and names of 529 input and output files. The master file also lists the estimat-530 ed resolution achieved at each iteration and summarizes 531 changes made to the program input parameters. Before ter-532 minating, AUTO3DEM writes a new input file that can be 533 used to restart the whole process. 534 AUTO3DEM is typically run without intervention, but 535 users can manually reset parameters during the course of 536 the reconstruction. To accomplish this, the user edits a sep-537 arate parameter file that is interrogated after each of the 538 iterations. If the timestamp of the file is more recent than 539 the start of the last iteration, it is read and the contents 540 are used to override the current values of the parameters. 541 This feature can be used by highly experienced users to per-542 form a limited degree of computational steering. 
544
In most structure determination projects, not all of the 545 particle images identified in the micrographs are used. 546 Obviously bad images are usually eliminated at the onset 547 of the project, but even images that pass initial screens will 548 often be excluded at later stages of the reconstruction pro-549 cess for any of a number of reasons. For example, particles 550 that show a preferred orientation in the micrograph may be 551 left out during model construction in order to get a more 552 representative sampling of views. More commonly, parti-553 cles are rejected on the basis of some measure of the quality 554 of fit between the image and the projection of the model 555 that best matches the image. 556 The user can specify the ranges of allowed or prohibited 557 values for the angles h, u, and x. By default, particles of all 558 orientations are considered. The user can also select parti-559 cles on the basis of the quality metrics generated by PFT-560 search or PO 2 R. Since the relative quality of the match 561 between the image and model is generally what is consid-562 ered, options are provided for selecting either a fraction 563 of the best particles or the particles that have quality mea-564 sures that are within a given number of standard deviations 565 of the average quality. AUTO3DEM has the capability to 566 generate and compare models using multiple selection cri-567 teria, thereby making it possible to determine which crite-568 rion yields a map with the highest estimated resolution.
569
Discussion
570
The AUTO3DEM process strategy has already been 571 used by us and others to examine a variety of icosahedral 572 viruses. Two examples of this are briefly described to illus-573 trate how the procedure works with experimental data. In 574 both examples, calculations were performed on a 44-node 575 Linux PC cluster, where each node consisted of two 576 2.4 GHz Pentium 4 processors with a shared memory of 577 3 GB. 578
Chilo iridescent virus (CIV)
579
CIV is a large dsDNA virus (d = 1850 Å ) of the family 580 Iridoviridae that infects the rice stem borer insect. Images 581 were recorded on an FEI/Philips CM300 FEG microscope 582 at a nominal magnification of 33,000x with underfocus lev-583 els ranging from 0.8 to 3.0 lm. A total of 6925 particle 584 images was extracted from 180 micrographs that were dig-585 itized with an effective pixel size of 4.24 Å . The starting 586 map for the calculation was derived from a 26 Å resolution 587 structure (Yan et al., 2000) . One cycle of refinement of the 588 CIV data (471 3 voxels) requires about 20 h of wall clock 589 time on 20 processors. Delays between executions of the 590 programs significantly increased the amount of time 591 required to complete this project. Eliminating these delays, 592 thereby streamlining the structure determination process, 593 was the initial motivation for the development of AUTO3-594 DEM. The CIV structure was solved in conjunction with 595 the development of AUTO3DEM and a resolution of 596 13 Å was ultimately achieved (Yan et al., 2005) . 597 5.2. Adeno-associated virus 1 (AAV1) 598 Adeno-associated viruses are small (d $ 260 Å ) ssDNA 599 viruses belonging to the dependovirus genus of the family 600 Parvoviridae. We studied the structure of AAV1, one of 601 eleven known serotypes of AAV. Images were recorded 
