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Conventional photocells suffer a fundamental efficiency threshold imposed by the principle of detailed bal-
ance, reflecting the fact that good absorbers must necessarily also be fast emitters. This limitation can be
overcome by ‘parking’ the energy of an absorbed photon in a dark state which neither absorbs nor emits light.
Here we argue that suitable dark states occur naturally as a consequence of the dipole-dipole interaction between
two proximal optical dipoles for a wide range of realistic molecular dimers. We develop an intuitive model of
a photocell comprising two light-absorbing molecules coupled to an idealised reaction centre, showing asym-
metric dimers are capable of providing a significant enhancement of light-to-current conversion under ambient
conditions. We conclude by describing a roadmap for identifying suitable molecular dimers for demonstrating
this effect by screening a very large set of possible candidate molecules.
I. INTRODUCTION
The operation of a solar energy harvesting device can be
enhanced by clever design of a nanoscopic, quantum mechan-
ical system1. Though thermodynamical considerations lead
to the famous Shockley-Queisser efficiency limit for classical
photocell devices2, the ‘detailed balance’ underlying this limit
can be broken by careful use of quantum interference. In par-
ticular, by carefully tailoring the interactions between two3,4
or more5,6 idealized and identical two-level energy absorbers,
it is possible to prevent the re-emission of absorbed light by
arranging that excitations end up in ‘dark’ – i.e. optically in-
accessible – states. This allows the energy to be dissipated
across a target load, rather than dissipated via spontaneous
emission.
It is conjectured that nature already exploits quantum-
mechanical properties in order to increase the light-harvesting
efficiency of photosynthesis7. The most well studied system
in this context is the FMO complex8, which connects the an-
tenna to the reaction centre in the light harvesting apparatus
of green sulfur bacteria. It consists of seven (or eight9) bac-
teriochlorophyll (BChl a) molecules that are held in place by
a messy protein scaffold, and surrounded by water at room
temperature, resulting in non-identical BChl excitation ener-
gies. True quantum effects may seem unlikely in the ‘hot and
wet’ conditions of such systems. However, the observation
of quantum coherent beats in experimentally measured two-
dimensional electronic spectroscopy suggests otherwise10–16.
A good definition of the term efficiency is key to quanti-
fying a quantum advantage. One such measure is the energy
transfer efficiency, i.e. the probability of an excitation reach-
ing the target electron acceptor after starting from a spatially
localised state17–19, but this does not capture all aspects of the
process. An alternative approach is placing a system between
two electrodes, and measuring the current through them20–23.
Dorfman et al. proposed a different canonical measure1: They
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FIG. 1. (a) Schematic of the different models: (i) independent,
(ii) symmetric, and (iii) asymmetric, depicted with molecules from
row F in Table I of Appendix A. (In)coherent coupling is denoted by
(wiggly) rounded arrows and the circle denotes the reaction center.
(b) Energy flow through asymmetric model: the donor chromophore
with strong optical oscillator strength absorbs a photon and transfers
it to its darker partner via Fo¨rster transfer. Delocalisation across the
dimer of the relevant quantum eigenstates is not depicted.
consider the entire cycle, from absorbing a photon to extract-
ing work, as a quantum heat engine (QHE). Procedurally, they
abstract the electron acceptor to become a two-level ‘trap’, in
which transferred electrons ‘fill’ the excited state before the
action of driving a load resistor is mimicked by decay to the
lower level of the trap. This gives a straightforward way of
defining the power and the efficiency of the heat engine. In
this picture, Fano interference may boost the photocurrent by
27% over that of a classical cell. Subsequently, Creatore et
al.3 reported an efficiency gain of 35% by introducing the
different effect of dark-state protection using two identical
dipole-coupled emitters. Further gains become possible for
more than two chromophores5,6.
II. MODEL
In this Letter, we use the QHE framework to determine
whether a quantum advantage is achievable in non-idealized
situations typical of real devices and conditions more closely
ar
X
iv
:1
51
1.
06
30
2v
2 
 [q
ua
nt-
ph
]  
5 A
ug
 20
16
2resembling the photosynthetic apparatus. In particular, we
consider a light harvesting device where the two constituent
chromophores are not identical. Surprisingly, we will find that
under realistic constraints an ‘asymmetric’ dimer may even
significantly outperform previously studied systems. Present-
ing several example molecules that would be highly efficient
light harvesters according to our model, we argue that the
number of conceivable molecular dimers with a quantum ad-
vantage is vast.
We now introduce a general framework that will allow us
to define three specific models shortly. We consider two, gen-
erally different, light-absorbing molecules with dipolar cou-
pling. There is a further coupling to an abstracted reaction
center ‘trap’, modelled as a two level system |α〉, |β〉 with
corresponding energies α, β , following Ref. 1. An exci-
tation absorbed by the molecules can be incoherently trans-
ferred into the reaction centre via a phonon-assisted process.
In what follows we restrict the dynamics to the subspace with
one or zero excitations across the entire system: this approx-
imation is valid since in realistic configurations inspired by
natural photosynthetic systems, the average excitation num-
ber is very small (N ≈ 0.02 for an energy gap of 2 eV and
sunlight temperature of 6000 K). Since photoexcitation is very
rare, once captured it is paramount to prevent spontaneous
emission back into the environment. Hence, access to a dark
state, i.e. a state that is decoupled from the photon field and
thus not susceptible to spontaneous emission decay, can en-
hance the engine’s efficiency. By Kasha’s rule re-emission
of absorbed photons will be dominated by the lowest excited
state, motivating our approach of only considering a single
excited level per chromophore.
We denote the excited states in the molecules as |1〉 , |2〉
with energies 1, 2, respectively, and the ground state as |g〉
with energy g , and J12 is the dipolar coupling between the
molecules. The Hamiltonian of the system is thus of dimen-
sion five and given by (see Fig. 2)
Hs =1 |1〉 〈1|+ 2 |2〉 〈2|+ g |g〉 〈g| (1)
+
J12
2
( |1〉 〈2|+ |2〉 〈1| )+ α |α〉 〈α|+ β |β〉 〈β|
=+ |+〉 〈+|+ − |−〉 〈−|+ g |g〉 〈g|
+ α |α〉 〈α|+ β |β〉 〈β| . (2)
In the second equation, |±〉 are the usual eigenstates diago-
nalising the subspace spanned by |1〉 , |2〉.
In addition to the bare system we also have the solar pho-
tonic bath at Th = 6000 K, which can induce spontaneous
and stimulated transitions |1〉 ↔ |g〉 and |2〉 ↔ |g〉. Further,
each molecule is embedded in its own local environment of
vibrational modes, treated as infinite phonon baths at room
temperature Tc = 300 K. A generic spin boson type interac-
tion between excitonic states and phonon modes yields tran-
sitions between the energy eigenstates |+〉 ↔ |−〉 , |+〉 ↔
|α〉 , |−〉 ↔ |α〉 , |β〉 ↔ |g〉24. Further, we include the reac-
tion center decay with rate γαβ , and some leakage between
|α〉 and |g〉 with rate χγαβ . The interaction Hamiltonian is
thus
HI =Iˆ1g + Iˆ2g + Iˆ11 + Iˆ22 + Iˆ1α + Iˆ2α + Iˆβg (3)
Antenna in site basis
Reaction
Centre
Antenna in
energy basis
FIG. 2. Level structure schematic of the three models. On the left
we show the system in the site basis and on the right in the energy
basis. The reaction centre is the same in both. We denote radiative
transitions by red arrows, and non-radiative phonon-induced transi-
tions by blue arrows.
Here Iˆab = 12 (|a〉 〈b|+ |b〉 〈a|)µˆab, and µˆ are operators of the
coupling to the different environments: µˆ1g, µˆ2g are dipole
operators, and the rest are phonon operators25.
Applying a standard Born-Markov procedure26 we arrive at
a set of Pauli master equations25:
∂
∂t
~P = Q~P . (4)
Here ~P = {P+, P−, Pα, Pβ , Pg}† is a vector of the popula-
tions in the diagonal basis of the system, and Q is a matrix of
the different rates, respecting detailed balance for photon and
phonon baths independently. Resulting transition rates are de-
picted in Fig. 2 and conservation of total population imposes
the additional constraint
∑
i Pi = 1. We give the explicit
entries of Q in Appendix B 3, and also show that this rate
equation approach is valid by direct comparison with the full
Bloch-Redfield equations.
Utilising the concept of a photochemical voltage27, we at-
tribute an effective current and voltage to the reaction center1:
I = eγαβPα, V = α − β − kBTc ln(Pα/Pβ) . (5)
Following Refs. 1, 3–5, and 28 we now consider quantity
P = IV as a measure of the power generated by the system.
Here Tc is the (cold) phonon temperature, kB the Boltzmann
constant, and e the electron charge. In the absence of sun-
light, the system thermalizes to the phonon bath temperature,
and the voltage vanishes. Thus V is a measure of the deviation
from the thermal state with temperature Tc. We are interested
in the steady-state power output, which is found by setting the
LHS of Eq. (4) to zero and solving the resulting simultaneous
algebraic equations.
Our Hamiltonian is static, and so there is no cycle as there
would be for conventional quantum heat engines29–31; our de-
vice rather relies on heat flowing through the reaction centre to
produce work32–34. Henceforth, we adopt the maximal achiev-
able steady state power as our measure of efficiency: we treat
the reaction centre as a black box optimizing its γαβ to gener-
ate maximal power (keeping all other parameters fixed). For a
3representative example of the behaviour of P and I as a func-
tion of V see Fig. 9.
We now define the three specific models which we shall
compare. These have contrasting molecular geometries and
are depicted in Fig. 1. First, the independent model has two
identical light harvesting molecules that are not directly cou-
pled to one another whilst each is independently coupled to
the reaction centre. Specifically µˆ1g = µˆ2g; µˆ1α, µˆ2α repre-
sent the coupling to different phonon baths, and J12 = γ+− =
0. Further, we let γ+g = γ−g, γ+α = γ−α, + = −. This
model does not exhibit dark state protection and serves as a
benchmark for the other models.
Second, the symmetric model mirrors that described in
Ref. 3 and consists of two identical, directly coupled
molecules: 1 = 2, µˆ1g = µˆ2g , and J12 > 0. This arrange-
ment leads to a dark and bright state, |+〉 and |−〉 respectively,
with γ−g = 0 and γ+− = 14 (γ11+γ22). The molecules couple
to the reaction center in anti-phase µˆ1α = −µˆ2α3, rendering
γ+α = 0. We discuss deviations from this idealized scenario
in Appendix B.
Finally, the asymmetric model is the main focus of our Let-
ter. It comprises two non-identical molecules 1 < 2 with
different dipole moments µˆ1g = zµˆ2g where z < 1 rep-
resents the asymmetry. The dark(er) |−〉 state has a larger
overlap with molecule 1, which we imagine closer to the re-
action center, and we assume molecule 2 only has negligibly
small reaction center coupling (µˆ2α = 0). We believe that this
configuration should be easier to realise than the symmetric
model, while allowing engineering of the energy gap +− −.
For flat spectral densities of the environments around the tran-
sition frequencies, we find this asymmetric model exhibits a
fully dark state, provided that J12, z, and 2 − 1 satisfy the
relation:
J12 =
2z
1− z2 (2 − 1). (6)
Explicit rates for this system are given in Appendix B 3.
Whether or not |−〉 is indeed fully dark, we can express the
resulting total excitation rate through an angle Φ:
γ+g =(γ1g + γ2g) cos
2 Φ, (7)
γ−g =(γ1g + γ2g) sin2 Φ. (8)
Thus tan2 Φ = γ−g/γ+g , and tan2 Φ = 0 in the presence of
a completely dark state.
Several mechanisms may cause deviation from a fully dark
state in both coupled models: First, different local environ-
ments would generally entail differing reorganization energy
shifts and thus excitation energies. For example, the FMO
complex consists of seven identical BChl units, embedded in
a protein scaffolding, resulting in on-site energies spanning a
range of 25 meV10. Second, the two dipoles may be at an
angle ϕ instead of parallel3, breaking the interference needed
for a completely dark state. Third, the coherent coupling J12
depends on both the distance between the two molecules, and
the angle ϕ: J12 = J012 cosϕ, where J
0
12 is the coupling with
parallel dipoles. Taking all this into account we get in the
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FIG. 3. Power enhancement over the benchmark achievable through
a dark state, as a function of the trapping rate on a log-log scale. The
parameters were chosen to enable comparison with Ref. 3: γ1g +
γ2g = 1.24 × 10−6 eV, γ11 = γ22 = 0.005 eV, γβg = 0.0248 eV,
Th = 6000 K, Tc = 300 K, − = 2 eV, α = 1.8 eV, β = 0.2 eV,
χ = 0.2. Inset: the total power output of the systems in arbitrary
units.
general case, i.e. for all models,
tan2Φ =
ΩR(1 + z
2)− (2 − 1)(1− z2)− 2zJ12 cosϕ
ΩR(1 + z2) + (2 − 1)(1− z2) + 2zJ12 cosϕ,
(9)
with ΩR =
√
(2 − 1)2 + J212 being the Rabi frequency of
the bare system between sites 1 and 2. Further discussion
about deviation from the fully dark state, and details on the
coupling to the reaction centre are given Appendix B.
The performance of the (a)symmetric relative to the inde-
pendent models will be assessed by using our simulations to
determine the ratio of the respective maximum powers, found
by varying γαβ in each case [see Eq. (5)]. For a fair compar-
ison, we keep γ+g + γ−g , −, and γ1α equal across all three
models.
III. NUMERICAL RESULTS
Fig. 3 presents the enhancement achievable by dark-state
protection. Here we have optimized J12 as well as γαβ with
all other parameters fixed. We also constrain J12 to below
30 meV as an upper limit of realistic coupling strength. For
the asymmetric model the dark state criterion, Eq. 6, informs
an appropriate dipole asymmetry z for a given value of J12.
Quantum enhancement is only possible when the transfer into
the reaction center is relatively slow and constitutes a bottle-
neck in the cycle. In the limit of γ1α → 0 an upper bound
to the enhancement emerges. Within a reasonable parameter
range this limit grows with increasing J12 for the symmetric
and with 2 − 1 for the asymmetric case. As strong cou-
pling is harder to realise than site energy mismatch, asymmet-
ric dimers might more easily achieve high performance. We
note that deeper into the slow transfer limit the potential en-
hancement factors can significantly exceed the values of up to
50% reported by Refs. 1, 3, and 5. By contrast, for fast trans-
fer rates dark-state protection offers no advantage: absorbing
4FIG. 4. Orange surface: relative power enhancement of the asym-
metric model, as a function of the energy difference 2 − 1 and
coupling J12. Gray surface: relative power enhancement of the sym-
metric model (independent of 2− 1). Black dashed line: asymmet-
ric model enhancement for a fixed 2 − 1 = 90 meV. The dashed
line is projected onto the 2 − 1 = 0 plane, for comparison with
the symmetric equivalent (dashed blue). The black thick line is the
contour where the symmetric and asymmetric power ratios are equal.
Parameters are as in Fig. 3 and with γ1α = 6 × 10−7 eV.
photons at an energy higher than the extraction energy (i.e. at
reduced thermal photon occupancy), combined with γ2α = 0,
is now detrimental.
Fig. 4 shows the relative power enhancements of the asym-
metric model as a function of the energy difference 1−2 and
of the coupling J12. We also plot the equivalent enhancement
given by the symmetric model, and show there is a parame-
ter regime, with boundaries marked by a black line, for which
the asymmetric model outperforms the symmetric one. The
asymmetric model displays a peak power enhancement at fi-
nite coupling and energy difference. This happens for two rea-
sons: First, in the regime +− − . kBT , the rate |−〉 → |+〉
is non-negligible, and so the dark state is not protected. Sec-
ond, if + − −  J12, the rate |+〉 → |−〉 becomes neg-
ligible, and the dark state is rarely populated. Note that in
the limit J12 → 0, the asymmetric model gives a smaller
power than the independent benchmark. This is because we
set γ2α = 0 for the asymmetric model, effectively making it a
single antenna setup benchmarked against two antennae. We
examine further realistic imperfections, including the pres-
ence of additional dephasing mechanisms, in Appendix B.
IV. CANDIDATE MOLECULES FOR REALIZING THE
ASYMMETRIC MODEL
To assess the feasibility of generating suitable asymmetric
molecules for power enhancement, we use a library contain-
ing quantum-chemically predicted properties of organic light-
emitting diode molecules35 to identify systems that minimize
tan2 Φ in Eq. (9). Appendix A provides a full account of how
quantum chemical calculations lead to promising molecular
dimer candidates through a rigorous multistage process. Our
donor candidates feature strongly allowed optical transitions
(µ of 3.5 atomic units) and site energies between 3.5 to 2.5
eV to optimally absorb sunlight. As required by the model,
acceptable acceptor compounds must have 1 < 2 and pos-
sess lower transition dipole moments with z ≈ 0.2 to deliver
tan2 Φ . 0.05. For simplicity, we assume fully aligned tran-
sition dipole moments and center-to-center distances between
donor and acceptor moieties of 1 nm (approximately corre-
sponding to the size of a small aromatic bridging group), re-
sulting in an inter-site coupling of up to 15 meV. Importantly,
we analyse the properties of our dimers for both ground and
excited state equilibrium geometry to identify systems whose
relevant properties are robust to vibrational relaxation effects
accompanying optical absorption and emission.
The predicted properties of a selection of molecular pairs
are reported in Table I of Appendix A and an illustration of
some molecules is shown in Fig. 5. These examples provide
evidence that the chemical regime required for dark-state pro-
tection is readily available in ordinary molecular systems. A
full implementation of the proposed model would also require
an additional molecular system to act as a trap, as well as con-
trol over orientation and distance between donor and acceptor.
Whereas the chemical synthesis of such a complex structure
is challenging, our results show that matching fundamental
components for such a system is entirely feasible.
V. SUMMARY AND CONCLUSIONS
In conclusion, we have presented a general model of light
absorption by an asymmetric pair of coupled chromophores,
finding that it can outperform both the symmetric dimer and a
pair of independent molecules in realistic parameter regimes
of operation for a solar cell device. Not relying on identi-
cally matched coupled chromophores, this approach is more
robust to deviations from the delicate conditions required by
its symmetric counterpart. Moreover, we have shown that an
abundance of real pairs of molecules have the required asym-
metric properties, and indeed, such asymmetry is an integral
part of natural photosynthetic systems.
The reason our asymmetric model works so well is that it
enables arbitrarily large energy gaps between the bright and
dark states, thus preventing phonon-assisted promotion from
the dark to the bright state. In the regime where excitations
are rare and the transfer into the reaction center is very slow,
this translates into better protection of the excitations, thus
increasing the overall efficiency of the device.
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FIG. 5. Density of calculated dye molecules for a given tran-
sition dipole moment and site energy at the TD-DFT B3LYP/6-
31G(d)//B3LYP/6-31G(d) level of theory. Lead donor and acceptor
pairs are marked as circles and triangles of matching color.
Appendix A: Molecular dimers candidates
In the following we discuss a possible roadmap towards
finding candidate dimer systems based on pairs of real
molecules, which are predicted to display the desired dark-
state protection effect. Our pool of molecules consists of a
database listing 500,000 viable organic dye molecules. Their
site energies and transition dipole moments were calculated
at the TD-DFT B3LYP/6-31G(d) level of theory on molecular
geometries optimized at the B3LYP/6-31G(d) level.35
As a starting point in our endeavour to identify potential
dimer candidates, we survey the relevant optical properties of
individual molecules. Figure. 5 shows the distribution of ab-
sorption energy vs optical dipole strength across all molecules
in the database.
Recognising that vibronic effects are usually important in
molecular systems, we have calculated the effect of geometric
relaxation on a selection of 2,000 molecules by optimizing the
molecular geometries of their lowest excited state at the TD-
DFT B3LYP/6-31G(d) level of theory. In Fig. 6 we survey
the relevant optical properties of this reduced sample. We plot
the absorption energy as a function of optical dipole strength
(upper left panel), the relative difference in dipole strength
between absorption and emission (upper right panel), and the
Stokes shift as a function of dipole strength and transition en-
ergy, respectively, (lower panels).
Of relevance to our scheme, we note there is an abun-
dance of molecules with absorption energies in the 2.5-3.5 eV
bracket — i.e., near the power maximum in the spectrum of
sunlight — and that these molecules possess a varying degree
of dipole strength. There are also a sizeable number of candi-
dates with relatively low Stokes shift, mainly appearing in two
clusters with comparatively strong and weak optical dipoles.
Finally, candidates exist for which there is only a small differ-
ence in the dipole moments of absorption and emission, con-
sistent with dipoles that have little dependence on vibronic
coupling, suggesting that the nature of the relevant states will
not change significantly with geometrical relaxation.
We now attempt to pair up molecules according to whether
they show promise for displaying dark-state behaviour. For
this purpose the donor and acceptor are assumed to be cou-
pled via point dipole coupling of their lowest local excited
states. For computational ease of screening the still large set
of candidates, we base our estimate of the Fo¨rster coupling on
the oscillator strength and transition energy of the absorption
transition (S0). The histograms displayed in Fig. 7 report the
density of suitable donor (or acceptor) partners in the database
for a selection of 16 given acceptors (or donors) with a wide
range of properties. As shown, a very large number of poten-
tial partner molecules with a high level of predicted dark state
protection (tan2 Φ . 0.05) exists in the majority of all cases
considered.
To take a further step, we report a selection of 26 candi-
date chromophore pairs which are expected to be suitable for
dark-state protection according to the predicted properties on
the ground state equilibrium geometry (all rows in Table I).
These 26 candidates were obtained as combinations of the 6
donor and 20 acceptor molecules highlighted in Figs. 5 and 6.
For these candidates we also calculate the emission properties,
based on the excited state equilibrium geometry (results again
in Table I). This shows that not all pairs can be expected to
be fully characterised by our simpler initial approach: Some
molecules, particularly acceptors, have high vibronic coupling
and experience large changes in both site energy and transition
dipole upon excitation.
To screen further, we therefore select the six pairs with the
overall most favourable values for tan2 Φ across both excited
and ground geometries. These highly promising candidate
pairs are printed in rows A-F of Table I, combining a pro-
nounced dark-state both from the S0 and the S1 transition. No
large-scale vibronic effects, such as state reordering are ob-
served for the intermediate geometries for these pairs. We be-
lieve these dimer candidates would be excellent candidates for
full experimental and/or ab-initio computational characterisa-
tion, as in intermediate goal on route to a full experimental
implementation of our proposed scheme.
We note that throughout our process of narrowing down the
field, we have at several stages had to reduce the pool of can-
didates by random selection, so our final list of six candidates
will likely only be a tiny fraction of interesting dimer combi-
nations existing in the full space of the database. Further, flu-
orescent dyes, such as cyanine or BODIPY derivatives were
not explored in this particular dataset, but are also expected to
produce species with large transition dipole moment at arbi-
trary absorption energies.
Appendix B: The theoretical model
1. Connection between model in main text and real systems
The theoretical model in the main text considers a pair of
two level systems in its representation of the molecular dimer.
However, real molecules often possess a manifold of vibra-
tional as well as higher excited states. As we explain in the
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FIG. 6. Plots of key optical properites of candidate molecules. Upper left: absorption energy against dipole strength; upper right: relative
difference in dipole strength between absorption and emission, as a function of dipole strength; lower panels: Stokes shift as a function of
dipole strength (left) and transition energy (right). Lead donor and acceptors pairs are marked as circles and triangles of the same color.
following an effective two-level description nevertheless re-
mains adequate for our current purpose, even if the constituent
molecules possess a richer internal structure. The main rea-
son for this is Kasha’s rule, which applies due to the expected
clear separation of timescales between vibrational relaxation
(which happens on a fs timescale) and any of the much slower
processes which are explicitly captured by our model.
Our model aims to find a general and effective yet justified
description, that does not require a host of specific assump-
tions that will differ from dimer to dimer. As the following
sections in this document show that our simplified model al-
ready displays rich dynamics and involves a number of sub-
tleties. Naturally, its degree of validity will depend on the
specifics of a molecular system at hand, but in all cases we
expect it to provide valuable guiding insight as well as con-
stituting a useful and adequate working description for a large
number of molecular dimers. Once a particular candidate has
been fully characterised, the model could easily be extended
to account for the details in that particular scenario.
We note that the initial photon absorption event in the cycle
may in some systems produce vibrational as well as (delo-
calised) electronic excitation on the molecular dimer, but by
Kasha’s rule all excited state population quickly relaxes to the
lowest excited equilibrium states of each molecule, which en-
tirely determine the photoluminescence, i.e. the optical emis-
sion properties. Provided this relaxation occurs fast enough,
higher excited states can be adiabatically eliminated from the
model, since they never carry any significant steady state pop-
ulation. We may therefore assume (incoherent) excitation di-
rectly into a mixture of population in the bright(er) |+〉 and the
dark(er) |−〉 states. Ultimately, we desire to store all popula-
tion in the dark state. Our model from the main text achieves
this by means of a phonon-assisted process (due to the vibra-
tional background) that is distinct from the vibrational relax-
ation of strongly coupled modes connected to Kasha’s rule.
Our model may therefore sometimes overestimate the amount
of population that needs to be moved from the |+〉 to the |−〉
state, and when that is the case, it will be conservative in its
estimate of the ensuing performance enhancement due to the
presence of the dark state.
A second point relates to our estimate of the Fo¨rster cou-
pling strength: Fo¨rster coupling is well understood in the
regimes of weak and strong coupling. In the latter case – ar-
guably the more desirable one for our scheme – the coupling
strength is usually taken as a fixed coherent Hamiltonian con-
tribution for modelling purposes. As we observe slight dif-
7FIG. 7. Top: Abundance of potential acceptor molecules in the molecular database, given a donor with transition dipole (µ) and site energy
(E), as a function of tan2 Φ. Bottom: Abundance of potential donor molecules in the molecular database, given an acceptor with transition
dipole (µ) and site energy (E), as a function of tan2 Φ.
8# Eg2 µ
g
2 E
e
2 µ
e
2 E
g
1 µ
g
1 E
s
1 µ
e
1 zg ze Jg Je tan
2 Φg tan
2 Φe Q
1 2.73 3.54 2.45 3.32 2.61 0.94 1.97 0.06 0.27 0.02 0.013 0.012 0.044 0.000 1.41
2 2.73 3.54 2.45 3.32 2.63 1.02 2.00 0.17 0.29 0.05 0.015 0.013 0.047 0.001 1.45
3 2.93 3.52 2.56 4.13 2.82 0.90 2.18 0.00 0.26 0.00 0.013 0.018 0.038 0.001 1.45
4 2.93 3.52 2.56 4.13 2.82 1.09 2.43 0.93 0.31 0.23 0.015 0.021 0.055 0.020 1.43
5 2.93 3.52 2.56 4.13 2.81 1.11 2.17 0.04 0.32 0.01 0.016 0.022 0.060 0.000 1.40
6 2.90 3.52 2.44 3.29 2.80 0.89 2.16 0.04 0.25 0.01 0.013 0.011 0.035 0.000 1.47
7 2.90 3.52 2.44 3.29 2.78 0.87 2.17 0.06 0.25 0.02 0.012 0.011 0.037 0.000 1.44
8 2.90 3.52 2.44 3.29 2.78 0.89 2.17 0.37 0.25 0.11 0.013 0.011 0.038 0.008 1.44
9 3.04 3.45 2.70 3.33 2.94 0.92 2.37 0.11 0.27 0.03 0.013 0.012 0.040 0.000 1.46
10 2.94 3.48 2.65 3.52 2.84 0.74 2.36 0.38 0.21 0.11 0.010 0.011 0.026 0.008 1.47
11 2.94 3.48 2.65 3.52 2.82 0.90 2.18 0.00 0.26 0.00 0.013 0.013 0.041 0.000 1.43
12 2.94 3.48 2.65 3.52 2.82 0.97 2.27 1.20 0.28 0.34 0.014 0.014 0.049 0.103 1.41
13 2.94 3.48 2.65 3.52 2.81 1.11 2.17 0.04 0.32 0.01 0.016 0.016 0.065 0.000 1.38
14 2.80 3.57 2.23 1.49 2.68 0.86 2.07 0.04 0.24 0.03 0.012 0.002 0.035 0.001 1.44
15 2.80 3.57 2.23 1.49 2.66 0.98 2.20 0.58 0.28 0.39 0.014 0.002 0.049 0.117 1.36
16 2.80 3.57 2.23 1.49 2.68 1.06 2.08 0.56 0.30 0.38 0.015 0.003 0.052 0.133 1.41
17 2.80 3.57 2.23 1.49 2.67 1.06 2.10 0.17 0.30 0.11 0.015 0.003 0.054 0.011 1.39
18 2.80 3.57 2.23 1.49 2.68 1.24 2.03 0.00 0.35 0.00 0.018 0.003 0.069 0.000 1.40
19 2.80 3.57 2.23 1.49 2.66 1.20 2.05 0.06 0.34 0.04 0.017 0.003 0.071 0.001 1.35
20 2.80 3.57 2.23 1.49 2.67 1.23 2.03 0.06 0.34 0.04 0.018 0.003 0.072 0.001 1.37
A 2.73 3.54 2.45 3.32 2.62 0.95 2.19 1.02 0.27 0.31 0.014 0.012 0.042 0.080 1.45
B 2.93 3.52 2.56 4.13 2.82 0.97 2.27 1.20 0.28 0.29 0.014 0.019 0.046 0.065 1.43
C 2.93 3.52 2.56 4.13 2.79 1.07 2.32 1.20 0.31 0.29 0.015 0.021 0.062 0.059 1.34
D 2.90 3.52 2.44 3.29 2.76 1.01 2.35 0.97 0.29 0.29 0.014 0.013 0.053 0.046 1.38
E 2.90 3.52 2.44 3.29 2.79 1.07 2.32 1.20 0.31 0.36 0.015 0.013 0.053 0.092 1.43
F 2.94 3.48 2.65 3.52 2.82 1.09 2.43 0.93 0.31 0.26 0.015 0.016 0.059 0.052 1.41
TABLE I. List of 26 candidate pairs which exhibit a relatively good dark state, with their relative enhancement to the benchmark. The symbols
are as defined in the main text with the number index 2 and 1 labelling donor and acceptor, respectively. The super- and subscripts e and g
denote whether the relevant property was obtained from the relaxed excited or ground state geometry, i.e. from the S1 or the S0 transition. The
final six pairs A-F have only small differences in tan2 Φg and tan2 Φe for the ground and excited state geometries, suggesting the nature of
the relevant states will be robust to vibronic relaxation. Q = power / benchmark power for the ground state geometries.
ferences between absorption and emission properties of our
candidate dimers (see Table I) we cannot get a precise esti-
mate of the coupling from the S0 transition. However, for
our selected dimer candidates the large degree of similarity
for the S0 and S1 transitions implies a sufficiently strong cou-
pling near, or in between the two numbers shown. We note
that the asymmetric approach in particular is remarkably ro-
bust to small variations in VF (also see Fig. 10), so that small
deviations away from predicated values would not greatly af-
fect the achievable performance. A rigorous calculation of the
coupling strength would be desirable but is a known tricky
problem which would require a full calculation which explic-
itly considers the vibronic nature of the excited states. This
seems worthwhile of investigation on its own and is beyond
the scope of the present paper.
2. Coupling to the Reaction Centre
In our model we use nonlocal electron-phonon
coupling36–39 to capture the transfer into the reaction
centre. We use this form because of its mathematical simplic-
ity plus its ability to capture the suppression of the transfer
|+〉 → |α〉 as introduced in Ref. 3.
As this form is not as commonly used in the study of exci-
ton transfer, we note that we could alternatively have imple-
mented the reaction centre transfer with only local phonons.
In that case, we would include the following additional coher-
ent coupling term to the system Hamiltonian [Eq. (1) in the
main text]
Hs →Hs (B1)
+ (v1α |1〉 〈α|+ v2α |2〉 〈α|+ vβg |β〉 〈g|+H.c.) ,
whilst substituting all of Iˆ1α, Iˆ2α, Iˆβg in Eq. (3) for another lo-
cal phonon bath Iˆββ . This results in almost exactly the same
final set of rate equations. The main difference is that there is
no longer a complete cancellation of the |+〉 → |α〉 transition
in the symmetric model. The asymmetric model, which is the
main focus of our paper, remains largely unaffected (there is
an additional small rate which becomes negligible when the
molecule is properly asymmetric). These slight differences in
the rate equation model depend on the specifics of the reaction
center (which we only model in an abstracted way anyway),
and in particular they do not change any of our central conclu-
sions. For this reason, we have adopted the nonlocal phonon
model, which maps directly onto the approach used by Ref. 3,
for ease of comparison.
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FIG. 8. Illustration of the bottom 6 pairs in Table. I. The up-
per molecule of each pair corresponds to the optically active energy
donor (molecule 2).
3. Rate equation details
The rate equations of the system are given by:
∂
∂t
P+ =− γ+−[(Nω+− + 1)P+ −Nω+−P−] (B2)
− γ+g[(NThω+g + 1)P+ −NThω+gPg]
− γ+α[(Nω+α + 1)P+ −Nω+αPg],
∂
∂t
P− = + γ+−[(Nω+− + 1)P+ −Nω+−P−] (B3)
− γ−g[(NThω−g + 1)P− −NThω−gPg]
− γ−α[(Nω−α + 1)P− −Nω−αPg],
∂
∂t
Pα = + γ+α[(Nω+α + 1)P+ −Nω+αPα] (B4)
+ γ−α[(Nω−α + 1)P− −Nω−αPα]
− γαβ [(Nωαβ + 1)Pα −NωαβPα]
− χγαβ [(Nωαg + 1)Pα −NωαgPg],
∂
∂t
Pβ = + γαβ [(Nωαβ + 1)Pα −NωαβPα] (B5)
− γβg[(Nωβg + 1)Pβ −NωβgPg],
combined with the population normalisation condition∑
i Pi = 1. Here ωab = a − b and Nω (NThω ) is the thermal
occupation number for a given frequency ω and temperature
Tc (Th). Assuming that the spectral densities of the environ-
ments are nearly flat around the transition frequencies, the dif-
ferent γ’s of the asymmetric model are given by
γ+g =|z 〈+|1〉+ 〈+|2〉 |2γ2g, (B6)
γ−g =|z 〈−|1〉+ 〈−|2〉 |2γ2g, (B7)
γ+− =| 〈+|1〉 |2| 〈−|1〉 |2(γ11 + γ22), (B8)
γ+α =| 〈+|1〉 |2γ1α, (B9)
γ−α =| 〈−|1〉 |2γ1α. (B10)
When Eq. (6) is satisfied (i.e. we have a completely dark
state), these reduce to
γ+g =γ1g + γ2g (B11)
γ−g =0 (B12)
γ+− =
z2
(1 + z2)2
(γ11 + γ22) (B13)
γ+α =
z2
1 + z2
γ1α (B14)
γ−α =
1
1 + z2
γ1α. (B15)
We note that in the case where both molecules are coupled
independently to the reaction centre, i.e. [µ1α(t), µ2α] = 0,
but with the same strength γ1α = γ2α, we get γ−α = γ+α =
γ1α, regardless of the asymmetry.
Please note that the above rate equation model is distinct
from the most basic Pauli master equation treatment which
simply discards coherences: our rate equations operate with
respect to the diagonalised system basis, meaning coherence
between the two chromophores is implicitly included in the
model and plays an important part in the dynamics of the sys-
tem.
4. Current and Power plot
In Fig. 9 we show a typical example of an I-V and P-V plot,
given for the asymmetric model. This plot is produced by
varying only the transfer rate inside the reaction centre γαβ ,
while fixing all other parameters. The power output of the cell
is then given by the maximal power of this plot.
5. Realistic imperfections
In Fig. 10 we plot the relative enhancement of the sym-
metric and asymmetric models when deviating from the dark
state. We examine several different 2 − 1 values, for each
we set z value that satisfies Eq. (6). Now adding a deviation
from the dark state condition 2 − 1 → 2 − 1 + ∆, we plot
the relative enhancement and the deviation from the dark state
tan2 Φ. We find that the performance of the symmetric model
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FIG. 9. An example of a current/power plot as a function of voltage
for the asymmetric model. The parameters are: γ1g + γ2g = 1.24×
10−6 eV, γ1α = 6 × 10−7 eV, γ11 = γ22 = 0.005 eV,
γβg = 0.0248 eV, Th = 6000 K, Tc = 300 K, − = 2 eV,
2 − 1 = 0.1 eV J12 = 10 meV α = 1.8 eV, β = 0.2 eV,
χ = 0.2.
is relatively robust over deviations of tens of meV in the site
energies, even-though its |−〉 state is then far from fully dark.
We attribute this to the fact that for J12 = 10 meV there is
a non-negligible rate |−〉 → |+〉, meaning population in the
dark state is not fully protected even at ∆ = 0. Deviating from
an ideal dark state thus only results in minor corrections to the
enhancement. We also find that for the asymmetric model, a
deviation in the site energies only slightly shifts the system
from the dark state (tan2 Φ < 0.05). Interestingly, the per-
formance generally increases either to the left or to the right
of the ∆ = 0 case, i.e. when Eq (6) is not strictly satisfied.
Not only does this imply robustness against fluctuations in the
site energies, it could also be exploited to design optimised
asymmetric dimers away from the dark-state criterion. The
reason for this surprising power enhancement at ∆ 6= 0 is due
to several competing processes that happen when increasing
(decreasing) ∆: the transfer rate into the dark state γ+− de-
creases (increases), as well as the opposite transfer from the
dark to the bright state, while the transfer from the dark state
into the reaction centre γ−α, which is an important bottleneck,
increases (decreases). Reducing any bottleneck at the expense
of sacrificing some degree of dark-state protection leads to
higher overall performance.
Another factor affecting the power output is the coupling
to the reaction centre. For the symmetric model, following
Ref. 3, we assume that the two molecules are engineered
in such a way that the two antenna chromophores couple to
the reaction centre with a relative phase difference of pi (this
could, for example, arise from the form of the relevant wave-
function orbitals at site |α〉). This particular choice renders
the |+〉 state completely decoupled from the reaction centre,
whereas the rate from the dark-state |−〉 to the reaction centre
is maximal. Deviations from this idealised situation are to be
expected when the molecules do not occupy exactly diametri-
cally opposed sides of the reaction centre. In this case we can
define an angle θRC that capture the phase difference between
-0.04 -0.02 0.02 0.04
0.5
1.0
1.5
Enhancement / Tan2Φ
Δ (eV)
Symmetric , ϵ2-ϵ1=Δ Asymmetric , ϵ2-ϵ1=50meV+Δ
Asymmetric , ϵ2-ϵ1=100meV+Δ
Asymmetric , ϵ2-ϵ1=150meV+Δ
FIG. 10. A comparison of the relative power enhancement achiev-
able with a deviation from the dark state, as a function of the devi-
ation ∆ of the energy difference 2 − 1 from the ideal case where
a dark state is present. The symmetric model and three different
asymmetric model cases are shown. In solid is the relative enhance-
ment of the symmetric and asymmetric models, and in dashed is
tan2 Φ for each model. Other parameters are inspired by Ref. 3:
γ1g+γ2g = 1.2×10−6 eV, γ11 = γ22 = 0.005 eV, γ1α = 6×10−7
eV, γβg = 0.0248 eV, Th = 6000 K, Tc = 300 K m = 2 eV,
J12 = 10 meV, α = 1.8 eV, β = 0.2 eV, χ = 0.2.
the coupling of the two molecules to the reaction centre via
µˆ2α = e
iθRC µˆ1α. (B16)
When θRC 6= pi, due to a different geometrical arrange-
ment, static disorder or dynamical fluctuations, the transfer
rates to the reaction centre are then given by:
γ+α = (1 + J12/ΩR cos θRC)γ1α, (B17)
γ−α = (1− J12/ΩR cos θRC)γ1α. (B18)
Only for the case of no dipole mismatch (ϕ = 0) and perfect
antisymmetric coupling to the reaction centre (θRC = pi) do
we obtain γ+α/γ−α = γ−g/γ+g = tan2 Φ as assumed so far.
Figure 11 shows the relative enhancement of the symmetric
model when the coupling to the reaction centre deviates from
θRC = pi. We note that for small deviations (less than∼ pi/4)
the decrease in enhancement is only about 5%.
Turning to the asymmetric system, only chromophore 1 is
coupled to the reaction centre, so the concept of a relative
phase difference does not arise. In this case, the transfer rates
to the reaction centre are:
γ+α =
1
2
(1− (2 − 1)/ΩR)γ1α, (B19)
γ−α =
1
2
(1 + (2 − 1)/ΩR)γ1α. (B20)
An interesting observation here is that in the case of deviation
from the dark state, the rate γ−α can actually increase. As
11
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FIG. 11. A plot of the power enhancement of the symmetric model
when the coupling to the reaction centre is not perfectly antisymmet-
ric. The parameters are inspired by Ref. 3: γ1g + γ2g = 1.2× 10−6
eV, γ11 = γ22 = 0.005 eV, γ1α = 6 × 10−7 eV, γβg = 0.0248
eV, Th = 6000 K, Tc = 300 K m = 1.8eV , α = 1.8eV ,
β = 0.2eV ,χ = 0.2.
described above, this is one reason why the optimal set of pa-
rameters of the asymmetric dimer can be away from the fully
dark state, as shown in Fig. 10.
6. Bloch-Redfield equation model
The results shown in the main paper are based on a rate
equation model. We here discuss the validity of this treatment,
by comparing its results to those obtained from full Bloch-
Redfield equations. As we demonstrate below, the rate equa-
tion model is more than adequate in the parameter regimes of
interest.
We begin by sketching a derivation of the Bloch-Redfield
as well as the rate equations, both obtained from the second-
order time convolutionless (TCL2) generator26. The general
TCL generator K is a superoperator with the following inter-
action picture definition:
∂
∂t
ρ(t) = Kρ(t) . (B21)
For an interaction Hamiltonian of the form
HI = η
∑
ν
VνBν , (B22)
one can expand the TCL generator in powers of the interac-
tion, K = ∑n ηnKn. For factorised initial conditions all odd
powers vanish,26 meaning the first non-vanishing contribution
is from the second order term, given by
K2(t) =−
∑
ν0,ν1
∫ t
0
dt1V
×
ν0 (t)Rν0,ν1(t, t1) . (B23)
Here
V ×ν (t) ≡[Vν(t),] , (B24)
V ◦ν (t) ≡{Vν(t),} , (B25)
Rνa,νb(ta, tb) ≡Dνa,νb(ta − tb)V ×νb (tb)
+ iDνa,νb1 (ta − tb)V ◦νb(tb) , (B26)
and Dνa,νb(t), Dνa,νb1 (t) are the real and imaginary parts of
the response function, respectively, given by
ανa,νb(t) = Dνa,νb(t) + iDνa,νb1 (t)
= η2Tr
{
Bνa(t)BνbρB
}
. (B27)
Below we assume for simplicity that ανa,νb(t) = δνa,νbα(t),
i.e. a single response function is given for independent baths.
Generalisation to different response functions is straightfor-
ward.
It is useful to write K2 in Liouville space, with |i〉 〈j| →
|ij〉. In the system’s eigenbasis the elements of K2 are given
by:
〈ij|K2 |rs〉 = −e−i(∆rs−∆ij)t
∑
ν
∫ t
0
dτ
{
∑
k
[
δjse
−i∆krτV νikV
ν
krα(τ) + δire
+i∆ksτV νskV
ν
kjα
∗(τ)
]
− V νirV νsj
[
e−i∆irτα(τ) + e+i∆jsτα∗(τ)
]}
, (B28)
where ∆ij = i − j , and V νij = 〈i|Vν |j〉. At this point
one can make the Markov approximation in order to simplify
the equations. This includes extending the limit of the inte-
gral in the above equation to infinity. In our case, since we
are looking for the steady-state of the system, this is not an
approximation. Now one can rewrite the TCL2 generator as
〈ij| K2 |rs〉 = e−i(∆rs−∆ij)t 〈ij| K˜2 |rs〉 , (B29)
where K˜2 has no time-dependence. The master equation thus
reads
∂
∂t
ρij(t) =
∑
rs
e−i(∆rs−∆ij)t 〈ij| K˜2 |rs〉 ρrs(t) , (B30)
reducing to the following expression for the populations
∂
∂t
ρii(t) =
∑
rs
e−i∆rst 〈ii| K˜2 |rs〉 ρrs(t) . (B31)
Following the Markov approximation one may perform
the so-called ‘secular approximation’, where oscillating terms
in the generator proportional to exp{−i(∆rs − ∆ij)t} with
(∆rs −∆ij) 6= 0, are assumed to average out due to a sepa-
ration of timescales in the dynamics. This approximation, for
the case where the system’s energies are non-degenerate, de-
couples the coherences from the populations, and one gets for
the populations
∂
∂t
ρii(t) =
∑
j
〈ii| K˜2 |jj〉 ρjj(t) . (B32)
12
Symmetric Asymmetric Δ=50meV
Asymmetric Δ=100meV
0.001 0.010 0.100 1 10
0.002
0.004
0.006
0.008
Power / Benchmark Power difference
γ1 α (10-6 eV)
FIG. 12. Difference between the enhancement given by the asym-
metric and symmetric models with rate equations, and with the full
Redfield theory. All parameters are the same as in Fig. 3 of the main
text.
This is the rate equation model which use in the main text.
We note that the above set of Equations, [i.e. Eq. (4) in the
main text] is then equivalent to, e.g., the Lindblad master
equation from Ref. 40 as far as the population dynamics is
concerned. On the other hand, without performing the secular
approximation, Eq. (B30) reads upon transformation back to
the Schro¨dinger picture
∂
∂t
ρ˜ij(t) = −i∆ij ρ˜ij(t) +
∑
rs
〈ij| K˜2 |rs〉 ρ˜rs(t) . (B33)
In the literature this is known as the Bloch-Redfield equation.
To compare the full Bloch-Redfield treatment to our sim-
plified rate equation model, we need to make additional as-
sumptions about the imaginary parts of the TCL2 generator,
which correspond to unitary renormalisation terms that do not
feature in the rate equations. Expecting them to be small, we
neglect (optical) Lamb shift terms whilst keeping (phonon)
reorganisation energies, which we assume to be 10% of the
rates given by each bath, i.e. λk = 0.1γk (the precise choice
is not important). In Fig. 12 we plot the difference between
the power enhancement predicted by the rate equations and
full Redfield theory, showing this for both the asymmetric and
symmetric models, for the same parameters as in Fig. 3 of the
main text. We find that in all cases the secular approxima-
tion is fully justified. Figs. 13 shows this difference again this
time for the same parameters as in Fig. 4 of the main text. We
find that for the asymmetric case, the secular approximation
is fully justified whenever the difference between the |+〉 and
the |−〉 states is sufficiently large, which is the relevant regime
for this work. For the symmetric case the two treatments coin-
cide up to numerical inaccuracies of order 10−10 (not shown).
FIG. 13. Difference between the enhancement given by the asym-
metric model with rate equations, and with the full Redfield theory.
All parameters are the same as in Fig. 4 of the main text.
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FIG. 14. The enhancement given by the different models as a func-
tion of the rate into the reaction centre γ1α, with phenomological
pure dephasing γdephase. All other parameters are the same as in Fig. 3
of the main text.
FIG. 15. The enhancement given by the asymmetric model with and
without phenomological pure dephasing. Here, γdephase = 0.1γ11 and
all other parameters are the same as in Fig. 4 of the main text.
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FIG. 16. The enhancement given by the symmetric model with and
without phenomological pure dephasing. Here, γdephase = 0.1γ11 and
all other parameters are the same as in Fig. 4 of the main text.
7. Pure Dephasing
We expect phonons to be the dominant source of decoher-
ence and dephasing of our exciton states. Since their effect has
already been accounted for based on a microscopic treatment,
we here only need to consider small additional contributions,
either due to other, unknown physical processes or inadequa-
cies of our microscopic small, which does after all involve
some approximations. Therefore, not being able to fall back
on microscopically informed dephasing rates, we implement
a phenomenological model (similar to the approach taken in,
e.g., Ref. 41) to investigate how our results differ when pure
dephasing terms defined in the site basis are included. Explic-
itly, we simply add a Lindblad operator to the Bloch-Redfield
treatment, which is given by
Ad =
√
γdephase (|1〉 〈1| − |2〉 〈2|) /
√
2 , (B34)
Ldephaseρ = AdρAd − 1/2AdAdρ− 1/2ρAdAd . (B35)
As discussed above, we expect any additional pure dephas-
ing rate to be much smaller than the level of decoherence that
is already accounted for. Taking γ11 as an indicative compar-
ative measure, we will consider a dephasing rate that is 5-20%
of that.
Fig. 14 shows the maximum relative enhancement of the
different models, for the same parameters as in Fig. 3 of the
main text. We find that the asymmetric model is very suscep-
tible to pure dephasing, compared to the symmetric one, espe-
cially in the very weak coupling to the reaction centre regime.
In some cases pure dephasing even brings the otherwise supe-
rior asymmetric model below the symmetric one. We believe
this is because such pure dephasing, defined with respect to
the site basis, effectively corresponds to a non-directional (or
infinite temperature) transition |−〉 ↔ |+〉, thus degrading
the protection against exciton recombination given by the |−〉
state, which is the main advantage of the asymmetric model
over the symmetric one.
Figs. 15 and 16 show the enhancements given by the asym-
metric model and symmetric models, respectively, for the
same parameters as in Fig. 4 of the main text. We find that
for both cases, additional pure dephasing will reduce the en-
hancement by roughly 10% for γdephase = 0.1γ11.
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