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Adaptive rejection Metropolis sampling(ARMS) is one of the Markov chain Monte
Carlo(MCMC) method. The method is used extensively in Bayesian analysis and compu-
tational simulation. ARMS is more eﬃcient method than classical methods, like inverse
transform sampling, Box-Muller transform and acceptance-rejection(A-R) method, and
existing MCMC method such as Metropolis-Hastings algorithm. However, ARMS could stop
at one value when we sample a group of value with updating. We are able to solve this








法などがある。現在，これらの方法を組み合わせた adaptive rejection Metropolis サンプリング法
（ARMS 法）が，特にベイズ分析の分野で広く用いられている。以下では，これらの方法についてレ





















を F (x)の代わりに用いることで乱数を得る。ただし，すべての xについて，f(x)/g(x)は正の有限の
定数 c以下でなくてはならない。ここで，cg(x)は包絡関数 (envelope function)と呼ばれる。
A-R法は以下の手順で実行される。
1. Gから乱数を一つ（Y）生成する。





ならば，Y を F から生成された乱数と見なす (accepted)。それ以外の場合，Y は捨てられ
(rejected)，最初の手順に戻る。



































































































= F (y) (2)
であるから，A-R法より生成される値は F (x)からサンプルされた値と等価となる。
― 73 ―





察する前に，log-concavityという概念について説明しよう。関数 f : D → R が log-concavityである
とは，







Sn = {xi; i = 0, . . . ,n+ 1}
とおく。さらに，(xi, ln f(xi))と (xj , ln f(xj))とを結ぶ線分を Lij(x;Sn)とし，hn(x)を
hn(x) = min{Li−1,i(x;Sn),Li+1,i+2(x;Sn)}, xi ≤ x < xi+1






とすることが可能である。また，格子 Sn および hn(x) は乱数を生成する度に更新される。G(x) から











る確率を P (x,A)とする。ただし，x ∈ R,A ∈ B で，B(R) は R 上のボレル集合体である。P (x,A)
は状態 x から A への推移確率を表し，状態 x における A の条件付確率 P (A|x) でもある。加えて，
P (x,R) = 1であり，推移確率 P (x,x)は必ずしもゼロではない。














P (n−1)(x, y)P (y,A)dy (4)
P (1)(x,A) = P (x,A) (5)
とする。特定の条件下で，nが無限に大きいとき P (n)(x,A)は ϕ∗(A)に収束する。
MCMC法では，乱数を生成したい密度関数 f(x)を ϕ(x)に当てはめる。このとき，特定の条件下で，
不変分布関数 ϕ∗ と分布関数 F (x)が等しくなるよう推移確率を設定することができる。いま，推移確率
を以下のように仮定しよう。












p(x, y)dy は必ずしも 1 ではない。この推移確率は，ある状態が新しい状態に移行する確率
と，ある状態がそのままである確率との，二つの部分からなると見なすことができる。ここで，p(x, y)
が可逆条件
ϕ(x)p(x, y) = ϕ(y)p(y,x) (7)

























































となる。つまり，ϕ(x) = f(x)ならば不変分布関数 ϕ∗ は F (x)と等価となる。
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結果として，ϕ(x)に f(x)を当てはめ，式 (7) を満たすように推移確率 p(x, y)を設定することで，確
率 P (n)(x,A)から得られる乱数を F (x)から得られる乱数と見なすことができるのである。
いま，xを条件とする y の条件付密度関数 q(x, y)が存在し，q(x, y)からの y についての乱数生成が
容易であるとしよう。これを candidate generating densityと呼ぶ。q(x, y)は，x上の y の条件付密度
関数であり，
∫
q(x, y)dy = 1である。M-Hアルゴリズムでは，式 (6) の p(x, y)を





















加の式 α(x, y)を用いて推移確率が式 (7) を満たすように以下の調整をしている。
ϕ(x)pMH(x, y) = ϕ(y)pMH (y,x)
ϕ(x)q(x, y)α(x, y) = ϕ(y)q(y,x)α(y,x)
つまり，q(x, y)を用意することができれば，それがどのような関数形であっても，推移確率を式 (10) の
ように置くことで，F (x)からの乱数生成が可能となるのである。q(x, y)の形状としては様々なものが
考えられるが，次の adaptive rejection Metropolisサンプリング法の説明で，一つの実例を示そう。
結果として，M-Hアルゴリズムは以下の手順で行われる。
1. 初期値 X(0) を定める。
2. q(X(0), y)から乱数 Y を生成する。
3. 一様分布 U(0, 1)から乱数 U を生成する。





adaptive rejection Metropolisサンプリング法 (ARMS法)は，M-Hアルゴリズムを土台とし，その
candidate generating density を ARS 法から求めるものである。初めに ARS 法により包絡関数を作
成し，この包絡関数に基づいて candidate generating density を設定する。ただし，ARS 法と異なり
ARMS法では，hn(x)の形状を
hn(x) = max [Li,i+1(x,Sn)min{Li−1,i(x;Sn),Li+1,i+2(x;Sn)}] ,xi ≤ x < xi+1 (11)
とする。この hn(x)に基づき，包絡関数を作成する。
ARMS法による乱数の生成は以下の手順で行われる。
1. 初期値 X(0) を設定する。また，X(0) と独立になるよう，格子 S0 を設定する。
― 76 ―
地域総合研究　第41巻　第 2号（2014年）
2. S0 から h0(x)を作成し，g(x)を求める。
3. g(x)から乱数 X を生成する。
4. 一様分布 U(0, 1)から乱数 U1 を生成する。
5. U1 > f(x)/ exph0(x),ならば，新しい格子 S1 = S0 ∪X を作成し，2番目の手順に戻る。そう
でなければ，XA = X とする。









ならば，XM = XA とする。そうでなければ，XM = X(n) とする。
8. XM を生成した乱数とし，2番目の手順に戻る。
上記の手順では candidate generating densityは
q(x, y) ∝ min {f(y), exphn(y)}




ARMS法で一定のサイズの乱数を取り出す場合，XM を一度生成するごとに，X(0) = XM とし，前
回の格子を S0 として次の生成手順を開始することが効率的である。このような更新を行うとき，密度





関数が log-concaveでないとき，定義域の一部 DR で包絡関数が密度関数を下回る。いま，DR から一



















く，かつ，f(X(n))が非常に小さいとき，M-Hアルゴリズムの判定部分は，高い確率でXM = X(n) と
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なる。XM = XA となるためには，f(XA) もまた小さな値となる必要があるが，ARMS法の性質上，




ることができる。初めに，xの最小値と最大値 (x0,xn+1)を決定し，格子 Sn = (x0,x1, . . . ,xn,xn+1)
を設定する。次に hn(x)の最も左の部分を，{
L0,1(x,Sn), ln f(x0) > L1,2(x0,Sn)
L1,2(x,Sn), otherwise
とする。同様に，hn(x)の最も右の部分を{
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