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Résumé 
L'objectif de cette thèse est l'étude du comportement dynamique des milieux curvilignes, 
en grands déplacements. Ce qui introduit une source de non linéarité géométrique qui se 
manifeste dans le terme d'inertie ainsi que dans le terme de rigidité. Le milieu curviligne 
considéré est modélisé par une suite continue de sections rigides liées par des milieux 
élastiques de masse nulle. On n'introduit aucune hypothèse simplificatrice dans la de-
scription des efforts intérieurs. Dans le modele proposé, nous pouvons introduire une 
loi de comportement élastique non linéaire ce qui rajoute une deuxième source de non 
linéarité. 
On utilise ici comme outil fondamental le formalisme de la géométrie différentielle 
des groupes de Lie, ceci permet une écriture simple et condensée des équations de la 
dynamique et facilite leur traitement numérique. Les équations sont résolues par un algo-
rithme numérique élaboré dans le même formalisme ce qui évite l'utilisation "lourde" des 
paramètres de coordonnées. 
Enfin, les résultats obtenus sont appliqués à deux exemples concrets : le premier 
d'origine industrielle concerne le comportement du faisceau de câbles robotiques, le 
deuxième issu du Génie parasismique traite du comportement dynamique de grands 
bâtiments. 
Abstract 
The aim of this work is the study of the dynamic behavior of cables, in the assumption of 
large displacements, which introduces a geometrical non linearity appearing in the inertial 
term and in the rigidity term. The cable is modelled by a succession of rigid sections 
linked to each other by an elastic medium without mass. No assumption is made for the 
sake of simplicity in the description of internal forces. In the proposed model, a non linear 
elastic behavior law may be introduced, that would involve a new non linear term. 
Differential geometry of Lie groups allows us to obtain a simple and compact writing of 
dynamic equations and makes the numerical processing easier. The equations are solved 
by a numerical algorithm written in the same manner as the equations, and this avoids 
large computations and the requirements for high storage. 
Finally, the proposed model is applied to two concrete examples ; the first, taken from 
industrial world treats the problem of the dynamics of robotic cables, the second, from 
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civil engineering, deals with vibrations of tall buildings. 
Chapitre 0 
Introduction 
De nombreux solides utilisés dans la pratique des constructions (civiles, industrielles, 
navales aéronautiques, robotiques, etc.) ont une forme élancée. H doit donc être pos-
sible, en adaptant un point de vue plus macroscopique que celui de la mécanique de 
milieux continus tridimensionnels, d'en faire l'étude mécanique en les décrivant de façon 
unidimensionnelîe suivant une courbe directrice. 
Les modèles proposés dans la littérature pour prendre en compte simultanément flex-
ion, torsion et grands déplacements, dans une mise en équation générale de la dynamique 
des câbles, sont très souvant incomplets. 
On trouve, en effet, principalement dans la littérature : soit des schématisations à nom-
bre fini de degrés de liberté (cf [12]), soit des modélisations très simplifiées par l'utilisation 
de milieux continus curvilignes tels que les fils inextensibles sans raideur et par négligence 
d'une partie des phénomènes (flexion, torsion...) (cf [59, 29]). Beaucoup découplent ar-
tificiellement flexion et torsion, ou introduisent un angle de torsion et ne peuvent plus 
prendre en compte correctement les conditions aux limites (cf [6]), ou sortent du cadre 
hyperélastique et n'admettent ni potentiel élastique ni formulation variationnelle (cf [66]). 
Or il est ici nécessaire de prendre en compte a priori tous ces phénomènes afin de 
mieux les représenter et de contrôler au mieux les simplifications et les approximations 
q'une résolution numérique ne manquerait pas d'impliquer. C'est pourquoi nous nous 
sommes attachés à mettre en oeuvre une écriture générale des équations non linéaires 
de la dynamique des milieux curvilignes. 
La mécanique des milieux curvilignes paraît à première vue comme un sujet "démodé et 
épuisé", alors que cette branche de la mécanique est presque réduite à la théorie des poutres 
en petites déformations (RDM) et à la dynamique des fils sans raideur (corde vibrante) 
(cf [59]). En robotique, par exemple, le manque d'une étude sérieuse de la dynamique 
non linéaire des câbles pose de nombreux problèmes : les faisceaux des robots de soudage 
par point, pour lesquels il faut acheminer eau, air et électricité jusqu'à la pince, sont 
très sollicités et s'usent rapidement. Ce qui implique des remplacements anormalement 
fréquents et donc des coûts de maintenance élevés (c/[36]). Cette situation devient donc 
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préoccupante, compte tenu du nombre de robots utilisés. 
Un câble est par définition un solide tridimensionnel élancé. Une modélisation unidi-
mensionnelle consiste à considérer la section transversale comme un solide rigide pouvant 
se déplacer avec 6 degrés de liberté et c'est la seule hypothèse que l'on fait ici. En 
conséquence, Porthogonalité de la section transversale à la courbe directrice (hypothèse 
de Navier-Bernoulli) n'est pas exigée. 
L'obtention par la méthode classique des équations de la dynamique des câbles est très 
difficile. Elle conduit à des systèmes d'équations très volumineux qui rempliraient plusieurs 
pages (c/[44]). Le choix des paramètres (angles d'Euler ou autres) est le point faible de 
cette méthode car elle fait appel à l'intuition et au savoir-faire. L'originalité de ce travail 
est donc une écriture condensée des équations de la dynamique ne fait apparaître que les 
opérations intrinsèques à l'aide d'un nouveau formalisme lié à la géométrie différentielle des 
groupes de Lie. Ce formalisme mathématique nouveau, très peu connu de mécaniciens1 
permet l'expression de la dynamique sans recourir aux décompositions en éléments de 
réduction et au calcul vectoriel tridimensionnel. Tout le calcul algébrique et différentiel 
nécessaire tient alors en quelques règles très simples qui englobent dans un calcul unique 
de niveau supérieur l'ensemble du calcul vectoriel tridimensionnel nécessaire. De plus, 
l'interconnexion entre le calcul différentiel et la structure algébrique apparaît de façon 
particulièrement nette (cf [17]). 
Les notions "classiques" de la mécanique des corps rigides (position, vitesse, 
accélération, puissance, énergie et le principe fondamental) sont développées tout au long 
de la deuxième partie, au travers de la méthode de Lie. Voici donc un bref résumé de cette 
démarche : 
• position : la transformation qui fait passer un solide d'une configuration de référence 
r à sa configuration actuelle s(t) est une application affine conservant les distances 
et l'orientation, donc c'est une isométrie directe ou "déplacement". L'ensemble des 
déplacements D est un groupe pour la loi de composition des applications o. 
• Le mouvement d'un solide peut être décrit par une application t H-J. D(t) de R dans 
D, Cette application est au moins de classe C2 puisque D est un groupe de Lie, 
c'est à dire, un groupe muni d'une structure différentielle compatible avec la loi 
de composition interne o, Soit ï son algèbre de Lie qui dans le cas d'un groupe 
quelconque de Lie est défini comme l'espace tangent au groupe en l'élément neutre 
muni du crochet de Lie. Dans le cas du groupe B>, î> s'identifie à l'espace vectoriel 
des champs équiprojectifs murù du crochet de Lie : 
[x, y](m) = us A y(m) - uy A x(m) (0.1) 
xLa première apparition d'une telle approche est trouvée chez les frères E et F. Cosserat entre 1905 
et 1910 à la suite de calculs pénibles (c/[23j). V. Arnold (1966) utilisant les idées de G. Birkhoff (1955) 
a aussi étudié la dynamique sur un groupe puis tenté de généraliser cette méthode au cas des milieux 
continus mais sans grand succès (c/[10]. 
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• La vitesse d'une solide v = ~ est un vecteur de XoB, espace tangent à D e n D . Les 
représentations eulérienne et lagrangienne de la vitesse v8 et v c sont les translatées 
à gauche et à droite de v par D : vc = D~l~¡¿ et ve = ^ • D'1 ; ce sont les vitesses 
respectivement par rapport au corps et par rapport à l'espace de référence du solide. 
• Traditionellement pour représenter la puissance on utilise la notion de comoment de 
-,. _+ 
deux torseurs : torseur des moments des efforts extérieurs M (M(P) = M{0) + 
R A OP) et torseur des vitesses v (ou plus précisément cotorseur) (v(P) = v(O) -f 
Ù A OP). La puissance est donnée par le comoment ou le produit intérieur de A4 et 
v 
[M |v] = R • vJÖ) + il • M(o) (0.2) 
L'application (x, y) •-• [x|y] est une forme bilinéaire symétrique mais non définie 
positive, ce n'est donc pas un produit scalaire sur t). On définit sur 5 le produit 
scalaire < x ,y >= f$ x(m) • y(m)dß(rn) où fi est une mesure positive. En pratique, 
les deux formes bilinéaires < .,. > et [.¡.] sont liées à la notion de puissance, et il n'y 
a entre les deux qu'une différence de point de vue : [xm|y] est la puissance des efforts 
représentés par leur champ des moments des forces x m , alors que < x-^ , y > est la 
puissance des efforts représentés par leur champ des forces x^. Cependant la forme 
< .,. > a l'avantage d'être définie positive. On démontre l'existence d'un opérateur 
symétrique défini positif H tel que < x ,y > = [fl"xjy]. En pratique, if, synthétise, 
la masse, le tenseur d'inertie et le centre d'inertie du solide. 
• L'accélération d'un solide S est égale à la dérivée absolue ou la dérivée covariante 
du distributeur de vitesse v par rapport au temps : 7 = ~ où V est la connexion 
définie de manière unique à partir de l'expression de l'énergie cinétique T = | m < 
v, v > = |[v¡í ív]. On démontre que 
7 = _ + i r - V , # v ] (0.3) 
• Le principe fondamental de la dynamique du solide s'écrit alors : f = mj, c'est à dire, 
f = rn~- -f- mH~l\yc, jffvcJ ou bien, si l'on veut ce principe en termes de moments 
dvc 
M = H~- + ¡vc, Hvc] (0.4) 
dt 
le crochet de Lie [v, Hv] décrit les moments des forces de Coriolis et les couples 
gyroscopiques. 
L'avantage de cette nouvelle méthode est qu'elle n'exige pas un choix préalable des coor-
données qui interviennent durant tout le calcul, elle permet un véritable allégement des 
calculs manuels et facilite le traitement numérique des équations en vue de leur résolution 
sur l'ordinateur. 
Cette thèse est subdivisée en trois parties : 
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1. La première partie porte sur les outils mathématiques nécessaires pour la méthode 
de Lie : 
L'objet du chapitre 1 est de rappeler les définitions et de donner certaines propriétés 
des structures algébriques et géométriques que nous aurons l'occasion de rencontrer 
par la suite. La géométrie de l'espace euclidien ambiant dans lequel évolue tout 
système physique n'est utilisé qu'à travers la structure du groupe de déplacement 
qui fait l'objet du chapitre 2. La principale difficulté de la méthode de Lie est de 
pouvoir expliciter le déplacement résultant de la composition de deux déplacements, 
cette question sera étudiée dans le chapitre 3. 
2. La seconde partie concerne la mécanique des milieux curvilignes : 
Le premier chapitre de cette partie (chapitre 4) étudie une nouvelle approche hexadi-
mensionnelle de la dynamique des solides indéformables tout en restant conforme, 
bien sûr, avec les trois lois de Newton. Cette approche évite de séparer les deux as-
pects ; rotation et translation et traite le solide comme s'il était un "point matériel". 
Ce chapitre traite aussi quelques problèmes d'équilibre non linéaires et linéarisés 
: équilibre d'un arc de milieux curvilignes dans l'espace, équilibre d'un arc chargé 
dans son plan, cas d'un fil parfaitement flexible. L'intérêt d'étudier ces problèmes 
est de montrer la faisabilité des équations générales. Le chapitre 5 est consacré à 
la dynamique des milieux curvilignes et à l'écriture des équations du mouvement. 
Le chapitre 6 étudie la loi de comportement linéaire et non linéaire des milieux 
curvilignes. 
3. La troisième partie est consacrée à l'élaboration d'un algorithme numérique com-
patible avec la méthode de Lie qui traite les équations d'une manière intrinsèque 
et qui évite un développement préalable par rapport aux coordonnées. Le dernier 
chapitre de cette thèse traite un exemple numérique simple d'origine industrielle. 
On présente ensuite un nouveau modèle du comportement dynamique de bâtiment 
construit à l'aide de corps rigides et de poutres s'appuyant sur les techniques de 
la géométrie différentielle des groupes de Lie. Dans le modèle proposé, les planch-
ers sont considérés rigides indéformables se déplaçant avec six degrés de liberté. 
Dans le cas des petits déplacements, on aboutit à des équations de la dynamique du 
nouveau modèle qui présentent plusieurs analogies avec ceEes discrétisées obtenues 







L'objet de ce chapitre est de rappeler les définitions et de 
donner certaines propriétés des structures algébriques et 
géométriques que nous aurons l'occasion de rencontrer par 
la suite. 
1.1 Géométrie affine euclidienne 
L'espace intervenant en cinématique et en mécanique Newtonienne, possède une structure 
d'espace affine euclidien orienté. Les automorphismes de cette structure sont les "dép-
lacements euclidiennes" ou simplement "déplacements", qui décrivent les mouvements 
d'un solide rigide et forment un groupe de Lie dont la structure, qui fera l'objet d'une 
étude détaillée dans la seconde section de ce chapitre, joue un rôle essentiel dans tout ce 
travail. 
1.1.1 Espace affine; Appl icat ions affines 
En pratique, chacun d'entre nous détermine, à chaque instant, une bijection de son envi-
ronnement physique (espace affine) avec l'espace vectoriel R3. En fait, théoriquement, il 
n'y a entre ces deux notions qu'une différence de point de vue. Tout espace affine s'identifie 
à un espace vectoriel lorsque l'on y fixe un point comme origine; et tout espace vectoriel 
est un espace affine lorsque l'on oublie le zéro. D'où l'introduction de la notion d'espace 
affine à partir de celle d'espace vectoriel: 
Définition 1 (Espace affine) Soit E un espace vectoriel. On dit qu'un ensemble £ est 
un espace affine de direction E, si on a une application : (x, y) —> xy de £ Y. € dans E 
vérifiant les deux conditions suivantes: 
- Pour tout x, y, z dans £ on axy + yz ~ xi (relation de Chasles) 
- Pour tout x € £, l'application 9X : y —> xy est une bijection de £ sur E. 
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Notation 
• Si Z est l'espace affine sur E, on dit que E est l'espace directeur de £. 
• Pour chaque ~a dans E, on note x + ~a Tunique y de £ tel que xy = ~a 
Remarque 1 Un point de £ "plus" un vecteur de E donne un point de £. Mais on n'a 
pas le droit d'écrire x + y avec x et y dans £. 
Définition 2 Soient £ et T deux espaces affines d'espaces directeurs respectifs E et F. 
Une application f : £ -* T est dite affine si et seulement s'il existe f £ £(E,F) vérifiant 
l'assertion: 
V(A,B)€£2f(B) = f(A) + f(ÄB) 
L'application linéaire f est unique: on Vappelle partie linéaire de f 
D'après cette définition une application affine est entièrement déterminée par sa valeur en 
un point quelconque et sa partie linéaire 
Si / et g sont deux applications affines alors go f est une application affine et (g o f)1 = 
g'of. 
Si / est une bijection affine, il en est de même de / - 1 ; on parle alors d'isomorphisme 
affine. 
D'après ce qui précède, les bijections affines de £ dans lui même forment un sous-
groupe du groupe des bijections de £ sur £. Ce groupe est appelé groupe affine de £ et 
noté GA{£). 
1.1.2 Repère; orientation 
Si E est un espace vectoriel de dimension n, une base de E est une suite (ëi',...,ë^') 
de n vecteurs indépendants de E. Si £ est un espace affine de dimension n, un repère 
(fi: e~t, ...,i£) de £ est défini par la donnée d'un point û de £ et d'une base de l'espace 
vectoriel associé. 
Ceci étant, pour toute base a = (7¡i,...,a~¿) de E et tout système de vecteurs X = 
—^  —$. 
(Xi , ...,Xn), nous noterons Aa(X) le déterminant des n vecteurs Xi,...,Xn dans la base 
a. Désignons par ß ~ (biy ...,&„) une autre base de E, on a: A a (X) = Aa(ß) x Ap(X). 
Sur l'ensemble B des bases de E, la relation binaire TZ définie par 
aTZß «=» Aa(ß) £ R ; (aeB,ß£B) 
est une relation d'équivalence. Les classes de cette relation sont appelées classes 
d'orientation de E. 
Proposition 1 Sur tout espace vectoriel de dimension finie, il y a exactement deux classes 
d'orientation. 
1.1. Géométrie affine euclidienne H 
Deux bases équivalentes sont dites de même orientation; sinon, elles sont dites 
d'orientations opposées. 
Orienter un espace vectoriel E, c'est choisir l'une des deux classes d'orientation de E, 
dont les éléments sont appelés bases directes . Les bases appartenant à l'autre classe 
d'orientation, sont alors dites indirectes ou rétrogrades. 
Orienter un espace affine £ est, par définition, choisir une orientation sur l'espace 
vectoriel associé E. 
Les lois fondamentales de la mécanique classique font intervenir les distances. On munit 
pour cela E d'une forme bilinéaire symétrique définie positive, notée (x, y) i—• x.y, et 
appelée produit scalaire. La fonction x i—• (x, x)^ est une norme sur E que nous noterons 
||x||. E est alors appelé espace vectoriel euclidien et son espace affine attaché £ est appelé 
espace affine euclidien. Comme tout espace affine euclidien, £ sera supposé muni de la 
distance d définie par: 
VA,Be£ d(A,B)=\\ÂÊ\\ 
1.1.3 I s o m é t r i e s ; d é p l a c e m e n t s 
Par définition, une isométrie de £ est une application <fi : £ —s- £ telle que 
VA,Be£ MÂMB)\\ = \\IÊ\\ 
Si <f> est une bijection affine dont la partie linéaire appartient au groupe orthogonal 0(E), 
c'est évidemment une isométrie. Réciproquement, on démontre que toute isométrie de £ 
est une bijection affine dont la partie linéaire appartient à 0(E) . Donc l'ensemble des 
isométries Is(£) forme un sous-groupe de GA(£). De même, l'ensemble des bijections 
affines dont la partie linéaire appartient à .90(E) forme un sous-groupe de GA{£) inclus 
dans Is(£) que nous noterons B(£)j s e s éléments sont les isométries de déterminant +1 : 
on les appelle isométries directes ou déplacements . 
Proposi t ion 2 Supposons £ orienté de manière que le repère 72. = ( 0 ; ë t , ...,ê£) soit 
direct. Pour toute bijection affine <j>, soitTl^ le repère (4>{0)\ <¡>l{l^),...,<}>l{e~n)). 
Alors l'application <j> i—s- 71$ définit une bijection de D(£) * a r l'ensemble des repères 
orthonormaux directs de £. 
Les déplacements sont donc les automorphismes de la structure d'espace affine euclidien 
orienté (espace physique) et ils décrivent aussi les mouvements des solides rigides et leurs 
propriétés. 
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1.2 Géométrie différentielle 
1.2.1 Déf in i t ions 
t Une var ié té topologique de dimension n est un espace topologique séparé M 
localement homéomorphe à R". 
t Une ca r t e de M est un couple (U,(p) constitué d'une partie U de M appelé domaine 
de la carte, et un homéomorphisme <p de U sur un ouvert de R™. Les coordonnées 
Xi de (p(x) sont appelées coordonnées locales de a; associées à la carte (U,<p). 
• un at las de dimension n et de classe Cp sur M est un ensemble A de cartes (í/¿, cp¡) 
de dimension n de M tel que: 
— Les domaines £/,• recouvrent M. 
— Pour chaque couple (i,j) € P. tpj ° fT1 es* u n isomorphisme de classe Cp de 
iPiiUinUfiftvnpjiUinUj). 
• Une var ié té différentiable de classe Cp (resp Cx, C") de dimension n est une 
variété de dimension ra munie d'un atlas de classe Cp (resp C 0 0 , ^ ) . 
1.2.2 A p p l i c a t i o n s d e classe Ck 
Soit M et JV deux variétés de classes respectives Cp , C , et / une application continue 
de M dans N, 
• Soit k entier < inf (p, g), on dit que / est k fois différentiable en a € M s'il existe 
une carte (Ut<p) de M contenant a, et une carte (F ,^ ) ¿ e -W contenant / (a ) , telles 
que l'application $ = ip o f o ip~x ( définie sur l'ouvert </>(?/ n /_1(T' r)) admette une 
différentielle d'ordre k au point y>(a) (en effet on démontre qu'il en est de même 
pour tout autre couple de cartes (Ui, ifx) de M et (Vi, ^ J de iV telles que a ç C^ et 
/ (a) 6 JV ce qui rend la définition intrinsèque) 
e On dit que / est de classe Ck on un C^-rnorphisme s'il existe un atlas ((7¡5 (p¡)isi 
de JW et un atlas (Vj,i>j)j&j tels que pour tout couple (¿,j) £ I x J, l'application 
$ji = ipj o f o t/?-1 soit de classe C* sur son domaine de définition. ( B en est alors 
de même pour tout atlas de M et tout atlas de JV). 
1.2.3 E s p a c e t a n g e n t ; F i b r e 
Proposi t ion 3 Soit M une variété différentiable de dimension n et de classe Ck,(k > 1), 
soit m £Tm l'ensemble des triplets de la forme (U,<f>,u) où u € R" et (U,<p) est une carte 
telle que m £ U. On obtient une relation d'équivalence 7lm sur Tm en posant 
(V, V>, v)1Zm(U, <f>, u) si et seulement si v = (ip o <p~l)'tím) ' % 
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Si v est un vecteur tangent à M en m et si (U,<p) est une carte de M en m, il existe 
un unique vecteur v € Rra tel que (U,<p,v) appartienne à la classe v; cet élément v est le 
représentant, du vecteur v dans la carte (U,<p). Un vecteur tangent apparaît ainsi comme 
un objet représenté par son origine m = o(v) et dans chaque carte par un vecteur v 6 M". 
Définition 3 Avec les notations ci-dessus, les classes d'équivalence modulo 'IZm sont ap-
pelées vecteurs tangents à M en m; l'ensemble quotient Tm/lZm est appelé plan tangent à 
M en m notêTmM. 
Soit (a:1, ...,xn) les coordonnées locales de x dans une carte contenant m. Ou définit les 
applications linéaires ( ¿ r ) par 
W v m u ; v dx* ;,(m) 
On vérifie aisément que ces applications sont des vecteurs de TmM et forment une base. 
On a donc la proposition: 
Proposition 4 Le plan tangent TmM admet une structure canonique d'espace vectoriel 
de dimension n sur R, 
Définition 4 L'espace tangent est TM = Um€MTmM. Si T^M est le dual de TmM, 
l'espace cotangent est T*M = UmçMT^M 
Théorème 1 (et définition) TM peut être muni canoniquement, d'une structure de 
variété de classe Ck~l, de dimension 2n. Cette variété est appelé le fibre tangent de 
M, et notêr(M). 
1.2.4 Application linéaire tangente à un morphisme 
Proposition 5 Soit M. N deux variétés différentiables de dimensions respectives n, p et 
f : M —• N un morphisme. Le point m de M étant fixé, désignons par (U, h) et (V, k) des 
cartes de M, N telles que m g U et f(m) € V, et soit L l'application linéaire de R n dans 
R" définie par L(u) = (ko f o h'^^.u. 
Alors l'élément n de T^m^N, représenté par L(u) dans la carte (V,k), ne dépend que 
de l'élément Ç de TmM, représenté par u dans la carte (U, h), de plus l'application fT(m) : 
TmM —• Tj(m)N, £ i—> 7) ainsi définie est linéaire. 
Définition 5 L'application linéaire fT(m) définie ci-dessus est dite tangente à f en m. 
On la note aussi f'(m) ou df(m). 
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1.2.5 Dérivée de Lie; Crochet de Lie 
La connaissance de l'opérateur dérivée de Lie Lx associé à un champ de vecteurs X permet 
de reconstituer X et ses courbes intégrales aussi, de façon intrinsèque, indépendamment 
d'un système de coordonnées donné à l'avance. Ce caractère intrinsèque de la dérivée de 
Lie fait jouer un rôle fondamental à la fois sur le plan théorique et sur le plan du calcul. 
Définition 6 Un champ de vecteurs de classe Ck sur une variété V de classe Cp (p> k+1) 
est une application X : V —* TV telle que pour tout m G V, X(m) € TmV (donc c'est une 
section du fibre tangent TV. En effet, p o X = ly où p : TV —> V désigne la projection 
ou l'application "pied"1). 
Dans une carte locale (U,<f>), les coordonnées de X(m) seront appelées composantes 
locales de X(m), et notées Xi(m)¡-i...
 n . Ce sont les composantes de X(m) dans la base 
( ^ ) m d e T m y . 
Définition 7 SoitC°°(V) l'algèbre des fonctions de classe C°° sur V, une dérivation de 
C°°(V) est une application linéaire D : C°°(V) -+ C°°(V) vérifiant pour tout f , g G 
C°°{V) : 
D(fg) = gDf + fDg 
Interprétation d'un champ de vecteurs comme opérateur différentiel 
Soit r (V) l'espace vectoriel des champ de vecteurs de classe C°°. Si, pour tout X € r (V) 
et tout m G F , on associe à chaque / G C°°(V) la fonction: 
Lxf:m^ f(m).X(m) =< X, f(m) > 
on obtiendra ainsi la dérivation (appelée dérivée de Lie selon le champ de vecteurs X): 
Lx: C°{V) -> C°°(Y) 
f »-* Lxf 
définie, en coordonnées locales (x¡) par: Lx — YTi-\ -^»Ô|~- Réciproquement, on démontre 
que pour chaque dérivation D de l'espace des dérivations de C,:a(V), il existe un unique 
champ de vecteurs X € r (V) tel que Lx = D. D'où l'existence d'un champ de vecteurs 
unique Z tel que la dérivation2 LxLy — LyLx soit égale à L% pour tout couple (X,Y) G 
T(V) x T(V). 
ou bien application origine 
Il est immédiat de vérifier qu'elle en est une 
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Crochet de champs de vecteurs et algèbre de Lie 
Le champ de vecteurs que l'on vient de définir est appelé crochet de Lie des champs 
X,Y et noté {X, Y]. 
Si (-Xj)j=li...in et (li)i=i,...in désignent les composantes locales de X, Y dans une carte, 
les composantes locales de Z = [X, Y] dans cette même carte sont: 
L'application: 
r(v)xr(v) -* T(V) 
(X,Y) ~ [X,Y] 
est évidemment bilinéaire, antisymétrique, non associative et vérifie l'identité de Jacobi: 
Vx, y, z e T(V) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 (1.1) 
Tout espace vectoriel muni d'une loi interne vérifiant ces conditions est appelé une algèbre 
de Lie (bien que la multiplication ne soit pas associative). 
1.3 Géométrie Riemannienne 
1.3.1 Not ions de base 
La géométrie riemannienne est l'étude des variétés sous l'aspect métrique. On définit la 
distance entre deux points sur une variété comme étant le plus court chemin pour aller 
d'un point à l'autre, mais en restant sur la variété, et non pas celle induite par la distance 
euclidienne de 3Rn 3 
Définition 8 Une variété riemannienne C°° est le couple (V,g) d'une variété 
différentiable V et d'une métrique Riemannienne g de classe C00, c.à.d un champ de 
tenseurs deux fois covariant (une section de T*V x T*V), tel qu'en tout point m £V, gm 
est une forme bilinéaire symétrique définie positive sur l'espace tangent en m, TmV : 
9m(x, y) = ¡7m (!/, œ) et gm(x, x) > 0 si x^Q 
Par exemple si V est une sous-variété de E n , pour chaque m G V, TmV s'identifie à un 
sous-espace de V x R"; ce qui nous permet de prendre pour gm le produit scalaire induit 
par celui de Rn. Dans le cas général, on a le théorème 
Théorème 2 Sur une variété différentiable paracompacte C°°, il existe une métrique rie-
mannienne g, C°°. 
on rappelle que toute variété de dimension finie peut être plongée dans un espace du type I " 
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Définition 9 La longueur d'un chemin différentiabïe c : [io>*i] —* V de classe C1 est; 
i(c) = C riÁc)t%dt (1.2) 
Théorème 3 Soit d(m,p) = inf V^c , - ) pour tout les chemins C1 par morceaux 
¿=1 
d'extrémité m et p, où c¡ esí la suite finie des arcs dijférentiables composant le chemin. 
Alors d(m,p) définit une distance sur V et la topologie définie par cette distance est la 
topologie initiale. 
1.3.2 Connexions 
Position du problème 
Si on se donne un champ de vecteurs x, on ne sait pas quel sens donner à la dérivée de 
ce champ x en un point dans une direction donnée ou le long d'un chemin 7, en effet, la 
formule de dérivation classique 
— = üm 
dt t—u t — ta 
(1.3) 
tombe en défaut car il est à priori impossible de comparer deux vecteurs qui appartiennent 
à des espaces tangents distincts. Dans W1 il existe une notion naturelle "déplacer une figure 
géométrique parallèlement à elle même": Si V = 3Rn Vm <E V TmV s'identifie à R" x M". 
Figure 1.1: Transport parallèle dans E n 
Deux vecteurs liés v = (m,v) € TmV et w = (p,w) € TpV peuvent être comparés par 
équipotence c.à.d on transporte (m, v) parallèlement (à lui même) en (p, v). 
Sur une variété il n'existe rien de semblable. Ce qui nous amène, tout naturellement, 
à définir un transport parallèle sur une variété quelconque: 
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Transport parallèle 
Soit 7 : I —• V un arc tracé dans V, à tout couple (t0,i) <z I2, on associe une isométrie 
d'espaces vectoriels: 
J]ia:Tl{to)V ^Tl(t)V (1.4) 
Les espaces tangents T7(to)F et Ty^V étant évidemment munis des produits scalaires <?7(t0) 
et 5T. 
Figure 1.2: Transport parallèle dans V 
Nous dirons que J^o est un transport parallèle le long de 7 dans V, s'il vérifie les 
conditions (i), (n) et (m) suivantes: 
• Le transport parallèle peut être interprété comme un mouvement rigide du vecteur 
tangent entre les deux instants t0 et t. D'où la première condition: 
(i) II existe une application du type (1-4) vérifiant : 
Jtt = l 
Jft = Jt't" ° Jft 
«/ti' ~ Jfif 
(1.5) 
* Revenons à l'expression 1.3 et remplaçons x(7(i)) par sa représentation dans le même 
espace tangent que x(7(i0)), on a alors 
fe/,>(7(?l;x(TW)=(1), M.*««»] (1.6) 
La deuxième condition consiste à donner un sens à 1.6. D'où l'hypothèse de 
dérivabilité. De plus cette dérivée doit garder sa caractère intrinsèque c.à.d son 
indépendance du choix du paramètre i; nous supposons donc qu'elle ne dépend que 
du vecteur tangent à 7, et non de 7 à proprement parler: 
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(ii) Pour tout champ de vecteurs différentiable x G T(V), et pour tout i0 G / , 
l'application t —> J^otMl(t)) de I dans r7(*0)V est différentiable, et sa dérivée 
(~)t {JlAl(t))]€Tlito}V (1.7) 
dépend seulement du vecteur tangent L — Í ^  J au point de paramètre t0. On notera 
VLX cette dérivée et on l'appellera dérivée covariante du champ de vecteurs x par 
rapport à L. L'application V : (x, y) \-+ Vas y est dite connexion de la variété V. 
• La dérivée covariante définie précédemment est sensée d'être linéaire et le champ-
dérivée covariante d'un champ différentiable est différentiable. D'où: 
(iii) Pour tous champs de vecteurs differentiates x et y, l'application 
Vyx : a t-* *Vy(ajX 
est un champ de vecteur différentiable. En outre, pour x fixé, l'application Va: : y i-»-
Vyx est C°°(V)-linéaire. 
On démontre que si J est un transport parallèle vérifiant les trois conditions précédentes 
alors: 
Vy(Xi + X2) = VyXi + VyX2 (1-8) 
vx( /y) = £ x /y + / v x y (1.9) 
L-x.gm{y,z) = 5m(Vxy,z) + 5m(y,Vxz) (1.10) 
On résume (1.8, 1.9 et 1.10) en disant que la dérivation covariante est une loi de dérivation 
respectant la métrique riemannienne. 
Définition 10 La torsion de la connexion V est l'application de Fx x T\ dans I \ définie 
par: 
(x, y) i-* T(s , y) = Vxy - Vya; - [x, y] (1.11) 
On vérifie que la valeur de T(x, y) en m ne dépend que des valeurs en o de x et y. 
Définition 11 La courbure de la connexion V est la 2-forme à valeurs dans i ?om(r 1 , r 2 ) 
définie par: 
(x, y) t-> R(x, y) = VxVy - VyVx - ^[x,y] (1.12) 
Pour la définition on suppose que les champs de vecteurs sont au moins de classe C2, mais 
on montre que la valeur de i?(x,y)z en m ne dépend que des valeurs de x, y et z en m. 
Définition 12 (Connexion riemannienne) C'est la connexion sans torsion pour 
laquelle le tenseur métrique est à dérivée covariante nulle. 
Théorème 4 II existe, pour une variété riemannienne (F, g) une connexion métrique et 
une seule qui soit à torsion nulle. 
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1.4 Groupes et algebres de Lie 
1.4.1 Groupes de Lie 
Définition 13 Un groupe de Lie <S est une variété de classe C°° munie d'une structure 
de groupe telle que l'application "produit": 
v : G x 6 -> <G 
(g, h) •-* gh 
soit de classe C°°. 
Notations 
Translation gauche: 3 ' Translation droite: s ' 
x H+ gx x t-+ xg 
êg et 7S sont évidemment de classe C°°, et même des difféomorphismes. 
On a 
lg°lh- Igh S9 O 6h = 6hg (1.13) 
et 
la ° 1g'1 - 1g-1 ° lh = h f>3 o êg-i = 6g-i o 6h = I& (1-14) 
donc pour tout g : 7J et ¿>J sont des isomorphismes de Tê© sur TgG. 
Proposition 1 Si G est un groupe de Lie, l'application involutive i : g H+ g~l est de 
classe C°°. 
Propos i t ion 2 Le produit direct de deux groupes de Lie est un groupe de Lie. 
Proposition 3 Tout sous groupe fermé d'un groupe de Lie est un groupe de Lie. 
Exemples de groupes de Lie: 
• Le groupe linéaire GL(n,M) s'identifie, en tant que variété à la sous-variété ouverte 
de Rn définie par détX 7^  0. La multiplication des matrices étant une application 
de classe C°°; GL(n,R) est bien un groupe de Lie de dimension n2. 
L'application : X »-» detX de GL(n, R) dans R* est un homomorpHsme de groupes 
de Lie submersif. Son noyau 
SL(n,R) = {X € GL(n,R)/detX = 1} (1.15) 
est un sous groupe de Lie de GZ(n,R), appelé le groupe spécial linéaire. 
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De même, pour l'application X *-* X*X de GL(n,R) dans le sous espace de A4„(R) 
de dimension n('1*^ formé des matrices symétriques, son noyau4 
0{n,R) = {X € GL(n1'R)/XtX = l „ } (1.16) 
est un sous-groupe de Lie de dimension ~('n~1> appelé groupe orthogonal réel. Les 
éléments de 0(?i,R) de déterminant +1 forment un sous-groupe ouvert de 0 ( n , R ) 
(car défini par l'inégalité detX > 0). C'est donc, d'après la proposition (3), un 
sous-groupe de Lie de GX>(n,]R.) appelé groupe spécial orthogonal SO(n,M) (groupe 
des rotations vectorielles de Rn) . 
• Le groupe des similitudes de 3Rn (car isomorphe à l * X 0(n ,K)) ainsi que le groupe 
des matrices triangulaires supérieures de déterminant non nul. 
• Le groupe affine (sous-groupe du groupe linéaire GL{n + 1,R)) et enfin le groupe 
des déplacements euclidiens (car isomorphe à R" x SO(n,M.)) 
1.4,2 A lgèb re d e Lie d ' u n g r o u p e de Lie 
Définition 14 Soit G un groupe de Lie, un champ de vecteurs X est dit invariant à 
gauche s'il vérifie: fJ(x).X(x) = X(gx) 
U est immédiat qu'un tel champ est défini par sa valeur en l'élément neutre e, soit X(e) € 
TeG. La relation X(g) = iJ(e).X(e) montre que ce champ est nécessairement de classe 
C°°. Réciproquement, si L € Te(G), on peut lui associer le champ invariant à gauche 
%L '• 9 '->• lJ(e)L- Donc l'application: X >-+ X(e) de l'espace vectoriel des champs 
invariants à gauche sur <G : T(G) dans TeG est un isomorphisrne d'espaces vectoriels. 
On montre que le crochet de Lie de deux éléments X,Y de T(G) est un élément [X, Y] 
de r (G) . L'espace T(G) a donc une structure d'algèbre de Lie, que l'on peut transporter 
sur TeG à l'aide de Fisomorphisme précédent. Par définition, c'est l 'algèbre de Lie de 
G notée g. 
A chaque vecteur tangent v 6 TG peuvent être associés deux éléments ve et vc de TeG 
définis par: 
ve = ¿>5_i v ve = 7J-1V 
inversement la donnée de ve ou de vc et de l'origine A € G détermine v. Cela signifie 
que les vecteurs tangents à G appartenant à divers espaces TAG, peuvent être représentés 
de deux façons par le couple (A,x) où A décrit © et x décrit l'espace TSG ~ Q. En 
cinématique -nous allons le voire au chapitre 3- Pisornorphisme TG ~ G x a qu'on vient de 
décrire permet de représenter la position et la vitesse d'un solide indéformable sous deux 
points de vue : ve représente le champ des vitesses euleriennes (par rapport à l'espace), 
et v c représente le champ des vitesses lagrangiennes (par rapport au corps). 
L'application en question n'est pas un homomoiphisme, son noyau est, quand même, un sous-groupe 
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Exemples d 'algebres de Lie; 
• L'algèbre de Lie de GL(n,M) s'obtient donc en munissant Mn(&) du crochet: 
[A,B] = AB-BA (1.17) 
En effet, puisque GL(n,M) est une sous-variété ouverte de Mn(R) = R" , l'espace 
tangent à GZ(n,R) s'identifie àGL(n,M.)xA4n(ti&),et les champs invariants agauche 
sur G£(n.,K) sont de la forme XL : g »-* jjL — gL, où L est un élément de ,M„(R). 
On vérifie alors que le crochet [X¿, XM] de deux tels champs est le champ JQL.MJ 
avec [L, M] = LM - ML. 
• L'algèbre de Lie de 0 ( n , R ) est isomorphe, à la sous-algèbre de Lie de ,M„(R) 
formée des matrices antisymetriques. 
1.4.3 A p p l i c a t i o n e x p o n e n t i e l l e 
Définition 15 Un sous-groupe à un paramètre d'un groupe de Lie G est un hornomor-
phisme de classe C°° du groupe additif (K, +) dans G. 
Soit /) : R K 6 un groupe à un paramètre de G: 
p(t + u) = p(t)p{u) = 7Kt)/>0) (1-18) 
on déduit, par dérivation par rapport à u: 
P'(0 = 7 5 „ y ( 0 ) (1.19) 
Le vecteur tangent p'{t) est donc la valeur au point p(t) du champ invariant à gauche 
engendré par l'élément p'(0) de TeG. 
Réciproquement, on démontre que si X est un champ de vecteurs invariant à gauche 
sur G tel que X{é) = x Ç TeG, alors la courbe intégrale solution de: 
p\t) = X(p(t)) 
P(0) = e 
est un sous-groupe à un paramètre de G. Grâce à cette bijection qu'on vient de décrire, 
le sous groupe à un paramètre p tel que //(0) — x e TeG sera dit engendré par x. 
Définition 16 Pour tout x 6 TeQ, soit px le sous groupe à un paramètre engendré par 
x. L'application: 
TeG -+ G 
x h-> px(l) 
est appelée application exponentielle et notée exp x. 
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Propr ié tés de l 'application exponentielle 
1. D'après la définition, l'application exponentielle vérifie: 
• V i, u € R et pour tout x £ g 
exp ((i 4- w)x) = exp (ix) exp (ttx) 
• pour tout x € g on a : 
exp (—x) = exp (x)~ 
• on a aussi exp (0) = e 
2. Comme on a px(iu) = pux(*) P o u r tout u , f S i , alors: 
Px(0 = Ptx(l) = expix 
exp 
Figure 1.3: L'application exponentielle 
3. Pour tout x, y G 5; on a ^ (exp tx .exp íy) í = 0 = x + y et la formule utile pour la 
suite: 
d2 
dtds (exp sy. exp ix. exp * sy) t = s = 0 = [y, x] (1.20) 
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Proposi t ion 6 Soit t ¡—> exp tx et t i—»• exp ty deux sous-groupes à un paramètre, pour 
que ces groupes commutent, il faut et il suffit que le crochet [x, y] soit nul. 
Coordonnées canoniques: 
Si (es)i-i>n est une base de TeG, l'application 
/ : R" -> G 
x H-> exp J3"=i biet-
est de classe C°° et vérifie: / (0) = e , -ff:(0) = e^ Donc / T (0 ) est un isomorphisme 
de R" sur TeG, et il existe un voisinage ouvert U de 0 dans I " tel que f/u soit un C°°-
difféomorpliisme de U sur un voisinage fi de e dans G. Le couple (fi, fm) est une carte 
de G centrée en e, et les coordonnées locales définies au voisinage de e par cette carte 
sont dites canoniques ou normales. Par translation (gauche ou droite) on en déduit des 
coordonnées locales au voisinage de tout point de G. 
Si (x1,...,xn) sont les coordonnées canoniques de x et si xh appartient à la même carte 
que x, alors les coordonnées canoniques de a:* sont (kx1,...,kxn). 
Notons que pour tout entier p (1 < p < n) l'application: 
/ P : R" ~» G 
x H+ (expl^= 1a; je i).(expl^= l i + 1afie i) 
définit aussi des coordonnées locales au voisinage de e, utiles pour certaines questions. 
Définition 17 Un homomorphisme d'algèbre de Lie est une application linéaire h d'une 
algèbre de Lie A dans une algèbre de Lie B qui vérifie por tout x , y G A et tous X, /¿ € R : 
[h(z),h(y)] = h{[z,y]) (1.21) 
un automorphisme de l'algèbre de Lie A est un homomorphisme bijectif de. A dans A 
Cela étant on a facilement: 
Proposi t ion 7 Si h : G —» H est un homomorphisme de classe C°° de groupes de Lie, 
alors hT(e) est un homomorphisme de l'algèbre de Lie de <&( ~ TeG) dans l'algèbre de Lie 
de H ( ~ TeH); de plus pour tout x G T e 6 on a: 
h(expx) = exp(hT(e).x) (1.22) 
Représen ta t ion adjointe 
Soit G un groupe de Lie, et g son algèbre de Lie ( ~ TeG). A chaque a G G on associe 
l'automorphisme intérieur Int„ : g \—• ago"1 qui est un automorphisme de groupe de Lie. 
Donc d'après ce qui précède Int^(e) est un automorphisme de g. D'où la: 
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Définition 18 La représentation adjointe de G est i'homomorphisme de groupes: 
Ad: G Aut(g) 
Propriétés 
• D'après la proposition (7) on a: 
(Vx € fl) (VU e G) Dexp^D"1 = exp(AdD.x) 
• En remplaçant x par ix, on voit que le sous-groupe à un paramètre t 
D e x p t x D - 1 de G est engendré par AdDx de G. D'où: 
— (JD exp txD~l) = Ad D.x 
• En posant D = expsx et en utilisant la formule (1.20), on obtient: 
— (^d(exp sx).y) s = 0 = [x, y] (1.23) 
Le crochet de Lie [x, y] s'interprète comme un déplacement infinitésimale défini par 
x appliqué à y. 
Puisque g ( a TeG) est un espace vectoriel de dimension n ~ dimG, Aut(g) est un sous-
groupe de GL{g) et l'application Ad peut être considérée comme un homomorphisme de 
classe C00 de G dans le groupe de Lie GL(g). Sa différentielle en e, soit AdT{e), est donc 
un homomorphisme de G dans l'algèbre de Lie de GL{g). Or l'algèbre de Lie de GL{g) 
s'identifie à l'espace vectoriel £(g) des endomorphismes de g ( ~ TeG) muni du crochet 
défini par [A, B] = AB — BA, Pour tout x G 0, AdT(e).x est donc un élément de C(g) que 
l'on note ads.. 
Par application, encore une fois, de la proposition (7), à I'homomorphisme Ad : G —» 
GL(g) on obtient immédiatement la: 
Proposition 8 Pour tout x 6 g on a: 
Ad(exp x) = exp(a<f x) (1.24) 
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L'intérêt de cette proposition vient de ce que le second membre est une exponentielle 
d'endomorphisme: 
Ä (adx)n 
exp cd x = 2_j ~ j — (1.25) 
n = 0 
De plus, dans les équations de la dynamique le groupe D n'intervient que par l'intermédiaire 
de sa représentation adjointe. 
Proposition 9 Pour tous x, y G Q on a: 
adx.y = [se, y] 
En effet, en utilisant la formule (1.23) et en échangeant x et y, on a: 
adx.y = (Acf(e).x)y = — (Ad(expfx).y) i=0 = [x,y] 
Dérivée de l'application exponentielle 
T h é o r è m e 5 Soit G un groupe de Lie, et g son algèbre de Lie, on a: 
expT x = il' a..Ä(-ss) 
avec 
*-*-±të$ k=0 (fc + 1)! (1.26) 
Cette formule de dérivation fournit atissitôt les points où expT x est bijective, ceci revient 
à exprimer que l'opérateur R(—x) est inversible, i.e. que ses valeurs propres sont non 
nulles. Mais comme 
(1.27) 
k-a 
est une série entière partout convergente, il est clair que, pour toute matrice u 6 M„(C), 
les valeurs propres de l'opérateur (¡>(u) sont les nombres <f)(z), où z décrit l'ensemble des 
valeurs propres de u. Comme les zéros de la fonction $ sont les nombres 2kiw où k G Z*, 
on en déduit que l'application exp T x est bijective ssi adx n'a aucune valeur propre de la 
forme 2kiic avec k ^ 0. 
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1.4.4 Action d'un groupe de Lie sur une variété différentiable 
Définition 19 On dit que le groupe de Lie G opère différentiablement à gauche sur une 
variété différentiable V (ou G est un groupe de transformation de V) si l'on s'est donné 
une application de classe C°° : 
GxV -> V 
(g,x) H-»- g*x 
telle que pour tout x S V on ait : 
— e • x = x 
— g • (h • x) 
Pour chaque x € V nous noterons ¡ix{g) = g * x. L'application : 
(t,x) H+ ^(expiX) 
définit un groupe à un paramètre de transformations de V engendré par le champ de 
vecteurs : 
XL(x) = ~[^z(expiL}}i=0 = nl(e) • L 
Proposit ion 4 L'application L i~-> X¿ est un endomorphisme injectif d'algebres de Lie de 
g~ dans l'algèbre de Lie T(V) des champs de vecteurs de classe Cœ sur V. Où g~ désigne 
l'algèbre de Lie opposée de g. 
Le signe moins provient de ce que le groupe opère à gauche sur la variété, inversant le 
sens de la multiplication du groupe. 
Chapitre 2 
Le groupe des déplacements 
euclidiens D 
Ce chapitre a pour but d'exposer de manière la plus simple 
les notions élémentaires sur lesquelles repose la méthode de 
Lie pour la mécanique du solide rigide : nous aurons besoin 
d'utiliser les déplacements euclidiens pour repérer les corps 
rigides (groupe de Lie), ainsi que les champs équiprojectifs 
nécessaires pour la représentation des champs des vitesses 
et des efforts agissant sur un solide (algèbre de Lie). 
2.1 L'algèbre Eq(S) des distributeurs 
Un champ de vecteurs sur £ est une application f : £ -* E qui associe à chaque point 
de £ un vecteur de E. Traditionnellement, ce champ est dit équiprojectif si les vecteurs 
f(M) et f(N) ont même projection orthogonale sur la droite MN: 
VM,NeS [f(M) - /(#)] MN = 0 (2.1) 
On démontre à partir de cette définition qu'un champ équiprojectif est une application 
affine à valeurs dans E dont la partie linéaire est un endomorphisme antisymétrique: 
VM,NeS f{M) = f(N) + f(MÏT) (2.2) 
Si £ est un espace affine euclidien de dimension 3, il existe un vecteur unique R de 
E vérifiant VX 6 E f{X) = R A X. En mécanique du solide les champs équiprojectifs 
s'appliquent sur un domaine bien déterminé, indéformable, occupé par le solide. Nous 
pouvons donc poser la définition: 
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Définition 20 Soit £ un espace affine tridimensionnel d'espace directeur E. On appelle 
distributeur de £ tout application affine x : Dom(x) C £ -+ E définie sur une partie 
Dom(x) de S à valeurs vectorielles dans E vérifiant: 
3wa; € E tel que'ip et m £ Dom(x) x(m) = x(p) + ux A Wn (2.3) 
Dom(x) est le domaine de x. Si Dom{x) = £ x est appelé alors champ équiprojectif sur 
£. 
Soit S une partie de £ telle que £ soit une variété affine engendrée par S, et x un dis-
tributeur sur S. Alors on démontre que x est la restriction à <S d'un champ équiprojectif 
sur £, défini de manière unique. 
H est important de bien préciser le domaine à chaque fois que l'on parle d'un distribu-
teur car il n'est pas toujours possible de prolonger un distributeur sur l'espace afine £ tout 
entier. Par exemple, soit x un champ équiprojectif sur £, le champ m t-»- ñ A (n A x(rn)) 
ne vérifie (2.3) que si son domaine est inclus dans un plan affine orthogonal à ñ. 
Si x et y sont deux distributeurs de même domaine sur £ et À € R on définit les 
distributeurs x + y et Ax par: 
(x + y)(m) = x(m) + y(ro) 
(Àx)(m) = AX(TO) 
d'où: 
Proposition 10 L'ensemble des distributeurs a;,- de même domaine Dom(xi) = S forme 
un espace vectoriel noté Eq(S). 
Un champ distributeur est entièrement défini par son domaine Dom(ji) et deux vecteurs 
wx, x ( 0 ) , (éléments de réductions en un point 0 G DOTO(X)). La donnée du point 
0 G Dom{x) permet donc d'identifier un champ distributeur x au couple de vecteurs 
(ÙJX,X(0)): l'espace vectoriel Eq(S) est donc de dimension 6. 
Dans un repère orthonormal direct (0,~? ,~?,k), on écrit wx = <h** + S2Í+ 9sk et 
x(O) = Ciï+ c2f-\- c3k. Les 6 nombres (5i,5,2,53,c1,c2,c3) sont les composantes de x = 
(a>x5x(0)) dans la base 
B= ((r,o),(j;o),(fc,o),(o,i) ,(o,j),(o,fc)) (2.4) 
Proposition 11 Le crochet de Lie des champs xetyÇ Eq(S) est l'élément [x, y] € Eq(S) 
donné par: 
[x, y](m) = ùjy A x(m) ~ ux A y(m) (2.5) 
L'espace vectoriel Eq(S) muni du produit {x,y) i-+ [x,y] est donc une algèbre de Lie. 
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Démonstration 
Soit / une fonction de classe C°° sur S C £. Alors on a: 
LxLyf(m) - LyLxfim) = Lx ( /T .y(m)) - Ly ( /T .x(m)) 
= (f*.{uy A .)) .x(m) - (/T.(cux A .)) -y(m) 
= / T . [(wy A x(m) - w x A y (m)] 
donc 
[x,y](m) = wy A x(m) - wx A y(m) 
et en faisant la différence [x,y](m) — [x,y](p) on a: 
wpc,y] = - w x A wy (2.6) 
Le vecteur ux étant défini de façon unique à partir de x. L'application x i-» u x de 
Eq[S) dans E est, grâce à cette dernière relation, un homomorphisme d'algèbres de Lie. 
Si x et y G Eq(S), l'expression 
[x|y] = wx.y(m) + wy.x(m) 
ne dépend pas du choix du point m dans Dom(x). L'application (x,y) H+ [xjy] est une 
forme bilinéaire symétrique non dégénérée sur l'espace vectoriel Eq(S) mais non définie 
positive. Donc ce n'est pas un produit scalaire! 
x étant un distributeur, la valeur -[x|x] est appelé invariant scalaire de x. 
Un distributeur élémentaire est un distributeur dont l'invariant scalaire est nul: 
• On appelle couple tout distributeur de résultante nul (ou tout distributeur constant) 
• On appelle glisseur tout distributeur x pour lequel il existe un point m € £ en 
lequel x(m) = 0 
L'ensemble Ax des points de £ en lequel la valeur de x est colinéaire à u>x est une droite 
passant par le point 
ux Ax(O) 
P = 0 + I« 
et admettant wx pour vecteur directeur. En tout point P de A x la valeur de x: 
1 [xjx] 
2 IKI w P\ -
 L
 J±i±L,, 
est l'invariant vectoriel de x. A x est appelé axe central de x. 
Théorème 6 Soit x et y deux distributeurs de résultantes non nulles. L'axe central du 
crochet de Lie [x, y] est la perpendiculaire commune aux deux axes Ax et Ay. 
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Théorème 7 Soit x et y deux distributeurs de résultantes non nulles. Le crochet de Lie 
[x, y] est nul si, et seulement si, x et y ont le même axe central 
[¡c,y] = 0 <=^ A¡c = Ay 
Théorème 8 (Morley-Petersen) Soit x et y deux distributeurs de résultantes non 
colinéaires et soit z le distributeur somme (z = x + y) alors Az et la perpendiculaire 
commune de A% et A« sont orthogonaux et concourants 
pour îa démonstration des théorèmes 6, 7 et 8 voir [43]. 
2 .1 .1 T o r s e u r e t c o t o r s e u r 
Soit p, la mesure de Lebesgue sur £. Alors l'application 
(x ,y) i—y —r-r j x(m).y(m)d/x(m) (2.7) 
est bilinéaire symétrique définie positive sur JEq(5), pourvu que S engendre amnement 
8 (ou même ne soit concentré sur aucune droite de £, c'est ce que nous supposerons 
désormais), donc c'est bien un produit scalaire sur Eq[S). 
Définition 21 Le produit intérieur canonique sur Eq(S) est donné par: 
[x\y] = Lox.y{m) + u>y.x(m) 
Le produit scalaire canonique sur Eq(S) est donné par: 
<x,y>~ —r— / x(m).y(m)dn(m) 
fi(S) JS 
En pratique, les deux formes bilinéaires < . , . > et [ . j . ] sont liés à la notion de puissance, 
et il n'y a entre les deirx qu'une différence de point de vue : [xm|yj est la puissance des 
efforts représentés par leur champ des moments des forces x m , alors que < x^,y > est 
la puissance des efforts représentés par leur champ des forces x^. Cependant la forme 
< . , . > a l'avantage d'être définie positive. La non dégénéresence des deux applications 
bilinéaires < . , . > et [. | . ] permet de poser la: 
Définition 22 On appelle respectivement torseur, (et l'on note tor), et cotorseur, ( et 
l'on note cotor), relatif à une. forme linéaire non dégénérée r sur Eq(S) les deux champs 
de Eq(S) vérifiant: 
r(x) = [foTvja;] = < cotorT,x > 
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2.1.2 M o m e n t d'un d i s t r i b u t e u r 
On rappelle que ie moment d'un vecteur AB G E par rapport à un point O € £ est, par 
définition, le produit vectoriel de deux vecteurs O A et AB. Cette définition se généralise 
pour les distributeurs de la façon suivante: 
Définition 23 Le moment d'un distributeur par rapport à un point est la moyenne, au 
sens de la mesure de Lebesgue sur son domaine S, des moments de ses valeurs en chaque 
point de S. 
L'opéra teur de moment H 
Définition 24 On appelle opérateur de moment, et l'on note H, l'application linéaire de 
D dans lui même qui à x fait correspondre le champ: 
(Hx){p) = -y^ - J pñ% A x{m)dfi(m) 
Hit est bien un distributeur de domaine S. En effet 
{Hx)(q) - {Hn)(p) = -~~ j(qm~- pin) A x(m)dju(m) 
= W A -7-çT J x(m)dn(m) 
= x(G) A pq-
On a donc u>#x = X(G) o u G est le barycentre de S. 
Définition 25 L'opérateur d'inertie relatif au point p d'un domaine S dans une position 
donnée est l'opérateur linéaire I¿ € £(E) défini par 
hl?) = Zfg\ J P™ A (x A Pm)dß{m) (2.8) 
L'opérateur Ip est symétrique et positif, il est défini positif (et donc inversible) si le domaine 
S n'est concentré sur aucune droite passant par p, et enfin pour tout p il existe il existe 
une base orthonormé directe de E formée de vecteurs propres de Ip, et dite base principale 
d'inertie. 
Proposition 12 Le produit intérieur , et le produit scalaire sur Eq(S) sont liés par 
Vaseij /€t) < x, y >= [Hx\y]. 
Cette proposition évite l'utilisation de l'intégrale (2.7) pour calculer le produit scalaire de 
deux champs x et y. 
Démonstration 
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< x , y > = —r-r x(m) • y(m)dfi(m) ¡i{s) Js 
1 / — > • 
= —r-r / x(m) • (y(G) -f Wy A Gm)d/j,(m) 
1 f —• 
= i(<?) • y(G) + - r r / (Gm A i( tn)) • w,á/í(»n) 
= « H . • y(G) + i ix(G) • w„ = [Hx\y]. 
Corollaire 1 On a 
torr = HcotorT 
R e m a r q u e 2 l'opérateur H est très utilisé en mécanique : par exemple si v est le co-
torseur des vitesses alors Hv est le torseur cinétique; si 7 est le cotorseur d'accélération 
alors IF7 est le torseur dynamique, enfin si f est le champ des forces alors Hf est le champ 
des moments de ces mêmes forces. 
De plus on a les propriétés suivantes. 
Propr ié tés de H 
• H est symétrique: 
[üx|y] = [xjiíyj 
• H est positif: 
[JTx|x] > 0 
• H est inversible. 
• Les valeurs propres de H sont 1, l , l , r j , r | et r | , où (r¿),-=li2,3 sont les trois rayons 
de giration du solide. Les vecteurs propres associés sont les 6 éléments de la base 
BG relative à un repère central d'inertie. 
Les trois premières propriétés s'obtiennent directement grâce à la dernière proposition : 
[ifx|y] =< x , y >. Les valeurs propres sont définies comme les maxima de la forme 
quadratique [üTx|x] pour les x appartenant à la boule unité de R6, c'est à dire, si A¿ est 
une valeur propre et x¿ un vecteur propre associé, alors [ifx»jx,] = A¿j¡x¿j¡|6. Autrement 
dit les les deux normes j|.|ji« et jj.||9 sont proportionnelles pour les vecteurs propres, les 
coefficients de proportionalité sont les valeurs propres associés. 
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Expression de H 
Soit B une base de D relative à un repère orthonormé d'origine A G £. 
On a 
w/fx = x(G) = x(A) + wx A AG 
soit 
D'autre part 




(Hx)(A) = ¿ j / s A m A x(m)<fy*(ro) 
= -rjrr / 5 Am A (x(A) + wx A Am)dju(m) 
— AG A x(A) + - ^ r / s Am A (u>x A Am)djtt(m) 
= l G A x ( A ) + IA(u>x) 





Propr ié tés de i¡Jq(5) 
• Soit T le sous-espace vectoriel de Eq(S) formé des champs constants. Alors T est 
un idéal commutatif de Eq{S): 
x € T et y € T [x,y]eï (2.9) 
• Soit 3 F le sous-espace vectoriel formé des champs dont les distributeurs associés 
s'annulant en un point P fixé quelconque dans £, Alors 3p est une sous-algèbre de 
Lie de Eq(S): 
x 6 3 F et y € 3 P = * [x, y] G 3p (2.10) 
y p es ce i®3P = Eq{S) (2.11) 
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• On a aussi la propriété de "produit mixte" : 
V x , y et z 6 Eq(S) [xj[y,z] = [y¡[z,x]] (2.12) 
• Et la formule de double crochet:Vx,y et z G Eq(S) 
[x,[y,z]] = (üJx\u>z)y- (wx | wy) z + [x | z]Qy - [x | y] ilz (2.13) 
où 0 est l'application de jf5q(S) dans Eq(S) qui à u fait correspondre le champ 
constant ,/ = w„, avec les propriétés : 
Q,2 = 0, [fix,y] = [x,fiy] = fi[x,y] = ux Au s (2.14) 
[ßx|y] = [x|ßy] = u * - u y (2.15) 
2.2 Le groupe D 
Définition 26 5o¿í £ l'espace affine euclidien tridimensionnel. Un déplacement euclidien 
est une transformation affine bijective de £ dont la partie linéaire est un élément du groupe 
spécial orthogonal 50 3 (R) . 
Nous savons que le mouvement d'un solide rigide peut être décrit par un repère mobile, 
et que, d'après la proposition 2, l'ensemble des repères affines de £ est en bijection avec le 
groupe D. Cette bijection va nous permettre de "confondre" la position et le déplacement. 
Ainsi la vitesse qui est la dérivée par rapport au temps de la position s'écrit: v ~ ^ ~ ~ 
où D est le déplacement correspondant à s, la soustraction ainsi que la multiplication par 
un scalaire et le passage à la limite n'étant pas définis dans un groupe aussi "innocent" que 
D la formule élémentaire de calcul de la dérivée limh^.0D^i+hl~D(<^ n'est plus valable. Pour 
surmonter cette difficulté apparente on fait appel à la géométrie différentielle des groupes, 
et on montre que D est une variété différentiable. De plus c'est, un groupe de Lie, et la 
théorie des groupes de Lie assure l'existence de ^ et montre que cet être mathématique, à 
un isomorphisme près, vit dans un espace vectoriel lié à D, noté Z>, que Fon appelle algèbre 
de Lie de B>. 
2.2.1 L ' a l g è b r e de Lie D 
Théorème 9 L'ensemble D des déplacements euclidiens muni de la loi de composition des 
applications est un groupe de Lie de dimension 6 dont l'algèbre de Lie est, à isomorphisme 
près, l'algèbre de Lie des champs de vecteurs équiprojectifs sur £. Le crochet de Lie, en 
tant que champ équiprojectif (ou torseur), est donné par ses éléments de réduction en 
m G £: 
U[x,y\ = wxAojy (2.16) 
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[x, y](rn) = uix A y{m) - uy A x(m) (2.17) 
Démonstration Soit £ l'espace affine euclidien de dimension 3 attaché à E, on désigne par : 
£a(£) est l'ensemble des transformations affines £ —»• £ 
Ca(£; E) est l'ensemble des applications affines £ —>• E (on champs de vecteurs affines 
sur £} 
• Tout élément A G £a(£) a une partie linéaire A' G £(E) telle que 
A(9) = A(p) + A!(p$) (2.18) 
• Tout champ affine X G £a(£; E) a une partie linéaire X1 G £(E) telle que 
X(q) = X(p) + Xlm) (219) 
Les propriétés qui conduisent à identifier l'algèbre de Lie de D à l'algèbre de Lie des champs 
de vecteurs équiprojectifs sont les suivantes: 
— £a(£) est un espace affine attaché à l'espace vectoriel £a(£;E). Si A et B G 
£a(£) le vecteur AB est le champ affine p •->• A(p)B(p) G E dont la partie 
linéaire est Bl —A1. 
— D est une sous-variété de l'espace affine £a(£) 
Première conséquence 
1. Tout vecteur tangent x à D en A est un vecteur tangent à £a(£) en A et s'exprime 
par 
x = (A,X) où A = o(x) et X G £a(£;E) (2.20) 
2. Pour que v = (A,X) soit tangent à D en A il faut et il suffît que 
(a) 
3W équiprojectif tel que X ~ W o A (2.21) 
ou bien 
(b) 
W équiprojectif tel que X = A1 o V (2.22) 
(1) découle de l'immersion : 
TB C T£a(£) ~ £a(£) x £a{£; E) (2.23) 
(2) s'obtient en dérivant t ¡-+ D(t) tel que 
C(0) = A, ( | l X « ) ) = AT 
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compte tenu de 
On en déduit aisément les formules 
• si v = (A, X) 6 TAB et B € D 
7 | v = ( 5 o A, Bl o X) (2.24) 
¿ | v = (AoB.XoB) (2.25) 
A 4 ' U = ( e , 5 , o P o F 1 ) si u = (e,U) (2.26) 
r e D={(e , i7 ) / t f e.Eq(£)} isomorphe à Eq(£) (2.27) 
Remarquons que le champ de vecteurs tangent à D et invariant à gauche tel que 
X(e) = u = (e, £/) Í7 G £q(£) est défini par X{A) =
 7 J u = (A, A1 o tf). Si u, v G TeD 
u =' (e,C/), v = (6 ,7) U, V € £q (£ ) alors [u,v] = (e,W) G TeD est bien définie par 
la théorie des groupes de Lie ( avec les champs de vecteurs tangents à D et invariants à 
gauche): calculons maintenant W en fonction de U et V. 
Calcul de [X, Y] poor X, Y champs invariants à gauche 
Soit 
X(A) = iï(u) = {A,A'oU) 
y(A) = 7Î(v) = (A,A'oV) 
Par définition de la structure d,algèbre de Lie sur Te3 : 
[A-,Y](e) = [u5v] 
Soit / G Cœ(B>,K)1 et g G C°°(Ca(£);R) telle que f et g coïncide sur un voisinage de e 
dans D. Pour A voisin de e: 
Lxf(A) = g'(A){AloU) 
Lyf(A) = g'(A)(A! o V) 
D'où 
LxLYf(A) = g"(A)(Al o U)(£ o V) + g'(A)(A! o U> o V) 
Volite fonction / £ C°°(B; Ä) peut être traitée localement, en particulier pour les opération de calcul 
différentiel, comme une fonction / € C°°(£a(£); Ä). (propriété de prolongement local d'une fonction définie 
sur une sous-variété) 
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Au second membre on effectue du calcul différentiel local dans un espace affine, d'où aussi 
L{x,nf{A) = g'{A) (A1 o{U!oV-Vlo U}) 
Si le crochet est défini par [X,Y](e) = (e, W) alors L[X, Y] = g' (A1 o W) on a donc 
g\è) {U1 o V - V ' o i f ) = g'(e)(W) 
et / , (et g) étant quelconque: 
^ = c / ! o y - y l o u 
c.à.d 
[u, v] = (e,UloV-V'o U) 
si u = (e, U), v = (e, V) U1 o F - F J o J7 est le champ 
p H-t cj(7 A ^ ( p ) - U v A f (i>) 
Calcul pratique de [X,F] 
On représente les deux champs X et Y par leurs éléments de réduction en l'origine du 
repère O (ou n'importe quel point de l'espace affine engendré par leur domaine commun). 
Alors 
[
 { X(0) ) ' [ Y(0) ) ] = \OJX A Y{0) - ¿y A X(0) ) ( 2 ' 2 8 ) 
2.2.2 L'application exponentie l le du groupe D 
L'application exponentielle d'un groupe G permet une représentation paramétrique locale 
de ce groupe au voisinage de son élément neutre e. Pour G = (R*, x) cette application 
n'est autre que l'exponentielle réelle classique, on sait qu'elle injective et non surjective, 
par contre si G — ( C , x ) elle est surjective et non injective, enfin rappelons que cette 
dernière (l'exponentielle complexe) permet de représenter les rotations planes. Dans ce 
paragraphe on se propose d'étudier le cas G — (D, o) utile pour la cinématique des solide 
indéformables ainsi que les milieux curvilignes. 
Expression explicite d e x K exp x 
Théo rème 10 Soit x G U et A = jju>x|! l'angle de rotation du déplacement D = exp x. 
Alors l'application exponentielle D ~ exp as est donnée par : 
exp x(m) = m + p(ux)-x(m) (2.29) 
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où 
p(<*>x) = 1 + 1 /s in 2 V~\ 
A/2V 
2 l A/2 j (u>x A •) -
iinA — À 
À5 Wa;A(wa;A .) (2.30) 
Démonstration 
exp x étant solution de l'équation différentielle: 
í ÍM*) = x(^(<)) = 7&0-X 
1 ¥ » ( 0 ) = e (2.31) 
On détermine d'abord la partie linéaire (expx)1 en écrivant (2.31) en deux points m et p 
puis par soustraction on a 
—(expx)?(n?,jj) = (expa;)' -u£ A mp 
soit 
ce qui implique 
On 
donc 
—(expxf = (expx)1 • ÜJL A • 
(expa;)î = ea^Wj, A •). 
exp ix(m) = m + / exp ((i - s)u>x A .) x(m)dá 
JO 
expx.(m) = m + Í / e¡spí(wx A .) du 1 x(m) 
m + 
,. 0 fc-n 
i*(wx A . ) ' 
* ! 
du ) x(m) 
(2.32) 
(2.33) 
Pour effectuer la sommation, nous avons besoin du lemme suivant : 
Lemme 1 Soit v un vecteur de R3 et A la matrice antisymétrique telle que Ax = v A x 
alors on a pour tout k € N 
A2*+1 = (-l)*(|M|)a kA ci A2fc+2 = (~l)k(\\v\\fkA2. 
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Suite de la démonstration du théorème On a 
eí(fc + l)!- + ¿ (2*+ 2)! + ¿ (2*+3)i 
Grâce au lemme, on a 
°° (\2k — 1 °° ( \)2k 
* = 0 (2k + 2)! * = i (2fc)ï-
= —(cosA - l)(w4 A •) 
00
 ( \2k _ 1 °° z' \\2fc + l 
A3 (¿¡¿nA - A)(w, A -)
2 
Pour démontrer le lemme on utilise le double produit vectoriel 
v A(v A x) — (v • x)v — ||u|j2x 
A3x - v A [v A (v A x)] = (v • x)v A v - ¡\v\\2v A x = ~-\\v\\2Ax 
et ceci quelque soit x € ¡R3 d'où 
A3 = -\\v\\2A (2.34) 
Puis on raisonne par récurrence sur k. 
T h é o r è m e 11 Si A < 2TT l'application linéaire dépendant de LUX p(&x) est inversible avec 
p(u)x) l = r(w») = / + - w x A . + ~ i l ~ ~ ^ y ^ J W I A ( « I A . ) (2.35) 
Démonstration 
Il suffit de vérifier que l'on a bien 
P(U)T(U) = 1£(B3) 
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Proposi t ion 13 Les valeurs propres de Vendomorphisme p(w) sont : 
i s i n A / 2 r »A/2 ef sinA/2 i A / 2 
' A/2 A/2 
Démonstration On a p{u>) • w = U,LO est alors vecteur propre associé à la valeur propre 
Ai = 1. D'autre part p(ui) est une combinaison linéaire de trois matrices simples 13, 
cuA : cdot et (w A -)2 dont les través sont respectivement : 3,0 et —2A2, on a alors 
, -. <
 nsin\ Ai + A2 + A3 = trace p(u) = 1 + 2—TT— A 
soit 
sinA . „ . 
A2 + A3 = 2 - y - (2.36) 
Les valeurs propres de l'endomorphisme inverse T(OJ) sont évidemment : j - , ~ et j - , 
on a aussi trace T(U) ~ 1 + • A.,. d'où 
A¡ + A¡=to^A72 (2-37^ 
D'où le résultat en résolvant le système (2.37) et (2.38). 
Remarquons que détp(w) = ^jj2 )2 e t <lue ce^ endomorphisme est singulier pour 
A = 2kw. 
E t u d e de exp(u> A •) 
Nous venons de voir que l'application linéaire exp(uA-) est la partie linéaire du déplacement 
exp x o ù w est l'invariant vectoriel du champ x. Nous allons démontrer que cette applica-
tion est une rotation vectorielle autour de u d'angle ¡ju?¡|. 
Proposi t ion 14 L'application u> i-+ exp(w A •) de B 3 dans £(R3) s'explicite en 
, . , sinX 1 / s i n \ / 2 \ . , 
exp(u A •) = / + - y - w x A • + - I —^j2~ I '^x A (wa, A •) (2.38) 
La démonstration est analogue à celle du théorème (10). 
Soit X un vecteur de E 3 et soit V la projection orthogonale de X sur w et W la 
composante de A' orthogonale à w on a 
exp(w A -)X = exp(w A -)V + exp(w A -)W 
grâce à cette dernière proposition exp(u? A -)V = V et 
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TJ/X 
7~? — • 
„ ^ \ e x P ( w A " ) ^ / 
. — » 
Figure 2.1: La rotation vectorielle 
exp{ujA-)W = W+^u^AW+l^^f^y^A^AW) 
= l^ + iisAw ,AW r-(l-cosA)W' 
= cos XW + sinX if AW 
On peut aussi raisonner en physicien et retrouver le mme résultat de façon plus intuitive 
: on a Vk+1 = V¡¡ + 6Vk où êVk est un vecteur élémentaire orthogonal à la fois à Vk et à u> 
de norme ~ à l'arc VkVk+i = \\Vk\\^ d'où 6V¡¡ — ^ AVk. La relation entre deux vecteurs 
consécutifs s'écrit : 
Vk+1 = (1 + - A -)Vk 
soit 
finalement 
w Vn = (1 + - A -)BVi 
n 
ÜJ 
V = RotuV = lim (1 + - A -)"Vi 
n 
= exp(uj A -)V 
Théorème 12 Soit uÇ.R3 on a alors 
p(—u)r(u) — exp(uA •) 
pourvu que u soit de norme non multiple de 2w. 
(2.39) 
Démonstration Ce résultat peut être vérifié directement à partir des expressions explicites 
de p(—u), r (u) et exp(u A •). 
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V=V0 
Figure 2.2: Raisonnement physique 
Lerame 2 On a les deux identités suivantes : 
p{ux){ux A •) = exp(ux A •) - Í 
(1 - expwx A -){oJx A •) = ^V(waO - A2 i - u A (wg. A •) 
Démonstration On a 
p(W.)K A •) = ( g - ^ ^ Í K A •) = ( g -^jTijT^ 
d'où la première égalité. Pour l'autre on écrit : 
(1 - expu, A •)(«, A •) = ~ ( £ ^ A i - _ ) 
0 3
 (,. A A*+I 
•és(*+i)! 
«22, fa. A .VH-i 
=
 A2(E T I T V ) -A21 - ( " • A (<"•A •)) 
(2.40) 
(2.41) 
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Décomposi t ion de l 'application exponentielle 
T h é o r è m e 13 Soit x G d défini par ses deux composantes tridimensionnelles: x = {ui, u), 
et soit D = exp x le déplacement associé à x. On a alors la décomposition: 
• Si [x\x] — 0 avec x ^ 0, D est une translation ou rotation: 
- si u> = 0, D est une translation de vecteur u. 
- si u — 0, D est une rotation de vecteur ÎO. 
- si \\u\\.\\u\\ j¿ 0, D est une rotation d'axe parallèle à 10 passant par le point 
NI2 
• Si [x\x] 5¿ 0, D est une translation ou déplacement propre: 
- Si À = 2kir avec k G N* alors D est une translation de vecteur 
I-WîUr (2.42) 
- Si À T¿ 2kir alors D - Rot(io) o Tr(p(u>).u). 
Démonstration 
•[xjx] = u • Q — 0 -4=¿- (cJ = 0 ou u — 0 ou û ± u 
1. Si u = 0, alors p{u) = 1 et x(m) est un champ constant égal à u. Donc (expx)(m) = 
m + u, c'est une translation de vecteur u. 
2. Si u = x(0) = 0 alors x(m) = u A 5m et 
(expx)(m) = m + p(wjC)(a)jr A ôm) 
= m -f p(wa.)(cL>a. A -)ôm 
= m + (ea^Ws A •) — l)5m 
— o— b~m + exj5(u>œ A -)5m 
= o + ex'p(ü;x A -)öm 
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3. Si IMI-IMI # 0 alors 
(expx)(m) = m + p(üjx)x(m) 
= m + p(ùjx)(u 4- wx A oíñ) 
= m + p(iox)u + p(wx)(wx A -)öm 
- m + (1 - e x p ^ A •) ) - - • + (espfwj. A •) - l)ôm 
= o - o i ñ i —- + [exp\ux A •))(<«» 7T~) 
~ p + exp(u>x A -)pm 
_ u A i i 
avec p = 0 - | r-r— 
A** 
• [x|x] 9¿ 0 
1. Si llwll = 2k-K alors 
p(u>)iï = U + jîû A (û A u) 
•iï-u _ 1 jxix] 
A3 2 A* * 
iNx], (expx)(m) = m + ô \2 ^ e s t (*OIlc UIse translation de vecteur k^f^u^. 
Á A 
> v ' 
vecteur indép. de m 
2. jjujj 5e 2fc7T : on a d'abord 
earpa^m) = m + /j(u>j.)x(m) 
= m + /»(«^(tt + UÎJ, A 5m) 
= m + p{ux)u + p(ux){ux A -)ôm 
et en remarquant que -u = ~r¿5 - ï^£~^U
 o n a 
(expx)(m) = m + - ^ 5 - w + ( l - e x p ( w » A - J ) - T ä - + (ca!i»(w*A-)-l)om 
= Í? + expiai,. A -)p^ + —TT-^ 
A12 
D'où le résultat. 
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En conclusion le tableau suivant donne la dépendance entre le déplacement exp x et le 














Proposi t ion 15 Pour tout D G B, 3a; € T) tel que D — exp x. Autrement dit, l'application 
exponentielle est surjective, mais elle n'est pas injective, et on a en particulier 
exp x = 1-a 
px\\ = 2k-K k € N* 
[x\x] = 0 
(2.44) 
Cependant, il existe un voisinage V de l'origine dans o, tel que, si x appartient à V, l'égalité 
expx = 1 entraîne x = 0. 
Démonstration 
1. La surjectivité : un déplacement est déterminé par l'image d'un point (p par exemple) 
et un vecteur de rotation iî de façon à avoir : D(m) = D(p) + exp(iî A •) • pin. Soit 
0' l'image par D de l'origine, alors il existe un vecteur x E î l qui vérifie D — exp x 
où 
w x = Ü e t x ( 0 ) = r ( i l ) - 0 0 ' . 
2. La non injectivité : La démonstration de (2.44) est immédiate à partir de l'expression 
explicite de exp x, si on pose x (0 ) = i on a : 
expx = 1® <=$• x +
 2 [-xjr) ^A x) sinX — A ux A (ux A x) = 0 





, . , 1 ( $inXl2\ , 
[x\x]u)x + - (^ —Ä/2—y ^ A ^ = 
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si u>x est colinéaire à x cette dernière relation se réduit à x = 0 qui entraîne x = 0 ce 
qui est exclu, donc le triplet ( î , u „ w t A î ) forme une base de R3 les coefficients de la 
dernière combinaison linéaire sont alors nuls ce qui implique sinX/2 — 0 et [xjx] = 0 
d'où le résultat. 
Dérivée de l 'application exponentielle 
Théorème 14 La dérivée de L'application exponentielle pour le groupe de déplacements 
euclidiens D est de classe C00 sa dérivée au point u CD est l'application linéaire de t) dans 
îexpuD donnée par : 
exp u = 7«„U"R(-«) 
où R(u) est un endomorphisme de D donné par : 
(2.45) 
n, s r (lfsin\/2\\ [u\u](sinX fsinX/2\2\\ , 
S^+2sin2(X/2)-d\ü)ad2u 
^A2 U X r 2A2 
(2.46) 
Ces formules sont très utiles en analyse numérique des milieux curvilignes. Pour les 
démontrer nous avons besoin de: 
Lernme 3 On a V s G Î 
ad5x — -2X2ad3x - X4adx (2.47) 
où À = j|wx|j 
Autrement dit, le polynôme minimal de l'endomorphisme adx est 
P(X) = X{X2 + A2)2 (2.48) 
Donc ±¿A sont valeurs propres et d'après le théorème (??) du chapitre 1, l'application 
exponentielle du groupe D n'est régulière que si 2kiir jt ±iX avec k € Z, c.à.d: 
A je 2fcîr k € N 
Démonstration On utilise pour cela la formule de "double crochet" : 
[X , [X , Z]] = (Uyr\ujz)x - j jWxjpZ + [ x | z ] Î Î X - [ x j x j f i z 
on multiplie à gauche au sens du crochet, par x 
(2.49) 
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[x, [x, [x,z]]] = -|ju?J2[x,z] - [x|x][x, fiz] 
il vient 
ad3* = -A2adx - [x|x]fiarfx (2.50) 
et aussi 
ad3x = ~A2ad2x - [x|x]fiad2x (2.51) 
on multiplie (2.50) par ad2x on a 
ad5x = -A2ßc!3x - [x|x]Sîad3x (2.52) 
puis (2.51) par fi 
fk<fx = ~X2Sîadx (2.53) 
compte tenu de (2.53), l'équation (2.52) se simplifie en 
ad5x = -A2ad3x + A2[x¡x]ÍWx (2.54) 
on additionne membre à membre cette dernière équation avec (2.51) après l'avoir multipliée 
par A2 : 
ad5x + A2ad3x = - A2ad3x - A4adx (2.55) 
d'où 
ad5x = -2A2ad3x - A4adx (2.56) 
Lemme 4 On a Vœ G g et Vfc > 1 
ad^-'x = (-l)*(fc - l)\2k~iad3x+ (-l)k(k - 2)\2k~2adx (2.57) 
od2** = (~l)k{k - l)X2k~4adAx + ( - l ) ' (Ä - 2)A"-2ad2a: (2.58) 
DémonstrationPar recurrence. 
Démonstration du théorème: On a 
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R(u) - ¡T adk{~u)] - 1 + \f adU^~Uh + (T ad2k{-U)) (2 59) 
>. _^ >
 v — * 
grâce à ce dernier lemme on a 
T ^ (-l)*(fc - 1)A"-4 J 3 , " (-l)*(fc - 2)À2fc~2 , 
h=> -— /„.M ad3x + ) -— ' \ „ , , , ; adx 
^ {2k)\ ¿L (2k)\ s .. ' s . 
Le calcul se ramène à des sommations de séries entières en À 
-I)*A3*-' __ 2. v^ - — 
(2 fc - l ) ! A4 2 - f c = l (2*) 
ieoi 
2 V A» A 
et 
TI _ I M r " ( l ^ A 3 * - 1 2 . r o ( - l ) f c A 3 * \ 
J l — 2 V A 3 ¿ - ^ - l f 2 k - l ) ! A4 2 ^ k = l (2* ) ! i 
1 / —amA __ — 2L'C?^A— 1 \ 
—
 \  À4 i 
r" - ICI Y""00 i -D^" - 1 _ j _
 v oo Ç-D'-A3*^ 
J
 1 — 2^A i—k = l ( 2 * - l ) ! A2 ¿-fc = l (2*)! / 
1 1 —sinX — 4eot\—1\ 
~ 2V A A3 / 
On calcule de la même façon I^ : 
J2 = > - — ^ T ~ r: ad x + > -—•—- adx 
puis on effectue les sommations de séries entières en À : 
V - i n V ° ° ( - l ) k A 2 f c 3 ^ . o o ( - l ) " A » f e + 1 x 
J 2 — 2 V A * ¿ - ' * = 1 (2fc)! A» ¿->k = l (2fc + l ) ! > 
1 / eosX—1 o gánA—A\ 
— 2V A-4 ° As / 
et 
d'où 
F» - I / ' J ^ ^ 0 0 ( - l ) f c A 2 f c 5 v ^ c o ( - l ) f c A ^ + 1
 % 
1 2
 ~ 2VA 3 ¿ - * = 1 (2k)! A3 2 ^ * = 1 ( 2 i + l ) ! / 
1 / cosX — 1 r sinX—A\ 
—
 2V A2 ° Aä / 
R(~u) = 1 + P'ißdu + F2ací2u + Jíad3u + J2ad4u 
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et en tenant compte de (2.51) et (2.52) : 
Ä ( - u ) = 1 + {{r\ - X21[) - f1[u\u]ïl}adu+ {(I"2 - \2r2) - 4[u|u]fi}ad2u 
d'où le résultat. 
Théorème 15 Si A = \\u>u\\ ^ '¿kir, l'opérateur-dérivée R(—u) est inversible d'inverse 
T(—u) tel que 
T(u) = I- -adu+—[l ad2u 
tgX/2, 
[tt H \( À/2 \ 2 A/2 ) „ , 
2A4 \V«nA/27 rpA/2 J 
(2.60) 
Démonstration On cherche l'inverse T(u) de i£(u) sous la forme "^2akadku , et par 
A=0 
identification on trouve le résultat annoncé, en tenant, compte de (2.51) et (2.52). 
°° adkx. 
La série exponentielle Y^ ~~7T~ Pe u* être sommée de la même façon, d'où 
k=0 
Théorème 16 On a 
Ad exp u = I + sinX 1 [« | u] _ ,  tt I  ( . sïnX\ _ adu 
+ 
1 f sinX¡1\ \\u\v\ (sinX 1 — COAÀ , 
2 V ~ Â 7 2 ~ ; / + 2 " ~ i ^ l ~ r ~ 2 — \ 5 ~ ~ , i l ad~u 
Exemple 








/ cosa —since 0 
sina cosa 0 
0 0 1 
cosa —sina 0 
sina cosa 0 
0 0 1 / 
on a une matrice analogue pour u = (a, 0,0 : 0,0)* et u = (0, a, 0; 0,0,0)* tandis que 
pour u = (0,0,0; a,6,c)* on a 
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Adexpu = (2.63) 
/ 1 0 0 \ 
0 1 0 0 | 
0 0 1 
0 ~c b 1 0 0 
c 0 - a 0 1 0 
\b a 0 0 0 1 / 
Application 
L'application adjointe est, en fait, "la matrice de passage" d'une base à l'autre dans 
l'algèbre de Lie t). Soient r = ( 0 , e l 5 e 2 , e 3 ) et r' = ( 0 , e i , e2 , e 3 ) deux repères de 
l'espace affine c et D € Die déplacement qui transforme r en r', r' = .D»r c.à.d. O' — D(0) 
et ~ëi = D1 e¿. On désigne par 
et 
B = ( ( i r , 0 ) , ( ^ , 0 ) , ( ^ 0 ) ; ( 0 , ë ? ) , ( 0 , ë Î ) , ( 0 , ë 2 ) ) 
B' = ( ( ë î , 0 ) , ( ^ , 0 ) , ( ^ , 0 ) ; ( 0 , ë r ) , ( 0 , ê ? ) ) ( 0 , ^ ) ) 
les deux bases de ö associées à r et r' respectivement. 
Notons X et X' les matrices colonnes 
/ xi 
\ 3?S 
et où (ar¿)i=ii6 et (x-)¿=li6 sont 
respectivement les composantes d'un champ equiprojectif x € 3 dans # et ¿B' on a alors 
X = 4</2? • X ' 
Notons aussi E et £T' les deux matrices représentant l'opérateur de moment dans 5, 
on a alors 
fi"' = AdD~lHAdD 
On peut obtenir la représentation matricielle de Adexpu d'une autre façon, plus directe 
: la définition AdD • x = D ' x D - 1 s'écrit pour D = exp u 
{Adexpu • x)(m) = exp(wu A •) • x o ea;p(-u)(m) 
- ea;p(wu A •) • x(m. + p(-wuu(m)) 
= cœ2j(«„ A •) • (x(m) + w, A {p(-w t t)(-u(m))}) 
on a donc 
(Adexpu • x)(m) = exp(wu A -)x(m) + exp(wa A •)({;»(-wu)u(m)} A ux) (2.64) 
A partir de cette expression (2.64) on démontre la proposition suivante 
2.2. Le groupe 
Proposition 16 On a 
&AdexPu-x = exp(oju A •)<*>„ 
(Adexp u • x)(0) = exp{uu A -)[p{--uju)u{0) A -jw* + earp(wu A -)x(0) 
D'où la représentation matricielle 
Adexpu 
exp((jju A •) 
\ exp(uju A •)[/>(-w„)u(0) A •] 
O 
exp(u>u A •) / 
(2.65) 
Corollaire 2 ¿o représentation adjointe Ad D : Ö ^ "ù est une "transformation orthogo-
nale" relative au produit intérieur 
[AdDx\AdDy] = [x\y] 
Démonstration simple vérification à l'aide de la représentation matricielle. 
Corollaire 3 La représentation adjointe Ad : D t-> C(D) est injectîve. 
(2.66) 
Nous allons démontrer que 
AdD^ 1 £(D) X> = 1» 
où e désigne l'élément neutre du groupe D. Soit D — expu, d'après le théorème (16) 
AdD = IC(D) est équivalent à : 
¡sinX l[u\u], 
A 2 A2 T 
A/sinX¡2s2T i 1 [ti|tt] sinX o l — cosA, 
- ^ - / + 5 ^ ( c 0 a À — ) ß j a d u + [ - ( - T 7 ^ ) 2 / + - ^ ( - r ~ - ~ 2 - - r ? — )f i ] ad \ = 0 L2V A/2 A2 
On a donc un polynôme en adu de degré inférieur au degré du polynôme minimal iî est 
alors identiquement nul. Les coefficients sont nuls si et seulement si A = 2kw et [u|u] = 0 
d'où le résultat grâce à (2.44). 
Propos i t ion IT L'application adjointe de Vexponentielle, Adexpu; la dérivée de 
Vexponentielle, R{u); et son inverse, T(u), sont, liées par 
R{u)T(—u) = Adexpu (2.67) 
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Démonstration 
Soit (j>(z) la série entière 




 — 1 
)'• 
et soit i¡}(z) la série inverse de <f)(z), on a 
<f>{z)<j>(~z) = C ~
 e _ 7 l 1 = e* 
D'où le résultat puisque R(u) = <p(adu) et T(u) = ^(adu). 
L'application exponentielle est parfois inévitable! 
Soit u et w deux vecteurs de R3 et (Ojfc,¿j¡,,7jfc,fcjb)j;=i,n une suite de n repères orthonormés 
tels que le passage de (0&,iÄ, jk,kk) à (£?*+i, ik+i,jk+i ;&*+i) se fasse par la composition 
d' une rotation de vecteur ~ et une translation de vecteur - (pour n assez grand ces deux 
transformations commutent). Soit (V*(ûjb),£îjt) les éléments de réduction d'un torseur 
Figure 2.3: "Raisonnement physique" 
dans le repère (Rk) et (Vfc+i(0fc+O>^*+i) les éléments de réduction de ce même torseur 
dans le repère (Rk+i)- (4+i , j/t+i,fc*+i) e s t l'image de (ik,ji¡, h) par la rotation de vecteur 
^, iîjfc+1 est donc l'image de Qk par la rotation inverse - ^ . Donc: 
w 1 
ftt+i = ft* Attk + 0(—) (2.68) 
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D'autre part on a 
donc 
Vk{Ok+l) = Vk(Ok) + ÜkA u 
n 
soit 
H + i ( O t + 1 ) = Rot^(Vk{Ow)) 
= V*(0 t+1) » « A K*(0fc+1) + O ( ^ ) 
= V'fc(0fc) + fi* A a - H A (yfc(0fc) + çik A Ä) + 0(£) 
vk+1(ok+í) = vi(ofc) + ñ t A - - - A yfc(ot) + 0 ( 4 ) 
n n "n
¿ 
et en regroupant (2.68) et (2.70), on a 
Vk±i(Ok+i) 
fi* 
Vk(0k) tt ] ' V K t(0*) + 0 ( - Î ) n" 
donc 
xt+1 = ( l -^)x J l + 0(4) 
x„ = ( i - 2**)» 
D'où en faisant tendre n vers Too: 
nxo + 0 ( - ) 






Donc sans faire appel à la théorie de groupes et algebres de Lie, on a montré que les 
expressions d'un torseur dans deux bases différentes, sont liées par un endomorphisme qui 
n'est autre que l'exponentielle d'une matrice obtenue à partir d'un "vecteur-déplacement" 
X-
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Chapitre 3 
La formule de Campbell-Hausdorff 
Un déplacement définissant la position d'un solide rigide 
peut être déterminé, moyennant l'application exponentielle, 
par un torseur dont les six composantes sont liées aux six 
degrés de liberté de l'espace physique, Il est plus simple de 
manipuler des torseurs appartenant à un espace vectoriel que 
des déplacements, éléments d'un groupe. En adaptant ce 
point de vue, la seule difficulté est de pouvoir exprimer la 
composition de deux déplacements à l'aide de deux torseurs 
correspondants. 
3.1 Introduction 
La formule de Campbell-Hausdorff donne l'expression de z en fonction de x et y dans 
exp x. exp y = exp z (3.1) 
Cette formule a fait couler beaucoup d'encre. Campbell lui consacre deux mémoires, 
Poincaré étudie la détermination principale de z. Pascal, Baker reviennent, sur la ques-
tion, seul Hausdorff donne l'expression précise de z. et enfin Dynkin obtient en 1947 les 
coefficients de la formule à l'aide d'une suite récurrente. Malgré tous ces études, la formule 
de Campbell-Hausdorff ne présente, en général, pour la théorie avancée des groupes de Lie, 
qu'une utilité d'ordre pédagogique très limitée : la formule est, en effet, une suite infinie de 
séries emboîtées. Ici, dans le cas particulier où G = D, nous proposons une simplification 
qui permet une utilisation pratique et simple. 
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3.2 Première simplification : composition d'un déplacement 
avec une translation 
Considérons un voisinage ouvert convexe U de 0 dans D tel que exp induise un isomorphisme 
de U sur un voisinage ouvert U de e dans 3D, nous désignerons par log l'isomorphisme 
réciproque de U sur £/, de sorte que l'on a 
log(exp(x)) = x pour x € U , exp(logD) = D pour D €E U (3.2) 
L'application (x, y) i-+ exp x exp y étant continue, 3 un voisinage W C U de 0 dans TeD 
tel que l'on ait exp x exp y 6 U pour x , y € U1 
On posera1 
A(x., y) = log(exp x exp y) (3.3) 
pour x , y S 14'. 
Théorème 17 Pour x £ $ et y € t vérifiant la condition ¡|¡e||s -f ||y¡¡¡> < log 2 on a; 
A(¡e, y) = x + T(x).y et A(y, x) = x+ T(~x).y\ (3.4) 
où T est une application de o dans £(D) définie par l'expression (??), 
La deuxième formule se déduit de la première en inversant l'égalité exp x exp y = 
exp A(x, y) puis en changant x en —x et y en - y . 
Corollaire 4 Dans le cas particulier où xÇ Z0l la formule du théorème précédent permet 
de représenter le déplacement composé d'une rotation de vecteur x G K.3 et une translation 
de vecteur y G K3 (x,y étant donnés), par le seul vecteur x £ TeÎS> donné par x — 
x + T(x).y, de façon à avoir exp x exp y = expx- Réciproquement, tout déplacement 
D — exp x Peutse décomposer en un produit exp 0 exp u où exp 0 est la rotation de vecteur 
6 = Xp et exp u est la translation de vecteur u = R{Xp) Xr 
Démonstration du théorème: 
Soit i¡){z) la série 
Cette série converge dans le disque \z — 1\ < 1, ce qui permet de définir -0(-u) pour tout 
opérateur linéaire u vérifiant la condition ||u - l|j < 1. 
1
 Comme l'application log est un bomorphisme de U sur un ouvert U d'un espace vectoriel, le couple 
(U, log) est une carte locale de la variété D en e, et la fonction A(-,-} n'est autre que l'expression dans 
cette carte de la loi de composition de Bt Indiquons en passant, qu'une carte telle que (17, log) s'appelle 
fréquemment une carte canonique de ¡D). 
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On vérifie facilement que si v est tel que la condition ¡|w„|| < ^ est satisfaite on a 
¡|exp(adv) - l|j < 1 
et alors 
r ( ~ v ) = ^(expadv) (3.6) 
On pose 
F(t) = Log(exp x • exp ty) (3.7) 
F est une fonction de [0,1] dans t>, elle est bien définie puisque W étant convexe et 
contenant x et y, contiendra ïy pour 0 < t < 1. 
Ensuite, on dérive par rapport à t l'expression 
exp F(t) — exp x - exp ty (3.8) 
d exp F(t) _
 T ¿exp ¿y 
dt - 1^x-~~dT~ {¿J) 
llpFit)R(-F{t)).F'(t) = 7« P x7«ptyÄ(- iy) .y (3.10) 
et puisque y est un vecteur propre de R(—ty) pour tout t € M : 
R(-F(t)).F'(t) = y (3.11) 
=^F'(t) = T(-F{t))y = 1>(eXçadF(t))y 
= ^(AdexpF( i ) )y 
= V> (Ad(exp x exp ty)) y V • ; 
= iP(eadXeadty)y 
en utilisant .F(l) = F(Q) + f F'(t)dt on a: 
A(x,y) = x + / ^ ( e ^ V ^ y d l (3.13) 
On peut donc déduire de cette dernière équation un développement en série qui permet 
de montrer que, la fonction A(x, y) est analytique au voisinage de 0. On l'obtient en 
développant F'{t) = ip(eaäXeadty).y en série entière par rapport à t et en intégrant terme 
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à terme. 
_ ~ (-1)* a$">-x.adiny ^ adP^xad^ty 
_ A (-l) f e y ^ adPoxad'">y adPkxadgky
 qi+._.gk 
J>o + ?a > 0 
Pi + ft > 0 
Donc 
, , ^ v-> (-1)* adraxadÍBy-a<Pkxad"-y 
A(x,y) = x+J2 E T T T ^ ^ r — I .L • n i i i i ^ 3 " 1 5 
£* , ^
 ft fc + 1 (?i + ç2 + • • • + fc + l)po!?o! • • -Pfeift! Po + Ço > 0 
Pi + ?¡ > 0 
Les termes correspondant à g¿ jé 0 pour i = 0, • • -, k sont tons nuls du fait que t est un 
idéal et que le crochet de Lie restreint à t est nul. 
Donc la sommation se réduit à: 
..
 % v ^ v - (-l)kad'*>xadPlx---adi>*x 
Po > 0 
p,- > 0 
* (-1)* g¿P»x ^ gtff»x ^ arfP*x 
" ^ è c H Î ^ p ^ ' ' ' ^ ^ (3-16) 
=
 x
 + e a d X E T T T ( e a d X - 1 ) i -y 
fe=o Ä + i 
= x^(O.y
 = x+(Er= 0^)" ! 'y = x + r(-x).y 
Ces manipulations formelles, qui utilisent la formule d'associativité pour les séries multi-
ples, sont justifiées pour peu que la série multiple obtenue soit absolument convergente. 
Mais le théorème d'associativité étant toujours valable pour les séries à terme positifs 
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(qu'eues soient convergentes ou non), on peut, pour vérifier la convergence de (3,15), rem-
placer les terme par leurs normes, puis effectuer des groupements de termes ingénieux et 
vérifier que la série à terme positifs obtenue est convergente. Mais c'est la série qui se 
déduit en supprimant les facteurs (—l)fc et en remplaçant adx et ctciy par leurs normes 
(la norme choisie sur D n'a évidemment qu'une importance secondaire pour effectuer ces 
estimations), autrement dit tout revient à vérifier que 
/ Hodxiigtlladyn _ ,\* 
— m + 1 
c'est à dire 
e\\adx\\+\\ady\\ < 2 o u W e n ¡jadx |j + | j a d y | j K l o g 2 ( 3 I 1 8 J 
En pratique les champs x et y sont représentés par les vecteurs (en dimension 6) 
(w, v.)* et (0 , v) 
où w, u et v sont trois vecteurs de E3. On a alors T(—x) • y = (0 , T(—eu) • v). La formule 
(3.4) devient: 
eXP ( u ) -e Xp( l ) = e x p ( « + r(-W).v ) (3-19) 
et cela évite de manipuler Pendomorphisme de D ~ E.6 T(x) et le remplace par 
l'endomorphisme de R.3 r(x). 
Deuxième démonst ra t ion 
On utilise cette fois l'expression explicite de l'application exponentielle : 
(expx)(m) = rn + p(vx) • x(m) 
pour le champ constant y on (expy)(m) = m + y(m), en composant les deux applications 
affines on a 
(expx • expy)(m) = (expx)(m + y(m)) = (expx)(m) + (expx)' • y(m) 
on sait que (expx)' = e x p ^ A •) = p(wx) ' r (~ w x) donc 
(expx • expy)(m) = m + p(ux)(x(m) + r ( -w)y(m)) (3.20) 
et puisque l'on pose exp x • exp y = exp z on a : 
(expx • expy)(m) = m + p(u)z) • z(m) (3.21) 
et finalement (3.20) et (3.21) entraînent que : 
z(m) = x(m) -f- r ( -w)y(m) et wz = ux 




\ \ \ 
i 
Figure 3.1: 
Exemple d 'application 
Soit dans £ un mouvement ponctuel circulaire t >-* M{t). On considère le repère de Frenet 
K{t) = (M(t) ; f, Pj) en M(f) 
Un solide s est lié au repère TZ. On se propose de déterminer le vecteur-dépla.cement xif) 
qui défini le mouvement de s: lZ(t) est l'image de 7l0 par une translation de vecteur ípuis 
une rotation d'angle <p autour du vecteur k. Le déplacement associé à 7Z(i) est donc : 
D{t) = exp <£ o exp / (3.22) 
où $ = (0,0 ,^ ,0 ,0 ,0) ' et I = (0,0,0,1,0,0)' . En appliquant la formule de campbell-
Hausdorff 
D{t) = exp (<p% + T(-ipk) • r) (3.23) 
on a 
T{-<p)-i = ? + ^ - — - + 
D'où 
(f/2 
¥ , / 2
: r + ? / (3.24) Mv/2) 
X(0 = (0,0,¥>, i<K^/2) ,^/2,0)
4 (3.25) 
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A titre de vérification, l'invariant scalaire de x(i) e s t nul ([xOOlxCO] = 0)» donc le 
déplacement résultant est une rotation propre d'axe parallèle à k et passant par le point 
O + ïïïp = (~2> tan1 /2>Q) (d'après le théorème (??) du chapitre 2). D'autre part le 
déplacement résultant transforme le segment [A'O] en le segment [OM] le centre de rota-
tion est donc le point intersection de deux médiatrices, et on vérifie qu'il s'agit bien du 
P°int H'tsfe»0)-
3.3 Cas général 
Pour trouver une expression plus générale de i4(x, y), Vx et y dans î», nous avons besoin 
d'un résultat classique et analogue dans la sous algèbre ZQ isomorphe à l'algèbre de Lie 
du groupe S03(M,): 
Lemme 5 Soit ©x = I '_ x J et 0 2 = { A2^2 } deux vecteurs de Z0. Alors 0 = 
A(&i , 0 2 ) est donné par: 
0 = r OÙ i 
cos | = cos ~±cos 4f — fci • k2sin ^-sin 4f 
[ k = -^~jj2 [s^n ^tcos ^ ^ i + cos ^sin ^2^2 + sin ^-sin ^fki A fc2) 
(3.26) 
Démonstration: 
On sait que ZQ est une sous-algèbre de H. Comme l'expression générale de 0 = 
A(Qi , 0 2 ) ne fait intervenir que les crochets de Lie [., . ] , A(Qi, 0 2) G Z0, 0 est donc 
de la forme donnée ci-dessus. Une rotation de vecteur Xk (c'est à dire d'angle A autour 
d'un axe passant par l'origine de vecteur unitaire k) est associée au quaternion vectoriel 
q = (0,~k) (voir annexe A). Or le produit de deux rotations d'axes concourant est donné 
par ie produit de leurs quaternions exponentielles associés: 
exp Í 0 , - k ) = exp f0, —kA • exp ( 0 , ~ k 2 
soit 
/ A , A 7*. , Ai . Ai r*^  , A 9 . A 2 r \ / r t ~«\ 
( c o a - , a i n - A : ) = (ciw y , « » n — * ) . ( c o a y , am — k) (3.2/) 
D'où le résultat en développant le second membre. 
Finalement on a les résultats partiels suivants; si 0 € Z0 et u G t alors 
exp 0 exp u = exp ( 0 + T ( - 0 ) • u) (3.28) 
exp u exp 0 = exp ( 0 + T(Q) • u) (3.29) 
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Réciproquement 
Théorème 18 Vxi = 
expx = exp Xp • exp R(-xP)Xr 
= expJR(xi,)XT-expXp 
Oi \.... / # r 
(3.30) 
» i 
eí X2 = € t) alors: 
exp xi • exp X2 = exp x avec x = r(é>)Mi + T(-0)tl2 (3.31) 
Oî i 
(9 = A(0UO2) , ux = p(0i)sci et u2 = p{-B2)x2 (3.32) 
Démonstration: 
On décompose expxi en un produit d'une translation expiZ(-0 1)x 1 et une rota-
tion exp©!, puis expX2 en un produit d'abord d'une rotation exp0 2 et une translation 
exp A(02)x2 , soit 
exp xi • exp X2 = exp «! exp ©i exp 0 2 exp u2 
s
 v • 
= exp uL exp 0 exp u2 
e x p i r{9)ux j e X p U 2 
(3.33) 
0 On a " | e î) et u2 € t: d'où le résultat en appliquant le théorème 17. 
Exemple : Decomposit ion de l 'exponentielle en déplacements élémentaires 
Théorème 19 On a 
exp x = exp { -
n[i | ï] r t \ / ° \ 
! - - r j - O œ I exp a; A u 1 exp 
/ w 0 
exp | u! A u (3.34) 
Démonstration 
On applique deux fois la formule de Campell-Hausdorff. 
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exp 
Figure 3.2: 
• (1Z —• T^i) ; ^ j 1 est le "vecteur-bras de levier" de x par rapport à O. C'est un 
vecteur normal à l'axe principal A, d'origine O et d'extrémité P € A. La translation 
correspondante r transforme O, l'origine du repère 7?., en P origine de 1Z\ 
• fâi -+ 7Z2) ] u> est le vecteur de rotation du champ x, c'est un invariant de x. La 
rotation p correspondante fait tourner le repère autour de l'axe (O1. ¿3) 
• (7^2 -» TZa) ; T~1 translate le repère 7l2, en 7£3, de façon que T~lpT soit une rotation 
autour de l'axe A. 
• (7^3 —> TZ!) I f ja w est le vecteur de translation de x, c'est un invariant vectoriel 
de x. La translation correspondante translate le repère TZ3 parallèlement à l'axe 
principal, er TZ', image de 71 par l'application expx. 
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Partie II 





Mécanique du solide rigide 
(approche hexadimensionnelle) 
L'hypothèse de rigidité de la section transversale d'un câble 
(cf. chapitre 5) fait appel à la mécanique du solide rigide. 
E est difficile de faire preuve d'originalité dans un sujet 
aussi classique que la dynamique du solide, mais il se trouve 
qu'une écriture condensée des équations de la dynamique des 
systèmes complexes ne faisant apparaître que les opérations 
intrinsèques est désormais possible en utilisant un nouveau 
formalisme lié à la géométrie différentielle des groupes de 
Lie, méthode mise au point au CERMA et déjà appliquée 
dans divers domaines. 
4.1 Introduction 
Ü ne s'agit pas dans ce chapitre, comme le laisserait supposer le titre, de regrouper de 
façon formelle, les grandeurs cinématiques et dynamiques liées à la translation avec celles 
liées à la rotation pour former des matrices et des vecteurs en dimension 6. Ce type 
d'exposé a été réalisé depuis longtemps, mais ils n'introduit qu'une partie de la structure 
mathématique de t) nécessaire à la manipulation des torseurs en tant que vecteurs en di-
mension 6 pour exprimer les relations d'équilibre entre les efforts, et le produit intérieur 
[•!•], qui permet d'exprimer les puissances. Or l'on montre ici qu'une structure géométrique 
complète (R6; < . , .>;[ . , . ] ) analogue à (R3; (. , .); . A.) permet l'expression de la dynamique 
sans recourir aux décompositions en éléments de réduction et au calcul vectoriel tridimen-
sionnel. Tout le calcul algébrique et différentiel nécessaire tient alors en quelques règles 
très simples qui englobent dans un calcul unique de niveau supérieur l'ensemble du calcul 
vectoriel tridimensionnel nécessaire. De plus, l'interconnexion entre le calcul différentiel 
et la structure algébrique apparaît de façon particulièrement nette. 
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Position d'un solide dans l'espace 
physique Position d'un solide da.ns l'espace S 
Figure 4.1: 
4.2 Cinématique du solide rigide 
Modélisation géométrique 
Comme nous le savons déjà un solide est un corps idéal pratiquement indéformable. 
Puisqu'il sert à faire des "règles", les différents points d'un solide sont par définition à 
des distances fixes les uns des autres. Cette hypothèse permet d'associer à chaque solide 
un repère mobile indéformable, considéré comme le squelette de l'espace affine1 en mou-
vement. L'espace de configuration de solides, que l'on note S, se présente donc comme 
isomorphe à l'ensemble des repères affines. Les automorphismes de cet ensemble sont les 
déplacements euclidiens, d'où la définition intrinsèque de S à partir de D : 
Définition 27 L'espace de configurations d'un solide est un ensemble S opéré à gauche 
par le groupe D par une opération notée • : D x S —» S ayant les propriétés suivantes : 
(Sx) VA et B € D, VÎ e S : A • {B • s) = (A.B) # s, 
(52) Vs 6 S : € * s = s, 
(53) Vr G S : A —• A • r est une bijection bicontinue de D sur S. 
A • s représente la position que vient occuper le solide initialement en s lorsqu'on lui 
applique le déplacement A. S3 veut dire qu'une position de référence r d'un solide étant 
choisie, toute autre position s se déduit de r par un déplacement. 
L'espace affine engendré par le solide supposé ici de dimension 3, puisque le solide n'est concentré sut 
aucune droite. 
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Référentiels 
L'espace-temps, noté M, est l'ensemble des événements que l'on représente localement 
par des couples de la forme e = (t, s) où t et s sont respectivement l'instant et l'endroit 
auxquels se produit l'événement e. L'espace topologique M se présente comme un fibre 
C°° trivial de fibre S sur R: M = (R x S, x,R) où ÎT est l'application continue surjective 
qui associe à chaque événement e sa date t. 
Définition 28 Un référentiel cinématiquement admissible p est une trivialisation: 
p:M — ^ R x S 
Solide en mouvement 
Définition 29 Le mouvement d'un solide est défini par l'application d'un intervalle J c l 
dans l'espace de configuration S: 
s:I-*8;t*-* s(t) 
Si on choisie une configuration de référence, r, fixée dans S, alors, en vertu de la 
définition (27): 
s(i) = D(t) • r 
Le mouvement du solide est alors décrit par l'application de R dans D 
t *-> D(t) 
Trajectoi re d 'un solide 
Considérons un solide en mouvement par rapport à un référentiel. Le chemin (ou l'arc) 
t H-)- expX(i) .r décrit par ce solide dans S est appelé sa trajectoire dans le référentiel 
considéré. 
Vi tesse d ' u n solide 
La bijection (53) va nous permettre de transporter sur S la structure différentielle de D. 
En effet, soit T(B) = (TD,B,7r') le fibre vectoriel tangent à D. La bijection réciproque 
h : S —* B qui à s associe A G B tel que s = Â • r étant continue, il existe, à un 
isomorphisme près, un fibre localement trivial T ( S ) = (TS, S, x) de fibre D, appelé fibre 
image réciproque par h, on noté r(S) = /»*(r(B)). 
r (S) est le fibre vectoriel tangent à S, où ir : TS -* S désigne la projection ou 
l'application "pied" qui associe à chaque u e TS son origine (ou point d'application) 
?r(u). 
Le fibre T ( S ) admet deux trivialisations canoniques: 
fi3 : TS -* S X o 
v *-» (s, vs ) tel que v = v3 • s 
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et 
\f : TS -* S X o 
v H->- (s, vc) tel que v = 7j(v* • r) si ÎT(V) = A * r 
fi" et pc signifient qu'un vecteur tangent à S peut être obtenu soit en appliquant 
un déplacement infinitésimal vÄ à son origine s; soit en appliquant un déplacement 
infinitésimal vc à la position de référence r puis au vecteur de TVS ainsi obtenu, le 
déplacement A € D qui transforme r en s. Les éléments v* et vc sont donc les 
représentations respectivement eulérienne (par rapport à l'espace) et lagrangienne 
(par rapport au corps) de v. 
Définition 30 La vitesse d'un solide en mouvement 11-* s(t) est l'élément de Tg(t)S: 
d«t)) 
v(t) dt 
Proposi t ion 18 Si le mouvement d'un solide dans un référentiel galiléen est donné par 
t i-* s(t) = D{t) • r alors les composantes lagrangienne et eulérienne de la vitesse v(t) à 
l'instant t sont donnés par: 
Théorème 20 Si D = exp x alors 
vc = R{- ,dx -as)— 1
 di 
et vs = R(x)-
où R est une application de D dans C(V) donnée par le théorème 14 du chapitre 2. 





~dT = 7«p- lx7eT XpX^("X).-^ = £ ( - x ) . — 
et pour v*: 
v* = Adexpx.v* = R(x)T(xg)R(~x)~ = Ä ( x ) . ^ 
dt dt 
Raisonnement physique 
Soit s un solide dont le mouvement est déterminé par l'application t »-* s(i) de R dans 
S. En passant par la configuration de référence, le déplacement faisant passer de s(i) à 
s{t + dt) s'écrit : 
SD(t) = D(t+dt)oD-1(t) 
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k * 
6D 
s(i + dt) 
Figure 4.2: 
En faisant un développement au premier ordre, on a 
6D(t) = exp \y{i) + —j-dt) o exp (-x( t ) ) 
et en utilisant la formule de Campbell-Hausdorff relative à la décomposition d'un 
déplacement 
exp (x(t) + ^dtj = exp ( Ä ( - X ( * ) ) • ^ dtj o exP X(í) 
d'où 
6D(t) = exp (A(-X(Î ) ) • | M ) 




On reprend l'exemple du chapitre 3 ; un solide s en mouvement de rotation définie par le 
vecteur
 x(<) = (0,0, y>, t£gp,<p/2,0,0) € o. On a en posant w = f 
Ä l X ;
 dt dt 2 V W2 / * ¥>2 V y / * 
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on calcule facilement 
«^•f = fclx,f]] = (0,0,0;-, (^)^0,0) 
D'où 
vc = R(-x) • ^ = (0,0,w; 0,^,0) et v8 = E(X) • ^ = (0,0, w; 0,0,0) 
Accélération 
La différentielle d'un champ v en un point s de S est une application linéaire de Ts§ dans 
TyTS, notée v T , et c'est l'existence d'une connexion sur S qui permet de lui associer un 
endomorphisme de TsS, appelé différentielle covariante. 
Définition 31 L'accélération d'un solide S est le cotorseur égal à ¡a dérivée absolue ou 
la dérivée covariante du distributeur de vitesse v par rapport au temps: 
dt 
4.3 Structure riemaimienne de S 
Une structure xiemanienne sur S est définie par la donnée d'une métrique riemannienne 
sur le fibre tangent T ( S ) . 
On sait que tout groupe de Lie est paracompact et que sur une variété différentiable 
paracompacte C03, il existe une métrique riemannienne C°° que l'on note g(., . ), 
Dis tance efficace 
Définition 32 La distance efficace parcourue par un solide s dans S, ¡ors d'un 
déplacement élémentaire dD, est la moyenne quadratique des distances euclidiennes par-
courues par les points de ce solide dans l'espace affine tridimensionnel £ lié à ce solide: 
dL* = 1 f \\db\M)fdp{M) 
H{8) Js 
La distance efficace parcourue par un solide s'interprète comme étant la distance parcourue 
par ce même solide, en mouvement de translation avec une quantité d'énergie égale à 
l'énergie cinétique totale du solide. 
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Exemple 
Un disque homogène V tourne autour de son axe de révolution à une vitesse angulaire 
constante u> pendant un temps t — T. Son déplacement D = exp tujk donc dDc — ujkdt 
donc dD (M) — ruvdt et 








Leff - ~ ^ 
Où Lmax est la distance parcourue par le point le plus éloigné du centre. 
Proposition 19 La distance efficace (ou géodésique), entre deux configurations d'un 
solide, est donnée par: 
Vitesse efficace 
Définition 33 On appelle vitesse efficace Ve¡¡ d'un solide la norme au sens du produit 
scalaire < . , . > dans B du distributeur de vitesse v: 
V„ff = ^/<~v^¥> 
En pratique, on ne calcule pas directement •s/<~^yv~> mais grâce à la proposition (19), 
on utilise l'opérateur de géométrie H et donc 
V.// = v/fHVM 
Connexion canonique associée à la distance efficace 
Proposition 20 II existe une et une seule application, que l'on appelle connexion rieman-
nienne.' 
V: ras x r(s)-• r3s 
(se, y) t-> Vxy 
vérifiant: 
Vas!/ - Vyx = [x, y] 
Lx < yyz>=< Vj;j/,2> + < y,Va;2 > 
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On vérifie, à partir de la définition, que la connexion D est unique, et est donnée par: 
< 2Vxy,z > = ¿ x < y , z > +Ly < z , x > -Lz < x , y > 
+ ([x,y],z) + ([z,x],y) - ([y,z],x) 
(4.1) 
Théorème 21 La connexion de la variété riemannienne {S,g)} relative à la métrique 
efficace g(.,. ) — [H(. )c, ( . )c], est donnée par: 
V y invariant à gauche: 
Démonstration Les trois champs x, y et z sont invariants à gauche, donc ie produit scalaire 
de deux d'entre eux est constant le long de la courbe intégrale du troisième. Les trois 





de même - ([y,z],x) = (H'^y, Hx},z), où H = ("Î'D)-^(I'D)~1- En utilisant de nouveau 
la formule (4.1), nous obtenons 
2 < V x y , z >= ([x,y] + W ^ f t y ] + W^fy, Wx],z) 
D'où le résultat. 
Proposi t ion 21 On a 
ut, 
Soit (6 )^3=1,6 une base de l'espace tangent T D D formées de vecteurs invariant à gauche, on 
écrit : 
VV T-^. /Aj . Ve¿.
 T,dVC „ ir , rr -Tv 
£ = 1 
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4.4 Masse d'un solide 
On définit l'inertie d'un solide comme étant la "faculté" qu'il a de s'opposer à toute 
modification de son mouvement, et on caractérise cette inertie par un scalaire m > 0 
appelé masse inerte . La mesure de la masse d'un solide par la balance (comparaison 
avec une masse étalon et ses sous-multiples) est essentiellement statique; on suppose en 
mécanique classique que la masse d'un solide ne dépend pas de sa vitesse. D'ailleurs la 
notion de solide (distance conservée) est incompatible avec la cinématique relativiste2. 
Définition 34 L'énergie cinétique d'un solide de masse m et de vitesse efficace Ve¡í est: 
4.5 Schématisation des efforts extérieurs 
Action physique; Force 
Une action physique ou un système de forces exercées sur un corps solide S par son 
environnement extérieur S est une mesure sur £ de support inclus dans 5 à valeur dans 
l'algèbre de Lie u muni du produit scalaire < ., . > et du produit intérieur [. | . ] 
Cette action physique r peut être représentée soit par un distributeur des moments 
(torseur Mr)-, soit par un distributeur des forces effectives (cotorseur TT). MT et TT 
sont deux champs équiprojectifs représentant la même grandeur physique r et sont liés 
par: 
MT = HTT 
où H est l'opérateur de géométrie lié á S. La connaissance de F(M) n'est pas nécessaire 
à la détermination du mouvement d'un solide. On sait que pour un solide, il suffit de 
connaître la résultante générale R — Js F et le moment résultant M = fsOM A F c'est à 
dire une distribution équivalente à F(M) au sens suivant : 
Définition 35 Deux distributions de forces sont dites équivalentes si elles ont même mo-
ment résultant et même résultante générale. 
T h é o r è m e 22 Pour tout solide non concentré sur une droite, il existe un unique champ 
de forces équiprojectif équivalent à un système donné de forces (concentrées ou non). 
Un solide rigide est un milieu continu soumis à des liaisons internes parfaites 
indépendantes du temps, aucun effort intérieur autre que ceux dûs à ces liaisons n'étant 
c'est pourquoi on n'a pas dans un cours de relativité de chapitre consacré à la mécanique du solide 
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M(B)=M(A) + RAlê <=^ T{B) = T(A) + Ûi\AÊ 
avec 
(4.2) 
M(G) = '£lG!¡ÍAFi ¥(ß) = R 
Figure 4.3: Représentation des forces 
4.5. Schématisation des efforts extérieurs 83 
à prendre en compte. Alors on a nécessairement dans tout mouvement réel (ou plus 
généralement dans tout mouvement virtuel compatible) : 
a :e~G 
les liaisons internes se traduisent par 
6y = 0 
et pour lesquels, par suite, le tenseur des contraintes est indéterminé. La définition 
que l'on a donné pour exprimer les efforts locaux n'est donc pas incompatible avec les con-
traintes, au contraire, l'exemple suivant montre que les deux notions peuvent se coïncider 
Exemple 
La théorie des milieux curvilignes est extrêmement précieuse pour calculer simplement 
les efforts globaux sur les sections des poutres et des arcs. Mais elle ne donne aucune 
indication sur la répartition locale des contraintes <7y dans la structure tridimensionnelle 
schématisée le milieu curviligne. Or l'ingénieur a besoin d'avoir au moins une approxi-
mation de cette répartition pour l'étude du dimensionnement des structures qui doit être 
effectué pour éviter les trop grandes contraintes locales qui pourraient conduire à la limite 
du domaine élastique ou même à la rupture. Soit n = (0,0, iV; Mi, Ai2,C) le torseur des 
efforts globaux sur une section ; les efforts locaux sont représentés par le 
cotorseur 





































on a donc l'effort local en chaque point M : 
9{M) = &{0) + us A OM = 
l 0 \ 
0 
\N J 





V c I 
( 





V N/S ) 
~C¡Izy 
Cjlzx 
\ Mxjlxy- M2¡Iyx 
Les efforts intérieurs sont liés aux contraintes par 
0(M) =
 ff(i(% -
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on retrouve ainsi le même résultat trouvé par les techniques de la mécanique des milieux 
continus tridimensionnels appliquées à une barre cylindrique (à base circulaire) [29]: 
0-13 = ^31 = -C/IzV 
023 = cr32 = -Cjlzx 
Ö23 = <732 = N/S + Mllhy - M2/IyX 
Puissance virtuelle 
Définition 36 La puissance virtuelle, à un instant donné, d'action physique r sur un 
solide S, représentée par un torseur TT ou un cotorseur Tr, dans un champ de vitesses 
virtuelles de distributeur u est: 
<JrT,u> ou [%\u] 
4.6 Le principe fondamental de la dynamique 
Le principe fondamental de la dynamique du solide est fondé sur un concept que l'on admet. 
a priori, celui du distributeur des efforts exercés sur tout corps solide S par tout corps 
E' distinct de S. On admet qu'un tel distributeur est indépendant de tout observateur et 
qu'il possède la propriété d'additivité. 
Définition 37 Un espace-temps est galiléen si, et seulement si, pour tout corps solide et 
à chaque instant, le cotorseur des efforts extérieurs est égal au produit de la masse par 
la dérivée covariante du distributeur des vitesses par rapport à cet espace-temps 
L'espace temps est galiléen <=> T — mV 
Énoncé du principe fondamental 
Il existe au moins un espace-temps galiléen 
Le principe fondamental est donc un principe d'existence. De plus, on démontre facilement 
qu'il n'existe qu'un seul temps galiléen, mais qu'il y a une infinité d'espaces galiléens: les 
espaces en mouvement de translation rectiligne uniforme par rapport à un espace galiléen. 
>t 
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Espace tridimensionnel 
£~R 3 
Produit vectoriel A 
Produit scalaire ( , ) 
D =rotation+ translation 
vecteur vitesse V(0) 
+ 
vecteur de rotation mstantannée û 
Résultante des forces 
+ 
Moment des forces 
La masse m 
+ 
Le centre de gravité G 
+ 
Les moments d'inertie iy 
Les déformations 
/ / aux axes et rotation 
La loi de comportement 
(élasticité linéaire) 
Méthode classique: 
Choix des paramètres. 
Expression de v et 7 
en fonction des coordonnées. 
Application du principe fondamental 
de la dynamique et du principe de 
l'action et de la réaction. 
Équations développées. 
Espace hexadimensionnel 
tl Cul 6 
crochet de Lie [, ] 







M é t h o d e de Lie: 
Application du principe fondamental 
de la dynamique et du principe de 
l'action et de la réaction. 
Forme intrinsèque des équations. 
Choix des paramètres. 
Equations développées. 
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Comme le montre le tableau précèdent, la géométrie de ï> évite de traiter les rotations 
et translations de façon séparée, contrairement à celle de E3. D'où la possibilité d'obtenir 
des équations concises. De plus la méthode classique de la mécanique dans E3 exige un 
choix préalable des coordonnées (ou paramètres) qui interviennent durant tous les calculs, 
alors que la méthode de Lie permet un véritable allégement des calculs manuels et facilite 
la traduction des équations en vue de l'entrée dans l'ordinateur. Elle permet même de 
confier à l'ordinateur la majeure partie des calculs nécessaires à la formation explicite des 
équations de la dynamique, ce qui est un avantage considérable lorsque l'on traite des 
systèmes complexes. 
Exemple d'application: Les équations d'Euler 
Soit r € S la position de référence d'un solide 5 et s(i) = D(t) • r sa position à l'instant t 
où D est un déplacement G D. Soit B = (£,i},C>i>j\k) u n e b a s e d e ^ relative à un repère 
orthonormé (i, j , k ) lié à S 
Désignons par (u, v, w, p, q, r) les coordonnées de la vitesse v dans la base B 
La matrice de l'opérateur de géométrie H est: 
/ 0 0 0 1 0 0 \ 
0 0 0 0 1 0 
0 0 0 0 0 1 
Ix 0 0 0 0 0 
0 Is 0 0 0 0 
\ o o iz o o o y 
Les équations d'Euler s'obtiennent en appliquant le principe fondamental de la dynamique 
(en termes de cotorseur): 
T = m^ + mH"l[v,Hv} 
di 
ou bien en termes de torseur, en multipliant les deux membres par if: 
dv 
ût 
et en projetant cette relation sur les "axes" de l'algèbre 0$: 
m(ù + qw - rv) = Fx Ixp + (Iz - Iy)qr = Mx 
m(v + ru - pw) = Fx Iyq + (Is - Iz)rp = My 
m(w + pv - qu) - Fx Igr + (Iy - Ix)pq - M, 
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4.7 La cinématique du solide en petites perturbations 
Pour décrire les configurations d'un solide rigide, on a fait appel au groupe des 
déplacements euclidiens D, il est bien évident que la manipulation des éléments d'une 
variété non plate n'est pas très commode et pose quelque problème (choix des coordonnées, 
changement de. cartes ...) néanmoins, pour les faibles déplacements ; éléments d'un pe-
tit voisinage de e ; on peut assimilé la partie voisine de l'élément neutre à une portion 
de l'espace tangent en ce point, c'est à dire son algèbre de Lie D qui n'est autre, à un 
isomorphisme près, que l'espace vectoriel des champs équiprojectifs. En mécanique on a 
l'habitude de représenter le champ des vitesses par un torseur; en petites perturbations 
la position d'un solide peut aussi être représentée par un torseur. Ce qui est un gain 
considérable pour les calculs aussi bien manuels qu'automatique. 
T h é o r è m e 23 Le mouvement d'un solide en petites perturbations (H.P.P) peut être décrit 
par une application de R dans l'espace des champs équiprojectifs Eq{£) : 
11-> x{t) (4.3) 
En effet; on sait que toute matrice orthogonale est l'exponentielle d'une matrice anti-
symétrique, ainsi : 
.D! = expA = 5J lT 
A-' 
En petites perturbations 
D' ~ 13 + A + 0(A2) 
On sait que pour toute matrice A antisymétrique 3-3 il existe un vecteur 7? tel que 
A.rïïp — ~u A mp 
Il vient 
D'.mpa mp + TÎ A mf> 
Si on désigne par x le champ x(m) = mD(m) alors la relation définissant le déplacement 
(D(m) = D(p) + D1 • prh) s'écrit : 
x(m) = x(p) + ~u A inj (4.4) 
T h é o r è m e 24 Les hypothèses sont celles du théorème précédent. Alors le champ des 
vitesses est la dérivée, composante par composante, du champ de position x : 
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H peut sembler étonnant d'énoncer dans un théorème, que la vitesse est la dérivée de la 
position par rapport au temps, mais il ne faut pas oublier que cette dérivée est au sens 
des torseurs et que, dans le cas général, ce théorème n'est pas rigoureusement vrai. 
La démonstration s'obtient en dérivant la relation (4,4) : 
dx(m) dx(p) dJj > __,. dmh
 tt nS 
le dernier terme du second membre s'écrit 
~u A (To A mp) = A2mp ~ 0 (4.7) 
d'où le résultat. 
Chapitre 5 
Mécanique des milieux curvilignes 
Nous nous proposons, dans ce chapitre, de construire 
une théorie pouvant s'appliquer à des systèmes de solides 
tridimensionnels élancés et souples (tiges, barres, arcs, 
poutres, câbles) qui peuvent, en première approximation, 
être géométriquement assimilés à un arc de courbe. 
5.1 Introduction 
Comme pour tout problème rencontré en physique, l'étude commence par une 
modélisation, c.à.d, la traduction du problème en langage mathématique. Cette 
modélisation conduit à des équations différentielles ou aux dérivées partielles, que l'on 
doit résoudre numériquement pour déterminer les informations manquantes sur le com-
portement du système. En général, le problème est modélisé de façon que la résolution 
soit facilitée, et un nombre plus ou moins grand d'hypothèses est nécessaire selon la dif-
ficulté mathématique des équations. Moins on fait d'hypothèses, plus les résultats seront 
près de la réalité. E est apparu, à la première lecture des travaux concernant ce sujet, 
qu'une mise en équation générale de la dynamique des câble n'existe pas. On trouve, en 
effet principalement dans la littérature soit des schématisations à nombre fini de degrés de 
liberté, soit des modélisations très simplifiés, par des milieux continus curvilignes tels des 
fils inextensibles sans raideur, et négligeant une partie des phénomènes (flexion, torsion, 
...). Or il est ici nécessaire de prendre en compte a priori tous ces phénomènes afin de 
contrôler au mieux les simplifications et les approximations qu'une résolution numérique 
ne manquerait pas d'impliquer. C'est pourquoi nous nous sommes attachés à mettre en 
œuvre une écriture générale des équations non linéaires de la dynamique d'un milieu 
curviligne. Le problème des câbles a été traité par de nombreux auteurs qui ont eu re-
cours à de nombreuses hypothèses et ils obtiennent donc des résultats moins pertinents. 
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O _ 
Figure 5.1: microstructure transversale 
5.2 Modélisation 
Modélisation géométrique 
Un câble est pa,r définition un solide tridimensionnel élancé. Une modélisation unidi-
mensionneiie consiste à considérer la section transversale comme un solide rigide pouvant 
se déplacer avec 6 degrés de liberté, et c'est la seule hypothèse que l'on fait ici. Cela 
entraîne donc que les équations vont être relativement difficiles à résoudre. Chaque point 
de la courbe directrice est associé à une "microstructure" transversale considérée comme 
un solide rigide ayant 6 degrés de liberté. Le du câble est donc décrit par l'application 
( f f , i ) ^ D r ( f f , t ) e D 
où a est l'abscisse curviligne et t désigne le temps. 
Transport convectif d'un volume 
Soit Si et S2 deux sections définies par les abscisses curvilignes a% et a2. Lorsque l'on suit 
Si et S2 dans leur mouvement, leurs positions sont respectivement 
S\ = D{auï) et S< = D(a3,t) 
Ces formules définissent un volume V(i) = (S\, SI) que l'on suit dans le mouvement lorsque 
t varie. On dit alors que V(i) est transporté par convection. D. s'agit ici, uniquement, 
d'un volume délimité par deux sections transversales. 








a + da 
Figure 5.2: schématisation, de la déformation 
Déformation 
Pour définir les déformations d'une section transversale, on considère un instant t fixé, et 
on se propose de comparer les deux configurations ¿Vo = (S®, S®+da) et ¿V* = (SI, S^+dv) 
d'un volume 6V transporté par convection de l'instant 0 à t. 
On superpose les deux configurations dans un repère Lagrangien lié à S„. La dilatation de 
SV est le volume élémentaire délimité par la représentation (S°+da) de la section S°+dl7 
dans le repère lagrangien et la section Sl+d<r. D'où la définition: 
Définition 38 Le déplacement 6 qui fait passer de la section (S^^.d(T) o, la. section S^a^,^g 
est la dilatation entre les configurations 5° et SI-
Théorème 25 On a 
6(t,a)^exp(R(~x)^da) 
Démonstration 
A í fixé, on écrit 0(a) = ezp(x(o~ + Da)) o exp(daï) o exp(—x(a~)) o exp(-daï) et on 
applique la formule de C.H. deux fois. 
92 Chapitre 5. Mécanique des milieux curvilignes 
Figure 5.3: Un milieu curviligne est une suite de solides rigides séparés par un milieu 
élastique de masse nulle 
Le torseur eeda — R(—xj-^da est le vecteur-déplacement définissant la dilatation 
d'une portion de longueur da. e c n'est autre que 7 0 - i f f la composante lagrangienne de 
D'où la définition. BD da 
Définition 39 On appelle champ des déformations de Green-Lagrange de la section 
transversale entre les configurations 5° et S'„ le champ défini par: 
e< = JK-X )g 
R e m a r q u e 3 Nous avons utilisé le terme "déformations de la section transversale" alors 
que cette section est, par hypothèse, considérée comme un solide rigide indéformable, mais 
il s'agit, en réalité, du taux de champ de dilatation d'un volume élémentaire de largeur da 
construit sur une section transversale. La terminologie n'est pas très heureuse, mais elle 
est communément répandue et elle n'engendre pas de confusion! 
5.3 Conservation de la masse 
La conservation de la masse est un principe essentiel de la mécanique des milieux continus, 
et il en est de même pour un milieu curviligne: 
La masse d e tou t volume que l'on suit dans son mouvement r e s t e cons tan te 
quand le t e m p s varie. 
Si l'on suppose que la masse est uniformément, répartie à l'intérieur d'un câble, alors 
puisque le câble est un milieu déformable, la masse volumique en chaque point du câble 
varie en fonction de la déformation. 
Donc l'hypothèse de rigidité de la section transversale tombe en défaut, car un solide 
doit garder sa masse constante. Mais on peut sauver notre "seule" hypothèse en admettant 
qu'un câble est une "suite alternée continue" de sections indéformables et de milieux 
élastiques de masse négligeable. 
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5.4 Les équations du mouvement 
La méthode des puissances virtuelles 
Soit S un système en mouvement dans un référentiel R, St la configuration de ce système 
à l'instant t. 
Définition 40 (mouvements virtuel) On dit que l'on définit dans le référentiel R un 
mouvement virtuel de S à l'instant t fixé lorsqu'on se donne un champ de vecteurs u* 
défini sur la configuration S*. Le vecteur de ce champ en M, soit u*(M), est appelé 
vitesse virtuelle dans R du point M de S à l'instant t. 
Nous aurons à considérer des espaces vectoriels de mouvements virtuel : 
Définition 41 (espace vectoriel des mouvements virtuels) Un espace de mouve-
ments virtuels u*, est un espace vectoriel normé d'éléments u*. 
La linéarité se définit immédiatement : AiUj + A2u5 est le champ AiU^M) + A2uíj(.M). 
La norme ¡|u*|| est à préciser dans chaque cas où cela est nécessaire. 
Définition 42 Un mouvement virtuel (défini sur S à l'instant t) est dit rigidifiant si le 
champ des vitesses u* est le champ des vitesses d'un distributeur. 
Nous allons choisir, conformément à la modélisation générale, des mouvements virtuels 
dans lesquels chaque section transversale, à chaque instant, a un mouvement rigidifi-
ant. L'espace vectoriel V* des mouvements virtuels considérés ici, est donc l'ensemble des 
champs de distributeurs sur l'arc OL; 
» ,,* fu*: OL -* o 
I S H U (S) 
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Principe des puissances virtuelles 
Le principe des puissances virtuelles est, comme le principe fondamental, un principe 
d'existence d'un référentiel galiléen: 
H existe au moins un référentiel fô, dit galiléen, tel qu'à tout 
instant, et pour tout système (ou sous-système ABÇOL ): 
- La puissance virtuelle des quantités d'accélération est égale à 
la puissance de tous les efforts s'exerçant sur le système, tant 
intérieurs qu'extérieurs 
Vu* mouvement virtuel e V* Ve(u*) + V^u*) = A(u*) 
- La puissance virtuelle des efforts intérieurs, dans tout 
mouvement virtuel rigidifiant, est nulle 
V«* mouvement virtuel rigidifiant V" P¡(u*) — O 
Puissance virtuelle des efforts extérieurs 
Définition 43 A un instant t fixé, et pour un espace vectoriel v* de mouvements virtuels 
les efforts exercés sur S par le milieu extérieur sont représentés par une forme linéaire 
continue définie sur v* : 
V* = £(«*) 
Le nombre réel V* est appelé puissance virtuelle de ces efforts dans le mouvement 
virtuel u*. 
Ce mode de représentation "fonctionnelle" des efforts paraît à un premier examen plus 
abstrait et moins naturel que celui, plus classique, effectué au moyen de champ de forces. 
Et pourtant, il faut souligner qu'il ne fait que traduire une expérience bien courante : 
si on veut "se rendre compte" du poids d'une valise posée sur le plancher, on la soulève 
légèrement -ce qui représente un mouvement "virtuel" par opposition à son mouvement 
naturel qui est d'être posée sur le plancher- mouvement virtuel introduit ici pour évaluer 
son poids par le travail que l'on doit développer dans ce mouvement. 
On suppose que les efforts extérieurs s'exerçant sur AB sont des: 
• forces linéiques définies par la densité linéique î(s), champ des torseurs sur AB 
5.4. Les équations du mouvement 95 
• forces concentrées en A et B, définies par les torseurs F(A) et F(B), représentant 
l'action sur AB des parties complémentaires de AB 
Ainsi, la puissance virtuelle des efforts extérieurs, fonction linéaire du champ des distribu-
teur de vitesses, est de la forme 
Ve(u*) = f [fis) | u*] ds + [F(A) | u*(A)] + [F(B) \ u%B)] 
JAB 
Puissance virtuelle des efforts intérieurs 
On fait l'hypothèse que la forme linéaire continue, fonctionnelle de u*, qui exprime la 
puissance virtuelle des efforts intérieurs, s'obtient par intégration sur AB d'une densité 
Pi(u*), fonction linéaire des valeurs locales de u*(s) et de ses dérivées: 
?.(«*) = / - Pi{u*)ds 
JAB 
On postule donc l'existence d'une densité linéique pi(u*), forme linéaire de u* et 
dérivée absolue par rapport à s: 
Pi(u*) = - [a(a) | u*] - r(s) | 





La première application du principe des puissances virtuelles montre la nullité de a(s): 
Vu* 
en effet, pour le mouvement virtuel rigidifiant, u*(s) = u* (ne dépend plus de s) et —;— = 0 ds 
0 = ^(u*) = / [a(s) \ u*] ds V AB 
JAB 
donc [&($) ¡ u*] = 0 p.p puis = 0 (par continuité) et ceci V«* € V* ==> a(s) = 0 
donc 
r Vu*1 
M«*) = - * ( * ) . ds 
Supposons que le torseur ÎT, fonction de s, soit continûment derivable sur AB. Alors on 
peut écrire 
ds 
= /_ - r - i «* ds-[7r|it*l 
.Ats Lds J 
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Finalement 
w-Lw* ds - [K(B) I u*(B)} + [ir(A) | tt*(A)] 
Cette formule met en évidence que les efforts intérieurs au point courant M (s) sont 
représentés par le torseur ir(s). 
Puissance vi r tuel le des quanti tés d'accélération 
Si on désigne par 7 G û l'accélération (de la section transversale), alors la puissance 
virtuelle des quantités d'accélération est, très naturellement, définie par 
A(u*) = L p[y\u*]ds 
JAB 
Et par application du principe des puissances virtuelles, on doit avoir: 
/ -
JAI 
AB I d.S 
+ f - 7 | u * ds + [F{B) - ir(B) | «*] + [F(A) - TÎ{A) \ u*} = 0 
quel que soit le mouvement virtuel u* € V* 
Supposons d'abord que u*(s) soit à support inclus strictement dans AB. Alors 
/-F 
JAB . 
1 r Vir „ . . 
'_ ^~+f~7J« 
IAB L as 
ds = 0 
En vertu de la continuité de l'élément d'intégration et de l'arbitraire de u* dans V*, on a 
nécessairement 
Vir . 
+ f = 7 
as 
Ce résultat acquis, en choisissant des u*(s) nuls en dehors strictement d'un intervalle 
contenant B d'une part, et nuls en dehors strictement d'un intervalle contenant A, d'autre 
part, on voit que l'on doit avoir nécessairement: 
TT(A) = ~F{A) z(B) - F{B) 
Finalement, les équations en descriptions eulériennes sont 
V?Te 
+ f = 7 ds 
7Te(A) = ~Fe{A) 
ir*(B) = Fe(B) 
(5.1) 
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Obtention des équations en descriptions lagrangiennes 
Nous avons jusqu'ici, dans ce chapitre, fait usage de la description eulérienne du mou-
vement. Ceci est fort naturel, car les énoncés fondamentaux de la mécanique s'exprime 
directement dans la configuration actuelle. H est fort utile dans de nombreuses questions, 
d'utiliser une description lagrangienne. Les résultats doivent être écrits dans la configu-
ration de référence par des grandeurs liées au corps que nous noterons (.)c. Comme nous 
allons le voir, toute la question est d'effectuer un changement de variables. 
Pour calculer la dérivée absolue J j , on dérive par rapport à s la relation 7re = AdD • TTC 
^ = Ad* D. (*£).*< +AdD. *£ 
= AdD • ad(%)e - TT" + AdD • *g 
= MD.[iZ.x%tT°\ + AdD.*g 
on a alors 
D'où les équations 
,D7re., . ,_, , dire
 r , „. dirc 
f=H^ + [v,Hv}~[eM-
F(A) = -TT(A) 
F(B) = ir(fl) 
dir 
Charges concentrées 
On applique le principe fondamental de la dynamique à la section de discontinuité: 
FM + *(*t)-*fä) = lM 
D'où l'équation: 
FM = vMt) + H-'ivM^MvM] - (*(°t) - *to~)) 
5.5 Application 
Choix du repère 
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Figure 5.4: 
On peut choisir, comme repère lié au solide d'abscisse a, le repère de Serre t -Frenet 
défini par le vecteur unitaire T, tangent à la courbe directrice 7, et la normale principale 
N définie, pour toute valeur u G [0,L] telle que la courbure ne soit pas nulle, par: 
Ñ = P(CT)£ et le binormal: B = TAÑ. 
Le calcul différentiel dans le repère de Frenet est particulièrement commode grâce au 
théorème suivant: 
Théorème 26 Soit Dr : [0 , L] —»• D le déplacement de passage du repère fixé r au repère 
de Frenet à l'abscisse a. 
On a alors: 
r dDr (-1 1 Y 
1D-*-5T= ( — , 0 , - , 1 , 0 , 0 ) 
Ur
 aa \ r p J 
où T et p sont respectivement le rayon de torsion et le rayon de courbure de l'arc 7 au 
point M d'abscisse a. 
5.5.1 E q u i l i b r e d ' u n a r c de m i l i e u curv i l igne d a n s l ' e s p a c e 
Soit £ , rj , C, € Za les champs tels que: 
we = f, u>„ = Î 7 , w( = ß 
et i , j , k G t les champs constants égaux respectivement à f , V et ß où (f , i?, ß) est le 
repère de Frenet en l'abscisse cr. 
ß = (£, n, (, i,j, k) est alors une base de 3 
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Figure 5.5: 
L'équation d'équilibre est: 
0e = (N,Tv,Tz\C,My,ßiz) est le champ des moments des sollicitations dans la base B, et 
Tec = {fu, f"rv,¡Ti'iCiMy,Mz) est le torseur des moments des efforts extérieurs. 
Grâce au théorème 26 qui donne l'expression du champ ec = ¿ p - i f j , l'équation ma-
tricielle d'équilibre est: 
























^ ~ ¿ > W + /*(*) = o 
^~^Mv(a) + C(s) = 0 
^ + ¿ j W + ^M.(s) - T,{s) + My(s) = 
^ - 7b)Mu{s) + Ty(s) + M.(s) = 0 
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5.5.2 Equilibre d'un arc plan de mil ieu curvil igne chargé dans son plan 
L'arc est chargé dans son plan donc: 
?? = (/ . , /», 0,0,0,™) 
9e est nécessairement de la forme 
0e = ( # , ^ , 0 , 0 , 0 , M)1 
L'équation matricielle d'équilibre dans la base B est alors: 
0 N 
0 V 

















\ m ) 
= 0 







- î g + /*(-) = 
+ f f + /-(*) = 




Dans le cas où l'arc étudié est une poutre droite (l//> = 0), on a en coordonnées cartésiennes 
£ + /.(*) = 0 
Dans le cas où /¡,(x) = f(x) et / x ( s ) = m(x) = 0, les 2 dernières équations peuvent être 
regroupées en 
£*(*) = /(*) 
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5.5 .3 Equil ibre d'un fil parfaitement flexible, sous l'action de son poids 
Le fil est parfaitement flexible : donc les efforts intérieurs peuvent être modélisés par un 
vecteur normal à la section transversale : 
La seule force agissant sur le câble est son poids p de densité linéique p supposée 
constante: 
Tg = —p sin aÇ ~ p cos at] 





















/ — p sin a \ 






j¡~-p sin a-0 
-9 — pcosa. — 0 
p r 
Ce qui nous ramène à résoudre l'équation différentielle 
de . 
— -tgada 
==>• 0 = dB cos a -f 9 d(cos a) — d(Q cos a) 
==> 0 cos a — cíe = p I 
où / est une constante arbitraire ayant la dimension d'une longueur / > 0, si l'arc est 






-.— = psina =>• p(s) = cos¿a as cos¿a 
On sait que ^ = TJ+ ,á)9/2 et cos2a = j^j-^ = j^s', d'où l'équation différentielle 
y" 1 
VTTF l 
si x prend la valeur x0 pour y' — 0, on a Argshy1 — —^ ou bien y' = s/¿ ( £^ £ a) . La 
configuration d'équilibre est donc une chainette: 
102 Chapitre 5. Mécanique des milieux curvilignes 
Démonstration du théorème 26 On a dans la base B0: 
Dr(s) — exp a(s)Ç.exp u(s). 
où u(s) — xi0 + yj0. Alors: 
dDr _ T dexpu(s) T dexpa(s)(0 
~ds ~ le*v<')<° ds + ô^p«(»)- d~s 
donc 
dD oí exp u(s) fdDY 
\ds ) ~"^D~1~ds ~ 7 exp-ía(i))(o'Yexp-iu(s)'y espado ^ ~ 
+~r „ T XT dexpa(s)Ç0 
= Ad (exp"1 a(a)Co) [ Ä ( U ( * ) ) ^ ] + [ ü ( a ( 5 ) C o ) ^ 
da(s)(0 
= Ad (exp a(á)Co) [cos m0 + sin cejo] + ~Co 
L'endomorphisme ad(aQ est défini par ad{aÇ).x — [(aÇ) | x], d'où la représentation 
matricielle de ad aÇ dans la base B: 
ad(a() = 
{ 0 - a 0 
a 0 0 





0 - a 0 
a 0 0 
0 0 0 / 
O n p o a e i = ( J - 1 ) alors i2 = - 1 
et exp 0 ~
a
 \ ai -. • • ° 
J = ea* — cos a l + sm a i = 
a Ü / 
Ad exp a£ = exp ad aÇ 
( M 
= ezp M 
V 
/ exp M 
\ 
°y 
cos a —¿in a 
sin a cos a 




cos a — sin ce O 
sin a cos a 0 
0 0 1 
O 
eaj a —-asna 0 
s i n a cos a 0 
0 0 î 
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5.6 Développement des équations lagrangiennes 
Si l'on souhaite exprimer cette équation intrinsèque sous la forme d'un système différentiel 
ordinaire, on peut alors choisir un système de coordonnées (ci, ...,qe) — (x, y^z^ufa,^) 
(notons que ce choix peut être effectué au vu de l'équation déjà formée). On doit alors 
effectuer deux catégories d'opérations: 
di 
• D'une part exprimer la vitesse ve en fonction de x,y,z^i,if.'2i i% ¿¡¡"'^'d«' 
*&,*&,*£, et les déformations ec en fonction de x,y,z, i \ ^ 2 , ^ f , f , | , 
^ » T ' ^ 1 » d e m ê m e accélération f en fonction de x,y,z, ^ i , ^ 2 , ^ s , | f , % , | , 
^ . ^ ^ . © » S ' è » ^ . ^ » ^ - C e t t e P h a s e f a i t essentiellement appel au 
calcul différentiel dans S ou G et peut être condensée au maximum. 
dt leurs expressions en fonction de 
d$í di¿2 <¡¿3 dtp i d<¿2 dx¡>3 d2x day d'z 
' ' d i 2 ' dt ' dt ' dl ds ' ds ' ds ' dl^ dl a ' 
D'autre part substituer aux ve, ec et 
x v z é, en é« & ÈL ai. M. EL . 
•^  i # Î ^ Vl-, ^2-, lf3> dt ' dl ' di ' d>> d» ' 
^ ^ " ' ^ t ä 2 ' ^ 4 dans l'équation intrinsèque: cette phase ne comporte que des cal-
culs algébriques - et non différentiels - mais ce sont les calculs susceptibles d'être 
les plus volumineux et de devenir impraticables à la main. Il est possible de faire 
développer tous ces calculs automatiquement par l'ordinateur à qui revient, si besoin 
est, la tâche de générer les termes des équations de mouvement: 
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prx = -cosfacosipipfë - sinipxcosfopjfê - sinfapfá 
+{62cosip3 - dasin^cosfatfr _ (92sinf3 + 93cos^3)^f- - ^ 
pr2 = cosipisinip3(sintl)2 - l)pf¡f + cosi>3(sintpiC03ip2 + cos^i)p™| + sin^'3 
dio. 
pr3 = (sinipisimps + cosipisinip2cosip3)pjjjs• + {sinijiisinip2cosip3 — cosipi 
sin\p3)p^ + cosi¡)2cosip3p^ - Oxcosfosinfa^ - 9iCostp3^f-
prA = [sin^3(ö3cos?/,iSm^2 — ô^sin^) — cosi¡>s(92cos-ipisinip2 + 93sinipi)] $~ 
+ [sin-és(93sinij}isintp2 + 92cosipi) + sinip2cosip3(93cosipi — 92sinipi)] ^ 
+ [93cos^2sinip3 - 62cosip2cosip3)] — - Insinip2)p^ 
+(/33 - l22)cos2rp2costp3sinip3 ( Ä J + (J33 - I22)cos2i>2cos^3simp3p (~^j 
+-fn/5^r + (I33 - InWcosfasitfipa - cosacos21¡)3) 
-Iucosfofy**?- + co5^2(fl6s:n03 - Ö 5 c o # 3 ) ^ + (08sinV>3 + 06costp3)*£. 
+(63sin4}3 - &2CQStp3)cosil)isini¡)2 — (92sini¡>3 + 93co$i)3)simpi -f f^-
pr5 = [Öisin^isin^a + 0icoatp\sinip2costp3 — 93cosrpiCosip2] ^j 
{—dxCostpismi¡}3 -f 6isinij)isinip2cosifS — 93sinTJ)iCos-ip2] & 
+ {9iCostp2cosil}3 + 03sinip2) j¡¿ 
+pl22 [cos^asin^a^ + cosy3^} + p ( / n - J22 - I 3 3 ) ^ r # i « n ^ 3 ^ - ^ 4 -
p(Tu + I22 - I 3 3 ) c o ^ 2 c 0 ^ 3 ^ ^ + p(In ~ I22 - I33)sini>3sini>3^^+ 
p(h3 - Jn)cosiP2simp2cosil>3 ( ^ j + (0e«ntf2 + B^cos^cos^)^ - 94sin^3^f - 6 ^ 
prs 
P hi  hi  ha)cosip2cosi>3 ^ + ln - i22  l33)sini 3 
(I33 - In)cosip2siml)2cosiJ 3 {^-J  ( 6si ip   O^cos^cos 
+6icosipisinip2costp3 + 0i3inipisini¡>s — 93cosipi)cosip2 + f^f 
= [—Oicostpisinipzsinipa + 9iSÍn%piCostp3cost¡}3 + 62cos'lPicos''p2] % 
[—9isiri^,\sinip2sinip3 — 9icosipiCosíp3 — 92sini¡SiCosip2] ^ 
- {9iCosi)2sini)3 + 92sinip2) ~ 
+pl33 [ c o ^ 2 c o # 3 ^ - - « n f o ^ a ] + p(In ~ I22 ~ hz)sini)2cosip3^^ 
p{I22 ~ 7 U - I33)cosé2sini>3^^ + p(I22 - In - J 3 3 ) C O # 3 Ä ^ + 
P(hi - h2)co8fasinip2sinfo ( ^ j - {9^sin^2 + G4cos^2sin^)d-^ - 9Acosip3^ + Ô5^ 
—diCostpxsin^}2sini¡)3 + disimpiCosi>3 + 62cos'ipiCosip2 + ^f-
Chapitre 6 
Loi de comportement non linéaire 
des milieux curvilignes 
La loi de comportement des milieux curvilignes a été souvent 
construite à partir de celle, supposée connue, du milieu tridi-
mensionnel constituant le solide élancé. Dans ce chapitre, 
nous allons procéder directement et construire une loi de 
comportement bien propre aux milieux curvilignes. 
6.1 Introduction 
La résolution des problèmes de dynamique des câbles, nécessite de faire appel à la loi de 
comportement du milieu curviligne, exprimée dans le même formalisme unidimensionnel 
que l'on a utilisé pour écrire les équations de la dynamique. En effet, les principes et les 
définitions, présentés jusqu'à présent, s'appliquent à tous les câbles et tous les mouvements. 
Par contre, c'est la théorie des lois de comportement qui va exprimer la diversité des corps 
naturels, diversité qui résulte des différences entre les matériaux qui les composent. 
Dans ce chapitre, on se propose d'étudier uniquement la loi de comportement des 
milieux curvilignes élastiques. Cette loi consiste à formuler la relation existant entre 
l'histoire de la sollicitation subie par la section transversale et l'évolution locale de ce 
milieu dans les mouvements réels. 
6.2 Formulation thermodynamique 
Nous aurons à utiliser dans cette étude des propriétés et des énoncés de thermodynamique, 
où les systèmes (et sous-systèmes) envisagés sont en mouvement, suivis dans leur mouve-
ment, chaque section du système curviligne considéré ayant ses propres propriétés ther-
modynamiques. 
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6.2.1 E q u a t i o n de l ' énerg ie 
Rappelons d'abord l'énoncé classique du premier principe pour des systèmes homogènes 
en équilibre thermodynamique. 
P r e m i e r principe 
A tout système (ou sous-système) d'un milieu curviligne on associe une quantité d'énergie 
E, appelée énergie interne , et définie aune constante additive près, telle que sa variation 
élémentaire dE, lors d'une transformation entre deux états infiniment voisins, soit donnée 
par: 
dE + dK = SW + SQ (6.1) 
où 
• dK est la variation élémentaire de l'énergie cinétique du système. 
• 6W est le travail reçu par le système et développé par les efforts extérieurs s'exerçant 
sur le système. 
• SQ est le taux de quantité de chaleur reçue par le système et fournie par l'extérieur. 
H y a des multiples transformations permettant de passer d'un état initial donné à un état 
final donné : pour tous ces transformations, les deux membres de (6.1) ont même valeur, 
mais W et Q prennent des valeurs qui dépendent de la transformation considérée. Soit r 
la densité linéaire des efforts extérieurs alors: 
T'ÁV)= / [r\v]da Jo 
l'expression de l'énergie cinétique est: 
K= [ lp[Hv\v]da 
Jo ¿ 
La quantité de chaleur reçue pendant l'unité de temps par la portion, ou le sous-arc AB 
de OL} s'écrit comme une intégrale de longueur d'une densité linéique r(s), qui correspond 
au taux de chaleur fournie aux éléments de AB par l'extérieur de AB, plus un terme de 
conduction aux extrémités A et B, dont la contribution se traduit par une fonction q de 
chaleur sortant au point M: 
0 = / rdcr + q(A.)~q(B) 
Jo 
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È — j pèda 
Jo 
où p est la masse linéique du câble. 
Conservation de l'énergie : A chaque instant, la dérivée particulaire de l'énergie 
d'un système est la somme de la puissance des efforts extérieurs exercés sur le système et 
du taux de chaleur reçue par le système. 
La loi de la conservation de l'énergie qui se formule sous la forme é = Vt + Q peut 
donc s'écrire plus explicitement compte tenu des définitions posées : 
VAS C OL 
y AB C O L 
On applique le théorème de l'énergie cinétique; 
V AB COL 
~ = P.(u) + P,(u) 
D'où 
qui s'interprète immédiatement : la dérivée de l'énergie interne du sous-système AB C OL 
est la somme du taux de chaleur reçu et du taux d'énergie 
En remplaçant P¡(u) par: 
?B 
IA 
on obtient pour tout AB C OL: 
¡•a 
I [ir\è}da 
fB fB fB dq f èda = / ([?rjè] + r)da + / — d a 
JA JA JA da 
D'où l'équation de l'énergie: 
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6.2.2 Inégalité fondamentale 
L'inégalité fondamentale de la physique des milieux curvilignes, et plus généralement des 
milieux continus, est celle qui traduit le second principe de la thermodynamique. Celui-ci 
permet de distinguer les évolutions physiquement possibles de celles qui ne le sont pas. 
Sa formulation permet classiquement d'introduire les notions de température absolue et 
d'entropie. 
Deuxième principe 
Il existe un repérage universel de température T > 0, appelé température absolue et une 
fonction de l'état thermodynamique du système, additive, appelée entropie et notée 5", 
telle qu'à chaque instant et VAJ3 sous-arc de OL on ait: 
Soit s l'entropie linéique 
d'où 
dS ^ fB r q(A) q{A) 
dt~JA Tda+ T T 
S = sda 
JA 
En remplaçant r par son expression tirée de l'équation de conservation de l'énergie: 
Hé] + (r¿-é)-|.^>o 
et en introduisant la fonction thermodynamique appelée énergie libre: 
n}> = e - Ts 
on obtient ainsi l'inégalité de Clausius-Duhem pour les milieux curvilignes: 
[x|è]-(^ + « r ) - i . g > o 
Le premier membre de cette inégalité est appelé la dissipation vohimique intrinsèque. 
L'inégalité fondamentale s'énonce alors: 
La dissipation vohimique intrinsèque est non négative 
L'inégalité fondamentale ou second principe donne en physique des milieux continus une 
condition nécessaire pour qu'un processus d'évolution vérifiant toute les lois de conserva-
tion soit physiquement possible. On dit encore thermodynamiquement admissible. Sou-
vent cette condition est aussi suffisante [Germ]. 
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6.3 Hypothèse de l'élasticité 
Les fonctions thermodynamiques e et s (énergie interne et entropie linéique) et le torseur 
des contraintes TT sont des fonctions univoques des seules variables T et e. 
En conséquence de cette hypothèse, seul le dernier terme de l'inégalité fondamentale 
dépend de —^. L'inégalité demeure donc vérifiée, quelle que soit la valeur prise par ~, en 
particulier 0: 
[r\è] - (i> + at) > 0 
Le différentiel de ip(T, e) s'explicite en: 
# = - ^ . d T + dJde 
où par dualité, | | est un torseur de o. 
H vient alors à partir de cette dernière inégalité: 
-/>(* + §f ) r>o 
Cette inégalité doit être vraie pour dT quelconque, et si le matériau ne possède pas de 
liaison interne cà.d si ses déformations ne sont soumises à aucune restriction (telle que 
l'incompressibilité par exemple), on en déduit: 
• En prenant é = 0 et T arbitraire: 
• = -£*» 
• En faisant T = 0 et è arbitraire 
de 
Ces formules impliquent que l'inégalité fondamentale est en fait une égalité, et donc: 
La dissipation volumique intrinsèque est nulle 
6.4 La loi de comportement 
6.4.1 Définit ion 
L'étude de la stabilité thermodynamique conduit à imposer certaines conditions sur la 
fonction ib(e). En particulier, ces conditions sont satisfaites si ip(e) est une fonction 
convexe fermée semi-continue inférieure. 
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Définition 44 La loi de comportement d'un milieu curviligne est définie par une fonction 




Autrement dit, z est le gradient, au sens du produit scalaire de Falgèbre de Lie T>, de la 
fonction ij){e). 
6.4.2 Principe d'objectivité 
Groupe de parités 
Soit deux configurations distinctes r i et r2 d'une même section transversale S. Si la réponse 
de cette section est exactement la même pour une déformation donnée, relativement à ri 
et r2, nous dirons qu'il y a parité ou isomorphisme matériel entre les deux configurations 
en S; autrement dit, aucune expérience ne peut distinguer rj et r2. Les applications qui 
font passer d'une configuration à une autre configuration isomorphe à la première, forment 
naturellement un groupe qui sera appelé groupe de parités ou groupe d'isotropie1 
qui dépend évidemment du matériau et de l'une des configurations r -n'importe laquelle-
que les membres du groupe mettent en correspondance. Un autre choix de r conduira en 
général à un autre groupe d'applications, mais il est évident aussi, que si ri et r2 sont en 
parités, alors ils ont le même groupe de parité qu'on note indifféremment Gx1 ou Grv 
Deux configurations distinctes quelconques de S sont deux parties de l'espace affine 
euclidien £ de dimension 3; donc le groupe de parités G?, relatif à une configuration r 
et assurant la correspondance entre ces deux parties affinement équivalentes de £, est 
nécessairement un sous-groupe du groupe affine GA(£). 
L'idée que nous venons de présenter de façon intuitive, peut être exprimée 
mathématiquement par la 
Définition 45 (Cauchy, Noll) Un matériau est isotrope s'il existe une configuration de 
référence r telle que l'on ait 
Is{£) C Gr 
où Is(£) est le groupe des isométries affines de £. 
1Note de Clifford TRUESDELL dans son livre Mécanique rationnelle des milieux continus: Le terme 
"groupe d'isotropie", que NOLL a utilisé en introduisant ces groupes, prête ici à confusion, car il indique une 
notion de rotation, alors que les éléments du groupe des parités ne sont pas nécessairement des rotations. 
L'expression "groupe de symétries", bien que plus proche du langage répandu chez les physiciens, prêterait 
également à confusion, car elle vient d'une notion de distance, qui n'a rien à voir avec la réponse matérielle. 
Le terme "parité" doit suggérer sa signification originelle d' "égalité devant la loi", la "loi" étant ici la loi 
de comportement du matériau. 
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Cela veut dire qu'un matériau est isotrope si l'on peut l'amener dans une configuration à 
partir de laquelle aucune rotation ni translation ne puisse être détectée par l'expérience, ni 
même la symétrie centrale par rapport à l'origine — 1 qui ne correspond à aucune véritable 
déformation physique, mais exprime seulement l'invariance des propriétés matérielles dans 
des symétries de la configuration de référence. 
Définition 46 Le groupe de parités en une section transversale considéré comme un solide 
rigide est l'ensemble des applications affines bijectives vérifiant la condition: 
gr(AdD.e)z=AdD.Çr(e) 
où Qp est l'opérateur-loi de comportement donné par-
di} 
Gr(e) = p-d~ 
pour une configuration r fixée. 
La section transversale étant considérée comme un solide rigide, le groupe de parité 
est alors un sous-groupe du groupe des isométries affines et ne dépend que de la géométrie 
de la section et d'une configuration r. 
Puisque —1 appartient à Gy et (? r est un groupe, on a alors l'équivalence: 
-D € Gr <=> D € Gr 
Gx peut donc s'interpréter comme le produit direct du groupe "trivial" réduit aux éléments 
— 1 et -f-1, par un groupe Gf sous-groupe du groupe des déplacements B. 
On suppose que cette section est circulaire et homogène (matériau transversalement 
isotrope) et on choisit comme configuration r celle définie par la base ( 0 , f,/, k), constituée 
de deux vecteurs f, k situés dans le plan de symétrie orthogonal à l'axe de révolution, 
et d'un vecteur selon cet axe. On écrit dans cette base l'invariance par changement 
d'orientation des vecteurs de base et par rotation de la base autour de l'axe de symétrie. 
Soit r i et r2 deux configurations matériellement isomorphes et x, x' deux vecteurs 
"liés" respectivement à r t et r2, alors il existe une isométrie D appartient, à Gr, (ou Gr2) 
telle que r ' = D.v donc 
x = Ad Dx! 
Pour tout D € G>, il existe D+ G D tel que D - eD+ où e = ±1» donc Ad D = Ad eD+ -
Ads.AdD* = ±AdD+, d'où: 
x=^±AdD+x' 
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Figure 6.1: 
Compte tenue de la symétrie de la section S, G^ est le sous groupe de rotation affine 
autour de l'axe (0,t) et donc: 
AdD+ = 
/ 1 0 0 0 0 0 \ 
0 coso - s i n 0 0 0 0 
0 sine? cos 6 0 0 0 
0 0 0 1 0 0 
0 0 0 0 cos 0 - s i n ö 
\ 0 0 0 0 sinö coso ) 
x(0) H résulte que si on pose x = ( ~^N ! et x' = ( ~ ^ s ) relativement à la base B alors V x'(O) 
^ x = ± ^ x , x(O)1 = ix ' (O)1 ux = ±AUJX> 
où A est la matrice orthogonale : 
x(0) = ±Ax'(0) 
1 0 0 
0 cos 9 — sin 9 
0 sin 6 cos 9 
donc 
et 
K l = K l Wo)1! = ¡x'(o)1! ¡jWx|| = jiwx.li ||x(o)|| = ¡jx'(o)|! 
[x|x] = 2 (wx|x(0)) = 2 (±A¡ox.\ ± Ax(0)') = 2(wxi |x(0)') = [x'|x'] 
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Les invariants d'un vecteur x élément de l'algèbre de lie. 0 pour les configurations 






= (4) 2 
= il^ xl!2 




[x|x] et |¡wx|| sont invariants quelque soit la configuration de référence 
6.4.3 Obtent ion de la loi de c o m p o r t e m e n t 
Nous avons vu que la loi de comportement est la même dans toute configuration r' iso-
morphe à la configuration, r définie par la base (O; í,f, k) donc tp s'exprime nécessairement 
comme une fonction des invariants (l¿)!=i,5 du vecteur ec. ifi s'écrit donc: 
On a sans difficulté: 
Ëh. = 2 
u 
i¡f{ee) = i¡)(I1,I2íI3,Ji1Is) 
0 dh 




dëc = 2 




V o / 
dh 
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Cette dernière matrice dépend, bien évidemment, de ec, donc cette expression de la loi 
de comportement obtenue ainsi, n'est pas linéaire; Cependant pour e assez petit (H.P.P), 
on peut confondre f£(ec) avec ff^O), Ia relation est ainsi donc linéarisée: 
0e = jFec 
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où T est la matrice 





\ b a } 
avec a = 2 ^ ( 0 ) , a = 2 g ( 0 ) + 2 g ( 0 ) , b = 2 ^ ( 0 ) , c = 2f£(0) + 2 ^ ( 0 ) et d = 2 ^ ( 0 ) 
Stabilité thermodynamique 
Nous admettrons qu'une condition nécessaire de stabilité isotherme du matériau 
thermoélastique linéaire,imposée par les inégalités dérivant de l'inégalité fondamentale, 
est que le potentiel thermodynamique ip soit une fonction convexe de ec. 
On vérifie que dans le cas d'une loi de comportement linéarisée, on a à une constante 
additive près: 
i>(e) = |[^e|e] 
Donc la forme quadratique [.Feje] doit être définie positive. 
On a explicitement: 
~[jFe|e] = ae\ -f 2ae1e4 + ce\ + be\ 4- 2ae2e5 + de\ + bel + 2ae3e6 + del 
On en déduit les conditions nécessaires de stabilité, qui imposent donc des limitations 
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aux valeurs des coefficients d'élasticité2: 
a > 0 
6 > 0 
ac - a2 > 0 
hd - a2 > 0 
In te rp ré ta t ion des coefficients 
La loi de comportement s'écrit 



















V e3 / 
• On voit d'après cette écriture que le coefficient a lie le moment du torseur 0e à la 
valeur en à l'origine de ec et inversement. Donc a peut s'interpréter comme étant le 
coefficient de couplage flexion/traction. 
• C = a^f- + OL€\ a est donc la résistance à la torsion 
Mv = b est la résistance à la flexion 
" Ms^b*t + aex f 
• N = cci + a^jf- c est la résistance à la traction-compression. 
L'équivalence de ces conditions pour un milieu continu, relativement aux coefficients de L a m é est: 
3A + 2p > 0 
n > o 
Si l'on utilise le module de Young et le coefficient de Poisson les conditions sont équivalentes à: 
E>0 




 ¿Jf > d est la résistance aux cisaillements 
Les coefficients a, b, c et d sont, en principe, à déterminer expérimentalement; mais en com-
parant ces coefficients à ceux obtenus à partir de la loi de comportement tridimensionnelle 
déjà expérimentés on obtient: 
a = GJ b = EI c = ES d=ESt « = 0 
6.4.4 Loi de comportement non-linéaire 
On fait un développement limité à l'ordre deux des coefficients de la matrice de correspon-
dance entre 8e et ec par rapport aux 5 invariants (Ia)a=i,5-
f\T ~ Fi T ' ¿—i Q T Q dla dla Ùt ÔJ<Ô« 




































9 a2^ / 
D'où l'expression non linéaire de la loi de comportement: 
0e = :Fee + „4(ec2)e c2\„c 
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A{ec2) 
avec 
/ [i4iee|ee] 0 0 [(A3 + A6)ee|ee] 0 0 \ 
0 [^iec[ec] 0 0 [A3ec\ec] O 
0 0 [Aiec|ee] 0 0 [A3ee|ee] 
[(A2 + A4)ec\ec] 0 0 [A i ee |ec] 0 0 
0 [A2eejec] 0 0 [Aiee|ee] O 
0 0 [A2ec|ec] 0 0 [Aiee|eel / 
Stabili té t he rmodynamique 
Pour ce type de loi de comportement non linéaire on vérifie que le potentiel thermody-
namique est, à une constante additive près, donné par: 
^(e) = i [ ^ e | e j + J [ ^ ( e 2 ) e | e ] 
Donc la forme biquadratique |[.4(e2)e|e] doit être définie positive. D'où les conditions de 
stabilité ....... 
I n t e rp ré t a t ion physique des coefficients 
L'application e —• ,4(e2) de d dans £(d) dépend manifestement de 5 matrices 6-6, et 
chacune de ces matrices dépend également de 5 coefficients distincts. Donc A(e2) dépend 
en tout de 25 coefficients à priori; Mais ces coefficients sont, en toute rigueur, les dérivées 
partielles secondes de la fonction ip(ee). En supposant ip deux fois differentiate (i/>8"- = if)'-) 
on a donc C\ (dérivées V>t") + C"f( dérivées ip'0 = 15 coefficients d'élasticité. 
Les quatre expériences de base que l'on peut effectuer sur une portion d'un câble, sont 
ceux relatives aux sollicitations de: 
- traction-compression ( N j¿ 0 et T = C = M — 0) 
- torsion (C ¿ 0 et N = T = M = 0) 
- flexion pure (M ^ 0 et T = N = C = 0) 
- flexion simple(T # 0, M # 0 et N = C = 0) 
H est bien évident que l'on ne peut pas appliquer le principe de superposition pour 
étudier l'effet d'une sollicitation combinée de deux ou plusieurs sollicitations simples citées 
précédemment. Le nombre d'expériences indépendantes est donc: 
C\ (sollicitations simples) -\-C\ (sollicitations combinées 2 à 2) +Cf (sollicitations 
combinées 3 - 3 ) + C | (les quatre à la fois) = 24 — 1 = 15 expériences indépendantes. 
Donc les 15 coefficients d'élasticité non linéaire peuvent, très bien être déterminés 
expérimentalement. 
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Correspondance binivoque entre 0e et ec 
La relation 9 = jFe + ^4(e2)e ne permet pas de calculer directement e en fonction de 0. 
Pourtant la stricte convexité de ip entraine que la correspondance, à T fixée, entre 0e et 
ec est binivoque. 
Soit i¡}* la transformé de Legendre Fenchel de la fonction rf: 
r = [6\e\ - ï> 
3 
E vient alors par dérivation par rapport au temps 
~ = im + PN - V 
d'où 
f* = st + [e\0] 
En supposant maintenant que les variables T et 0 sont indépendantes et que rp* ne dépend 
que de T et 9 (hypothèses d'élasticité), on trouve une autre formulation de la loi de 
comportement (formulation conjuguée): 
e 




d'où par analogie 
et 
iP*(6) = ¡[F*6\$} + ±{A*(02)9\B] 
6.5 Un modèle de loi de comportement linéaire 
Définition 47 (Projection d'un torseur) La projection d'un distributeur x sur une 
section plane S (ou un plan) de normale T? est le champ équiprojectif 
xt : m »-»• —~rt A {~n A _(m)) de domaine S (6.2) 
On définit aussi la projection sur la normale ~rt : 
xn : m f~> (1? • x(m))~n de domaine S (6-3) 
3
 On a ici ljégalité plutôt que le sup car e 8 et T sont liés par la loi de comportement 
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Figure 6.2: Loi de comportement simplifiée 
cette définition est tout à fait naturelle puisque la valeur en un point donné de la projection 
d'un torseur est la projection usuelle de sa valeur en ce point. 
Soit b= (G, ï,f, n) une base orthonormée directe liée à la section S et soit B la base de 
B relative à b, alors les deux endomorphisrnes de D 
x K x t et x H x„ 
peuvent être représentés dans B par les deux matrices respectivement : 
/ l 




\ / o 






Le cotorseur des contraintes ir est le champ équiprojectif défini par w = M~16, où 0 
est le torseur des contrainte défini précédemment. jr(m) schématise la force exercée sur 
une section transversale par la section voisine en le point m de cette section. 
Dans le cas d'un matériau homogène caractérisé par son module d'Young E et son 
module transversal G. On postule le modèle de loi de comportement linéaire suivant : 
1. La force normale ?rn est proportionale à la déformation normale e„, avec, comme 
coefficient de proportionalité, le module de Young E 
2. La force tangentielle wt est proportionelle à la déformation tangentiale e t , avec, 
comme coefficient de proportionalité, le module de cisaillement G 
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la loi de comportement s'écrit 
Een et Trt — Ge>t (6.5) 
où 7Tn et irt (respectivement e„ et e4) sont les deux torseurs projections normale et tan-
gentielle de x (respectivement e) à la section transversale. 











On retrouve la loi classique en terme de torseur en multipliant les deux membres de 
(6.6) par la matrice de moment M : 



















\ e3 / J 
(6.7) 
où «/, Iy et Iz désignent les inerties de torsion et de flexion transversales, N ,Ty et Tz les 
efforts normaux et tranchants et My, Mz et C les moments fléchissants et de torsion. 
Partie III 





Résolution numérique des 
équations des câbles 
Une équation ne constitue ni le départ ni l'aboutissement 
d'un problème de physique. L'essentiel de la physique est 
dans la mise en équation correcte et dans l'interprétation 
des résultats qui nécessitent bien souvent une résolution 
numérique . 
7.1 Introduction 
Les équations générales de la dynamique des câbles ont été obtenues, comme nous l'avons 
vu, par un formalisme lié à la structure du groupe de lie, et plus généralement à des 
structures de la géométrie différentielle contemporaine. Cette méthode est tout à fait 
compatible (nous allons le constater) avec le traitement par ordinateur, bien qu'elle soit 
fondée sur des notions mathématiques assez abstraites. 
Ces équations sont quasiment impossibles à développer à la main quel que soit le 
système de coordonnées choisi (ce que nous montre le langage de calcul formel mac-
syma). Il est également très difficile de les traiter numériquement sous cette forme 
développée, d'où la nécessité d'élaborer un algorithme numérique compatible avec les no-
tions mathématiques citées plus haut, et qui traite directement l'équation intrinsèque. 
On admettra, dans ce chapitre, que le problème variationnel associé admet au moins 
une solution que l'on cherchera à approcher. 
7.2 Discrétisation en temps: méthode de différences finies 
7.2.1 Le p r o b i è m e v a r i a t i o n n e l 
Considérons le problème suivant : un câble homogène de section constante de longeur 
/, placé entre deux extrémités, l'une étant à l'origine 0 et l'autre au point d'abscisse /. 
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Le câble est soumis, sans restreindre la généralité, à son propre poids T*xt(s,t) = pg 
où g est un giisseur défini par g(m) = g A öin, <f désigne l'intensité de pesenteur. On 
suppose connue la configuration du câble à l'instant initial t = 0, ainsi que la distribution 
des vitesses initiales le long du câble. Autrement dit, on connaît les fonctions D(s,0) = 
DQ(s), v(s, 0) = VQ[S) pour 0 < s < 1. Enfin, on doit avoir 
Z?(0,i) = l , Vi€[0,T] (7.1) 
D(l, t) = exp a(t) ot(t) 6 3 (7.2) 
puisqu'on suppose que l'extrémité 0 du câble est fixe, et que l'extrémité libre A est 
animé d'un mouvement donné par le vecteur-déplacement <x(t). 
On se limite, dans ce chapitre, au. cas classique de l'élasticité linéaire : on prendra, donc 
la loi de comportement 6 = T • e où T est la matrice de la loi de comportement (fonction 
de a si le câble n'est pas homogène). On est donc amené à trouver une fonction x(5>*) 
définie pour 0 < 5 < l e t i > 0 qui soit solution de : 
[H^ + [Ve, iTv]) - ( ^ + [ee, Té\) = r (7.3) 
où 
• D{o, t) est l'application de [0, i ] x R dans D décrivant le mouvement du câble à partir 
de sa position d'équilibre supposée connue. 
• y(a,t) = R(~x((r,t))8x^"t't\ représente la vitesse lagrangienne de la section S(<r,t), 
x{ait) e s t Ie vecteur-déplacement, fonction de [0,/] x R dans V lié au déplacement 
par D = expx-
• ec(or, t) = R(—x{(T, t) e*g„ mesure la déformation lagrangienne de la section S(a, t). 
• H est l'opérateur de moment dépendant de la géométrie transversale du câble. 
La formulation variationnelle s'obtient en multipliant "intérieurement" les deux membres 
par r¡(s), fonction test à valeurs vectorielles dans t>, puis on intègre le long du câble, soit: 
lL {{H% + [VC'HVC]) - {r% + [e% ^ e 1 ) h] ds = [ [TCW] ds (7'4) 
En intégrant par parties le terme en de/ds du premier membre l'équation s'écrit compte 
tenue des conditions aux limites : 
£ [ ( ^ + [ v % J T v c ] - [ e % ^ e l ) | ^ ] d 5 + J o L [ ^ | ^ ] d S = y o L [ r V ] ^ (7-5) 
La dernière égalité s'obtient par une intégration par partie et compte tenu des conditions 
aux limites. 
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Les vecteurs ae,vc,ec,...(£ 5) dépendent uniquement de la fonction de [0,/] X R dans 
le groupe D : (s,t) H-> D(s,t) = cxpx{$,i)- L'inconnue du problème est donc la seule 
fonction de [0 , l ]xR dans o :(s,i) •-» x(s»*)- D'où le problème variationnel : 
f trouver x(-M) G VSit solution de 
(V) 
<Kx> v) = o 
où 
• V t^ est l'espace des fonctions de [ 0 , i ] x R dans X> 
• Vä est l'espace des fonctions de [0,L] dans o 
• La fonctionnelle <f> : Vs¡t x Vs -» K a pour expression 







7.2.2 Approx imat ion par différences finies 
La fonctionnelle <j>[ . , . ) n'est pas bilinéaire : c'est la raison pour laquelle on admet-
tra l'existence d'une solution. Pour résoudre numériquement ce problème variationnel, on 
subdivise l'intervalle [0,T]9 t, par des points (in)„-0 w» e î l général équidistants : tn = nAt 
où At = - avec N > 1 et n = 0,...,N. Puis on cherche à approcher: D(s,tn), v(s,tn), 
a(s,i„), ... par Dn(s), vn(s), a„(s), ... 
On choisit une méthode itérative à un pas c.à.d on calcule x„+i à, partir de Xn- Pour 
déterminer le schéma d'une telle méthode, nous avons besoin du lemme : 
Lemme 6 On a V/3 G [0, ±]: 
AdD(t + h) = AdD(t)exp(hadv(t) + h2{(1/2 - ß)ada(t) + ••• 
'••ßada(i + h)}) + 0{h3) 
où exp est l'application exponentielle de l'algèbre £($) (h¿ à une sous-algèbre de Me(R)). 
Remarque 4 Les grandeurs vectorielles v et a sont en description lagrangienne (v = vc 
et a— ac) alors que pour les grandeurs euleuriennes, on a: 
AdD(t + h) = exp (h ad ve(t) + h2 {(1/2 - ß) adae(t) + ••• 
•••ßadae(t + h)}) AdD(t) + 0(h3) 
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Démonstration: On pose: 
D(h) = AdD(t) exp (h ad v(i) + h2 {(1/2 - ß) ada(t) + ß ad a(í + h)}) (7.7) 
On a le développement de Taylor: 
AdDU + h) = AdD(t) + h~AdD(t) + ~ ~ AdD(t) + 0(h3) 
dt 2 oí" 
Il suffit donc de montrer que AdD(t + h) et D(h) ont le même dévioppement de Taylor 
jusqu'à l'ordre 3. soit : 
5 (0) = AdD(t) (7.8) 
h?™ Jh=0 
d2 ~ 
- ¿ A d D ( i ) (7.9) 
= -^Adi?( i ) (7.10) 
1. La première égalité est évidente: il suffit de faire t — 0 dans (7.7). 
2. On a : 
~Adi?(i) = AffD^^ß = AtLDad f ^ H = Adi?adv(t) 
(¿I ÍH \ u£ / 
d'autre part: 
%rD{h) = AcLD(i) (adv(i) + 2/i(...))exp(/i(...)) 
d'où la deuxième égalité, en faisant h = 0. 
3. on procède de la même façon qu'en 2. 
Ce dernier lemme nous conduit, naturellement, en négligeant le terme en h3 et en rem-
plaçant D(tn) par Dn et x(*n) P a r Xn> e t c . , à définir le problème discret associé au 
problème aux limites considéré, de la façon suivante : 
En vertu de l'injectivité de la représentation adjointe Ad (voir corollaire 3 du chapitre 
2 ) : 
Dn+l = Dn exp (ftv„ + h? {(1/2 - ß) a„ + /3an+1}) (7.11) 
Si on définit un, le champ de déplacement de la configuration du câble de l'instant tn à 
celle de l'instant fn+1 par: 
Da+i = Dn exp u» (7.12) 
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on aura le schéma 
(*) 
exp Xn+i = exp Xn exp un 
un = hvn + h2 [(1/2 - /?)a„ + ß&n+l) 
v„+i = v„ + /i[(l - 7 ) a « +7a„+ij 
(la dernière égalité peut être obtenue à partir de la formule de Taylor également) 
A l'instant tn+ï, on associe le problème discrétisé: 
(P»+i) : 
Trouver Xn+i € V, solution de: 
#Xn+l,»?) = 0 \tV<ZV, 
Xn étant connu, on fait le changement d'inconnue, guidé par le schéma (*•), 
expxn+i = expx„expu n 
le problème est alors: 
(Pn) •• < 
Trouver un € Vs solution de: 
*(«„,»?) = 0 VTJG v. 
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7.2 .3 R é s o l u t i o n du p r o b l è m e non - l i néa i r e 
On résoud ce problème non linéaire par la méthode de Newton-Raphson1 qui consiste à 
construire une suite convergente vers la solution u„ : 
où 6 u$ est le vecteur solution de l'équation linéarisée : 
* ' ( « « , rç).AuW = - * ( « « , 17) (7.13) 
Proposi t ion 22 Soit (I?„+i)i>o une suite d'éléments de D définie à partir de la suite 
('«W)¿>o por D„+x = .Dn expaj^- Si on désigne par Aîtn'|] le vecteur "déplacement" de 
la configuration de ¡'étape (i) à celle de l'étape (i + 1) (cíe /a méthode de Newton) c.à.d: 
D
n+P = ¿"«il eXPAulnll> °n aura: 
6u(;) = T(-u^)Au<¿ (i) (7.14) 
Démonstration: 
On définit la fonction e i—• Í*¡^(£) par: 
exp U%\E) = exp u ^ e x p e A u ^ (7.15) 
aLa méthode de Newton: on se donne une application / : O C £ —• F où £ et F sont deux espaces vec-
toriels normes. On suppose que / admet, au moins,un zéro, a Ç. Cl, et on cherche une suite d'approximation 
d'un tel élément a, en s'inspirant du cas particulier bien connu: E = F = E; 
f XQ arbitraire et chaque point x-k+i étant l'intersection 
\ de l'axe avec la tangente en z* : Xk+i = Xk — y f i 4 
Ce cas particulier suggère la construction suivante: 
xo G iî arbitraire et ZJ¡+Í = £& — {/ (as*)} - f[xk) pour fc > 0 
Ce qui suppose que tous les points x¡¡ restent dans O, que l'application / soit derivable dans Í2, et que 
enfin la dérivée f'{x) soit une bijection de E dans F en tout point x £ il. La principale difficulté réside 
dans le "bon" choix d'un vecteur initial xo, qui doit être suffisamment proche d'un zéro de / , alors qu'en 
principe on ignore où se trouvent les zéros! 
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exp u„ 
exp A«W "A A 
Dn + i 
.(•') y^~* yexpttf' /^p^ (¿+i) 
Le chemin e i—> exp u^(e) est un géodésique passant par les "points" exp u{^> et exp u^+1^ 
obtenus en faisant, respectivement £ = 0 et e = 1 dans (7.15). 
Faisons un développement de Taylor de la fonction uQ : 
u<¿\e) = u^ + e duW(e) 
de + £' 











= 7 « O U W e : C ^ e A t t n + l - A t t » + l 'expu\ 
en tenant compte de fT
 fil, v = 7  ( ii-7T „ i;) : 
'exptf^'(e) ' e ipu ; , ' ' expsAu^í j 
Soit 
T ( - « « ( e ) ) • A « « , (7.17) 
où "~" signifie que l'égalité en question a lieu à ¡¡A««].!!!2 près. Le premier coefficient de 
(7.16) s'obtient en faisant e = 0 dans (7.17). D'autre part si on dérive (7.17) on aura 
de d£2 - M u» {£)) de n+1 










D. (i+l) n+1 
î>> D 
Figure 7.1: In te rpré ta t ion géométr ique : u ^ et u£+1) sont deux vecteurs de TDJ} 
qui assurent le passage, moyennant l'application exponentielle, de Dn à D^Xi et -D„+i 
respectivement, Au(,,+1' est un vecteur de l'espace tangent T0(¿+i)D faisant passer de 
D„+x à D„+j . Le théorème précédent exprime la relation entre la différence "linéaire" 
Su%+1) = «„+Í — u„4.! et la différence "au sens des vecteurs- déplacements" Att„+i = 
A ( I Î „ J I , -«n+i) où A( . , , ) est l'application de la formule de Campbell-Hausdorff, u„*i , 
.(»') ..(*') u„+i et Atinli sont les composantes lagrangiennes de u„+i , u ^ et A u ^ (¡+i) „W 
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et en faisant e = 0 dans cette dernière égalité on obtient la nullité du deuxième coefficient. 
De la même façon, on trouve : r ^S'^l = 0 pour n > 0, en dérivant l'égalité (7.17) 
jusqu'à l'ordre n pui en annulant e. On utilisera pour cela 
adku = y ] adk",~1u.ad-^~.ad!u 
de j-i de 
Finalement (7.16) s'écrit 
^\e) = i#> + sT{-uf) • A41, (7.18) 
D'où le résultat en faisant, enfin, e — 1 dans (7.18). D 
R e m a r q u e 5 On peui démontrer la proposition 22 d'une autre façon en utilisant la for-
mule de C.H. En effet, h sous-algèbre de Lie engendrée par Au^li est un idéal à ¡jA-u^lil!2 
près. D'autre part u§\ pour tout i est un vecteur à faible angle de rotation puisqu'il définit 
le déplacement de la configuration de l'étape n à l'étape n + 1 et que la section courante 
du câble "n'a pas le temps de faire une grande rotation entre ces deux instants, donc 
II^V^II < 0 est largement vérifiée. Les hypothèses du théorème 17 du chapitre 3 étant 
vérifiées (au deuxième ordre près en Au„+1) alors: 
exp <i+1> = exp « f exp Au^+1 => u ^ = H(u^\ A ^ , ) = t#> + T{-u^)Au^U 
d'où le résultat. 
On rappelle que l'inconnue dans cette méthode est vfc\ d'où la possibilité de calculer les 
différentes grandeurs qui interviennent dans l'équation linéarisée en fonction de v$: 
L e m m e 7 on a: 
êAdD% = AdD%.adAu%x 
6M-lD% = -adAu^.Ad-'D^X 
*ö, = ^n-u^Auïl 
Démonstration: 




1. on défiait la fonction-perturbation: £ i—* D^'^e) par 
-Dn+l(e) = Dn+1 exp £AU^}+1 
de façon à avoir : 
-Dïïi(l) = ^'íí ) 
Autrement dit s i—> D ^ ^ ^ ) est un géodésique passant par D„ | i et D^Xl • 
On applique la représentation adjointe Ad aux deux membres de (7,19): 
Ad D%{e) = Ad D & exp
 £ ad A t ß x 
puis on développe exp £ a d A a „ | j à l'ordre 2 en A«„+i : 
AdD^Ue) = A d D ^ l l + e a d A u ^ + OCIIAii^ll2)} 
= A d P « ! + e A d K ß , - odAtÜlí + OiWAvZtiñ 
D'où la première égalité en faisant s — 1. 
2. la deuxième égalité s'obtient à partir de la première, en dérivant l'égalité Ad D • 
Ad~lD = l m : 
SAdD- Ad~LD + AdD- èAd~xD = 0 
êAd'lD = -Ad~lD -6AdD- AdrxD 
puis on obtient rapidement le résultat en remplaçant 8Ad D par son expression. 
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3. à l'étape n +1 et à l'itération i de la méthode de Newton, le schéma (*) dévient: 
(*) (0 
expXn+i = expxnexp tz« 
t#) = hVn + h^ [(1/2-ß)an+ßa^ll] 
v„ + h [(1 - 7)a„ + 7a^J ' n+ l 
Remarquons que l'indice supérieur (i) a été rajouté uniquement pour les variables 
calculés à l'étape n + l Grâce à ce schéma, on a 
*£> = <'+*> - vg> = A W + 1 ) - a«) = tf/3 ¿a«, 
de même 
¿>v» = /¿75ai¿ «) +i 
d'où la possibilité d'exprimer Äa^+j et é v ^ en fonction de 6u$ ou At¿„. ) . 
(•'> - -L.6uM - —Tí -ti(i> ÏAu(<) ^ n + i 
/>v0) - X / [ „ ( 0 - J-T(—?/WïA«(i) 
0 V n + l — t o 0 £ í n — fc/J-* V U n ^ « n + 1 
4. Pour exprimer 6%\.x en fonction de Aw„| l 5 on dérive par rapport à a l'expression 
n(H-i) _ n « „ n A (0 . 
— o (0 . — r 7^(0 exp ¿A«n+1 da 
„T A ,,(«) Ö (A«Si) 
«^¿«„jx ¿fo OCT 
Ce qui implique, en multipliant à gauche les deux membre par 7^<¡+i) = 7J <,• 
fexp ,_ lT 
) 
e£î> = Ad-exp (A««,) • e«
 x + R ( - * « & ) • ^ ^ 
~e(ii,--[Au{i>e(,i,) fMkl 
pour A « « ! assez petit. D'où Ä e ^ ~ - [ A u & . e f t
 x] + ^ ^ D. 
La fonctionnelle $ ( . , . ) se dérive aisément puisqu'elle est composée d'applications linéaires 
ou biîinéaires, et grâce à la proposition 22 et en utilisant le lemme 7 , l'équation linéaire 
s'exprimera assez facilement en fonction de AÏ Î„+I : 
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Equation linéarisée 
A chaque itération de la méthode de Newton-Raphson le problème est : trouver le 
vecteur 6u^(s) solution de l'équation linéarisée (7.13), ou bien (ce qui revient au même, 
puisqueAu^^s) et 6u$(s) sont liés par (7.14)) ; 
trouver A î i ^ ^ a ) G Vs solution de: 
„(0 A(Au^rl) = C(r¡) Vr? € V 
où A(Au^+1,r,) = (i) 
/ 
L
 f [ [ A U « 1 1 e « 1 ] , ^ e « 1 ] + [eg.,, ^ [ A ^ e « « 0 . - ' • e n + i ! "n + 1 
ds+ 
j-dAu^l 
+ ~ ^ 
.(0 
.(<) (Awn+1) ,en + 1 






m ^~[{\H (aSi) + [VSI^ÎVSO] - [eííii.^ij - %:+1\ rf] + \r£i, dî](s)' da 
7.3 Discrétisation en espace: méthode d'éléments finis 
7.3.1 Discrét isat ion d'un mi l ieu curvil igne 
Nous choisissons un ensemble de n points appelés nœuds géométriques sur le domaine 
curviligne OL, puis nous remplaçons OL par un ensemble d'éléments K¡ formé d'un nombre 
réduit de nœuds consécutifs, chaque élément devant être défini analytiquernent, de manière 
unique, en fonction des abscisses curvilignes. S¿ = On,-, des nœuds géométriques qui 
appartiennent à cet élément. La partition du domaine V en éléments K¡ doit respecter 
les deux règles suivantes : l'intersection de deux éléments non disjoints est réduite à un 
point, et la réunion de tous les éléments Ve doit constituer un domaine aussi proche que 
possible du domaine donné V. 
Un élément de référence KT est un élément de forme très simple, repéré dans un espace 
de référence, qui peut être transformé en chaque élément réel I{¡ par une transformation 
géométrique r ' qui 
dépend de la forme et de la position de l'élément réel, donc des abscisses curvilignes 
des noeuds géométriques qui le définissent. Il y a donc une transformation T1 différente 











- 1 0 +1 
élément de référence 
Figure 7.3: La transformation T1 
pour chaque élément réel: 
r ' : £ .— s ' = *'(£,£, Si+1,...) 
où {Si,Si+i,...} sont les noeuds géométrique du ¿ e m e élément. Parmi toutes les trans-
formations géométriques vérifiant les conditions précédentes, choisissons celles qui sont 
linéaires par rapport aux points 6¿: 
KO = Ni(t)St + N2(QSi+1 + N3(()Si+2 + ... 
On numérote les éléments séquentiellement de 1 à Neh puis on définit chaque élément par 
les numéros de ses nœuds. Si on choisit un élément de type Lagrange à trois nœuds, on 








2/ + 1 
La transformation qui transforme l'élément de référence {£i = —1,£2 = 0,£3 = 1} en 
l'élément / défini par {S2i-i, ^ ¡ » ¿ W i } est donnée par: 
*(0 = JMOSM-I + MOS« + N3(0smi 
du fait que s ( - l ) = S2i-i , s(0) = S2i et s ( l ) = S2/+1 les N¿ doivent vérifier pour 
*? 3 ~ -M A "• 
espace de référence 
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- 1 - .8 -.6 - .4 - .2 0 .2 .4 .8 1 
Figure 7.4: Les fonctions élémentaires. 
Les polynômes de degrés minimaux qui vérifient ces conditions sont: 
JV8(Í) = 1 - Í 3 
D'où la transformation: 
f S2I-I + ¿2Î+1 
5(0 = S21 ç -r J21 + ñ í 
Le plus simple est de prendre Sy = —'"••|'s-3-'+-1-, la transformation r sera affine par morceaux 
(ou par éléments) et on aura donc: 
s{0 = S2l + {/i, 
où h¡ = 52¡+i - Su = S2¡ - S21-1 = |meá(Jf f) 
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7.3.2 Approximat ion 
Choix d'une fonction approchée 
On approche une fonction exacte Uex par U{s) (fonction approchée) de manière que e(s) = 
U(s) - Uen(s) soit assez petit. Pour construire U(s), nous lui imposons de coïncider avec 
Uex(s), sur chaque élément, en les trois points S2t-i,S2¡, -•-, ^ I + I T c e qui revient à annuler 
e(s) en ces points. Si on pose «< = Uex(Si), un choix possible de U(s) est: 
U(s) = J2Ni(s)ui 
Remplaçons l'approximation sur l'élément réel par l'approximation correspondante sur 
l'élément de référence : 
V 
Les fonctions iVj(£) sont de classe C2, il en. est de même pour la fonction approchée U(£) 
sur chaque élément. Mais entre éléments elle n'est que de classeC0. 2 
Evaluation de l'erreur 
Pour évaluer l'erreur e(£), on développe en série de Taylor la fonction Ues(Ç,i) au voisinage 
du point £ jusqu'à l'ordre n, où n est le nombre de points d'interpolation. Comme Uex(£i) = 
u,-, la fonction approchée C(f) = Yl^iui s'écrit: 
n - l n H f Bklî \ 1 n 
m = E E ¿*(& - o* \^¡?) + ¿ E JW ~ o-* 
Ri
 v ôf» ) m ( i i ( ] hl V Ô I » , x ( f r ) 
Remarquons que Y%=i JV¡(^ ,- - £)* = 0 si A; ^ 0 et = 1 si k = 0 
L'expression de l'erreur devient: 
n.
 i = 1 \ a< y x ( e ) 
D'où la majoration d'erreur3: 
Si nous désirons que U(s) et ses dérivées jusqu'à l'ordre k soient continues sur une frontière commune 
à deux éléments, il faut que U(s) et ses dérivées jusqu'à l'ordre k dépendent de manière unique des seules 
variables nodales (c'est-à-dire les »,-) associées aux nœuds de cette frontière. 
3On démontre aussi que: 
e
- L ^ dx<(2hfn-*"dnU- dÇn 
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Intégration numérique 
La méthode de Gauss est une méthode d'intégration numérique très utilisée consistant 
à remplacer l'intégrale d'une fonction par une combinaison linéaire de ses valeurs en des 
points " d'intégration" &. 





Les r coefficients de pondération (ou poids) CJ,- et les r abscisses £¿ sont déterminés de 
manière à intégrer exactement des polynômes d'ordre m < 2r — 1. 
En général, la fonction / n'est pas polynômiale, cette méthode est donc approximative; 
elle est d'autant plus précise que le nombre de points d'intégration est élevé. Mais plutôt 
que d'utiliser une méthode à nombre de points d'intégration important, on peut découper 
le domaine d'intégration en plusieurs sous-domaines; on utilise ensuite une méthode simple 
dans chaque sous-domaine. L'erreur d'intégration de cette méthode est de la forme: 
22r+1(r!)4 d2rf 
6
~ (2 r+ l ) [ (2 r ) ! ] 3 C 2 r 
Cependant, si on fixe a priori les abscisses £¿ des points d'intégration, il reste r coeffi-
cients u;,- à déterminer de manière à ce que la méthode intègre exactement, un polynôme 
de degré r - 1. On choisit f¡ régulièrement espacés et symétriques par rapport à £ = 0 
(méthode de Newton-Cotes): 
£• = 2^—4 - 1 (7.21) 
r — 1 
Les poids u>i sont donc les intégrales des fonctions d'interpolation: 
Les poids correspondant à deux points symétriques par rapport à £ = 0 sont égaux. 
L'erreur d'intégration est de la forme: 
si r est impair 
(7.23) 
si r est pair 
Il est donc préférable d'utiliser un nombre de points impair. 
Pour un nombre de points d'intégration donné, la méthode de Gauss est plus précise que 
celle de Newton-Cotes, mais cette dernière permet parfois de faire coïncider les points 
d'intégration et les nœuds d'interpolation. L'intégration de termes contenant les N¡ est 
(7.20) 
/ + 2 dr+1f 
e = < 
P
 \r - l) de+1 
2 \ r + 1 11 
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alors simplifiée puisque JV¡ s'annule en tous les points d'intégration autres que £,-. 
Si on choisit r = 3 on aura: 
1 4 
Wl = u3 = - et w3 = -
/ f(x)dx = ~ [/(52I_X) + 4/(5aI) + /(Sa+i)] 
L'erreur d'intégration devient 
7.3.3 L a m é t h o d e des é l é m e n t s finis 
d4f 
La méthode des éléments finis consiste à utiliser une approximation par éléments finis de 
la fonction A«„|1(a) pour discrétiser les formes intégrales A( . , . ) et £( . ), puis à résoudre 
le système d'équations ainsi obtenu. 
Pour construire une approximation Au^lh de AM„+I(>S) nous allons choisir un sous-
espace de V, constitué de fonctions-vecteurs continues, et quadratiques par élément, soit: 
Vh = {v{a)r¡ € V ; v/Kt eP2,l<l<net et rj € R6} 
où P2 désigne l'espace des fonctions polynômes de degré inférieur ou égal à deux. H est 
évident que la dimension de T4 est 6(2ne¡ +1) et que la suite des fonctions <p¡T] g Vh définies 
par: 
(fi(Sj) - Sij 1 < i < 2nel + 1 et Î | É ! 6 
constitue une base de V^. 
Le groupe 3S des applications de [0, L) dans D peut être "approché" par4 
iy = | exp (¿2 NI(S)Î] ]/l<I<P et »? G M6 y (7.24) 
c.à.d si on pose D(s) — expx(s) , on aura: D(s) ~ exp X>'X' La méthode 
L/=i 
d'approximation variationnelle associée conduit à chercher la fonction vectorielle 
2Nel+l 
A«2.1|Ä(*)= £ Nr^Au^lj 
i=i 
le groupe ¡B1 est approché par l'ensemble B^ qui n'est pas un sous-groupe, car il n'est pas stable. En 
effet, exp ( J^ ^iVi) " e x P (JL,NJTIJ) = e x P Ä ( s ) t o u zis) ^t» d'après la formule de C.H, une série infinie 
des produits infinis des Nj donc il n'est certainement pas polynomial en s, mais par contre z[s) est un 
élément de Vs et il peut être approché par z*(s) = J^ NKVK- On démontre facilement que l'égalité 
exp z(s) ~ exp z*(s) 
a lieu à l'ordre 3 en hs = |mes(iï '£) (ht est îe pas de discrétisation en espace), c.à.d que ¡D/1 est un 
sous-groupe à hl près. 
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, « - A«W .(«') où Att£;+ 1 = u ^ S , ) e 5. On a donc V / = 1,2,..., P: ^ K + i , l ) = 
£ /QL (-V/(8)^(*) | [ ~ t f 2?>X, + ^ [ 2 * •>*.,, Hv% J + ¿ [ v « 1( H TgKXj] -••• 
• • - « & + [[X/.^U^Ö-i] + [eW1,n^.e«1]]|'?]} 
- ^ W . ) [ * M 0 + l ] | i 
ÔJ\T/(«) ÖW>(a) 
+ <9s ds [^XJI I , ] d« 
¿fa) = - E / i Y ^ ) { [ # («¿'11) + K i i ^ l v ^ x ) ] - [ e ^ . - F v ^ 





L'expression obtenue est de la forme 
]_j A-u<n+iX 
L/=i 
~ -^j.n+ii7? pour tout 1 = 1 , 2 , . . . , P . 
et ceci pour tout r¡ 6 R.6, le produit intérieur [. | . ] étant non dégénéré, on a 
p 
E 4 y , n + i A ? n + 1 = 4 ; l + i pour tout 7 = 1 , 2 , . . . , P . 
i=i 
où Ajjn+1 est une matrice 6-6 et Bjn+1 est un vecteur de dimension 6, d'où le système 
linéaire 6P-6P 
4(0 A„ (0 _ P(') 
avec ( A « x ) / / = 4 î U i e t (*£+i)' = */?»+! ainsi que ( A t ^ ) / = A ( ¿ + 1 . 
Remplaçons les intégrales sur OL par une somme d'intégrales sur les éléments ÂY. 
t * f * 
/ = Y^ / . Comme les A',- sont nuls en tout point extérieur à K¡, et comme les Aw^ii ¡ 
JOL t^i^K' 
ne font intervenir que les variables nodales, chaque terme de fK se calcule alors à partir 
des seules variables liées à l'élément K¡. Ce qui est équivalent à chercher, pour chaque 
élément K¡: 
A<|1,Äw=E iV^)Au»!i,/ (O 
J=I 
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*] = [Ajh' Vffew 
d'où le système local (ou partiel) de trois équations à trois vecteurs-inconnus: 
3 
£ «&**&./=$ 
/ = i 
Les matrices élémentaires sont donc d'ordre 3-3 dont les coefficients (<x¡j) sont des 
matrices 6-6: 
¡•L 
City = -p / N x ( 3 ) N J ( 8 ) { a á ( A d - 1 i > W 1 g ) + ^ ( a < i i í ( v W 1 ) - a d v W l . A - . ^ H ) . T ( - u W J ) } ( i , 
Jo 
Jo 
et A' = 
En utilisant la méthode d'intégration numérique cité précédemment et grâce au bon 
choix des points d'intégrations & coïncidant avec les points nodaux Si et qui ont pour effet 
de réduire les termes à calculer, les coefficients matriciels tout intégrés sont donc : 
Oijj — uT {ad [Ad-"D%¿) + fi (adH^l) - a d v ^ • H - ±H) • T(-u<?+l)} 
+ W l { í ! ^ ( a d ( f e « l i f ) - M e « M ) ^ 
et pour / 5É J; 
(7.25) 
dNj(Si) ( . a) a) \ dNi(Sj) (¿) 
=
 w / — § 7 — ( a d (^<+i , j ) - (a<te„+i,j) • ^ j + w / — g T ^ ^ ^ K + i ^ ) 
+ L x É ^ W dN'(Si) + W 2W f (S a ) ÔJVj(A) , , _ ÔNj(S3) ôtfj(S3) \ 
\ ds ds ds di -\~ 4t>3~ ÖS J 
(7.26) 
142 Chapitre 7. Résolution numérique des équations des câbles 
—» 
Le second membre est X\ =: 
AI — u)I\Ii&n+i,I+ [Vn+l,/>-"Vn+UJ [en+l,J> -Aen+l,/j A a -^n+lj 
1.3J + ^ Wi 
& W l )
 (i) dNr(S2) Ji} en+l,l + W 2 T T e n + l , 2 -T 
dNjjs) 
Ôs e
( i ) 
(7.27) 
La matrice globale A est finalement pentadiagonale par blocs: 
.4 = 









































Cette matrice est carrée 
non symétrique d'ordre 
36(2Arei+l)2 (chaque carré 
• désigne une matrice 6-6). 
Au total la matrice A com-
porte 8Ne¡ + 1 matrices 6-
6 soit 36(8JVel + 1) coeffi-
cients non nuls. 
Le vecteur b est de dimen-
sion 6(2 JVe, + 1). 
On résoud le système linéaire associé à A par une méthode d'élimination de Gauss 
(méthode directe), avec une stratégie de pivot "local", c.à.d on permute, si besoin est, les 
lignes et colonnes qui laissent le profil de A invariant. Cela revient à utiliser la méthode 
avec stratégie totale pour chaque bloc de la diagonale principale. 
7.4 Mise en oeuvre informatique 
7.4.1 Calculs é l é m e n t a i r e s 
Crochet de Lie 
Le crochet de Lie [u, v) de deux vecteurs u = f p j et v = 
x = 
p
 j 6 3 défini par: 
V \ 
p
 j de $ est un vecteur 
xp = up A vp et xr = up AvT + uT A v„ 
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soit 
xl = u2v3 - u3v2 
x3 = UiV2 — U2V1 
x4 = u2v6 - u3v5 + u5va - usv2 
Xa = U3V4 ~ UiV6 + 1*6«1 ~ UAVS 
XfS = 1*l1>5 — ^2^4 + 1*4^2 - UbVi 
Cela nécessite 30 opérations élémentaires. 
Représenta t ion matricielle de adu 






































De plus, on aura besoin dans la suite de: 
ad2 u = 
u\ — À2 UiU2 «i«3 0 
«i«2 u\ — X2 u2u3 0 
«1U3 « 2 % w | — À2 0 





«11*5 + 1*2^4 2(î*21*5 — 1*U) 1*21*6 + 1*3% 1*11*2 u\ - X2 






i * | - A 2 / 
Calcul de Adexpii e t de T(«) 
Les coefficients de la matrice élémentaire sont calculés à partir des applications Ad exp u, 
T(u) et Ä(u) qui sont des séries entière en od«, donc elles peuvent être représentées par 
des matrices de la forme: 
Í A 0 
M = 
B 
où A et B sont deux matrices carrées d'ordre 3. 
Si on pose 
sinX , (a - cosX) 1 /sinX/2\ , (a — 2c) 
et 
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uu — fcj4 = « ! Î Î 4 + «2^5 + «3«6 > bun = b.uu et duu — d.uu 
on aura donc: 
Ad exp u = I + [al + buuÇl] adu + [cl — duuiï] ad2 u 
soit explicitement : 
Ad exp u(l,\ 
Adexpu(l,2 
Ad exp u(l, 3 
Ad exp u(2,1 
Ad exp u(2,2 
Ad exp u(2,3 
Ad exp ti(3,1 
^4^63:^^(3,2 
Ad exp ti(3,3 
Adea:pt¿(4,1 
Ad exp u(4,2 
Adexpti(4,3 
J4dearpii(5,1 








: 1 + C{u\ - A2) 
: — ails + CUiU2 
• ~au2 + cu\U-¿ 
• auz + CU1U2 
: 1 + C(ul - A2) 
: — ail\ + Ctt2^3 
: —£W2 + CU!ti3 
; aUi + CM2U3 
: 1 + C ( t t l - A 2 ) 
2c(ii!U4 - uu) — duu{u\ — A2) 
~au6 + c(îi-!tt5 + «2^4) — buu.Ua — duu.U\Ui 
~au5 + c(«i«6 + U3W4) — 6u«.îi3 — dw 
Oîie + C(WIÍÍ5 + «2^4) + buu.u3 — duu.u1u2 
Miu3 
— zc{UiU4 - uu) — auu{ui — A ) 
— ~au6 + c(uiu$ + «2^4) — buu.Ua — duu. 
= ~au5 + c(«i«6 + U3W4) — buu.u2 — dtnt. 
= Oîie + c(wi% + «2^4) + buu.u3 — duu.U\U2 
= 2c(«2U4 - «u) — dtm(«2 ~ ^2) 
= —au4 + c(îi2«6 + «3%) — &ww.tti — duu.n2«3 
= — aus + c(uiu6 + U2U4) — bwu.ui — <fc¿u.'Uitt3 
= at¿4 + c(«2% + M3U5) + 6««.«! — duu.u2u3 
= 2C(«3Í¿6 — í"¿) — d«w(«3 — A3) 
(7.28) 
Pour A assez petit, on évite de calculer directement les expressions de a, b. c, et d, 
h cause des erreurs-machine. On les remplace alors par leurs développements limités au 
voisinage de 0: 
a = l - 6 
C
~~ 2 24 
1 A 
=
 3 ~ 30 
d-— — 
~ 12 + 180 
L'application T(u) a la même forme que (7.28) avec 
1 
C = 2 
6 = 0 
c = < 
1 A2 
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d=z 
1 A2 
+ 360 7560 
A/2 V , A /2 
si A est assez petit 
$in\/2j tgX/2 - 2 smon 
P r o d u i t matriciel "dual" 
H est mutile de stocker les éléments nuls de M, et de répéter deux fois les coefficients de 
A: on range M donc dans un tableau de dimension 6-3 au lieu de 6-6, mathématiquement 
cela se justifie par le fait que l'algèbre des matrices de la forme I „ . 1 est isomorphe 
à l'algèbre formée de couples (A, B) € A ^ R ) 2 avec comme loi produit: 
(AuBi).(A2,B2) = (AlA2lA1B2 + B1A3) 
en effet; 
(AUBX).{A2,B2) = Ax 0 Bt Ax 
A2 0 
B2 AI 
( AXA2 0 \ 
V AXB2 + BXA2 AXA2 ) 
{AiA2 , AXB2 + BXA2) 
La matr ice é lémentai re 




 i f {{eßH " hß iadHY^ - adV»+U -H)}' T(~Un\) 
+ad ( A d e x p ( - x ä i ) ) -g - ^ r - (adF*&lXiX - acfe£|ltl O . F ) 
-f (adTe^lltlade^\ltï - ade^\ltl o ^ad^ '+i . i ) + g ^ - H 
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4 i = P~~- [~ßH - jL (odHv&u - adv» l i 2 -H)]- r(-ii í í i) 
8E 
+ | - ^ + ad(Adexp(-xi il1).g 
« 3 3 = ~- {¡¿ßH - - , («*ffvä1|8 - adv« li3 • i f ) } • T( - tß , ) 
' 2 
,(«) »(«") 
odFeglu - aden+i,3 ° ^ - gjj-^ + a^ ( ^ exp(-x£+i) .g 
«is = —g- od^e^+i.i - a^'].!,! o JF - —.F 










»(0 (0 adJFe^ l i 2 - «"^«+1,2 o F + — ^ 
2 
adJ"e^li2 - ade^1|2 o JF - —- J" 
1 
û d ^ + 1 , 3 ~ fldenil,3 ° ^ + ^" J7 
2 1 
aaFeJî+1,3 - a d e ^ s o F + —/" 
Le second membre élémentaire 
Le second membre élémentaire de l'équation linéarisée est, pour chaque élément l : 





-3eJ,*ilil + 4e}l,;ii2 + 3e}*ili3 J0. 
2ft s 
^ + 1 , 2 Ô~P ^-n an+l ,2 + Lvn+1,2> -a v n+l ,2 j J 
+ l ^ i E ffe(i) Fe ( i ) 1 + F / f - e n i i , i + en+i,a^ 
2£í ltt - - y P ( J 4 i M + [vSi l3, ^ v « li3]) 
V ( i ) - 4 e ( i ) 4- I f ^ 
e n + l . l ^ e n + l , 2 r JtînH 
ï(0(*) fe* 
J n+3 ,3 
+y^ító' i 1 ,3 ,^e« 1 ,3] + ^ í - 2fts 
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7 .5 A l g o r i t h m e 
Les programmes d'analyse numérique se compliquent assez rapidement, car ils doivent 
exécuter des opérations très diverses: organisation des données , calcul de fonctions 
spéciales, résolution de systèmes, tracés,... Comme tout programme basé sur la méthode 
des éléments finis, celui-ci inclut les étapes suivantes : 
1. Lecture, vérification et organisation des données décrivant la discrétisation (noeuds 
et éléments), les paramètres physiques, les efforts extérieurs et conditions aux limites. 
2. Construction des matrices et vecteurs élémentaires, puis assemblage de ceux-ci pour 
former la matrice globale et le vecteur global des sollicitations. 
3. Résolution du système d'équations après prise en compte des conditions aux limites. 
4. Impression des résultats, graphique, ... 
• £ 'étape t — 0 
On suppose qu'à l'instant t — 0, le câble est au repos: 
v0(s) = a0(s) = e0(s) = 0 
La configuration à t = 0 étant celle de l'équilibre, on a 
l'identité = D(s,Q) = expx(s,0) alors Xo(s) = 0 
• De l'étape tn à tn+i 
— Initialisation de a, v, u, e et x '• 
On choisit a „ ¿ de façon que u^ soit nul: 
(o) _ h . h2 il 
»£îi = vn + h [(1 - j)an + 7a£¿i] 
_(o) _ 
a
n+l — an 
c(o) _ _ 
(0) _ Xn+1 Xn 
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Résolution par la méthode de Newton: 
Pour chaque élément l on extrait les trois vecteurs 6-6 Xj_i, X¡ et X¡+i du 
vecteur global X de dimension 12N + 6; X ici génère a,t>, u, e et \ • 
A partir de ces vecteurs on calcule la matrice élémentaire A avec 
Au = 
puis on range Au dans la matrice d'assemblage A. De même à partir de ces 
mêmes vecteurs on calcule le second membre. 
On résoud le système linéaire Ax — B où x est un vecteur de dimension 12N + 6 
On extrait pour chaque nœud les 6 coefficients correspondant à S/; de même 
pour «7 , Xh (étape n) et %u (étape n - 1) 
On calcule T(%) puis ¿itj = T(UJ).XJ 
De même T(uh) puis 6xi, - T ^ / j . « / 
et T(ui0) puis ¿x/o = T(x/1).w/ 
On range Sxrx et#x/0 dans deux vecteurs de dimension 12 JV + 6: ¿x/i e t ¿Xio» 
puis on calcule 
3 1 
$Xi = 2êXh - 2êxi° 






„('•+1) _ .,(<) 1 J¡„(0 
^n+1 — ttn+l + 0 t £ n+l 
v(<+i) _ v ( 0 . JCY(0 
J«'+l)^ß(i) + J _ Ä „ ( 0 «n+1 — «n+1 -r ^ 2 0W n + 1 
-,<<+!> _ „(o 4. JLA„(«") 
„(í+i) _ „(0 
2n+l 
„(*) 
-n+1+" e n+ l 
^ = £ + 11^11 
et on recommence tant que E > s, et cela pour nt = 0,1,2,, 
Chapitre 8 
ï /usure des faisceaux des robots 
de soudage 
Ce chapitre est consacré à l'étude de deux problèmes pra-
tiques, le premier est d'origine industrielle ; nous pro-
posons des solutions basées sur les résultats théoriques et 
numériques obtenus dans cette thèse puis nous traitons 
quelques exemples simples de dynamique du câble pour mon-
trer la faisabilité d'une telle étude. Le deuxième est un 
problème d'actualité concernant la dynamique non linéaire 
des bâtiments soumis à des séismes ; on présente un nou-
veau modèle du comportement dynamique de bâtiment con-
struit à Vaide de corps rigides et des poutres et nous mon-
trons surtout l'analogie au niveau des équations entre la dy-
namique des câbles et la dynamique des bâtiments. 
8.1 Position du problème 
L'usure des faisceaux des robots de soudage par point, pour lesquels il faut acheminer 
eau, air et électricité jusqu'à la pince, pose de nombreux problèmes, notamment sur les 
chaînes de montage de FAX. En effet, sur certains robots, le faisceau est très sollicité et 
s'use rapidement, ce qui implique des changements anormalement fréquents, et donc des 
coûts de maintenance élevés. Cette situation devient donc préoccupante, compte tenu du 
nombre de robots utilisés. Les facteurs d'usure des faisceaux sont: 
• La torsion/flexion du faisceau, au niveau de la pince essentiellement. 
• Les frottements "internes" à l'installation: 
- frottements des tuyaux et des câbles entre eux dans la gaine qui les maintient 
liés les uns aux autres. 
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Figure 8.1: robot-PSA 
— frottements entre le faisceau et le bras du robot. 
t Les frottements ou collisions "externes": frottements avec l'environnement 
particulièrement abrasif comme les caisses, serrages, .,. 
8.1.1 Traitement du problème 
H est en effet possible, à la suite d'une telle étude, d'envisager des développements perme-
ttant de déterminer des critères de choix d'une (ou plusieurs) caractéristique du faisceau 
(sa longueur, sa section ou ses propriétés physiques...). Cette détermination pourra se 
faire par essais numériques en cherchant à minimiser les facteurs d'usure en fonction des 
caractéristiques. 
Nous proposons d'abord de schématiser le faisceau par un seul câble ( dont les car-
actéristiques globales seraient à déterminer en fonction des constituants), le câble étant 
encastré en son extrémité 0 et pouvant se déplacer en l'autre extrémité A {A est la 
section-solide d'abscisse curviligne s — L). 
Avec les 6 degrés de liberté, le faisceau étant au repos à l'instant t = 0, les conditions 
aux limites et les conditions initiales se résument à la donnée de deux vecteurs en A et 0, 
et ces deux vecteurs sont donnés une fois pour toute selon le type de fonctionnement du 
robot. Il reste donc à notre disposition le choix des propriétés physiques pour contrôler le 
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mouvement du faisceau. Donc 
x = U4>) 
M = f2(cf>) 
v = M4>) 
o ù 4> e s t I a variable qui génère les propriétés physiques {<j> = l ou s ou JB ou ...) 
• Les effets de la flexion/torsion peuvent être contrôlés par la condition \M\ < Alo où 
M.Q est la limite d'élasticité du matériau, et soit Si l'ensemble des <p correspondants. 
• Les déplacements le long du câble peuvent être de même calculés et contrôlés. 
• Le point précédent pourrait être étendu à la recherche des collisions entre le câble 
et le bras de robot ou l'environnement, dans la mesure où l'on dispose des descrip-
tions efficientes de l'environnement du câble, puis on cherche l'ensemble 52 des (fi 
correspondant au minimum de collisions. 
• En ce qui concerne la mécanique interne du faisceau de câble, on pourrait envisager 
la recherche d'une schématisation, plus ou moins fine du faisceau, permettant un 
calcul des vitesses relatives des divers câbles. Si on désigne par v¡ la vitesse d'un 
point courant du câble i considéré à un instant donné t, la vitesse relative de deux 
câbles vr = V{ — Vj est, en général, non nulle: elle est donc à l'origine des frottements 
intérieurs. Pour réduire ces frottements on impose à vr de rester aussi petit que 
possible:|i>á - Vj\ < e où t>¡ = fa (<f>) et v¡ = fz\<f>), puis on cherche l'ensemble 5 3 
des <}> satisfaisant à cette condition. 
S = Si D S? (153 est l'ensemble des <f> admissibles, cet ensemble peut très bien être vide: 
dans ce cas, on change le critère de choix, on prend par exemple <j> = la masse volumique 
ou le module de Young au lieu de la longueur î, et on recommence l'étude. Ou bien on 
maintient <j> — l et on fixe un point du câble à une longueur ÎQ de l'encastrement qui sera 
déterminée par l'algorithme. 
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8.1.2 E t u d e s t a t i q u e 
Comparaisons avec la Résistance Des Matér iaux 
Le câble fixé en ses deux extrémités peut être considéré comme une poutre doublement 
encastrée. La première idée qui vient à l'espri est de bien vérifier les résultats de la R.D.M. 
Soit O A une poutre rectiHgne dans une position horizontale encastrée en 0 et A. d'après 
la théorie générale de la RDM on a : 
• Efforts de liaison ( résistances et moments aux extrémités) 
1 1 
R0 = RA = -pL Mo - -MA = —pL2 
• Efforts intérieurs ( efforts tranchants et moments fléchissants) 
T = p(x- 1/2) M = -~PL2(1 - 6 | + 6 ^ ) 
• Position (rotation et translation (ou déplacement) de la section transversale) 
pLs x / x \ / x\ pL4 x2 / x^2 
On fait tourner le programme avec les données suivantes : 
— le module de Young pour le caoutchouc E = 300MFo 
- la masse volumique p = 5000%/m3 
— la longueur L — Im 
- la section S = 7TJB2 avec R = 5cm. 
On obtient les courbes suivantes qui approchent avec une très bonne approximation 
les courbes théoriques. 
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effort normal 
N(s) 
Il est à noter que les efforts normaux dans la théorie de la EDM (qui n'est autre 
qu'une approximation linéaire de la MMC) sont considérés nuls alors qu'ici ( nos équations 
comportent un terme non linéaire) ces efforts sont fonctions sinusoïdales de l'abscisse 
curviligne mais avec une amplitude assez faible (1.2JV) par rapport aux autres efforts 
(~ 200ÍV); on peut donc très bien les négliger. 
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Vérification de la flèche 
La flèche est donnée par 
/ = ; i 4 384 El 
On fait plusieurs essais numériques pour plusieurs valeurs de la longueur L 
la flèche 
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On vérifie bien que la pente est sensiblement égale à 4 et la valeur à l'origine 8,677 est 
bien égale à In (3SlE[)-
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8.1.3 E t u d e de q u e l q u e s m o u v e m e n t s s imples à l ' e x t r é m i t é l ibre A 
Les données sont les suivantes : 
• l'extrémité 0 est encastrée (x(0,i) = 0) 
• l'extrémité A est animée d'un mouvement défini par x{L,t) — a(i) où a est une 
application de K dans D 
• la position initiale sans contraintes {!F = 0) et sans déformations (e = 0) est définie 
par un segment de droite horizontale [OA] 
• Le module de Young E — ZOQMPa. Le coefficient de poisson v — U5 o. La masse 
volumique p = 5000kg¡m3 
• La longueur L = Ira. La section S = irR2 avec R = 5cm. 
• les données techniques de la méthode numérique sont : 
1 1 ß = - -y = - A/i3 = 0,1cm 6ht = 0.1s e = 10~4 4 2 
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Figure 8.2: Mouvement de translation uniforme horizontal : On fait animer 
l'extrémité libre A d'un mouvement rectiligne uniforme vers l'autre extrémité. Les config-
urations sont données à des intervalles de temps régulièrement séparés. On remarque que 
les positions ne sont pas symétriques par rapport à la médiatrice des extrémités. Cette 
dissymétrie est, bien sûr, due à l'inertie du câble en dynamique. 
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Figure 8.4: Mouvement de translation oblique On remarque que les configurations 
se coupent de façon "arbitraire", l'extrémité A avalice constemment alors que les sections 
intermédiaires avancent ou reculent et tournent à gauche ou à droite selon la position. 
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Figure 8.5: L'extrémité est en mouvement de rotation uniforme tout en restant en-
castrée, on voit le début d'une formation d'une boucle, ce qui provoque parfois des erreurs 
numériques si l'angle de rotation d'une section intermédiaire devient quasiment égal à 2kit 
8.1. Position du problème 161 
Figure 8.6: Mouvemen t de t ranslat ion et ro ta t ion combinées L'extrémité A est 
animé d'un mouvement de rotation uniforme dans le sens retrograde autour de son axe 
horizontal parallèle à Oy composée d'une translation uniforme dans le sens des x négatifs 
(vers l'autre extrémité 
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Figure 8.7: Les deux ex t rémi tés en mouvement : O tourne autour du point ( | , 0 ) 
avec une vitesse angulaire u = ic rd/s, l'autre extrémité tourne autoure du point ( ^ , 0 ) 
dans le même sens directe avec la même vitesse. 
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Figure 8.8: Pour représenter les contraintes en dynamique, on a choisi le cas suivant : au 
repos le câble est horizontal encastré en 0 , l'extrémité A se déplace sur un cycloïde. Ici 
on a donné les configurations pour / = 0,1,2,.. . , 10 
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Figure 8.9: La suite du mouvement pour t = 11,12,..., 18 entre les deux instant / = 11 
et t = 12 la boucle "glisse" vers l'extrémité encastré 0 pour préprer la formation de la 
deuxième boucle. 
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Figure 8.10: L'angle de rotation de la section transversale. On distingue ici deux 
familles de courbes (les courbes ne sont pas toutes représentées), quand le câble est 
entièrement au-dessu de l'horizontal la courbe de 9 correspondant est entièrement dans la 
partie inférieur du plan. 
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Figure 8.11: Les efforts normaux On distingue là aussi deux farnmiUes de courbes: 
avant la formation de la boucle les contraintes sont, en valeur absolue, inférieur à 1000 N, 
puis elles oscillent fortement et présentent une importante discontinuité en A 
8.1. Position du problème IGT 
Figure 8.12: Les efforts t r anchan t s T(s) s'annule entre s = 0.0 et s = 0.25 pour la 
première famille de courbes et en trois "endroits" distinctes pour la deuxième famille. 
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Figure 8.13: Les moments fléchissants M(s) est extrémale entre s = 0.0 et s = 0.25 
pour la première famille de courbes et en trois "endroits" distinctes (les mêmes que pour 
les efforts tranchants) pour la deuxième famille, il semblerait que la formule en petites 
déplacements ~ — -T(s) est encors valable!. 
Chapitre 9 
Conclusions 
L'étude de la dynamique non linéaire des câbles nous a conduit à utiliser la géométrie 
différentielle des groupes de Lie. Les déplacements euclidiens décrivant le mouvement 
du solide rigide sont exprimés à l'aide de l'application exponentielle qui a pour argu-
ments les torseurs : déplacement — etorseur. Cette exponentielle ne se calcule pas pai-
la série habituelle. Nous avons donné une expression pratique de cette application ainsi 
que l'expression de sa dérivée nécessaire au calcul de la vitesse. La composition de deux 
déplacements fait appel à la formule de Campbell-Hausdorff qui n'a jamais fait l'objet d'un 
traitement numérique à cause de son expression très lourde et difficilement développable, 
nous avons pu le rendre pratique et manipuiable. Nous obtenons l'expression exacte en un 
nombre fini de termes. Il est à noter que les ordinateurs les plus puissants de nos jours 
arrivent à peine à exhiber jusqu'au septième terme la formule telle qu'elle est donnée dans 
la littérature. 
La modélisation complète du comportement dynamique des câbles a conduit à une 
nouvelle formulation hexadimensionnelle de la mécanique des milieux curvilignes. La 
distinction de la géométrie initiale et de la géométrie actuelle, au-delà de l'hypothèse des 
petites perturbations, fait apparaître des termes supplémentaires s'exprimant de façon très 
simple à l'aide du crochet de Lie de l'algèbre des champs équiprojectifs ou la connexion 
riemmanienne du groupe des déplacements. 
La prise en compte des grandes déformations nous a amené à établir une expression 
non linéaire de la loi de comportement. La partie linéaire de cette loi coïncide avec 
celle obtenue à partir de la loi de comportement des milieux continus tridimensionnels, 
de plus elle fait apparaître un coefficient, éventuellement nul, traduisant la rotation du 
câble autour de la courbe directrice sous l'action d'une traction ou compression (cas d'un 
torrent). L'expression mathématique de la loi de comportement non linéaire dépend de 
15 coefficients non nécessairement indépendants (ils sont liés aussi à la géométrie de la 
section) qui peuvent être déterminés par des essais de sollicitations combinées. 
Nous avons consacré une bonne partie de cette thèse à la mise en place d'une méthode 
de résolution numérique malgré les difficultés posées par l'approximation d'une application 
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à valeurs dans un groupe. 
Il est à noter aussi que l'idée originale d'utiliser la géométrie différentielle des groupes 
de Lie pour étudier la dynamique des solides rigides est dû à V. ARNOLD [9, 10]. Cette 
méthode a été utilisée au CERMA par D. Chevallier, son application informatique se 
limite au développement des équations intrinsèques en fonction des coordonnées à l'aide 
de logiciels de calcul formel. Cette thèse offre une nouvelle méthode d'analyse numérique 
en vue de résolution complète des équations. Nous avons abouti à un logiciel performant1 
qui permet de simuler des mouvements variés de câbles, en donnant à chaque instant et 
pour chaque point du câble, la position, la vitesse, l'accélération ainsi que les contraintes. 
Il est aussi intéressant de noter qu'un bâtiment de grande hauteur peut être modélisé 
par des corps rigides et des poutres, et que la méthode précédente s'applique et aboutit à 
des équations très proches de celles discrétisées obtenues précédemment pour la dynamique 
des câbles. 
Enfin un prolongement à ce travail serait l'étude du point de vue purement numérique 
de l'algorithme proposé (conditionnement, précision, optimisation, etc.). H serait 
intéressant de pouvoir établir une loi de comportement anélastique prenant en compte la 
vitesse cinématique et la vitesse de déformation de chaque section, et d'étudier le problème 
à la rupture. 
1Logiciel CABLIE écrit en Fortran ~ 3000 lignes installé sw station SUN 
Annexe A 
Les Quaternions 
R, R2 et R4 sont les seuls espaces vectoriels du type E.n tels 
qu'on puisse les munir d'une multiplication associative et 
bilinéaire qui fasse de chacun d'eux un corps; corps des réels, 
corps des complexes et corps des quaternions. Une des ap-
plications des quaternions est la représentation de 5*0(3) qui 
joue un rôle essentiel en cinématique des solides rigides. 
A.l Définition 
Le R-espace vectoriel C2, muni de la multiplication: 
V(z, z'), (u, u') G C2 (z, z')(u, u') = (zu — z'ü'. zu' + z'ü) 
est un corps (non commutatif) isomorphe au sous corps de l'anneau Ai2(C), formé des 
( z -z1 \ 
matrices du type I _, _ . C e corps sera appelé, corps des quaternions, et noté H. 
Nota t ion 
On désigne par 1, i, j , k les quaternions respectifs (1,0), ( Î ' ,0 ) , (0,1) et (o,i). Ces quatre 
éléments sont linéairement indépendants. Pour tout q = (t + ia^ß + ij) € H, on peut écrire 
q = tl + ai + /?j + 7k. Donc (1, i, j , k) forment une base dite canonique de H et vérifient 
de plus les relations: i2 = j 2 = k2 = —1, ij = —ji = k, j k = —kj = i, ki = - i k = j . 
Soit 1^ le sous-espace vectoriel de H engendré par i, j et k. Chaque q G H s'écrit alors 
de façon unique q = (s, v ) avec s Ç. K et v 6 Eg (on écrit parfois q = 5 + "v". 
On pose s — 7£(q) (partie réelle ou scalaire de q) et "v" = V(q) (partie vectorielle de 
q) 
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Propr ié tés 
t On muni E3 du produit scalaire euclidien et du produit vectoriel habituel. Pour 
q = (s,v) et q' = (s1, V) on a: 
qq' = (ss' — v.v', sV + s'v -f v A V ) 
• q = q i q - f - q ' ^ q + q7; q q ^ q p q 
• On pose JV(q) = qq, on a alors: 
N(q) = JV(q) = t2 + a2 + ß2 + f ./V(qq') = N(q)N(q') 
N{Xq) = A2iV(q) VA <= K 
• Si q 7^  0 on a iV(q)"1 = ^ (q" 1 ) et q"1 = - 1 « 1 
N(q) 
A.2 Les quaternions vectoriels et 50(3) 
H* = H\{0} est un groupe de Lie pour la multiplication. Son algèbre de Lie \) est l'espace 
vectoriel H muni du crochet [q, q'] = qq' — q'q. 
L'application exponentielle de H* est : 
oo 
expq=]Tqn /n! (A.l) 
on vérifie que si q = (0,u>u) alors expq = (cosw, üsinw). 
Théorème 27 La restriction de Adexp q à E pour tout q — (0,wu) G rj est une rotation 
vectorielle d'angle w/2 autour de ü. 
Application 
La rotation la plus générale d'un espace vectoriel euclidien tridimensionnel est décrite 
par le produit de trois rotations. La première, p^ d'axe Oz, fait tourner le plan xOy d'un 
angle <p. La seconde, d'axe Ox\, fait tourner y\Oz d'un angle 9. La troisième, d'axe Oz2l 
fait tourner le plan x-ßy-i d'un angle w. La rotation résultante est: 
p — Ad exp —k • Ad e x p - t - Ad exp-rf = Ad I exp — k • exp-F-exp —/ j (A.2) 
on a 
t A _ » . A . , w -r+ . u>. , 9 -^ , B x , 6 -r* . <i). icos —, u s m - ) = (cos — , k sm — ) • (eos- , i s m - • (cos—, k sm —) 
v 2 ' V 2 2 ; 2 2^ v 2 V 
où 
A w -f 4> 0 
cos — = cos cos — 
2 2 2 
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A w + 4> 9 
cos — = cos ——— cos -
__,. u ~ é . Q _i . u> — ^ . 0 __• . u + 4> 9~Ï¥ 
et u = cos —-— s m - Î + sin —-— sin - j + an —-— cos - k 2 2 ¿ 2 2 2 
la rotation résultante est donc d'angle A autour du vecteur u . 
A.3 Les nombres duaux 
La matrice représentant l'application adjointe d'un déplacement D — exp x es* de I a 
forme : 
( ; : ) <^> 
où a ext une matrice de S03(R) représentant la partie rotation et b une matrice appar-
tenant à yVf3(R) en général et est liée à la partie translation (et indirectement à, la partie 
rotation aussi). L'algèbre des matrices de la forme (A.3) est isomorphe à l'algèbre formée 
des couples (a,b) € SOaQR) x A ^ R ) munie de la loi : (a, b) • (a',6') = {aa',aV + ba'). 
Cette remarque nous suggère d'introduire les nombres duaux dans l'étude du groupe D. 
Ceci étant nous allons rappeler brièvement la construction et les propriétés essentielles de 
l'anneau A des nombres duaux. 
On obtient sur R2 une structure d'anneau commutatif unifère, en définissant l'addition 
et la multiplication par les formules suivantes : 
(a, &) + ( a ' , &') = ( a + <*',& + &') (A.4) 
(a, b) • (a', b') = (aa1, ab1 + ba') (A.5) 
L'anneau (R2, + , •) ainsi obtenu se note A et s'appelle anneau des nombres duaux. 
L'élément nul de A est (0,0) et l'élément unité 1 = (1,0). L'application j : R ¡-> A 
telle que j(x) = (a;,0) pour tout a; G R, est un isomorphisme du corps R sur un "sous-
corp" de A. Habituellement, on identifie R au sous-corps j (R) à l'aide de j , de sorte que 
le nombre dual (ar,0) soit simplement noté x. 
L'élément (0,1) de A est noté e, on a e2 — 0. Par définition, le nombre dual 6 = (a;, y) 
est égale k x + ey, et cette écriture est unique. On pose 
x = ÍR(6) (partie réelle de S) 
y = 1D(ô) (partie duale de 6) 
On définit Fautomorphïsme involutif de A :S •-> S qui associe à chaque nombre dual 
6 = x + ey son conjugué 6 — x — ey. Le module de S est \S\ — vS6 — \x\. Si 9ï(6) ^ 0, S 
est inversible d'inverse 6~x = ¿/¡¿]2, et peut se mettre sous la forme dite trigonométrique 
S = are'»'*. 
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La t r igonométr ie duale 
La formule de moi vre sur A s'écrie : 
(x + eyf = xn + e{nxn"1y) 
grâce à cette formule on a 
ex?5 = E r^ + E
 (n _ !M • y = i1 + ey)exp* 
n = 0 
(A6) 
ç2n 
cos 6 = y^(—1}"TT—TT = cosa; — eysiny 
n = 0 (2n) 
¿2n+i 
sin5 = E ( m l ) " / o x i M = s i n s + eycos? 
r»=0 V z r a "+" l)' 
(A.7) 
(A.8) 
Remarquons que le deuxième terme du second membre, dans les formules précédentes, est 
à ey près la dérivée du premier terme. Ce résultat peut être généraliser dans le théorème 
suivant : 
Théorème 28 Soit / une fonction numérique devéloppable en série entière au voisinage 
de l'origine. Alors cette fonction est prolongeable sur A et on a pour tout 6 = x + ey G A : 
f(S) = f(x) + eyf(x) (A.9) 
Grâce à ce théorème, on peut définir les fonctions circulaires et les fonctions hyperboliques 
réciproques ... 
Par exemple 
arcsin 8 = arcsin x + e 
argsM = argsha; + s 
y 
y/l — X2 
VT+~P 
arctan ê = arctan x + e 
argthá = argthx + e 
y 
1 + x2 
y 
l - x 2 
(A10) 
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A.4 La géométrie duale 
~ = > • ~ 
A3 possède une structure naturelle de A-module que l'on note E. Un vecteur S de E 
s'écrit d'une manière unique sous la forme S = ¿i + £ 62 , ¿i et 62 € R . A l'aide de cette 
isomorphisme (R6 ~ R3 X R3), on pourra désormais représenter un champ équiprojectif 
sur £, dans l'espace E, en associant à chaque champ p *-+ x(p) le champ : 
Xp=wir + fx(p) {A. 14) 
Le champ équiprojectif dual p >-*Xp a le même domaine que x, de plus c'est une application 
affine à valeurs "vectorielles-duales" dans E : 
x^=x^ + (eM(x)) Amp (A15) 
où • A • est le produit vectoriel dans E défini de la même façon que dans R3. On définit 
aussi le produit scalaire dual de la même façon que dans R3, alors on a : 
Propos i t ion 23 Si xv et yp sont deux champs équiprojeciifs duals associés aux champs 
équiprojectifs x et y, alors : 
xp- yp=ÜJ^-ÜJ¡ + e[x\y] (AA6) 
xpAyp=[x,y]p (4.17) 
Notons que le module dual d'un vecteur xp est 
=> XP lit = V^-Xp = IKII + fe iA-18) 
La partie réelle £H uj Xp |¡^J est l'angle de rotation du déplacement défini par le champ 
x, et S) (|| xp ¡¡g) n'est autre que l'amplitude de translation de expx dans la direction de 
l'axe principal. 
Définition 48 E désigne le A-module orienté de dimension 3. Une première forme de 
définition des quaternions duals consiste à munir le A-module HA = A x E d'une multi-
plication définie par : 
qtf = (sst- % • yp,s yp +s' xp + % A yp) si q = (s,xp) et q' = (s\yp) (A. 19) 
Cette définition est analogue à celle des quaternions réels, donc tout théorème sur H en 
tant que module est un théorème sur HA . D'où le théorème fondamental des quaternions 
duals : 
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Théorème 29 La restriction de Adexp g/2 à E pour tout q = (0, u) € Í)A esí une 'Voia-
tion duale" vectorielle d'angle dual \\ u ¡|^  autour de u, où f)¿ =Lie(E.A) et \\ u |j-j = A+£/i 
avec A = l'angle réel de rotation et ¡x = l'amplitude de translation dans la direction de 
l'axe principal. 
Remarque 6 Le polynôme minimal de lapplication ad u en géométrie duale est de degré 
3, il se réduit à P(X) = X(X2 + A2), dans ce cas les applications usuelle Adexp, R( . ) , 
ei T ( . ) peuvent avoir des simples expressions bien consises et être utilisées formellement, 
mais sans aucune utilité numérique. Car il faudrait à chaque utilisation séparer la partie 
réelle et la partie duale. 
Annexe B 
Equations genérales des câbles 
développées par MACSYMA 
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B.2 Equation 2 
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B.3 Equation 3 
2 
d S 
! X t 3 r s « ( < 2 c o * < p * i 3 * p » i 2 > • 2 c o « ( p a n 3 - p » i 2 ) ) r g - — 
2'. 
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B.4 Equation 4 
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B.5 Equation 5 
da 
t x l 5 r s » ( i n t 1 c e s ( p s i 2 ) c o * < p n 3 ) • m\3 :>.pst2>) — 
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