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ite sans zéros pour
la fontion ζ de Riemann
Habiba Kadiri
21 novembre 2018
Résumé
Dans et artile, nous montrons que la fontion ζ de Riemann n'a pas de
zéros dans la région :
ℜs ≥ 1−
1
5.70176 log |ℑs|
(|ℑs| ≥ 2).
1 Historique et résultats.
Depuis l'artile de Riemann en 1860 (f. [15℄), nous savons que la répartition des
nombres premiers est étroitement liée à la répartition des zéros d'une fontion
partiulière, appelée depuis la fontion ζ de Riemann. Nous rappelons qu'elle
est dénie sur le demi-plan ℜs > 1 par :
ζ(s) =
∑
n≥1
1
ns
=
∏
p
(
1− p−s)−1
où le produit porte sur les nombres premiers.
La série i-dessus onverge absolument et uniformément dans le demi-plan ℜs ≥
σ0, pour tout σ0 > 1. La fontion se prolonge en une fontion holomorphe dans
le plan omplexe sauf en 1, qui est ple unique et en lequel elle a pour résidu 1.
Elle vérie l'équation fontionnelle suivante sur le plan omplexe tout entier :
π−s/2Γ(s/2)ζ(s) = π−(1−s)/2Γ((1 − s)/2)ζ(1− s)
On en déduit que les zéros réels de la fontion ζ(s) sont les ples de Γ(s/2+ 1),
'est à dire les entiers −2n, où n ∈ N∗ et qu'elle a une innité de raines om-
plexes dont la partie réelle est omprise entre 0 et 1. Nous appellerons Z(ζ)
l'ensemble de es zéros dits non-triviaux et les noterons ̺ = β+ iγ. Ils se répar-
tissent symétriquement par rapport à l'axe réel et par rapport à l'axe ℜs = 1/2.
L'hypothèse de Riemann arme qu'en fait, ils se trouvent tous sur la droite
ℜs = 1/2. Mais ette onjeture n'a enore été ni démontrée ni ontredite.
Van de Lune, te Riele et Winter l'ont ependant vériée en 1986 (f. [12℄) pour
les zéros de partie imaginaire infèrieure à 5 · 108, e qui onerne les 1.5 · 109
premiers zéros de la fontion ζ de Riemann. Ce résultat vient même d'être
tout réemment amélioré par S.Wedeniwski jusqu'à une partie imaginaire de
Mathematis Subjet Classiation (2000). 11M26
1
3 330 657 430.697.
En attendant, l'ériture de ζ sous forme de produit eulérien nous assure qu'elle
n'a pas de zéros dans le demi-plan ℜs > 1. En fait, l'inuene de la formule
d'Euler s'étend même à gauhe de ette région. Ainsi, en 1896, Hadamard (voir
[5℄) et De La Vallée Poussin (f. [21℄) établissent simultanément mais séparément
que ζ ne s'annule pas sur la droite ℜs = 1. Cette armation est l'outil fonda-
mental leur permettant d'établir le théorème des nombres premiers, à savoir
qu'on a l'estimation asymptotique suivante pour le nombre π(x) d'entiers pre-
miers inférieurs à x :
π(x) ∼
x→+∞
Li(x) où Li(x) =
∫ x
2
d t
log t
.
En 1899, De La Vallée Poussin (f. [22℄) élargit son résultat à la région :
ℜs ≥ 1− 1
R0 log |ℑs| , |ℑs| ≥ 2, ave R0 = 34.82
e qui lui permet d'estimer le terme d'erreur pour le théorème des nombres
premiers :
π(x) − Li(x) = O
(
x exp
(
−
√
log x
R0
))
quand x→ +∞.
B.Rosser améliore la valeur de la onstante R0, notamment en modiant le
polynme trigonométrique (voir i-après) et en 1939 il obtient R0 = 19 (f. [16℄)
puis ave L.Shoenfeld en 1962, R0 = 17.516 (f. [17℄). En 1975, dans [18℄, es
derniers reprennent une idée fondamentale dûe à Stehkin (f. [19℄, lemme 2) et
desendent jusqu'à R0 = 9.645908801.
Beauoup plus réemment, K.Ford (f. [4℄, Théorème 4) atteint une valeur de
8.463, esentiellement en utilisant une majoration de la fontion ζ sur l'axe ri-
tique, méthode qui ne se généralise pas aux fontions L de Dirihlet.
En se basant sur la majoration de ζ(s) lorsque ℜs = 1 donnée par la méthode
de Korobov et Vinogradov (f. [10℄), il est possible d'obtenir une région sans
zéros du type :
ℜs > 1− 1
R1(log |ℑs|)2/3(log log |ℑs|)1/3 (|ℑt| ≥ 10)
En 1994, O.V.Popov (f. [13℄) trouveR1 = 14518, résultat dernièrement amélioré
par K.Ford : R1 = 57.54 (f. [4℄).
Nous allons démontrer le résultat suivant :
Théorème 1.1 (Prinipal).
La fontion ζ de Riemann ne s'annule jamais dans la région suivante :
ℜs ≥ 1− 1
R0 log
(|ℑs|) , |ℑs| ≥ 2, ave R0 = 5.70176.
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Cette région reste plus large que la région de Ford-Vinogradov jusqu'à des
valeurs de |ℑs| inférieures à e9402.562.
D'autre part, les outils mis en ÷uvre ii se généralisent aux fontions L de
Dirihlet (f. [8℄).
Rappelons les trois points fondamentaux autour desquels s'artiule la preuve
d'un tel résultat. Tout repose d'abord sur une expression de la partie réelle de
−(ζ′/ζ)(s) =∑n≥1 Λ(n)n−s en fontion des zéros de la fontion ζ de Riemann.
Pour ela, il y a deux approhes :
1. elle, dite globale, de De La Vallée Poussin qui regarde tous les zéros ave
la relation
ℜ
(−ζ′
ζ
(s)
)
= −1
2
log π +
1
2
ℜΓ
′
Γ
(s
2
+ 1
)
+ ℜ
( 1
s− 1
)
−
∑
̺∈Z(ζ)
ℜ
( 1
s− ̺
)
.
(1)
2. elle, dite loale, de Landau qui s'attahe aux zéros prohes de s ave la
majoration
ℜ
(
− ζ
′
ζ
(s)
)
= −
∑
|s−̺|≤ c
logℑs
ℜ
( 1
s− ̺
)
+O( logℑs) (2)
Le seond point essentiel de la preuve onsiste en la positivité de la somme sur
les zéros
∑
̺ ℜ
(
1
s−̺
)
lorsqu'on suppose ℜs > 1.
Enn, la preuve s'ahève ave un autre argument de positivité :
si P (θ) =
∑K
k=0 ak cos(kθ) est un polynme trigonométrique vériant
ak ≥ 0 et P (θ) ≥ 0,
alors on a : ℜ
K∑
k=0
ak
∑
n≥1
Λ(n)
nσ+ikt
≥ 0.
En e qui onerne le travail présenté ii, nous reprendrons une idée exploitée
entre autres par Stehkin et Heath-Brown, et qui onsiste à multiplier la fontion
de von Mangoldt Λ(n) par une fontion lisse positive g(logn) tout en onservant
la positivité de la somme sur les zéros. Par exemple Stehkin (f. [19℄) prend
g(x) = 1−κe−δx où κ et δ sont deux réels positifs. Quant à Heath-Brown, il pro-
pose une formule plus ompliquée (f. [7℄ et le paragraphe 2.2), l'essentiel pour
g étant d'être de lasse C2 dans ]0,+∞[, à support ompat et, omme nous
allons le voir, à transformée de Laplae positive. En fait, nous onsidèrerons le
produit de leurs deux fontions.
Les formules de Weil (voir [24℄) s'appliquent alors et donnent une formule im-
pliquant la somme sur tous les zéros (voir le paragraphe 2.1) :
ℜ
(∑
n≥1
Λ(n)
ns
g(logn)
)
= g(0) ℜ
(
− 1
2
log π +
1
2
Γ′
Γ
(s
2
+ 1
))
+ ℜG(s− 1)−
∑
̺∈Z(ζ)
ℜG(s− ̺) + ℜR(s)
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où G est la transformée de Laplae de g
G(z) =
∫ +∞
0
e−ztg(t) dt =
g(0)
z
+
1
z
∫ +∞
0
e−ztg′(t) dt
et où R(s) est un terme reste sous la ondition G(z)− g(0)/z = O(1/|z|2).
En remarquant que la transformée de Laplae de la fontion onstante égale à
1 est
1
z , et en rappelant que l'inégalité ℜ 1z ≥ 0 si ℜz > 0 est fondamentale pour
traiter la somme sur les zéros, nous souhaiterions imposer à g que sa transformée
de Laplae vérie :
ℜG(z) ≥ 0 si ℜz > 0
Nous aaiblissons ii ette ondition en utilisant la symétrie des zéros non triv-
iaux et généralisons le lemme de Stehkin (f. lemme 2, [19℄) en montrant que
ℜG(s− ̺) + ℜG(s+ 1− ̺) ≥ 0 si ℜ(s− ̺) > 0
(voir le paragraphe 2.4).
En prenant ℜs > 1, une telle démonstration apporterait déjà une amélioration à
la onstante de Rosser et Shoenfeld. Or la fontion g étant à support ompat,
ela nous permet de hoisir s ave ℜs ≤ 1.
Pour e qui est de la somme ∑
̺∈Z(ζ)
ℜ(s−̺)≤0
ℜG(s− ̺),
nous montrerons que 'est un terme reste (voir le paragraphe 2.4).
Enn, nous onservons l'argument trigonométrique nal en onsidèrant un polynme
de degré 4 prohe de elui introduit par Rosser et Shoenfeld (voir le paragraphe
2.3).
Nous donnons dans le paragraphe qui suit tous les résultats néessaires à l'étab-
lissement de notre résultat et nous y xons nos notations. Pour le détail des
preuves, nous nous reporterons ensuite aux parties trois et quatre.
Je remerie O. Ramaré pour les onseils avisés qu'il m'a prodigués au l de
ette étude ainsi que K. Ford pour m'avoir aimablement transmis une version
préliminaire de son artile [4℄.
Enn, je tiens également à remerier le référé pour tout le soin qu'il a apporté
à la releture du manusrit. Je lui suis partiulièrement reonnaissante d'avoir
trouvé une optimisation au polynme de Rosser et Shoenfeld et au paramètre
θ, e qui permet d'améliorer sensiblement le résultat nal.
2 Struture de la preuve.
Commençons par préiser nos paramètres. Nous nous donnons une fontion
positive f , de lasse C2([0, d]), à support ompat dans [0, d[ et telle que :
f(d) = f ′(0) = f ′(d) = f”(d) = 0. (H1)
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dont nous notons F la transformée de Laplae :
F (s) =
∫ d
0
e−stf(t) dt.
Cette fontion sera hoisie au paragraphe 2.2. Nous onsidérons ensuite un zéro
non trivial ̺0 = β0 + iγ0 de la fontion ζ de Riemann et nous souhaitons
montrer que e zéro vérie le théorème 1.1. La symétrie des zéros de ζ nous
permet de nous limiter au as où γ0 est positif. De plus, omme tous les zéros
de partie imaginaire positive inférieure à T0 = 3.3 · 109 sont onnus (f. [23℄)
et résident tous sur la droite ritique, nous supposerons que γ0 est supérieur
à T0. Enn, nous supposerons que (1 − β0) log γ0 ≤ 15 Nous noterons η le réel
(1 − β0), s le nombre omplexe σ + it, où t ∈ [0,+∞[, R un réel pour lequel
la région sans zéro est vériée et t0 un réel supèrieur à 1. Nous érirons η sous
la forme
1
r log γ0
, où 5 ≤ r ≤ R en vertu de notre hypothèse, et σ sous la forme
1− 1R log(4γ0+t0) . Grâe au résultat de Rosser (f. [16℄), nous prenons tout d'abord
R = 9.645908801. Notamment, σ ≥ σ0 = 1 − 19.645908801 log(4T0+1) ≥ 0.99555 et
η ≤ η0 = 1r log T0 ≤ 15 log T0 ≤ 0.00913.
Dans la suite, κ et δ désignent des onstantes qui dépendent et ne dépendent
que de r et R. Cette dépendane est assez faible mais toutefois numériquement
interessante. De plus, nous leur imposons la ondition suivante :
(
δ−3 +
(
1− η0 + δ
)−3)−1 ≤ κ ≤ (δ−1 + (1− η0 + δ)−1)−1.
Ou plutt, en xant les valeurs de η0 dans [0; 10
−2] et δ dans [(
√
5−1)/2; 0.866],
nous demandons à κ de vérier :(
δ−3 +
(
1 + δ
)−3)−1 ≤ κ ≤ (δ−1 + (0.99 + δ)−1)−1. (3)
2.1 Une formule expliite.
Nous ommençons par une formule expliite à la Weil (f. [24℄) que nous dé-
montrons au paragraphe 3.1.
Proposition 2.1. Soit f une fontion omme i-dessus et soit s un nombre
omplexe. Nous avons
ℜ
(∑
n≥1
Λ(n)
ns
f(logn)
)
= f(0)
(
− 1
2
log π + ℜ1
2
Γ′
Γ
(s
2
+ 1
))
+ ℜF (s− 1)−
∑
̺∈Z(ζ)
ℜF (s− ̺)
+ ℜ
(
1
2iπ
∫ 1/2+i∞
1/2−i∞
ℜΓ
′
Γ
(z
2
)F2(s− z)
(s− z)2 d z +
F2(s)
s2
)
(4)
où F2 est la transformée de Laplae de f” et où Z(ζ) désigne l'ensemble des
zéros non triviaux de ζ.
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Nous prenons des notations supplémentaires pour alléger quelque peu le travail
typographique et posons
T1(s) = −1
2
log(π) +
1
2
ℜΓ
′
Γ
(s
2
+ 1
)
,
T2(s) = ℜ
(
1
2iπ
∫ 1/2+i∞
1/2−i∞
ℜΓ
′
Γ
(z
2
)F2(s− z)
(s− z)2 d z +
F2(s)
s2
)
=
1
2π
∫ +∞
−∞
ℜΓ
′
Γ
(1
4
+ i
t
2
)
ℜF2(s− 1/2− it)
(s− 1/2− it)2 d t+ ℜ
F2(s)
s2
.
Nous introduisons aussi les trois diérenes
∆1(s) = T1(s) − κ T1(s+ δ) , ∆2(s) = T2(s) − κ T2(s+ δ)
D(s) = ℜF (s)− κ ℜF (s+ δ).
Notons qu'il est sous-entendu qu'elles dépendent des paramètres δ et κ.
De (4), nous tirons :
ℜ
∑
n≥1
Λ(n)
ns
f(logn)
(
1− κ
nδ
)
= f(0)∆1(s) +D(s− 1)−
∑
̺∈Z(ζ)
D(s− ̺) + ∆2(s). (5)
2.2 La fontion test f.
Nous noterons F˜ (X,Y ) la partie réelle de la transformée de Laplae de f :
F˜ (X,Y ) = ℜ
∫ d
0
e−(X+iY )tf(t)d t. (6)
En sus des onditions requises à f dans l'introdution, nous imposons à F˜ de
vérier :
F˜ (X,Y ) ≥ 0 si X ≥ 0. (H2)
Heath-Brown propose une famille de fontions (f. lemme 7.5, [7℄) dont nous
ne savons pas si elles sont optimales pour notre problème, mais dont nous pen-
sons qu'elles sont assez bien adaptées à notre méthode. Pour θ ∈]π/2, π[, nous
dénissons :
f(t) = ηhθ(ηt)
où hθ est indépendante de η. Cette fontion est nulle en dehors de [0,−2θ/tan θ]
et, pour u appartenant à et intervalle, vaut
hθ(u) = (1 + tan
2 θ)
[
(1 + tan2 θ)
( −θ
tan θ
− u
2
)
cos(u tan θ) +
−2θ
tan θ
− u
− sin(2θ + u tan θ)
sin(2θ)
+ 2
(
1 +
sin(θ + u tan θ)
sin θ
)]
.
Nous avons alors
f(0) = ηg1(θ), ℜF (0) = F˜ (0, 0) = g2(θ), ℜF (1− β0) = F˜ (1− β0, 0) = g3(θ)
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où nous avons posé :

g1(θ) = (1 + tan
2 θ)(3 − θ tan θ − 3θ cot θ),
g2(θ) = 2(1 + tan
2 θ)(1 − θ cot θ)2,
g3(θ) = 2 tan
2 θ + 3− 3θ tan θ − 3θ cot θ.
Nous prendrons θ = 1.848 e qui nous donnera
g1(θ) = 147.84112+O∗(10−5), g2(θ) = 62.17067+O∗(10−5),
g3(θ) = 48.76676+O∗(10−5)
où u = O∗(v) signie |u| ≤ v. Pour les besoins ultérieurs, nous dénissons aussi
d(θ, η) =
d1(θ)
η
où d1(θ) =
−2θ
tan θ
= 1.05161+O∗(10−5).
2.3 Une inégalité trigonométrique.
Nous utilisons ii l'inégalité suivante :
4∑
k=0
ak cos(ky) = 8(0.91 + cos y)
2(0.265 + cos y)2 ≥ 0,
ave
a0 = 10.91692658, a1 = 18.63362, a2 = 11.4517,
a3 = 4.7, a4 = 1, A =
4∑
k=1
ak = 35.78532.
En remarquant que
∑
n≥1
f(logn)
Λ(n)
nσ
(
1− κ
nδ
) 4∑
k=0
ak cos(kγ0 logn) ≥ 0
nous obtenons grâe à (5) l'inégalité fondamentale suivante :
4∑
k=0
ak
(
f(0)∆1(σ + ikγ0) +D(σ − 1 + ikγ0)
−
∑
̺∈Z(ζ)
D(σ + ikγ0 − ̺) + ∆2(σ + ikγ0)
)
≥ 0 (7)
Il reste don à trouver des majorations pour haun des termes i-dessus. C'est
l'objet du paragraphe suivant.
2.4 La région sans zéros.
Les valeurs que nous donnons ii sont alulées pour r = 5.97484,R = 9.645908801.
A la n de e paragraphe, la valeur R = 5.97485 est don liite et nous pou-
vons reommener les aluls. Ce que nous avons fait, mais l'étape prinipale
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est la première et elle permet en outre au leteur de vérier nos résultats. Pour
T0, nous prendrons la valeur de S.Wedeniwski, 'est à dire très exatement
3 330 657 430.697. (La valeur nale obtenue pour R0 sera alors améliorée d'un
entième par rapport à la valeur T0 de te Riele et Winter.)
Commençons par le terme ∆1(s) : lorsque t est non nul, ℜΓ′Γ
(
s
2 + 1
)
est de
l'ordre de log t (voir (24) au paragraphe 3.3). Au paragraphe 4.2 nous établirons
la proposition suivante :
Proposition 2.2. Il existe une fontion C1(η) qui vérie
f(0)
4∑
k=0
ak∆1(σ + ikγ0) ≤ A
2
(1− κ)g1(θ)η log γ0 + C1(η).
On se reportera à (47) et au lemme 4.5, pour la dénition de C1(η) et
C1(η) ≤ −2718.913 η.
En e qui onerne le terme D(s), nous avons ℜF (s− 1) = F˜ (σ − 1, 0) lorsque
t = 0. Sinon ℜF (s − 1) est de l'ordre de η/t2 (voir la proposition 4.6) et nous
montrerons au paragraphe 4.3 que
Proposition 2.3. Il existe une fontion C2(η) qui vérie
4∑
k=0
akD(σ − 1 + ikγ0) ≤ a0F˜ (σ − 1, 0) + C2(η)
La fontion C2(η) est dénie en (51) et
C2(η) ≤ −1 141.389 η+ 2.794 · 10−15 η2 + 26 515.117 η3.
Le terme ∆2(s) est un terme reste, de l'ordre de η
3
(voir le lemme 4.7). Nous
montrerons au paragraphe 4.4 la proposition suivante :
Proposition 2.4. Il existe une fontion C4(η) qui vérie
4∑
k=0
ak∆2(σ + ikγ0) ≤ C4(η)
Les éléments qui dénissent C4(η) sont donnés en (55), (52) et (54) et
C4(η) ≤ 2.3887 · 106 η3
Nous en arrivons enn au point essentiel, traité au paragraphe 4.1, qui est l'étude
de la somme sur les zéros. Pour ela, en nous inspirant de l'idée de Stehkin basée
sur la symétrie des zéros de ζ, nous pouvons réérire la première somme sous la
forme :
∑
̺∈Z(ζ)
D(s− ̺) = D(s− ̺0) +D(s− 1 + ̺0)
+
1
2
∑
̺∈Z(ζ)\{̺0,1−̺0}
[
D(s− ̺) +D(s− 1 + ̺)
]
8
La proposition 4.2 nous permettra d'éliminer une partie des termes de la somme
grâe au résultat suivant :
D(s− ̺) +D(s− 1 + ̺) ≥ 0
si 1− σ < β < σ , κ = κ0 et δ = δ0
où δ0 est la solution de l'équation κ2(δ) = κ3(δ), κ2(δ) et κ3(δ) étant respe-
tivement dénis en (31) et (32), et où κ0 est la valeur de κ2 en δ0. À un O(η0)
près, nous avons en fait que
κ2(δ) =
1
1 + 2δ
et κ3(δ) =
1
1
δ +
1
1+δ
e qui permet d'approher δ0 par
√
5−1
2 et κ0 par
1√
5
. Plus exatement, nous
trouvons δ0 = 0.62063+O∗(10−5) et κ0 = 0.4389+O∗(10−5) pour r = 5.97484.
Il reste alors à minorer la somme restante qui porte sur les zéros de partie réelle
vériant σ ≤ β ≤ 1, e qui revient à γ ≥ γ0 + t0. Cette somme se trouve alors
dépendre de la valeur t0. Nous verrons à la proposition 4.4 omment la minorer
et nous obtiendrons nalement :
Proposition 2.5. Il existe une fontion C3 qui vérie
4∑
k=0
ak
∑
̺∈Z(ζ)
D(σ + ikγ0 − ̺) ≥ a1F˜ (σ − β0, 0)− C3(η)
Pour une dénition expliite de C3, nous nous reporterons à (45). En attendant,
nous pouvons toujours voir que :
C3(η) ≤ −54.957 η+ 344 602.065 η2+ 3 384 045.191 η3.
Finalement, en notant C(η) = C1(η) + C2(η) + C3(η) + C4(η), nous tirons de
l'inégalité fondamentale (7) :
0 ≤ A
2
(1− κ)g1(θ)η log γ0 + a0F˜ (σ − 1, 0)− a1F˜ (σ − β0, 0) + C(η)
soit enore
η log γ0 ≥ a1F˜ (σ − β0, 0)− a0F˜ (σ − 1, 0)− C(η)A
2 g1(θ)(1 − κ)
En fait, C(η) s'érit sous la forme :
α1 η + α2 η
2 + α3 η
3, (8)
où α1 = −3915.260 , α2 = 344 602.439 , α3 = 5 799 250 .773. (9)
Comme α1 est une onstante négative et α2 et α3 deux onstantes positives, on
voit failement que C(η) admet trois raines réelles dont une égale à zéro et les
deux autres de signes opposés. C(η) est don suessivement négatif puis positif
sur [0,+∞[ et on obtient que C(η) est négatif sur [0, η0] en vériant que C(η0)
l'est : nous trouvons C(η0) = −7.22827.
La onstante herhée est ainsi donnée par
A
2 g1(θ)(1 − κ)
a1F˜ (σ − β0, 0)− a0F˜ (σ − 1, 0)
(10)
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qu'on optimise en σ. En notant ω = 1−ση , le terme a1F˜ (σ−β, 0)−a0F˜ (σ− 1, 0)
s'avère être une fontion de ω que nous noterons K :
K(ω) =
∫ d1(θ)
0
(a1e
−t − a0)hθ(t)eωtd t
K est une fontion roissante sur [0, 1], sa valeur optimale est don en ω =
r log T0
R log(4T0+1)
, en vertu des hypothèses faites sur σ et η. Les données initiales
r = 5.97484, R = 9.645908801 nous amène à R0 = 5.97485. Nous allons op-
timiser notre résultat en réitérant les aluls : remplaçons R par la valeur R0
que nous venons de trouver et r par une valeur supérieure à elle que nous
venons d'utiliser mais inférieure au futur R0 (nous proédons par tatonnement).
Les valeurs suessives de r et R que nous obtenons ainsi forment deux suites
déroissantes qui semblent tendre vers une valeur ommune. Nous avons hoisi
de nous arrêter à une préision de 10−5 pour la onstante R0, 'est à dire à la
sixième étape.
Nous donnons i-dessous les valeurs suessives prises pour r et R, ainsi que
elles des paramètres η0, κ et δ impliqués, et enn elles trouvées pour R0.
R r η0 · 103 κ δ R0
9.645908801 5.97484 7.63319 0.438904 0.620626 5.974849075
5.974849075 5.73045 7.95873 0.438525 0.620748 5.730454010
5.730454010 5.70487 7.99441 0.438483 0.620762 5.704872616
5.704872616 5.70208 7.99832 0.438479 0.620763 5.702089881
5.702089881 5.70178 7.99874 0.438478 0.620763 5.701785245
5.701785245 5.70174 7.99880 0.438478 0.620763 5.701752890
Nous pouvons ainsi prendre R0 = 5.70175. Nous remarquerons que ette valeur
est assez prohe de la valeur optimale alulée en ω = rR et qui vaut 5.65267.
Les aluls ont été menés à la fois sous MAPLE et sous PARI / GP ave une
préision de 10−28 et dans haun des as, nous retrouvons les résultats annon-
és.
Nous préisons qu' en utilisant le polynme de Rosser et Shoenfeld, 'est à dire
8(0.9126+ cosy)2(0.2766+ cosy)2, et en prenant θ = 1.848, nous trouvons pour
R0 la valeur 5.70216.
D'autre part, en e qui onerne le hoix de la valeur de θ, nous remarquons que
le terme nal étudié (10)
Ag1(θ)
K(ω) , est en fait une fontion dépendant uniquement
des trois paramètres r, R et θ. Pour haque étape dérite préédemment, 'est
à dire pour haque r et R hoisi, nous pouvons don aluler la valeur de θ en
laquelle (10) est optimal.
En prenant pour données initiales r = 5.97145, R = 9.645908801, nous trouvons
ainsi qu'en θ = 1.85362+O∗(10−5), la valeur R0 vaut 5.97145+O∗(10−5) et en
réitérant le proédé :
R 9.645908801 5.97146 5.73009 5.70484 5.70210 5.70180 5.70176
r 5.97145 5.73008 5.70483 5.70208 5.70178 5.70174 5.70174
θ 1.85362 1.84834 1.84781 1.84775 1.84774 1.84774 1.84774
R0 5.97146 5.73009 5.70484 5.70210 5.70180 5.70176 5.70175
Finalement, nous avons hoisi par soui de larté de xer la valeur de θ à 1.848,
d'autant plus que ela n'inue pas sur la préision donnée au résultat nal.
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3 Préliminaires.
Cette partie se déompose elle-même en deux. Tout d'abord nous établissons
une formule expliite assez générale. Ensuite, nous étudions plus en détails la
fontion F˜ introduite en (6).
3.1 Formule expliite.
Théorème 3.1. Soit φ une fontion à valeurs omplexes dénie sur la droite
réelle qui vérie les onditions (A) et (B) suivantes :
(A) φ est ontinue et ontinuement dérivable sur R sauf en un nombre ni
de points ai où φ(x) et sa dérivée φ
′(x) n'ont que des disontinuités de
première espèe et pour lesquels φ vérie la ondition de la moyenne (i.e
φ(ai) =
1
2 [φ(ai + 0) + φ(ai − 0)]).
(B) Il existe b > 0 tel que φ(x)ex/2 et φ′(x)ex/2 soient O(e−(1/2+b)|x|) au
voisinage de l'inni.
Pour tout réel a < 1, vériant 0 < a < b, φ(x) possède alors une transformée de
Laplae
Φ(s) =
∫ +∞
0
φ(x)e−sxd x
qui est holomorphe dans la bande −(1 + a) < σ < a et qui est O(1/|t|) unifor-
mément dans la bande −(1 + a) ≤ σ ≤ a.
Soient q un entier non nul et χ un aratère primitif de Dirihlet modulo q.
Notons δq,1 =
{
0 si q = 1
1 sinon
et a =
{
0 si χ(−1) = 1
1 sinon
. Nous avons alors
∑
n≥1
Λ(n)χ(n)φ(log n) = δq,1
(
Φ(−1) + Φ(0)
)
+
1
2
(1 − δq,1)(1 − a)Φ(0)
−
∑
̺∈Z(χ)
Φ(−̺) + φ(0) log q
π
+
∑
n≥1
Λ(n)χ(n)
n
φ(− logn)
+ lim
T→+∞
1
2iπ
∫ 1/2+iT
1/2−iT
ℜΓ
′
Γ
(s+ a
2
)
Φ(−s)d s
Démonstration.
D'après le théorème d'inversion de Laplae :
φ(log n) =
1
2iπ
∫ −(1+a)+i∞
−(1+a)−i∞
Φ(s)nsd s (n ≥ 1).
Ainsi, par dénition de
L′
L (s, χ) pour σ > 1 et grâe au hangement de variable
s 7→ −s, nous pouvons érire :
∑
n≥1
Λ(n)χ(n)φ(log n) =
1
2iπ
∫ 1+a+i∞
1+a−i∞
−L
′
L
(s, χ)Φ(−s)d s. (11)
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Soit T > 0, notons I(T ) l'intégrale :
1
2iπ
∫ 1+a+iT
1+a−iT
−L
′
L
(s, χ)Φ(−s)d s.
L'intégration de−L′L (s, χ)Φ(−s) sur le ontour du retangle formé par les droites
σ = 1 + a, σ = −a, t = T, t = −T permet de réérire I(T ) :
I(T ) =
1
2iπ
∫ −a+iT
−a−iT
−L
′
L
(s, χ)Φ(−s)d s
+
1
2iπ
∫ 1+a+iT
−a+iT
−L
′
L
(s, χ)Φ(−s)d s
− 1
2iπ
∫ 1+a−iT
−a−iT
−L
′
L
(s, χ)Φ(−s)d s
−
(
− δq,1Φ(−1) + 1
2
(1− δq,1)(1− a)Φ(0) +
∑
̺∈Z(ζ)
Φ(−̺)
)
(12)
Grâe à la ondition (B), les deux dernières intégrales tendent vers 0 lorsque T
tend vers ∞. De plus, l'équation fontionnelle de L :
−L
′
L
(s, χ) = log
q
π
− L
′
L
(1− s, χ) + 1
2
{Γ′
Γ
(s+ a
2
)
+
Γ′
Γ
(1− s+ a
2
)}
permet de déomposer la première intégrale en la somme des trois intégrales
suivantes :
I1(T ) =
1
2iπ
∫ −a+iT
−a−iT
log
q
π
Φ(−s)d s
I2(T ) =
1
2iπ
∫ −a+iT
−a−iT
−L
′
L
(1 − s, χ)Φ(−s)d s
I3(T ) =
1
2iπ
∫ −a+iT
−a−iT
1
2
{Γ′
Γ
(s+ a
2
)
+
Γ′
Γ
(1− s+ a
2
)}
Φ(−s)d s
D'une part, le théorème d'inversion de Laplae permet d'érire immédiatement :
lim
T→+∞
I1(T ) = φ(0) log
q
π
(13)
D'autre part, le développement de −L′L en série de Dirihlet donne :
lim
T→+∞
I2(T ) =
∑
n≥1
Λ(n)χ(n)
n
φ(− logn) (14)
En e qui onerne I3, déplaçons la droite d'intégration vers la droite σ = 1/2
sur laquelle Γ vérie :
1
2
{Γ′
Γ
(s+ a
2
)
+
Γ′
Γ
(1− s+ a
2
)}
= ℜΓ
′
Γ
(s+ a
2
)
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Grâe à la ondition (B), nous obtenons :
lim
T→+∞
I3(T ) =
1
2iπ
lim
T→+∞
∫ 1/2+iT
1/2−iT
ℜΓ
′
Γ
(s+ a
2
)
Φ(−s)d s
+ (1− a)Φ(0) (15)
Et (11), (12), (13), (14) et (15) donnent ainsi l'égalité annonée.
Pour obtenir (4), il ne reste plus qu'à prendre la partie réelle dans la formule
du théorème 3.1 dans le as q = 1 et s = σ + it, où a priori σ > 1, et
φ(y) =
{
(f(0)− f(y))e−ys si y ≥ 0
0 sinon
φ est alors une fontion de lasse C2 sur R qui vérie bien la ondition (B) et
on a pour ℜz < ℜs :
Φ(−z) = f(0)
s− z − F (s− z) = −
F2(s− z)
(s− z)2 ,
Φ(0) = −F2(s)
s2
, Φ(−1) = f(0)
s− 1 − F (s− 1)
où F2 est la transformée de Laplae de f”. Il vient alors
ℜ
∑
n≥1
Λ(n)
ns
f(logn) = f(0) ℜ
(∑
n≥1
Λ(n)
ns
− 1
s− 1 +
∑
̺∈Z(ζ)
1
s− ̺
)
+ ℜF (s− 1)−
∑
̺∈Z(ζ)
ℜF (s− ̺)
+ ℜ
(
1
2iπ
∫ 1/2+i∞
1/2−i∞
ℜΓ
′
Γ
(z
2
)F2(s− z)
(s− z)2 d z +
F2(s)
s2
)
(16)
La formule d'Hadamard (voir [3℄) permet de réérire le terme fateur de f(0) :
∑
n≥1
Λ(n)
ns
= −ζ
′
ζ
(s) = −B− 1
2
log π+
1
s− 1 +
1
2
Γ′
Γ
(s
2
+1
)
−
∑
̺∈Z(ζ)
(1
̺
+
1
s− ̺
)
or ℜB = −∑̺∈Z(ζ) ℜ 1̺ don
ℜ
(
− ζ
′
ζ
(s)− 1
s− 1 +
∑
̺∈Z(ζ)
1
s− ̺
)
= −1
2
log π +
1
2
ℜΓ
′
Γ
(s
2
+ 1
)
L'identité (16) devient :
ℜ
∑
n≥1
Λ(n)
ns
f(logn) = f(0)
(
− 1
2
log(π) +
1
2
ℜΓ
′
Γ
(s
2
+ 1
))
+ ℜF (s− 1)−
∑
̺∈Z(ζ)
ℜF (s− ̺)
+ ℜ
(
1
2iπ
∫ 1/2+i∞
1/2−i∞
ℜΓ
′
Γ
(z
2
)F2(s− z)
(s− z)2 d z +
F2(s)
s2
)
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Nous avons ii une égalité entre deux fontions harmoniques sur le demi-plan
ℜs > 1, mais les deux membres dénissent des fontions sur C tout entier
(l'introdution de la partie réelle te les problèmes de onvergene) e qui fait
que l'égalité reste vraie sur C. Cei ahève la démonstration de la proposition
2.1.
3.2 Étude de F˜ .
Nous étudions dans e paragraphe le omportement de la fontion F˜ qui, rappelons-
le, dépend des paramètres θ et η :
F˜ (x, y) =
∫ d1(θ)/η
0
e−xt cos(yt)f(t)d t =
∫ d1(θ)
0
exp
(−xt
η
)
cos
(yt
η
)
hθ(t)d t.
Nous avons xé θ = 1.848 et les résultats numériques donnés ii sont alulés
pour ette valeur.
Lemme 3.2. Nous avons
F˜ (x, y) = ηg1(θ)
x
x2 + y2
+H(x, y)
où la fontion H vérie
|H(x, y)| ≤ M(x/η)η
2
x2 + y2
, ave M(z) =
∫ d1(θ)
0
|h”θ(u)|e−zud u.
De plus lorsque 0 ≤ z ≤ 1d1(θ) , nous avons le développement suivant :
521.632− 212.574z ≤M(z) ≤ 521.633− 212.573z + 68.114z2,
Sinon, la majoration par m/z donne une approximation de M susante où
m = max
u∈[0,d1(θ)]
|h”θ(u)| = |h”θ(0)| = 1322.86625+O∗(10−5).
Démonstration.
Rappelons que :
F (s) =
f(0)
s
+
F2(s)
s2
où F2 est la transformée de laplae de f
”
. Don :
F˜ (x, y) = ℜ
[ f(0)
x+ iy
+
1
(x+ iy)2
∫ d(θ,η)
0
e−(x+iy)tf”(t) dt
]
= f(0)
x
x2 + y2
+
∫ d(θ,η)
0
(x2 − y2) cos(ty)− 2xy sin(ty)
(x2 + y2)2
e−xtf”(t) dt
Notons H le reste et majorons le :
H(x, y) =
∫ d(θ,η)
0
(x2 − y2) cos(ty)− 2xy sin(ty)
(x2 + y2)2
e−xtf”(t) dt. (17)
L'inégalité de Cauhy-Shwartz nous donne
|(x2 − y2) cos(ty)− 2xy sin(ty)| ≤
√
(x2 − y2)2 + (2xy)2 = x2 + y2
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et par onséquent
|H(x, y)| ≤ 1
x2 + y2
∫ d(θ,η)
0
e−xt|f”(t)| dt
Par dénition de f , f”(t) = η3h”θ(ηt), don un hangement de variable donne
que l'intégrale de droite est égale à η2
∫ d1(θ)
0
|h”θ(u)|e−
x
η
ud u.
De plus, les inégalités élémentaires 1−t ≤ e−t ≤ 1−t+ t22 , valables pour t ≥ −1,
nous donnent l'enadrement annoné pourM(z), e qui ahève la démonstration
du lemme.
Nous aurons besoin au paragraphe 4.1 d'une estimation plus préise de H(x, y)
lorsque y tend vers l'inni :
Lemme 3.3. Nous avons
|H(x, y)| ≤ mη3 |x||x
2 − 3y2|
(x2 + y2)3
+
M1(x/η)η
3
(x2 + y2)3/2
ave M1(z) =
∫ d1(θ)
0
|h(3)θ (u)|e−zud u.
De plus lorsque 0 ≤ z ≤ 1d1(θ) , nous avons le développement suivant :
2526.445− 1087.743z ≤M1(z) ≤ 2526.446− 1087.742z + 348.808z2,
Sinon, la majoration par m1/z donne une approximation de M1 susante ave
m1 = max
u∈[0,d1(θ)]
|h(3)θ (u)| = 4135.12706+O∗(10−5).
Démonstration.
En intégrant par parties
H(x, y) = ℜ
( 1
(x+ iy)2
∫ d(θ,η)
0
e−(x+iy)tf”(t)d t
)
nous obtenons
H(x, y) = ℜ
( f”(0)
(x+ iy)3
+
1
(x+ iy)3
∫ d(θ,η)
0
e−(x+iy)tf (3)(t)d t
)
= f”(0)
x(x2 − 3y2)
(x2 + y2)3
+
∫ d(θ,η)
0
x(x2 − 3y2) cos(yt)− y(y2 − 3x2) sin(yt)
(x2 + y2)3
e−xtf (3)(t)d t
En ahevant la preuve omme elle du lemme 3.2, nous montrons ainsi que :
H(x, y) ≤ h”θ(0)η3
|x||x2 − 3y2|
(x2 + y2)3
+
η3
(x2 + y2)3/2
∫ d1(θ)
0
|h(3)(u)θ |e−
x
η
ud u
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Dorénavant, nous opérons à y ≥ 0 xé. D'après le résultat i-dessus, nous pou-
vons espérer que , pour x ∈ [0,+∞[, la fontion x 7→ F˜ (x, y) se omporte omme
la fontion x 7→ xx2+y2 , 'est à dire qu'elle roisse jusqu' à une valeur prohe de
y puis déroisse ensuite. Lorsque y = 0, il est immédiat de voir que la fontion
est déroissante et tend vers 0 en l'inni. Lorsque y est stritement positif, on
a le lemme suivant :
Lemme 3.4. Pour tout y > 0 l'appliation F˜ (·, y) déroît sur [x2(η, y),+∞[
ave x2(η, y) = ε3(η) +
√
y2 + ε23(η), ε3(η) = 7.857η. Par ailleurs, pour tout
y > 0 l'appliation F˜ (·, y) roît sur [0, x1(η, y)] ave x1(η, y) = 12y − ε1(η) +√
(12y − ε1(η))2 − ε2(η) pourvu que la quantité sous la raine soit positive ou
nulle, où nous avons posé ε1(η) = 4.99η et ε2(η) = 5.735η.
Démonstration.
Reprenons H de la démonstration préédente donné par (17). Il vient
∂
∂x
H(x, y) =
∫ d(θ,η)
0
(
− t (x
2 − y2) cos(ty)− 2xy sin(ty)
(x2 + y2)2
− 2x(x
2 − 3y2) cos(ty)− y(3x2 − y2) sin(ty)
(x2 + y2)3
)
e−xtf”(t) dt.
Nous utilisons enore l'inégalité de Cauhy-Shwartz pour montrer que :
|2x(x2 − 3y2) cos(ty)− 2y(3x2 − y2) sin(ty)| ≤ 2(x2 + y2)3/2
ainsi que le lemme 3.2 pour obtenir
∣∣∣∣ ∂∂xH(x, y)
∣∣∣∣ ≤
∫ d(θ,η)
0
|f”(t)|
(
t
x2 + y2
+
1
(x2 + y2)3/2
)
e−xt dt
= η
M2(x/η)
x2 + y2
+ 2η2
M(x/η)
(x2 + y2)3/2
où M2(z) =
∫ d1(θ)
0
|h”θ(u)|ue−zud u ≤ ‖uh′′θ‖∞/z.
Supposons x ≥ y. Puisque
∂
∂x
F˜ (x, y) = g1(θ)η
y2 − x2
(x2 + y2)2
+
∂
∂x
H(x, y) (18)
nous pouvons garantir que
∂
∂xF (x, y) ≤ 0 dès que
g1(θ)(y
2 − x2) +M2(x/η)(x2 + y2) + 2ηM(x/η)
√
x2 + y2 ≤ 0
e qui est impliqué par
g1(θ)(y
2 − x2) + 2η(‖uh′′θ‖∞ +
√
2‖h′′θ‖1)x ≤ 0
ave ‖uh′′θ‖∞ ≤ 423.867 et ‖h′′θ‖1 ≤ 521.633.
x ≥ x2(η, y) = ε3(η) +
√
y2 + ε23(η)
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ave ε3(η) = 7.857η ≥ ‖uh
′′
θ‖∞ +
√
2‖h′′θ‖1
g1(θ)
η.
À partir de (18), nous pouvons aussi garantir que
∂
∂xF (x, y) ≥ 0 dès que x ≤ y
et g1(θ)(y
2 − x2)−M2(x/η)(x2 + y2)− 2ηM(x/η)
√
x2 + y2 ≥ 0
e qui est impliqué par
g1(θ)(y
2 − x2)− η‖uh′′θ‖∞
2y2
x
− 2
√
2η‖h′′θ‖1y ≥ 0.
Comme nous n'aurons pas besoin d'un résultat très performant, nous nous on-
tentons de noter que y2 − xy ≤ y2 − x2, e qui nous laisse ave
g1(θ)(y − x)x− 2η‖uh′′θ‖∞y − 2
√
2η‖h′′θ‖1x ≥ 0
et il nous sut maintenant d'avoir
x2 − (y − 9.980η)x+ 5.735ηy ≤ 0.
3.3 Étude de ℜΓ′
Γ
Dans la suite nous allons avoir besoin d'une estimation du terme ℜΓ′Γ pour
étudier les termes ∆1 et ∆2. C'est l'objet des deux lemmes suivants.
Lemme 3.5. Soient δ ∈ [0, 1], κ ∈ [0, x/(x + δ)] et 0 < x0 ≤ x ≤ x1 < y0,
alors :
ℜΓ
′
Γ
(x
2
+ i
y
2
)
− κ ℜΓ
′
Γ
(x+ δ
2
+ i
y
2
)
≤
{
r1(x0, x1, y0) si 0 < |y| < y0
(1 − κ) log y2 +min
(
r2(x0, x1, y0), r3(x0, x1, y0)
)
si |y| ≥ y0
où r1, r2 et r3 sont respetivement dénis en (21), (23), (26).
Démonstration.
Pour la suite, notons ψκ,δ(x, y) la diérene ℜΓ′Γ
(
x
2 + i
y
2
)
− κ ℜΓ′Γ
(
x+δ
2 + i
y
2
)
.
Nous allons approher le terme ℜΓ′Γ
(
x
2 + i
y
2
)
de deux façons diérentes qui sont
plus ou moins eaes selon la taille de |y|.
Utilisons l'identité donnée par K.M.Curley (Cf. [11℄) :
ℜΓ
′
Γ
(x
2
+ i
y
2
)
=
1
2
log
(x2
4
+
y2
4
)
− x
x2 + y2
+ℜ
∫ +∞
0
(u − [u]− 1/2)(
u+ x+iy2
)2 d u (19)
ave le terme intégral qui satisfait :
ℜ
∫ +∞
0
∣∣∣∣∣ (u− [u]− 1/2)(
u+ x+iy2
)2
∣∣∣∣∣d u ≤ 1y arctan yx
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(19) permet ainsi de majorer ψκ,δ(x, y) par R1(x, y) déni par :
1
2
log
(x2
4
+
y2
4
)
− κ
2
log
((x+ δ)2
4
+
y2
4
)
−
( x
x2 + y2
− κ x+ δ
(x+ δ)2 + y2
)
+
1
y
(
arctan
y
x
+ κ arctan
y
x+ δ
)
(20)
Nous allons maintenant distinguer les as où y est borné (0 < |y| < y0) et où y
est grand (|y| ≥ y0). Dans le premier as, nous majorons 1y arctan yx par 1x et
nous obtenons
R1(x, y) ≤ r1(x0, x1, y0) = 1− κ
2
log
( (x1 + δ)2
4
+
y20
4
)
− x0
x21 + y
2
0
+
1
x0
+
2κ
x0 + δ
si 0 < |y| < y0 (21)
Dans le seond as, ℜΓ′Γ
(
x
2 + i
y
2
)
peut être approhé par log |y|. Nous réérivons
R1(x, y) :
R1(x, y) = (1− κ) log |y|
2
+R2(x, y)
ave R2(x, y) =
1
2
log
(x2
y2
+ 1
)
− κ
2
log
( (x+ δ)2
y2
+ 1
)
−
( x
x2 + y2
− κ x+ δ
(x + δ)2 + y2
)
+
1
y
(
arctan
y
x
+ κ arctan
y
x+ δ
)
(22)
Comme l'appliation y 7→ 1y arctan yx est positive et déroissante ainsi que y 7→
x
x2+y2 − κ x+δ(x+δ)2+y2 puisque κ ≤ xx+δ , nous obtenons pour le terme d'erreur :
R2(x, y) ≤ r2(x0, x1, y0) = 1− κ
2
log
( (x1 + δ)2
y20
+ 1
)
+
1
y0
(
arctan
y0
x1
+ κ arctan
y0
x1 + δ
)
si |y| ≥ y0 (23)
L'égalité suivante donne une autre majoration pour le terme d'erreur :
ℜΓ
′
Γ
(x + iy) = log |y| − x
2(x2 + y2)
+R(x, y) (y2 > x2, x > 0) (24)
ave |R(x, y)| ≤ 1
12x|y| +
x2
2y2
Et don :
ψκ,δ(x, y) ≤ (1− κ) log |y|
2
+R3(x, y) ≤ (1− κ) log |y|
2
+ r3(x0, x1, y0)
ave R3(x, y) = −
( x
x2 + y2
− κ x+ δ
(x+ δ)2 + y2
)
+
1
3y
(1
x
+
κ
x+ δ
)
+
1
2y2
(
x2 + κ(x+ δ)2
)
(25)
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r3(x0, x1, y0) =
1
3y0
( 1
x0
+
κ
x0 + δ
)
+
1
2y20
(
x21 + κ(x1 + δ)
2
)
(26)
Lemme 3.6. Nous avons :∣∣∣ℜΓ′
Γ
(1
4
+ i
T
2
)∣∣∣ ≤ U0(T ) =
{
1
2 log
16
1+4T 2 +
2
1+4T 2 − π2 si |T | < 1/2∣∣ log |T |2 − 21+4T 2 ∣∣+ 23|T | + 18T 2 si |T | ≥ 1/2
Démonstration.
Pour la suite, nous désignerons par Ri(T ) l'appliation T 7→ Ri(1/2, T, 0, 0).
1. Si |T | < 1/2, nous avons grâe au lemme 3.5 :∣∣∣∣∣ℜΓ
′
Γ
(1
4
+ i
T
2
)∣∣∣∣∣ ≤ |R1(T )| (27)
ave
R1(T ) =
1
2
log
( 1
16
+
T 2
4
)
− 2
1 + 4T 2
+
1
T
arctan(2T )
R1 est négative sur [0, 1/2], don (27) devient∣∣∣ℜΓ′
Γ
(1
4
+ i
T
2
)∣∣∣ ≤ −R1(T ) ≤ 1
2
log
( 16
1 + 4T 2
)
+
2
1 + 4T 2
− π
2
(28)
2. Si |T | ≥ 1/2, l'égalité (24) nous donne :
ℜΓ
′
Γ
(1
4
+ i
T
2
)
= log
|T |
2
− 2
1 + 4T 2
+R
(1
4
,
|T |
2
)
et don ∣∣∣ℜΓ′
Γ
(1
4
+ i
T
2
)∣∣∣ ≤ ∣∣∣ log |T |
2
− 2
1 + 4T 2
∣∣∣+ 2
3|T | +
1
8T 2
(29)
4 Preuves
Dans e paragraphe, nous ommençons par étudier la somme sur les zéros de
Zêta. Le résultat fondamental de la proposition 4.2 permet de régler le as des
zéros de partie réelle parourant [1− σ, σ] par un argument de positivité.
Nous introduisons à ette oasion les onditions numériques suivantes sur les
paramètres κ et δ :
0 ≤ κ ≤ 0.4389 et δ ≥ 0.62063,
e qui nous permet d'obtenir les approximations numériques annonées aux
propositions 2.2, 2.3, 2.4 et 2.5.
Nous rappelons à ette oasion les valeurs que nous avons xées pour les
paramètres de départ T0, R, θ et r :
T0 = 3330657430.697, R = 9.645908801,
θ = 1.848, r = 5.97484,
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ainsi que elles que nous obtenons pour les variables intermédiaires dont nous
avons besoin ii :
g1(θ) = 147.84112, σ0 = 0.99555, η0 = 0.00913,
m = 1322.86625, m1 = 4135.12706,
M(0) = 521.632466, M(−1) = 822.67426.
4.1 Étude de la somme sur les zéros
Nous herhons à loaliser le zéro ̺0 = β0 + iγ0. Pour ela, et 'est l'objet de e
premier paragraphe, nous l'isolons dans la somme
4∑
k=0
ak
∑
̺∈Z(ζ)
D(σ + ikγ0 − ̺).
4.1.1 Cas k = 1 et ̺ ∈ {̺0, 1− ̺0} :
Le terme D(σ − β0) +D(σ − 1 + β0) donné par
D(σ − β0) = F˜ (σ − β0, 0)− κ F˜ (σ − β0 + δ, 0)
et D(σ − 1 + β0) = F˜ (σ − 1 + β0, 0)− κ F˜ (σ − 1 + β0 + δ, 0)
est en fait prohe de F˜ (σ − β0, 0) à un O(η) près.
En eet, d'après la déroissane de l'appliation x 7→ F˜ (x, 0) et le lemme 3.2,
nous avons :
F˜ (σ − 1 + β0 + δ, 0) ≤ F˜ (1− η0 + δ, 0) ≤ g1(θ)
1− η0 + δ η +
m
(1− η0 + δ)3 η
3
F˜ (σ − β0 + δ, 0) ≤ F˜ (δ, 0) ≥ g1(θ)
δ
η +
m
δ3
η3
F˜ (σ − 1 + β0, 0) ≥ F˜ (1, 0) ≥ g1(θ)η −mη3
Et don :
D(σ − β0) +D(σ − 1 + β0) ≥ F˜ (σ − β0, 0)
+
(
g1(θ)η−mη3
)
− κ
((1
δ
+
1
1− η0 + δ
)
g1(θ)η+
( 1
δ3
+
1
(1− η0 + δ)3
)
mη3
)
(30)
Nous étudions maintenant le reste de la somme et nous allons montrer, grâe
aux propositions 4.2 et 4.4, qu'en fait il est d'ordre O(η2).
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4.1.2 Cas (k = 0, 2, 3, 4) ou (k = 1 et ρ 6∈ {ρ0, 1− ρ0}).
Les zéros de ζ étant symétriques par rapport à l'axe réel et à l'axe ℜs = 1/2,
nous avons :∑
̺∈Z(ζ)
D(σ + ikγ0 − ̺) = 1
2
∑
̺∈Z(ζ)
[
D(σ + ikγ0 − ̺) +D(σ − 1 + ikγ0 + ¯̺)
]
=
1
2
∑
̺∈Z(ζ)
β>1/2
[
D(σ − β + i(kγ0 − γ)) +D(σ − 1 + β + i(kγ0 − γ))
]
+
∑
̺∈Z(ζ)
β=1/2
D(σ − 12 + i(kγ0 − γ))
L'argument de positivité de la proposition suivante nous permet d'éliminer une
grande partie des zéros. Nous généralisons à la transformée de Laplae F le
résultat de Stehkin (voir [19℄) :
Lemme 4.1 (Stehkin - 1970).
Pour β ∈ [ 12 , 1], y > 0, σ > 1 et τ = 1+
√
1+4σ2
2 , nous avons
ℜ
( 1
σ − β + iy −
1√
5
1(
τ − β + iy)
)
+ ℜ
( 1
σ − 1 + β + iy −
1√
5
1(
τ − 1 + β + iy)
)
≥ 0.
Proposition 4.2.
Pour β ∈ [ 12 , σ] et y > 0, nous avons
D(σ − β + iy) +D(σ − 1 + β + iy) ≥ 0
dès que 0 ≤ κ ≤ 0.4389 et δ ≥ 0.62063.
Démonstration.
Nous herhons le plus grand κ tel que
D(σ − β + iy) +D(σ − 1 + β + iy) ≥ 0.
C'est à dire que nous herhons à minorer la fontion suivante :
Q(β + iy) =
F˜ (σ − β, y) + F˜ (σ − 1 + β, y)
F˜ (σ + δ − β, y) + F˜ (σ + δ − 1 + β, y)
Nous allons tout d'abord montrer que le numérateur de Q ne s'annule jamais
sur C, e qui signiera que Q, en tant que quotient de parties réelles de fontions
entières, est une fontion harmonique sur C : la positivité de F˜ implique que
F˜ (σ+ δ−β, y)+ F˜ (σ−1+ δ+β, y) s'annule si et seulement si F˜ (σ+ δ−β, y) et
F˜ (σ − 1 + δ + β, y) s'annulent. En utilisant les majorations du lemme 3.2, nous
obtenons les deux inégalités :
g1(θ)(σ − β + δ)
(σ − β + δ)2 + y2 −
mη20
(σ − β + δ)((σ − β + δ)2 + y2) ≤ 0
g1(θ)(σ − 1 + β + δ)
(σ − 1 + β + δ)2 + y2 −
mη20
(σ − 1 + β + δ)((σ − 1 + β + δ)2 + y2) ≤ 0
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e qui équivaut à e que |σ − β + δ| et |σ − 1 + β + δ| soient tous deux majorés
par
√
m
g1(θ)
η0 et don que δ soit majoré par le terme négatif
√
m
g1(θ)
η0+1/2−σ,
e qui est absurde.
Nous pouvons maintenant appliquer le prinipe du maximum à Q : nous
onstatons d'une part qu'il sut de herher son minimum sur un ontour
pour l'obtenir à l'intérieur du dit ontour, d'autre part que l'appliation y0 7→
min1−σ≤β≤σ,|y|≤y0 Q(β + iy) est déroissante sur [0,+∞[. Nous pouvons don
supposer y0 assez grand, au moins supérieur à σ−β et σ−1+δ (nous prendrons
y0 ≥ 10). Par ailleurs, en prenant pour domaine |y| ≤ y0 et 1 − σ ≤ β ≤ σ,
omme Q(1 − z) = Q(z) et Q(z) = Q(z), il nous sut de nous restreindre aux
deux tés : (y = y0, 1/2 ≤ β ≤ σ) et (0 ≤ y ≤ y0, β = σ). Dans le premier
as, nous minorons Q(β + iy0) par le terme Q1(σ, β, y0) :
ηg1(θ)
(
(σ−β)
(σ−β)2+y20 +
(σ−1+β)
(σ−1+β)2+y20
)
−H(σ − β, y0)−H(σ − 1 + β, y0)
ηg1(θ)
(
(σ−β+δ)
(σ−β+δ)2+y20 +
(σ−1+β+δ)
(σ−1+β+δ)2+y20
)
+H(σ − β + δ, y0) +H(σ − 1 + β + δ, y0)
et nous minorons haque valeur de H grâe au lemme 3.3 :
H(σ − β, y0) ≤ 3my
3
0η
4
((σ − β)2 + y20)3
+
M1(0)η
3
((σ − β)2 + y20)3/2
≤ (3mη0 +M1(0))η
2
0
y30
η
H(σ − 1 + β, y0) ≤ 3my
3
0η
3(σ − 1 + β)
((σ − 1 + β)2 + y20)3
+
m1η
4/(σ − 1 + β)
((σ − 1 + β)2 + y20)3/2
≤
(
3m+
m1η0
σ0 − 1/2
)η20
y30
η
H(σ − β + δ, y0) ≤ 3my
3
0η
3(σ − β + δ)
((σ − β + δ)2 + y20)3
+
m1η
4/(σ − β + δ)
((σ − β + δ)2 + y20)3/2
≤
(
3m+
m1η0
δ
)η20
y30
η
H(σ − 1 + β + δ, y0) ≤ 3my
3
0η
3(σ − 1 + β + δ)
((σ − 1 + β + δ)2 + y20)3
+
m1η
4/(σ − 1 + β + δ)
((σ − 1 + β + δ)2 + y20)3/2
≤
(
3m+
m1η0
δ
)η20
y30
η
nous avons ainsi :
Q1(σ, β, y0) ≥
g1(θ)(2σ − 1) y
2
0
y20+1
−
[
(3m+ 3mη0 +M1(0))η
2
0 +
m1
1/2−η0 η
3
0
]
1
y0
g1(θ)(2σ + 2δ − 1) +
[
6mη20 +
2m1
δ η
3
0
]
1
y0
Nous voyons failement que le terme de droite est une fontion roissante en la
variable σ, don on peut la minorer par sa valeur en σ0, valeur que nous noterons
κ1(y0, δ). Regardons maintenant Q sur l'autre té 0 ≤ y ≤ y0 , β = σ. Nous
allons utiliser le lemme 3.2 pour F˜ (2σ − 1, y), F˜ (δ, y) et F˜ (2σ − 1 + δ, y). Pour
F˜ (0, y), le lemme ne sut plus lorsque y est prohe de 0. A la plae, nous
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utilisons la positivité de F˜ et nous minorons ainsi Q(σ + iy) par :
1
(2σ − 1)2 + y2
g1(θ)(2σ − 1)−mη20/(2σ − 1)
δg1(θ)+mη20/δ
δ2+y2 +
(2σ−1+δ)g1(θ)+mη20/(2σ−1+δ)
(2σ−1+δ)2+y2
puis par
Q2(y) =
1
1 + y2
g1(θ)(1 − 2η0)−mη20/(1− 2η0)
δg1(θ)+mη20/δ
δ2+y2 +
(δ+1)g1(θ)+mη20/(δ+1−2η0)
(δ+1−2η0)2+y2
Nous étudions le sens de variation de Q2 et pour ela regardons le signe du
dénominateur de sa dérivée. A un fateur positif près, nous trouvons le trinme
du seond degré suivant : Q3(y) = d2y
2+d1(θ)y+d0, où les di sont des fontions
polynmes de δ. d2 est positif pour δ ≤ 0.07, négatif sinon et le disriminant
de Q3 est toujours positif pour δ ≥ 0.03. Supposons δ > 0.07. Alors Q3(y) ≥ 0
est suessivement positive puis négative sur [0,+∞[ et don Q2 est d'abord
roissante puis déroissante et son minimum est à déterminer entre Q2(0) et
Q2(y0). En fait nous pouvons même regarder sans trop de perte la limite de Q2
en l'inni au lieu de Q2(y0). Nous noterons respetivement es valeurs κ2(δ) et
κ3(δ) :
κ2(δ) =
g1(θ)(1 − 2η0)−mη20/(1− 2η0)
(1 + 2δ)g1(θ) +
(
1
δ +
1
1+δ−2η0
)
mη20
=
1
1 + 2δ
+O(η0) (31)
κ3(δ) =
g1(θ)(1 − 2η0)−mη20/(1− 2η0)(
1
δ +
1+δ
(1+δ−2η0)2
)
g1(θ) +
(
1
δ3 +
1
(1+δ−2η0)3
)
mη20
=
1
1
δ +
1
1+δ
+O(η0)
(32)
En remarquant que κ1(., δ) est une fontion déroissante et que κ2(δ) ≤ κ1(10, δ),
nous voyons qu'il ne reste plus pour onlure qu'à hoisir la valeur optimale de
min(κ2(δ), κ3(δ)) lorsque δ ∈ [0, 1]. A un O(η0) près, nous prenons don δ tel
que :
1
1 + 2δ
=
1
1
δ +
1
1+δ
et don κ =
1
1 + 2δ
C'est à dire qu'à un O(η0) près, δ =
√
5−1
2 = 0.61803 +O∗(10−5) et κ = 1√5 =
0.44721 +O∗(10−5). Les aluls exats donnent :
δ = 0.62063 +O∗(10−5) et κ = 0.4389 +O∗(10−5).
Dans la suite de ette setion, nous posons yk = |kT0 − γ|. Il reste à étudier le
as où β ∈ [σ, 1], ou plutt elui où yk ≥ t0, puisque σ ≥ 1 − 1R log(kT0+t0) et
β ≤ 1− 1R log γ . Nous utiliserons le lemme préliminaire suivant pour montrer la
proposition 4.4 i-après.
Lemme 4.3. Pour tout t0 ≥ 1,∑
̺∈Z(ζ)
|γ−t|≥t0
1
(γ − t)2 ≤
{
c30(0) = 0.098178 si t = 0,
c30(t) déni en (38) si t > t1,
où t1 est la plus petite partie imaginaire des zéros de zeta : t1 = 14.134725146.
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Démonstration.
Tout d'abord, remarquons que la somme à étudier prend sa valeur maximale
en t0 = 1. Notons Σ(t) ette nouvelle somme et N(u) le nombre de zéros non
triviaux de ζ de partie imaginaire dans [0, u]. D'après le théorème de Baklund
(f. [1℄), N(u) vérie :∣∣∣N(u)− u
2π
log
( u
2πe
)∣∣∣ ≤ 0.137 logu+ 0.443 log log u+ 5.225 , (u ≥ t1) .
Nous en déduisons ette inégalité plus pratique pour les appliations numériques
que nous voulons mener par la suite :
N2(u) ≤ N(u) ≤ N1(u) , u ≥ t1 (33)
ave N1(u) =
u
2π
log
( u
2πe
)
+ 0.29992 logu+ 5.225 (34)
et N2(u) =
u
2π
log
( u
2πe
)
− 0.29992 logu− 5.225. (35)
- Dans le as où t = 0, omme il n'y a pas de zéros de zeta de partie
imaginaire inférieure à t1, nous avons l'égalité :
Σ(0) =
∑
|γ|≥1
1
|γ|2 =
∑
|γ|≥t1
1
|γ|2 .
et les majorations suessives suivantes :
Σ(0) ≤ 2
∫ +∞
t1
dN(u)
u2
= 4
∫ +∞
t1
N(u)
u3
d u ≤ 0.098178. (36)
- Dans le as où t > 0, nous avons :
Σ(t) ≤
∫
|u−t|≥1
dN (|u|)
(u− t)2 =
∫
u≥t+1
dN(|u|)
(u − t)2 +
∫
u≤t−1
dN (|u|)
(u− t)2 . (37)
Nous rappelons que nous voulons eetuer les aluls pour t ≥ T0. On a
don t1 ≤ t − 1, e qui annule la seonde intégrale pour les valeurs de u
dans [−t1; t1] et nalement nous estimons les trois intégrales suivantes en
utilisant (33) :∫ −t1
−∞
dN(−u)
(u − t)2 = 2
∫ +∞
t1
N(u)
(u+ t)3
d u ≤ 2
∫ +∞
t1
N1(u)
(u+ t)3
d u
∫ t−1
t1
dN(u)
(u− t)2 ≤ N (t− 1) − 2
∫ t−1
t1
N2(u)
(t− u)3 d u∫ +∞
t+1
dN(u)
(u− t)2 ≤ −N (t+ 1) + 2
∫ +∞
t+1
N1(u)
(u − t)3 d u.
On note respetivement J1(t), J2(t), J3(t) les trois termes de droite i-
dessus et c30(t) la majoration suivante de leur somme :
c30(t) = 2
∫ +∞
t1
N1(u)
(u+ t)3
d u − 2
∫ t−1
t1
N2(u)
(t− u)3 d u + 2
∫ +∞
t+1
N1(u)
(u− t)3 d u.
(38)
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Remarquons que c30(t) = O (log t). En eet, en intégrant dans la relation
(38) les approximationsNi(u) =
u
2π log u+O (u), i = 1, 2, nous obtenons :∫ +∞
t1
N1(u)
(u+ t)3
d u =
t log (t+ t1)
4π (t+ t1)
2 + O
(
1
t
)
= O (log t) ,
∫ t−1
t1
N2(u)
(t− u)3 d t =
t3 log (t− 1)
4π (t− t1)2
+ O (log t) = t log (t− 1)
4π
+ O (log t) ,
∫ +∞
t+1
N1(u)
(u− t)3 d u =
t log (t+ 1)
4π
+ O (log t)
et c30(t) =
t
2π
log
(
t+ 1
t− 1
)
+ O (log t) = 1
π
t
t− 1 + O (log t) = O (log t) .
Proposition 4.4.
∑
̺∈Z(ζ)
yk≥t0
[
D(σ − β + iyk) +D(σ − 1 + β + iyk)
]
≥ −
(M(0)c30(kT0)
2
η2 +
(1 + 2κ)mc30(kT0)
2σ0 − 1 η
3
)
Démonstration.
D'après la majoration de F˜ établie au paragraphe 3.2, nous avons :
∑
̺∈Z(ζ)
yk≥t0
[
D(σ − β + iyk) +D(σ − 1 + β + iyk)
]
≥ g1(θ)
∑
̺∈Z(ζ)
yk≥t0
ℜ
( 1
σ − β + iyk +
1
σ − 1 + β + iyk
− κ
σ − β + δ + iyk −
κ
σ − 1 + β + δ + iyk
)
−
∑
̺∈Z(ζ)
yk≥t0
(
|H(σ − β, yk)|+ |H(σ − 1 + β, yk)|
+ κ |H(σ − β + δ, yk)|+ κ |H(σ − 1 + β + δ, yk)|
)
(39)
Le terme général de la première somme est positif puisque δ ≥
√
5− 1
2
, d'après
le lemme de Stehkin (f. lemme 2, [19℄). Il reste à minorer la seonde somme
de (39). Or le lemme 3.2 permet de majorer respetivement |H(σ − β, yk)| par
M(0)
y2k
η2, puis |H(σ − 1 + β, yk)|, |H(σ − β + δ, yk)| et |H(σ − 1 + β + δ, yk)|
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par
m
(σ0 − 1/2)y2k
η3. L'inégalité (39) devient alors :
∑
̺∈Z(ζ)
yk≥t0
[
D(σ − β + iyk) +D(σ − 1 + β + iyk)
]
≥ −
[
M(0) η2 +
(1 + 2κ)m
σ0 − 1/2 η
3
] ∑
̺∈Z(ζ)
yk≥t0
1
y2k
(40)
Le lemme 4.3 nous fournit une majoration de la somme de droite et don (40)
devient l'inégalité annonée.
On nit la preuve de la proposition 2.5 en déduisant tout d'abord de la propo-
sition 4.4 que
4∑
k=0
ak
∑
̺∈Z(ζ)
yk≥t0
[
D(σ − β + iyk) +D(σ − 1 + β + iyk)
]
≥ −C31(η)− C32(η)κ (41)
ave C31(η) = 1
2
[
M(0) η2 +
m
σ0 − 1/2 η
3
] 4∑
k=0
akc30(kT0) (42)
C32(η) = m
σ0 − 1/2
4∑
k=0
akc30(kT0) η
3
(43)
(Nous rappelons que c30 est déni au lemme 4.3.)
La proposition 4.2, les inégalités (30) et (41) donnent nalement :
4∑
k=0
ak
∑
̺∈Z(ζ)
[
D(σ − β + iyk) +D(σ − 1 + β + iyk)
]
≥ a1F˜ (σ − β0, 0)− C3(η)
ave C3(η) = a1
[((1
δ
+
1
1− η0 + δ
)
g1(θ) η +
( 1
δ3
+
1
(1 − η0 + δ)3
)
mη3
)
κ
−
(
g1(θ) η −mη3
)]
+ C31(η) + C32(η)κ (44)
Ainsi, C3(η) s'érit sous forme polynmiale :
p1η + p2η
2 + p3η
3,
où p1 = a1g1(θ)
((
1
δ
+
1
1− η0 + δ
)
κ− 1
)
, p2 =
M(0)
2
4∑
k=0
akc30(kT0)
et p3 =
3m
2σ0 − 1
4∑
k=0
akc30(kT0) + a1m
((
1
δ3
+
1
(1− η0 + δ)3
)
κ− 1
)
. (45)
Les onditions imposées à κ et δ en (3) impliquent que p1 est négative et p2 et
p3 positives.
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Et ave les valeurs numériques hoisies au début du paragraphe, on a plus ex-
atment :
p1 = −54.957 , p2 = 344 602.065 , p3 = 3 384 045.191.
4.2 Étude de ∆1 - Preuve de la proposition 2.2 :
Rappelons que le terme étudié est ∆1(s) = T1(s)− κ T1(s+ δ) , où
T1(s) = −1
2
log π +
1
2
ℜΓ
′
Γ
(s
2
+ 1
)
Lemme 4.5.
∆1(σ + ikγ0) ≤ c1(k)
ave c1(0) = −1− κ
2
log π +
1
2
Γ′
Γ
(3
2
)
− κ
2
Γ′
Γ
(σ0 + δ
2
+ 1
)
,
c1(k) = −1− κ
2
log
2π
k
+
1
2
min (r2(σ0 + 2, 3, kT0), r3(σ0 + 2, 3, kT0)) si k ≥ 1.
Nous rappelons que r2 et r3 ont été dénis en (23) et (26).
Démonstration.
• Si k = 0, nous avons immédiatement grâe à la roissane de ℜΓ′Γ sur
[0; +∞[ :
∆1(σ) ≤ −1− κ
2
log π +
1
2
Γ′
Γ
(3
2
)
− κ
2
Γ′
Γ
(σ0 + δ
2
+ 1
)
= c1(0)
• Si k ≥ 1, utilisons le lemme 3.5 en prenant x0 = σ0+2, x1 = 3 et y0 = kT0 :
∆1(σ + ikγ0) ≤ 1− κ
2
log γ0 +
1− κ
2
log
k
2π
+
1
2
min(r2(σ0 + 2, 3, kT0), r3(σ0 + 2, 3, kT0)) ≤ 1− κ
2
log γ0 + c1(k)
où les c1(k) sont des onstantes négatives.
Ainsi, en sommant le lemme 4.5 pour k = 0, 1, 2, 3, 4 :
4∑
k=0
ak∆1(σ + ikγ0) ≤ A(1− κ)
2
log γ0 + c1 ave c1 =
4∑
k=0
akc1(k) (46)
et don
f(0)
4∑
k=0
ak∆1(σ + ikγ0) ≤ A
2
(1 − κ)g1(θ) η log γ0 + C1(η)
où C1 est la fontion négative donnée par :
C1(η) = c1g1(θ) η ≤ −2718.913η (47)
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4.3 Étude de D(s− 1) - Preuve de la proposition 2.3 :
Rappelons que D(σ − 1 + it) = F˜ (σ − 1, t)− κ F˜ (σ − 1 + δ, t). Nous montrons
tout d'abord une proposition intermédiaire :
Proposition 4.6.
D(σ − 1 + it) ≤
{
F˜ (σ − 1, 0)− (238.212η− 5 533.813η3) si t = 0
(−20.991η+ 1 403.284η2)/t2 si t ≥ T0
(48)
Démonstration.
Nous utilisons simplement les majorations du lemme 3.2. Dans le as où t = 0,
nous avons alors :
D(σ − 1) = F˜ (σ − 1, 0)− κ F˜ (σ − 1 + δ, 0)
≤ F˜ (σ − 1, 0)− κ
(g1(θ)
δ
η − m
δ3
η3
)
(49)
et dans le as où t ≥ T0 :
F˜ (σ−1, t)−κ F˜ (σ−1+ δ, t) ≤M(−1)η
2
t2
−
(
g1(θ)
σ0 − 1 + δ
2
η−mη2
) κ
t2
(50)
Par onséquent, ave les valeurs hoisies en début de paragraphe, nous avons
la majoration expliite : D(σ − 1 + it) ≤ (−20.991η + 1403.284η2)/t2, e qui
termine la preuve de la proposition.
Finalement, en prenant t = kγ0 dans (49) et (50) ave suessivement k =
0, 1, 2, 3, 4, la proposition 4.6 permet d'ahever la preuve de la proposition 2.3 :
4∑
k=0
akD(σ − 1 + ikγ0) ≤ a0F˜ (σ − 1, 0) + C2(η)
où C2(η) s'érit sous la forme polynmiale
C2(η) = q1 η + q2 η2 + q3 η3 ,
ave q1 = −κ
(
a0
g1(θ)
δ
+
δg1(θ)
2
4∑
k=1
ak
(kT0)2
)
≤ 0 ,
q2 = (M(−1) + κm)
4∑
k=1
ak
(kT0)2
≥ 0 et q3 = a0m
δ3
κ ≥ 0 , (51)
et ii q1 = −1 141.389 , q2 = 2.794 · 10−15 , q3 = 26 515.117.
4.4 Étude du reste ∆2 - Preuve de la proposition 2.4
Rappelons que ∆2(s) = T2(s)− κ T2(s+ δ), ave ·
T2(s) =
1
2π
∫ +∞
−∞
ℜΓ
′
Γ
(1
4
+ i
T
2
)
H(σ − 1/2, t− T )d T +H(σ, t)
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Lemme 4.7.
∆2(σ + kiγ0) ≤ C4(η, k)
ave C4(η, k) = C41(η, k) + C42(η, k)
où C41(η, k) et C42(η, k) sont dénis en (52) et (54).
Démonstration.
1. Étudions d'abord le terme intégral.
∣∣∣ ∫ +∞
−∞
ℜΓ
′
Γ
(1
4
+ i
T
2
)
ℜF2(x− i(T − y))
(x− i(T − y))2 d T
∣∣∣
≤
∫ +∞
−∞
∣∣∣ℜΓ′
Γ
(1
4
+ i
T
2
)∣∣∣∣∣∣ℜF2(x− i(T − y))
(x− i(T − y))2
∣∣∣d T
Comme
∣∣∣ℜF2(σ − 1/2− i(T − t))
(σ − 1/2− i(T − t))2
∣∣∣ = η2∣∣∣ ∫ d1(θ)
0
ℜh”(t)e
−(x−i(T−y))t/η
(x− i(T − y))2 d t
∣∣∣
= η2
∣∣∣ ∫ d1(θ)
0
h”(t)
e−xt/η
x2 + (T − y)2 d t
∣∣∣ ≤ η2 ∫ d1(θ)
0
|h”(t)| e
−xt/η
x2 + (T − y)2 d t
D'après le théorème de Fubini, nous avons :
∫ +∞
−∞
∣∣∣ℜΓ′
Γ
(1
4
+ i
T
2
)∣∣∣∣∣∣ℜF2(x− i(T − y))
(x− i(T − y))2
∣∣∣d T
≤ η2
∫ +∞
−∞
∣∣∣ℜΓ′
Γ
(1
4
+ i
T
2
)∣∣∣ ∫ d1(θ)
0
|h”(t)|e−xt/η
x2 + (T − y)2 d td T
= η2M
(x
η
)∫ +∞
−∞
∣∣∣ℜΓ′
Γ
(1
4
+ i
T
2
)∣∣∣ 1
x2 + (T − y)2 d T
Enn, en majorant
∣∣∣ℜΓ′Γ
∣∣∣ grâe au lemme 3.6 et M(xη ) par mx η nous
obtenons :
1
2π
∣∣∣ ∫ +∞
−∞
ℜΓ
′
Γ
(1
4
+ i
T
2
)
ℜF2(x− i(T − y))
(x − i(T − y))2 d T
∣∣∣
≤ mη
3
2πx
∫ +∞
−∞
U0(T )
x2 + (T − y)2 d T = C40(η, x, y)
Notons que si l'intégrale qui intervient est de l'ordre de log t, le η3 qui
la préède est de l'ordre de 1/ log3 t e qui fait qu'il est faile de montrer
que ette quantité est déroissante en t et qu'elle est don majorée par
C40(η, x, kT0). Notons
C41(η, k) = C40(η, σ0 − 1/2, kt1) + κ C40(η, σ0 − 1/2 + δ, kt1) (52)
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2. Il nous reste à approher H(σ, kγ0) grâe au lemme 3.2 :
|H(σ, kγ0)|+ κ |H(σ + δ, kγ0)| ≤ C42(η, k) (53)
ave C42(η, k) =


(
1
σ30
+ κ(σ0+δ)3
)
mη3 si k = 0(
1
σ0
+ κσ0+δ
)
mη3
(kT0)2
sinon
(54)
Finalement :
4∑
k=0
ak∆2(σ + ikγ0) ≤ C4(η)
où C4(η) =
4∑
k=0
ak
(
C41(η, k) + C42(η, k)
)
est toujours positive. (55)
C4(η) ≤ 2.3887 · 106η3.
Nous détaillons i-dessous les étapes onséutives des aluls. Nous donnons
les valeurs suessives prises pour r et R, ainsi que elles des paramètres η0, κ
et δ impliqués et enn elles trouvées pour R0.
Nous donnons aussi le terme reste
C(η) = C1(η) + C2(η) + C3(η) + C4(η) = α1 η + α2 η2 + α3 η3 ,
où α1 est négative sous la ondition (3), et α2 et α3 sont toujours positives.
Ainsi, omme on l'a expliqué au paragraphe 2.4, C(η) est négatif sur [0; η0]
lorsque C(η0) est négatif, et il n'inue don pas sur la valeur nale de R0.
Etape R r η0 · 103 κ δ
1 9.645908801 5.97484 7.63319 0.438904 0.620626
2 5.974849075 5.73045 7.95873 0.438525 0.620748
3 5.730454010 5.70487 7.99441 0.438483 0.620762
4 5.704872616 5.70208 7.99832 0.438479 0.620763
5 5.702089881 5.70178 7.99874 0.438478 0.620763
6 5.701785245 5.70174 7.99880 0.438478 0.620763
Etape α1 α2 α3 C(η0) R0
1 −3 915.260 344 602.065 5 799 250.773 −7.22827 5.974849075
2 −3 916.747 344 602.065 5 841 345.585 −7.22089 5.730454010
3 −3 916.907 344 602.065 5 846 103.683 −6.30271 5.704872616
4 −3 916.907 344 602.065 5 846 103.683 −6.29209 5.702089881
5 −3 916.926 344 602.065 5 846 682.864 −6.29080 5.701785245
6 −3 916.927 344 602.065 5 846 689.069 −6.29065 5.701752890
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