A path in an edge-colored graph G is rainbow if no two edges of it are colored the same. The graph G is rainbow colored if there is a rainbow path between every pair of vertices. If there is a rainbow shortest path between every pair of vertices, the graph G is strong rainbow colored. The minimum number of colors needed to make G rainbow colored is known as the rainbow connection number, and is denoted by rc(G). The minimum number of colors needed to make G strong rainbow colored is known as the strong rainbow connection number, and is denoted by src(G). A graph is chordal if it contains no induced cycle of length 4 or more. We show that for every k ≥ 3, deciding whether a chordal graph can be strong rainbow colored using k colors is NP-complete. We then consider the rainbow and strong rainbow connection numbers of block graphs, which form a subclass of chordal graphs. We give an exact linear time algorithm for strong rainbow coloring block graphs exploiting a clique tree representation each chordal graph has. We characterize the bridgeless block graphs having rainbow connection number 2, 3, or 4, and show that for every k ≤ 4, it is in P to decide whether rc(G) = k, where G is a bridgeless block graph. We also derive a tight upper bound of |S| + 2 on rc(G), where G is a block graph, and S its set of minimal separators.
Introduction
Let G be an undirected graph that is simple and finite. A path in G is rainbow if no two edges of it are colored the same. The graph G is rainbow colored if there is a rainbow path between every pair of vertices. If there is a rainbow shortest path between every pair of vertices, the graph G is strong rainbow colored. The minimum number of colors needed to make G rainbow colored is known as the rainbow connection number and is denoted by rc(G). Likewise, the minimum number of colors needed to make G strong rainbow colored is known as the strong rainbow connection number and is denoted by src(G). A rainbow coloring of G using rc(G) colors is called a minimum rainbow coloring. A strong rainbow coloring of G using src(G) colors is called a minimum strong rainbow coloring.
Rainbow connectivity was introduced by Chartrand et al. [1] in 2008. While being a theoretically interesting way of strengthening connectivity, rainbow connectivity also has applications in data transfer and networking [2] . For a general introduction to rainbow connectivity, we refer the reader to the books [3, 4] , or the recent survey [2] . Chakraborty et al. [5] proved that given a graph G, it is NPcomplete to decide if rc(G) = 2, and that computing rc(G) is NP-hard. Ananth et al. [6] further showed that for every k ≥ 3, deciding whether rc(G) ≤ k is NP-complete. The hardness of computing the strong rainbow connection number was shown by Ananth et al. [6] as well. They proved that for every k ≥ 3, deciding whether src(G) ≤ k is NP-hard, even when G is bipartite. Using the result, Li and Li [7] proved that deciding if src(G) ≤ k is NP-complete for any fixed k ≥ 2.
The shortest path distance d(s, t) from s to t is the minimum number of edges in any path from vertex s to vertex t. If s and t are disconnected, d(s, t) = ∞. A path of length d(s, t) from s to t is a shortest path from s to t. The eccentricity of a vertex v is the maximum shortest path distance between v and any other vertex u. The radius of a graph G, denoted by rad(G), is the minimum eccentricity of the vertices. The diameter of a graph G, denoted by diam(G), is the maximum eccentricity of the vertices. Because rainbow coloring is hard in general, there has been interest in approximation algorithms and easier special cases. Basavaraju et al. [8] presented two approximation algorithms for computing the rainbow connection number. The first one is a (r + 3)-factor approximation algorithm running in O(mn) time, and the second one is a (d + 3)-factor approximation algorithm running in O(dm) time, where n is the number of vertices, m the number of edges, d the diameter, and r the radius of the connected input graph. Chandran and Rajendraprasad [9] proved it is NP-hard to distinguish between graphs with rainbow connection number 2k + 2 and 4k + 2 for every positive integer k. This implies there is no polynomial time algorithm to rainbow color graphs with less than twice the optimum number of colors, unless P = NP. Ananth et al. [6] showed there is no polynomial time algorithm for approximating the strong rainbow connection number of an n-vertex graph within a factor of n 1/2−ǫ , where ǫ > 0 unless NP = ZPP.
A split graph is a graph whose vertices can be partitioned into a clique and an independent set. Chandran et al. [10] showed that for split graphs, the problem of deciding if rc(G) = k is NP-complete for k ∈ {2, 3}, and in P for all other values of k. Chandran and Rajendraprasad [11] showed split graphs can be rainbow colored in linear time using at most one more color than the optimum. In the same paper, the authors also give a linear time algorithm for finding a minimum rainbow coloring of a threshold graph. A graph G is a threshold graph if there exists a weight function w : V (G) → R and a real constant t such that two vertices u, v ∈ V (G) are adjacent if and only if w(u) + w(v) ≥ t. Furthermore, they note that their result is apparently the first efficient algorithm for optimally rainbow coloring any non-trivial subclass of graphs. Similarly, we are not aware of any efficient exact algorithms for computing the strong rainbow connection number for any non-trivial subclass of graphs.
A chord is an edge joining two non-consecutive vertices in a cycle. A graph is chordal if every cycle of length 4 or more has a chord. Equivalently, a graph is chordal if it contains no induced cycle of length 4 or more. The problem of deciding whether rc(G) = k, for every integer k ≥ 3 remains NP-complete for the class of chordal graphs [11] . It follows from [10] that deciding if a chordal graph can be strong rainbow colored using k colors is NP-complete for k = 2. To the best of our knowledge, the complexity of the problem for k > 2 is open. However, chordal graphs allow for a better approximation ratio on the rainbow connection number. As shown by Chandran and Rajendraprasad [9] , the rainbow connection number of bridgeless chordal graphs cannot be polynomial-time approximated to a factor less than 5/4 unless P = NP. In the same paper, the authors also give a linear time algorithm that achieves a factor of 3/2 for bridgeless chordal graphs, and a factor of 5/2 for general chordal graphs.
A cut vertex is a vertex whose removal will disconnect the graph. A biconnected graph is a connected graph having no cut vertices. A block graph is an undirected graph where every maximal biconnected component, known as a block, is a clique. In a block graph G, different blocks intersect in at most one vertex, which is a cut vertex of G. In other words, every edge of G lies in a unique block, and G is the union of its blocks. It is easy to see that a block graph is chordal. Many problems that are known to be hard in general or even when restricted to the class of chordal graphs, are tractable when restricted to the class of block graphs. Such problems include several domination problems [12, 13, 14, 15, 16, 17, 18] , path-related problems [19, 20, 21] , the node searching problem [22] , the bandwidth problem [23] , and the maximum uniquely restricted matching problem [24] .
In this paper, we determine the strong rainbow connection number for the class of block graphs. Furthermore, we give an exact linear time algorithm for constructing a minimum strong rainbow coloring for a given block graph. We then show that it is NP-complete to decide if a chordal graph can be strong rainbow colored using k colors, where k ≥ 3. We derive a tight upper bound of |S| + 2 on the rainbow connection number of block graphs, where S is the set of minimal separators. We also characterize the bridgeless block graphs with rainbow connection number 2, 3, or 4. Throughout the rest of the paper, we let n denote the number of vertices and m the number of edges of the graph in question.
Clique trees of chordal graphs
A clique tree of a connected chordal graph G is any tree T whose vertices are the maximal cliques of G such that for every two maximal cliques C i , C j , each clique on the path from C i to C j in T contains C i ∩ C j . Chordal graphs are precisely the class of graphs that admit a clique tree representation [25] . In general, a connected chordal graph G does not have a unique clique tree. In fact, the tight upper bound on the number of distinct clique trees is exponential in the number of vertices in the graph as shown by Gavril [26] , and Ho and Lee [27] . However, it is well-known that a clique tree of G can be computed in time that is linear in the size of G [28] .
Lemma 1 (Galinier et al. [28] ). A clique tree of a chordal graph G can be computed in O(n + m) time.
A set S ⊆ V (G) disconnects a vertex a from vertex b in a graph G if every path of G between a and b contains a vertex from S. A non-empty set S ⊆ V (G) is a minimal separator of G if there exists a and b such that S disconnects a from b in G, and no proper subset of S disconnects a from b in G. If we want to identify the vertices that S disconnects, we may also refer to S as a minimal a-b separator. Two maximal cliques C i , C j of G form a separating pair if C i ∩ C j is non-empty and every path in G from a vertex of C i \ C j to a vertex of C j \ C i contains a vertex of C i ∩ C j . We denote this separating pair by S i,j . The following is due to Habib and Stacho [29] .
Theorem 2 (Habib and Stacho [29] ). A set S is a minimal separator of a chordal graph G if and only if there exists maximal cliques C i , C j of G forming a separating pair such that S = C i ∩ C j .
The reduced clique graph of a chordal graph G captures all possible clique tree representations of G [29] . It is obtained by taking the maximal cliques of G as vertices, and by putting edges between those vertices for which the corresponding cliques intersect in a minimal separator that separates them. The reduced clique graph of G is denoted by C r (G). In other words, the reduced clique graph C r (G) is the union of all clique trees of G [29] . An example of a chordal graph, a corresponding clique tree, and the corresponding reduced clique graph are given in Figure 1 .
We may label each edge in C r (G) by the minimal separator that separates its endpoints. Let C be a vertex in C r (G). For each edge in C r (G) incident to C, consider its label. The labeled degree of the vertex C, denoted by λ deg (C), is the number of edges incident to C with distinct labels. Notice that the labeled degree of a vertex is different than the degree of a vertex. Consider the following example illustrated in Figure 1 . Let C 1 = {b, c, e}, C 2 = {e, g} and C 3 = {c, d, e} be vertices in C r (G). Notice that S 1,2 = {e}, and so the label on the edge (C 1 , C 2 ) is {e}. Also, S 1,3 = {c, e}, thus the label on the edge (C 1 , C 3 ) is {c, e}. We have that deg(C 1 ) = 4, and λ deg (C 1 ) = 4. However, deg(C 2 ) = 3, but λ deg (C 2 ) = 1.
Clique trees of block graphs preserve labeled degrees
If a graph G has exactly one shortest path between any pair of vertices, G is said to be geodetic. It was shown by Stemple and Watkins [30] that a connected graph G is geodetic if and only if every block of G is geodetic. By observing that a clique is geodetic, we get the following result that is later exploited by our algorithms. Theorem 3. Every block graph is geodetic.
The reduced clique graph C r (G) is a useful tool in reasoning about a chordal graph G. However, it is not a linear representation of G. For example, consider the star graph S n on n vertices. It is easy to observe that |C r (S n )| ∈ O(n 2 ), and moreover that the bound is tight. Since a chordal graph on n vertices admits at most n maximal cliques, the size of a clique tree is always bounded from above by n. To save space and simplify our algorithms, we will show that we do not need to explicitly compute C r (G), but instead that any clique tree of G will do. More specifically, we will show that no matter what clique tree T of C r (G) we use, the labeled degree of a vertex in C r (G) is preserved in T . We first present two results due to Galinier et al. [28] .
Lemma 4 (Triangle Lemma, Galinier et al. [28] ). Let [C 1 , C 2 , C 3 ] be a triangle in C r (G) and let S 1,2 , S 1,3 , S 2,3 be the associated minimal separators of G. Then 2 of these 3 minimal separators are equal and included in the third.
Lemma 5 (Weak Triangulation Lemma, Galinier et al. [28] ).
Recall that in a block graph G, the blocks intersect in at most one vertex, which is a cut vertex of G. This cut vertex is a minimal separator, so in a block graph, the size of every minimal separator is 1. We claim that for block graphs, the triangle lemma implies that S 1,2 = S 1,3 = S 2,3 . If this was not the case, for example, if S 1,2 = s, S 1,3 = t and s = t, then S 2,3 would have to be s or t. Without loss we may assume S 2,3 = s. Then the separator s would have to be included in S 1,3 . In other words, S 1,3 = {s, t}, and now S 1,3 has size 2. Thus we have the following lemma.
Theorem 7. Let T be a clique tree of G, let C r (G) be the corresponding reduced clique graph, and let C 1 be the same vertex in each. If e 1 , e 2 , . . . , e l are all labeled edges in C r (G) incident to C 1 with the label s, then at least one of these edges must be in T .
Proof. Suppose not. Let C 1 and C k be adjacent vertices in C r (G) with minimal separator s, so that (C 1 , C k ) is not an edge in T . Let C 2 be another vertex in C r (G) adjacent to C 1 , and suppose (C 1 , C 2 ) is an edge of T . Then this edge is not labeled s, so let t denote the label of this edge. However, because T is a spanning tree, C 2 and C k are connected. Let [C 2 , C 3 , . . . , C k ] be the path in T from C 2 to C k . If this path is simply an edge, then we have a triangle [C 1 , C 2 , C k ]. Thus, S 1,2 = S 2,k = S 1,k . However, S 1,2 = t and S 1,k = s, so this is a contradiction to Lemma 6. Thus there are at least 3 vertices on this path. Then the path [C 1 , C 2 , . . . , C k ] has at least 4 vertices. Consider this path. Because (C 1 , C k ) is an edge of C r (G), then by Lemma 5, either (C 2 , C k ) or (C 1 , C k−1 ) is an edge of C r (G). We have already shown (C 2 , C k ) is not an edge, so (
. We assume this path has at least 4 vertices, for if it was a triangle, we would have a contradiction to S 1,k−1 = s and S 1,
We can continue this process, showing that all of the edges
are in C r (G) and have label s. But now we have the triangle [C 1 , C 2 , C 3 ], and since S 1,2 = t and S 1,3 = s, we have a contradiction to Lemma 6. Thus, T has at least one edge incident to C 1 with the label s.
Corollary 8. Let G be a block graph. Then any pair of clique trees T 1 and T 2 of G has the property that every vertex in C r (G) has the same labeled degree in T 1 as it does in T 2 .
Proof. Let C be a vertex in C r (G). Denote the set of edges incident to C with the label x as I x . Then if C has l distinct minimal separators, C has the following incident edges: I 1 , I 2 , . . . , I l . By Theorem 7, any clique tree of G contains at least one edge from each of I 1 , I 2 , . . . , I l . Thus C has labeled degree l in any clique tree of G.
Strong rainbow coloring block graphs in linear time
In this section, we determine exactly the strong rainbow connection number of block graphs. We present an exact linear time algorithm for constructing a minimum strong rainbow coloring for a given block graph. We also give a simpler linear time algorithm for computing the strong rainbow connection number of a given block graph.
Let C be a block in a block graph G whose edges are colored by using colors from the set R = {c 1 , . . . , c r }. Then we say that C is colored and C is associated with each color c 1 , . . . , c r . Furthermore, any color from R can be used as a representative for the color of C. Thus we may say that C has been colored c i for any i ∈ {1, . . . , r}.
Lemma 9. Let G be a block graph, let T be a clique tree of G, let C be a vertex of T that is associated with the color c, let (u, v) be an edge in G such that u, v / ∈ C, and let y be the minimal a-b separator for any a ∈ C \ {y} and b ∈ {u, v}. If no shortest y-u path or shortest y-v path contains (u, v), then by coloring (u, v) with the color c, any shortest path between u or v and w ∈ C contains at most one edge of color c.
Proof. Any shortest path between u or v and y does not contain the edge (u, v), and does not contain any edges in C, so these paths do not have any edges of color c. Any shortest path between y and w is just an edge of color c.
The algorithm for strong rainbow coloring a block graph is presented in Algorithm 1. Given a block graph G, the algorithm first computes a clique tree T of G. Next, it partitions the vertices of T into two sets V <3 and V ≥3 based on their labeled degree. If the labeled degree of a vertex is less than 3, it is added to V <3 . Otherwise, it is added to V ≥3 . Then, for each vertex in V <3 , a distinct color is used to color the edges of the block the vertex corresponds to in G. At the final step the algorithm goes through every vertex C j ∈ V ≥3 . Let N λ (C j ) denote the set of vertices adjacent to C j via distinct labels. Fix 3 distinct vertices C 1 , C 2 , and C 3 in N λ (C j ). Observe that in T \ C j , we would have at least 3 connected components, and C 1 , C 2 , and C 3 would be in different connected components. Suppose C j was removed, and from each connected component C 1 , C 2 , and C 3 is in, find a vertex in V <3 . The picked three vertices are each associated with a distinct color. These colors are used to color the edges of the block C j corresponds to.
The correctness of Algorithm 1 is established by an invariant, which says that we always maintain the property that if the shortest path between two vertices is colored, then it is rainbow colored. We refer to this property as the shortest rainbow path property.
Theorem 10. At every step, Algorithm 1 maintains the shortest rainbow path property.
Proof. Before the execution of the first loop, nothing is colored so the claim is trivially true. Furthermore, the first loop obviously maintains the property. To see this, consider any shortest path of length l ≥ 1 at any step. The path consists of l edges that are in l distinct blocks. Since each colored block has received a distinct color, the shortest path is rainbow colored. This establishes the base step for the correctness of the second loop.
Assume after iteration i−1 of the second loop, if the shortest path between any two vertices is colored, then it is rainbow colored. We show that this property is maintained after iteration i of the second loop. Consider any edge (u, v) in C j not incident to x 1 , and let y ∈ C 1 be the minimal a-b separator for any a ∈ C 1 \ {y} and b ∈ {u, v}. The algorithm states that (u, v) will be colored with color c 1 . Because u and v are both at a distance 1 from x 1 , it follows that neither shortest path y-u or y-v contains (u, v). Thus by Lemma 9, if the shortest w-u path, for w ∈ C 1 is colored, then it is rainbow colored. (The same is true for the shortest w-v path). Therefore, by coloring (u, v) with color c 1 , the shortest rainbow path property is maintained.
Algorithm 1 Algorithm for strong rainbow coloring a block graph
Input: A block graph G Output: A strong rainbow coloring of G 1: T := a clique tree of
Color edges in U with a fresh distinct color 6: end for 7: for all C j ∈ V ≥3 do 8:
Let S j,1 = x 1 , S j,2 = x 2 , S j,3 = x 3 be the corresponding minimal separators 10: Assume C j is removed 11: From each connected component C 1 , C 2 , C 3 is in, find a vertex in V <3
12:
Let c 1 , c 2 , c 3 be the respective colors associated with the found vertices 13: Color all edges not incident to x 1 with color c 1
14:
Color all edges incident to x 1 , except (x 1 , x 2 ), with color c 2
15:
Color the edge (x 1 , x 2 ) with color c 3 16: end for Consider any edge (u, v) in C j not incident to x 2 , and let y ∈ C 2 be the minimal a-b separator for any a ∈ C 2 \ {y} and b ∈ (u, v). By Lemma 9, this edge can be colored with c 2 to maintain the shortest rainbow path property. Notice that u and v are both at a distance 1 from x 2 , so it follows that x 1 must be one of these vertices (i.e. either u = x 1 or v = x 1 ). So we conclude that every edge incident to x 1 , except (x 1 , x 2 ), can be colored with c 2 to maintain the shortest rainbow path property. Now the only uncolored edge in C j is the edge (x 1 , x 2 ). Because x 1 and x 2 are both at a distance 1 from x 3 , Lemma 9 assures us that by coloring (x 1 , x 2 ) with color c 3 , the shortest rainbow path property is maintained.
We will then consider the complexity of Algorithm 1. It is an easy observation that lines 1 to 6 take linear time. Observe that on lines 8 to 11, we essentially perform reachability queries of the form given a vertex v ∈ V (T ), return any vertex of degree less than 3 of T that is reachable from v with a path including a given edge (u, v), and no other edges incident to v. In our context, v is C j , and u is C i , where C i ∈ {C 1 , C 2 , C 3 }. The naive way of answering such queries is to start a depth-first search (DFS) from each C i , and halt when a suitable vertex is found. However, such implementation requires O(d) time, where d is the diameter of the input graph G. If we can answer such queries in O(1) time, the total runtime will be linear as the for-loop on line 7 loops O(n) times. To achieve this, we describe how the clique tree T is preprocessed after line 1 in linear time.
A center of a graph is a vertex of minimum eccentricity. It is well-known that a center of a tree can be found in linear time. Given a clique tree T , we first find a center r of T . Then, we orient the edges of T such that each edge points outwards from r. A DFS is started from r. Each traversed edge is labeled with the integer i, initially set to 1. When the search finds a leaf of T , it gets labeled with i as well. When the search backtracks from a leaf, i is incremented by 1. After the DFS has finished, every leaf of T has a distinct label drawn from the set {1, 2, . . . ,
Each edge also has a label drawn from the same set {1, 2, . . . , |L|}. Finally, for each subtree T ′ of T rooted at r, we choose an arbitrary edge e incident to r not in T ′ . For each edge (x, y) in T ′ , we add the edge (y, x) to T . The newly added edge (y, x) gets the label that is on e. Now, given a vertex v ∈ T , the label on an outgoing edge of v gives us a leaf that is reachable from v. By preprocessing the clique tree, we get the following.
Theorem 11. Algorithm 1 constructs a strong rainbow coloring in O(n + m) time.
We will now show that the strong rainbow coloring produced by Algorithm 1 is optimal. This is done by first showing that we need at least k colors, where k is the number of vertices with labeled degree less than 3 in any clique tree T of G. This is then shown to be sufficient as well by a matching upper bound. Recall from Corollary 8 that the labeled degree of a vertex of C r (G) is preserved in any clique tree T of G.
Theorem 12. Let G be a block graph, and let k be the number of vertices with labeled degree less than 3 in any clique tree T of G. Then src(G) ≥ k.
Proof. Let E be a set of k edges in G, one from each block with labeled degree less than 3, selected as follows. For each vertex C ∈ T , if λ deg (C) = 1, pick an edge incident to the minimal separator. If λ deg (C) = 2, pick the edge connecting the 2 minimal separators. We claim that if we are to strong rainbow color G, then the edges in E must all receive distinct colors.
Suppose there are 2 edges in E that are of the same color, say (u, x) ∈ C i and (v, y) ∈ C j . Without loss, we may assume that u and v are the minimal separators of C i and C j , respectively, such that d(u, v) is minimized. Then the shortest x-y path is unique by Theorem 3, and it contains two edges of the same color.
Theorem 13. Let G be a block graph, and let k be the number of vertices with labeled degree less than 3 in any clique tree T of G. Then src(G) = k.
Proof. It is shown in the proof of Theorem 10 that any vertex C ∈ V (T ) with labeled degree at least 3 can be colored using the colors associated with vertices of labeled degree less than 3. Thus we need at most k colors to color G. This establishes a matching upper bound for Theorem 12, so it follows that src(G) = k.
Theorems 10 and 13 show that Algorithm 1 is correct, and always finds an optimal solution. If an explicit coloring is not required, then it is easy to see that there is a linear time algorithm for computing src(G), where G is a block graph. This is obtained by computing a clique tree T of G, and counting the number of vertices with labeled degree less than 3 in T .
Corollary 14.
There is an algorithm such that given a block graph G, it computes src(G) in O(n + m) time.
Hardness of strong rainbow coloring chordal graphs
It is shown by Chandran et al. [10] that deciding if rc(G) = 2 is NP-complete for split graphs. Split graphs are chordal, and since for any connected graph G we have that rc(G) = 2 if and only if src(G) = 2, it follows that deciding if src(G) = 2 is NP-complete for chordal graphs. In this subsection, we show that deciding if a chordal graph can be strong rainbow colored using k colors is NP-complete, where k ≥ 3.
In the k-subset strong rainbow connectivity problem, we are given a graph G, a set of pairs P ⊆ V (G) × V (G), and an integer k. The goal is to decide if G can be colored with k colors such that each pair of vertices in P is connected by a rainbow shortest path. The problem was shown to be NP-complete by Ananth et al. [6] .
Lemma 15 (Ananth et al. [6] ). For every k ≥ 3, the k-subset strong rainbow connectivity problem is NP-complete when the graph G is a star.
We reduce from this problem using some ideas of Chakraborty et al. [5] , and show the following.
Proof. Let S = (V, E), P, k be an instance of the k-subset strong rainbow connectivity problem, where S is a star, both p and q in each (p, q) ∈ P are leaves of S, and k ≥ 3 is an integer. We will construct a chordal graph G ′ = (V ′ , E ′ ) such that G ′ is strong rainbow colorable with k colors if and only if S, P is k-subset strong rainbow connected.
Let a be the central vertex of S. For every vertex v ∈ V \ {a}, we add a new vertex x v , and for every pair of leaves (u, v) ∈ (V × V ) \ P , we add a new vertex x (u,v) . Formally, we construct G ′ = (V ′ , E ′ ) such that ?
? ? and (x t , a) are chords.
We will now prove G ′ is strong rainbow colorable with k colors if and only if S, P is k-subset strong rainbow connected. First, suppose S, P is not k-subset strong rainbow connected; we will show G ′ is not strong rainbow colorable with k colors. Observe that for each (p, q) ∈ P , there is a unique shortest path between p and q in S. Moreover, the same holds for G ′ . Therefore, any strong rainbow coloring using k colors must make this path strong rainbow colored in G ′ . But because the pairs in P cannot be strong rainbow connected with k colors in S, the graph G ′ cannot be strong rainbow colored with k colors.
Finally, suppose S, P is k-subset strong rainbow connected under some edge-coloring χ : E → {c 1 , . . . , c k }. We will describe an edge-coloring χ ′ given to G ′ by extending χ. We retain the original coloring on the edges of S, that is, χ ′ (e) = χ(e), for every e ∈ E. The rest of the edges are colored as follows:
• χ ′ (e) = c 1 , for all e ∈ E 1 ,
• χ ′ (e) = c 2 , for all e ∈ E 3 , and
We can then verify G ′ is indeed strong rainbow connected under χ ′ , completing the proof.
An example of the constructed chordal graph G ′ is shown in Figure 2 with its extended edge-coloring χ ′ shown. Figure 3 : (a) A block graph G with a minimal separator s adjacent to two peripheral vertices x and y in distinct peripheral blocks. (b) A K n with n triangles glued to it for n = 5.
The rainbow connection number of block graphs
In this section, we consider the rainbow connection number of block graphs. Using known results, we begin by deriving a tight upper bound on the rainbow connection number. Furthermore, given a block graph, this upper bound can be computed in linear time. Chandran and Rajendraprasad [11] proved that deciding whether a chordal graph can be rainbow colored using k colors is NP-complete for all k ≥ 3. In contrast, we show that there is an efficient algorithm for deciding rc(G) = k, for every k ≤ 4, where G is a bridgeless block graph.
A peripheral vertex is a vertex of maximum eccentricity. A peripheral block is a block that contains at least one peripheral vertex. We can now show the following lower bound, which helps us demonstrate an upper bound we derive later is tight.
Theorem 17. Let G be a block graph with at least 3 blocks, and let x and y be two peripheral vertices in distinct blocks. If G has a minimal separator s adjacent to x and y, then rc(G) > diam(G).
Proof. Suppose not. That is, assume rc(G) = diam(G). Let C x and C y be the two distinct blocks x and y are in, respectively. Choose a vertex z ∈ C z such that d(x, z) = diam(G), where C z is a block different from C x and C y . Rainbow color the shortest x-z path. Without loss, suppose the edge (x, s) was colored with the color c 1 . Then consider each uncolored edge incident to s in C x . Notice we must color each such edge with the color c 1 , otherwise G would not be rainbow connected. Finally, consider the edges incident to s in C y . Again, each such edge must receive the color c 1 . But now x and y are not rainbow connected, thus rc(G) > diam(G). Figure 3 (a) illustrates the previous theorem: the block graph G has two peripheral vertices adjacent to a minimal separator s. Both the edges (x, s) and (y, s) would have to receive the same color in a rainbow coloring of G using diam(G) colors, but then there is no way to rainbow connect x and y without introducing new colors.
We next give an upper bound on the rainbow connection number of block graphs using a technique of Chandran et al. [31] . Given a graph G = (V, E), a subset S of V is called a dominating set if every vertex in V \ S is adjacent to some vertex in S. The domination number γ(G) is the size of the smallest dominating set for the graph G. A dominating set S is called a connected dominating set if the graph induced by S is connected. The connected domination number γ c (G) is the size of the smallest connected dominating set of the graph G. We have the following.
Theorem 18 (Chandran et al. [31] ). For every connected graph G, with δ(G) ≥ 2,
Further, the following has been determined.
Theorem 19 (Chen et al. [32] ). Let G be a connected block graph, S the set of minimal separators of G, and l the number of blocks in G. Then γ c (G) = 1 for l = 1, |S| for l ≥ 2 Combining the two previous theorems, we get the following.
Theorem 20. Let G be a connected block graph with at least two blocks and δ(G) ≥ 2. Then rc(G) ≤ |S| + 2, where S is the set of minimal separators of G.
This bound is also tight as demonstrated by graph G in Figure 3 (a) . By Theorem 17, we have that rc(G) > diam(G). On the other hand, we have that src(G) = 4 by Theorem 13. Thus, rc(G) = 4, which is equal to |S| + 2. Using the linear time algorithm of [31] for enumerating the minimal separators of a chordal graph, we get a linear time algorithm for computing this upper bound for a given block graph.
We will then characterize the bridgeless block graphs having a rainbow connection number 2, 3, or 4. The following also determines exactly the rainbow connection number of the windmill graph K (m) n (n > 3), which consists of m copies of K n with one vertex in common.
Theorem 21. Let G be a bridgeless block graph, and let k a positive integer such that k ≤ 4. Deciding whether rc(G) = k is in P.
Proof. It is enough to consider bridgeless block graphs with diameter at most 4. For every value of d = diam(G) ≤ 4, we will give an efficient algorithm for optimally rainbow coloring the given block graph G.
• Case d = 1. Trivial.
• Case d = 2. If G has exactly 2 blocks, it is easy to see that rc(G) = 2. Moreover, if the graph has rc(G) = 2, it must have exactly 2 blocks. Suppose this is was not the case, i.e. G has at least 3 blocks and rc(G) = 2. By an argument similar to Theorem 17, this leads to a contradiction. Thus, rc(G) = 2 if and only if G has exactly 2 blocks. When G consists of 3 or more blocks, we will show that rc(G) = 3. Let K be the set of all blocks of G, and let a be the unique central vertex of G. For each K ∈ K, color one edge incident to a with the color c 1 , and every other incident edge with the color c 2 . Then color every uncolored edge of G with the color c 3 . To see this is a rainbow coloring of G, observe there is a rainbow path from any vertex to the central vertex a avoiding a particular color in {c 1 , c 2 , c 3 }.
• Case d = 3. The graph G consists of a unique central clique, and at least 2 other blocks. If G has altogether 3 blocks, then rc(G) = src(G) = 3. If G has 4 blocks, there are two cases: either G has a cut vertex adjacent to two peripheral vertices in distinct blocks (then rc(G) ≥ 3 by Theorem 17) or it does not (then rc(G) = src(G) = 3). Otherwise, G has at least 5 blocks, and by an argument similar to Theorem 17, we have that rc(G) ≥ 4. We will then color every block that is not the central clique with 3 colors exactly as in the case d = 2, and color every edge of the central clique with a fresh distinct color c 4 proving rc(G) = 4.
• Case d = 4. Let us call the set of blocks which contain the central vertex a the core of the graph G.
The set of blocks not in the core is the outer layer. First, suppose the core contains exactly 2 blocks, and the outer layer at most 4 blocks. Furthermore, suppose the condition of Theorem 17 does not hold (otherwise we would have rc(G) > 4 immediately). Now we have that rc(G) = src(G) = 4. Now suppose the outer layer has at least 5 blocks. When the condition of Theorem 17 does not hold, it must be the case that at least one of the core blocks is not a K 3 . Clearly, every two vertices x and y, such that d(x, y) = diam(G), have to be connected by a rainbow shortest path. By an argument similar to Theorem 12, we have that rc(G) > 4. Finally, suppose the core has 3 or more blocks. We argue that in this case, rc(G) = 4 if and only if the outer layer contains exactly 2 blocks. For the sake of contradiction, suppose rc(G) = 4, and that the outer layer has 3 or more blocks. If the condition of Theorem 17 holds, we have an immediate contradiction. Otherwise, by an argument similar to Theorem 17, we arrive at a contradiction. When the outer layer contains exactly 2 blocks, we will show rc(G) = 4. Let B 1 and B 2 be the blocks in the outer layer. We color every edge of B 1 with the color c 1 , and every edge of B 2 with the color c 4 . Then color (b 1 , a) with c 2 , and (a, b 2 ) with c 3 , where a is the central vertex of G, and b 1 and b 2 are the cut vertices in B 1 and B 2 , respectively. For every block B i in the core, let Q i denote the set of edges in B i incident to a. Color the uncolored edges of Q i with either c 2 or c 3 , such that both colors appear at least once in Q i . Then, color every uncolored edge of the block that contains both a and b 2 with the color c 1 . Every other uncolored edge of G receives the color c 4 . We can now verify G is indeed rainbow connected under the given coloring.
An algorithm for rainbow coloring a bridgeless chordal graph G using at most 3/2 rc(G) + 3 colors was given by Chandran and Rajendraprasad [9] . We observe that when restricted to block graphs, the algorithm can be marginally improved as the additive constant of 3 is not necessary. It follows that a block graph can be rainbow colored using at most 3/2 rc(G) + b + 1 colors, where b is the number of bridges.
Given that the strong rainbow connection number of a block graph G can be efficiently computed, it is interesting to ask when rc(G) = src(G), or if the difference between src(G) and rc(G) would always be small. First, because diam(G) ≤ rc(G) for any connected graph G, the following is easy to see.
Corollary 22. Let G be a block graph, and let k be the number of vertices with labeled degree less than 3 in any clique tree T of G. If k = diam(G), then rc(G) = src(G). However, the difference between src(G) and rc(G) can be made arbitrarily large: attach n triangles to a K n , one to each vertex of the K n (see Figure 3 (b) for an illustration). As n increases, the rainbow connection number remains 4 by Theorem 21, while the strong rainbow connection number increases by Theorem 13. This example also shows the difference between the upper bound of Theorem 20 and rc(G) can be arbitrarily large.
Concluding remarks
Clique-width is a measure of how close a graph is to being a clique. Cliques have clique-width 2, as do complete bipartite graphs. Every block graph has clique-width at most 3 [33] . The strong rainbow connection number can be efficiently determined for cliques, complete bipartite graphs [1] , and block graphs. How does the complexity of computing the strong rainbow connection number behave on bounded clique-width graphs in general? This is particularly interesting, as there is no easy way of describing the property of being strong rainbow colored using k colors in MSO 1 (for an introduction, see e.g. [34] ). Theorem 16 does not settle the question, as the constructed graph G ′ appears to have unbounded cliquewidth.
Finally, we leave open the question of the complexity of rainbow coloring block graphs. Exact polynomial time algorithm does not appear trivial. Furthermore, it is arguably often the case that edge problems are hard for bounded clique-width. Indeed, we conjecture it is NP-hard to rainbow color block graphs using the minimum number of colors.
