ABSTRACT We consider the problem of adaptively designing compressive measurement matrices for estimating time-varying sparse signals. We formulate this problem as a partially observable Markov decision process. This formulation allows us to use Bellman's principle of optimality in the implementation of multistep lookahead designs of compressive measurements. We compare the performance of adaptive versus traditional non-adaptive designs and study the value of multi-step (non-myopic) versus one-step (myopic) lookahead adaptive schemes by introducing two variations of the compressive measurement design problem. In the first variation, we consider the problem of sequentially selecting measurement matrices with fixed dimensions from a prespecified library of measurement matrices. In the second variation, the number of compressive measurements, i.e., the number of rows of the measurement matrix, is adaptively chosen. Once the number of measurements is determined, the matrix entries are chosen according to a prespecified adaptive scheme. Each of these two problems is judged by a separate performance criterion. The gauge of efficiency in the first problem is the conditional mutual information between the sparse signal support and measurements. The second problem applies a linear combination of the number of measurements and conditional mutual information as the performance measure. Through several simulations, we study the effectiveness of different designs in various settings. The primary focus in these simulations is the application of a method known as rollout. However, the computational load required for using the rollout method has also inspired us to adapt two data association heuristics to the compressive sensing paradigm. These heuristics show promising decreases in the amount of computation for propagating distributions and searching for optimal solutions.
I. INTRODUCTION
Compressive Sensing (CS) concentrates on solving the problem of recovering sparse (or compressible) signals using linear compressive measurements (see, e.g., [1] - [5] ). CS results suggest that a sparse signal can be completely recovered if a sufficient number of measurements, but much lower than the sparse signal dimension, are made in a noiseless environment. In particular, these results show that the exact recovery of the sparse signal can be achieved with a high probability if compressive measurement matrices with random Gaussian or Bernoulli entries are used for measuring the signal.
Since then, numerous methods for designing the compressive measurement matrix have been proposed (see, e.g., [6] - [11] ). For example, the work in [10] provides a deterministic structure for the measurement matrix which requires more measurements to recover the sparse signal but the overall computational cost is much lower than the random design. Recently, more realistic settings for the sparse signal recovery problem have been considered (see, e.g., [12] - [14] ), opening new horizons for alternative compressive measurement designs.
The traditional CS methods are non-adaptive in the sense that the measurement matrix is determined in advance, prior to receiving any measurements of the sparse signal. The recent theoretical result in [15] shows that, in a certain asymptotic sense, adaptive designs have limited performance advantage over traditional non-adaptive schemes. On the other hand, several works (see, e.g., [16] - [20] ) have proposed adap-tive designs for certain scenarios, showing (non-asymptotic) improvements resulting from adaptation under these scenarios.
The above works all assume a static sparse signal. This means that over time, the locations and values of the nonzero entries of the sparse signal stay constant. Although this assumption is valid in some applications, in many practical scenarios, considering a static signal seems unrealistic. Examples of time-varying sparse signals arise naturally in target tracking, high-speed video capturing, time-varying multipath in communication, etc. However, little attention has so far been paid to the time-varying case (notable exceptions being [21] - [29] ), where one would expect adaptation to play a more significant role.
In this paper, we study the problem of adaptively designing compressive measurement matrices for estimating timevarying sparse signals. We take a unique perspective that enables melding CS and data association techniques for multi-target tracking: We view the time-varying sparse signal as a representation of the combination of target locations (the vector support) and target values (the non-zero values located at the support indices) of s targets moving over N possible locations according to a discrete motion-model.
At each time step k, the locations and strength values of these targets can be represented by an s-sparse vector x k in R N . We call an N -dimensional signal s-sparse if it has at most s N nonzero entries. Moreover, we assume that only the target locations, or equivalently the support of the sparse signal x k , change over time and not the target values. Our goal is to estimate the support of the sparse signal at each time step from compressive measurements.
During each time step k, we collect 1 ≤ l k ≤ l max measurements (l max is a prespecified integer), represented by the l k -vector y k = [y 1 , y 2 , . . . , y l k ] T , according to the linear model y k = A k x k + w k . In this model, A k ∈ R l k ×N is a compressive measurement matrix with rows A k (i), i = 1, . . . , l k , and w k ∼ N (0 l k , σ 2 w I l k ), where N (0 l k , σ 2 w I l k ) denotes the l k -variate normal distribution with the zero mean vector 0 l k and the covariance matrix σ 2 w I l k , and I l k is the (l k ×l k ) identity matrix. We assume that A k (i) 2 = 1 for i = 1, . . . , l k and k = 1, . . . , m. Also, we assume that at each time step, the movement of the targets is independent of the measurement matrix A k or the number of measurements l k . Thus, at any time step, multiple targets can move to the same location, effectively reducing the number of nonzero entries in the signal to less than s.
We now introduce two problems of interest. These problems both contain the essence of compressive sensing as described above. At the same time, each problem presents unique goals and constraints. The differences in these problems ultimately define the type of their favored solution methods. Problem 1. Fix l k = l for k = 1, 2, . . . , m, where 1 ≤ l ≤ l max is a fixed integer. Our goal is to sequentially select measurement matrices A k , k = 1, 2, . . . , m, from a prespecified library to maximize a measure of performance for estimating locations of the nonzero entries (support) of the sparse signal x k at each time step k. The performance measure for this problem is the conditional mutual information between the measurement vector y k and the support of the signal x k given the previous measurements.
Problem 2. Here, l k is not fixed and is, in fact, the action input chosen sequentially at each time step, k = 1, 2, . . . , m. Once the value l k is chosen, the measurement matrix A k is constructed using a prespecified scheme, explained in Section IV. The performance criterion in this problem is defined as a weighted sum of the number of measurements l k and the conditional mutual information between the measurements and the support of the sparse signal at each time step.
The problems introduced above present two variations of support identification for sparse signals. Also, both of these problems lend themselves to adaptive measurement solutions, successively selecting action inputs as observations are collected. We formulate each problem as a finite-horizon partially observable Markov decision process (POMDP) (see [30] and [31] ). This formulation enables us to bring to bear Bellman's principle of optimality. Furthermore, the POMDP framework accommodates two categories of adaptive solution methods, allowing their implementation and comparison.
When variations of Problem 1 have been considered in the CS literature, the common solution approach is categorized as a ''1-step lookahead'' or ''myopic'' method. In other words, only the performance at the current time step is considered when selecting the compressive measurement matrices. Although Section IV includes results from 1-step lookahead methods, our primary focus in this paper is the application of ''multi-step lookahead'' solutions.
It is important to realize that multi-step lookahead methods can perform better than myopic solutions only when there is a benefit in accounting for long-term effects. Several factors play a role in providing such benefits. The performance criterion of the problem and the action space restrictions are examples of such factors. In this paper, throughout several simulations, we show that although adaptive designs outperform the non-adaptive schemes, the performance criterion and the action space of Problem 1 preclude the multi-step lookahead solution from surpassing the myopic solutions. The alterations in Problem 2, namely the action space and the performance measure, exemplify long-term considerations where the performance of multi-step lookahead solutions exceeds that of myopic schemes. We verify this claim throughout several simulations. In fact, we have previously verified this claim for static and time-varying 1-sparse signals in noisy environments in [32] and [33] .
This paper is an extension of the previous work in which we concentrate on estimating time-varying s-sparse signals with more than one nonzero entry. Note that once we assume more than one nonzero moving entry in the signal, we must consider the problem of data association (see, e.g., [34] - [36] ) that naturally arises in our problem. Therefore, we have to modify our POMDP formulation (Section II) accordingly to take this problem into account.
It is well known that solving a POMDP problem is typically computationally prohibitive (see, e.g., [37] and [38] ). The following approximation techniques decrease the computation volume, alleviating some of the conventional concerns. 1) We introduce two heuristics that are motivated from the well known techniques joint probabilistic data association (JPDA) and multiple hypothesis tracking (MHT) in the target tracking literature (see, e.g., [39] - [42] ) to simplify the update of the belief state in the POMDP. 2) In the multi-step lookahead variation of our method, we use an approximation method, known as rollout (see [43] ), to estimate an optimal solution for the POMDP.
II. POMDP FORMULATION
First, we formulate the problems introduced above as POMDPs. Since most of the POMDP elements for these two problems are similar, we present one POMDP formulation, but clarify the differences in the formulation of each problem where it is necessary.
States and Transition Law:
The s-sparse vector x k is fully characterized by its support (the locations of the targets) and the strength values (the values of the nonzero entries). Therefore, we take the state of the POMDP at time k to be
The ith entry of these vectors, d k (i) and v k (i), represent the location and the strength value of the ith target at time k, respectively. Let the set be defined as = {1, . . . , N }. Also, let s be the set containing all the (s × 1) vectors d such that d(i) ∈ for i = 1, . . . , s. Note that by using this definition for s , we are allowing any group of targets to be in the same location at the same time. Therefore, the cardinality of the set s is equal to | s | = N s . The POMDP state space is then defined as the Cartesian product S = ( s × R s ).
The state transition law of the POMDP, defined by the movement of the targets, is independent of our actions. Although the above definition for the POMDP state allows for the strength values of the targets to change over time, we make the simplifying assumption that these values stay constant over time. Accordingly, the state transition law of the POMDP can be described as:
where p ed is the probability that targets in locations represented by the vector e transition to locations represented by the vector d. Depending on the movement of the targets, the probabilities p ed could have different values. For example, if we consider the case where targets stay in the same locations at all time steps, then p ed = 1 if e = d, and p ed = 0 if otherwise. Actions: In Problem 1, the action at each time step k is the selection of the measurement matrix A k . Therefore, the action space A is a prespecified subset of all matrices A ∈ R l×N such that, for each row A(i), i = 1, . . . , l, A(i) 2 = 1. In Problem 2, choosing the number of measurements l k at each time step k is the POMDP action. In this case, the action space A is the set of natural numbers. For simplicity, we use the notation u k for the POMDP action at time k for both problems.
Observations and Observation Law: The POMDP observations are the measurements y k at each time step k. The observation law can be described in the following way: Given s k = (d, v) and the matrix A k = A at time step k, it can be easily shown that 
For Problem 2, the cost is a combination of the number of measurements l k and the conditional mutual information I (y k ; d k |H k ) at each time step k. More specifically, the per-time-step cost is defined as
where γ ≥ 0 is a weighting parameter chosen based on the priority of either [44] ). This MDP, which is also referred to as the belief MDP, has the following components:
1) A state space consisting of all the possible belief states b k for the POMDP. 2) A state transition law that is computed using the state transition law and the observation law of the POMDP. This computation is referred to as the belief state update, shown in detail in the next section. 3) An action space which is the same as that of the POMDP. 4) A cost C k (b k , u k ), referred to as the belief cost, which is defined as:
where the expectation is with respect to the posterior distribution of the state s k given the history H k at time step k, i.e., the belief state b k . Using the belief MDP model, we can now apply the approximation methods available in the literature, specifically rollout [45] . 
A. BELIEF STATE UPDATE
Let P d k |H k be the conditional probability mass function of d k given H k , and f v k |d k ,H k be the conditional density function of v k given d k and H k at time step k. Consider a simple example, shown in Fig. 1 , where there are three nodes, e 1 , e 2 , and e 3 , representing the possible signal supports at any time step. Fig. 1 also displays the links between nodes, representing allowed support transitions. For example, there are two possible transitions arriving at e 1 , namely, those originating from nodes e 1 and e 2 . Attached to the initial node of each link is a weight value, computed from a prior conditional probability mass function, and also a prior conditional density function. Upon choosing an action and receiving measurements, we can compute a posterior weight value as well as a posterior density function for the terminal node of the link.
To clarify, consider the selected route, comprised of successive links and outlined in red in Fig. 1 , that begins at node e 3 at time k = 1 and after passing through node e 2 at time k = 2, it finally arrives at node e 1 at k = 3. At time k = 1, once measurement y 1 is received, we can compute the posterior weight value P d 1 |H 1 (e 3 |H 1 ) and the posterior density function f v 1 |d 1 ,H 1 (·|e 3 , H 1 ) using the initial prior functions P d 0 and f v 0 |d 0 (this calculation is shown later in this section). Then, examining the link from e 3 to e 2 , the prior weight and density function attached to node e 3 for the next time step are P d 1 It is important to realize that after the first time step, the posterior weight and density function for the ending node of any link are always conditioned on the initial node of that link. Thus, knowing the positions of the targets and their prior weight and density at the previous time step is required. At any time step k, given each possible link, we define an ordered tuple τ consisting of four elements: the terminal node, the initial node, the prior weight value, and the prior density function attached to the initial node and let τ (i) be the ith element of the tuple. For the same route used in the above example, the tuple defined for the link from e 3 to e 2 is τ = e 2 , e 3 At any time step, multiple tuples with the same initial and terminal nodes may exist. For example, in Fig. 1 , from time k = 2 to time k = 3, there are two links starting at e 2 and ending at e 1 . These two links can be distinguished by the unique priors attached to the starting nodes of either link. Let T k be the set containing all the possible tuples at time step
the set of all tuples representing links ending with support d at time k. At each time step k, the number of possible links, which depends on the number of initial nodes and the state transition law, determines the cardinality |T k | of the set T k , which increases exponentially as time evolves. We will discuss this issue later.
Recall that the state of the POMDP at time step k is
Therefore, updating the belief state b k is equivalent to updating these functions. Moreover, given y k = y and
,H k using Bayes' rule and the law of total probability in the following way:
and,
where
is the prior weight value of the starting node τ (2) for the link represented by the tuple τ . This means that to update the belief state b k at time step k, it is sufficient to update functions
,H k for all the possible links that the state transition law allows at each time step.
In this paper, we assume a dynamic linear model and a initial Gaussian distribution for v 0 |d 0 given each d 0 ∈ s . Each distribution can be characterized by a density function f v 0 |d 0 with the mean vector µ d 0 and the covariance matrix
will also be Gaussian, and we use µ d k |d k−1 for the mean vector and C d k |d k−1 for the covariance matrix.
Given the action u k = u, the measurements y k = y, and the history H k−1 , the functions
can be computed using the following two steps:
1. For a given any link, represented by a tuple τ in T k , the following system of linear equations describes the dynamics of the moving targets along that link: (2) ). The vector v k−1 also has a Gaussian distribution, which is represented by the density function τ (4) in the tuple τ . Therefore, the values µ τ (1)|τ (2) and C τ (1)|τ (2) for the given support pair d k = τ (1) and d k−1 = τ (2) can be computed by using a Kalman filter. Note that for each possible tuple τ ∈ T k , we have to use a separate Kalman filter to update the corresponding prior distribution function τ (4) of the related link. In the next section, we will discuss the computational issues that usually arise. Once this update is completed, the value of the function
2. For a given tuple τ ∈ T k , the posterior weight value is computed in the following way:
where functions f 1 (y, u, ν, τ ) and f 2 (ν, τ ) are defined as:
respectively. Note that the value p τ (2)ν (1) , that can be computed from the state transition law, is equal to zero for the nonexisting links from τ (2) to ν(1). Moreover, for the function f 1 , it can be easily shown that As mentioned before, after going through the above two steps for all the tuples in T k and also computing the functions (3) and (4), the update of the belief state b k is completed.
B. COMPUTATIONAL ISSUES IN THE BELIEF STATE UPDATE
The belief state update procedure described in the previous section shows the computations required once measurements are received at each time step. To highlight the computational issues, consider the extreme case where the transition law P d k |d k−1 allows the targets to move freely to any position. Also, assume a uniform initial support density function P d 0 over s . Knowing that | s | = N s , then for each support candidate d 0 in s , there would be N s possibilities for the support d 1 . Therefore, N 2s Kalman filters must be employed to update the belief state at time k = 1. Extending this line of thought, at any time k, N (k+1)s Kalman filters are needed which is an exponential increase in computations over time.
Of course in reality, the assumed transition law P d k |d k−1 does not provide such freedom for the moving target(s). Although this reduces the number of possible transitions, the exponential increase in computation remains. This is seen in the following example. Again assume, at time k = 1, a uniform prior distribution P d 0 over s . However, now assume the transition law restricts the number of possible transitions for each support candidate to q ≤ N s . Following the same argument as above, there are now N s q links involved in the belief state update at time k = 1 and for time k = 2, N s q 2 links are present. Similarly, N s q k links (equivalently Kalman filters) are required for the belief state update at any time step k.
Obviously, updating the belief state according to the above procedure requires a vast amount of time and also computational power. To deal with the computational volume we introduce two techniques explained below. This allows us to examine the proposed solution methods to Problems 1 and 2 and avoid some of the related computational load.
As we have shown, propagating the entire distribution quickly becomes unmanageable due to its exponential growth-rate in terms of the number of possible links. This issue is also a major problem in the context of data association in the multi-target tracking problem. In this problem, the main question asked is: At each time step, which target does of the collected measurements at that time step represent? If all the observations-to-target associations were considered valid, a similar expansion of the distribution representing the current target states would occur.
We can consider the procedure in Section II-A as one of associating the measurements y k to the possible support-value pairs, which are characterized by their corresponding belief state components
The similarity to the data association problem motivated the adaptation of available solutions in the target tracking context. We have implemented two separate methods based on popular data association algorithms to combat the expansion of our belief state distributions, namely: multi-hypothesis tracking (MHT) (see [41] ) and joint probabilistic data association (JPDA) (see [39] and [40] ).
Algorithm 1: The essential question to ask is how to choose or approximate the proper Gaussian distributions and weights to represent different possible support candidates along different possible routes. There are several approaches to accomplish this, e.g., MMSE, MLE, etc., and in the target tracking literature, there are also numerous implementations applying these approximations. We model our first method after MHT.
The basis of MHT lies in multi-hypothesis testing wherein a choice must be made between several concurrent hypotheses based on a sufficient statistic. Given a set of J hypotheses H = {h i } J i=1 and the measurements y k = y, the simplest VOLUME 1, 2013
version of multi-hypothesis testing chooses one hypothesis h * based on finding an optimal solution for the following optimization problem:
where L (h i |y) and P(h i ) denote the likelihood given the measurement y and the prior probability of the hypothesis h i , respectively. The function L (h i |y) is equivalent to f y k |h (y|h i ), the conditional probability density function of the measurement vector y k conditioned on the hypothesis h. Therefore, the above optimization problem will be equal to
In our setting, similar to the target tracking setting, more measurements accrue as time progresses, providing more information about the underlying state. Obviously, more information can help increase the accuracy of the association process. Even in dynamic systems, observations of future states provide valuable information about the past system states. This is the basic motivation behind the MHT method.
Consider a time-varying signal estimation problem with a finite horizon of length κ. At each time step, a measurement is acquired through the observation law. Then, the most accurate selection of a hypothesis is made by collecting all of the measurements and maintaining each possible association over the entire horizon. This results in a hypothesis tree, κ levels deep. Each level consists of nodes representing the possible support-value pairs (supports may be repeated) and the corresponding weights P d k |H k for each time step k. At the final time step k = κ, applying a multi-hypothesis test to the set of leaf nodes selects the leaf terminating the most probable route in the tree (most probable with respect the posterior distribution). This selection not only yields a current estimate of the support and values that belong to the leaf at the end of the route, but this route, itself, describes the most probable sequence of support-value pairs. Note, in our setting, the value component v k of the state has a static transition law, and thus the final estimate of v κ would be the more accurate that the estimates of v k , k < κ because they would not have benefited from the later observations. Let ρ 
is the initial node of this route. For example, for the selected route in Fig. 1 , which we refer to as the ith route, we have the following tuples for time steps k = 1, 2, and k = 3, respectively: ρ
3 ), and ρ (i) 3 = (e 1 , e 2 , e 3 ). Note that at time step k, the total number of possible routes is equal to |T k |. Let h (k) i be the hypothesis that at time step k, the ith route is the true route. If this hypothesis is true, then this
Additionally, let h (k) be the random variable representing the true hypothesis; h (k) takes values on set of all hypotheses h
Determining the terminal node of the probable route is done by ranking the possible routes with their track scores. Let o k be a tuple defined as o k = (y 1 , . . . , y k ). Then, given the tuple o κ = o, where o = (y (1) , . . . , y (κ) ), and the history H κ = {u (1) , y (1) , . . . , u (κ) , y (κ) } at time step κ, the track score S ρ (i) κ of the route i, represented by the tuple ρ
where f o κ ,h (κ) is the joint probability density function of o κ and h (κ) at time step κ. By expanding the function f o κ ,h (κ) , the value of S ρ
Note that all of the components in this expression can be computed using the equations presented in Section II-A. Looking at (5), one can conclude that S ρ
and the function t is defined as
Therefore, we can use S eq. ρ 
This alternative representation also provides a simple recursive calculation,
As mentioned earlier, when no approximation techniques are used, the number of possible routes increases exponentially as time evolves. To deal with this problem, most MHT implementations use a sliding window to designate when the decision making process begins. The sliding window heuristic limits the size of the hypothesis tree that must be maintained. Consider a sliding window of size w. After the first w time steps, a hypothesis test is performed, selecting the current leaf with the maximum track score. The route terminating with the selected leaf is then traced back w levels in the tree. The node at the base of this branch and all of its descendants are retained, while all other nodes and branches from time-step (k − w) onward are discarded. At every time step k ≥ w, a similar pruning of the tree is performed. The larger the sliding FIGURE 2. This illustration (adapted from [41] ) represents a possible hypothesis tree for a time-varying signal scenario. Identically labeled nodes indicate that the support has remained the same over the transition. A sliding window of size w = 2 is depicted and the pruning action has indicated that the maximum track score belongs to the route represented by the tuple (e 6 , e 2 , e 2 , e 1 ). Thus, the pruning is done as shown. This has reduced the computation for time step k + 1 by 50%.
window the better the chances of a correct association due to the increased information accumulated. Fig. 2 illustrates this process for an arbitrary time step.
The sliding window size must be balanced with the computational time and memory constraints. The maximum reduction in computation from our MHT based algorithm would be a sliding window of size one. Thus, a hypothesis test would be performed at every time step. One data-association technique that uses a sliding window of size one is JPDA (see [39] and [40] ). This is the basis for Algorithm 2, described next.
Algorithm 2: Consider the set T k defined in Section II-A. Looking at the tuples in this set, each of which is associated with a possible link, we can find multiple tuples that all share a similar ending node. For example, in Fig. 1 , there are 4 instances for node e 1 at time step k = 3. To cope with the computational volume we combine the posterior weights and distributions attached to different instances of an ending node. More specifically, at each time step k, instead of keeping all instances of a support candidate d ∈ s , we represent the candidate with only one approximate posterior weight valueP d k |H k (d|H k ) and one approximate posterior distribution functionf v k |d k ,H k (·|d, H k ). This will force each set T k for k = 1, 2, . . ., to have a fixed cardinality equal to the cardinality of the set s , i.e., |T k | = N s .
To pursue this, consider (3). Define α τ ,d,H k to be
Then, equation (3) simplifies to
This is the representation of a Gaussian mixture with weight values α τ ,d,H k and Gaussian components
at time step k, the mean µ d of this mixture will be equal to
Also, the covariance matrix C d of this mixture can be computed in the following way:
Now, we approximate the Gaussian mixture density function with a regular Gaussian density functionf v k |d k ,H k (·|d, H k ) that has the mean µ d and the covariance matrix C d . We apply this approximation to all the support candidates in s .
To further decrease the computation volume, we first compute P d k |H k (d|H k ) for all possible support values d ∈ s using (4). We then prune this probability function by keeping a certain number h of the weights with the highest probability values in P d k |H k and forcing the rest to be zero. Adjusting the nonzero values to sum to one will result in having an approximate probability functionP d k |H k to use as the prior at time step k + 1.
This means that at each time step, we will only have h initial nodes instead of N s nodes. Therefore, at time step k, instead of using N s q k Kalman filters for the scenario explained above, only hq Kalman filters are required to update the belief state. This will decrease the amount of computation significantly.
As mentioned earlier, the ideas used in Algorithm 2 are motivated by a target tracking data association heuristic algorithm known as JPDA. We refer the interested reader to [39] and [40] to learn more about this heuristic.
III. ROLLOUT
In both problems introduced in Section I, we want to make optimal decisions at each time step (based on appropriate criteria) by either selecting the measurement matrix A k or choosing the number of measurements l k , given the history H k . In Section II, we formulated these problems as POMDPs. In this section, we describe our solution approach based on an approximation method called rollout. Our description relies heavily on well established ideas and terminology from POMDP theory, which are readily available in [30] and [31] .
In principle, the solution to a POMDP problem is, at each time k, a mapping that takes the history H k and gives an VOLUME 1, 2013 optimal action from A. However, POMDP theory establishes that is suffices to find an optimal mapping π * k : B → A for k = 1, . . . , m, where B is the set of distributions over the state space S, and A is the actions space. If all actions are chosen using these optimal mappings, then at time k = m, the predefined objective function is optimized and the resulting optimal policy π * = {π * 1 , . . . , π * m } has been generated. We refer to the objective function as the expected cumulative cost. Given a policy π = {π 1 , . . . , π m } the expected cumulative cost is defined as
Subsequently, the optimal objective function value V π * m is achieved when π = π * in (6) .
By applying Bellman's principle to (6), the optimal objective function V π * m and the optimal policy π * can be characterized by the following two equations:
and
be the Q-value of taking action u at belief state b k . Combining (8) and (9), we can now view the optimal action at time k as
In other words, the optimal action can be found at any time step k by identifying the action with the minimum Q-value at belief state b k . The two summands in (9),
, are the immediate cost incurred (by u) and the expected cost-to-go (ECTG) at the belief state b k , respectively. This breakdown inspires a natural separation in action selection approaches, namely myopic and non-myopic. Myopic action selection only considers the immediate impact (cost) of the action u at belief state b k . These approximations yield a myopic policyπ which selects actions bŷ
In relation to the Q-values, the myopic policy can be viewed as replacing the ECTG with a fixed constant, which can be assumed to be zero without loss of generality. In contrast, non-myopic methods attempt to approximate the ECTG term of the Q-value. If the estimation of the ECTG is suitable, it will evince the impact of the current action on the future costs to be incurred. There are several approaches for Q-value approximation [43] . We choose to implement the rollout method.
Rollout replaces the optimal policy used in the ECTG with a so called base policy π base , creating the following Q-value approximation:
This approximation differentiates the effects of the actions not only at the current time step but over the future horizon, providing multi-step lookahead as opposed to the 1-step lookahead of the myopic policy. It should also be noted that the simulation results presented in the next section produced by rollout exploit receding horizon control, replacing the remaining horizon m − k with a fixed value ϑ. This ''artificial'' horizon is regarded as the rollout horizon; rollout defines a ϑ-lookahead policy.
The technical details justifying both receding horizon control and rollout can be found in [43] , but we provide the reader with a meaningful result which motivates the use of rollout. By ranking actions over time with their approximate Q-values, rollout produces a policyπ = {π 1 ,π 2 , . . . ,π m }, whereπ
The policyπ is guaranteed to perform at least as well as the base policy π base with respect to the objective function. In fact, it is common for rollout to out-perform its base policy. This is related to the fundamental relation of rollout to policy improvement (see [46] ).
The previous two approximations methods, rollout and receding horizon control, are used throughout the simulations in Section IV. However, in Section IV-D we apply an additional approximation when Algorithm 1 is employed for data association in the multiple target scenarios. This approximation further limits the amount of computation needed for the Q-value estimation, resembling completely observable rollout from [43] . Like completely observable rollout, we endeavour to reduce the computations in the simulations of the future via the reduction of the (simulated) belief state representations. Completely observable rollout accomplishes this by substituting a Dirac delta distribution for the belief states in the rollout approximation of the Q-value and thus applies a base policy which maps the underlying states to actions. This is an ''extreme'' approximation of the belief state, but it fairs well in certain situations where such base policies are readily available and easily computed. Our approximation is less drastic than that of completely observable rollout, but it still takes advantage of the knowledge of the underlying system state during the Monte Carlo simulations used for the Q-value approximations.
Recall Algorithm 1 and its hypothesis tree from Section II-B. Although expansion of the hypothesis tree is constrained by the choice of the sliding window size, a large portion of computation is still devoted to the prediction step. During the prediction step the tree must be extended to the next level of nodes representing all possible supports at the pending time step. Furthermore, after this expansion, a Kalman filter update computation is required for each new node in the tree. Upon the culmination of these calculations, the tree is immediately pruned. The pruning process results in a substantial portion of the new nodes being discarded and thus the associated calculations are inconsequential over the remaining time horizon of the scenario. The realization of the limited amount of time, from prediction to pruning, over which these computations are viable motivates our approximation of the belief state for the rollout simulations.
Our belief state reduction, inside rollout, eliminates the computations incurred by this cycle of prediction and pruning. This is accomplished by extending only the tree with nodes representing the best case, where the selected leaf is no longer necessarily the most probable leaf node, but actually represents the ''true'' support-value pair descending from the ''true'' route of the sample signal. This is a viable option within rollout since we can access these details for each sample signal in the Monte Carlo simulation. Given this knowledge and a window size of w, at each time step in the ϑ-step rollout horizon we identify the node representing the true route in the tree and trace the route back w − 1 time steps yielding the routes initial node. Then only the (w − 1)-generation leaves of the initial node are used in the prediction step, resulting in fewer new leaves and fewer Kalman filter updates. In fact, the new leaves are equivalently those which would have remained after the pruning step if the most probable leaf-node, i.e., the one selected by Algorithm 1, was the true representation of the sample signal. Therefore, we also eliminate the pruning step resulting in a further reduction of computation load.
This extended discussion on Q-value approximation shows that there are obvious trade-offs between myopic and nonmyopic policies. The clear benefit of myopic policies is the relatively simple computations of C k (b k , u) required for their greedy action choices, based solely on the immediate cost of an action at the current belief state. Often, this alone motivates the implementation of the myopic policy. Conversely, nonmyopic approaches must contend with the computational complexity originating from the inclusion of the ECTG term. In particular, rollout must compute the expected cumulative cost of the chosen base policy over ϑ − 1 time steps, and this computation is typically done using Monte Carlo sampling. However, given a scenario where the current action choice substantially impacts the future outlook, rollout provides a distinct advantage due to its lookahead property. The results in the following section empirically compare and contrast the greedy-type policies with rollout.
IV. SIMULATION RESULTS
In this section, we present numerical examples for our solutions to the problems introduced in Section I. To better demonstrate the value of adaptivity and in particular multistep lookahead policies, we consider several scenarios. The first simulation compares non-adaptive methods to adaptive methods, while the remaining simulations compare several adaptive techniques. Since each simulation contains a significant amount of details about its scenario, we briefly explain the goals and the results of running each simulation.
Our first simulation, Simulation 1, considers a very simple case of a steady state 1-sparse signal with a highly informative prior distribution on the location of the nonzero entry. We find solutions for Problem 1 and evaluate the performance of adaptive methods compared to non-adaptive methods. The results of this simulation indicate that even in such a simple scenario, the proposed adaptive methods perform better than the nonadaptive methods. However, multi-step lookahead does not provide a significant advantage over the 1-step lookahead because of the simplicity of the scenario.
In Simulation 2, an instance of Problem 1, there is a single moving target, i.e., a dynamic 1-sparse signal, that changes its location in an environment with occlusions. When the target occupies a position with an occlusion, the measurements are just noise samples. We assume a uniform prior distribution on the supports, which is less informative than the prior in Simulation 1. These results again show little-tono difference between the performance of 1-step and multistep lookahead policies. Even with the augmentation of the problem with occlusions and dynamics, multi-step lookahead does not amass extra useful information compared to the 1-step lookahead solution. This relates to the POMDP cost and action space definitions. The simulations based on Problem 2 explicate this further.
In Simulation 3, we use the same scenario as Simulation 2 but we consider solving Problem 2 instead, using a different POMDP action space and cost. Based on this cost, each method must decide between using more measurements or a reduction in support identification accuracy at each time step.
The results of this simulation shows a larger performance advantage for multi-step lookahead compared to 1-step lookahead.
Simulation 4 considers Problem 2 with two moving targets in a space with occlusions and assumes semi-informative prior distribution on the supports. Algorithms 1 and 2 from Section II-B are applied to maintain reduced computations for data association. Again, given the performance criterion and the action space of the problem, the multi-step lookahead outperforms the 1-step lookahead.
In Simulations 1 and 2, we use two libraries of waveforms to build the measurement matrices. The waveforms in each library build a Grassmannian line packing (see [47] and [48] ) in the space R N . These libraries share a common property which inspired their use in our simulations; For the given number of waveforms in each respective library, every pair of waveforms in that library achieves a maximum angular distance from one another. This means that the waveforms in each library ''slice'' the sparse signal space R N as equally as possible. Therefore, by using a fraction of these waveforms as rows of our measurement matrices, we are searching for the sparse signal in a subspace of R N in a semi-uniform manner.
In Simulations 3 and 4, we use a method that was originally introduced in [18] to construct the measurement matrix once the number of measurements is chosen at a particular time step. In this method, the function P d k |H k at time step k is used VOLUME 1, 2013 to determine the matrix entries for that time step. This method has also motivated us to implement a similar adaptive scheme in Simulation 2, referred to as the ''Bhattacharyya Distance'' policy, in which once we build the measurement matrix library from the Grassmannian line packing, we compute a ''characterizing'' function that specifies how the ''energy'' of the matrix is distributed along its columns. We then choose the matrix whose energy function has the minimum Bhattacharyya distance to P d k |H k at time step k as the measurement matrix.
A. SIMULATION 1: 1-SPARSE STATIC SIGNAL (PROBLEM 1)
In this simulation, we consider a simple static scenario. We assume that the signal x k is 1-sparse in R 75 and that its nonzero entry stays in the same location at all times. We further assume a specific prior distribution on the support of x k . The probability mass function (pmf) P d 0 corresponding to this prior is shown in Fig. 3 . This prior indicates the nonzero entry of the signal is located somewhere in the first 16 indices of the signal. This simulation utilizes 100 signal samples and we rerun the experiment 50 times for each sample. Each signal sample is created by drawing a sample from the prior pmf P d 0 for the locations of the target and then drawing samples from a N (0, σ 2 ) distribution for the amplitudes. We consider an instance of Problem 1 in this simulation where the number l k of measurements per step is set to one, and the total time steps (total number of measurements) is m = 8. We compare five different (three non-adaptive and two adaptive) methods:
1. Random: In this method, A k is a matrix where all its (l k ×N ) entries are i.i.d. samples from a Gaussian distribution N (0, 1/N ). We also normalize the rows of each matrix A k .
2. Limited Random: Knowing the prior P d 0 , when assembling rows of the measurement matrix A k , we divide each measurement row A k (i) into two parts: the first part is a 16-dimensional vector, and the second part is a 59-dimensional vector. We fill the first 16 entries with i.i.d. random Gaussian samples and normalize the resulting vector to have norm one. We fill the second part with zeros. This policy relies on knowing the support of the prior, in contrast to the first policy, which does not exploit this information. This policy is to explore the benefits of using a predefined library of vectors that are known to be ''good,'' in contrast to random vectors.
3. Random from Library: Similar to Limited Random, each row of the measurement matrix A k is broken into two parts, where the second part is a 59-dimensional vector of zeros. However, the first part of the rows are chosen randomly from a static library of 50 measurement vectors that together, constitute a Grassmannian line packing (see [47] and [48] ) in R 16 .
Greedy:
In this approach, we also break the measurement rows into two parts like methods 2 and 3 and we determine the first 16-dimensional part of the vector. We set the decision-making horizon to 1, i.e., at each time step k, we choose the best vector from the Grassmannian library that minimizes the 1-step ahead belief cost C k (b k , u k ). Therefore the actions are chosen in a greedy manner.
Rollout:
This policy is based on the rollout method in Section III, in which at each time step and for each action candidate from the Grassmannian library, the Q-value is approximated over a four step rollout horizon. The estimated Q-value, for each candidate action, is the average of 50 (four step) Q-value samples. The action with the minimum Q-value approximation is selected. The base policy for Rollout is the Random from Library method. Fig. 4(a) shows the performance of the five methods introduced above. The metric used in this figure for comparing these methods is the posterior probability of the true support after m = 8 measurements, i.e., the value of
where d T is the true location of the nonzero entry of the signal. We have shown the performance of these methods for different values of signal-to-noise-ratio (SNR), which is defined as SNR = σ 2 /σ 2 w . This figure shows that variations of POMDP, i.e., Greedy and Rollout, perform similar to each other in this simple static scenario, but both perform better than the three non-adaptive methods at moderate and high SNR. At low SNR all methods perform similarly.
A second experiment is run to see, on average, how many more measurements Random and Limited Random require in order to reach the performance of Greedy when the same metric,
, is used for comparison. Fig. 4(b) shows the results for different values of SNR. The number of measurements for Greedy is set to m = 8 for all SNRs. The plots suggest that in this simple static scenario with the particular prior used, simply knowing that the true support lies within the first 16 indices provides significant performance gains over the random scheme. Moreover, adaptation only provides marginal gains over methods that exploit the highly informative prior.
We anticipate similar conclusions in the context of Problem 2. That is, due to the simple and static nature of the problem, multi-step lookahead does not offer much advantage over the single-step lookahead. Also, we anticipate that adaptivity would again offer minimal gain over the Limited Random method, which exploits the highly informative prior used in this scenario.
B. SIMULATION 2: 1-SPARSE TIME-VARYING SIGNAL (PROBLEM 1 WITH OCCLUSIONS)
We consider a 1-sparse dynamic signal in R 20 for this simulation. Differing from Simulation 1, we assume a uniform prior for P d 0 and the presence of occlusions in certain areas. When the signal support corresponds to occluded locations, the received observations are simply noise samples, i.e., y k = w k . The occlusions for Simulation 2 are located at indices 5, 6, 11, and 12. The movement of the target is modeled by the transition law shown in Fig. 5 . The initial position of the true target is located at the second index and the target moves one position to the right until reaching index 20. At this point, the target begins shifting in the reverse direction back to position one, where the target will again reverse its direction of movement. The horizon of Simulation 2 is 40 time steps, so the target will reverse direction twice. Furthermore, the target will be occluded at times k = {4, 5, 10, 11, 27, 28, 33, 34}. Finally, we set SNR = 14 (dB) and run the experiment 36 times for both the Greedy and Rollout and 300 times for the both the Random from Library and the Bhattacharyya Distance algorithms that we define below. Similar to Simulation 1, the scenario of interest is based on Problem 1 where l k = 5. The policies compared in this set of simulations consists of one non-adaptive and three adaptive schemes. The action selection is again among a set of measurement matrices. To build this set, we first import a Grassmannian packing consisting of 16 vectors in R 16 . The 16 vectors that build this Grassmannian packing are then combined into different sets consisting of five vectors. Note that we are considering every possible combination (without repeats) of 5 vectors among 16 vectors, resulting in 4368 sets of vectors. Using the vectors in each set, we build a (5 × 16) matrix. These matrices are then augmented by inserting four columns of zeros in the respective occlusion positions. These 4368 matrices now comprise the library of compressive measurement matrices.
Due to this large action space we developed a heuristic to restrict the set of possible actions based on the prior distribution on the support at each time step. The restricted sets of actions are generated in advance by a clustering algorithm know as K-medoids (see [49] ). To begin the clustering process, we form a power-vector to accompany each matrix in the library. These power-vectors help us ''classify'' the matrices. The power-vector φ A of a matrix A is a (20 × 1) vector where its jth component φ A (j) is defined as
where A(i)(j) is the entry of the matrix A located at its ith row and its jth column. These power-vectors portray how the power of the matrix is ''distributed'' over its different columns and resemble probability mass functions. The matrix library is then sorted into 400 clusters by the K -medoids algorithm, using the Bhattacharyya distance to classify the measurement matrices via their corresponding power-vectors. Once the power-vectors, and thus the matrices, are classified, each cluster contains a medoid as a representative member. During the simulations (online), the available actions at time step k are identified as the cluster A G (k) , whose medoid achieves the minimum Bhattacharyya distance to
where T is the transition probability matrix associated with Fig. 5 . These action restrictions are implemented for the adaptive methods described below. 
Random from Library:
This is the only non-adaptive scheme considered in Simulation 2. It does not abide by the action restrictions of available measurement matrices. Simply, a single measurement matrix is chosen from the library of 4368 matrices at random.
Bhattacharyya Distance:
This is an adaptive heuristic inspired by the findings in [18] where the measurement should resemble the prior. This is really an extension of the sorting procedure used for clustering measurement matrix library A G (k) . Once the closest medoid of the 400 groups is identified, the Bhattacharyya distance is again used to rank the measurement matrices in the minimum medoid's cluster. The action selected is the measurement matrix with the minimum distance from its power-vector to the predicted support distribution P.
3. Greedy: This action selection process is based single step decision-making horizon. Greedy, as with the Bhattacharyya distance, only considers the available actions based on the medoid selection. At each time step k, the best matrix is chosen from the restricted measurement matrix library A G (k) minimizing the one-step ahead belief cost.
Rollout:
This solution method selects an action, u k ∈ A G (k) that minimizes the 3-step lookahead Q-value approximation. The base policy used in this approximation is the Bhattacharyya Distance (method 2). Fig. 6 shows the performance of each method described above over 40 time steps. As expected, the three adaptive methods outperform the non-adaptive method (except in select occlusion areas). However, Greedy and Rollout perform similarly. This simulation shows an example of a case where the multi-step lookahead approach is not gaining extra information compared to the myopic method. 36 to 40. For simplicity, we consider the case where the target starts in location 2 and moves one location to the right at each time step. This means that over the duration of m = 10 time steps, the target will be behind occlusion points from time step 5 to 9. We set γ used in (1) to 300 and we set SNR = 2.5 (dB). Finally, in this simulation, we use one signal sample and repeat the experiment 50 times. We consider this scenario in the context of Problem 2. Here, we adaptively select the number of measurements taken at each time step. We set l max = 65, meaning at most 65 measurements are requested per time step. After the number of measurements l k is determined, we use a fixed scheme to design the measurement matrix A k . The following describes the scheme used in this simulation: At each time k the jth entry of the measurement row A k (i), i.e., A k (i)(j), is generated in the following way:
where the value
is then normalized. The idea of using the function P d k |H k to create row entries in the measurement matrix A k comes from [18] , one of the early works in adaptive design (1-step) of compressive measurement matrices.
In this simulation, we consider three methods of action selection:
1. Greedy: The best number of measurements which minimizes the 1-step lookahead POMDP belief cost.
2. Smart: A specific number of measurements l k ≤ l max is selected using the following rule: where α is the fraction of P d k |H k at time step k that belongs to occlusion points. This policy suggests that when α implies the target is somewhere far from the occlusion points with high probability, a fair (but not exorbitant) number of measurements is used. When the target approaches the occlusion points, the number of measurements is increased to achieve an accurate estimate of the target location before it ''disappears.'' Once the target is occluded, there is no point in making any more measurements until the target becomes visible again.
This is a 3-step lookahead solution method. Rollout chooses the action that minimizes the total (approximate) cost incurred over three consecutive time steps. For this method, the Smart policy is the base policy of Rollout. In each run, 150 Rollout trajectories are averaged to estimate the Q-value of each action candidate. Fig. 7(a) shows the expected cumulative cost of the above three methods. This figure shows that the Rollout method outperforms the Greedy method, and demonstrates the value of multi-step lookahead. Moreover, it is interesting to see that both Greedy and Smart methods perform similarly while the amount of computation required for the Smart policy is much less than that of the Greedy policy.
We have also plotted the posterior probability of true support, i.e., Fig. 7(b) . This figure clearly captures the ability of each method tracking the moving target. When the target is outside the occlusion area, Rollout improves the ability to detect the target location better than the other two methods over time.
D. SIMULATION 4: 2-SPARSE TIME-VARYING SIGNAL (PROBLEM 2 WITH OCCLUSIONS)
Now, we consider a more general setting in which there are multiple moving targets, i.e., a dynamic s-sparse signal.
To keep the amount of computation low, we make several simplifying assumptions. First, we only consider s = 2 targets that are moving in R 20 . Note that even for this case, there are N s = 400 possibilities for the support d k at each time step. Second, we consider an initial distribution where only 25% of its entries are nonzero with equal values. This prior distribution suggests that the first target is located at one of the locations 1, 2, or 3 and the second target is located either at location 19 or 20. We let σ 2 w = 1, and consider the strength values 1.7 and −1.5 for the first and second target, respectively, which means that SNR = 4 dB. Targets 1 and 2 are initially located at positions 1 and 19, and as time evolves they move towards each other one index at a time. The transition law that describes the movement of each of these targets is the same transition law that was used in Simulation 3 and shown in Fig. 5 . Note that these targets move independently from each other. Finally, we consider five occlusion points located at positions 4, 5, 8, 12, and 13.
Our simulation runs for 10 time steps. During this time, the two targets temporarily coincide as well as occupy occluded locations. Table 1 summarizes the position of each target at each time step. This table indicates those time steps in which an occlusion occurs by a '' * '' sign next to the position of the target. Based on this table, we expect to see a drop in the performance of all the methods at time steps 3, 4, 6, and in particular 7 (where both targets are occluded). Moreover, at time step 9, when the two targets reach the location 10, the strength value is equal to the sum of the strength values of the two targets. This means that at time k = 9, the measurements collected are from a 1-sparse signal with the strength value VOLUME 1, 2013 1.7 − 1.5 = 0.2. Thus, the SNR value drops to −14 dB and dip in performance is expected for all methods.
Similar to the previous simulations, the performance is compared across four approaches in this simulation:
1. Fixed: This is a non-adaptive method, where a fixed value of 30 measurements are taken at each time step.
2. Smart: This method is similar to the Smart method in Simulation 3 but with two differences: a) The method has been modified to work for 2 targets, and b) The number of measurements for the different cases in (10) changes from 0, 5, 15, 45, 35, and 25 to 5, 10, 20, 55, 40, and 30, respectively.
3. Greedy: Similar to the myopic methods in previous simulations, this is the 1-step lookahead solution.
Rollout:
This method is the 3-step lookahead method with Smart, introduced here, as the base policy.
To estimate the expected cost in both Greedy and Rollout, we generate 25 samples from the belief state at each time step and we repeat the experiment for each trajectory 20 times.
In all of the techniques introduced, once the number of measurements l k is selected at each time step, we build the measurement matrix the same as in Simulation 3. Moreover, the maximum number of measurements allowed at each time step is l max = 65 and we set γ to be equal to 293. The values shown in the results here are the average values taken over 36 rounds of simulation.
As mentioned in Section II-B, we implement two heuristics, Algorithms 1 and 2, to decrease the amount of computation. In one experiment, Algorithm 1 limits the belief state distribution expansion by maintaining a hypothesis tree with a sliding window of size w = 4, resulting in approximately 6000 Kalman filters per time step, after the time step k = 4 (and significantly more before this first pruning action). This is clearly more Kalman filter computations than Algorithm 2, but yields in a higher probability of support identification. In a separate simulation, Algorithm 2 approximates the conditional posterior distribution of the support P d k |H k with a distributionP d k |H k that contains only 90 nonzero entries for k > 1. Therefore, at any point in our simulation (after the first time step), the belief state update requires only 90 Kalman filters.
Figs. 8 and 9 show the results from running this simulation when Algorithms 1 and 2 are used, respectively. In both set of results, similar to Simulation 3, Rollout has the best performance among all the methods. Also, notice the performance drop of all methods, as expected, in the occlusion and the low SNR areas shown in Table 1 .
V. CONCLUSION
In this paper, we studied the problem of adaptively determining compressive measurements for estimating supports of time-varying sparse signals in the context of multi-target tracking. We formulated this problem as a POMDP and used the rollout method to find an approximate solution. We provided several simulations that consider different scenarios for both single moving target (1-sparse) and multiple moving targets (s-sparse). The simulation results indicate that the adaptive techniques have a perform better than the non-adaptive (traditional) designs. Moreover, when comparing the myopic vs. non-myopic variations, the scenario specifications and the POMDP cost play a major role in their relative performance. For example, when we consider occlusion areas in the setting and the goal is to minimize the total number of measurements, the non-myopic design has the best performance. On the contrary, in cases where neither of these conditions hold, there is no difference between the performance of myopic and nonmyopic designs and using the latter design only increases the computation cost. 
