Abstract: The use of mixture of Gaussians (MoGs) for noisy and overcomplete independent component analysis (ICA) when the source distributions are very sparse is explored. The sparsity model can often be justified if an appropriate transform, such as the modified discrete cosine transform, is used. Given the sparsity assumption, a number of simplifying approximations are introduced to the observation density that avoid the exponential growth of mixture components. An efficient clustering algorithm is derived whose complexity grows linearly with the number of sources and it is shown that it is capable of performing reasonable separation.
Introduction
Independent component analysis (ICA) is a framework for separating out a mixture x 2 R m of independent sources s 2 R n with little or no prior information other than the nonGaussianity of the source distributions. If the number of sources is equal to the number of mixtures the problem is one of identifying the mixing matrix A and the source estimates are simplyŝ s ¼ A À1 x: One popular approach is to build a probability density model for the observed data with the associated independence constraints. Model estimation can then be done using simple learning algorithms based upon the maximum likelihood (ML) principle [1] .
When extending this principle to the case where the number of sources n is greater than the number of sensors m, and the inclusion of additive noise, neither the estimation of A, nor even the estimation of s given A are straightforward. One solution, introduced in [2] , is to model the source distributions as mixtures of Gaussians (MoGs). The resulting observation density is then also a MoG, even in the presence of additive (Gaussian) noise. The beauty of this model is that the maximum likelihood solution can be determined using the expectation maximisation (EM) algorithm [3] .
Unfortunately the number of mixtures in the observation density grows exponentially with the number of sources. Thus, even for a simple distribution model and a modest number of sources the algorithm will become intractable. Approximations using either variational learning [4] or Monte Carlo Markov chain or (MCMC) methods [5] have previously been introduced to overcome this problem. Here we introduce an additional assumption that the source distributions are sparse in a similar manner to [6] . Sparse data representations have been popular for a long time in the coding community since they provide good coding efficiency. Using this assumption we approximate the observation density by a truncation of the mixture model. The accuracy of this is a function of source sparsity and allows us to define different levels of approximation. We concentrate on the crudest level of approximation where a simple clustering algorithm is obtained whose complexity is linear in the number of sources. Furthermore, in this case, it is possible to replace part of the EM estimation step by a conditional maximisation that has effectively integrated out the source variables in a similar manner to the mixtures of principal component analysers (MPCA) algorithm of Tipping and Bishop [7] . The resulting algorithm falls into the category of alternating expectation conditional maximisation (AECM) algorithms [8] and exhibits improved convergence.
Finally, we include a discussion on potential extensions of this work, and in particular, to deal with complex data which is important in real-world audio signal separation [9] .
2 Overcomplete ICA Our model for noisy overcomplete ICA is as follows:
where A is an m Â n matrix, with n > m; x t is the observation vector, s t is the independent source vector and e t is Gaussian noise with covariance J. Furthermore, in this paper, we will assume that the source distributions have zero mean and are sparse (we will discuss this in more detail in Section 4). To obtain the ML estimates for A and J we must marginalise over the unknown source values:
As noted in [10] , this integral is in general analytically intractable. A number of ways forward have been proposed. Lewicki and Sejnowski [11] used the Laplace approximation for the integral which resulted in a gradient based update for learning A similar to the case of equal numbers of sources and sensors. The source distributions were fixed a priori and assumed to be Laplacian distributed. This assumption means that estimating s t can be achieved using linear programming [11] which was required at each iterate. The Laplace approximation was further examined by Bermond and Cardoso in [10] .
Recently, Girolami [12] introduced an EM algorithm with auxiliary variational parameters to approximate the case of Laplacian source distributions. This provides a lower bound on Pðx j A; JÞ that is solvable using EM. In this framework an update for the noise covariance can also be estimated.
Hyvarinen [13] questioned whether we need to use the marginal distribution at all and proposed maximising the joint Pðx; s j A; JÞ with respect to A and s. This will introduce some bias into the estimates, however, if the sources are highly separable the bias should be small.
Finally, a very flexible structure was introduced by Moulines et al. [2] of using a MoG model for ICA. This was also extensively studied by Attias [4] under the name of independent factor analysis (IFA). The MoG approach offers an exact solution to the overcomplete problem as well as providing a mechanism for learning the source distributions and noise covariance. However, as we shall see, this approach is not without its problems. We will discuss the MoG approach to ICA in detail in the next Section.
Mixture of Gaussians model
One way to approximate a nonGaussian distribution is to use a mixture of Gaussians. We can then write the distribution for the ith source as a pth order MoG (we consider only zero mean MoGs, however, this is not a general restriction of the MoG formulation):
For convenience we introduce an indexing variable qðtÞ ¼ ½q 1 ðtÞ; . . . ; q n ðtÞ where each q k ðtÞ can take a discrete value from 1 to p and represents the state of the mixture for the kth source at time t. The beauty of the MoG model is that, given q(t), the likelihood for x t is Gaussian:
Pðx j A; J; qÞ ¼ Z N e ðx À As; JÞ Y n i¼1 N s ðiÞ 0;
where a i is the ith column of A.
Marginalising out the index variable q(t) we get the following expression for the observation density function:
It is clear that the observation density is also a MoG, albeit with a constrained set of parameters. Using this structure it is possible to derive an EM algorithm to iteratively maximise Pðx j A; J; ; oÞ [2, 4] . The key steps are indicated in Table 1 .
The expectations are all taken with respect to the densities evaluated in the E-step, as indicated. Furthermore each of the optimisations in the M-step is analytically tractable.
Once the system parameters have been estimated the sources can be recovered using either maximum a posteriori (MAP) estimates or minimum mean squared error (MMSE) estimates conditional on A, etc. In the simulations below we will always use MMSE estimates. For full details of the EM procedure and the source recovery the reader is referred to [4] .
Algorithmic complexity
Unfortunately from (5) we see that the number of Gaussians is p n ; so even for a small number of sources and a minimal mixture order this approach becomes impractical ðe:g: n ¼ 10; p ¼ 2 ! p n ¼ 1024Þ: One way to reduce complexity is to approximate the likelihood by another function that is less complex to solve. This is the idea behind the variational learning proposed by Attias [4] , where the conditional density for the hidden variables is replaced by a simpler function with a factorial form. Another approach due to Olshausen and Millman [5] is to use a Monte Carlo learning mechanism. Below we will adopt yet another approach: one of writing the observed density model (5) as a summation of Gaussians with decaying weights. Truncating this sum at any point gives us a pseudo-likelihood that approximates the true one. We will see that this is particularly useful if we can adopt a sparse source representation.
Sparse signal representations
Most previous work on overcomplete ICA assumes the source distributions are sparse in some sense (with the exception of discrete sources, e g. [14] ). By sparsity we mean that most of the source data coefficients do not differ significantly from zero. Common statistical models for sparsity are minimum L 0 or L 1 norms [15, 16] , Laplacian distributions [11, 17] (equivalent to minimum L 1 ) or twostate Gaussian mixture models [5, 18] . For example Lee et al. [17] used the fact that the time sample distribution of speech is well approximated by a Laplacian distribution in their ICA algorithm.
Sparsity is good in ICA for two reasons. First, as noted by Cardoso in [19] , the statistical accuracy with which the mixing matrix A can be estimated is a function of how non-Gaussian the source distributions are. Thus, roughly speaking, the sparser the sources are the less data is needed to estimate A. Secondly the quality of the source estimates, given A, is also better for sparser sources [6] .
Although ICA performance is better for sparse data, this in itself does not help us if the source data is not sparse. Fortunately many natural signals are sparse when represented in the appropriate manner. Indeed the coding community has researched many linear transforms that make audio, image and video data sparse, such as the discrete cosine transform (DCT), the Fourier transform, the wavelet transform and their derivatives [16] . From a coding perspective sparse representations provide better compression using scalar quantisation [20] .
From a source separation perspective it is straightforward to incorporate such transforms into the ICA model. Following [6] , if we transform the signals to a sparse representation using the linear transform c ðiÞ ¼ Ms ðiÞ then the ICA model in (1) becomes the following equivalent ICA problem in the transform domain: A popular coding transform for audio that we will use in the simulations below is the modified discrete cosine transform (MDCT) [16] . This is an orthogonal, real-valued lapped transform that is well suited for coding tonal-like signals such as music and is used in most current audio coding protocols [21] .
To see the effect of the MDCT on the audio signals we can look at the distributions of an audio sample in both the time domain and the MDCT domain. While the time domain samples are modestly sparse (i.e. well approximated as Laplacian) the signal is extremely sparse in the MDCT domain. Figure 1 shows the histograms for both the time domain and the MDCT domain. Below this are plots of the Laplacian distribution (fitted to the time domain) and the two-state MoG model (fitted to the MDCT data) which we will use in the next section. Note, since the MDCT is an orthogonal transform, both these distributions have the same variance. The difference in sparsity is quite dramatic.
Sparse MoG approximation
Assuming that we can find some sparse representation for our source signals, we can make some strong simplifying approximations to the MoG model. We defined a distribution as sparse if most of the probability mass lies close to zero. In terms of a MoG model we can approximate a sparse distribution with a dominant 'off' state associated with a Gaussian with a very small variance. Furthermore since this Gaussian will account for most of the probability mass, in terms of (3) we will have: o i;1 ) o i;k when k 6 ¼ 1 and 2 i;1 % 0: Looking at (5), we see that in the observation mixture each Gaussian has weights that are the product of n individual source mixture weights. Indeed, if we assume Pð'on'Þ $ OðÞ the observation likelihood has mixture weights of order O(1), OðÞ; Oð 2 Þ; . . .. These are in turn associated with none, one, two, etc. sources being in the 'on' state at any particular time. Thus when P(s) is sparse (and is small) the contribution to the observation likelihood of most of the Gaussian elements will be very small. We therefore propose truncating number of Gaussians and only retaining those with a reasonable size weights. Learning can be achieved using the EM algorithm given above but with a pruned set of admissible index variables. Indeed, it should be noted that the resulting model is still a completely legitimate component model. However, we have in part replaced the independence assumption by one of mutual exclusivity. In other words only a fraction of the sources are allowed to be on simultaneously.
Below we will only consider the simplest form of this sparse MoG approximation. One where the sources are modelled by two-state MoGs and only one source is allowed to be active at any given time.
Two-state sparse source distribution
We now concentrate on the simplest possible sparse MoG model. That is a two-state mixture. The first state is effectively the 'off' state and is assumed to have a variance well below the observation noise and we therefore set i;1 ¼ 0: The second state is the 'on' state and represents large coefficients. As most of the probability mass is in the 'off' state we have P i ð'on'Þ ¼ o i;2 $ OðÞ:
While such a source model might be considered over simplistic it has sufficient complexity to capture the salient features for very sparse data. Indeed two-state mixture models have been used very successfully by Olshausen and Millman [5] to estimate overcomplete bases for images and for modelling sparsity in wavelet decompositions [18] .
Two-state 'winner-takes-all' approximation
Applying the two-state source model to the ICA problem means that the full MoG observation model will have 2 n Gaussian elements. The crudest possible truncation of this mixture is to only retain Gaussian elements with weights of OðÞ: That is to only allow one source to be 'on' at any given time. This 'winner-takes-all' (WTA) approximation gives us the following pseudo-likelihood which is a MoG with only n þ 1 Gaussians:
where k are the weights for the observation mixtures.
Recall that we have set the 'off' variances to zero (since they were assumed much smaller than j J j). Furthermore Table 2 : AECM algorithm for maximising (7) 1st E-step each 'on' state for a source is only associated with one Gaussian. As such we no longer need to calculate the 'on' variance parameters as these become absorbed into A by the standard ICA scale ambiguity. Note this is not quite the same as using a fixed prior distribution (as in the Lewicki and Sejnowski algorithm [11] since each source still has a single nuisance parameter governing the probability of the 'on' state, which in turn gives us some measure of sparsity.
The EM algorithm for the mixture model in (7) is essentially a simple clustering algorithm with a complexity that grows linearly with respect to the number of sources. It can be implemented in exactly the same manner as the full MoG model (Table 1 ) with a restricted set of allowable indices. However, given the simplicity of (7), we are also able to make a further algorithmic improvement that speeds up convergence using an extension of EM called alternating expectation conditional maximisation (AECM) [22] .
It is well known that the convergence rate for EM depends on the proportion of missing information in the prescribed EM framework [22] . In the case in point we have a high proportion of missing data: both the index variables q(t) and the source signals s ðiÞ t : This can lead to painfully slow convergence in a similar manner to ordinary factor analysis [16] .
One solution is to explicitly integrate out missing data wherever possible. Here, because the columns of A occur only within a single mixture, we are able to maximise the conditional complete data likelihood Pðx j q; A; JÞ directly, without augmenting the problem with the source variables s t : However to estimate J the source missing data is still required. This is an ACEM algorithm [8] which shares the monotonic convergence properties of EM but tends to have faster convergence (see [8, 22] for details). Table 2 describes the proposed AECM algorithm.
The key difference between this and the previous algorithm is in optimising A. This can be performed directly by eigenvalue decomposition as follows. The expectation can be written as EflogPðxjq;A;JÞjP P q ¼kg¼ À 1 2 S tP P q ðt;kÞx
where byP P q ðt;kÞ we mean the probability that q t ¼k: If J is ! I then the a k that maximises (8) is the eigenvector associated with the largest eigenvalue of the covariance matrix:
This property is shown and used by Tipping and Bishop in their EM algorithm for a mixture of principal component analysers (MPCA) [7] . Given that at any stage there is always an estimate for J we can transform x to a new observation spacex x ¼ L À1 x where L is the Cholesky decomposition of J ¼ LL T ; thus making the additive noise covariance forx x isotropic.
Although this AECM algorithm is slightly more complex per iterate than the direct EM algorithm we have found it to be considerably faster and more robust in practice.
Simulations
Speech is a good example of signals that can be sparsely represented in the MDCT domain. To demonstrate our The original sources along with the observation mixtures are plotted in Fig. 2 . To transform the signals into a sparse representation the MDCT transform was used with a frame size of 1024 samples (64 m). For comparison Fig. 3 shows the MDCT coefficients for the same signals.
The increased sparsity can also be seen in the scatter plots of the data for both the time domain samples and the MDCT domain coefficients. These are shown in Fig. 4 . The sparsity in the scatter plot for the MDCT domain makes the mixing directions clearly identifiable (A can be easily estimated by eye). Given these sparse mixtures we then ran the algorithms for the full MoG model (5) and the sparse WTA approximation (7) on the data. In both cases the sources were modelled by a two-state MoG with the variance of the 'off' state set to zero and the variance of the 'on' state set to one. Both algorithms were run until they had converged. The resulting mixture models are displayed graphically in Fig. 5 and Fig. 6 respectively. Below each Gaussian is the value of its associated weighting within the MoG.
Although the source model has minimal complexity it still requires twice as many Gaussians to model the data. Yet it is clear from the individual weights for the full model that the last four Gaussians contribute very little to the MoG density (only accounting for 1% of the total probability mass). The dominant four Gaussians are associated with either all sources 'off' (first Gaussian) or only one source in the 'on' state. Thus the dominant Gaussians are fully captured by the winner takes all (WTA) approximation. Indeed we can see that the WTA algorithm has learnt a very similar set of Gaussians and weights. Note that the WTA approximation tends to have a slightly high noise estimate due to the lack of the other four Gaussians. With both the full MoG model and the WTA approximation the correct directions of the mixing matrix are identified.
To reconstruct the source estimates we used MMSE estimators conditional on the learnt parameters. For the WTA approximation there were two options. We could either estimate the sources for the constrained model in (7) or produce a full reconstruction by substituting the learnt parameters, A, J, o ij into the full mixture model with the obvious additional computation (the cost of a single full MoG iteration). We applied both methods to the speech data and compared the sources to the full MoG model as well as the Lewicki algorithm [11] . Plots of the WTA source estimates and their errors are shown in Fig. 7 . The resulting Fig. 7 Time sample plots for three speech signal estimates using the winner takes all approximation (top three) and their estimation errors (bottom three) Fig. 6 Plots showing the four Gaussians (one standard deviation contour) resulting from the winner takes all approximation with associated weights for each listed below signal to noise ratios (SNR) for all methods are given in Table 3 .
In all cases the separated speech signals were comprehensible, though not perfectly recovered. From the SNR results it is clear that the WTA algorithm performs slightly worse than the full MoG model (1 dB on average), though when the WTA is used with a full reconstruction the results are as good.
Interestingly none of the MoG solutions here performed as well as the Lewicki algorithm. This is because the MoG formulation assumes the presence of noise and because the two-state source priors are quite severe. This results in small MDCT coefficients being modelled as noise and hence suppressed.
To validate this assertion we repeated the experiment with the addition of a small amount of additive Gaussian noise with a variance of 0.25. The SNR results for the noisy source separation are shown in Table 4 and we see that now the MoG models have the highest SNR. Notice that now there is very little difference between any of the MoG based solutions. They all also estimated the noise covariance to be about [0.3, 0; 0, 0.3]; a slight overestimate. This implies that the WTA approximation is particularly suitable for noisy overcomplete mixtures. The Lewicki algorithm, which does not model the noise, performs significantly worse in the noisy environment (1 -4 dB worse than the MoG solutions).
Finally we compare the convergence rates for the EM algorithm with our proposed accelerated AECM algorithm (Table 2) . Applying both algorithms to the WTA approximation for the noiseless speech data, Fig. 8 shows the rate of convergence for the mixing coefficients. In both cases the algorithms converged to the same solution (ignoring a sign ambiguity).
As noted in Section 5.2 the EM algorithm has a large quantity of missing data thus we can expect its convergence to be slow (indeed Bermond and Cardoso [10] have shown that the EM algorithm tends to a small gradient step in the low noise limit). This is confirmed in practice since even after 200 iterations the EM algorithm has not fully converged. In contrast to this the AECM algorithm converges extremely rapidly (here, in about 10 iterations).
Discussion
We have presented an approximation scheme for dealing with the exponential growth in complexity that occurs when formulating overcomplete ICA within a MoG framework. This is appropriate when the source distributions are sparse and most of the MoG states have a low probability of occurrence. We have concentrated on the simplest possible two-state MoG source representation that results in an algorithm with linear complexity that converges faster than previously proposed gradient-based methods. It is surprising that such a simple source model can be successfully used to separate out overcomplete mixtures.
In future, it would be interesting to adapt this framework to deal with the delays and convolutions present in realworld audio mixtures. In such circumstances it is preferable to transform into the frequency domain [9] since, first, convolutive mixing becomes complex multiplication. Second, sources tend to be significantly sparser than in the time domain. In the framework presented here it should be straightforward to replace the mixtures of real-valued Gaussians for mixtures of complex Gaussians. The update algorithms (of both algorithms) will remain the same with transpose replaced by conjugate transpose. We also note that such complex source priors will be naturally phase invariant, which is generally desirable [9] .
Another possible avenue of research would be to incorporate order selection within this framework, either for the individual source MoGs or more interestingly to identify varying numbers of sources. Fig. 8 Estimates of absolute value of mixing coefficients against iteration number, using full EM algorithm (--) and ACEM (-)
