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1 Introduction
Pricing and hedging of contingent claims are the crucial computations done within
every model in mathematical finance. For European-type claims, this amounts to the
computation of the expected value of a functional of the (discounted) price process
under some martingale measure. (Partial) Hedging portfolios are then constructed
via appropriate derivatives, so-called Greeks, of those expected values with respect
to model parameters or to the prices. Let us denote the (discounted) price process at
time T , a vector in Rn, by XT . We can roughly distinguish three cases of complexity
for the mentioned computations:
1. The probability distribution of XT is analytically known.
2. The characteristic function of XT is analytically known.
3. The local characteristics of XT are analytically known.
In the first case, a numerical quadrature algorithm is sufficient for the efficient
computation of the contingent claim’s price E[φ(XT )], where φ denotes some payoff
function.
In the second case, variants of Plancherel’s theorem are applied in order to evaluate
the price functional E[φ(XT )], for instance
E
[
φ(XT )
] =
∫
Rn
φ̂(u)E
[
exp
(
i〈u,XT 〉
)]
du,
where φ̂ denotes the Fourier transform of the function φ. Remark that often modi-
fications of the original payoff function are used to make the Fourier methodology
applicable. This is numerically efficient, even though its implementation, in particu-
lar the complex integration, can take some time (see e.g. [3]). Also there are different
levels of what it means to “know analytically” the characteristic function of XT . In
affine models, for example, one might need to solve a high-dimensional Riccati equa-
tion for each u ∈ Rn to calculate the characteristic function u → E[exp(i〈u,XT 〉)].
In this case, “analytic knowledge” involves some precalculations, which also have to
be performed efficiently.
The third case is characterized by the use of Monte Carlo methods: one samples
from the (unknown) distribution of XT by generating, for instance through Euler
schemes, approximate distributions for XT . This procedure is very robust, but takes a
considerable amount of time. Moreover, the convergence of the Euler scheme requires
certain regularity assumptions on the characteristics, e.g. (local) Lipschitz-continuity.
In this article, we should like to add a fourth case which—in the previous order—
would correspond to case 1 12 . We can describe a class of Markov processes, called
“polynomial processes,” which have the property that the expected value of any poly-
nomial of the random variables Xt , t ≥ 0, is again a polynomial in the initial value
of the process. This means in particular that moments of all orders of XT can be
computed in an easy and efficient way, even though neither its probability distribu-
tion nor its characteristic function needs to be known. Loosely speaking, one could
say that the expressions for all finite moments are analytically known (up to a matrix
exponential).
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We shall analyze this class and show that exponential Lévy processes, affine pro-
cesses or processes of Pearson diffusion type belong to it. The method is best ex-
plained by an example. Consider a stochastic volatility model of SVJJ-type [12], i.e.,
both the logarithmic (discounted) price process and the stochastic volatility can jump.
Such models can be described by stochastic differential equations of the type
dYt = (b1 + β11Yt + β21Vt ) dt +
√
Vt dBt,1 + dZt,1,
dVt = (b2 + β22Vt) dt +
√
Vt dBt,2 + dZt,2,
where (B1,B2) are possibly correlated Brownian motions and (Z1,Z2) is a bivari-
ate pure-jump Lévy process, independent of (B1,B2), whose second component Z2
has positive increments. For such models, there is no easy-to-implement (explicit)
formula for the characteristic function, even though they are affine models. Assum-
ing now appropriate moment conditions on the jump measures, the Markov process
X = (Y,V ) turns out to be a polynomial process, that is, the expected value of any
polynomial of (Yt ,Vt ) is a polynomial in Y0 and V0. The coefficients of this poly-
nomial can be calculated efficiently by exponentiating a matrix, which can be easily
deduced from the (extended) generator. In other words, there is a large subset of
claims for which the prices and hedge ratios are explicitly known (up to matrix ex-
ponentials). Large can be made precise in the following sense: if the law of XT , say
μ, is characterized by its moments, then “large” means dense, i.e., polynomial claims
are dense (with respect to the L1(μ)-norm) in the set of “all” claims. If this is not
the case, the payoff function can at least be uniformly approximated by polynomials
on some interval, which can be chosen according to the support of the probability
distribution. The explicit knowledge of prices of polynomial claims then allows to
apply variance reduction techniques for Monte Carlo computations.
The remainder of our article is organized as follows. In Sect. 2, we formally in-
troduce the class of m-polynomial processes, establish a relationship to semimartin-
gales and give conditions on the (extended) generator such that a Markov process is
m-polynomial. Section 3 deals with examples from the class of m-polynomial pro-
cesses and Sect. 4 with applications to pricing and hedging in mathematical finance.
2 Polynomial processes
We define polynomial processes as a particular class of time-homogeneous Markov
processes with state space S ⊆ Rn, some closed subset of Rn. To clarify notation,
we find it useful to recall the basic ingredients of a time-homogeneous Markov pro-
cess and the particular assumptions and conventions being made in this article (com-
pare [22, Chap. 3]).
Throughout, S is a closed subset of Rn and S denotes its Borel σ -algebra. Since
we shall not assume the process to be conservative, we adjoin to the state space S a
point Δ /∈ S, called cemetery, and set SΔ = S ∪ {Δ} as well as SΔ = σ(S, {Δ}). We
make the convention that f (Δ) = 0 for any function f on S.
We consider a time-homogeneous Markov semigroup (Pt )t≥0 given by
Ptf (x) :=
∫
S
f (ξ)pt (x, dξ), x ∈ SΔ,
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and acting on all Borel-measurable functions f : SΔ → R for which the integral is
well defined. Here, (pt )t≥0 denotes the transition function, which satisfies beside the
standard conditions (see [22, Definition III.1.1]) the following properties:
(i) for all x ∈ SΔ, p0(x, ·) = δx , where δx denotes the Dirac measure;
(ii) for all t ≥ 0 and x ∈ S, pt(x, {Δ}) = 1 − pt (x, S) and pt(Δ, {Δ}) = 1.
Since the theory of polynomial processes always deals with a Markov process
(Xt )t≥0 having the property that (f (Xt ))t≥0 is a special semimartingale for all linear
functionals f on Rn (extended by 0 on Δ), we can bona fide assume that the probabil-
ity space Ω is the space of càdlàg functions ω : R+ → SΔ such that ω(t−) = Δ and
ω(t) = Δ implies ω(s) = Δ for all s ≥ t . This follows from the simple conclusion (i)
to (iii) of Theorem 2.7, martingale regularity, and from the remarks at the bottom of
Ref. [22, p. 245]. We thus understand X as the coordinate process Xt(ω) = ω(t) and
denote by (F 0t ) the filtration generated by X and set F 0 =
∨
t≥0 F 0t .
In the sequel, we consider some right-continuous filtration (Ft )t≥0 satisfying
F 0t ⊆ Ft and F =
∨
t≥0 Ft . We finally assume that for each x ∈ SΔ, there exists a
probability measure Px on (Ω, F) such that X is Markovian relative to (Ft ) with
semigroup (Pt ), that is,
Ex
[
f (Xt+s)
∣∣ Fs
] = EXs
[
f (Xt )
] = Ptf (Xs) Px-a.s.
for all x ∈ SΔ, s, t ∈ [0,∞) and all Borel-measurable functions f : SΔ → R satis-
fying Ex[|f (Xt )|] < ∞ for all t ≥ 0 and x ∈ S.
2.1 Definition and characterization of polynomial processes
For the treatment of polynomial processes, we have chosen a framework of stochas-
tic analysis leading to easy-to-verify conditions for a process to be m-polynomial
(see Theorems 2.10 and 2.15). Before giving the precise definition of polynomial
processes, let us introduce some notation.
Let Pm denote the finite-dimensional vector space of polynomials up to degree
m ≥ 0 on S, i.e., the restriction of polynomials on Rn to S, defined by
Pm :=
{
S  x →
m∑
|k|=0
αkx
k, Δ → 0
∣∣∣∣∣
αk ∈ R
}
,
where we use multi-index notation k = (k1, . . . , kn) ∈ Nn0, |k| = k1 + · · · + kn and
xk = xk11 · · ·xknn . The dimension of Pm is denoted by N < ∞ and depends on S: if
S is a single point, the dimension is always 1 and if S is the whole space Rn, it is
maximal.
Moreover, for every multi-index k, we define functions fk by setting
fk(x) =
{
xk if x ∈ S,
0 if x = Δ. (2.1)
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Furthermore, we write fi when k = ei and fij when k = ei + ej , where ei , for
i ∈ {1, . . . , n}, denotes the ith canonical basis vector. Then the space Pm clearly cor-
responds to the linear hull of the functions {fk, |k| ≤ m}.
Here is our main definition.
Definition 2.1 We call an SΔ-valued time-homogeneous Markov process m-poly-
nomial if we have for all k ∈ {0, . . . ,m}, all f ∈ Pk , x ∈ S and t ≥ 0 that
x → Ptf (x) ∈ Pk.
Additionally, we assume that t → Ptf (x) is continuous at t = 0 for all f ∈ Pm. If X
is m-polynomial for all m ≥ 0, then it is called polynomial.
Remark 2.2 (i) Let us stress that in the above definition it is implicitly assumed that
Pt |f |(x) = Ex
[∣∣f (Xt )
∣∣] =
∫
S
∣∣f (ξ)
∣∣pt(x, dξ) < ∞
for every f ∈ Pm, x ∈ SΔ and t ≥ 0; otherwise the expression Ptf (x) = Ex[f (Xt )]
would not even be well defined.
(ii) The subtlety of Definition 2.1 lies in the fact that we assume Pt (Pk) ⊂ Pk
for all k ∈ {0, . . . ,m} (compare with Remark 2.11(iv)). The assumption that
Pt(Pm) ⊂ Pm only for m, but not for smaller degrees, is not sufficient for our proofs
of Theorems 2.10 and 2.15, which we consider as the most important assertions from
the point of view of applications.
Let us introduce the following notion of an extended Markov generator, which is
due to Dynkin (see e.g. [6, Definition 7.1]) and which we shall use to characterize
m-polynomial processes.
Definition 2.3 An operator G with domain DG is called extended generator for some
Markov process X if DG consists of those Borel-measurable functions f : SΔ → R
for which there exists a function Gf such that the process
M
f
t := f (Xt ) − f (x) −
∫ t
0
Gf (Xs) ds (2.2)
is well defined and an (Ft ,Px)-local martingale for every x ∈ SΔ.
Remark 2.4 We define the lifetime of the process by
TΔ(ω) = inf
{
t |Xt(ω) = Δ
}
,
where we set inf ∅ = ∞. Since {TΔ < t} = ⋃q<t,q∈Q{Xq = Δ} ∈ Ft and as (Ft ) is
supposed to be right-continuous, TΔ is an Ft -stopping time. Due to our convention
f (Δ) = 0, the local martingale property of (2.2) is therefore equivalent to
f (Xt )1{t<TΔ} − f (x) −
∫ t∧TΔ
0
Gf (Xs) ds
being a local martingale.
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Remark 2.5 Suppose that f lies in the domain of the extended generator and satisfies
Pt |f |(x) < ∞ for all t ≥ 0 and x ∈ S. Then Mf as defined in (2.2) is a true martin-
gale if and only if all increments of f (Xt ) − f (x) −
∫ t
0 Gf (Xs) ds have vanishing
expectation, i.e., for all u < t ,
Ex
[
f (Xt ) − f (Xu) −
∫ t
u
Gf (Xs) ds
]
= Ptf (x) − Puf (x) −
∫ t
u
Ps Gf (x)ds = 0.
In particular, by Fubini’s theorem,
∫ t
0 Ps Gf (x)ds exists on finite time intervals and
thus also Ps |Gf |(x) for almost all s with respect to Lebesgue measure.
The following lemma is well known for Feller processes (but perhaps not in our
particular setting) and aims to establish a connection between the Kolmogorov back-
ward equation and the extended generator introduced in (2.3).
Lemma 2.6 Let X be a time-homogeneous Markov process with semigroup (Pt )
and denote by f : SΔ → R some function satisfying Pt |f |(x) < ∞ for all t ≥ 0 and
x ∈ S. If f lies in the domain of the extended generator, f ∈ DG , and if Mf as defined
in (2.2) is additionally a true martingale, then we have:
(i) For any given s ≥ 0, MPsf is a true martingale, in particular Psf ∈ DG , and
GPsf = Ps Gf .
(ii) If t → Pt Gf (x) is continuous at t = 0, then Ptf solves the Kolmogorov back-
ward equation, that is,
∂u(t, x)
∂t
= Gu(t, x), u(0, x) = f (x).
Proof For the first statement, we show that
Psf (Xt ) − Psf (x) −
∫ t
0
Ps Gf (Xr) dr
is a true (Ft ,Px)-martingale for any fixed s ≥ 0. By the definition of the extended
generator, this then implies that Psf ∈ DG and GPsf = Ps Gf . Indeed, we have by
the assumption Pt |f |(x) < ∞ for all t ≥ 0 and x ∈ S and Remark 2.5 that f (Xt )
and Gf (Xt ) are integrable for every t ≥ 0, hence Psf (Xt ) and Ps Gf (Xt ) as well.
Therefore the following expectation is well defined and we obtain for u ≤ t that
Ex
[
Psf (Xt ) − Psf (x) −
∫ t
0
Ps Gf (Xr) dr
∣∣∣
∣ Fu
]
= Psf (Xu) − Psf (x) −
∫ u
0
Ps Gf (Xr) dr
+ Ex
[
Psf (Xt ) − Psf (Xu) −
∫ t
u
Ps Gf (Xr) dr
∣∣∣∣ Fu
]
.
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By the Markov property, the conditional expectation on the right is equal to
EXu
[
Psf (Xt−u) − Psf (X0) −
∫ t−u
0
Ps Gf (Xr) dr
]
.
But for any y ∈ SΔ, we have
Ey
[
Psf (Xt−u) − Psf (X0) −
∫ t−u
0
Ps Gf (Xr) dr
]
= Ps+t−uf (y) − Psf (y) −
∫ s+t−u
s
Pr˜ Gf (y)dr˜
= 0,
where the last equality follows from Remark 2.5. This completes the proof of (i).
Statement (ii) follows from Remark 2.5, the continuity of t → Pt Gf (x) and from
assertion (i), since
∂Ptf (x)
∂t
= lim
h→0
Pt+hf (x) − Ptf (x)
h
= lim
h→0Pt
Phf (x) − f (x)
h
= lim
h→0Pt
1
h
∫ h
0
Ps Gf (x)ds = Pt Gf (x) = GPtf (x). 
Let us now state our first theorem which is a consequence of elementary results in
semigroup theory.
Theorem 2.7 Let X be a time-homogeneous Markov process with state space SΔ
and semigroup (Pt ). Then the following assertions are equivalent:
(i) X is m-polynomial for some m ≥ 0.
(ii) For every k ∈ {0, . . . ,m}, there exists a linear map A on Pk such that for all
t ≥ 0, (Pt ) restricted to Pk can be written as
Pt |Pk = etA.
(iii) For all f ∈ Pm, x ∈ SΔ and t ≥ 0, Pt |f |(x) = Ex[|f (Xt )|] < ∞ and
M
f
t = f (Xt ) − f (x) −
∫ t
0
Gf (Xs) ds
is a true (Ft ,Px)-martingale, and the extended generator G satisfies G(Pk) ⊂ Pk
for all k ∈ {0,1, . . . ,m}.
Proof To prove the above equivalences, we show (i) ⇒ (ii) ⇒ (iii) ⇒ (i).
Throughout the proof, let k ∈ {0, . . . ,m} be fixed. We start by showing that
(i) ⇒ (ii). By the definition of an m-polynomial process, the Markovian semigroup
(Pt ) induces a semigroup of operators on Pk . Since Pk is finite-dimensional and
t → Pt |Pk is continuous at t = 0, standard results of semigroup theory (see e.g.
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[9, Theorem 2.9]) imply the representation of Pt |Pk as matrix exponential, that is,
there exists some linear map A on Pk such that Pt |Pk = etA.
Next, we show (ii) ⇒ (iii). For every f ∈ Pk we have by (ii) that Af ∈ Pk and
Ptf − f −
∫ t
0
PsAf ds = etAf − f −
∫ t
0
esAAf ds = 0.
Thus, f (Xt ) − f (x) −
∫ t
0 Af (Xs) ds is an (Ft ,Px)-martingale. Hence f lies in DG
and Gf = Af , implying that G(Pk) ⊂ Pk holds true.
In order to prove (iii) ⇒ (i), we consider the Kolmogorov backward equation for
an initial value u(0, ·) = f ∈ Pk , i.e.,
∂u(t, x)
∂t
= Gu(t, x).
By Lemma 2.6(ii), Ptf solves the Kolmogorov equation since t → Pt Gf (x) is con-
tinuous at t = 0 for any f ∈ Pk . This follows from the fact that G maps Pk to itself
and from the martingale property of Mf , which implies
Ptf (x) = f (x) +
∫ t
0
Ps Gf (x)ds,
thus in particular continuity of t → Ptf (x) for any f ∈ Pk . By choosing a basis
〈e1, . . . , eN 〉 of Pk , we can define a linear map A on Pk by setting
Gei =:
N∑
j=1
Aij ej .
Then G|Pk = A. On Pk , the Kolmogorov backward equation thus reduces to the linear
ODE
∂u(t)
∂t
= Au(t), u(0) = f,
whose unique solution is given by etAf (see e.g. [9, Theorem 2.8]). Hence on Pk ,
Ptf is equal to etAf and is therefore a polynomial of degree smaller than or equal
to k. Since this holds true for all k ∈ {0,1, . . . ,m}, X is m-polynomial. 
Remark 2.8 There is no need in assertion (ii) to restrict the time parameter t to R+
since for t ∈ R, (etA) extends to a group.
The equivalence (iii) ⇔ (i) of Theorem 2.7 provides a characterization of m-poly-
nomial processes in terms of the extended generator, but under the additional assump-
tion that Mf as defined in (2.2) is a true martingale. If m ≥ 2 is an even number, this
latter condition is no longer needed, since the local martingales Mf turn out to be al-
ways true martingales. In other words, for even numbers m ≥ 2, Condition 2.9 below
is necessary and sufficient for X to be an m-polynomial process.
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Condition 2.9 Pm lies in the domain of the extended generator, i.e., for all f ∈ Pm,
x ∈ SΔ and t ≥ 0, Mf as defined in (2.2) is an (Ft ,Px)-local martingale, and
G(Pk) ⊂ Pk for all k ∈ {0,1, . . . ,m}.
Theorem 2.10 Let X be a time-homogeneous Markov process with state space SΔ
and let m ≥ 2 be an even number. Then X is an m-polynomial process if and only if
Condition 2.9 is satisfied.
Proof The necessary direction, that is, Condition 2.9 holds if X is an m-polynomial
process, is an obvious implication of Theorem 2.7 (i) ⇒ (iii) (of course for all m, not
only even numbers larger than or equal to 2).
For the sufficient direction we prove, for every f ∈ Pm, x ∈ SΔ and t ≥ 0, that
Pt |f |(x) = Ex[|f (Xt )|] < ∞ and that (Mft ) is a true (Ft ,Px)-martingale. Then The-
orem 2.7 (iii) ⇒ (i) yields the assertion.
First, fix some T > 0 and some increasing sequence (Tj )j∈N of stopping times
with limj→∞ Tj = ∞ Px -a.s. such that (Mft∧Tj )t≥0 are martingales for all f ∈ Pm.
Furthermore we set
F(x) := 1 +
n∑
i=1
fi(x)
m,
where fi, i ∈ {1, . . . , n}, are given by (2.1). We notice that there is some finite con-
stant K such that
∣∣Gf (x)∣∣ ≤ KF(x)
for all x ∈ SΔ. Hence we obtain for 0 ≤ t ≤ T and x ∈ SΔ that
Ex
[
F(Xt∧Tj )
] = F(x) + Ex
[∫ t∧Tj
0
GF(Xu)du
]
≤ F(x) + KEx
[∫ t∧Tj
0
F(Xu)du
]
≤ F(x) + KEx
[∫ t
0
F(Xu∧Tj ) du
]
.
Since the stopping times (Tj ) can be chosen such that Xu∧Tj− is bounded, the right-
hand side of the above inequality is finite and Gronwall’s lemma yields
Ex
[
F(Xt∧Tj )
] ≤ F(x)eKt (2.3)
for all 0 ≤ t ≤ T , j ∈ N and x ∈ SΔ. Due to the nonnegativity of F , we have by
Fatou’s lemma
Ex
[
F(Xt )
] = Ex
[
lim
j→∞F(Xt∧Tj )
]
≤ lim inf
j→∞ Ex
[
F(Xt∧Tj )
] ≤ F(x)eKt (2.4)
for all 0 ≤ t ≤ T . Hence Pt |f |(x) = Ex[|f (Xt )|] < ∞ for f ∈ Pm.
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Next we show for each f ∈ Pm and x ∈ SΔ that
Ex
[
sup
t≤T
∣∣Mft
∣∣
]
< ∞. (2.5)
First, let f ∈ Pk for k < m be fixed and set p = m/k. Notice that there is a finite
constant K˜ such that
∣∣f (x)
∣∣p ≤ K˜F (x) and ∣∣Gf (x)∣∣p ≤ K˜F (x)
for all x ∈ SΔ. We then have
∣
∣Mft∧Tj
∣
∣p =
∣∣
∣∣f (Xt∧Tj ) − f (x) −
∫ t∧Tj
0
Gf (Xu)du
∣∣
∣∣
p
≤ C
(
F(Xt∧Tj ) + F(x) +
∫ t∧Tj
0
F(Xu)du
)
≤ C
(
F(Xt∧Tj ) + F(x) +
∫ t
0
F(Xu∧Tj ) du
)
,
for appropriate positive constants C and t ≤ T . Taking expectations and using (2.3),
we see that for each fixed x there exists some finite constant Cx such that
Ex
[∣∣Mft∧Tj
∣∣p] ≤ Cx,
for all j ∈ N and t ≤ T . Moreover, by Doob’s maximal Lp-inequality for p > 1, we
have for all j that Ex[supt≤T |Mft∧Tj |p] ≤ CEx[|M
f
T∧Tj |p] ≤ Cx . Since the left-hand
side is increasing in j , monotone convergence yields (2.5) for this f , in particular
sup
t≤T
∣∣Mft
∣∣ ∈ Lp. (2.6)
Finally let us deal with the case k = m. We consider the polynomial f (x) = fi(x)q
for i ∈ {1, . . . , n} and q = m/2, which is an integer by hypothesis. For notational
convenience, we write N = Mf and estimate again
f (Xt )
2 =
(
Nt + f (x) +
∫ t
0
Gf (Xu)du
)2
≤ C
(
N2t + f (x)2 +
∫ t
0
∣∣Gf (Xu)
∣∣2 du
)
≤ C
(
N2t + f (x)2 +
∫ t
0
F(Xu)du
)
.
Therefore,
sup
t≤T
f (Xt )
2 ≤ C
(
sup
t≤T
N2t + f (x)2 +
∫ T
0
F(Xu)du
)
. (2.7)
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Due to (2.6), supt≤T |Nt | ∈ L2 and by (2.4), we have Ex[
∫ T
0 F(Xu)du] < ∞. Hence
we conclude that the right-hand side of (2.7) is integrable. Summing over all i yields
integrability of supt≤T F (Xt ), which implies (2.5) for all f ∈ Pm. 
Remark 2.11 (i) If X is an m-polynomial process, then Z = (X,X2, . . . ,Xm) is a
1-polynomial process. If m is even, the analysis of m-polynomial processes could
be reduced to the study of 2-polynomial processes at the cost of a more complicated
state space, due to the construction Z′ = (X,X2, . . . ,X m2 ).
(ii) Let us remark that the condition m ≥ 2 in Theorem 2.10 is necessary for (2.2)
to be a true martingale. Indeed, the inverse 3-dimensional Bessel process defined
by X = 1‖B‖ , where B denotes a 3-dimensional Brownian motion started at B0 = 0,
satisfies
dXt = −X2t dWt , X0 = x =
1
‖B0‖ ,
where W is a one-dimensional standard Brownian motion. The extended generator is
therefore given by
Gf (x) = 1
2
x4
d2f (x)
dx2
.
Hence G(P1) = 0, but
Xt − x −
∫ t
0
GXs ds = Xt − x
is a strict local martingale, so X is not a 1-polynomial process.
(iii) In Definition 2.1, we require m-polynomial processes to be also k-polynomial
for all k ∈ {0, . . . ,m}, that is, we implicitly exclude processes whose extended gener-
ator maps polynomials of degree k < m to polynomials of degree greater than k ≤ m,
while G(Pm) ⊂ Pm still holds true. Consider for instance
dXt =
(
1
2
− bXt + 12X
2
t
)
dt +
√
X2t (1 − Xt)dWt , X0 = x ∈ [0,1],
where b ≥ 1 and W is a one-dimensional standard Brownian motion. The state space
is the interval S = [0,1] and we have
Gf (x) =
(
1
2
− bx + 1
2
x2
)
df (x)
dx
+ 1
2
x2(1 − x)d
2f (x)
dx2
.
Thus G(P1) ⊂ P2, while G(P2) ⊂ P2. Due to compactness of the state space, it
follows that Mf is a true martingale for f ∈ P2 and hence we can conclude that
Pt (P2) ⊂ P2, but Pt (P1)  P1 as in the proof of Theorem 2.7 (iii) ⇒ (i). On the
other hand—even though all moments of X exist and G(P2) ⊂ P2—the subspace
Pt (P3) does not only consist of polynomials any more.
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2.2 Polynomial processes and semimartingales
The purpose of this section is to characterize polynomial processes as special semi-
martingales with characteristics of a particular form. Indeed, in Proposition 2.12
below, we prove the equivalence of Condition 2.9 and the fact that the process
(Xt1{t<TΔ}) is a special semimartingale whose characteristics are essentially poly-
nomials (of a particular degree) in X and absolutely continuous with respect to
Lebesgue measure.
Having established the particular form of the semimartingale characteristics, the
characterization of the extended generator then simply follows from Itô’s formula
and is given by (2.13). This in turn allows us to state easy-to-verify conditions which
guarantee that X is an m-polynomial process for all m ≥ 2. Notice that this fills a gap
which is left open in Theorem 2.10, where only the case of even m is considered.
In order to formulate the following proposition concisely, we set
Yt := Xt1{t<TΔ} =
(
f1(Xt ), . . . , fn(Xt )
)
and define C2m as the space of twice continuously differentiable functions g : S → R
for which there exists some constant C˜ such that
∣∣g(x)
∣∣ +
n∑
i=1
∣∣Dig(x)
∣∣ +
n∑
i,j=1
∣∣Dijg(x)
∣∣ ≤ C˜(1 + ‖x‖m).
Proposition 2.12 Let X be a time-homogeneous Markov process with state space SΔ
and let m ≥ 2. Then the following assertions are equivalent:
(i) Condition 2.9 holds, i.e., Pm ⊂ DG and G(Pk) ⊂ Pk for all k ∈ {0,1, . . . ,m}.
(ii) (Yt ) = (Xt1{t<TΔ}) is a semimartingale with respect to the stochastic basis
(Ω, F , (Ft ),Px). Moreover,
Px[t < TΔ] = e−γ t (2.8)
for some constant γ ≥ 0, and the semimartingale characteristics (B,C, ν) as-
sociated with the “truncation function” χ(ξ) = ξ satisfy1
Bt,i =
∫ t
0
bi(Xs) ds, (2.9)
Ct,ij +
∫ t
0
∫
Rn
ξiξj ν(ds, dξ) =
∫ t
0
aij (Xs) ds, (2.10)
where bi ∈ P1 and aij ∈ P2. Furthermore, the characteristics C and ν can be
written as
Ct,ij =
∫ t
0
cij (Xs) ds, ν(ω;dt, dξ) = K
(
Xt(ω), dξ
)
dt, (2.11)
1All statements concerning the characteristics are meant up to an evanescent set.
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where c denotes some Borel-measurable function taking values in the set of
positive semidefinite matrices and K is a positive kernel from (S, S) into
(Rn, B(Rn)) satisfying K(x, {0}) = 0 and ∫{‖ξ‖≤1} ‖ξ‖2K(x,dξ) < ∞. Finally,
we have for all |k| ∈ {3, . . . ,m} that
∫
Rn
ξkK(x,dξ) =
|k|∑
|j|=0
αjf j(x), (2.12)
where αj denote some finite coefficients.
(iii) C2m lies in the domain of the extended generator of X, and for all g ∈ C2m, G is
given by
Gg(x) =
n∑
i=1
Dig(x)
(
bi(x) + γfi(x)
) + 1
2
n∑
i,j=1
Dijg(x)cij (x) − γg(x)
+
∫
Rn
(
g(x + ξ) − g(x) −
n∑
i=1
Dig(x)ξi
)
× (K(x,dξ) − γf0(x)δ−x(dξ)
)
, (2.13)
where γ and (b, c,K) satisfy the conditions of (ii) and f0(x) = 1 − 1Δ(x).
All conditions (i), (ii) and (iii) imply that Y is a special semimartingale.
Remark 2.13 (i) Concerning the implication (i) ⇒ (ii), note that the existence of∫
ξkK(x,dξ) for all |k| ∈ {2, . . . ,m} follows from the fact that Gf (x) is a well-
defined polynomial for every f ∈ Pm. In particular, it gives
∫ ‖ξ‖kK(x, dξ) < ∞
for all k ∈ {2, . . . ,m}.
(ii) Note that as a consequence of (2.10) and (2.12), we have for all t ≥ 0 and
k ∈ {2, . . . ,2m2 } that
∫
Rn
‖ξ‖kK(Xt , dξ) ≤ C˜
(
1 + ‖Yt‖2 k+12 
)
,
with some finite constant C˜.
(iii) Notice from the expression (2.13) for G that the killing rate γ is implicitly
included in the compensator K of the jump measure of Y and also in b due to the
choice of the truncation function (compare [5, Sect. 3]).
Proof of Proposition 2.12 Let us first prove (i) ⇒ (ii). Due to Condition 2.9,
M
f
t = f (Xt ) − f (x) −
∫ t
0
Gf (Xs) ds, (2.14)
is an (Ft ,Px)-local martingale for all f ∈ Pm. As the process
∫ t
0 Gf (Xs) ds is pre-
dictable, f (X) is a special R-valued semimartingale for all f ∈ Pm. Note here that
f (Xt ) ≡ f (Xt )1{t<TΔ}, due to the convention f (Δ) = 0. In particular, f (Xt )1{t<TΔ}
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has càdlàg paths implying that limt→TΔ− |f (Xt )| < ∞ and f (X) cannot explode.
Choosing f (x) = fi(x) for i = 1, . . . , n then implies that (Yt ) = (Xt1{t<TΔ}) is an
(n-dimensional) special semimartingale.
Consider now (2.14) for f = f0. Since Gf0 ∈ P0, Mf0 is a true martingale and
there exists some constant γ such that
γ 1{t<TΔ} := −Gf0(Xt ).
Taking expectations thus yields
Ex[1{t<TΔ}] = Ex
[
f0(Xt )
] = 1 +
∫ t
0
Ex
[Gf0(Xs)
]
ds
= 1 − γ
∫ t
0
Ex[1{s<TΔ}]ds,
which in turn implies (2.8).
Let now (B,C, ν) denote the characteristics of Y with respect to the “truncation
function” χ(ξ) = ξ . In order to determine their properties, we apply Itô’s formula to
fk(Xt ) for k = |k| ∈ {1, . . . ,m} and Xt,i = xi + Mfit + Bt,i to obtain
fk(Xt ) = fk(x) +
∫ t
0
n∑
i=1
Difk(Xs−) dMfis +
∫ t
0
n∑
i=1
Difk(Xs−) dBs,i
+ 1
2
∫ t
0
n∑
i,j=1
Dijfk(Xs−) dCs,ij +
∫ t
0
∫
Rn
W(s, ξ)μY (ds, dξ), (2.15)
where μY denotes the random measure associated with the jumps of Y and
W(s, ξ) :=
k∑
|j|=2
(
k
j
)
fk−j(Xs−)ξ j.
Since Mfi is a local martingale and Xs−,i is càglàd, (
∫ t
0 Difk(Xs−) dM
fi
s ) is a local
martingale, too, for all i ∈ {1, . . . , n}. Furthermore, the third and fourth terms on the
right-hand side of (2.15) are predictable processes of finite variation, thus in particu-
lar of locally integrable variation by [15, Lemma I.3.10]. As fk(X) is a special semi-
martingale, it follows from [15, Proposition I.4.22] that ∫ t0
∫
Rn
W(s, ξ)μY (ds, dξ)
is also of locally integrable variation, since it is of finite variation and for a special
semimartingale, the finite variation part is locally integrable. Therefore, we have by
[15, Proposition II.1.28] that
∫ t
0
∫
Rn
W(s, ξ)μY (ds, dξ)−
∫ t
0
∫
Rn
W(s, ξ)ν(ds, dξ)
is a local martingale. Combining thus (2.15) with (2.14) and using the unique decom-
position of a special semimartingale into a local martingale and a predictable finite
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variation process, we find
Mfk =
∫ t
0
n∑
i=1
Difk(Xs−) dMfis +
∫ t
0
∫
Rn
W(s, ξ)
(
μY (ds, dξ)− ν(ds, dξ))
= fk(Xt ) − fk(x) −
∫ t
0
n∑
i=1
Difk(Xs−) dBs,i
−
∫ t
0
1
2
n∑
i,j=1
Dijfk(Xs−) dCs,ij −
∫ t
0
∫
Rn
W(s, ξ)ν(ds, dξ).
Therefore
∫ t
0
Gfk(Xs) ds =
∫ t
0
n∑
i=1
Difk(Xs) dBs,i +
∫ t
0
1
2
n∑
i,j=1
Dijfk(Xs−) dCs,ij
+
∫ t
0
∫
Rn
W(s, ξ)ν(ds, dξ). (2.16)
Consider now (2.16) for |k| = 1, i.e., the polynomials fi(x), where i ∈ {1, . . . , n}. In
this case (2.16) reads as
∫ t
0
Gfi(Xs) ds = Bt,i .
Setting bi(x) := Gfi(x) therefore implies that bi ∈ P1. Moreover, applying (2.16) to
the quadratic polynomials f (x) = fij (x) for i, j ∈ {1, . . . , n} yields
Ct,ij +
∫ t
0
∫
Rn
ξiξj ν(ds, dξ) =
∫ t
0
aij (Xs) ds (2.17)
for some aij ∈ P2, since Gfij (x) and Difij (x)bi(x) = fj (x)bi(x) lie in P2. Hence
we have proved (2.9) and (2.10).
In order to show (2.11), we define A′t (ω) =
∫ t
0
∫
Rn
‖ξ‖2ν(ω;ds, dξ). By the same
arguments as in the proof of [15, Proposition II.2.9.b], there exists a random measure
K ′(ω, t;dξ) on (Rn, B(Rn)) such that ν(ω;dt, dξ) = K ′(ω, t;dξ) dAt(ω). More-
over, since
n∑
i=1
Ct,ii(ω) + A′t (ω) =
n∑
i=1
∫ t
0
aii
(
Xs(ω)
)
ds =:
∫ t
0
as(ω)ds
and as Cii, i ∈ {1, . . . , n}, and A′ are nonnegative increasing processes, they are
absolutely continuous with respect to Lebesgue measure. Hence, Ref. [15, Propo-
sition I.3.13] implies the existence of predictable processes c˜ii and H such that
Ct,ii =
∫ t
0 c˜s,ii ds and A
′
t =
∫ t
0 Hs ds. Then K˜ω,t (dξ) = Ht(ω)K ′(ω, t;dξ) is again
a predictable random measure satisfying ν(ω;dt, dξ) = K˜ω,t (dξ) dt almost surely.
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Having constructed this kernel, (2.17) now becomes
Ct,ij =
∫ t
0
(
aij (Xs) −
∫
Rn
ξiξj K˜ω,s(dξ)
)
ds,
implying that Cij for i = j is also absolutely continuous with respect to Lebesgue
measure and can therefore be written as Ct,ij =
∫ t
0 c˜s,ij ds. Finally, by
[6, Theorem 6.27] we can choose homogeneous versions for the processes c˜ and
K˜ such that c˜t (ω) = c(Xt (ω)) and K˜ω,t (dξ) = K(Xt(ω), dξ).
It remains to establish (2.12). To this end, notice that (2.16) can be written as
Gfk(x) =
n∑
i=1
Difk(x)bi(x) + 12
n∑
i,j=1
Dijfk(x)
(
cij (x) +
∫
Rn
ξiξjK(x, dξ)
)
+
∫
Rn
(
k∑
|j|=3
(
k
j
)
fk−j(x)ξ j
)
K(x,dξ).
Since Gfk(x), Difk(x)b(x) and Dijfk(x)(cij (x) +
∫
Rn
ξiξjK(x, dξ)) lie in Pk for
all k = |k| ≤ m, (2.12) simply follows by induction.
Let us now prove the implication (ii) ⇒ (iii). For notational simplicity we set
V (Ys, ξ) := g(Ys + ξ) − g(Ys) −
n∑
i=1
Dig(Ys)ξi
for g ∈ C2m. Then, since
∫ ‖ξ‖kK(x, dξ) < ∞ for all k ∈ {2, . . . ,m}, which is a con-
sequence of (2.10) and (2.12), we have
∫
Rn
∣∣V (Ys, ξ)
∣∣K(Xs, dξ) ≤ h(Ys) + H(Ys)
∫
Rn
(‖ξ‖2 ∧ ‖ξ‖m)K(Xs, dξ) < ∞,
where h and H denote some positive (finite-valued) functions. Hence, the process∫ ·
0
∫
V (Ys, dξ)K(Xs, dξ) ds is of locally integrable variation and Itô’s formula thus
implies that
Mgt := g(Yt ) − g(x) −
∫ t
0
n∑
i=1
Dig(Ys)bi(Xs) ds −
∫ t
0
1
2
n∑
i,j=1
Dijg(Ys)cij (Xs)
−
∫ t
0
∫
Rn
V (Ys, ξ)K(Xs, dξ) ds (2.18)
is a local martingale (compare also [15, Theorem II.2.42]). Moreover,
−1{TΔ≤t} + γ (t ∧ TΔ) = 1{t<TΔ} − 1 +
∫ t
0
γ 1{s<TΔ} ds
is a martingale, since
Ex
[
1{t<TΔ} − 1 +
∫ t
0
γ 1{s<TΔ} ds
]
= e−γ t − 1 +
∫ t
0
γ e−γ s ds = 0.
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Denote now by G # the right-hand side of (2.13). We need to prove that
M
#g
t := g(Xt ) − g(x) −
∫ t
0
G #g(Xs) ds
is a local martingale. By the definition of G # we have
M
#g
t = Mgt − g(0)
(
1{TΔ≤t} − γ (t ∧ TΔ)
)
,
where Mg is given by (2.18). Since both terms on the right-hand side are local mar-
tingales, the same holds true for M#g .
Finally, (i) follows from (iii) since Pm ⊂ C2m and since G applied to fk maps Pk
into Pk for k ∈ {0, . . . ,m}, which is due to the assumptions on the characteristics. 
Since every m-polynomial process satisfies Condition 2.9, the following corollary
is an obvious consequence of Proposition 2.12.
Corollary 2.14 Let X be an m-polynomial process with m ≥ 2. Then the process
(Yt ) = (Xt1{t<TΔ}) is a special semimartingale satisfying the conditions (2.8)–(2.12),
and its extended generator is of the form (2.13).
When m is an even number, the converse direction also follows easily from The-
orem 2.10 and Proposition 2.12. The general case is treated in the subsequent theo-
rem, where we provide sufficient conditions in terms of the compensator of the jump
measure such that the converse statement holds true. Its proof relies on a maximal in-
equality which can be established for semimartingales whose characteristics satisfy
the conditions (2.9)–(2.12). This is the subject of Lemma 2.17 below.
Theorem 2.15 Let X be a time-homogeneous Markov process with state space SΔ
and let m ≥ 2. Suppose that (Yt ) = (Xt1{t<TΔ}) is a semimartingale which satisfies
the conditions (2.8)–(2.12) (with respect to the “truncation function” χ(ξ) = ξ ) or
equivalently that C2m ⊂ DG and that its extended generator G is given by (2.13). If
Ex
[∫
Rn
‖ξ‖mK(Xt , dξ)
]
< ∞ for almost all t ≥ 0, (2.19)
or if
∫
Rn
‖ξ‖mK(Xt , dξ) ≤ C˜
(
1 + ‖Yt‖m
)
, t ≥ 0, (2.20)
for some constant C˜, then X is an m-polynomial process.
Proof Similarly as in the proof of Theorem 2.10, it suffices to show that for each f ,
x ∈ SΔ and every fixed t ≥ 0, Pt |f |(x) = Ex[|f (Xt )|] < ∞ and
Ex
[
sup
s≤t
∣∣Mfs
∣∣
]
< ∞.
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Due to the assumptions (2.19) or (2.20), this follows from the moment estimate (2.22)
proved in Lemma 2.17 below. 
Remark 2.16 Let us remark that under (2.12), condition (2.20) is always satisfied
when m is an even number (see also Remark 2.13(ii)). In this case Ex[sups≤t |Mfs |]
is always finite, as already shown in the proof of Theorem 2.10. If m > 2 is an odd
number, Condition 2.9 together with (2.19) or (2.20) is sufficient for X to be an
m-polynomial process.
Using the structure of the semimartingale characteristics derived in Proposi-
tion 2.12, we now state the announced maximal inequality and some associated mo-
ment estimates. This result is probably known, but the proof is included for conve-
nience. Similar Lp estimates for the case of Lévy-driven SDEs can be found in [16]
and [18]. In the case when jumps are described by
∫ t
0
∫
Rd
δ(s, ξ)N(ds, dξ),
where δ denotes some predictable process and N a compensated Poisson random
measure, our result could be deduced from [18, Theorem 2.11].2
Lemma 2.17 Fix t > 0 and let m ≥ 2. Let Y be a semimartingale with respect to
(Ω, F , (Ft ),Px) whose characteristics (B,C, ν) associated with the “truncation
function” χ(ξ) = ξ satisfy the conditions (2.9)–(2.11) given in Proposition 2.12.
Then there exists a constant C˜ such that
Ex
[
sup
s≤t
‖Ys‖m
]
≤ C˜
(
‖x‖m + 1 +
∫ t
0
Ex
[∫
Rn
‖ξ‖mK(Xs, dξ)
]
ds
+
∫ t
0
Ex
[‖Ys‖m
]
ds
)
. (2.21)
In particular, if one of the conditions (2.19) or (2.20) is satisfied, then there exist finite
constants K and C˜ such that
Ex
[
sup
s≤t
‖Ys‖m
]
≤ KeC˜t . (2.22)
Proof For notational simplicity we only consider the case where Y is one-dimensional
and thus omit all indices. Due to Proposition 2.12 and the assumptions on the char-
acteristics, Y is a special semimartingale and its canonical decomposition is given by
Y = x + M + ∫ ·0 b(Xu)du, where we write M for Mf1 . Denote by Z the quadratic
variation of the purely discontinuous martingale part of Y , that is,
Zt =
∑
s≤t
(ΔYs)
2 =
∫ t
0
∫
R
ξ2μY (ds, dξ),
2We thank Martin Schweizer for pointing out this result to us.
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where μY is the random measure associated with the jumps of Y . Define furthermore
stopping times
T Yj = inf
{
t ≥ 0 ∣∣ |Yt | ≥ j or |Yt−| ≥ j
}
,
T Zj = inf
{
t ≥ 0 ∣∣ |Zt | ≥ j or |Zt−| ≥ j
}
and set Tj = T Yj ∧ T Zj . We can estimate
sup
s≤t
∣∣Y
Tj
s
∣∣m ≤ C˜
(
|x|m + sup
s≤t
∣∣M
Tj
s
∣∣m + sup
s≤t
∣∣∣∣
∫ s∧Tj
0
b(Xu)du
∣∣∣∣
m)
,
where C˜ denotes some constant which may vary from line to line.
Since b ∈ P1 we have
sup
s≤t
∣
∣∣∣
∫ s∧Tj
0
b(Xu)du
∣
∣∣∣
m
≤ C˜
(
1 +
∫ t
0
∣∣Y
Tj
u
∣∣mdu
)
. (2.23)
Concerning sups≤t |MTjs |, an application of the Burkholder–Davis–Gundy inequality
yields
Ex
[
sup
s≤t
∣∣M
Tj
s
∣∣m
]
≤ C˜Ex
[[M,M]
m
2
t∧Tj
] ≤ C˜Ex
[
C
m
2
t∧Tj + Z
m
2
t∧Tj
]
. (2.24)
As C satisfies (2.10), we can estimate it by Ct ≤
∫ t
0 a(Xs) ds, where a ∈ P2 is non-
negative, and we get
Ex
[
C
m
2
t∧Tj
] ≤ C˜
(
1 +
∫ t
0
Ex
[∣∣Y
Tj
s
∣∣m]ds
)
.
Therefore it remains to handle Z
m
2
t∧Tj . Following the approach of [16], we can write
Z
m
2
t∧Tj =
∑
s≤t∧Tj
(Zs− + ΔZs)m2 − (Zs−)m2
=
∫ t∧Tj
0
∫
Rn
((
Zs− + ξ2
)m
2 − (Zs−)m2
)
μY (ds, dξ),
due to the fact that Z is purely discontinuous, nondecreasing and ΔZs = |ΔYs |2.
Furthermore, since ν is the predictable compensator of μY , we have
Ex
[
Z
m
2
t∧Tj
] = Ex
[∫ t∧Tj
0
∫
Rn
((
Zs− + ξ2
)m
2 − (Zs−)m2
)
ν(ds, dξ)
]
. (2.25)
In the sequel, we shall use the inequalities (see [16])
(z + x)p − zp ≤ 2p−1(zp−1x + xp), (2.26)
zp−1x ≤ εzp + x
p
εp−1
, (2.27)
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for x, z ≥ 0, ε > 0 and p ≥ 1. Applying (2.26), (2.25) becomes
Ex
[
Z
m
2
t∧Tj
] ≤ Ex
[∫ t∧Tj
0
∫
Rn
2
m
2 −1(Z
m
2 −1
s− ξ2 + |ξ |m
)
ν(ds, dξ)
]
.
For the first part, we then have due to the assumption on ν that
Ex
[∫ t∧Tj
0
∫
Rn
2
m
2 −1Z
m
2 −1
s− ξ2ν(ds, dξ)
]
= Ex
[∫ t∧Tj
0
2
m
2 −1Z
m
2 −1
s
(∫
Rn
ξ2K(Xs, dξ)
)
ds
]
≤ Ex
[∫ t∧Tj
0
2
m
2 −1Z
m
2 −1
s a(Xs) ds
]
≤ Ex
[∫ t∧Tj
0
C˜
(
εZ
m
2
s + 1 + |Ys |
m
ε
m
2 −1
)
ds
]
,
where we use that Z is nonnegative, a ∈ P2 and (2.27). Estimating
∫ t∧Tj
0
Z
m
2
s ds ≤ j m2 ∧ Z
m
2
t∧Tj ,
which follows from the fact that Zs is nondecreasing and Zs− ≤ j for s ≤ Tj , we
finally obtain
Ex
[
Z
m
2
t∧Tj
] ≤ C˜εEx
[
j
m
2 ∧ Z
m
2
t∧Tn
] + Ex
[∫ t∧Tj
0
C˜
ε
m
2 −1
(
1 + |Ys |m
)
ds
]
+ Ex
[∫ t∧Tj
0
∫
Rn
2
m
2 −1|ξ |mK(Xs, dξ) ds
]
.
Choosing ε = 12C˜ leads to
1
2
Ex
[
Z
m
2
t∧Tj
] ≤ Ex
[
Z
m
2
t∧Tj
] − 1
2
Ex
[
j
m
2 ∧ Z
m
2
t∧Tj
]
≤ C˜Ex
[∫ t
0
(
1 + |YTjs |m +
∫
Rn
|ξ |mK(Xs∧Tj , dξ)
)
ds
]
.
Combining this with the estimates (2.23) and (2.24), we find
Ex
[
sup
s≤t
∣∣Y
Tj
s
∣∣m
]
≤ C˜
(
|x|m + 1 +
∫ t
0
Ex
[∫
R
|ξ |mK(Xs∧Tj , dξ)
]
ds
+
∫ t
0
Ex
[∣∣Y
Tj
s
∣∣m]ds
)
. (2.28)
By monotone convergence we obtain (2.21).
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Concerning (2.22), note that under the conditions (2.19) or (2.20), we can deduce
from (2.28) that
Ex
[
sup
s≤t
∣∣Y
Tj
s
∣∣m
]
≤ K + C˜
∫ t
0
Ex
[
sup
u≤s
|YTju |m
]
ds
for some finite constants K and C˜. Since the right-hand side is finite due to the
conditions (2.19) or (2.20) and the estimate
sup
u≤s
∣∣Y
Tj
u
∣∣m ≤ |x|m + jm + Ex
[|ΔYs∧Tj |m
]
≤ |x|m + jm + Ex
[∫ s∧Tj
0
∫
R
|ξ |mK(Xs, dξ) ds
]
< ∞,
Gronwall’s lemma yields
Ex
[
sup
s≤t
∣∣Y
Tj
s
∣∣m
]
≤ KeC˜t
for all j ∈ N and the result follows from monotone convergence. 
Remark 2.18 (i) It is important to note that the characteristics of Y = (Xt1{t<TΔ}) in
the above statements are always specified with respect to the “truncation function”
χ(ξ) = ξ . While C and ν do not depend on this choice, the characteristic B does
depend on χ . So if one chooses another truncation function χ ′, the difference between
B and B ′ is given by
∫ t
0
∫
Rn\{0}(χ
′(ξ) − χ(ξ))ν(ds, dξ). Thus, the requirement that
C and ν are as in Theorem 2.15 and
(
b(Xt ) +
∫
Rn\{0}
(
χ(ξ) − χ ′(ξ))K(Xt , dξ)
)
=
1∑
|k|=0
αkfk(Xt ) (2.29)
is an equivalent condition guaranteeing that X is m-polynomial.
(ii) We now give two examples of kernels K(x,dξ) which satisfy the conditions
of Proposition 2.12 as long as cij ∈ P2 and b satisfies (2.29).
(a) The first one essentially requires K(x,dξ) to be a quadratic polynomial in x, that
is,
K(x,dξ) =
(
μ00(dξ)
‖ξ‖2 ∧ 1 +
n∑
i=1
xi
μi0(dξ)
‖ξ‖2 ∧ 1 +
∑
i≤j
xixj
μij (dξ)
‖ξ‖2 ∧ 1
)
,
where all μij are finite signed measures on Rn such that K(x, ·) is a well-defined
Lévy measure for every x ∈ S. In view of Remark 2.13, it is necessary to require
∫
‖ξ‖>1
‖ξ‖m(μ+ij (dξ) + μ−ij (dξ)
) =
∫
‖ξ‖>1
‖ξ‖m∣∣μij (dξ)
∣
∣ < ∞,
where μ+ij ,μ
−
ij denotes the Jordan decomposition of μij .
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(b) Alternatively, K can be specified as the pushforward of a Lévy measure under an
affine function. Let d ≥ 1 and let
p : S × Rd → Rn, (x, y) → p(x, y) = px(y) = H(y)x + h(y),
be an affine function in x. Here, H : Rd → Rn×n and h : Rd → Rn are assumed
to be measurable. We define K then by
K(x,dξ) := (px)∗μ(dξ),
where for each x ∈ S, (px)∗μ denotes the pushforward of the measure μ under
the map px . Moreover, μ is a Lévy measure on Rd integrating
∫
Rd\{0}
(∥∥H(y)
∥
∥k + ∥∥h(y)∥∥k)μ(dy) for all k ∈ {1, . . . ,m}.
3 Examples
In order to apply Theorem 2.15 to the following examples, we assume m ≥ 2.
Example 3.1 (Affine processes) Every affine process X on S = Rp+ × Rn−p is
m-polynomial if the killing rate is constant and if the Lévy measures μi for
i ∈ {0,1, . . . , p} satisfy
∫
‖ξ‖>1
‖ξ‖mμi(dξ) < ∞. (3.1)
For details on affine processes see e.g. [7] and [17].3
Proof Since the differential characteristics of Y = (Xt1{t<TΔ}) are affine functions in
X and since (3.1) ensures that condition (2.20) is satisfied, that is,
∫
Rn
‖ξ‖mK(Xt , dξ) =
∫
Rn
‖ξ‖m
(
μ0(dξ) +
p∑
i=1
Xt,iμi(dξ)
)
≤ C˜(1 + ‖Yt‖
) ≤ C˜(1 + ‖Yt‖m
)
for some constant C˜ and m ≥ 2, the assertion follows from Theorem 2.15. 
Let us remark that affine processes are defined via their characteristic function,
which is of the form
Ex
[
e〈iu,Xt 〉
] = eφ(t,iu)+〈ψ(t,iu),x〉
for some function φ and ψ . This definition then implies affine semimartingale charac-
teristics, from which the polynomial property can easily be seen due to Theorem 2.15.
3We write here μ0 for the constant part of the jump measure in contrast to [7], where it is denoted by m.
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Note also that the explicit knowledge of φ and ψ is not necessary to compute the
moments of an affine process. Simply the knowledge of its characteristics, which de-
termine the linear map A given in Theorem 2.7(ii), is enough (see Sect. 4). Moreover,
for affine processes, it has not been proved so far that the existence of the moments of
the Lévy measures automatically implies the existence of the moments of the process
itself. We can conclude this simply from the more general statement of Lemma 2.17.
Example 3.2 (Exponential Lévy models) Exponential Lévy models are of the form
X = xeL, where L is a Lévy process on R with triplet (b, c,μ). Under the integrabil-
ity assumption
∫
|y|>1 e
myμ(dy) < ∞, which guarantees the existence of Ex[|Xt |m],
exponential Lévy models are m-polynomial, since we have Ex[xmemLt ] = xmetψ(m),
where ψ denotes the cumulant generating function of the Lévy process.
Example 3.3 (Lévy-driven SDEs) Let L denote a Lévy process on Rd with triplet
(b, c,μ). Suppose furthermore that V1, . . . , Vd are affine functions, i.e., we have
Vi : S → Rn, x → Hix + hi , where Hi ∈ Rn×n and hi ∈ Rn. A process X which
solves the stochastic differential equation
dXt =
d∑
i=1
Vi(Xt−) dLt,i , X0 = x ∈ S,
and leaves S invariant is m-polynomial if the Lévy measure satisfies the moment
condition
∫
‖y‖>1
‖y‖mμ(dy) < ∞. (3.2)
Proof For C2m-functions g and general Lipschitz-continuous functions V1, . . . , Vd ,
the extended generator of X with respect to some truncation function χ is given by
〈
d∑
i=1
Vi(x)bi,∇g(x)
〉
+ 1
2
n∑
i,j=1
((
V1(x) . . . Vd(x)
)
c
(
V1(x) . . . Vd(x)
)′)
ij
Dij g(x)
+
∫ (
g
(
x +
d∑
i=1
Vi(x)yi
)
− g(x) −
〈
d∑
i=1
Vi(x)χi(y),∇g(x)
〉)
μ(dy).
Concerning the compensator of the jump measure K(x,dξ), this example corre-
sponds to the situation of Remark 2.18(ii) (b) with
p(x, y) = H(y)x + h(y) =
d∑
i=1
Hiyix + hiyi .
Condition (2.20), that is,
∫
Rn
‖ξ‖mK(Xt , dξ) =
∫
Rn
∥∥∥∥∥
d∑
i=1
HiyiXt + hiyi
∥∥∥∥∥
m
μ(dy) ≤ C˜(1 + ‖Xt‖m
)
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for some constant C˜, is satisfied due to (3.2). Hence Theorem 2.15 yields the asser-
tion. 
Example 3.4 (Quadratic term structure models [4]) Consider for r a quadratic term
structure model, specified as nonnegative quadratic function of a one-dimensional
Ornstein–Uhlenbeck process Y , i.e.,
rt = R0 + R1Yt + R2Y 2t
for appropriate Ri ∈ R. Here, Y is given by
dYt = (b + βYt ) dt + σ dWt,
where W is a standard Brownian motion. The joint process X = (Y, r) then satisfies
the dynamics
(
dYt
drt
)
=
((
b
R1b + R2σ 2 − 2R0β
)
+
(
β
2R2b − R1β
)
Yt +
(
0
2β
)
rt
)
dt
+
(
σ
(R1 + 2R2Yt )σ
)
dWt
and is therefore clearly a polynomial process with
Ct =
∫ t
0
(
σ 2
(
1 R1
R1 R
2
1
)
+ σ 2
(
0 2R2
2R2 4R1R2
)
Ys + σ 2
(
0 0
0 4R22
)
Y 2s
)
ds.
Example 3.5 (Jacobi process) Another example of a polynomial process is the Jacobi
process (see [14]), which is the solution of the stochastic differential equation
dXt = −β(Xt − θ) dt + σ
√
Xt(1 − Xt)dWt , X0 = x ∈ [0,1],
on S = [0,1], where θ ∈ [0,1] and β,σ > 0. This example can be extended by adding
jumps, where the jump times correspond to those of a Poisson process with intensity
λ and the jump size is a function of the process level. Indeed, if a jump occurs, then
the process is reflected at 12 so that it remains in the interval [0,1]. The extended
generator is given by
Gg(x) = −β(x − θ)dg(x)
dx
+ 1
2
σ 2
(
x(1 − x))d
2g(x)
dx2
+ λ(g(1 − x) − g(x)).
In terms of Remark 2.18(ii) (b), we have p(x, y) = −2yx + y and μ(dy) = λδ1(dy).
Example 3.6 (Pearson diffusions) The above Example 3.5 (without jumps) as well
as Ornstein–Uhlenbeck and Cox–Ingersoll–Ross processes, all of them with mean-
reverting drift, can be subsumed under the class of so-called Pearson diffusions,
which are the solutions to SDEs of the form
dXt = −β(Xt − θ) dt +
√(
a + α10Xt + α11X2t
)
dWt, X0 = x,
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where β > 0 and α10, α11 and a are specified such that the square root is well defined.
In view of Theorem 2.15, it is thus obvious that these processes are polynomial.
Forman and Sørensen [10] give a complete classification of the different types of the
Pearson diffusion in terms of their invariant distributions.
Example 3.7 (Dunkl process) The extended generator of the so-called Dunkl process
(see [8, 11]) is given by
Gg(x) = d
2g(x)
dx2
+ λ
2x2
∫
R
(
g(x + ξ) − g(x) − ξ dg(x)
dx
)
δ−2x(dξ)
= d
2g(x)
dx2
+ λ
x
dg(x)
dx
+ λ(g(−x) − g(x))
2x2
.
Since K(x,dξ) = λ2x2 δ−2x(dξ) and
∫
R
|ξ |mK(Xt , dξ) = λ|2Xt |
m
2X2t
= 2m−1λ|Xt |m−2
for all m ≥ 2, we derive from Theorem 2.15 that the Dunkl process is a polynomial
process.
4 Applications
By Theorem 2.7, we know that there exists a linear map A such that moments
of m-polynomial processes can simply be calculated by computing etA. Indeed,
by choosing a basis 〈e1, . . . , eN 〉 of Pm, the matrix corresponding to this lin-
ear map, which we also denote by A = (Ak)k,=1,...,N , can be obtained through
Aek = ∑N=1 Ake. Writing f as
∑N
k=1 αkek , we then have
Ptf = (α1, . . . , αN)etA(e1, . . . , eN)′,
which means that moments of polynomial processes can be evaluated simply by com-
puting matrix exponentials.
By means of the one-dimensional Cox–Ingersoll–Ross process
dXt = (b + βXt) dt + σ
√
Xt dWt, b, σ ∈ R+, β ∈ R,
we exemplify how moments of order m can be calculated. Its extended generator is
given by
Ag(x) = 1
2
σ 2x
d2g(x)
dx2
+ (b + βx)dg(x)
dx
.
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Applying A to (x0, x1, . . . , xm) yields the (m + 1) × (m + 1) matrix
A =
⎛
⎜⎜⎜⎜
⎜⎜⎜
⎝
0 . . .
b β 0 . . .
0 2b + σ 2 2β 0 . . .
0 0 3b + 3σ 2 3β 0 . . .
. . .
0 . . . mb + m(m−1)2 σ 2 mβ
⎞
⎟⎟⎟⎟
⎟⎟⎟
⎠
.
Hence, Ex[Xkt ] = Ptxk = (0, . . . ,1, . . . ,0)etA(x0, . . . , xk, . . . , xm)′.
Remark 4.1 (i) Note that A is a lower triangular matrix, whose eigenvalues are the
diagonal elements. Since in this case they are all distinct, the matrix is diagonalizable.
Of course, there are many efficient algorithms to evaluate such matrix exponentials
(see for example [13, 19]).
(ii) If n > 1, one has to apply well-known techniques from linear algebra of poly-
nomials, in order to enumerate efficiently a basis of Pm and to exploit sparsity prop-
erties of A; see for instance [21].
4.1 Moment estimation—generalized method of moments (GMM)
In view of this easy and fast technique of moment calculation for polynomial pro-
cesses, the generalized method of moments (GMM) can be applied for parameter
estimation. If we are given a stationary polynomial process X, then typical function-
als applied for parameter estimation are of the form
f (X, θ) =
⎛
⎜
⎝
X
n1
t X
m1
t+s − Ex[Xn1t Xm1t+s]
...
X
nq
t X
mq
t+s − Ex[Xnqt Xmqt+s]
⎞
⎟
⎠ , ni,mi ∈ N, 1 ≤ i ≤ q,
where θ is the set of parameters to be estimated. This functional is indeed sim-
ple to evaluate, since Ex[Xnt Xmt+s] = Ex[Xnt EXt [Xms ]] can also be computed eas-
ily. The usual technology of equating time averages to expectations applies for f and
leads to efficient calibration methods. In the case of one-dimensional jump-diffusions,
Zhou [23] already uses this method for GMM estimation.
4.2 Model calibration
In model calibration—in contrast to estimation of parameter values of a stationary
process from time series data—parameters are chosen such that derivatives’ prices
are best explained. Here also the polynomial structure can be very helpful. Assume a
polynomial process X, where derivatives’ prices are known from the market. Deriva-
tives’ prices are expectations Ex[f (Xt )] for sufficiently many time points t > 0 and
sufficiently many payoffs f , such that we can estimate the curves t → Ptg(x) for
today’s initial value x and several polynomials g. In other words, we need as many
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derivatives’ prices as necessary to calculate (estimate) the prices of some payoffs,
which are polynomials in the underlying.
Once we have those curves t → Ptg(x), it is often an easy task to read off para-
meter values which explain this curve. This will be worked out in a follow-up paper.
4.3 Pricing—variance reduction
The fact that moments of polynomial processes are analytically known also gives rise
to new and efficient techniques for pricing and hedging.
Let X be an m-polynomial process and G : S → Rn a deterministic measurable
map such that the discounted price processes are given through St = G(Xt) under a
martingale measure. Typically G = exp if X are log-prices. We denote by F = φ(ST )
a bounded measurable European claim for some maturity T > 0, whose (discounted)
price at t ≥ 0 is given by the risk-neutral valuation formula
pFt = Ex
[
φ(ST )
∣∣ Ft
] = EXt
[
(φ ◦ G)(XT )
]
.
Obviously, claims of the form
F = f ◦ G−1(ST ) (4.1)
for f ∈ Pm are analytically tractable, since we have
pFt = Ex
[(
f ◦ G−1)(ST )
∣∣ Ft
] = PT−t f
(
G−1(St )
) = e(T−t)Af (G−1(St )
)
for 0 ≤ t ≤ T , where A is the previously defined linear map on Pm. Although claims
are in practice not of the form (4.1), the explicit knowledge of the price of polynomial
claims can be used for variance reduction techniques based on control variates. In-
stead of using the estimator πF0 = 1L
∑L
i=1(φ ◦G)(XiT ) in a Monte Carlo simulation,
where X1T , . . . ,X
L
T are L samples of XT , we can use
πˆF0 =
1
L
L∑
i=1
(
(φ ◦ G)(XiT ) −
(
f (XiT ) − Ex[f (XT )]
))
,
where f ∈ Pm is an approximation of φ ◦ G and serves as control variate. Both
estimators are unbiased and the second clearly outperforms the first since we have
Var(πˆF0 ) < Var(π
F
0 ), where the ratio of the variances depends on the accuracy of the
polynomial approximation.
It is worth mentioning that the previous pricing algorithm has also important
consequences for hedging, since the Greeks for “polynomial claims” F = f (XT )
can also be calculated explicitly and efficiently. The coefficients of the polynomial
x → Ex[f (XT )] can be computed using matrix exponentiation, and taking deriva-
tives of this polynomial is then a simple algebraic operation. To be more precise, the
sensitivities of the price process with respect to the factors X can be calculated by
∇pFt = ∇PT−t f
(
G−1(St )
)∇G−1(St ).
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Assuming a complete market situation, the claim φ(ST ) = φ ◦ G(XT ) can be repli-
cated by a trading strategy η, i.e.,
φ(ST ) = Ex
[
φ(ST )
] +
∫ T
0
ηt dSt .
Similarly, the polynomial claim f (XT ) can be replicated by the delta-hedging strat-
egy ∇pF and we conclude that
φ(ST ) − f (XT ) = Ex
[
φ(ST )
] − Ex
[
f (XT )
] +
∫ T
0
(
η − ∇pFt
)
dSt .
Therefore, if we assume that φ(ST ) − f (XT ) has small variance, then also the
stochastic integral representing the difference of the cumulative gains and losses of
the two hedging portfolios, namely the one built by the unknown strategy η and the
one built by the known strategy ∇pF , is small.
Concerning the approximation of φ ◦ G by a polynomial, let us consider the case
St = G(Xt,1) with G : R → R+, meaning that we only have one asset which de-
pends on the first component of the polynomial process X as it is usually the case in
stochastic volatility models. If the Hamburger moment problem for the law of XT,1,
say μ, admits a unique solution, then the set of all polynomials is dense in L2(μ) (see
[1, Theorem 2.3.3]) and hence also in L1(μ). A sufficient conditions for the unique-
ness of a solution to this moment problem is
∣
∣Ex
[
XkT,1
]∣∣ ≤ C k!
Rk
for some constants C > 0 and R > 0 (see [20, Example X.4]). This condition can
be assured by the existence of exponential moments of XT,1 around 0, that is, the
moment generating function E[euXT,1] should be finite for all u ∈ (−ε, ε), which is
often satisfied in financial applications.
For illustrative purposes, we have implemented the following affine stochastic
volatility model which was initially proposed by Bates [2]. The price process is spec-
ified as St = S0eXt with dynamics
d
(
Xt
Vt
)
=
(
r − Vt2 − λVt
∫
R
(eξ − 1)F (dξ)
b − βVt
)
dt
+
( √
Vt 0
σρ
√
Vt σ
√
1 − ρ2√Vt
)(
dBt,1
dBt,2
)
+
(
dZt
0
)
,
where B is a 2-dimensional Brownian motion and Z a pure jump process in R with
jump intensity λv and exponentially distributed jump sizes, i.e., F(ξ) = 1
c
e−
ξ
c , for
some parameter c ∈ R+. Figure 1 illustrates the comparison between the Monte Carlo
simulation for European call prices with and without variance reduction. In this ex-
ample we use the parameters as given in Table 1.
The polynomial which we take to approximate the payoff function is of degree
10 and is chosen such as to minimize the approximation error in a certain interval
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Table 1 Model parameters
S0 V0 Strike r b β σ ρ λ c
10 0.1 9 0.04 0.08 0.7 0.03 0 1.5 0.05
Fig. 1 Comparison: Monte Carlo simulation for European call prices with and without variance reduction
(depending on the support of the probability distribution). Concerning computation
time, we remark that beside the one-time calculation of the matrix exponential, the
only additional computational effort resulting from the use of the control variates
is the evaluation of a polynomial in each loop. In our MATLAB code, this causes
an increase of computation time of less than 50 % per replication. Observing that
one can achieve the same accuracy by using 100 times fewer replications through the
polynomial control variates, the computation time (in our MATLAB implementation)
can be decreased by a factor of more than 65.
Let us finally remark that our variance reduction technique is of particular interest
for affine models for which the generalized Riccati ODEs (see [7]) determining the
characteristic function cannot be explicitly solved. Moreover, it can also be applied
to derivatives involving several assets, provided that their dynamics are described by
a polynomial process. This can simply be done by approximating European payoff
functions depending on several variables with multivariate polynomials.
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