Complementing the results from [10] , we find upper bounds for C(d,n) under additional assumptions. Moreover, using free probability, we show that C(d, n) > 1, thereby disproving the most optimistic conjecture from [10] . We also prove a deviation result for the symmetrized-AGM inequality which shows that the symmetric inequality almost holds for many classes of random matrices. Finally we apply our results to the incremental gradient method(IGM).
introduction
The arithmetic-geometric mean (AGM) inequality is of fundamental importance in mathematical analysis. Augustin Cauchy (1789-1857) was the first to prove AGM in 1821. Then Liouville, Hurwitz, Steffensen, Bohr, Riesz, Sturm, Rado, Hardy, Littlewood, and Polya offered alternative proofs of the AGM inequalities in the same year. Much more recently, Ré and Recht in [10] realize that sampling without-replacement outperforms sampling with replacement provided a noncommutative version of the arithmeticgeometric mean(AGM) inequality holds. They formulate several conjectures on AGM with connection to machine learning such as the incremental gradient method, empirical risk minimization and online learning. In particular, their proof, which employed the classical MacLaurin inequalities, led to improved convergence rate of incremental gradient method (IGM).
Let us recall the famous MacLaurin inequalities for positive real numbers x 1 , ..., x n and the normalized d-th symmetric sums as
..,n} |τ |=d i∈τ x i .
where 1 ≤ d ≤ n and |τ | := the cardinality of τ . According to the MacLaurin inequalities, we have
+ Partially supported by DMS 1501103 and BigData 1447879.
In particular, S 1 ≥ n √ S n is the standard AGM inequality. For more details about the classical AGM inequality see [5] .
It's natural to ask whether the MacLaurin inequalities still hold if we replace the real numbers with positive definite matrices. Namely, if A 1 , · · · , A n are a collection of positive definite operators in some Hilbert space, the MacLaurin mean is defined as (1.1)
It is still open whether the norm of P d is always less than that of (P 1 ) n , i.e.
(1.2)
Ré and Recht show that these noncommutative AGM inequalities hold when there are only two matrices or when all of the matrices commute. Arie, Felix and Rachel [6] prove the inequality holds for products of up to three matrices by a variant of the classic ArakiLieb-Thirring inequality. Ré and Recht also demonstrate that AGM holds for matrices with a constant depending on the degree d and the dimension m under some assumption.
In [1] , we prove the (1.2) in both normed and ordered sense under some assumptions.
We define a symmetrized normalized d-th sums as follows: 
However, in the symmetrized setting, the following does not hold in general:
Therefore Ré and Recht define the with-replacemnt expectation is defined as
That is, we average the value of f over all ordered tuples of elements from (x 1 , · · · , x n ). Similarly, the without-replacement expectation as
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Ré and Recht also asked for norm or order inequalities of the following:
The norm symmetric AGM conjecture asks for (1.7) with C 3 = 1. This still remains open.
Therefore, the problem of computating the best constant in (1.4) is particularly interesting. We explore the relation between the sequence A, the length d and C 2 as follows:
Under the condition
Therefore, we also provide a proof of Ré and Recht's conjecture with C 3 = 1 + ǫ in (1.7). However for random matrices, the condition 1 n A * j A j = 1 is no longer satisfied. Therefore we provide a deviation version of SAGM:
The organization of the paper is as follows: we introduce some basic knowledge about combinatorial theory and von Neumann algebras. In section 2, we try to use some new techniques to estimate the symmetric version of AGM. After that, we give a counter example of the SAGM inequality using free probability. We give the deviation version of SAGM at the end of this section. In section 3, we focus on the Incremental Gradient Method. We also construct three random matrices examples to satisfy the IGM with good constants using group representation theory and spherical design.
Upper bounds for symmetrized arithmetic-geometric mean inequalities
We need to recall some definitions from the combinatorial theory of partitions in [2] and [11] . For fixed d we consider the following average symmetric product of noncommutative operators of length d: 
The column term or row term is bounded by √ n, and the diagonal term is bounded by sup A i k k . Therefore we have
(2) If we have the partition [12, 34] where d = 4 then we have
Since we have two column terms, two row terms and four diagonal terms, then the symmetric summation has
From the above examples we can generalize the upper bound for any partition. By Pisier's tensor techniques mentioned in [9] , we first need to embed each element a i k ∈ M in larger space (⊗B(H)) ⊗ M . For each i k ∈ B i we have
where min B i means the smallest index number and e kk , e 1k are matrix units in the i th component of the tensor form.
Similarly define the adjoint of the operator Z i k , denoted as Z * i k , as follow:
Lemma 2.5. Let A i be a family of operators such that
and consequentlyZ
Proof. If i k = min B i , it turns out thatZ i k generates a row space. Therefore,
, it turns out thatZ i k generates a matrix form with diagonal component with elements {A i k }.
The following is the key lemma for our main result in this section.
Lemma 2.6. Let σ be a partition in P j with the blocks B 1 , ..., B ν(σ) then we have
Proof. Let σ = B 1 , B 2 , ..., B ν(σ) where B i 's are the blocks in this partition. Then we have
The last inequality comes from the observation of Lemma 2.5. It explains if we have a block, then there is only one operator in this block with index gives the upper bound norm equal to n and the remaining operators with different indices are bounded by sup A * k A k . Note that ν(σ) is the number of blocks. In the product form we have ν(σ) items give the bound n and the remaining j − ν(σ) items give the bound sup A * k A k . Remark 2.7. In particular, we can observe that
Here k means the cardinality of the set.
In this paper without specific explaination, we always assume
Most of the techniques we use in our first paper are not working for SAGM. 
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Given a partition σ , and i 1 is not a singleton in σ. We denote
Lemma 2.8. Given a partition σ ∈ P j and i 1 is not a singleton element in the partition σ, then
where C = sup A * k A k . Proof. Let γ be the partition without index i 1 , then we know ν(σ) = ν(γ), |γ| = j − 1 and |σ| = j.
Then we consider the norm
Proof. Let i j = l and define n l := [1, ..., n] − l and n
Also, let t represents the indices such that if t / ∈ [n l ] ⇒ some of the indices of t are equal to l.
Then we have
Then by distributing the sum for both terms and from the given assumption we have
Notice that the sum run over the restricted partition i 1 , ..., i j−1 =0 with condition that not all of them in n j−1 l . This will force just one i k = l, so we have (j − 1) choices.
Now using the fact that the norm of the restricted partition is less than the full one, i.e.
By Remmark 2.7 for the partition0, we obtain
Note that if the condition
To formulate a sufficient analysis, let us first formalize some notation mentioned in [10] . Throughtout in the remaining of this paper, [n] denotes the set of integers from 1 to n. Let D be some domain, f : D k → R, and A := (x 1 , · · · , x n ) a set of n elements from D.
We define the without-replacement expectation as
That is, we average the value of f over all ordered tuples of elements from (x 1 , · · · , x n ). Similarly, the with-replacemnt expectation is defined as
Remark 2.10. With the above definition (2.4), we take a specific function defined as
Next let's provide a deviation version of SAGM as follows:
The term on the left side of the inequality (2.4) can factor out (1 − A * i j A i j ) since the index i j is independent with the others. And the norm in (2.5) is invariant with respect to the index l. (2.6) is different with (2.5) with a constant C, after factoring out the
Therefore we get
Then by using E wo,j−1 (A) = E wo,j−1 (A) − E(E wo,j−1 (A)) + E(E wo,j−1 (A)), we have
Using the discrete case of Grönwall's lemma [4] ,
It remains to find an upper bound for f(d)
≤ nε and Höld inequality, the term (2.8) admits the following estimate
and triangle inequality, we get
)|||, we have a sequence {a d } has a 1 ≤ ε and the iteration inequality,
Take the iteration for d times, we get (2.9)
Then by triangle inequality, we obtain
A Counterexample For the Symmetric Arithmetic Geometric Mean Inequality
In this section, we provide an example from free probability [12] which proves that symmetric arithmetic geometric mean inequality (SAGM) is not true in general. Let's recall the construction of the reduced amalgamated free product of von Neumann algebras. Let A 1 , ..., A n be a family of von Neumann algebras and let a be a common von Neumann subalgebra of A k generated by an element a. We will assume that there is a normal faithful conditional expectation E k : A k → a for each k. Let A = * a A k be the reduced amalgamated free product of A 1 , ..., A n over a with respect to the E k . We are concerned about the case when d = 3.
Fact 3.1. We list some properties for the von Neumann algbras A j := u j , a generated by u j and a:
(1) A j is freely independent over A,then E A j (X) = E A (X).
Theorem 3.2. Let u j be unitaries and {u 1 , · · · , u n , a} be freely independent operators such that a j = au j , τ (u j ) = τ (a) = 0, τ (a 2 ) = 1 and a 2 = 1.
In this following, we will replace E wo,3 with E wo (respectively replace E wr,3 with E wr ). First We need to prove two main lemmas.
Proof. We will use the free independent condition which says that τ (å i 1å i 2 ...å in ) = 0 if
. We claim that for all choices j 1 , j 2 , j 3 , we have
Let us start by using the definition of the operator a i j frequently.
The above zero terms hold thanks to freeness. We will use the following folding techniques introduced by Junge in section 6 of [7] to write 1 − E wo and 1 − E wr for the operators a j where a j = au j . Recall that
and for the expectation for with-replacement
Then we take the difference between 1 − E wo and 1 − E wr , then we have
The next Lemma shows that some terms will vanish under the conditional expectation E A j .
Lemma 3.4. The conditional expectation E A j has the following properties:
Let us start by (i) and assume k = j,
we will consider the following cases for j, l, k :
(
by (2) and (4) in Remark 3.1.
In case (2) we have
In case (3), when j = l and k = l, we have
Since it's the same with case (1). Now we can prove the theorem by using the two lemma above.
Proof of Theorem 3.2. Assume n ≥ 2 and E wo (A) ≤ E wr (A). Then by Lemma 3.3
Then we get contradiction with the assumption.
Following Theorem 2.11, we may replace the |||·||| with operator norm for free products, we have the following: 
Incremental Gradient Method and the symmetric AGM inequality
In this section we consider the Incremental Gradient Method (IGM) in higher dimensions where we demonstrate the error for sampling without replacement-method by using the upper bound of the symmetric AGM inequality. We compare sampling with-replacement versus without-replacement sampling for IGM on the cost function
Suppose we walk over k steps of IGM with constant step size γ and we access the terms i 1 , · · · , i k in that order. Then we get
Subtracting x * from both sides of this equation, then gives
Substitute by
then we have
By iteration over k, we obtain the following term
4.2. From incremental gradient method to symmetric-AGM. Now we take the inner product x k −x * , x k −x * = x k −x * 2 and take a partial expectation with respect to w i to estimate x k −x * after k steps mentioned in (4.2) . If x, y are mutually independent random vectors such that E(y) = 0, then we have E x + y, x + y = E( x, x ) + E y, y .
Because of this property, taking the expectation of (4.2), we get
, then {A i j } be a family of a self adjoint operators and the above equation can be written as
Expanding the square norm in the E wo , we get
Here we use
We have to split the two terms of (4.4) into l ≤ k − 1 and l = k :
Note that the term I l misses out some indexes and hence is not exactly S l . We define S j,k (A) = E wo A * k · · · A * j+1 A j+1 · · · A k where j < k. Then (4.5) can be reformulated as follows:
Observe that
Lemma 4.1.
Thanks to the above observation,
Lemma 4.2. The constant C k,l havs the following property:
Proof. The (2) is trivial based on (1). So we just need to verify the part (1). Mutiply 1 n k to the fraction form, we get
Let us discuss one of these terms
Taking the logarithm of this constant C k,l , we will have α l + α k−l − α k such that 
For k iterations, we will have the following estimate
Here φ = 1 − 2γσ + γ 2 σµ, β = x 0 − x * , C 1 , C 2 are two constants related to γ, µ, σ.
From now on, we always assume 
1 n n j=1 A * j A j = (1 − 2γσ + γ 2 σµ) · I := ϕ · I (3) sup A j 2 ≤ max{|1 − γµ|, 1}
By rescaling the operators A j = √ ϕU j in the average form (2) and using the upper bound inequality (2.2) for 1 n U * j U j = I, we can get (4.10)
Now,thanks to the inequality (4.6), we have
The above equality(4.12) comes from the change of index by k − i and the identity C k,k−i = C k,i . Next adapting (4.8) and (4.10), we have 
Proof of Theorem 4.3. Combined with the above inequality we have
Therefore the target esimate is under control of ϕ, ρ and γ, i.e.
(4.14)
Remark 4.5. In order to make sure the inequality (4.14) hold, we need to guarantee that the radio ϕ ∈ (0, 1). By the definition of ϕ, we will have (4.15) 0 < 1 − 2γσ + γ 2 σµ < 1.
If γ < 2 µ , we will have ϕ < 1 and C = 1 ϕ as well. Moreover, if σ < µ, then γ > 0 exists. Remark 4.6. The suggested strategy to win an average convergent rate: Given δ > 0, then we can find a pair (k 0 , η 0 ), s.t k > k 0 and η < η 0 , then
