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Phase-Aware Single-Channel Speech Enhancement
with Modulation-Domain Kalman Filtering
Nikolaos Dionelis, Student Member, IEEE, Mike Brookes, Member, IEEE
Abstract—We present a single-channel phase-sensitive speech
enhancement algorithm that is based on modulation-domain
Kalman filtering and on tracking the speech phase using circular
statistics. With Kalman filtering, using that speech and noise
are additive in the complex STFT domain, the algorithm tracks
the speech log-spectrum, the noise log-spectrum and the speech
phase. Joint amplitude and phase estimation of speech is per-
formed. Given the noisy speech signal, conventional algorithms
use the noisy phase for signal reconstruction approximating the
speech phase with the noisy phase. In the proposed Kalman
filtering algorithm, the speech phase posterior is used to create
an enhanced speech phase spectrum for signal reconstruction.
The Kalman filter prediction models the temporal/inter-frame
correlation of the speech and noise log-spectra and of the speech
phase, while the Kalman filter update models their nonlinear
relations. With the proposed algorithm, speech is tracked and
estimated both in the log-spectral and spectral phase domains.
The algorithm is evaluated in terms of speech quality and differ-
ent algorithm configurations, dependent on the signal model, are
compared in different noise types. Experimental results show that
the proposed algorithm outperforms traditional enhancement
algorithms over a range of SNRs for various noise types.
Index Terms—Speech enhancement; single-channel; speech phase
I. INTRODUCTION
SPEECH enhancement in non-stationary noise environmentsis a challenging research area. The modulation domain
is an often-used representation in models of the human audi-
tory system; in speech enhancement, the modulation domain
models the temporal/inter-frame correlation of frames rather
than treating each frame independently [1] [2]. Enhancement
algorithms can benefit from including a model of the inter-
frame correlation of speech and a number of authors have
found that the performance of a speech enhancer can be
improved by using a speech model that imposes temporal
structure [3], [4], [5]. Temporal inter-frame speech correlation
modelling can be performed with a Kalman filter (KF) with
a state of low dimension, as in [1] and [6]. The enhancement
algorithms in [7] track the time evolution of the clean Short
Time Fourier Transform (STFT) amplitude domain coefficients
in every frequency bin. In [8], speech inter-frame correlation
is modeled. Considering KF algorithms, many papers, such
as [9] [10] and [11], utilise the nonlinear observation model
relating clean and noisy speech in the log-spectral domain.
An overview of traditional statistical-based algorithms is
given in [12]. Whereas traditional statistical-based algorithms
treat each time-frame independently, an alternative approach
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performs filtering in the modulation domain to model the time
correlation of speech. Inter-frame speech correlation mod-
elling can help enhancement algorithms achieve more noise
reduction and less speech distortion [13]. Modulation-domain
Kalman filtering refers to sequentially updating the statistics
of speech utilising temporal constraints on the estimation of
the speech spectrum with a KF prediction step [6], [7], [14].
In [15] and [16], KF tracking of speech (and noise in [17])
is presented. A number of authors perform speech Kalman
filtering in the amplitude spectral domain assuming additivity
of speech and noise in the same spectral domain [1], [18].
Existing enhancement KF algorithms that work in the time-
frequency domain differ in their choice of the KF state, the
KF prediction and the KF update. The KF state can be in the
speech amplitude spectral domain [1] [18], the power spectral
domain or the log-spectral domain [14] [19]. Speech spectra
are well modelled by Gaussians in the log-spectral domain
(and not so well in other domains), mean squared errors in the
log-spectral domain are a good measure to use for perceptual
speech quality and the non-nonnegative log-spectral domain is
most suitable for infinite-support Gaussian modelling.
Regarding the KF prediction, AR modelling with or without
the AR mean can be performed based on the autocorrelation
method, which uses windowing [20], or on the covariance
method allowing or not allowing unstable AR poles. A KF
with non-time-varying parameters requires the use of stable
AR poles in the KF prediction, while a KF with time-varying
parameters does not require the use of stable AR poles. Despite
the observation that a time-varying KF does not require stable
AR poles, the stability of the KF loop is still important.
The KF update is affected by the signal model that is used
for the addition of speech and noise [21]. If speech and noise
are independent, then they add in the complex STFT domain
[22] [23]; it may however be analytically simpler to assume
that speech and noise add either in the power spectral domain
or the amplitude spectral domain [1] [18]. The aforementioned
alternative possible ways are related to the phase factor, which
is the cosine of the phase difference between speech and noise
[22] [24]. Assuming speech and noise additivity in the power
domain is equivalent to assuming that the phase factor is zero.
Assuming speech and noise additivity in the amplitude domain
is equivalent to assuming that the phase factor is equal to unity.
The Kalman filtering algorithms in [1] and [18] assume that
speech and noise are additive in the amplitude spectral domain,
which results in noise oversubtraction in the region of 0 dB
SNR that may sometimes be perceptually good [12].
Noise tracking using a KF can be beneficial for enhance-
ment [25], [17]. Noise tracking is performed in [25] and
subsequently in [26]. In the KF update step, the correlation
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Figure 1. Plot of the STFT phasors in the complex plane.
between speech and noise can be estimated [14], [19].
Enhancement algorithms can benefit either from modelling
the phase factor [14] or from estimating the speech phase [27].
The two related but distinct issues here are: (a) modelling the
phase factor allows a better estimate of the speech amplitude,
and (b) modelling the phase itself allows a better estimate of
the speech phase. Both (a) and (b) can potentially improve the
performance of the speech enhancer. Amongst other technical
papers, the phase factor is considered in [22] and [28]. On
the contrary, in [11], the phase factor is assumed to be zero.
Estimating the speech phase and not estimating the noise phase
does not affect the phase factor distribution; if the noise phase
is uniformly distributed, then the difference of the speech
phase and the noise phase is also uniformly distributed.
Recent research has shown the importance of estimating the
speech phase [27] [29]: approximating the speech phase with
the noisy phase can hinder the performance of enhancement
algorithms. In recent years, the estimation of the speech
phase is a widespread problem in speech processing [27].
The estimation of the speech phase as a circular quantity
using circular probability distributions is a less widespread
problem. Circular statistics take phase periodicity explicitly
into account so that speech phase tracking does not fail when
the discontinuity between −pi and pi is reached [30].
In this paper, we perform phase-sensitive speech enhance-
ment using a nonlinear modified KF in the log-spectral domain
using speech phase tracking. Speech and noise are taken to be
additive in the complex STFT domain, as in [14] [19]. Speech
phase tracking can be beneficial for enhancement because
successive segments of speech are correlated [31]. Modulation-
domain Kalman filtering is performed using speech phase
inter-frame correlation modelling and a phase-sensitive KF
update that uses KF-based local priors for the speech phase. In
the KF update, the posterior distributions of the speech phase
and of the speech and noise log-spectra are computed using a
specific four-dimensional distribution parametrisation.
The speech log-spectrum and phase and the noise log-
spectrum are tracked using one KF for each frequency bin. A
KF is utilised to deal with the temporal variability of speech:
the temporal dynamics of the speech log-spectrum and phase
are modelled using the KF prediction step. In the KF update,
the estimated dynamics of the speech log-spectrum and phase
are combined with the observed noisy log-spectrum and phase
to obtain a minimum mean squared error (MMSE) estimate of
the speech log-spectrum and phase. The ordinary technique in
order to incorporate the speech phase is to track and estimate
either the complex STFT domain of speech or the real and
imaginary parts of the STFT domain of speech [16] [32].
The structure of this paper is as follows. Section II presents
the signal model, Sec. III describes the main phase-sensitive
Kalman filtering algorithm that performs speech phase estima-
tion and Sec. IV introduces the simplified versions of the main
algorithm without speech phase estimation. The algorithms are
evaluated in Sec. V and conclusions are drawn in Sec. VI.
II. SIGNAL MODEL AND NOTATION
In the time domain, the noisy speech signal, y˜(l), is given
by y˜(l) = s˜(l)+n˜(l), where s˜(l) and n˜(l) are the clean speech
and additive noise respectively and l is the discrete time index.
Applying the STFT, we obtain Yt(k) = St(k)+Nt(k) where t
indexes the time-frame and k the frequency bin. Within the KF
algorithm, frequency bins are processed independently and, for
clarity in the remainder of this paper, the frequency index, k,
is omitted and the time-frame index, t, is included only in
equations that involve multiple time-frames.
In the complex STFT domain, we have: Y = S + N ⇔
|Y |ejθ = |S|ejφ + |N |ejψ where the noisy speech phase is
θ, the speech phase is φ and the noise phase is ψ. The STFT
spectral log-amplitudes of the noisy speech, speech and noise
are denoted by y = log |Y |, s = log |S| and n = log |N |.
Taking the complex logarithm of the STFT coefficients gives
ey+jθ = es+jφ + en+jψ. We define the relative phases of
the noisy speech and noise by δ = θ − φ and γ = ψ − φ
respectively. Figure 1 depicts the STFT phasors in the complex
plane including the angles δ and γ. Substituting for θ and ψ
gives ey+jδ = es+en+jγ . We note that if δ, γ lie in the range
[−pi, pi) then, since es is real and positive, δ and γ have the
same sign, sgn(δ) = sgn(γ); this will be used in Sec. III.D.
For convenience, we also define the phase factor, α = cos γ.
If S and N are independent, then γ is uniform, γ ∼ U(−pi, pi),
and the phase factor distribution, p(α), is given by
p(α) =

1
pi
√
1− α2 if − 1 < α < 1
0 otherwise.
(1)
Equation (1) is also utilised in [14], [19] and [28].
In this paper, the semicolon “;” is used to denote vertical
concatenation of vectors: (x1; x2) = (xT1 xT2 )T . In addition,
Yt is used to denote all the noisy complex STFT coefficients
up to time t. Furthermore, the notation st|t = E {st | Yt} is
utilised to denote the posterior of a random variable, st.
A. Circular distributions and moments
The distribution of a phase, φ, is commonly modelled using
either the von Mises (vM) distribution or the Wrapped Normal
(WN) distribution which are both defined by two parameters.
In both cases, the distibution can be uniquely defined by its
complex-valued first circular moment, E(exp(jφ)) [30]. The
vM distribution and its first circular moment are given by
pvM
(
φ;µ(φ), κ(φ)
)
=
exp
(
κ(φ) cos
(
φ− µ(φ)))
2pi I0 (κ(φ))
(2)
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and
E{exp(jφ)} = exp (jµ(φ)) I1 (κ(φ))
I0 (κ(φ))
(3)
respectively. In (2) and (3), I0(x) is the Bessel functions of
the order zero and, in (3), I1(x) is the Bessel function of the
order one [30]. In addition, in (2) and (3), µ(φ) is the mean
and κ(φ) is the concentration of the vM distribution. We denote
the vM distribution with mean µ(φ)t and concentration κ
(φ)
t by
vM(µ(φ)t , κ
(φ)
t ). For a given complex-valued first trigonometric
moment, m1 = |m1|ej∠m1 , the vM distribution with this first
moment has the density vM(∠m1, I0(|m1|)I1(|m1|) ) [30].
The WN distribution and its first circular moment are
pWN(φ;µ
(φ), σ2(φ)) (4)
=
1
σ(φ)
√
2pi
∞∑
k=−∞
exp
(−(φ− µ(φ) + 2pik)2
2σ2(φ)
)
and
E{exp(jφ)} = exp
(
jµ(φ)t − 0.5σ2(φ)t
)
(5)
respectively. In (4) and (5), µ(φ)t is the mean and σ
2(φ)
t
is the variance of the WN distribution. We denote the WN
distribution with mean µ(φ)t and variance σ
2(φ)
t by WN(µ
(φ)
t ,
σ2(φ)t ). For a given complex-valued first trigonometric moment,
m1 = |m1|ej∠m1 , the WN distribution with this first moment
has the probability density WN(∠m1, −2 log(|m1|)) [30].
III. DESCRIPTION OF THE ENHANCEMENT ALGORITHM
A. Overview of the Algorithm
The algorithm’s flowchart is shown in Fig. 2. The core of the
algorithm is the KF enclosed in the figure by a dashed line. The
KF tracks the posterior distributions of the speech phase and
of the log-spectra of both the speech and the noise. Rather than
tracking the speech phase, φ, directly, it is more convenient to
track the unit-magnitude complex quantity, exp(jφ).
The first step of the algorithm is to transform the noisy
speech signal into the time-frequency domain using the STFT.
The algorithm considers the spectral amplitude and phase of
the noisy speech separately. The noisy spectral amplitude is
used in three ways: (a) it is converted to the log-power domain
and used as the KF observation together with the noisy phase,
θ, (b) it is pre-cleaned and used for speech AR modelling of
order p in the log-spectral domain, and (c) it is used for noise
AR modelling of order q in the log-spectral domain. The noisy
phase is converted to the complex domain and then used for
speech phase complex AR modelling of order 1.
For the prediction step of the KF, autoregressive AR models
are estimated for exp(jφ) and for the log-spectra of speech
and noise. To estimate the speech log-spectrum AR model,
the noisy speech spectrum is pre-cleaned using a conventional
speech enhancer, converted to the log-power domain and then
divided into overlapping modulation frames followed by AR
analysis. To estimate the AR model for exp(jφ), the noisy
STFT Pre-cleaning forspeech phase exp(j .)
Modulation
frames
Input:
Noisy speech
Pre-cleaning for
speech or noise log (.)
Modulation
frames
(.)2 log |Y | KFobservation z
−1
Noise power
estimation,
noise priors
Speech, noise
and phase
KF update
Speech, noise
and phase
KF prediction
Speech, noise
AR modelling
Global
speech priors
Complex
AR(1) modelling
exp(s)
ISTFT
using φ
Output:
Enhanced speech
|Y |
|Y |, θ
|Y |, θ
|Y |2
|Y |
y, θ
|Y |, θ θ
xt−1|t−1
xt|t−1
xt|t
|S|, φ
s, φ
Figure 2. The flowchart of the algorithm is illustrated. The blocks in the
dotted rectangle constitute the KF that tracks the speech and noise log-spectra,
(s, n), and the speech phase, φ. The term z−1 refers to one-frame delay.
phase is pre-cleaned using a speech phase enhancer, converted
to the complex domain and then divided into overlapping
modulation frames followed by AR analysis.
The linear KF prediction step (described in Sec III.B) uses
the results of the AR analysis to predict the KF state in the
the current frame, t, from previous observations.
The KF update (described in Sec. III.D) is nonlinear and
combines the output of the KF prediction with the observed
noisy speech log-spectrum and phase while incorporating
additional prior distributions for the speech and noise log-
spectra. The additional prior distribution of the noise is deter-
mined using an independent noise estimator. The global speech
prior distribution is obtained by multiplying an offline-trained
speech model by the estimated active speech level [33].
The final step of the algorithm is to extract the estimated
phase and log-power of the current frame from the KF state
vector and to combine these to generate the corresponding
STFT coefficient. The inverse STFT (ISTFT) is then used to
reconstruct the enhanced speech signal in the time domain.
B. The KF state and the KF prediction step
In Fig. 2, within the dotted rectangle, the KF state vector,
xt, has dimension (p+ q + 1) and may be partitioned as
xt =
(
x(s)t ; x
(n)
t ; x
(p)
t
)
(6)
where
x(s)t = (st st−1 . . . st−p+1)
T ∈ <p (7)
x(n)t = (nt nt−1 . . . nt−q+1)
T ∈ <q (8)
x(p)t = exp(jφt) ∈ C. (9)
Based on equations (6)-(9), the speech KF state is x(s)t , the
noise KF state is x(n)t and the phase KF state is x
(p)
t . For the
speech KF state, x(s)t , the speech signal model is
x(s)t|t−1 = A
(s)
t
(
x(s)t−1|t−1 − ζ (s)t
)
+ ζ (s)t + w
(s)
t (10)
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where
A(s)t =
( −a(s)Tt
I 0
)
∈ <p×p (11)
Q(s)t =
(
(s)t 0
T
0 0
)
∈ <p×p. (12)
Equation (10) is the linear KF prediction equation that is
based on AR modelling and on (11) and (12).
In (10)-(12), the speech KF transition matrix is A(s)t , the
speech KF transition noise covariance matrix is Q(s)t and the
speech KF transition noise is w(s)t . The speech KF transition
noise, w(s)t , is zero-mean Gaussian with covariance matrix Q
(s)
t .
In addition, the vector of speech AR coefficients is a(s)t ∈ <p
and the variance of the transition noise is (s)t . The prior of the
speech KF state is denoted by x(s)t|t−1 and the posterior of the
speech KF state at time (t− 1) is denoted by x(s)t−1|t−1.
In (10), A(s)t , ζ
(s)
t and Q
(s)
t are estimated from AR(p) mod-
elling described in Sec III.G. The AR mean, ζ (s)t , is the mean
speech log-amplitude estimated as a speech AR parameter.
In (10), the way in which the speech KF state, x(s)t , changes
in the speech KF prediction step is defined. The speech KF
state consists of a speech KF state mean, µ(s)t ∈ <p, and a
speech KF state covariance matrix, P(s)t ∈ <p×p. Both µ(s)t and
P(s)t are updated in the linear speech KF prediction using
µ(s)t|t−1 = A
(s)
t
(
µ(s)t−1|t−1 − ζ (s)t
)
+ ζ (s)t (13)
P(s)t|t−1 = A
(s)
t P
(s)
t−1|t−1A
(s)T
t + Q
(s)
t . (14)
For the noise KF state, x(n)t , the inter-frame correlation
between adjacent noise frames is modelled in the log-spectral
domain using a noise KF prediction step that is based on noise
AR(q) modelling described in Sec III.G. As in (13) and (14),
the noise KF prediction step equations are
µ(n)t|t−1 = A
(n)
t
(
µ(n)t−1|t−1 − ζ (n)t
)
+ ζ (n)t (15)
P(n)t|t−1 = A
(n)
t P
(n)
t−1|t−1A
(n)T
t + Q
(n)
t (16)
where the quantities with the superscript (n) refer to the
noise KF state and are analogous to the speech quantities.
The algorithm uses a joint speech and noise KF state with a
full covariance matrix, hence tracking the correlation between
speech and noise in the log-spectral domain [14]. The joint
speech and noise KF state is x(j)t = (x
(s)
t ; x
(n)
t ) ∈ <p+q . The
superscript (j) denotes the joint KF state. For the joint KF
state, x(j)t , the joint speech and noise signal model is
x(j)t|t−1 = A
(j)
t
(
x(j)t−1|t−1 − ζ (j)t
)
+ w(j)t + ζ
(j)
t (17)
where
A(j)t =
(
A(s)t 0
0 A(n)t
)
∈ <(p+q)×(p+q) (18)
ζ (j)t = (ζ
(s)
t ; . . . ; ζ
(s)
t ; ζ
(n)
t ; . . . ; ζ
(n)
t ) ∈ <(p+q) (19)
Q(j)t =
(
Q(s)t 0
0 Q(n)t
)
∈ <(p+q)×(p+q). (20)
From complex AR(1)
modelling: A(p)t , 
(p)
t
y, θ and
(s, n) priors
x
(p)
t−1|t−1
µ
(p)
t−1|t−1 ∈ C
Phase KF
prediction
x
(p)
t|t−1
µ
(p)
t|t−1
Phase KF
update
x
(p)
t|t
µ
(p)
t|t
Figure 3. The speech phase KF is shown. The inputs and outputs in this
diagram match the inputs and outputs of the dotted rectangle in Fig. 2 only
for the speech phase KF. The speech phase KF state is x(p)t = exp(jφt).
The KF prediction step update equations for the mean, µ(j)t ,
and covariance matrix, P(j)t , are therefore
µ(j)t|t−1 = A
(j)
t
(
µ(j)t−1|t−1 − ζ (j)t
)
+ ζ (j)t (21)
P(j)t|t−1 = A
(j)
t P
(j)
t−1|t−1A
(j)T
t + Q
(j)
t (22)
µ(j)t|t =
(
µ(s)t|t; µ
(n)
t|t
)
∈ <(p+q) (23)
P(j)t|t =
(
P(s)t|t Z
T
Z P(n)t|t
)
∈ <(p+q)×(p+q) (24)
where P(j)t can be decomposed as shown in the last line.
For the speech phase KF state, x(p)t , exp(jφt) is utilised.
Using exp(jφt) as the speech phase KF state leads to
E{exp(jφ) exp(−jφ)} = 1 and, in turn, this leads to (25).
The speech phase KF state variance, P (p)t ∈ <, is related to
the speech phase KF state mean, µ(p)t ∈ C, with
P (p)t = 1− |µ(p)t |2. (25)
Due to (25), the algorithm tracks the phase KF state
mean, µ(p)t , and does not utilise P
(p)
t . In (6), the KF state,
xt ∈ Cp+q+1, is defined and, now, the KF state mean is
µt|t−1 = (µ
(j)
t|t−1; µ
(p)
t|t−1). (26)
It should be noted that µt and P(j)t do not correspond to each
other. According to (26), µt includes both µ
(j)
t|t−1 and µ
(p)
t .
Figure 3 shows how the speech phase KF state, x(p)t , evolves
over time. The three main points of Fig. 3 are: (a) only µ(p)t
is used to track x(p)t , (b) x
(p)
t|t−1 is computed from x
(p)
t−1|t−1
and from the two parameters of complex AR(1) modelling,
and (c) the speech phase posterior, x(p)t|t, given the noisy y and
θ is calculated using the correlated log-spectrum local priors
of (s, n). Regarding (b), the two parameters of the complex
AR(1) modelling are the AR coefficient, A(p)t ∈ C, and the
speech phase KF transition noise variance, (p)t ∈ <.
Equations (27)-(30) show how µ(p)t changes in the speech
phase KF prediction step. To perform the KF prediction step,
µˇ(p)t|t−1 is first obtained from the AR model. Moment matching
is then used to map this to a WN distribution with parameters
µˇ
(φ)
t|t−1 and σˇ
2(φ)
t|t−1. Next, the transition noise variance, 
(p)
t ,
is added onto σˇ2(φ)t|t−1 and is then converted back to the first
circular moment, µ(p)t|t−1. These steps are summarised as:
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µˇ(p)t|t−1 = A
(p)
t µ
(p)
t−1|t−1 (27)
µˇ(φ)t|t−1 = atan2
(
={µˇ(p)t|t−1},<{µˇ(p)t|t−1}
)
(28)
σˇ2(φ)t|t−1 = −2 log(|µˇ(p)t|t−1|) (29)
µ(p)t|t−1 = exp
(
jµˇ(φ)t|t−1 − 0.5
(
σˇ2(φ)t|t−1 + 
(p)
t
))
. (30)
Considering the uncertainty in the complex AR prediction,
the transition noise variance, (p)t , reduces the absolute value
of µ(p)t . Equations (27)-(30) are based on the WN distribution
and on trigonometric moment matching in Sec. II.A.
Full covariance matrices are not used to model the cor-
relation between the speech phase, φ, and the speech and
noise log-spectra, (s, n). The algorithm assumes p(s, n, φ) =
p(s, n) p(φ) and thus that φ is independent of (s, n).
C. The nonlinear KF update step
The algorithm performs the update xt|t = (x
(j)
t|t; x
(p)
t|t). The
Kalman filtering algorithm first estimates x(p)t|t using
µ(p)t|t = E
{
x(p)t | Yt
}
(31)
and it then computes x(j)t|t.
To perform the KF update, the KF state vector, xt|t−1, is first
transformed so that the elements corresponding to the current
time, (st; nt), are uncorrelated with the other elements [7].
The current-frame elements, (st; nt), are decorrelated in the
KF state because the proposed KF update is nonlinear. Then,
the mean and the covariance matrix of these elements are
updated as described in Sec III.D. Finally, the transformation
is reversed in order to restore the original KF state vector.
In the KF prediction presented in Sec. III.B, the priors,
µ(j)t|t−1 and P
(j)
t|t−1, are calculated in (23) and (24). In the KF
update in Sec. III.D, the posteriors, µ˘(j)t|t and P˘
(j)
t|t, are found.
This section shows how the decorrelation and recorrelation
steps are used to calculate µ(j)t|t and P
(j)
t|t.
Before performing the KF update, the KF state is decor-
related by multiplying the speech and noise state vector, x(j),
by the matrix D. The transformation matrix, D, is chosen to
decorrelate the current frame elements, st and nt, from the rest
of the state vector. Transformed quantities are identified with
a breve diacritic. The multiple-element decorrelation operation
preserves the inter-frame correlation that is created from the
KF prediction step so that the algorithm performs the KF
update with the variables in the current time-frame.
The covariance matrix, Pt|t−1, is first decomposed as
P(j)t|t−1 =
(
PA PTB
PB PC
)
. (32)
Then, D = CB is utilised where
C =
(
I 0
−PBP−TA I
)
(33)
and where the permutation matrix B ∈ <(p+q)×(p+q) is
B = [e1 ep+1 e2 e3 . . . ep ep+2 ep+3 . . . ep+q]T (34)
where ei is the i-th column of the identity matrix. Next, D
is used along with the linear transformation
µ˘(j)t|t−1 = D µ
(j)
t|t−1 (35)
P˘
(j)
t|t−1 = D P
(j)
t|t−1 D
T ,
(
PA 0
0 PC − PBP−1A PTB
)
(36)
where the off-diagonal block matrices are zero matrices. The
decorrelation step is the linear transformation in (35), (36).
For convenience, from (36), we also define
P˘C = PC − PBP−1A PTB . (37)
In (32) and (36), we observe that PA is preserved after
the multiple-element decorrelation operation. This is important
since PA is updated in the KF update in Sec. III. D. After the
KF update, the inverse transformation is applied with
µ(j)t|t = D
−1 µ˘(j)t|t (38)
P(j)t|t = D
−1 P˘
(j)
t|t (D
T )−1. (39)
Equations (38) and (39) constitute the recorrelation step.
In (38) and (39), the posteriors µ˘(j)t|t and P˘
(j)
t|t are computed
using the equations in (40) and (41). Now, µ˘(j)t|t is defined by:
µ˘(j)t|t =
(
st|t; nt|t; µ˘
(j)
C,t|t−1
)
, µ˘(j)C,t|t−1 ∈ <(p+q−2) (40)
where µ˘(j)t|t−1 =
(
st|t−1; nt|t−1; µ˘
(j)
C,t|t−1
)
where the st|t notation is introduced in Sec. II. Furthermore,
the posterior covariance matrix, P˘
(j)
t|t, is defined by:
P˘
(j)
t|t =
(
P˘A,t|t 0
0 P˘C,t|t−1
)
(41)
where P˘
(j)
t|t−1 =
(
P˘A,t|t−1 0
0 P˘C,t|t−1
)
P˘A,t|t ∈ <2×2, P˘C,t|t−1 ∈ <(p+q−2)×(p+q−2)
P˘A,t|t =
(
E
{
s2t | Yt
}
E {stnt | Yt}
E {stnt | Yt} E
{
n2t | Yt
} )
− (st|t; nt|t) (st|t; nt|t)T .
In Sec III.D, E{(st;nt;x(p)t ) | Yt} is calculated along with
the covariance matrix of the first two elements of this vector.
D. The phase-sensitive modified KF update
This section describes the evaluation of the quantities
needed to perform the KF update step described in Sec II.C,
namely the posterior distribution parameters (st|t;nt|t;µ
(p)
t|t) in
(40) and (31) together with the speech and noise covariance
matrix P˘
(j)
t|t in (41). The algorithm tracks the complex-valued
SUBMITTED TO IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH AND LANGUAGE PROCESSING 6
speech phase posterior mean, µ(p)t|t, without its real-valued
variance due to µt|t = (µ
(j)
t ; µ
(p)
t ) in (26).
In this section, the time subscript, t, is omitted from all the
random variables for clarity, as described in Sec. II.
The prior distribution, p(s, n, φ, ψ) = p(s, n) p(φ) p(ψ),
may be obtained from the KF prediction step outputs, µt|t−1
and P(j)t|t−1, together with the assumption that ψ is uniformly
distributed, ψ ∼ U(−pi, pi). To impose the observation con-
straint, we use the relationship ey+jδ = es + en+jγ illustrated
by the STFT phasor diagram in Fig. 1. We assume that
p(s, n, φ, ψ) can be decomposed as the product of three inde-
pendent distributions over the domain −∞ < s, n < ∞ and
−pi < φ, ψ ≤ pi. To calculate the conditional distribution for
a given observation, yt and θt, we make a change of variables
and we parametrise the distribution using (u, y, γ, θ). This
invertible and one-to-one transformation is given by:
u = n− s (42)
y = 0.5 (s+ n+ log (2 cosh(u) + 2 cos γ)) (43)
θ = φ+ δ (44)
= φ+ sgn (γ) cos−1
(
e2y + e2s − e2n
2es+y
)
= φ+ sgn (γ) cos−1
(
cosh (y − s)− 0.5e2n−s−y) .
Equations (42)-(44) are over the domain −∞ < u, y <∞
and −pi < γ, θ ≤ pi, assuming 0 ≤ cos−1 (.) ≤ pi.
Equation (43) is the nonlinear log-spectral distortion equa-
tion, which is also in [11]. Equation (43) can be derived by
multiplying ey+jδ = es+en+jγ by its complex conjugate and
taking logs. Multiplying ey+jδ = es + en+jγ by its complex
conjugate gives e2y = es+n (es−n + en−s + 2 cos γ).
In addition, equation (44) can be derived by writing ey+jθ−
es+jφ = en+jψ and multiplying this equation by its complex
conjugate, which gives e2y + e2s − 2es+y cos δ = e2n.
The inverse transformation of (42)-(44) is given by:
v = s+ n = 2y − log (2 cosh(u) + 2 cos γ) (45)
s = 0.5 (v − u) , n = 0.5 (v + u) (46)
δ = sgn (γ) (47)
× cos−1 (cosh (y − s)− 0.5e2n−s−y)
φ = θ − δ, ψ = γ + φ. (48)
We use (s, n, φ, ψ) ⇒ (u, y, γ, θ). The Jacobian matrix,
∂(u, y, γ, θ)
∂(s, n, φ, ψ) , is computed and the Jacobian is ∆ = 1.
Now, we form the conditional distribution p(u, γ|y, θ) to
apply the observation constraint. To calculate the posterior
mean and covariance matrices, µ˘(j)t|t and P˘
(j)
t|t, that are required
in (38) and (39), we compute expectations of the form:
E {f (.) | yt, θt} =
∫
u,γ
f(.) p(u, γ|yt, θt) du dγ
∝
∫
u,γ
f(.) p(u, γ, yt, θt) du dγ (49)
=
∫
u,γ
f(.) |∆|−1 p(s, n, φ, ψ) du dγ
∝
∫
u,γ
f(.) p(s, n, φ, ψ) du dγ
=
∫
u,γ
f(.) p(s, n) p(φ) p(ψ) du dγ
where (s, n, φ, ψ) are obtained from (u, γ, yt, θt) using the
equations in (45)-(48). In (49), the speech phase, φ, is assumed
to be independent of the speech and noise log-powers.
Based on Sec. II, ψ ∼ U(−pi, pi) and thus (49) becomes:
E {f (.) | yt, θt} ∝
∫
u,γ
f(.) p(s, n) p(φ) du dγ. (50)
In (49)-(50), we compute conditional expectations and we
use f(.) to denote any function f(u, y, γ, θ). We can now
calculate a conditional expectation and we can then split the
integral into two regions according to the sign of γ:
E {f(.)|yt, θt} ∝
∫
u,γ
f(.) p(s, n) p(φ) du dγ (51)
=
∫ 0
−pi
∫
u
f (.) p(s, n) p(φ|γ ≤ 0) du dγ
+
∫ pi
0
∫
u
f (.) p(s, n) p(φ|γ > 0) du dγ.
We now make the one-to-one transformation α = cos γ
separately for each of the two integrals in (51):
E {f (.) | yt, θt} (52)
=
∫
α
∫
u
f (.) p(s, n) p(φ|γ ≤ 0) |∆α|−1 du dα
+
∫
α
∫
u
f (.) p(s, n) p(φ|γ > 0) |∆α|−1 du dα
where both integrals are over the domain −∞ < u < ∞
and −1 < α < 1. In (52), ∆α = dαdγ = −
√
1− α2.
Using (52), the first and second moments of (s, n, x(p)t ) are
computed. Due to p(s, n, φ) = p(s, n)×p(φ), the correlations
between s and φ and between n and φ are always zero in the
KF prior distribution but are not zero in the KF posterior.
Using 0 ≤ a + b ≤ 2, where a and b are non-negative
integers, we now compute the posterior for (s, n). We utilise
p(α) as defined in (1). The posterior for (s, n) is based on:
E
{
sanb | yt, θt
} ∝ ∫
α
1√
1− α2
×
∫
u
sanb × p(u, v)p(φ|γ ≤ 0) du dα (53)
+
∫
α
1√
1− α2 ×
∫
u
sanb × p(u, v)p(φ|γ > 0) du dα
where v is defined in (45) based on y, u and α = cos γ. In
(53), p(φ) is utilised along with the mapping from E{x(p)t } to
p(φ) using the vM distribution presented in Sec. II.A.
Moreover, using equation (52), in order to compute the
posterior for x(p)t , we now compute:
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E
{
x(p)t | yt, θt
}
∝
∫
α
1√
1− α2∫
u
exp(jφ|γ ≤ 0) p(u, v)p(φ|γ ≤ 0) du dα+ (54)∫
α
1√
1− α2
∫
u
exp(jφ|γ > 0) p(u, v)p(φ|γ > 0) du dα.
Equations (53) and (54) provide the link between Sec. III.C
and Sec. III.D. With (54), we compute µ(p)t|t in (31) and with
(53), we calculate (st|t; nt|t) in (40). Finally, with (53), we
find E
{
s2t | Yt
}
, E {stnt | Yt} and E
{
n2t | yt, Yt
}
in (41).
E. Summary and discussion of the KF update
The proposed KF update uses that speech and noise are
additive in the complex STFT domain. The KF update com-
putes the posterior of the speech and noise log-spectra and of
the speech phase. The phase-aware KF update is presented in
(42)-(54) and uses a local prior for the speech phase from the
phase KF prediction in Fig. 3. Using such a speech phase local
prior, which is based on inter-frame speech phase modelling, is
different from using the pitch and intra-frame phase correlation
modelling [27] [31]. The KF update computes the speech
phase posterior using the speech phase local prior together
with the speech and noise log-spectra local priors.
With (54), the complex-valued first trigonometric moment
for the speech phase posterior is estimated. As mentioned in
Sec. II.A, the vM and WN distributions can be computed from
the complex-valued first trigonometric moment with moment
matching [30]. For the phase posterior, the speech phase
concentration, κ(φ)t|t , of the vM distribution can be calculated.
There is a strong correlation between κ(φ)t|t and the estimated
speech log-spectrum. For voiced frames, κ(φ)t|t is large, which
means that the posterior variance is small, and the estimated
clean speech log-spectrum, st|t, is high. Conversely, in silence
or unvoiced frames, κ(φ)t|t is small and st|t is relatively low.
Figure 4 illustrates the KF prior and posterior distributions
when the KF update presented in (42)-(54) is utilised. Figure
4 depicts the speech and noise KF posterior and omits the
phase KF posterior. The background in Fig. 4 is based on the
covariance matrix of the KF posterior and the ellipses are the
covariance matrices of the KF prior and posterior distributions.
In Fig. 4, we use y = 0, θ = 0 and µ(φ) = 0.66 and κ(φ) =
3.01 for the vM distribution of the speech phase, φ.
In Fig. 4, the speech and noise KF posterior lies within the
curvy triangle, which is mathematically defined by:
α = 1, cosh(u) = 0.5 exp(−v) (55)
α = −1, |sinh(u)| = 0.5 exp(−v). (56)
The curvy triangle defines the KF observation constraint
region in the (s, n) plane. The curvy triangle in Fig. 4 and in
(55), (56) is related to the different values that the phase factor
can take [14]. In Fig. 4, the KF prior is in the curvy triangle
and on the u = 0 line, which is for a SNR of 0 dB.
Figure 5 resembles Fig. 4 but, now, the KF prior is in the
curvy triangle and off the u = 0 line. Figures 4, 5 are important
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Figure 4. Plot of the KF posterior,
the KF prior, the α = −1, 0, 1 con-
straint lines and the u = 0 line.
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Figure 5. Plot of the KF posterior,
the KF prior, the α = −1, 0, 1 con-
straint lines and the u = 0 line.
because they show that the KF posterior should lie within the
curvy triangle and the KF observation constraint region.
Finally, equations (42)-(54) describe the proposed nonlinear
modified KF update that is different from the normal linear KF
update and is based on the decorrelation and correlation steps
in Sec. III.C. The KF algorithm uses probability distributions
and statistical inference instead of an observation equation.
To sum up, in Secs. III.B-D, a Kalman filtering algorithm
that performs φ tracking using both inter-frame φ modelling
(with the speech phase KF prediction) and φ estimation (with
the nonlinear KF update) is designed. The KF is a powerful
estimator and its potential is exploited as far as possible by
using speech phase, φ, tracking. In Sec. III.D, the KF update
based on the decorrelation and recorrelation steps introduced
in Sec. III.C is formulated. Finally, as in [24], iterated KF
updates, and thus two iterations of the proposed nonlinear KF
update step presented in (42)-(54), can be performed.
F. The non-KF-based priors in the KF loop
In this section, we present how we use the uncorrelated
priors for speech and noise that are not based on the KF
prediction. The non-KF-based uncorrelated priors for speech
and noise are the global speech priors and the noise priors.
The KF-based local prior is
p(st, nt, φt | Yt−1) = p(st, nt|Yt−1) p(φt|Yt−1). (57)
In (57), we assume that the speech phase, φ, is independent
of (s, n), as in (49).
In (57), we note that p(φt|Yt−1) is the KF-based local
speech phase prior, the output of the phase KF prediction in
Sec. III.B after using the notation introduced in Sec. II.A and
trigonometric moment matching to the vM distribution.
The next step is to consider the global speech prior and the
noise prior. Up to this point, we have not included the global
speech prior and the noise prior in our model. If we utilise the
global speech prior and the noise prior, then (57) becomes:
p
(
st, nt, φt | Yt−1,G(s),G(n)
)
(58)
= p
(
st, nt|Yt−1,G(s),G(n)
)
p (φt|Yt−1)
where G(s) is the global knowledge from the global speech
prior and G(n) is the knowledge from the noise prior.
In (58), for p
(
st, nt|Yt−1,G(s),G(n)
)
, we now have:
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p
(
st, nt | Yt−1,G(s),G(n)
)
(59)
∝ p (st, nt|Yt−1) p
(
st|G(s)
)
p
(
nt|G(n)
)
.
In (59), p
(
st, nt | Yt−1,G(s),G(n)
)
is the result of the multi-
plication of the correlated KF-based local prior for speech and
noise, p(st, nt|Yt−1), by the global speech prior and by the
noise prior. Both the global speech prior and the noise prior are
assumed to be Gaussian distributions. When the local prior has
a small variance, the algorithm chooses this estimate because
of the Gaussian-Gaussian multiplication in (59).
G. The processing outside the KF loop
We now describe the processing that is carried outside the
KF loop (i.e. the dotted rectangle) in Fig. 2. The “pre-cleaning
for speech” in the “pre-cleaning for speech or noise” block
in Fig. 2 applies a conventional enhancement algorithm (e.g.
the Log-MMSE estimator [34]) to the noisy speech, as in [1]
[2] and in [35]. The speech is then divided into overlapping
modulation frames in the log-spectral domain and AR(p)
modelling is performed to estimate the coefficients a(s)t , ζ
(s)
t and
(s)t from (10). AR modelling is performed using the covariance
method, estimating the AR coefficients and the AR mean.
Estimating the speech AR mean, ζ (s)t , as an AR coefficient is
beneficial because we operate in the log-spectral domain and
so ζ (s)t represents a scale factor in the amplitude domain. The
AR coefficients need to be estimated from noisy speech and
their estimate is inevitably biased. When speech pre-cleaning
is used, the model misspecification error is reduced [1].
The “pre-cleaning for noise” in the “pre-cleaning for speech
or noise” block in Fig. 2 uses a voice activity detection (VAD)
that is based on an AR(1) one-pole smoother, as in [7], and
on the estimated SNR from the KF state. The VAD computes
nˆt = λtnˆt−1 +(1−λt)yt, where nˆ denotes the noise estimate
and λt is obtained from applying a sigmoid function to the
estimated SNR, ηt = exp(2st − 2nt). The estimation of the
noise parameters a(n)t , ζ
(n)
t and 
(n)
t from (15), (16) are created
from noise AR(q) modelling in the same way as for speech.
The “pre-cleaning for speech phase” block in Fig. 2 per-
forms speech phase pre-cleaning using the speech phase
estimator in [31] prior to the estimate of the speech phase
AR model in order to reduce AR modelling errors.
In summary, in Sec. III, we presented the KF algorithm
in Fig. 2. We discussed how to track the speech and noise
log-spectra in combination with the speech phase, φ. We also
utilised (s, n, φ, ψ) from which we can define all the other
variables presented in Sec. II including the noisy y and θ.
IV. DESCRIPTION OF THE SIMPLIFIED ALGORITHMS
In this section, the various ways in which the algorithm in
Sec. III can be simplified are presented. Simplified algorithms
help to identify which blocks are the most significant.
A. Tracking only the speech log-spectrum
We now track speech in the log-spectral domain using one
KF for each frequency bin. Without KF noise tracking, before
the KF update step, the (s, n) priors are uncorrelated.
We use the speech KF state, xt ∈ <p, and the speech KF
prediction in (10)-(14). Then, we use the one-element decor-
relation operation, which is a specific case of the multiple-
element decorrelation operation in (35) and (36), before the
KF update. The KF update estimates the posterior distribution
of the speech and noise log-spectra. Based on Sec. II:
e2y = e2s + e2n + 2es+nα. (60)
From (60): α = 0.5 exp (2y − s− n)−cosh (u), where u =
n− s. It should be noted that u was utilised in Sec. III.D and
in (42). We also use y = 0.5(s+ n+ log(2(α+ cosh(u)))).
The variable transformation (s, n, α) ⇒ (u, y, α) is then
performed. The Jacobian determinant is ∆2 = 1. Now, the
posterior distribution given the noisy log-amplitude, y, is:
p(u, α | y) = p(u, α, y)
p(y)
∣∣∣∣
y
∝
(
p(s, n) p(α) |∆2|−1
)∣∣∣
y
(61)
∝ p(α) N
((
2y − log (2(α+ cosh(u)))− u
2y − log (2(α+ cosh(u))) + u
)
; m, S
)
where a Gaussian distribution with mean m and covariance
matrix S is used for p(s, n), as in [14]. We find the moments
of the posterior distribution using
E{sanb | y} =
∫ 1
α=−1
∫ ∞
u=−∞
sanb p(u, α | y) du dα
=
1
|∆2| p(y)
∫ 1
α=−1
p(α)
∫ ∞
u=−∞
sanb p(s, n) du dα (62)
where 0 ≤ a+ b ≤ 2, s = s(u, y, α) and n = n(u, y, α).
We update the mean and covariance matrix of the current
speech-noise KF state. We calculate the first and second
moments of the posterior distribution of the current speech
and noise log-spectra, (s, n), using E{sanb|y} in (60), (61).
B. Alternative KF updates
The KF updates in Sec. III.D and Sec. IV.A use that speech
and noise are additive in the complex STFT domain. Four
alternative ways to do the KF update are now considered. The
first way is to assume speech and noise additivity in the power
spectral domain and that speech and noise follow a Gaussian
distribution in the log-spectral domain. We denote this method
by AP that refers to additivity in the power spectral domain.
Assuming additivity in the power spectral domain, which is
equivalent to assuming α = 0 and that speech and noise are in-
quadrature, is an intermediate case of the proposed KF updates
in Sec. III.D and Sec. IV.A that use α ∈ [−1, 1].
The second alternative way is to assume speech and noise
additivity in the amplitude domain and that speech and noise
are Gaussian in the log-spectral domain. We denote this
technique by AA that refers to additivity in the amplitude
spectral domain. Assuming speech and noise additivity in the
amplitude domain, which is equivalent to assuming α = 1 and
that speech and noise are in-phase, is an extreme case of the
proposed KF updates in Sec. III.D and Sec. IV.A.
The third alternative way is to assume speech and noise
additivity in the power spectral domain and that the speech and
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noise are Gaussian in the power domain. To do this, we convert
the log-power domain speech and noise distributions into the
power domain by matching the first and second moments. We
denote this method by APPG that refers to additivity in the
power spectral domain with power-domain Gaussians.
The fourth alternative way is to assume speech and noise
additivity in the amplitude domain and that the speech and
noise are Gaussian in the amplitude domain. To do this, we
convert the log-domain speech and noise distributions into the
amplitude domain by matching the first and second moments.
We denote this technique by AAAG that refers to additivity
in the amplitude domain with amplitude-domain Gaussians.
C. Tracking only the speech and noise log-spectra
We now describe a simplified version of the KF algorithm
of Fig. 2 that tracks the speech and noise log-spectra. Based on
III.B, with noise tracking, the KF state ∈ <p+q is the speech
KF state ∈ <p and the noise KF state ∈ <q . Moreover, with
noise tracking, the (s, n) local priors are correlated: we track
the correlation between the speech and noise log-spectra.
We use the joint speech-noise KF state, x(j)t , and the speech
and noise KF prediction described in Sec. III.B and in (10)-
(16). We then use the multiple-element decorrelation operation
in (35) and (36), before the KF update. Next, we perform the
KF update that is presented in Sec. IV.A and in (61)-(62).
We now define the algorithm acronyms for the proposed
Kalman filtering algorithms. We denote the algorithm pre-
sented in Sec. IV.A by ST that refers to speech tracking (ST).
Correspondingly, we denote the KF algorithm presented in
Sec. IV.C by SNT that refers to ST and noise tracking (NT).
In addition, we also denote the Kalman filtering algorithm
that performs speech phase estimation presented in Sec. III by
SNPT that refers to SNT and phase tracking (PT).
V. IMPLEMENTATION
For the implementation of the Kalman filtering algorithm,
we use acoustic frames of length 32 ms, an acoustic frame
time increment of 8 ms, modulation frames of 64 ms and
a modulation frame time increment of 8 ms. We use a full
overlap for the modulation frames. We use speech utterances
from the TIMIT database [36] sampled at 16 kHz. We use
noise recordings from the RSG-10 database [37] at SNR levels
from −20 dB to 30 dB. Randomly selected noise segments are
used in each test and noisy speech is created using [38].
For the noise prior, we use external noise estimation based
on [39]. For speech amplitude spectrum pre-cleaning, we use
the Log-MMSE estimator [34]. The KF state dimensions for
speech and noise are respectively p = 2 and q = 2. In addition,
for speech phase pre-cleaning in Fig. 2, we utilise [31].
A. Evaluation of Integrals
We now present the integration details of the KF update of
the proposed algorithm in Sec. III.D and in Sec. IV.A. In (52)-
(54) and in (62), we integrate over the phase factor and over u.
The outer integration over the phase factor, α, is done with R
sigma points [14]. The inner integration over u is performed
either by numerical integration or by approximating the range
in segments with truncated Gaussian distributions.
We utilise E{αc}, and E{αc} = 2−cc! ((0.5c)!)−2 for even
c and zero otherwise, for the outer integration over α in (52)-
(54) and in (62). The outer integration over α is done using
the Unscented transform [40] and weighted sigma points for
approximating integration with summation [21]. We fit the first
six moments of the phase factor, α, using (1) and
E{αc} =
∫ ∞
α=−∞
p(α) αc dα =
R∑
r=1
wr α
c
r. (63)
The outer integral over α in (52)-(54) and in (62) is exact to
f(α) polynomials up to the fifth order in (63), when R = 3.
For R = 3, wr = 0.333 ∀r and αr = {0,±
√
0.75}. Using
R = 3 sigma points produces better results than using R = 1
and using R = 5 produces similar results to using R = 3.
For the integration over u, we use numerical integration.
An alternative way is to utilise straight line segments with
truncated Gaussian distributions in order to obtain a closed-
form approximation. Based on Sec. III.E and on Figs. 4-5 that
show the (s, n) plane, for v in terms of u, it is possible to
approximate the range in segments with truncated Gaussian
distributions. In (52)-(54) and in (62), a small number of
straight line segments in which v is linearly approximated in
u for a given α can be used. In (52)-(54), φ is a complicated
function of u and a small number of straight line segments in
which φ is linearly approximated in u for a given α can also
be utilised. The function of φ in terms of u is in (45)-(48).
B. Computational complexity
In this section, we provide a brief analysis on the com-
putational requirements of the different configurations of the
proposed modulation-domain Kalman filtering algorithm. The
estimation formulas in Secs. III-IV describe the computation
for each frame of noisy speech and for each frequency bin.
As in [41], we compute the average real-time factor so as
to evaluate the computational efficiency (i.e. the latency) of
the presented algorithm. For the simplified KF algorithm in
Sec. IV.A with an acoustic frame length of 32 ms, an acoustic
time increment of 16 ms, a modulation frame of 128 ms
and a modulation time increment of 64 ms, the average real-
time factor is 28 using a laptop equipped with an Intel Core
i5 processor. Using the same machine, the average real-time
factor of the algorithm in [41] is 4; the algorithm in [41]
is 7 times faster than the proposed algorithm leading to the
conclusion that one of the main disadvantages of the proposed
Kalman filtering algorithm is its computational efficiency.
For the algorithm in Sec. III, the real-time factor is between
30 and 50 using the same machine, dependent on the acoustic
and modulation frame parameters. In Sec. III, we reconstruct
the speech phase for all frequencies and not up to 4 kHz, as
in [31], because the nonlinear KF update in Sec. III. D is a
joint speech log-amplitude and phase estimator and, in high
frequencies, estimating the speech amplitude is important.
We observe a tradeoff between accuracy and computational
complexity. For high accuracy, we want a small acoustic frame
time increment [29] and a short modulation frame length.
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For a perceptual comparison, the reader is referred to [42]
where some recordings processed by the KF are available.
VI. EVALUATION
The KF algorithm is compared with certain state-of-the-art
approaches to speech enhancement. We compare the different
algorithm configurations in Secs. III-IV with: (a) the traditional
technique of Log-MMSE [34] with the MMSE noise estimator
[39], and (b) the optimally modified log-spectral amplitude
(OMLSA) estimator [43] with the improved minima controlled
recursive averaging (IMCRA) noise estimator [44].
We compare the ST algorithm with the alternative KF
updates that are introduced and discussed in Sec. IV.B. The
alternative KF updates in Sec. IV.B constitute the KF baselines
of this paper and the algorithms (a)-(b), in the previous
paragraph, constitute the non-KF baselines of this paper.
Table I summarizes the nine different algorithms that are
considered in this section. ST, SNT and AP were also eval-
uated in [14] and ST and SNT were also evaluated in [19].
Based on Sec. IV.B, Table I presents the different combinations
of the signal model and the KF state. The horizontal bold
labels correspond to the KF state domains that define the
domain in which the KF prediction is performed. In addition,
the vertical bold labels correspond to the signal model domains
that define the domain in which additivity between speech and
noise is assumed and/or used in the KF update step.
Table I
The 9 different algorithms that are considered and the different combinations
of the domains of the signal model and the KF state. The rows and columns
refer to the signal model domains and the KF state domains respectively.
Log-spectral Amplitude Power
STFT ST - -
Amplitude AA AAAG -
Power AP - APPG
SNT SNPT Log-MMSE OMLSA
The structure of the evaluation section is as follows. Section
VI.A presents the evaluation metrics and Sec. VI.B compares
the Kalman filtering algorithm with the baselines Log-MMSE
and OMLSA. Section VI.C examines the signal model and
KF state domains and Sec. VI.D examines the quantities that
are tracked. Based on Secs. I-IV and on Table I, Kalman
filtering depends on the signal model domain, on the KF state
domain and on the quantities that are tracked. Finally, Sec.
VI.E considers the quality metrics presented in Sec. VI.A.
A. Quality metrics
The algorithms are evaluated in terms of speech quality with
the Perceptual Evaluation of Speech Quality (PESQ) metric
[45] and with the speech quality (SIG), the noise quality
(BAK) and the overall speech quality (OVRL) metrics [46].
B. Comparison with the non-KF baseline algorithms
In this section, we evaluate the different configurations of
the proposed modulation-domain Kalman filtering algorithm.
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Figure 6. Plot of the mean PESQ
scores for noisy speech versus SNR
for the noise types used in evaluation.
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Figure 7. Plot of the mean ∆PESQ
for speech with white noise versus
SNR for the speech-only KF (ST) and
two conventional algorithms.
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Figure 8. Plot of the mean ∆PESQ
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Figure 9. Boxplot of the ∆PESQ for
speech with additive white noise.
We use the core test set of the TIMIT database in order to
evaluate the presented algorithm and its different configura-
tions in different noise types. The number of sentences in the
TIMIT core test is 192; the TIMIT core test contains 16 male
and 8 female speakers each reading 8 distinct sentences. The
algorithms are examined across different speaking rates.
Figure 6 shows the different types of noise that are used in
Sec. VI for evaluation purposes and presents the (raw) PESQ
scores for the noisy speech signals. Figure 6 depicts the raw
PESQ scores for car, babble, F16 aircraft and white noises. As
seen in Fig. 6, the noise types of babble and F16 have small
differences in their effects at a particular SNR.
The main enhancement algorithm of this paper is SNPT,
which is presented in Sec. III. We evaluate SNPT and we also
evaluate the simpler algorithms of ST and SNT, which are
presented in Sec. IV, so as to assess the relative contribution
of each of the blocks of the main algorithm. In this way, the
contribution of ST and SNT to the final PESQ improvement,
∆PESQ, of SNPT will be assessed. The ST algorithm is first
evaluated and compared with the two non-KF baselines, Log-
MMSE and OMLSA, using ∆PESQ. Then, the more complex
versions of the Kalman filtering algorithm, SNT and SNPT,
will be compared with ST using ∆PESQ.
Figure 7 illustrates the mean of the ∆PESQ scores of ST,
OMLSA and Log-MMSE for white noise in various SNRs.
The ST algorithm is better than the other algorithms for −10 <
SNR ≤ 30 dB. In Fig. 7, the top horizontal axis shows the
(raw) PESQ of noisy speech for white noise; the top horizontal
axis in Fig. 7 matches the white noise curve in Fig. 6. Figure
6 shows that white noise decreases PESQ more than the other
noise types of car, babble and F16. Moreover, Fig. 7 shows
that the enhancement algorithms increase PESQ a lot because
white noise is a stationary non-speech-shaped noise type.
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Figure 10. Boxplot of the ∆PESQ
for speech with additive babble noise.
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Figure 11. Boxplot of the ∆PESQ
scores for speech with F16 noise.
Figure 8 depicts the mean ∆PESQ scores of ST, OMLSA
and Log-MMSE for babble noise. We observe that the ∆PESQ
scores are lower in Fig. 8 than in Fig. 7 since babble noise is
non-stationary. Figure 8 shows that ST is better than the two
non-KF baseline algorithms for 0 < SNR ≤ 30 dB. In Fig. 8,
the top horizontal axis shows the (raw) PESQ of noisy speech
for babble noise; in other words, the top horizontal axis in
Fig. 8 matches the black babble noise curve in Fig. 6.
Figure 9 illustrates the median and the interquartile range of
the ∆PESQ scores of ST, OMLSA and Log-MMSE for white
noise. Based on both Figs. 7 and 9, the ST algorithm is better
than the two baseline algorithms for −10 < SNR ≤ 30 dB.
The legends of all the figures, and of all the boxplots like
Fig. 9, have the same order as the curves in high SNRs.
Figure 10 shows the median and the interquartile range
of the ∆PESQ scores of ST, OMLSA and Log-MMSE for
babble noise. Likewise, Fig. 11 illustrates the median and the
interquartile range of the ∆PESQ scores of ST, OMLSA and
Log-MMSE for F16 noise. Figure 10 shows that ST is better
than the two non-KF baselines for 5 < SNR ≤ 30 dB for
babble noise. In addition, Fig. 11 shows that ST is better than
the two baselines for 0 < SNR ≤ 30 dB for F16 noise.
Figures 9-11 are boxplots and examine the variability and
the inter-quartile range of the ∆PESQ scores. We observe
that the three algorithms do not have comparable ∆PESQ
variability. Boxplots also illustrate the frequent best and worst
enhancement cases; for clarity, the infrequent best and worst
enhancement cases (i.e. the outliers) are not included. Based
on Fig. 9, at 20 dB SNR white noise, ST can have a ∆PESQ
of 1.41 in the frequent case and a ∆PESQ of 0.79 in the
frequent worst case. Also, based on Fig. 10, at 15 dB SNR
babble, ST can have a ∆PESQ of 0.74 in the frequent best
case and a ∆PESQ of 0.49 in the frequent worst case.
Figure 12 is a boxplot of the ∆PESQ scores of ST, Log-
MMSE and OMLSA for car noise. Figure 12 shows that ST is
better than and/or comparable to the Log-MMSE and OMLSA
baselines for the SNR range of −10 < SNR ≤ 30 dB.
C. Choice of signal model
We now compare ST, which is presented in Sec. IV.A, with
the alternative KF updates presented in Sec. IV.B that use a
simpler signal model and assume α = 0 or α = 1. Both the ST
algorithm and the main enhancement algorithm SNPT, which
is presented in Sec. III, use the phase factor distribution.
We compare Kalman filtering algorithms that use different
signal models. In Figs. 13,14, we compare ST with AP, AA,
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Figure 12. Boxplot of the ∆PESQ
for speech with additive car noise.
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Figure 13. Plot of the mean ∆PESQ
for speech with additive white noise
versus SNR showing the effect of
using different signal models.
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Figure 14. Plot of the mean ∆PESQ
for speech with additive babble noise.
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Figure 15. Boxplot of the ∆PESQ
for speech with babble noise versus
SNR showing the effect of tracking
different quantities in the KF.
APPG and AAAG that are presented in Sec. IV.B. We see that
the algorithms that use α ∈ [−1, 1] (i.e. ST) or assume α = 1
(i.e. AA and AAAG) outperform the algorithms that assume
α = 0 (i.e. AP and APPG) by a large margin, in terms of
PESQ. In addition, in Figs. 13,14, we also observe that using
α ∈ [−1, 1] is more beneficial than assuming α = 1 for low
SNR levels and a lot more beneficial than assuming α = 0.
For most SNRs, we have: AA ≥ AAAG ≥ AP ≥ APPG.
Therefore, based on Figs. 13,14, utilising α ∈ [−1, 1] and
p(α) in the signal model, and thus using that speech and noise
are additive in the complex STFT domain, is beneficial.
D. Choice of tracked quantities
The next step is to compare the more complex versions of
the Kalman filtering algorithm, SNT and SNPT, with ST.
We now examine the ∆PESQ of the SNT algorithm and we
compare SNT with ST. We use babble noise in Fig. 15 and
we observe that SNT is better than ST for 0 ≤ SNR ≤ 30 dB.
With NT, we track the noise log-spectrum and the correlation
between the speech and noise log-spectra. The nonlinear KF
update step presented in Sec. III.C and Sec. III.D estimates
the correlation between the speech and noise log-spectra.
With NT, we aim to approach the algorithm’s maximum
performance that is defined by the oracle knowledge of the
actual noise power in each time-frequency cell. If we assume
oracle knowledge of the actual noise power in each time-
frequency cell, the median ∆PESQ at the SNR of 15 dB goes
to ∆PESQ = 1.08 in Fig. 15 for babble noise.
We now concentrate on SNPT. Figure 15 is a boxplot that
depicts the median and the interquartile range of the ∆PESQ
scores of SNPT, SNT and ST for babble noise. Figure 15
shows that SNPT is better than SNT for 10 ≤ SNR ≤ 30
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Figure 17. Boxplot of the average
of the difference in ∆PESQ between
competing algorithms and SNPT for
car, babble, F16 and white noises.
dB. We observe that speech phase KF tracking is effective at
high SNRs. Moreover, Fig. 15 shows that the SNPT, SNT and
ST algorithms do not have comparable ∆PESQ variability. At
SNRs from 15 dB to 30 dB, the ∆PESQ variability of SNPT
is larger than the ∆PESQ variability of SNT and ST.
For F16 noise, SNPT is better than SNT for 5 ≤ SNR ≤ 30
dB. Speech phase tracking is effective at high SNRs.
As in [6], to assess the robustness to noise type, we evaluate
the algorithms using the four different noise types in Fig. 6
with the average SNR for each noise type chosen to give a
mean PESQ score of 2.0 for the noisy speech. Combining
different noise types into a single graph, Fig. 16 examines
the average of the ∆PESQ scores for the noise types of car,
babble, F16 and white. Based on Fig. 16 and on the ∆PESQ
results in Sec. VI, the phase-aware ST block contributes the
most to the final ∆PESQ of SNPT. The next most beneficial
block is NT. Moreover, PT contributes further to enhancement,
mainly for the SNR range of 5 < SNR ≤ 30 dB.
Figure 17 shows the average of the difference in ∆PESQ
between competing algorithms and SNPT for the noise types
of car, babble, F16 and white. Figure 17 uses the noise types
in Fig. 6 with the average SNR for each noise type chosen
to give a mean PESQ score of 2.0 for the noisy speech.
According to Fig. 17, the proposed SNPT algorithm results
in an improvement in ∆PESQ and thus in speech quality.
Table II
The ∆SIG, ∆BAK, ∆OVRL at different SNRs (dB) for babble noise.
SNR = 5 SNR = 10 SNR = 15
ST
∆SIG 0.19 0.40 0.48
∆BAK 0.33 0.45 0.51
∆OVRL 0.26 0.48 0.59
SNPT
∆OVRL 0.23 0.49 0.61
Log-MMSE
∆OVRL 0.06 0.22 0.34
OMLSA
∆OVRL -0.11 0.19 0.43
E. Alternative quality metrics
Speech quality metrics other than PESQ are now utilised.
We use the SIG, BAK and OVRL metrics [46] [12], which
are on a scale of 1 to 5 where 5 indicates excellent quality.
Table II shows the SIG, BAK and OVRL of the ST, SNPT,
OMLSA and Log-MMSE algorithms for babble noise.
Based on Table II, the proposed ST and SNPT algorithms
improve speech quality in terms of SIG, BAK and OVRL.
VII. CONCLUSION
In this paper, we present a phase-aware single-channel
enhancement algorithm that is based on tracking the time
evolution of the speech log-spectrum and phase. We create
a KF prediction step that models the inter-frame relations
of the speech log-spectrum, the speech phase and the noise
log-spectrum. In addition, we create and implement a phase-
sensitive nonlinear KF update step that models the nonlinear
relations between the speech log-spectrum, the speech phase
and the noise log-spectrum. The nonlinear KF update step
guides the model towards a good KF posterior, thus suppress-
ing noise, using transformations of random variables and using
(s, n, φ, ψ) ⇒ (u, y, γ, θ) in Sec. III.D. We utilise both the
phase difference between noise and speech, γ, and the phase
difference between noisy speech and speech, δ. The time-
varying KF enhances the temporal characteristics of the trajec-
tories of the speech log-spectrum that are distorted by noise.
With modulation-domain Kalman filtering, temporal contraints
are imposed on the log-spectrum. Based on the evaluation in
Sec. VI, the presented Kalman filtering algorithm improves
speech quality; instrumental measures predict a speech quality
increase over a range of SNRs for various noise types.
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