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An Integrated Framework for 3-D Modeling, Object
Detection, and Pose Estimation From Point-Clouds
Yulan Guo, Mohammed Bennamoun, Ferdous Sohel, Min Lu, and Jianwei Wan
Abstract— 3-D modeling, object detection, and pose estimation
are three of the most challenging tasks in the area of 3-D com-
puter vision. This paper presents a novel algorithm to perform
these tasks simultaneously from unordered point-clouds. Given a
set of input point-clouds in the presence of clutter and occlusion,
an initial model is first constructed by performing pair-wise
registration between any two point-clouds. The resulting model
is then updated from the remaining point-clouds using a novel
model growing technique. Once the final model is reconstructed,
the instances of the object are detected and the poses of its
instances in the scenes are estimated. This algorithm is automatic,
model free, and does not rely on any prior information about the
objects in the scene. The algorithm was comprehensively tested on
the University of Western Australia data set. Experimental results
show that our algorithm achieved accurate modeling, detection,
and pose estimation performance.
Index Terms— 3-D modeling, 3-D object detection, 3-D object
recognition, point-cloud, pose estimation, range image.
I. INTRODUCTION
W ITH the rapid development of 3-D surface measure-ment techniques [1]–[4], point-clouds are now readily
available and popular [5], [6]. The availability of low-cost
point-clouds and powerful computing devices is inspiring
ample research in several areas including measurement,
computer vision, and computer graphics [7], [8]. Among
these, 3-D modeling and 3-D object recognition are two of
the major fundamental problems [9]–[11]. The task of 3-D
modeling is to align the point-clouds which are measured at
different viewpoints, and merge these point-clouds to obtain
a complete model of an object [12], [13]. Meanwhile, the
aim of 3-D object recognition is to correctly estimate the
identities and poses (locations and orientations) of these
objects in a scene [9]. 3-D object modeling, detection,
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and recognition have a number of applications including
scene measurement, autonomous mapping, city planning,
reverse engineering, remote sensing, industrial inspection, and
biometrics [14]–[19].
Most existing 3-D object recognition algorithms follow a
model-based paradigm [9], [10], [20]–[22]. During the offline
preprocessing phase, 3-D models of objects of interest are first
constructed and stored in a library along with a set of suit-
ably extracted features. During the online recognition phase,
features are extracted from a point-cloud of the scene and
matched against these model features to recognize potential
objects [9]. Several features have been proposed to enhance
the performance of 3-D object recognition, including point
signatures [23], spin image [24], 3-D tensor [9], [25], expo-
nential map [20], rotational projection statistics (RoPS) [10],
[26], signature of histograms of orientations (SHOT) [27], and
tri-spin image (TriSI) [28], [29]. However, these 3-D object
recognition algorithms require prior 3-D models of objects.
They are therefore, unable to recognize unknown objects in a
scene.
To perform 3-D object modeling/recognition, multiple
point-clouds must be registered in a common coordinate
basis [11], [25], [30]. A complete registration process usually
consists of two steps: coarse and fine registrations [13]. Coarse
registration can be performed by either manual alignment,
motion tracking, or local feature matching [25]. Local feature
matching-based algorithms automatically extract correspond-
ing points from any two (pairwise registration) or multiple
point-clouds and coarsely register them by minimizing the
distance between these points. Due to the nature that they
are automatic, flexible, and cheap, local feature matching-
based algorithms have been intensively studied [24], [25], [27],
[31]–[33]. Once these point-clouds are coarsely registered, a
fine registration algorithm is applied to iteratively refine the
initial coarse registration. Examples of fine registration algo-
rithms include the iterative closest point (ICP) algorithm [34],
Chen and Medioni’s algorithm [35], and the signed distance
fields-based algorithm [36]. These existing algorithms were
proposed to perform matching either between point-clouds of
isolated scenes (in the case of 3-D modeling), or between a
cluttered scene and an isolated model (in the case of 3-D
object recognition). To the best of our knowledge, there is
limited research in the literature that covers the matching
between two cluttered scenes for the modeling of isolated
3-D objects (rather than 3-D scenes). For more details on
3-D object recognition algorithms, the reader is referred to
a comprehensive and contemporary survey [8].
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Fig. 1. Illustration of the integrated 3-D modeling, object detection, and pose estimation framework (figure best viewed in color). (a) Input. (b) Model
initialization. (c) Model growing. (d) Modeling, detection, and pose estimation.
This paper is motivated by this research niche to detect
unknown objects without any prior information, and to model
these objects from a set of cluttered scenes. In this paper,
3-D object detection and modeling is performed based on
the observation that, an object may appear in different scenes
due to the movement of the object or sensor. It is therefore,
possible to detect, segment, and reconstruct objects that appear
multiple times in a set of point-clouds. A system with such
capability has several applications. For example, a robot with
a 3-D sensor can automatically detect unknown objects and
hand them in for labeling, to reduce the labor-consuming
object labeling work. It can also acquire a data set of
3-D models of objects in a room by roaming around, without
isolately placing each object in a controlled environment (e.g.,
a turntable with a clear background). Moreover, the surge of
low-cost 3-D scanners with an increasingly higher resolution
(e.g., the new Microsoft Kinect) will allow the use of the
proposed framework with many practical applications.
Due to the presence of clutter and occlusion, together
with the inability to provide an exact definition of what
constitute an object, it is very challenging to automatically
detect unknown objects in point-clouds. This paper proposes
an integrated framework for 3-D modeling, object detection,
and pose estimation from point-clouds. It first registers two
cluttered scenes which have an overlapping surface area to
build an initial model. The model is then updated by iteratively
registering the model with the remaining unchecked point-
clouds, and finally reconstructed by confidence thresholding.
Consequently, the objects corresponding to this model can be
detected and segmented from these point-clouds at the same
time. The contributions of this paper are threefold. First, it
performs 3-D object detection from point-clouds without any
prior information (e.g., models). Second, it constructs 3-D
models of multiple unknown objects from a set of cluttered
point-clouds. Third, it performs modeling, detection, and pose
estimation of unknown 3-D objects simultaneously.
The rest of this paper is organized as follows. Section II
describes an overview of the proposed algorithm.
Section III introduces the model initialization technique.
Section IV describes the model growing technique. Section V
presents the modeling, detection, and pose estimation
technique. Section VI presents the experimental results
and analysis. Section VII gives an insightful discussion.
Section VIII concludes this paper.
II. METHOD OVERVIEW
Given a set of point-clouds I = {S1,S2, . . . ,SNI }, the
algorithm aims to model, detect, and segment these objects that
occur multiple times in these point-clouds. It consists of three
main modules: 1) model initialization (Section III); 2) model
growing (Section IV); and 3) modeling, detection, and pose
estimation (Section V), as illustrated in Fig. 1. First, given the
point-cloud set I as an input [Fig. 1(a)], a set of local surface
features F i = { f i1, f i2, . . . , f iNF} is extracted from each point-
cloud Si for the purpose of feature matching. As demonstrated
in [8], [13], and [26], our previously proposed RoPS feature
is highly discriminative and very robust to occlusion, clutter,
noise, and varying mesh resolutions. Therefore, RoPS is
selected as the local surface feature used in this paper. Note
that, the input point-clouds represent cluttered scenes with
several objects occluding each others, and our algorithm does
not require any preprocessing operation (e.g., segmentation
or background subtraction). Next, an initial model Mk of an
unknown object Ok is built by performing feature matching
and surface registration between two point-clouds [Fig. 1(b)].
The model Mk is then extended and iteratively updated by
matching the model with unchecked point-clouds [Fig. 1(c)].
During the model growing process, a confidence score for
each point of the model Mk is assigned and then iteratively
updated. Once all the point-clouds in I have been checked, a
final model ˜Mk is constructed by confidence thresholding and
outlier cleaning [Section V and Fig. 1(d)]. At the same time,
the points in a point-cloud Si which can be registered well
with the final model ˜Mk are detected as an instance of the
object Ok [Fig. 1(d)]. These points are then segmented from
the point-cloud Si [Fig. 1(d)]. Consequently, the object Ok is
modeled, detected, and segmented from the input point-clouds.
Once a model has been completed, this process proceeds to
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Fig. 2. Flowchart of the integrated 3-D modeling, object detection, and pose estimation framework. (a) Model initialization. (b) Model growing. (c) Modeling,
detection, and pose estimation.
the next model, until no initial model can be constructed.
A flowchart of the algorithm is shown in Fig. 2.
III. MODEL INITIALIZATION
In this section, an initial model is constructed by performing
registration between two cluttered point-clouds. The flowchart
of the model initialization is shown in Fig. 2(a), and an
illustration is shown in Fig. 1(b).
A. RoPS Feature Extraction
From a point-cloud Si , NF feature points {qi1, qi2, . . . , q iNF}
are first selected by uniform sampling. For the j th feature
point q ij , a local support surface Lij is cropped from the
point-cloud Si . Then, a local reference frame (LRF) Fij is
defined for qij by performing an eigenvalue decomposition
on the covariance matrix formed by all points lying on the
local surface Lij . The local surface Lij is then aligned with the
LRF Fij to make the subsequently extracted feature descriptor
invariant to rotation and translation, resulting in a transformed
local surface ˜Lij . The 3-D points lying on ˜Lij are then rotated
by a set of angles and projected onto three 2-D planes to obtain
a set of 2-D point distribution matrices. The information in
each distribution matrix is further encoded using five statistics,
namely, four low-order moments and an entropy. The RoPS
feature f ij is finally generated by concatenating all these statis-
tics. Therefore, a set of RoPS features F i = {f i1, f i2, . . . , f iNF }
can be extracted for the NF feature points in Si . For more
details on RoPS feature generation, the reader is referred
to [26].
B. Feature Matching
Let F i and Fh be two sets of RoPS features in point-
clouds Si and Sh , respectively. Using the nearest neighbor
distance ratio matching technique [37], each RoPS feature
f hm is matched against all features in F i to obtain its nearest
feature f in′ and its second nearest feature f
i
n′′
f in′ = arg min
f in∈F i
∥




f in′′ = arg min
f in∈F i\f in′
∥




where ‖·‖2 is the second-order norm operation and F i\ f in′
denotes the feature set F i excluding the feature f in′ . The
distance ratio rdis between the first and the second nearest
neighbor is calculated as
rdis =
∥










If the distance ratio rdis is below a threshold τ f , the
two features ( f hm , f
i
n′) are considered a feature correspon-
dence. Note that, a small threshold (e.g., 0) will result in
very few feature correspondences which may be insufficient
for the subsequent transformation estimation. In contrast,
a large threshold (e.g., 1) will result in too many feature
correspondences. The large number of false positives among
these feature correspondences will make the transformation
estimation highly sensitive to outliers. It is demonstrated that
the correct feature correspondences have a much lower ratio
compared with those which correspond to incorrect feature
correspondences [38]. The threshold τ f is selected to ensure
maximum detection rate. In this paper, τ f was empirically
set to 0.9, which resulted from a tuning experiment, where
the detection performance of the algorithm was assessed with
respect to different values of the threshold (between 0 and 1).
The threshold with the best detection rate was selected as
the optimal threshold (in our case 0.9). Finally, all features
in Fh are matched against F i , resulting in a set of feature
correspondences Chi = {chi1 , chi2 , . . . , chiNc }.
C. 1-Point Random Sample Consensus Algorithm
Given the feature correspondences Chi between point-clouds
Sh and Si , it is still very challenging to derive a correct
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Algorithm 1 The 1-Point RANSAC Algorithm
1: Input: The feature correspondences Chi between point-
clouds Sh and Si .
2: Initialization: The maximum iteration number τk , the
iteration number k = 0, the set of inlier point pairs ,
the transformation Thi .
3: repeat
4: k← k + 1.
5: Randomly select a chik from Chi to calculate a plausible
transformation Thik using Eqs. 4 and 5.
6: Extract the inlier point pairs k between Sh and Si using
Thik .
7: if the size of k is larger than that of  then
8: ← k .
9: Update the plausible transformation Thik using the inlier
point pairs.
10: Thi ← Thik .
11: end if
12: until The iteration number k > τk .
13: Output: The final transformation Thi .
transformation between the overlapping surfaces of these two
cluttered scenes. That is because, the large amount of clutter
in each scene would bring in a significant percentage of
false positive correspondences. Consequently, a robust trans-
formation estimation algorithm is highly required to obtain
a rigid transformation from a set of plausible transformation
estimations.
Unlike existing methods [21], [39], [40], only one point pair
is adequate to calculate a plausible transformation between
two point-clouds using the intrinsic LRFs of the RoPS fea-
tures [26]. Specifically, given a feature correspondence chij ,






thij = qij − qhj Rhij (5)
where Rhij is the rotation matrix and t
hi
j is the translation
vector.
Then, the 1-point random sample consensus (RANSAC)
algorithm is adopted to produce a robust transformation esti-
mation. The RANSAC algorithm has been widely used and is
proved to be very robust to outliers [39]. It randomly selects
a plausible transformation at each iteration. The plausible
transformation is then used to align the point-cloud Sh to
the point-cloud Si . The plausible transformation that results
in the largest number of inlier point pairs is considered to
be the final transformation estimation between Sh and Si .
A detailed description of the RANSAC method is presented
in Algorithm 1.
D. Initial Model Construction
Once the transformation between Sh and Si is obtained
using the 1-point RANSAC algorithm, the two point-clouds
are coarsely registered. The registration is further refined with
Algorithm 2 The Modified ICP Algorithm
1: Input: Point-clouds Sh and Si .
2: Initialization: The maximum iteration number τk , the
iteration number k = 0, the residual error threshold τε ,
the rotation R0 = I3, the translation t0 = [0, 0, 0].
3: repeat
4: k ← k + 1.
5: Select nk sample points from Sh using Eq. 6.
6: Search closest points in Si for the sample points in Sh ,
resulting in a set of closest point pairs.
7: Calculate the transformation (Rk, tk) between Sh and Si
using the set of closest point pairs, resulting in a residual
error εk .
8: Apply the transformation (Rk, tk) to the point-cloud Sh ,
resulting in a transformed point-cloud Sh .
9: until The iteration number k > τk or the residual errors of
two iterations satisfy the requirement εk/εk−1 > τε .
10: Output: The transformed Sh and final residual error εk .
a variant of the ICP algorithm [34]. In this paper, the original
ICP algorithm is modified in several aspects. First, to maintain
high robustness and accuracy in the presence of significant
outliers, the closest point pairs with distances larger than 2rm
(mesh resolution) are rejected in each iteration. Second, rather
than searching closest points in Si for all points in Sh at each
iteration, an adaptive down-sampling technique is used for Sh
to speed up the algorithm. Specifically, the algorithm randomly







(nmax − nmin)+ nmin (6)
where εk−1 is the residual error of the last iteration, it is
usually smaller than the mesh resolution rm . nmax and nmin are,
respectively, the predefined maximum and minimum number
of points for each iteration. A small value of nmin requires a
large number of iterations of the ICP algorithm. In contrast,
a larger value of nmin requires fewer number of iterations.
However, a long calculation time is needed for each iteration
with a large value of nmin. In this paper, nmin is set to 1000
as a compromise between the number of iterations and the
running time of each iteration. In addition, nmax is set to be
the number of points in Sh to achieve accurate registration
results. With the current parameter setting, the overall running
time is reduced. Using this technique, the search space of
the points gradually increases as the residual error decreases.
Consequently, the ICP algorithm can be performed in a coarse-
to-fine manner. A description of the modified ICP method is
presented in Algorithm 2.
Two criteria are used to measure the quality of fine regis-
tration, i.e., the final ICP residual error ε and the registration
proportion αv . Here, αv is defined as
αv = nc
min(nSh , nSi )
(7)
where nc, nSh , and nSi are, respectively, the number of closest
point pairs, and the number of points in Sh and Si . If ε < τε
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and αv > τα , the corresponding parts of these two point-
clouds are considered to be well registered. Meanwhile, these
closest points in Sh are considered matched points Mh . Here,
τε and τα are two thresholds which are used in our registration
algorithm. Similar to [26], a flexible thresholding scheme is
used in this paper. That is, if ε < 0.5rm and αv > 0.04,
or ε < 1.0rm and αv > 0.2, the registration is considered
successful.
Next, a clustering algorithm is performed on Mh to
get several cluster centers. The fuzzy C-means clustering
algorithm is selected in this paper due to its better performance
compared with the conventional C-means (or called k-means)
algorithm [41]. Starting from the largest cluster center as an
initial model M, the initial model M is alternately updated by
adding points from point-cloud Sh which meet specific con-
nectivity and uniformity criteria (Section IV-B). An illustration
of the model initialization is shown in Fig. 1(b).
Once the initial model M is constructed, we need to gener-
ate a set of RoPS local features for M. This algorithm extracts
these features from the existing features in Sh and Si rather
than generating new RoPS features from M. Specifically, Sh is
first transformed to the basis of model M. Next, for each
feature point qhj in Sh , its nearest point qmj in M is searched.
If the distance is less than 0.5rm , qmj is considered a feature
point in M, and the RoPS feature of qhj is assigned to qmj . The
same process is repeated for the point-cloud Si . As a result, all
features for the updated model M are obtained. The advantage
of our method is that, it does not need to calculate model
features during the modeling process, which greatly improves
the computational efficiency.
IV. MODEL GROWING
In this section, model growing is performed by alternately
matching the model with unchecked scenes and adding new
points to the model. The flowchart is shown in Fig. 2(b), and
an illustration is given in Fig. 1(c).
A. Surface Registration
Given the model M, the features of M are matched
with the features of an unchecked scene Su to obtain a
set of feature correspondences (Section III-B). A reliable
transformation between M and Su is then generated using the
1-point RANSAC algorithm (Section III-C). Finally, the model
M is registered to the scene Su using the improved ICP
algorithm (Section III-D). The same criteria are used as
in Section III-D to measure the quality of registration.
If M can well be registered with Su , the algorithm proceeds
to the model update module (Section IV-B). Otherwise, it is
considered that no local surface in Su can be added to model
M, and the algorithm proceeds to the next unchecked scene.
B. Model Update
After ICP registration, a set of closest points Mu can be
segmented from the scene Su . Several cluster centers are then
obtained by performing a fuzzy C-means clustering on Mu .
For each cluster center, its closest point in Su is considered as
an initial point and is added to the candidate list u . Starting
from the initial point, its 1-ring neighboring points in Su is
obtained. The 1-ring neighboring points are defined as the
points which are linked to the point of interest (here initial
point) by one edge. A neighboring point is added to u only
if: 1) its distance to the model M is more than 1rm and
2) it satisfies the connectivity and uniformity criteria. Here,
the distance threshold of 1rm is selected for the following
two reasons. First, the resolution of the updated model is
approximately the same as the resolution of the input scenes
with a distance threshold of 1rm . Second, point redundancy
can be avoided with a distance threshold of 1rm since a
smaller threshold will bring in too many redundant points.
The connectivity criterion is satisfied if the minimum distance
from a point to its neighboring points in the last ring is smaller
than 2rm . The uniformity criteria is satisfied if the average
deviation of the normals between a point and its neighboring
points in the last ring is smaller than a threshold (based
on empirical tests, 0.7 is used in this paper). Once all the
current 1-ring neighboring points have been examined, the
algorithm proceeds to the 1-ring neighboring points of these
newly added points. This process continues until too few of the
1-ring neighboring points satisfy the connectivity and unifor-
mity criteria.
All the points in u are added to the model M. A set of
new RoPS features are also extracted for M from the scene Su
using the same technique, as described in Section III-D.
Consequently, the model M is updated. Then, the next
unchecked scene is matched with this newly updated M
following the same approach.
C. Confidence Score
Due to complex background and clutter, it is very difficult
to perform model growing correctly without adding undesired
points which do not belong to that model. Although two
criteria (i.e., connectivity and uniformity) have been imposed
to exclude undesired points, it is still possible to have several
points incorrectly added. Therefore, a confidence score-based
approach is proposed.
During model initialization (Section III), each point in the
initial model M is assigned with an initial confidence score
of 2. During model growing (Section IV), the confidence score
of each existing model point which has a corresponding closest
point in the scene is increased by 1. Meanwhile, each newly
added point is assigned a confidence score of 1. Therefore,
the confidence score is increased as the model grows. The
points which have been matched with more input scenes
have larger confidence scores. In contrast, the points which
have been matched only once have the smallest confidence
score of 1. It is therefore, reasonable that the point with a
larger confidence score is more likely to be a correct point
of the model M. Fig. 3(b) shows the confidence scores of
model points after 10 times of model growing. The points
with maximum and minimum scores are colored in red and
pink, respectively. The initial model is the head part of a
Chef [Fig. 3(a)]. It is clear that the points belonging to the
Chef [e.g., the right part in Fig. 3(b)] have larger confidence
6 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT
Fig. 3. Illustration of model growing. (a) Initial model. (b) Model after
10 times of growing. Confidence scores are shown in (b) in color (figure best
viewed in color).
scores compared with these points which are incorrectly added
[e.g., the left part of Fig. 3(b)].
These confidence scores are used to improve the modeling
performance in two aspects. First, a confidence score-based
hierarchical feature matching approach is proposed, which
reduces the probability of matching undesired feature points.
Specifically, the process of feature matching (Section III-B)
starts from the features of M with the highest confidence
scores during surface registration (Section IV-A). If the result-
ing transformation is not accurate enough, more features with
lower confidence scores are then added. Otherwise, the feature
matching process stops. Second, a confidence score-based
point filtering technique is proposed to construct the final
model (Section V). This technique further removes the outlier
points from the raw model.
V. MODELING, DETECTION, AND POSE ESTIMATION
Once all point-clouds have been tested, a raw model M is
obtained. The next step is to construct a final model, and
to detect its instances and estimate their poses in all point-
clouds. A flowchart of this process is shown in Fig. 2(c), and
an illustration is given in Fig. 1(d).
A. 3-D Modeling
First, all points in M with confidence scores larger than a
threshold τc (8 in this paper) are added to a fine model ˜M.
Next, the points with lower confidence scores are then sequen-
tially added by checking bounding dimensions. Specifically,
the points with a lower confidence score are added to ˜M, and
the difference of the bounding dimensions of ˜M before and
after this operation is calculated. If the difference is small,
these points are actually added into ˜M. A fine model ˜M
is finally constructed by checking all these confidence scores
which are smaller than τc. Note that, a large threshold τc will
result in a small number of points in the initial fine model.
It is highly possible that these points belong to the same
object. In contrast, a low threshold can produce an initial
fine model with sufficient points. However, some of these
points (with low confidence scores) may belong to different
objects. Consequently, the choice of the threshold τc is a
compromise between the number of the points in the initial fine
model and the accuracy of the selected points in the model.
Tuning experimental results show that the threshold of
8 consistently achieves a good performance.
B. 3-D Object Detection
Once the process of 3-D modeling (Section V-A) is com-
pleted, the scenes which have contributed points to the 3-D
model ˜M are known. The transformation estimates between
the fine model ˜M and these related scenes have also been
calculated and stored. To perform object detection and scene
segmentation, the final model ˜M is transformed to the basis
of each scene Si using the corresponding transformation
estimate. The points in Si with distances less than 2rm to
˜M are segmented from scene Si and considered an instance
of model ˜M.
C. Pose Estimation
During the process of 3-D modeling and 3-D object detec-
tion, the transformation estimate between the instance of
model ˜M in a related scene and the model ˜M has been
calculated. The transformation (i.e., rotation and translation)
actually defines the pose of the object instance with respect
to the model ˜M. Therefore, the pose of the object instance of
model ˜M in each scene is estimated. Note that pose estimation
plays an important role in many applications such as robotic
manipulation and unmanned vehicle control [42].
Once the process of 3-D modeling, object detection, and
pose estimation for an object is completed, the algorithm then
proceeds to reconstruct a new model from all the segmented
scenes, until no initial model can be constructed any more.
VI. EXPERIMENTAL RESULTS
In this section, numerous experimental results on the
University of Western Australia (UWA) data set [9] are
presented. The UWA data set is a popular and widely used data
set for 3-D object detection and recognition [8], [9], [20], [40],
[43]–[47]. It consists of four models and 50 scenes. Totally,
there are 180 object instances in the scenes. To generate the
point-cloud of a scene, four or five objects were first randomly
placed together, and then scanned from a single point of view
using the Minolta 910 scanner. Note that the close placement
of these objects has resulted in the generation of complex
scenes of objects in the presence of occlusion and clutter.
Once all scenes were collected, they were fed to our system
for 3-D modeling, object detection, and pose estimation. The
proposed algorithms were therefore tested offline. Two models
and scenes from the UWA data set are shown in Fig. 4 for
illustration.
The algorithm was evaluated in terms of modeling accuracy,
detection rate, and pose estimation accuracy. In addition to
RoPS feature, another two popular features (i.e., SHOT [27]
and spin image [21]) were also tested to perform a rigorous
comparison. Note that, spin image is one of the most cited
3-D local surface feature and have been considered to be the
de facto benchmark for the evaluation of local surface features
[26], [27], [40]. In addition, SHOT is a recently proposed
feature which has gained a number of attentions in the research
area.
GUO et al.: INTEGRATED FRAMEWORK FOR 3-D MODELING, OBJECT DETECTION, AND POSE ESTIMATION 7
Fig. 4. Two models and two scenes of the UWA data set for illustration. (a) Chef. (b) Chicken. (c) Scene sample 1. (d) Scene sample 2.
TABLE I
MODELING ERRORS (rm ) OF THE FOUR OBJECTS OF THE UWA DATA SET
A. Modeling Accuracy
The 3-D models of the four objects which are provided with
the UWA data set were used as ground-truth models. Each
generated model was accurately aligned with its corresponding
ground-truth model using the ICP algorithm. The residual error
εm after the ICP registration is used as the quality measure
for 3-D modeling. The modeling errors of the four objects are
shown in Table I.
Using the RoPS feature-based algorithm, each object can
be well reconstructed. The difference in the modeling errors
of these four objects is relatively small. The largest mod-
eling error was 0.5374rm, while the smallest modeling error
was 0.4256rm. Since the average modeling error (0.4836rm)
is smaller compared with the average mesh resolution, the
modeling process can be considered to be very accurate. It is
worth noting that the models in this paper were reconstructed
from a set of highly cluttered scenes rather than isolated point-
clouds (as in [9], [13], [20], and [25]). Moreover, the models
in this paper were also reconstructed from point-clouds of
multiple objects rather than point-clouds of only one object
(as in [9] and [25]). Therefore, the 3-D modeling task in
this paper is significantly more challenging compared with
the existing reported results. This paper therefore presents a
novel approach to model multiple 3-D objects from a set of
cluttered point-clouds. Despite this challenge, the proposed
algorithm achieved very accurate results. Please also note
that the reconstructed models are not complete and several
incomplete models might be constructed for each object. That
is because the scenes in the UWA data set do not contain
sufficient viewpoints to cover the whole surface of each 3-D
object.
B. Detection Performance
The detection rate is used to measure the performance of
3-D object detection. Here, the detection rate is calculated as
the percentage of correctly detected object instances over the
TABLE II
DETECTION RATES (%) OF THE FOUR OBJECTS OF THE UWA DATA SET
total object instances. The detection rate of the four objects
are shown in Table II.
Using the RoPS-based algorithm, all four objects achieved
high detection rates of more than 86%, with an average
detection rate of 91.84%. Among these objects, the Chef
achieved the highest detection rate of 100%. In contrast, the
Parasaurolophus achieved the lowest detection rate of 86.67%.
Note that the Chef instances have quite similar poses in most
of the scanned scenes [as shown in Fig. 1(a)]. In contrast,
the other objects have diverse poses across the different scans.
It can be concluded that the higher detection rate of the Chef
(compared with the other objects) is partly due to its smaller
pose variation. That is, the difficulty in the registration of two
Chef instances from two different scans is insignificant due
to the small pose variations and their relatively large overlap.
Furthermore, the detection rates of the other objects are com-
parable or even better than the average recognition rate of the
model (and spin image) based algorithm (as reported in [9]).
Fig. 5(a) and (b) shows the detection rates of the
RoPS-based algorithm on the 50 scenes with respect to clutter
and occlusion, respectively. To make a direct comparison, the
experimental results of the SHOT-based and spin image-based
algorithms are also shown in Fig. 5. The measures for clutter
and occlusion are defined in [9] and [26]. It is clear that the
RoPS-based algorithm is very robust to clutter, attaining a
detection rate of 95% with up to 80% clutter. Our algorithm
is also very robust to occlusion. It achieved a detection rate
of 95.74% with up to 80% occlusion.
Note that existing 3-D object recognition algorithms, such
as [9], [20], [26], [40], and [43], are model based. They there-
fore, require 3-D models of the objects to be known a priori.
In contrast, our algorithm is model free, and performs 3-D
object modeling and detection simultaneously. Moreover, the
proposed algorithm still achieved comparable results with the
model-based approaches. The RoPS-based model-free detec-
tion results were even better than the model (and spin image)
based 3-D object recognition results presented in [9]. That is,
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Fig. 5. Detection rates on the UWA data set with respect to occlusion and
clutter. (a) Occlusion. (b) Clutter.
the detection rates for the proposed algorithm and the model-
dependent spin-image-based algorithm are 91.84% and 87.8%,
respectively.
C. Pose Estimation Accuracy
During the 3-D modeling, object detection, and pose estima-
tion process (Section V), the transformation between a model
and its instance in each scene is estimated. This transformation
defines the pose of each object instance in the scene with
respect to the model. The ground-truth transformation (i.e.,
rotation RGT and translation tGT) for each object instance
is known a priori. Given the estimated transformation (i.e.,
rotation RE and translation t E ), the rotation error εr between










Rd = RGTR−1E . (9)
εr denotes the amount of rotation error present in Rd , and
it is 0 in case of no error.
The translation error εt is calculated as




POSE ESTIMATION ACCURACY OF THE FOUR OBJECTS
OF THE UWA DATA SET. (a) ROTATION ERRORS (◦).
(b) TRANSLATION ERRORS (rm )
The rotation and translation errors for all the detected
object instances are shown in Table III. Using RoPS fea-
tures, the average rotation error was 0.6395◦, with the largest
rotation error of 0.7427◦. The average translation error was
1.3427rm, with the largest translation error of 1.7953rm. The
Chef achieved a slightly better pose estimation performance
compared with the other objects, mainly due to the small pose
variations from one point-cloud to another. It is also clear that
the proposed algorithm can estimate the pose very accurately
for all objects, even without any prior model information.
D. Comparison
To test the effect of using different local surface
features, the proposed algorithm was also tested using SHOT
and spin image features. Their results are compared the
results achieved by the RoPS feature. The modeling, detec-
tion, and pose estimation results are shown in Tables I–III,
respectively.
RoPS feature consistently achieved the best performance,
followed by SHOT and spin image. The average modeling
errors of RoPS- and SHOT-based algorithm were 0.4836rm
and 0.6859rm, respectively. The average detection rate of
RoPS-based algorithm was 91.84%. In contrast, the average
detection rate of SHOT-based algorithm was only 60.26%.
RoPS-based algorithm achieved average rotation and transla-
tion errors of 0.6395◦ and 1.3427rm, which were much smaller
compared with their SHOT and spin image counterparts.
The superior performance of the proposed algorithm in
terms of model accuracy, detection rate, and pose estimation
accuracy is clearly demonstrated in Sections VI-A–C. The
strengths of our algorithm are due to the integration of the dis-
tinctive RoPS feature, the precise 1-point RANSAC algorithm
(Algorithm 1), and the improved ICP method (Algorithm 2).
It can also be concluded from Section VI-D that the algorithm
based on RoPS features achieved better results compared with
those based on spin image and SHOT features. This is mainly
attributed to the high descriptiveness and the strong robust-
ness of the RoPS feature, as clearly demonstrated in [26].
Note that the overall computational time requirement of the
RoPS-based algorithm is shorter compared with the SHOT
and spin image-based algorithms. This is because the feature
matching results achieved by RoPS are more accurate and
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consequently the time required by the 1-point RANSAC
algorithm and the improved ICP method is reduced.
VII. DISCUSSION
The contributions of this paper include a novel framework
for simultaneous 3-D modeling, object detection, and pose
estimation. Although this paper is based on the RoPS feature,
the framework is generic and other future more advanced
local surface features can be used to further improve its
performance. The current algorithm is designed for offline
applications as it starts to work only when all the point-
clouds from different viewpoints have already been acquired.
We believe that it is also possible to extend the current
algorithm to work online. The algorithm will be modified
in a way that the algorithm can start with the 3-D modeling
and object detection on a small set of point-clouds (which is
sufficient for model initialization). It can then proceed to the
model growing and object detection once each point-cloud is
acquired (this part can be performed online). In this case, an
integrated data acquisition and processing system is required
for the test of this extended algorithm. Appropriate testing data
sets and hardware systems for this proposed extension are not
yet available. We plan to develop an enhanced algorithm for
real-time online application in future work.
It is also noted that some parameters of the algorithm
can be dependent on the data sets or applications. However,
most of these parameters need to be determined only once
during the stage of model initialization. Once the optimal
parameters are obtained, they can then be used without any
modification in the subsequent stages (i.e., model growing,
3-D modeling, object detection, and pose estimation).
Currently, the proposed algorithm is fully automatic only when
the application scenario is known a priori. If the application
area is unknown, the parameters (thresholds) will then need to
be optimized automatically to suit the particular application.
For this purpose, annotated training point-clouds from the
selected application scenarios will need to be acquired and
stored in a database. Once a scenario is selected, the stored
point-clouds that are relevant to the application area can then
be used to train the algorithm for the parameter optimization
(which is inherently automatic). These optimized parameters
can then be used for the relevant task (e.g., object detection,
modeling, or pose estimation).
The objective of this paper is to introduce a novel inte-
grated framework for 3-D modeling, object detection, and
pose estimation. The algorithms in this paper have only been
currently tested on high resolution and dense point-clouds.
Since low-cost scanners with dense point-clouds and reason-
ably high resolution are just now becoming readily available
(e.g., Kinect v2), we aim, in future work, to collect point-
cloud data sets with Kinect v2, and use them to test our
proposed algorithms. To deal with geometrically featureless
objects (e.g., chairs and desks), geometric features (e.g., RoPS,
spin image, and SHOT), and photometric features (e.g., scale
invariant feature transform [38], speeded up robust features
[48], and histogram of gradients [49]) can be combined to
further improve the performance of the proposed algorithm.
VIII. CONCLUSION
In this paper, we presented a novel algorithm to model
and detect 3-D objects, and to simultaneously estimate their
poses from point-clouds. The algorithm consists of three main
modules: model initialization, model growing, and model-
ing, detection, and pose estimation. Model initialization is
performed by surface registration between any two point-
clouds. The highly descriptive RoPS features and the 1-point
RANSAC algorithm are used to achieve surface registration.
Model growing is then performed by surface registration
between the model and the unchecked point-clouds. During
the process of model growing, a model update technique and
a confidence scoring strategy are proposed. Finally, a final
model is constructed by confidence thresholding and outlier
cleaning. Meanwhile, the points in a point-cloud which can be
registered well with the final model are detected as an instance
of the object, and the pose of the object instance is estimated.
The algorithm does not rely on any prior information and is
automatic.
Extensive experiments were conducted on the popular UWA
data set. The performance of the proposed algorithm was
tested in terms of modeling accuracy, detection rate, and
pose estimation accuracy. Experimental results show that our
algorithm can detect objects with a high detection rate. It can
also build models and estimate their poses very accurately.
Moreover, the proposed algorithm was compared with the
state-of-the-art (i.e., the SHOT and spin image-based) algo-
rithms. Experimental results show that our algorithm achieves
the best results.
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