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a b s t r a c t
Suppose that a 2-connected cubic graph G of order n has a circuit C of length at least n− 4
such that G − V (C) is connected. We show that G has a circuit double cover containing a
prescribed set of circuits which satisfy certain conditions. It follows that hypohamiltonian
cubic graphs (i.e., non-hamiltonian cubic graphs G such that G− v is hamiltonian for every
v ∈ V (G)) have strong circuit double covers.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction and preliminary discussion
All concepts not defined in this paper can be found in [4,7]. However, we view as an eulerian graph what others call an
even graph, i.e., an eulerian graph need not be connected. In an eulerian graph G, we may pair the edges incident with a
vertex v to form (forbidden) transitions. Doing this for all v ∈ V (G), we obtain a transition system X . Clearly, there is a
1–1 correspondence between transition systems of G and trail decompositions of G. Special cases of transition systems are
those corresponding to eulerian trails or circuit decompositions, respectively. Also, we call two transition systems X1, X2
compatible if X1 ∩ X2 = ∅; and we call a circuit C or a set S of circuits compatible with the eulerian trail T (or just
T -compatible) if no adjacent pair of edges in C , or in any element C ∈ S, respectively, belongs to the transition system
XT corresponding to T . A circuit cover S of a graph G is called an (i, j)-circuit cover if every edge of G belongs to precisely i
elements or precisely j elements of S.
The Circuit Double-Cover Conjecture (CDCC) asserts that in every bridgeless graph G, there exists a set S of circuits such
that every edge of G belongs to exactly two elements of S. While this problem is still open, several partial solutions have
been found during the last 30 years or so.
There are various other conjectures which are stronger than the CDCC. Here we focus on the Strong Circuit Double-Cover
Conjecture (SCDCC) which asserts that given any circuit C ⊂ G (where G is bridgeless), there exists a CDC S of Gwith C ∈ S.
We shall also deal with a partial solution of Sabidussi’s Compatibility Conjecture (SCC). This conjecture asserts that if T
is an eulerian trail of an eulerian graph G of minimum degree at least 4, there exists a circuit decomposition S of G such that
no transition of T is contained in any element of S.
The following are well-known facts.
1. It suffices to prove each of the CDCC and the SCDCC for 2-connected cubic graphs.
2. It suffices to prove the SCC for graphs having valencies 4 and 6 only.
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The restrictions 1., 2. reveal that there is a close relationship between the SCDCC and the SCC: namely, the validity of
the former implies the validity of the latter. To see this, consider an eulerian graph G with δ(G) ≥ 4 and ∆(G) ≤ 6, and
given eulerian trail T with corresponding transition system XT . Now split every vertex v of G into 2-valent vertices following
the transitions of T and join the two 2-valent vertices by an edge if dG(v) = 4, whereas for dG(v) = 6 one introduces a
new vertex v+ which is then joined to the three 2-valent vertices resulting from the splitting of v. The new graph G3 is
then 3-regular, and the eulerian trail T of G corresponds to a dominating circuit CT of G3. It now follows that G3 has a SCDC
containing CT if and only if G has a T -compatible circuit decomposition (for details, see [2]).
However, in attempting to prove the SCC by induction one may search for a set S0 of disjoint T -compatible circuits such
that T induces an eulerian trail T1 in the graph E(G) − E(S0), where E(S0) := ⋃C∈S0 E(C). This attempt proved successful
provided G has at most one 6-valent vertex; and its proof rests on Smith’s Theorem (see [8]) stating that in a cubic graph G3,
every edge belongs to an even number of hamiltonian circuits. The above construction of G3 from G permits a translation of
Smith’s Theorem into eulerian graphs with δ(G) ≥ 4 and at most one 6-valent vertex. In the case where G is 4-regular, S0
exists such that no element of S0 contains a specified edge; if G has a 6-valent vertex x, then S0 exists such that none of the
two edges of a specified transition of T at x belongs to any element of S0 (one simply splits away that transition from x to
obtain a 4-regular graph to which one then applies Smith’s Theorem; again, for details see [2]). Summarizing the above we
have the following theorems.
Theorem A. Let G be a connected eulerian graph with δ(G) ≥ 4 and at most one 6-valent vertex. For any eulerian trail T there
exists a T-compatible circuit decomposition S of G. More precisely, there exist sets S0, . . . , Sk, k ≥ 1, of vertex disjoint circuits
which are T-compatible such that Si+1 is a subset of the graph Gi+1 = Gi − E(Si), i = 0, . . . , k− 1 (setting G0 := G), and where
Sk consists of the circuit Gk. Then S = ⋃ki=0 Si. Moreover Ti, i = 0, . . . , k − 1 (setting T0 = T), induces an eulerian trail Ti+1 in
Gi+1.
Translating Theorem A into the theory of cubic graphs, we obtain:
Theorem B. Let G be a cubic graph having a dominating circuit C missing at most one vertex. Then G has a CDC containing C. If
V (C) 6= V (G), then either G is hamiltonian or it has another dominating circuit missing the same vertex.
We observe that Theorem B can be proved directly by applying Smith’s Theorem without using Theorem A.
However, the approach to solving the SCC or CDCC as expressed in Theorems A and B, respectively, fails if the eulerian
graph has more than one 6-valent vertex. In fact, in [2] an example of Gwith precisely two 6-valent vertices was developed
which has a unique T -compatible circuit decomposition S, and where no subset of disjoint circuits in S can be deleted from
G such that T induces an eulerian trail in the resulting subgraph of G. This example was later used [5] to construct uniquely
hamiltonian graphs which are 4-regular and have multiple edges. It can also be used to construct uniquely hamiltonian
simple graphs of minimum degree 4 which are also eulerian, [6].
Nonetheless, it could be shown that planar bridgeless graphs have a CDC containing any prescribed set of disjoint
circuits [3]. Thus the SCDCC is true in the planar case. This was achieved by using implicitly the main result of [1]. However,
as the Petersen graph shows, in attempting to solve the SCDCC in the general case, one cannot prescribe more than one
circuit.
The aim of this paper is to generalize Theorems A and B to some extent, and to show then that if a cubic 2-connected
graph G3 has a circuit C of length at least |V (G3)| − 4 such that G3 − V (C) is connected, then G3 has a CDC containing a
prescribed set of circuits satisfying certain properties.
2. Results
Our points of departure are Theorems A and B. We first extend Theorem A to the case where the eulerian graph G has
two 6-valent vertices which are adjacent, however.
Theorem 1. Let G be a connected eulerian graph having 4- and 6-valent vertices only and suppose that it has precisely two
6-valent vertices x, y with xy ∈ E(G). Let T be an eulerian trail of G. Then there exists a set S0 of disjoint T -compatible circuits in
G such that T induces an eulerian trail T1 in G1 := G− E(S0). Consequently, G has a T-compatible circuit decomposition.
Proof. T is of the form
T = . . . , e, x, f , y, g, . . .
where f = xy. Hence {e, f } ∈ X(x), {f , g} ∈ X(y) where X(x) ⊂ XT , X(y) ⊂ XT . Form the 4-regular graph G4 by splitting
{e, f } away from x and {f , g} away from y and suppressing the 2-valent vertices thus arising. Denote by h ∈ E(G4) the new
edge thus created. Let T ′ denote the eulerian trail of G4 corresponding to T . By Smith’s Theorem translated into the theory
of 4-regular graphs, there exists a set S0 of disjoint T ′-compatible circuits in G4 not containing h such that T ′ induces an
eulerian trail T ′1 in G
′
1 = G4− E(S0), as required. Now reintroduce in h the two vertices x′ and y′ which arose by the splitting
operation and identify x′ with x and y′ with y, thus obtaining the graph G1 = G − E(S0) from G′1. Since h 6∈ E(S0), S0 is also
T -compatible in G, and thus T ′1 induces an eulerian trail T1 in G1. Thus T1 is induced by T (via T ′ and T
′
1). G1 has at most two
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Fig. 1.
6-valent vertices depending onwhether {x, y}∩V (S0) = ∅ or 6= ∅. Invoking induction or applying Theorem Awe thus finish
the proof of the theorem. 
Translated into the theory of cubic graphs we obtain the following theorem from Theorem 1.
Theorem 2. If G3 is a cubic graph of order n having a dominating circuit C of length n − 2 missing the vertices u, v, and if the
distance d(u, v) = 3, then G has a CDC containing C.
The following theorem characterizes our strategy in generalizing Theorems B and 2 respectively, to a certain extent.
Theorem 3. Let G3 be a cubic graph with circuit C, and let S0 be a set of circuits having the following properties:
(i) every edge of C belongs to at most one element of S0;
(ii) V (S0) ∩ (V (G3)− V (C)) = ∅.
Let G∗ = G3 − (E(S0)− E(C)). If G∗ has a CDC containing C, then G3 has a CDC containing S0.
Proof. We distinguish between two cases. If C 6∈ S0, then for each element Ci of S0 the edges of Ci − C are chords of C; this
follows from (ii). Set G∗ = G3− (E(S0)− E(C)). G∗ contains C . Suppose that G∗ has a CDC S∗ with C ∈ S∗. Then S∗− {C} is a
(1, 2)-circuit cover of G∗ with each edge of C belonging to precisely one element of S∗−{C}. Set S¯ = (S∗− C)∪ S0. Because
of (i), S¯ is a (1, 2)-circuit cover of G3. If S¯ is not a CDC, then the edges of G3 covered only once by S¯ form a set S1 of disjoint
circuits; if S¯ is a CDC, set S1 = ∅. In any case, S¯ ∪ S1 is a CDC of G3. If C ∈ S0, then S0 = {C} because of (ii) and (i). In this case,
the theorem follows directly from the supposition. 
In view of the preceding theorem we call S0 satisfying (i) and (ii) a C¯-avoiding set of circuits.
If a cubic graph G3 is 3-edge-colourable and S0 is a set of disjoint circuits, then it is easy to see that G3 has a CDC S ⊃ S0:
in a 3-edge-colouring of G3 with colours r, b, y, consider the symmetric difference S1 of the (r, b)-circuits with S0 and the
symmetric difference S2 of the (r, y)-circuits with S0. Then S0 ∪ S1 ∪ S2 is a (1, 2)-circuit cover S¯ of G3 with S0 ⊂ S¯. Now
finish the argument as in the proof of Theorem 3. It is not true, however, that a set S0 of circuits can be chosen in this case in
such a way that any edge of G3 belongs to at most two circuits in S0. This can readily be seen by the following modification
of the Petersen graph P10: Subdivide an edge e of the outer pentagon and an edge f of the inner pentagram by two vertices
each and join these subdivision vertices so as to form a quadrilateral C4 (see Fig. 1). Call this new graph P+10; it is hamiltonian,
so it is 3-edge-colourable, trivially. Let H be the hamiltonian circuit of P+10 using the two edges of C4 which separate in H
the vertices of the pentagon from those of the pentagram. Set S0 = {H, C4}. Then there is no CDC S10 ⊃ S0 of P+10. For,
the existence of such S10 would be tantamount to the existence of a CDC of P10 containing a 2-factor of P10, and it is well
known that such CDC does not exist. Thus, Theorem 3 is, in a way, best possible. We are now combining Theorem 3 with
Theorems A, B, 1 and 2 to obtain a result which is more general than the first part of Theorem B.
Theorem 4. Let G3 be a 2-connected cubic graph of order n having a circuit C of length at least n − 4 such that G3 − V (C) is
connected. Let S0 be a C¯-avoiding set of circuits. Then G3 has a CDC containing S0.
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Proof. We proceed by induction on the number of vertices. However, we consider the various cases in a ‘‘top to bottom’’
manner by showing first that the theorem holds if the length `(C) = n, and proving the theorem for the case `(C) = n− i
by partially using arguments developed in the case `(C) = n− i+ 1, 1 ≤ i ≤ 4.
Suppose first that C 6∈ S0 and that S0 6= ∅. Then Theorem 3 and its proof imply the validity of Theorem 4 by induction.
If C 6∈ S0, but S0 = ∅, then we may assume that C is chordless; otherwise, G3 would contain a C¯-avoiding circuit C0 and we
could apply the preceding argument to S0 = {C0}. Hence we only need to consider the case S0 = {C}.
We now deal with the various cases involving `(C). If `(C) = n or `(C) = n − 1, Theorem 4 reduces to Theorem B.
Now suppose `(C) = n − 2. It follows from the hypothesis that the component G3 − V (C) ≈ K2; denote its vertices by x
and y, and consider ux for u 6= y; u ∈ V (C) follows (if G3 − V (C) were a digon, then G3 would be 3-edge-colourable and
the theorem would hold in this case since S0 is a singleton). The cubic graph G−3 homeomorphic to G3 − ux has a circuit C−
missing only y and corresponding to C . By the second part of Theorem B and Smith’s Theorem, respectively, G−3 has a circuit
C−1 with V (C−) ⊂ V (C−1 ), and the edge eu resulting from suppressing u in G3 − ux belongs to C−1 as well. C−1 is either a
hamiltonian circuit, or it is a dominating circuit missing the same y only. In any case, some edges of C− are chords of C−1 . In
G3, C−1 corresponds to a circuit C1 while C− corresponds to C , and C is C¯1-avoiding. Moreover, some edge of C is a chord of
C1. With C1 in place of C and S0 = {C}we now conclude as before that G3 has a CDC S with S0 ⊂ S.
Next suppose `(C) = n − 3. The case where G3 − V (C) is a triangle ∆ is readily dealt with: contract ∆ to a vertex z to
obtain the cubic graph G−3 in which C is a dominating circuit missing z only. Any CDC S− in G
−
3 with C ∈ S− can readily be
extended to a CDC S of G3 with {C,∆} ⊂ S. The case where G3 − V (C) contains a digon can be dealt with analogously. So
suppose that G3−V (C) ≈ K1,2, i.e., is a path P of length 2. Denote its center vertex by z and let zu be the edgewith u ∈ V (C).
Let G−3 be the cubic graph homeomorphic to G3−z, and let eu be the edge on C− (where C− corresponds to C) corresponding
to the edges of C incident with u. As before, we conclude the existence of a circuit C1 in G3 with V (C) ⊂ V (C1), and where
at least one edge of C is a chord of C1. We now argue as in the preceding case.
Finally, suppose `(C) = n−4. If G3−V (C) is a 4-circuit C4, then G3 is 3-edge-colourable; and by the discussion following
Theorem 3, G3 has a CDC S with {C, C4} ⊂ S. If G3− V (C) contains a triangle∆, then contract the triangle. Noting that every
CDC in a cubic graph which results from the contraction of a triangle can be extended to a CDC in the original graph, the
validity of the theorem follows by induction in this case. One proceeds analogously if G3−V (C) contains a digon D (actually,
in the last two cases such a CDC may contain∆ or D, respectively, as well).
Hence we are left with the case where G3 − V (C) ≈ K1,3, or G3 − V (C) ≈ P4, where P4 is the path on four vertices.
Suppose G3− V (C) ≈ K1,3. Denote the central vertex by z, and let G−3 be again the cubic graph homeomorphic to G3− z.
G−3 is hamiltonian, with hamiltonian circuit C− corresponding to C .
Likewise, if G3 − V (C) ≈ P4, then denote by y, z the central vertices of P4 and delete the edges wy and xz, where
{w, x, y, z} = V (P4). Then the cubic homeomorph G−3 of G3 − {wy, xz} contains C− as hamiltonian circuit.
In both cases C− has three chords which are not chords of C; they result from the deletions of z, wy and xz, and the
subsequent suppression of the 2-valent vertices. Call these three chords the new chords and call the new chord which arises
from the suppression of y and z the central chord.
In both cases, G−3 contains a second hamiltonian circuit C
−
1 which readily extends to a circuit C1 of G3 with V (C) ⊂ V (C1)
and some e ∈ E(C) is a chord of C1. Moreover, in all cases G3 − V (C1) is connected unless C−1 contains the central chord and
neither of the other two new chords. In this exceptional case we apply Theorems 2 and 3; in all other cases we consider G3
with C1 in place of C and S0 = {C} and argue as before. This finishes the proof of the theorem. 
Theorem 4 can be viewed as proving the existence of a CDC in cubic graphs with very long circuits. We failed in trying to
extend Theorem 4 to such an S0 which satisfies condition (i) but not (ii) in the statement of Theorem 3. However, as Fig. 1
shows, this is not surprising. For P+10 contains a dominating circuit which misses exactly v and traverses precisely those
edges of C4 which are not contained in H , whereas P+10 has no CDC S ⊃ {H, C4}, as shown before. However, Theorem 4 solves
a special case of the SCDCC.
Corollary 1. If G3 is a hypohamiltonian cubic graph and S0 a set of disjoint circuits with V (S0) 6= V (G3), then G3 has a CDC S
with S0 ⊂ S.
Proof. Let v ∈ V (G3)− V (S0) be chosen arbitrarily. Since G3 is hypohamiltonian it has a circuit C with V (C) = V (G3)− v.
The corollary now follows from Theorem 4. 
Unfortunately, as the Petersen graph (likemany other snarks) shows, Corollary 1 cannot be extended to hold for arbitrary
sets of disjoint circuits (ifG3 is 3-edge-colourable then it is true, as we have noted before). Thus the condition V (S0) 6= V (G3)
is essential for the validity of Corollary 1. However, the following result indicates a direction into which Corollary 1 may be
generalized. We present it without a proof (which will be published elsewhere).
Theorem 5. Let S0 be a set of disjoint circuits in the 2-connected cubic graph G3. Then there exists a cubic graph G+3 such that:
1. G+3 is 3-edge-colourable if and only if G3 is 3-edge-colourable.
2. G+3 contains a spanning subgraph homeomorphic to G3.
3. G+3 has a CDC S+ with S1 ⊂ S+ where S1 is the set of circuits in G+3 corresponding to S0.
4. Every CDC of G3 can be extended to a CDC of G+3 .
5728 H. Fleischner, R. Häggkvist / Discrete Mathematics 309 (2009) 5724–5728
Acknowledgement
The first author’s research was supported by FWF-Project P18383-N13.
References
[1] H. Fleischner, Eulersche Linien und Kreisüberdeckungen, die vorgegebene Durchgänge in den Kanten vermeiden, JCT B 29 (2) (1980) 145–167.
[2] H. Fleischner, Cycle decompositions, 2-coverings, removable cycles, and the four-color-disease, in: J.A. Bondy, U.S.R. Murty (Eds.), Progress in Graph
Theory, Academic Press, New York, 1984, pp. 233–246.
[3] H. Fleischner, Proof of the strong 2-cover conjecture for planar graphs, JCT B 40 (2) (1986) 229–230.
[4] H. Fleischner, Eulerian Graphs and Related Topics, Part 1, Vol. 1, Annals of Discrete Mathematics, vol. 45, Amsterdam, 1990.
[5] H. Fleischner, Uniqueness of maximal dominating cycles in 3-regular graphs and of Hamiltonian cycles in 4-regular graphs, J. Graph Theory 18 (5)
(1994) 449–459.
[6] H. Fleischner, Uniquely Hamiltonian graphs of minimum degree four (submitted for publication).
[7] R.L. Graham, M. Grötschel, L. Lovász (Eds.), Handbook of Combinatorics, vol. 1, Amsterdam, 1995.
[8] W.T. Tutte, On Hamiltonian Circuits, J. London Math. Soc. 21 (1946) 98–101.
