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ABSTRACT
A sample of nearly 9000 early-type galaxies, in the redshift range 0.01 ≤ z ≤ 0.3, was selected
from the Sloan Digital Sky Survey using morphological and spectral criteria. The sample was used
to study how early-type galaxy observables, including luminosity L, effective radius R, surface
brightness I, color, and velocity dispersion σ, are correlated with one another. Measurement
biases are understood with mock catalogs which reproduce all of the observed scaling relations
and their dependences on fitting technique. At any given redshift, the intrinsic distribution of
luminosities, sizes and velocity dispersions in our sample are all approximately Gaussian. In the
r∗ band L ∝ σ3.91±0.20, L ∝ R1.58±0.06, R ∝ I−0.75±0.02, and the Fundamental Plane relation
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is R ∝ σ1.49±0.05 I−0.75±0.01. These relations are approximately the same in the g∗, i∗ and
z∗ bands. The observed mass-to-light ratio scales as M/L ∝ L0.14±0.02 at fixed luminosity or
M/L ∝M0.22±0.05 at fixed mass.
Relative to the population at the median redshift in the sample, galaxies at lower and higher
redshifts have evolved little. The Fundamental Plane is used to quantify this evolution. An
apparent magnitude limit can masquerade as evolution; once this selection effect has been ac-
counted for, the evolution is consistent with that of a passively evolving population which formed
the bulk of its stars about 9 Gyrs ago.
Chemical evolution and star formation histories of early-type galaxies are investigated using
co-added spectra of similar objects in our sample. Chemical abundances correlate primarily with
velocity dispersion: Hβ ∝ σ−0.25±0.02, Mg2 ∝ σ0.18±0.02, Mgb ∝ σ0.28±0.02, and 〈Fe〉 ∝ σ0.10±0.03.
At fixed σ, the population at z ∼ 0.2 had weaker Mg2 and stronger Hβ absorption compared to
the population nearby. Comparison of these line-strengths and their evolution with single-burst
stellar population models also suggests a formation time of 9 Gyrs ago.
Redder galaxies have larger velocity dispersions: g∗ − r∗ ∝ σ0.26±0.02. Color also correlates
with magnitude, g∗ − r∗ ∝ (−0.025 ± 0.003)Mr∗, and size, but these correlations are entirely
due to the L− σ and Ro− σ relations: the primary correlation is color−σ. Correlations between
color and chemical abundances are also presented. At fixed σ, the higher redshift population is
bluer by an amount which is consistent with the Fundamental Plane and chemical abundance
estimates of the ages of these galaxies.
The red light in early-type galaxies is, on average, slightly more centrally concentrated than
the blue. Because of these color gradients, the strength of the color–magnitude relation depends
on whether or not the colors are defined using a fixed metric aperture; the color−σ relation is
less sensitive to this choice.
One of the principal advangtages of the SDSS sample over previous samples is that the galaxies
in it lie in environments ranging from isolation in the field to the dense cores of clusters. The
Fundamental Plane shows that galaxies in dense regions are slightly different from galaxies in
less dense regions, but the co-added spectra and color–magnitude relations show no statistically
significant dependence on environment.
Subject headings: galaxies: elliptical — galaxies: evolution — galaxies: fundamental parameters
— galaxies: photometry — galaxies: stellar content
1. Introduction
Galaxies have a wide range of luminosities, colors, masses, sizes, surface brightnesses, morphologies,
star formation histories and environments. This heterogeneity is not surprising, given the variety of physical
processes which likely influence their formation and evolution, including gravitational collapse, hydrody-
namics, turbulence, magnetic fields, black-hole formation and accretion, nuclear activity, tidal and merger
interactions, and evolving and inhomogeneous cosmic radiation fields.
What is surprising is that populations of galaxies show several very precise relationships among their
measured properties. The properties we use to describe galaxies span a large “configuration space”, but
galaxies do not fill it. Galaxy spectral energy distributions, when scaled to a fixed broad-band luminosity,
appear to occupy a thin, one-dimensional locus in color space or spectrum space (e.g., Connolly & Szalay
1999). Spiral galaxies show a good correlation between rotation velocity and luminosity (e.g., Tully & Fisher
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1977; Giovanelli et al. 1997). Galaxy morphology is strongly correlated with broad-band colors, strengths
of spectral features, and inferred star-formation histories (e.g., Roberts & Haynes 1994).
Among all galaxy families, early-type (elliptical and S0) galaxies show the most precise regularities
(Djorgovski & Davis 1987; Burstein, Bender, Faber & Nolthenius 1997). Early-type galaxy surface-brightness
distributions follow a very simple, universal “de Vaucouleurs” profile (de Vaucouleurs 1948). Their spectral
energy distributions appear to be virtually universal, showing very little variation with mass, environment, or
cosmic time (e.g., van Dokkum & Franx 1996; Pahre 1998). What variations they do show are measurable and
precise. Early-type galaxy colors, luminosities, half-light radii, velocity dispersions, and surface brightnesses
are all correlated (Baum 1959; Fish 1964; Faber & Jackson 1976; Kormendy 1977; Bingelli, Sandage &
Tarenghi 1984); they can be combined into a two-dimensional “Fundamental Plane” with very little scatter
(e.g., Dressler et al. 1987; Djorgovski & Davis 1987; Faber et al. 1987).
The homogeneity of the early-type galaxy population is difficult to understand if early-type galaxies are
assembled at late times by stochastic mergers of less-massive galaxies of, presumably, different ages, star
formation histories, and gas contents, as many models postulate (e.g., Larson 1975; White & Rees 1978; van
Albada 1982; Kauffmann 1996; Kauffmann & Charlot 1998). It is possible that the homogeneity of early-type
galaxies points to early formation (e.g., Worthey 1994; Bressan et al. 1994; Vazdekis et al. 1996; Tantalo,
Chiosi & Bressan 1998); certainly their stellar populations appear old (e.g., Bernardi et al. 1998; Colless
et al. 1999; Trager et al. 2000a,b; Kuntschner et al. 2001). Alternatively, the observable properties of the
stellar content of early-type galaxies are fixed entirely by the properties of the collisionless, self-gravitating,
dark-matter haloes in which we believe such galaxies lie (e.g., Hernquist 1990). These halos, almost by
definition, are not subject to the vagaries of gas dynamics, star formation, and magnetic fields; they are
influenced only by gravity.
It is essentially a stated goal of the Sloan Digital Sky Survey (SDSS; York et al. 2000; Stoughton et al.
2002) to revolutionize the study of galaxies. The SDSS is imaging π steradians of the sky (Northern Galactic
Cap) in five bands and taking spectra of ∼ 106 galaxies and ∼ 105 QSOs. Among the 106 SDSS spectra
there will be roughly 2× 105 spectra taken of early-type galaxies; in fact 105 of the spectroscopic fibers are
being used to assemble a sample of luminous early-type galaxies with a larger mean redshift than the main
SDSS sample (Eisenstein et al. 2001). The high quality of the SDSS 5-band CCD imaging (Gunn et al.
1998; Lupton et al. 2001) allows secure identification of early-type galaxies and precise measurements of their
photometric properties; most spectroscopic targets in the SDSS are detected in the imaging at signal-to-noise
ratios (S/N) > 100.
Early-type galaxy studies in the past, for technical reasons, have concentrated on galaxies in clusters at
low (e.g., Jørgensen, Franx & Kjærgaard 1996; Ellis et al. 1997; Pahre, Djorgovski & de Carvalho 1998a,b;
Scodeggio et al. 1998; Colless et al. 2001; Saglia et al. 2001; Kuntschner et al. 2001; Bernardi et al. 2001a,b)
and intermediate redshifts (e.g., van Dokkum et al. 1998, 2001; Kelson et al. 2000; Ziegler et al. 2001).
Only the large area ‘Seven Samurai’ (e.g., Faber et al. 1989) and ENEAR surveys (e.g., da Costa et al.
2000) of nearby early-types, recent work with galaxies in the SBF survey (Blakeslee et al. 2001), and some
studies at intermediate redshifts by Schade et al. (1999), Treu et al. (1999, 2001a,b) and van Dokkum et al.
(2001), are not restricted to cluster environments. In constrast, the SDSS is surveying a huge volume of the
local Universe, so the sample includes early-type galaxies in every environment from voids to groups to rich
clusters.
The SDSS spectra are of high enough quality to measure early-type galaxy velocity dispersions with
reasonable precision. As of writing, when only a small fraction of the planned SDSS imaging and spectroscopy
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has been taken, the number (∼ 9000) of early-type galaxies with well-measured velocity dispersions and
surface-brightness profiles in the SDSS greatly exceeds the total number in the entire astronomical literature
to date. In this paper we use the SDSS sample to measure the Fundamental Plane and other early-type
galaxy correlations in multiple bands. We also investigate the dependences of colors and fundamental-plane
residuals on early-type galaxy properties, redshift and environment.
The paper is organized as follows: Section 2 describes the measurements and how the sample was
selected. Section 3 shows the luminosity function. Section 4 presents the Fundamental Plane, and studies its
dependence on waveband, redshift and environment. The spectra of these galaxies are studied in Section 5;
these indicate that the chemical composition of the early-type galaxy population depends on redshift. The
chemical abundances and evolution are then combined with stellar population models to estimate the ages
and metallicities of the galaxies in our sample. The color–magnitude and color–σ relations provide evidence
that the higher redshift population in our sample is bluer. This is shown in Section 6, which also shows
that the color–magnitude and color–size relations are a result of the color−σ correlation. The section also
discusses the effects of color gradients on measurements of the strength of the correlation between color and
magnitude. Our findings are summarized in Section 7.
Many details of this study are relegated to Appendices. Appendix A contains a discussion of the various
K-corrections we have tried. The way we estimate velocity dispersions is presented in Appendix B, and
aperture corrections are discussed in Appendix C. Appendix D presents the maximum-likelihood algorithm
we use to estimate the correlations between early-type galaxy luminosities, sizes and velocity dispersions.
Appendix E studies the distributions of the velocity dispersions, sizes, surface-brightnesses, effective masses
and effective densities at fixed luminosity; all of these are shown to be well described by Gaussian forms.
Various projections of the Fundamental Plane are presented in Appendix F; these include the Faber–Jackson
(1976) and Kormendy (1977) relations, and the κ–space projection of Bender, Burstein & Faber (1992).
A method for generating accurate mock complete and magnitude-limited galaxy catalogs is presented in
Appendix G, and the procedure used to estimate errors on our results is discussed in Appendix H.
Except where stated otherwise, we write the Hubble constant as H0 = 100 h km s
−1Mpc−1, and we
perform our analysis in a cosmological world model with (ΩM,ΩΛ, h) = (0.3, 0.7, 0.7), where ΩM and ΩΛ are
the present-day scaled densities of matter and cosmological constant. In such a model, the age of the Universe
at the present time is t0 = 9.43h
−1 Gyr. For comparison, an Einstein-de Sitter model has (ΩM,ΩΛ) = (1, 0)
and t0 = 6.52h
−1 Gyr.
2. The sample
The SDSS project is described in Stoughton et al. (2002). As of writing (summer 2001), the SDSS
has imaged ∼ 1, 500 square degrees; ∼ 65, 000 galaxies and ∼ 8000 QSOs have both photometric and
spectroscopic information. For this work, a subsample of ∼ 9000 early-type galaxies were selected, following
objective morphological and spectroscopic criteria (see Section 2.3), to investigate properties of this class of
galaxies.
Figure 1 shows a redshift-space pie-diagram distribution of our sample. Most of the sample is at low
declination (|δ| ≤ 2◦); in addition, there are three wedges from three different disconnected regions on the
sky. Red and blue symbols denote galaxies which were classified as being in dense and underdense regions
(as described in Section 4.5), whereas black symbols show galaxies in groups of intermediate richness, or for
which the local density was not determined.
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Fig. 1.— Pie-diagram distribution of our sample. Most of the sample is at low declination (|δ| ≤ 2◦), but
three wedges are at higher declinations (as indicated). Right ascension increases clockwise, with the zero
at twelve o’clock. Galaxies with many (≥ 15) and a few (≤ 2) near neighbours are shown with red and
blue dots, whereas those in the intermediate regime, or for which the local number of neighbours was not
determined, are shown with black dots.
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2.1. Imaging data
The photometric and spectroscopic data were taken with the 2.5-m SDSS Telescope at the Apache Point
Observatory (New Mexico) between 1999 March and 2000 October. Details of the photometric and spectro-
scopic observations and data reduction procedure will be presented elsewhere. Here we briefly summarize.
Images are obtained by drift scanning with a mosaic CCD camera (Gunn et al. 1998) which gives a field
of view of 3 × 3 deg2, with a spatial scale of 0.4 arcsec pix−1 in five bandpasses (u, g, r, i, z) with central
wavelengths (3560, 4680, 6180, 7500, 8870) A˚(Fukugita et al. 1996). The errors in u band measurements are
larger than the others, so we will only present results in the other four bands. In addition, the photometric
solutions we use in this paper are preliminary (for details, see discussion of the Early Data Release in
Stoughton et al. 2002); we use r∗ rather than r, and similarly for the other bands, to denote this.
The effective integration time is 54 sec. The raw CCD images are bias-subtracted, flat-fielded and
background-subtracted. Pixels contaminated by the light of cosmic rays and bad columns are masked. As-
tronomical sources are detected and overlapping sources are de-blended. Surface photometry measurements
are obtained by fitting a set of two-dimensional models to the images. All of this image processing is per-
formed with software specially designed for reducing SDSS data (Lupton et al. 2001). The uncertainty in
the sky background subtraction is less than about 1%. The median effective seeing (the median FWHM of
the stellar profiles) for the observations used here is 1.5 arcsec.
When obtaining the photometric parameters below, the light profiles are corrected for the effects of
seeing, atmospheric extinction, Galactic extinction (this last uses the results of Schlegel, Finkbeiner, &
Davis 1998), and are flux-calibrated by comparison with a set of overlapping standard-star fields calibrated
with a 0.5-m “Photometric Telescope” (Smith et al. 2002; Uomoto et al. 2002). The uncertainty in the
zero-point calibration in the r∗-band is < 0.01 mag. The Photometric Telescope is also used for measuring
the atmospheric extinction coefficients in the five bands.
The SDSS image processing software provides several global photometric parameters, for each object,
which are obtained independently in each of the five bands. Because we are interested in early-type galaxies,
we use primarily the following: 1) The ratio b/a of the lengths of the minor and major axes of the observed
surface brightness profile. 2) The effective radius (or half-light radius) rdev along the major axis and 3) the
total magnitude mdev; these are computed by fitting a two-dimensional version of de Vaucouleurs (1948)
r1/4 model to the observed surface brightness profile. (The fitting procedure accounts for the effects of
seeing.) 4) A likelihood parameter that indicates which of the fitting models, the de Vaucouleurs or the
exponential, provides a better fit to the observed light profile. 5) The model magnitude mm; this is the total
magnitude calculated by using the (de Vaucouleurs or exponential) model which fits the galaxy profile best
in the r∗-band. The model magnitudes in the other four bands are computed using that r∗ fit as filter; in
effect, this measures the colors of a galaxy through the same aperture. 6) The Petrosian magnitude mp is
also computed; this is the flux within 2rp, where rp is defined as the angular radius at which the ratio of the
local surface brightness at r to the mean surface brightness within a radius r is 0.2 (Petrosian 1976). 7,8)
The Petrosian radii r50 and r90; these are the angular radii containing 50% and 90% of the Petrosian light,
respectively.
Although all the early-type galaxy analyses presented here have been performed with both the de Vau-
couleurs fit parameters and the Petrosian quantities, in most of the following only the results of the de Vau-
couleurs fits are presented. This is because the de Vaucouleurs model appears to be a very good fit to
the early-type galaxy surface-brightness profiles in the SDSS sample and because it is conventional, in the
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literature on early-type galaxies, to use these quantities. In this paper, unless stated otherwise, galaxy colors
are always computed using model magnitudes.
To convert the apparent magnitude m to an absolute magnitude M we must assume a particular
cosmology and account for the fact that at different redshifts an observed bandpass corresponds to different
restframe bands (the K-correction). We write the Hubble constant today as 100h kms−1Mpc−1 and use
(ΩM ,ΩΛ, h) = (0.3, 0.7, 0.7). Most of our sample is at cz ≥ 3× 105× 0.03 kms−1; since line-of-sight peculiar
velocities are not expected to exceed more than a few thousand kms−1, we feel that it is reasonable to assume
that all of a galaxy’s redshift is due to the Hubble recession velocity. This means that we can compute the
absolute magnitude in a given band byM = m−5 log10[DL(z; ΩM ; ΩΛ)]−25−K(z), wherem is the apparent
magnitude, DL is the luminosity distance in Mpc (from, e.g., Weinberg 1972; Hogg 1999), and K(z) is the
K-correction for the band.
Because we have five colors and a spectrum for each galaxy, we could, in principle, compute an empirical
K-correction for each galaxy. This requires a good understanding of the accuracy of the SDSS photometry
and spectroscopy, and should be possible when the survey is closer to completion. Rather than follow the
procedure adopted by the 2dFGRS (Madgwick et al. 2001), or a procedure based on finding the closest
template spectrum to each galaxy and using it to compute the K-correction (e.g., Lin et al. 1999 for the
CNOC2 survey), we use a single redshift dependent template spectrum to estimate the K-correction. In
effect, although this allows galaxies at different redshift to be different, it ignores that fact that not all
galaxies at the same redshift are alike. As a result, the absolute luminosities we compute are not as accurate
as they could be, and this can introduce scatter in the various correlations we study below. Of course, using
a realistic K-correction is important, because inaccuracies in K(z) can masquerade as evolutionary trends.
For the reasons discussed more fully in Appendix A, our K-corrections are based on a combination of
Bruzual & Charlot (2002) and Coleman, Wu &Weedman (1980) prescriptions. Specifically, the K-corrections
we apply were obtained by taking a Bruzual & Charlot model for a 1011M⊙ object which formed its stars
with an IMF given by Kroupa (2000) in a single solar metallicity and abundance ratio burst 9 Gyr ago,
computing the difference between the K-correction when evolution is allowed and ignored, and adding this
difference to the K-corrections associated with Coleman, Wu & Weedman early type galaxy template. The
results which follow are qualitatively similar for a number of other K-correction schemes (see Appendix A
for details).
In addition to correcting the observed apparent magnitudes to absolute magnitudes, we must also apply
two corrections to convert the (seeing corrected) effective angular radii, rdev, output by the SDSS pipeline
to physical radii. First, we define the equivalent circular effective radius ro ≡
√
b/a rdev. (Although the
convention is to use re to denote the effective radius, we feel that the notation ro is better, since it emphasizes
that the radius is an effective circular, rather than elliptical aperture.) Figure 2 shows the distribution of
effective angular sizes rdev of the galaxies in our sample before correcting them to ro. Notice that rdev
for most of the objects is larger than the typical seeing scale of 1.5 arcsec, suggesting that seeing does not
compromise our estimates of ro.
The reason we must make a second correction is also shown in Figure 2. The different panels show that
the effective radius of a galaxy depends on wavelength; galaxies appear slightly larger in the bluer bands.
Because our sample covers a reasonably large range in redshift, this trend means we must correct the effective
sizes to a fixed restframe wavelength. Therefore, when converting from effective angular size ro to effective
physical size Ro we correct ro (and the Petrosian radii r50 and r90) in each band by linearly interpolating
from the observed bandpasses to the central rest wavelength of each filter. The typical correction is of the
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Fig. 2.— Distribution of (seeing-corrected) effective angular sizes of galaxies in our sample. Typical seeing
is about 1.5 arcsec. The distribution of effective radii in all the bands are very similar, although the radii
are slightly larger in the bluer bands.
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Table 1: Photometric parameters and median errors of the objects in our sample.
Band mmin mmax δmdev δ log ro δ log Ie δmm δmpet δ log r50 δ log r90
mag mag mag dex dex mag mag dex dex
g∗ 15.50 18.10 0.03 0.02 0.04 0.03 0.04 0.02 0.02
r∗ 14.50 17.45 0.02 0.01 0.03 0.02 0.02 0.01 0.01
i∗ 14.50 17.00 0.02 0.01 0.03 0.02 0.02 0.01 0.01
z∗ 14.50 16.70 0.05 0.03 0.09 0.05 0.05 0.03 0.03
order of 4% (although it is sometimes as large as 10%). In this respect, this correction is analogous to the
K-correction we would ideally have applied to the magnitude and surface brightness of each galaxy.
Our study also requires the effective surface brightness µo ≡ −2.5 log10 Io, where Io is the mean surface
brightness within the effective radius Ro (as opposed to the surface brightness at Ro). In particular, we
set µo = mdev + 2.5 log10(2πr
2
o) −K(z) − 10 log10(1 + z). Note that this quantity is K-corrected, and also
corrected for the cosmological (1+z)4 dimming. Our earlier remarks about the K-correction are also relevant
here.
Table 1 summarizes the uncertainties on the photometric parameters we use in this paper.
2.2. Spectroscopic data
As described in Stoughton et al. (2002), the SDSS takes spectra only for a target subsample of objects.
Spectra are obtained using a multi-object spectrograph which observes 640 objects at once. Each spectro-
scopic plug plate, 1.5 degrees in radius, has 640 fibers, each 3 arcsec in diameter. Two fibers cannot be
closer than 55 arcsec due to the physical size of the fiber plug. Typically ∼ 500 fibers per plate are used for
galaxies, ∼ 90 for QSOs, and the remaining for sky spectra and spectrophotometric standard stars.
Each plate typically has three to five spectroscopic exposures of fifteen minutes, depending on the
observing conditions (weather, moon); a minimum of three exposures is taken to ensure adequate cosmic ray
rejection. For galaxies at z ≤ 0.3 the median spectrum S/N per pixel is 16 (see Figure 39 in Appendix B). The
wavelength range of each spectrum is 3900− 9000 A˚. The instrumental dispersion is log10 λ = 10−4dex/pixel
which corresponds to 69 kms−1 per pixel. (There is actually some variation in this instrumental dispersion
with wavelength, which we account for; see Figure 37 and associated discussion in Appendix B.) The
instrumental resolution of galaxy spectra, measured from the autocorrelation of stellar template spectra,
ranges from 85 to 105 kms−1, with a median value of 92 kms−1.
A highly automated software package has been designed for reducing SDSS spectral data. The raw data
are bias-subtracted, flat-fielded, wavelength calibrated, sky-lines removed, co-added, cleaned from residual
glitches (cosmic rays, bad pixels), and flux calibrated. The spectro-software classifies objects by spectral
type and determines emission and absorption redshifts. (Redshifts are corrected to the heliocentric reference
frame.) The redshift success rate for objects targeted as galaxies is > 99% and errors in the measured redshift
are less than about 10−4. Once the redshift as been determined the following quantites are computed:
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Absorption-line strengths (Brodie & Hance 1986; Diaz, Terlevich & Terlevich 1989; Trager et al. 1998),
equivalent widths of the emission lines, and eigen-coefficients and classification numbers of a PCA analysis
(Connolly & Szalay 1999). Some information about the reliability of the redshift and the quality of the
spectrum is also provided.
The SDSS pipeline does not provide an estimate of the line-of-sight velocity dispersion, σ, within a
galaxy, so we must compute it separately. The observed velocity dispersion σ is the result of the superposition
of many individual stellar spectra, each of which has been Doppler shifted because of the star’s motion within
the galaxy. Therefore, it can be determined by analyzing the integrated spectrum of the whole galaxy. A
number of objective and accurate methods for making velocity dispersion measurements have been developed
(Sargent et al. 1977; Tonry & Davis 1979; Franx, Illingworth & Heckman 1989; Bender 1990; Rix & White
1992). Each of these methods has its own strengths, weaknesses, and biases. Appendix B describes how we
combined these different techniques to estimate σ for the galaxies in our sample.
The velocity dispersion estimates we use in what follows are obtained by fitting the wavelength range
4000− 7000 A˚, and then averaging the estimates provided by the Fourier-fitting and direct-fitting methods
to define what we call σest. (We do not use the cross-correlation estimate because of its behavior at low
S/N as discussed in Appendix B.) The error on σest is determined by adding in quadrature the errors
on the two estimates (i.e., the Fourier-fitting and direct-fitting) which we averaged. The resulting error is
between δ log σ ∼ 0.02 dex and 0.06 dex, depending on the signal-to-noise of the spectra, with a median
value of ∼ 0.03 dex. A few galaxies in our sample have been observed more than once. The scatter between
different measurements is ∼ 0.04 dex, consistent with the amplitude of the errors on the measurements (see
Figure 40). Based on the typical S/N of the SDSS spectra and the instrumental resolution, we chose 70
kms−1 as a lower limit on the velocity dispersions we use in this paper.
Following Jørgensen et al. (1995) and Wegner et al. (1999), we correct σest to a standard relative
circular aperture defined to be one-eighth of the effective radius:
σcor
σest
=
(
rfiber
ro/8
)0.04
, (1)
where rfiber = 1.5 arcsec and ro is the effective radius of the galaxy measured in arcseconds. In principle,
we should also account for the effects of seeing on σest, just as we do for ro. However, because the aperture
correction depends so weakly on ro (as the 0.04 power), this is not likely to be a significant effect. In any
case, most galaxies in our sample have ro ≥ 1.5 arcsecs (see Figure 2).
Note that this correction assumes that the velocity dispersion profiles of early-type galaxies having
different ro are similar. At the present time, we do not have measurements of the profiles of any of the
galaxies in our sample, so we cannot test this assumption. Later in this paper we will argue that the galaxies
in our sample evolve very little; this means that if we select galaxies of the same luminosity and effective
radius, then a plot of velocity dispersion versus redshift of these objects should allow us to determine if the
aperture correction above is accurate. The results of this exercise are presented in Appendix C.
2.3. Sample selection
The main goal of this paper is to investigate the properties of early-type galaxies using the large SDSS
database. Therefore, one of the crucial steps in our study is the separation of galaxies into early and late
types. Furthermore, we want to select objects whose spectra are good enough to compute the central velocity
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dispersion. In addition, because we wish to study the colors of the galaxies in our sample, we must not use
color information to select the sample. To reach our goal, we have selected galaxies which satisfy the following
criteria:
• concentration index r90/r50 > 2.5;
• the likelihood of the de Vaucouleurs model is at least 1.03 times the likelihood of the exponential model;
• spectra without emission lines;
• spectra without masked regions (the SDSS spectroscopic pipeline outputs a warning flag for spectra of
low quality; we only chose spectra for which this flag was set to zero);
• redshift < 0.3 ;
• velocity dispersion larger than 70 kms−1 and S/N > 10.
The SDSS pipeline does not output disk-to-bulge ratios from fits to the light profiles. The first two of
the criteria above attempt to select profile shapes which are likely to be those of spheroidal systems. The
spectra of late-type galaxies show emission lines, so examining the spectra is a simple way of removing such
objects from the sample.
Because the aperture of an SDSS spectroscopic fiber (3 arcsec) samples only the inner parts of nearby
galaxies, and because the spectrum of the bulge of a nearby late-type galaxy can resemble that of an early-
type galaxy, it is possible that some nearby late-type galaxies could be mistakenly included in the sample
(e.g., Kochanek, Pahre & Falco 2001). Most of these will have been excluded by the first two cuts on the
shape of the light profile. To check this, we visually inspected all galaxies with rdev > 8 arcsec. About ∼ 50
of 225 (i.e., about 20%) looked like late-types, and so we removed them.
Most early-type galaxies in the SDSS database at z ≥ 0.3 were targeted using different selection criteria
than were used for the main SDSS galaxy sample (see Strauss et al. 2002; they make-up the Luminous
Red Galaxy sample described by Eisenstein et al. 2001). In the interest of keeping our sample as close to
being magnitude limited as possible, we restricted our sample to z ≤ 0.3. In addition, one might expect an
increasing fraction of the early-type population at higher redshifts to have emission lines: if so, then our
removal of emission line objects amounts to a small but redshift dependent selection effect. Since our sample
is restricted to z ≤ 0.3, this bias should be small.
In Appendix B we discuss why we consider velocity dispersion estimates smaller than about 70 kms−1
to be unreliable. The results of this paper are not significantly different if we change the cut-off on velocity
dispersions to 100 kms−1.
Using the above criteria we have extracted a sample of ∼ 9, 000 early-type galaxies. All the spectra in
our sample have PCA classification numbers a < −0.25, typical of early-type galaxy spectra (Connolly &
Szalay 1999).
Figure 3 displays the properties of our r∗-sample as a function of redshift z. The panels show the
K-corrected absolute magnitude M , the K-corrected effective surface brightness µo, also corrected for cos-
mological surface brightness dimming, the effective circular radius Ro in h
−1kpc, corrected to a standard
restframe wavelength, the aperture corrected velocity dispersion σ in kms−1, and two quantities which are
related to an effective mass and density, all plotted as a function of redshift.
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Fig. 3.— Surface brightnesses, velocity dispersions, sizes, masses and densities of galaxies as a function of
redshift, for a few bins in r∗ luminosity. Top left panel shows volume limited catalogs which do not overlap
in r∗ luminosity, dots in the other panels show the galaxies in the volume-limited subsamples defined by the
top-left panel, and solid lines show the mean trend with redshift in each subsample. Results in g∗, i∗ and
z∗ are similar.
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The bold lines in the top left panel show the effect of the apparent magnitude cuts. There is, in
addition, a cut at small velocity dispersion (∼ 70 kms−1) which, for our purposes here, is mostly irrelevant.
The apparent magnitude cuts imply complex z-dependent cuts on the other parameters we observe. In what
follows, we will attempt to account correctly for the selection effects that our magnitude cut implies.
For small intervals in luminosity, our sample is complete over a reasonably large range in redshifts.
To illustrate, the thin boxes in the top-left panel show bins in absolute magnitude of width 0.5 mags over
which the sample is complete. The solid lines in the other panels show how the median surface-brightnesses,
sizes, velocity dispersions, masses and densities of galaxies in each r∗ luminosity bin change as a function
of redshift. Although all these quantities depend on luminosity, the figure shows that, at fixed luminosity,
there is some evidence for evolution: at fixed luminosity the average surface brightness is brightening. The
size at fixed luminosity decreases at a rate which is about five times smaller than the rate of change of µo.
This suggests that it is the luminosities which are changing and not the sizes. (To see why, suppose that
the average size at fixed absolute magnitude is 〈log10[Ro/R∗(z)]〉 = s[M −M∗(z)], where R∗ and M∗ are
characteristic values, and s is the slope of this mean relation. If the characteristic luminosity increases with
z, but the characteristic size remains constant, R∗(z) = R∗(0), and the slope of the relation also does not
change, then the mean size at fixed M decreases with z. The surface brightness is µo ∝ M + 5 log10Ro, so
the mean µo at fixed M changes five times faster than the mean Ro, at fixed luminosity.) We will argue
later that this trend is qualitatively consistent with that expected of a passively evolving population.
Before moving on, it is worth pointing out that there is a morphologically based selection cut which we
could have made but didn’t. Elliptical galaxies are expected to have axis ratios greater than about 0.6 (e.g.,
Binney & Tremaine 1987). Since we have axis ratio measurements of all the objects in our sample, we could
have included a cut on b/a. The bottom right panel of Figure 4 shows the distribution axis ratios b/a in our
r∗ sample: about 20% of the objects in it have b/a ≤ 0.6.
Our combination of cuts on the shapes of the light profiles and spectral features mean that these objects
are unlikely to be late-type galaxies. Indeed, a visual inspection of a random sample of the objects with
axis ratios smaller than 0.6 shows that they look like S0s. The bottom left panel of Figure 4 shows that b/a
does not correlate with color: in particular, the colors of the most flattened objects are not bluer than in
the rest of the sample. Also, recall that all objects with rdev ≥ 8 arcsec were visually inspected and these,
despite having b/a ≤ 0.6 (top left panel), did not appear peculiar. In addition, b/a does not correlate with
surface brightness or apparent magnitude. However, there is a weak trend for the objects at higher z to be
rounder (middle right panel). Galaxies with small angular sizes rdev are assigned large values of b/a only
slightly more often than average (top left panel; the median b/a is 0.79, 0.78, 0.76, and 0.7 for rdev in the
range 1–2, 2–3, 3–4 and greater than 4 arcsec), the trend with z may be related to the magnitude limit
of our sample rather than reflecting problems associated with the fits to the observed light profiles. For
example, the smaller Ro objects tend to be more flattened (top right panel), and to have slightly smaller
velocity dispersions (middle left); because of the magnitude limit, these objects drop out of our sample at
higher redshifts. Requiring that b/a ≥ 0.6 would remove such objects from our sample completely.
Later in this paper we will study the Fundamental Plane populated by the galaxies in this sample.
Excluding all objects with b/a < 0.6 has no effect on the shape of this Plane. So, in the interests of keeping
our sample as close to being magnitude limited as possible, we chose not to make an additional selection cut
on b/a.
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Fig. 4.— Effective angular sizes rdev, effective circular physical sizes Ro, velocity dispersions σ, redshifts z,
and (g∗ − r∗) colors as a function of axis ratio b/a for the galaxies in our r∗ sample. Bottom right panel
shows that the typical axis ratio is b/a ≈ 0.8. There is only a weak tendency for galaxies with small rdev to
be rounder, suggesting that the estimate of the shape is not compromised by seeing (typical seeing is about
1.5 arcsec). Results in the other bands are similar.
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3. The luminosity function
We measure the luminosity function of the galaxies in our sample using two techniques. The first uses
volume limited catalogs, and the second uses a maximum likelihood procedure (Sandage, Tammann & Yahil
1979; Efstathiou, Ellis & Peterson 1988).
In the first method, we divide our parent catalog into many volume limited subsamples; this was possible
because the parent catalog is so large. When doing this, we must decide what size volumes to choose. We
would like our volumes to be as large as possible so that each volume represents a fair sample of the
Universe. On the other hand, the volumes must not be so large that evolution effects are important. In
addition, because our catalog is cut at the bright as well as the faint end, large-volume subsamples span only
a small range in luminosities. Therefore, we are forced to compromise: we have chosen to make the volumes
about ∆z = 0.04 thick, because c∆z/H ≈ 120h−1Mpc is larger than the largest structures seen in numerical
simulations of the cold dark matter family of models (e.g., Colberg et al. 2000). The catalogs are extracted
from regions which cover a very wide angle on the sky, so the actual volume of any given volume limited
catalog is considerably larger than (120h−1Mpc)3. Therefore, this choice should provide volumes which are
large enough in at least two of the three coordinate directions that they represent fair samples, but not so
large in the redshift direction that the range in luminosities in any given catalog is small, or that evolution
effects are washed out.
The volume-limited subamples are constructed as follows. First, we specify the boundaries in redshift
of the catalog: zmin and zmax = zmin + 0.04. In the context of a world model, these redshift limits, when
combined with the angular size of the catalog, can be used to compute a volume. This volume depends
on zmin, zmax and the world model: as our fiducial model we set ΩM = 0.3 and ΩΛ = 1 − ΩM . (Our
results hardly change if we use an Einstein de-Sitter model instead.) We then compute the K-corrected
limiting luminosities Lmax(zmin) and Lmin(zmax) given the apparent magnitude limits, the redshift limits,
and the assumed cosmology. A galaxy i is included in the volume limited subsample if zmin ≤ zi ≤ zmax and
Lmin ≤ Li ≤ Lmax. The luminosity function for the volume limited subsample is obtained by counting the
number of galaxies in a luminosity bin and dividing by the volume of the subsample.
The top panels in Figure 5 show the result of doing this in the g∗ and r∗ bands. Stars, circles, diamonds,
triangles, squares and crosses show measurements in volume limited catalogs which have zmin = 0.04, 0.08,
0.12, 0.16, 0.20, and 0.24 and zmax = zmin+0.04. Each subsample contains more than five hundred galaxies,
except for the two most distant, which each contain about one hundred. As one would expect, the nearby
volumes provide the faint end of φ(M), and the more distant volumes show the bright end. The extent
to which the different volume limited catalogs all trace out the same curve is a measure of how little the
luminosity function at low and high redshifts differs from that at the median redshift.
The bottom panels in Figure 5 show evidence that, in fact, the galaxies in our data show evidence for
a small amount of evolution: at fixed comoving density, the higher redshift population is slightly brighter
than that at lower redshifts. Although volume-limited catalogs provide model-independent measures of this
evolution, the test is most sensitive when a large range of luminosities can be probed at two different redshifts.
Because the SDSS catalogs are cut at both the faint and the bright ends, our test for evolution is severely
limited. Nevertheless, the small trends we see are both statistically significant, and qualitatively consistent
with what one expects of a passively evolving population.
Before we make more quantitative conclusions, notice that a bell-like Gaussian shape would provide a
reasonable description of the luminosity function. Although early-type galaxies are expected to have red
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Fig. 5.— Luminosity functions in the g∗ and r∗ bands. Stars, circles, diamonds, triangles, squares and
crosses show measurements in volume limited catalogs which are adjacent in redshift of width ∆z = 0.04,
starting from a minimum of zmin = 0.04. Top panels show that the higher redshift catalogs contribute at
the bright end only. At the same comoving density, the symbols which represent the higher redshift catalogs
tend to be displaced slightly to the left of the those which represent the lower redshift catalogs. Bottom
panels show this small mean shift towards increasing luminosity with increasing redshift.
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colors, our sample was not selected using any color information. It is reassuring, therefore, that the Gaussian
shape we find here also provides a good fit to the luminosity function of the redder objects in the SDSS
parent catalog (see the curves for the two reddest galaxy bins in Fig.14 of Blanton et al. 2001). A Gaussian
form also provides a reasonable description of the luminosity function of early-type galaxies in the CNOC2
survey (Lin et al. 1999, even though they actually fit a Schechter function to their measurements). The
2DFGRS galaxies classified as being of Type 1 by Madgwick et al. (2001) should be similar to early-types.
Their Type 1’s extend to considerably fainter absolute magnitudes than our sample. The population of
early-type galaxies at faint absolute magnitudes is known to be very different from the brighter ones (e.g.,
Sandage & Perelmuter 1990). This is probably why the shape of the luminosity function they report is quite
different from ours.
Given that the Gaussian form provides a good description of our data, we use the maximum-likelihood
method outlined by Sandage, Tammann & Yahil (1979) to estimate the parameters of the best-fitting lumi-
nosity function. For magnitude limited samples which are small and shallow, this is the method of choice.
For a sample such as ours, which spans a sufficiently wide range in redshifts that evolution effects might be
important, the method requires a model for the evolution. We parametrize the luminosity evolution similarly
to Lin et al. (1999). That is to say, if we were solving only for the luminosity function, then the likelihood
function we maximize would be
L =
∏
i
φ(Mi, zi|Q,M∗, σM )
S(zi|Q,M∗, σM ) , where
φ(Mi, zi|Q,M∗, σM ) = φ∗√
2πσ2M
exp
(
− [Mi −M∗ +Qzi]
2
2σ2M
)
,
S(zi|Q,M∗, σM ) =
∫ Mmax(zi)
Mmin(zi)
dM φ(M, zi|Q,M∗, σM ), (2)
Mmin(zi) and Mmax(zi) denote the minimum and maximum absolute magnitudes at zi which satisfy the
apparent magnitude limits of the survey, and i runs over all the galaxies in the catalog. (At small z, this
parametrization of the evolution in absolute magnitude implies that the luminosity evolves as L∗(z)/L∗(0) ≈
(1+ z)q, with q = Q ln(10)/2.5. Note that, in assuming that only M∗ evolves, this model assumes that there
is no differential evolution in luminosities, i.e., that luminous and not so luminous galaxies evolve similarly.)
Figure 6 shows the result of estimating the luminosity function in this way in the g∗, r∗, i∗ and z∗
bands. Later in this paper, we will solve simultaneously for the joint distribution of luminosity, size and
velocity dispersion; it is the parameters which describe the luminosity function of this joint solution which
are shown in Fig. 6. The dashed lines in each panel show the Gaussian shape of the luminosity function at
redshift z = 0. For comparison, the symbols show the measurements in the same volume limited catalogs
as before, except that now we have subtracted the maximum likelihood estimate of the luminosity evolution
from the absolute magnitudes M before plotting them. If the model for the evolution is accurate, then the
different symbols should all trace out the same smooth dashed curve.
The comoving number density of the galaxies in this sample is φ∗ = 5.8 ± 0.3 × 10−3h3Mpc−3mag−1
in all four bands. Because the different bands have different apparent magnitude limits, and they were fit
independently of each other, it is reassuring that the same value of φ∗ works for all the bands. For similar
reasons, it is reassuring that the best-fit values of M∗ imply rest-frame colors at z = 0 of g
∗ − r∗ = 0.72,
r∗ − i∗ = 0.34, and r∗ − z∗ = 0.68, which are close to those of the models which we used to compute our
K-corrections, even though no a priori constraint was imposed on what these rest-frame colors should be.
The histograms in each of the four panels of Figure 7 show the number of galaxies observed as a function
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Fig. 6.— Luminosity functions in the g∗, r∗, i∗ and z∗ bands, corrected for pure luminosity evolution.
Symbols with error bars show the estimates from our various volume limited catalogs; the higher redshift
catalogs contribute at the bright end only. Dashed curves show the shape of the Gaussian shaped luminosity
function which maximizes the likelihood of seeing this data at redshift z = 0.
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Fig. 7.— The number of galaxies as a function of redshift in our sample. Solid curves show the predicted
counts if the comoving number densities are constant, but the luminosities brighten systematically with
redshift: M∗(z) = M∗(0)−Qz with Q given by the previous figure. Dashed curves show what one predicts
if a) there is no evolution whatsoever, and the luminosity function is fixed to the value it has at the median
redshift of our sample (z = 0.1); or b) there is density as well as luminosity evolution, as reported by Lin et
al. (1999); or c) the comoving number densities do not change, but the more luminous galaxies evolve less
rapidly than less luminous galaxies.
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of redshift in the four bands. The peak in the number counts at z ∼ 0.08 is also present in the full SDSS
sample, which includes late-types, and, perhaps more surprisingly, an overdensity at this same redshift is
also present in the 2dF Galaxy Redshift Survey. (The second bump at z ∼ 0.12 is also present in the
2dFGRS counts.) The solid curves show what we expect to see for the evolving Gaussian function fits—the
curves provide a reasonably good fit to the observed counts, although they slightly overestimate the numbers
at high redshift in the redder wavebands. For comparison, the dashed curves show what is expected if the
luminosities do not evolve and the no-evolution luminosity function is given by the one at the median redshift
(i.e., a Gaussian with mean M∗ − 0.1Q). Although the fit to the high-redshift tail is slightly better, this no
evolution model cannot explain the trends shown in the bottom panel of Figure 5.
The bottom panels in Figure 5 suggest two possible reasons why our model of pure luminosity evolution
overestimates dN/dz at higher z. One possibility is that the comoving number densities are decreasing slightly
with redshift. A small amount of density evolution is not unexpected, because early-type galaxy morphologies
may evolve (van Dokkum & Franx 2001), and our sample is selected on the basis of a fixed morphology. If
we allow a small amount of density as well as luminosity evolution, and we use φ∗(z) = 10
0.4Pzφ∗(0) with
P ≈ −2, as suggested by the results of Lin et al. (1999), then the resulting dN/dz curves are also well fit
by the dashed curves. A second possibility follows from the fact that we only observe the most luminous
part of the higher redshift population. If the most luminous galaxies at any given time are also the oldest,
then one might expect the bright end of the luminosity function to evolve less rapidly than the fainter end.
Indeed, the Bruzual & Charlot (2002) passive evolution model, described in Appendix A, predicts that the
rest-frame luminosities at redshift z = 0.2 should be brighter than those at z = 0 by 0.3, 0.26, 0.24, and
0.21 mags in g∗, r∗, i∗ and z∗ respectively. The curvature seen in the bottom panel of Figure 5 suggests
that although the evolution of the fainter objects in our sample (which we only see out to low redshifts) is
consistent with this, the brighter objects are not. Models of such differential evolution in the luminosities
also predict dN/dz distributions which are in better agreement with the observed counts at high redshift.
Since the evolution of the luminosity function is small, we prefer to wait until were are able to make more
accurate K-corrections before accounting for either of these other possibilities more carefully. Therefore, in
what follows, we will continue to use the model with pure luminosity evolution.
Repeating the exercise described above but for an Einstein–de-Sitter model yields qualitatively similar
results, although the actual values of M∗ and φ∗ are slightly different. At face value, the fact that we see
so little evolution in the luminosities argues for a relatively high formation redshift: the Bruzual & Charlot
(2002) models indicate that tform ∼ 9Gyrs.
4. The Fundamental Plane
In any given band, each galaxy in our sample is characterized by three numbers: its luminosity, L,
its size, Ro, and its velocity dispersion, σ. Correlations between these three observables are expected if
early-type galaxies are in virial equilibrium, because
σ2vir ∝
GMvir
2Rvir
∝
(
Mvir
L
)
Rvir
(
L/2
R2vir
)
. (3)
If the size parameter Rvir which enters the virial theorem is linearly proportional to the observed effective
radius of the light, Ro, and if the observed line-of-sight velocity dispersion σ is linearly proportional to
σvir , then this relates the observed velocity dispersion to the product of the observed surface brightness and
effective radius. Following Djorgovski & Davis (1987), correlations involving all three variables are often
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called the Fundamental Plane (FP). In what follows, we will show how the surface brightness, Ro, and σ are
correlated. Because both µ ∝ −2.5 log10[(L/2)/R2o] and σ are distance independent quantities, it is in these
variables that studies of early-type galaxies are usually presented.
4.1. Finding the best-fitting plane
The Fundamental Plane is defined by:
log10Ro = a log10 σ + b log10 Io + c (4)
where the coefficients a, b, and c are determined by minimizing the residuals from the plane. There are a
number of ways in which this is usually done. Let
∆1 ≡ log10Ro − a log10 σ − b log10 Io − c and
∆o ≡ ∆1
(1 + a2 + b2)1/2
. (5)
Then summing ∆21 over all N galaxies and finding that set of a, b and c for which the sum is minimized
gives what is often called the direct fit, whereas minimizing the sum of ∆2o instead gives the orthogonal fit.
Although the orthogonal fit is, perhaps, the more physically meaningful, the direct fit is of more interest if
the FP is to be used as a distance indicator.
A little algebra shows that the direct fit coefficients are
a =
σ2IIσ
2
RV − σ2IRσ2IV
σ2IIσ
2
V V − σ4IV
, b =
σ2V V σ
2
IR − σ2RV σ2IV
σ2IIσ
2
V V − σ4IV
,
c = log10Ro − a log10 σ − b log10 Io, and
〈∆21〉 =
σ2IIσ
2
RRσ
2
V V − σ2IIσ4RV − σ2RRσ4IV − σ2V V σ4IR + 2σ2IRσ2IV σ2RV
σ2IIσ
2
V V − σ4IV
, (6)
where log10X ≡
∑
i log10Xi/N and σ
2
xy ≡
∑
i(log10Xi − log10X)(log10 Yi − log10 Y )/N . For what follows,
it is also convenient to define rxy = σ
2
xy/(σxxσyy). The final expression above gives the scatter around the
relation. If surface brightness and velocity dispersion are uncorrelated (we will show below that, indeed,
σIV ≈ 0), then a equals the slope of the relation between velocity dispersion and the mean size at fixed
velocity dispersion, b is the slope of the relation between surface-brightness and the mean size at fixed surface-
brightness, and the rms scatter is σRR
√
1− r2RV − r2IR. Errors in the observables affect the measured σ2xy,
and thus will bias the determination of the best-fit coefficients and the intrinsic scatter around the fit. If ǫxy
is the rms error in the joint measurement of log10X and log10 Y , then subtracting the appropriate ǫ
2
xy from
each σ2xy before using them provides estimates of the error-corrected values of a, b and c. Expressions for the
orthogonal fit coefficients can be derived similarly, although, because they require solving a cubic equation,
they are lengthy, so we have not included them here.
Neither minimization procedure above accounts for the fact that the sample is magnitude-limited, and
has a cut at small velocity dispersions. In addition, because our sample spans a wide range of redshifts, we
must worry about effects which may be due to evolution. The magnitude limit means that we cannot simply
divide our sample up into small redshift ranges (over which evolution is negligible), because a small redshift
range probes only a limited range of luminosities, sizes and velocity dispersions. To account for all these
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Table 2: Maximum-likelihood estimates, in the four SDSS bands, of the joint distribution of luminosities,
sizes and velocity dispersions. Table shows the mean values of the variables at redshift z, M∗ − Qz, R∗,
V∗, and the elements of the covariance matrix C defined by the various pairwise correlations between the
variables (see Appendix D). These coefficients are also used in computing the matrix F in the main text.
Band Ngals M∗ σM R∗ σR V∗ σV ρRM ρVM ρRV Q
g∗ 5825 −20.43 0.844 0.520 0.254 2.197 0.113 −0.886 −0.750 0.536 1.15
r∗ 8228 −21.15 0.841 0.490 0.241 2.200 0.111 −0.882 −0.774 0.543 0.85
i∗ 8022 −21.49 0.851 0.465 0.241 2.201 0.110 −0.886 −0.781 0.542 0.75
z∗ 7914 −21.83 0.845 0.450 0.241 2.200 0.110 −0.885 −0.782 0.543 0.60
effects, we use the maximum-likelihood approach described in Appendix D. This method is the natural choice
given that the joint distribution of M ≡ −2.5 log10 L, R ≡ log10Ro and V ≡ log10 σ is quite well described
by a multivariate Gaussian. In Appendix D we show how to compute the maximum-likelihood estimate
of this distribution (the covariance matrix C). What remains is to write down how the covariance matrix
changes when we change variables from (M,R, V ) to (µ,R, V ). Because (µo−µ∗) ≡ (M −M∗)+ 5(R−R∗),
the covariance matrix is
F ≡

 σ2M + 10σMσRρRM + 25σ2R σRσM ρRM + 5σ2R σV σM ρVM + 5σRσV ρRVσRσM ρRM + 5σ2R σ2R σRσV ρRV
σV σM ρVM + 5σRσV ρRV σRσV ρRV σ
2
V

 ,
the coefficients of which are given in Table 2.
This matrix is fundamentally useful because it describes the intrinsic correlations between the sizes,
surface-brightnesses and velocity dispersions of early-type galaxies, i.e., the effects of how the sample was
selected and observational errors have been accounted for. For example, when the values from Table 2
are inserted, the coefficients in the top right (and bottom left) of F are very close to zero, indicating that
surface brightness and velocity dispersion are uncorrelated. In addition, the eigenvalues and vectors of F give
information about the shape and thickness of the Fundamental Plane. For example, the smallest eigenvalue
is considerably smaller than the other two; this says that, when viewed in the appropriate projection, the
plane is quite thin. The associated eigenvector gives the coefficients of the ‘orthogonal’ fit, and the rms
scatter around this orthogonal fit is given by the (square root of the) smallest eigenvalue.
If we wish to use the FP as a distance indicator, then we are more interested in finding those coefficients
which minimize the scatter in Ro. This means that we would like to find that pair (a, b) which minimize
〈∆21〉, where ∆1 is given by equation (5). A little algebra shows that the solution is given by inserting
the maximum likelihood estimates of the scatter in surface-brightnesses, sizes and velocity dispersions into
equation (6).
The maximum likelihood F can be used to provide estimates of the direct and orthogonal fit coefficients,
as well as the intrinsic scatter around the mean relations (orthogonal to the plane as well as in the direction
of Ro). These are given in Table 3. Although b is approximately the same both for the ‘orthogonal’ and
the ‘direct’ fits, a from the direct fit is always about 25% smaller than from the orthogonal fit. In either
case, note how similar a and b are in all four bands. This similarity, and the fact that the thickness of the
FP decreases slightly with increasing wavelength, can be used to constrain models of how different stellar
populations (which may contribute more or less to the different bands) are distributed in early-type galaxies.
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Table 3: Coefficients of the FP in the four SDSS bands. For each set of coefficients, the scatter orthogonal
to the plane and in the direction of Ro are also given.
Band a b c rmsintorth rms
int
Ro
Orthogonal fits
Maximum Likelihood
g∗ 1.45±0.06 −0.74± 0.01 −8.779± 0.029 0.056 0.100
r∗ 1.49±0.05 −0.75± 0.01 −8.778± 0.020 0.052 0.094
i∗ 1.52±0.05 −0.78± 0.01 −8.895± 0.021 0.049 0.091
z∗ 1.51±0.05 −0.77± 0.01 −8.707± 0.023 0.049 0.089
χ2− Evolution − Selection effects
g∗ 1.43±0.06 −0.78± 0.01 −9.057± 0.032 0.058 0.101
r∗ 1.45±0.05 −0.76± 0.01 −8.719± 0.020 0.052 0.094
i∗ 1.48±0.05 −0.77± 0.01 −8.699± 0.024 0.050 0.090
z∗ 1.48±0.05 −0.77± 0.01 −8.577± 0.025 0.049 0.089
χ2− Evolution
g∗ 1.35±0.06 −0.77± 0.01 −8.820± 0.033 0.058 0.100
r∗ 1.40±0.05 −0.77± 0.01 −8.678± 0.023 0.053 0.092
i∗ 1.41±0.05 −0.78± 0.01 −8.688± 0.024 0.050 0.090
z∗ 1.41±0.05 −0.78± 0.01 −8.566± 0.026 0.048 0.089
Direct fits
Maximum Likelihood
g∗ 1.08±0.05 −0.74± 0.01 −8.033± 0.024 0.061 0.092
r∗ 1.17±0.04 −0.75± 0.01 −8.022± 0.020 0.056 0.088
i∗ 1.21±0.04 −0.77± 0.01 −8.164± 0.018 0.053 0.085
z∗ 1.20±0.04 −0.76± 0.01 −7.995± 0.021 0.053 0.084
χ2− Evolution − Selection effects
g∗ 1.05±0.05 −0.79± 0.01 −8.268± 0.026 0.063 0.094
r∗ 1.12±0.04 −0.76± 0.01 −7.932± 0.020 0.057 0.088
i∗ 1.14±0.04 −0.76± 0.01 −7.904± 0.019 0.054 0.085
z∗ 1.14±0.04 −0.76± 0.01 −7.784± 0.021 0.053 0.084
χ2− Evolution
g∗ 0.99±0.05 −0.76± 0.01 −7.921± 0.026 0.065 0.093
r∗ 1.06±0.04 −0.75± 0.01 −7.775± 0.020 0.059 0.088
i∗ 1.09±0.04 −0.77± 0.01 −7.823± 0.018 0.056 0.085
z∗ 1.09±0.04 −0.78± 0.01 −7.818± 0.020 0.053 0.083
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Fig. 8.— The Fundamental Plane in the four SDSS bands. Coefficients shown are those which minimize
the scatter orthogonal to the plane, as determined by the maximum-likelihood method. Surface-brightnesses
have been corrected for evolution.
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If the direct fit is used as a distance indicator, then the thickness of the FP translates into an uncertainty
in derived distances of about 20%.
Table 3 also shows results from the more traditional χ2−fitting techniques, which were obtained as
follows. (These fits were not weighted by errors, and the intrinsic scatter with respect to the fits was estimated
by subtracting the measurement errors in quadrature from the observed scatter.) Ignoring evolution and
selection effects when minimizing 〈∆21〉 and 〈∆2o〉, results in coefficients a which are about 10% larger than
those we obtained from the maximum likelihood method. We have not shown these in the Table for the
following reason. If the population at high redshift is more luminous than that nearby, as expected if the
evolution is passive, then the higher redshift population would have systematically smaller values of µo.
Since the higher redshift population makes up most of the large Ro part of our sample, this could make the
Plane appear steeper, i.e., it could cause the best-fit a to be biased to a larger value. If we use the maximum-
likelihood estimate of how the luminosities brighten with redshift, then we can subtract off the brightening
from µo before minimizing 〈∆21〉 and 〈∆2o〉. This reduces the best-fit value of a so that it is closer to that
of the maximum likelihood method. The coefficients obtained in this way are labeled ‘χ2 − Evolution’ in
Table 3; they are statistically different from the maximum likelihood estimates, presumably because they do
not account for selection effects or for the effects of observational errors. If we weight each galaxy by the
inverse of S(zi|M∗, Q) (the selection function defined in equation 2), when minimizing, then this should at
least partially account for selection effects. The resulting estimates of a, b and c are labeled ‘χ2 − Evolution
− Selection effects’ in Table 3. The small remaining difference between these and the maximum likelihood
estimates is likely due to the fact that the likelihood analysis accounts more consistently for errors.
Figure 8 shows the FP in the four SDSS bands. We have chosen to present the plane using the coefficients,
obtained using the maximum-likelihood method, which minimize the scatter orthogonal to the plane. (In
all cases, the evolution of the luminosities has been subtracted from the surface brightnesses.) The results
to follow regarding the shape of the FP, and estimates of how the mean properties of early-types depend on
redshift and environment, are independent of which fits we use. In addition, recall that a fair number of the
galaxies in our sample have velocity dispersion measurements with small S/N (e.g., Figure 39). The FP is
relatively insensitive to these objects: removing objects with S/N < 15 had little effect on the best fit values
of a, b. Removing objects with small axis ratios also had little effect on the maximum likelihood coefficients.
In principle, the likelihood analysis provides an estimate of the error on each of the derived coefficients.
However, this estimate assumes that the parametric fit was indeed good. (Although we have evidence that
the fit is good, we emphasize that, when the data set is larger a non-parametric fit should be performed.)
Therefore, we have estimated errors on the numbers quoted in Table 3 as follows. The large size of our
sample allows us to construct many random subsamples, each of which is substantially larger than most
of the samples available in the literature. Estimating the elements of the covariance matrix presented in
Table 2, and then transforming to get the FP coefficients in Table 3, in each of these subsamples provides an
estimate of how well we have determined a, b and c. (Note that the errors we find in this way are comparable
to those sometimes quoted in the literature, even though each of the subsamples we generated is an order
of magnitude larger than any sample available in the literature.) Because each subsample contains fewer
galaxies than our full sample, this procedure is likely to provide an overestimate of the true formal error
for our sample. However, the formal error does not account for the uncertainties in our K-corrections and
velocity dispersion aperture corrections, so an overestimate is probably more realistic.
As a check on the relative roles of evolution and selection effects, we simulated complete and magnitude-
limited samples (with a velocity dispersion cut) following the procedures outlined in Appendix G. We then
estimated the coefficients of the FP in the simulated catalogs using the different methods. The results are
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Table 4: Coefficients of the FP in the complete and magnitude-limited simulated catalogs, obtained by
minimizing a χ2 in which evolution in the surface brightnesses has been removed, and which weights objects
by the inverse of the selection function.
Band a b c rmsorth rmsRo
Orthogonal fits
Complete
g∗ 1.44±0.05 −0.74± 0.01 −8.763± 0.028 0.056 0.100
r∗ 1.48±0.05 −0.75± 0.01 −8.722± 0.020 0.052 0.094
Magnitude limited
g∗ 1.39±0.06 −0.74± 0.01 −8.643± 0.028 0.056 0.100
r∗ 1.43±0.05 −0.76± 0.01 −8.721± 0.021 0.052 0.093
Direct fits
Complete
g∗ 1.09±0.04 −0.74± 0.01 −7.992± 0.023 0.061 0.091
r∗ 1.16±0.04 −0.75± 0.01 −8.005± 0.020 0.056 0.088
Magnitude limited
g∗ 1.04±0.05 −0.74± 0.01 −7.817± 0.025 0.061 0.090
r∗ 1.11±0.04 −0.75± 0.01 −7.895± 0.020 0.056 0.087
summarized in Table 4. When applied to the complete simulations, the χ2−minimization method yields
estimates of a which are biased high; it yields the input Fundamental Plane coefficients only after evolution
has been subtracted from the surface brightnesses. However, in the magnitude limited simulations, once
evolution has been subtracted, it provides an estimate of a which is biased low, unless selection effects are
also accounted for. Note that this is similar to what we found with the data. The maximum-likelihood
method successfully recovers the same intrinsic covariance matrix and evolution as the one used to generate
the simulations, both for the complete and the magnitude-limited mock catalogs, and so it recovers the same
correct coefficients for the FP in both cases. (We have not shown these estimates in the Table.)
A selection of results from the literature is presented in Table 5. Many of these samples were constructed
by combining new measurements with previously published photometric and velocity dispersion measure-
ments, often made by other authors. (Exceptions are Jørgensen et al. 1996, Scodeggio 1997, and Colless et
al. 2001.) With respect to previous samples, the SDSS sample presented here is both extremely large and
homogeneous.
Notice the relatively large spread in published values of a, and the fact that a is larger at longer
wavelengths. In contrast, the Fundamental Plane we obtain in this paper is remarkably similar in all
wavebands—although our value of b is consistent with those in the literature, the value of a we find in all
wavebands is close to the largest published values. In addition, the eigenvectors of our covariance matrix
satisfy the same relations presented by Saglia et al. (2001). Namely, vˆ1 = Rˆo − aVˆ − bIˆo, vˆ2 ≈ −Rˆo/b −
Vˆ (1+b2)/(ab)+ Iˆo and vˆ3 ≈ Rˆo+ Iˆo/b. And, when used as a distance indicator, the FP we find is as accurate
as most of the samples containing more than ∼ 100 galaxies in the literature. Unfortunately, at the present
time, we have no galaxies in common with those in any of the samples listed in Table 5, so it is difficult to
say why our FP coefficients appear to show so little dependence on wavelength, or why a is higher than it
is in the literature.
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Table 5: Selection of Fundamental Plane coefficients from the literature.
Source Band Ngal a b ∆Ro Fit method
Dressler et al. (1987) B 97 1.33±0.05 −0.83± 0.03 20% inverse
Lucey et al. (1991) B 26 1.27±0.07 −0.78± 0.09 13% inverse
Guzma´n et al. (1993) V 37 1.14± – −0.79± – 17% direct
Kelson et al. (2000) V 30 1.31±0.13 −0.86± 0.10 14% orthogonal
Djorgovski & Davis (1987) rG 106 1.39±0.14 −0.90± 0.09 20% 2-step inverse
Jørgensen et al. (1996) r 226 1.24±0.07 −0.82± 0.02 19% orthogonal
Hudson et al. (1997) R 352 1.38±0.04 −0.82± 0.03 20% inverse
Gibbons et al. (2001) R 428 1.37±0.04 −0.825± 0.01 20% inverse
Colless et al. (2001) R 255 1.22±0.09 −0.84± 0.03 20% ML
Scodeggio (1997) I 294 1.55±0.05 −0.80± 0.02 22% orthogonal
Pahre et al. (1998a) K 251 1.53±0.08 −0.79± 0.03 21% orthogonal
The fact that a 6= 2 means that the FP is tilted relative to the simplest virial theorem prediction
Ro ∝ σ2/Io. One of the assumptions of this simplest prediction is that the kinetic energy which enters
the virial theorem is proportional to the square of the observed central velocity dispersion. Busarello et al.
(1997) argue that, in fact, the kinetic energy is proportional to σ1.6 rather than to σ2. Since this is close to
the σ1.5 scaling we see, it would be interesting to see if the kinetic energy scales with σ for the galaxies in
our sample similarly to how it does in Busarello et al.’s sample. This requires measurements of the velocity
dispersion profiles of (a subsample of) the galaxies in our sample, and has yet to be done.
Correlations between pairs of observables, such as the Faber–Jackson (1976) relation between luminosity
and velocity dispersion, and the Kormendy (1977) relation between the size and the surface brightness can
be thought of as projections of the Fundamental Plane. These, along with the κ–space projection of Bender,
Burstein & Faber (1992), are presented in Appendix F.
4.2. Residuals and the shape of the FP
Once the FP has been obtained, there are at least two definitions of its thickness which are of interest.
If the FP is to be used as a distance indicator, then the quantity of interest is the scatter around the relation
in the Ro direction only. On the other hand, if the FP is to be used to constrain models of stellar evolution,
then one is more interested in the scatter orthogonal to the plane. We discuss both of these below.
The thickness of the FP is some combination of residuals which are intrinsic and those coming from
measurement errors. We would like to verify that the thickness is not dominated by measurement errors.
The residuals from the FP in the different bands are highly correlated; a galaxy which scatters above the FP
in g∗ also scatters above the FP in, say, z∗. Although the errors in the photometry in the different bands are
not completely independent, this suggests that the scatter around the FP has a real, intrinsic component. It
is this intrinsic thickness which the maximum likelihood analysis is supposed to have estimated. The intrinsic
scatter may be somewhat smaller than the maximum likelihood estimates because there is a contribution to
the scatter which comes from our assumption that all early-type galaxies are identical when we apply the
K-correction, for which we have not accounted.
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Fig. 9.— Residuals orthogonal to the maximum-likelihood FP fit as a function of distance along the fit (the
long axis of the plane). Error bars show the mean plus and minus three times the error in the mean in each
bin. Galaxies with low/high velocity dispersions populate the upper-left/lower-right of each panel, but the
full sample shows little curvature.
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All our estimates of the scatter around the FP show that the FP appears to become thicker at shorter
wavelengths. Presumably, this is because the light in the redder bands, being less affected by recent star-
formation and extinction by dust, is a more faithful tracer of the dynamical state of the galaxy. The
orthogonal scatter in our sample, which spans a wide range of environments, is comparable to the values
given in the literature obtained from cluster samples (e.g., Pahre et al. 1998a); this constrains models of
how the stellar populations of early-type galaxies depend on environment. If the direct fit to the FP is
used as a distance indicator, then the intrinsic scatter introduces an uncertainty in distance estimates of
∼ ln(10)× 0.09 ∼ 20%.
Our next step is to check that the FP really is a plane, and not, for example, a saddle. To do this, we
should show the residuals from the orthogonal fit as a function of distance along the long axis of the plane.
Specifically, if X ≡ log10 σ + (b/a) log10 Io + (c/a), then
XFP ≡ X
√
1 + a2 + (log10Ro − aX)
a√
1 + a2
=
X + a log10 Ro√
1 + a2
, (7)
and we would like to know if the residuals ∆o defined earlier correlate with XFP . A scatter plot of these
residuals versus XFP is shown in Figure 9 (we have first subtracted off the weak evolution in the surface
brightnesses). The symbols superimposed on the scatter plot show the mean value of the residuals and plus
and minus three times the error in the mean, for a few small bins along XFP . The figure shows that the FP
is reasonably flat; it is slightly more warped in the shorter wavelenghts.
Given that the FP is not significantly warped, we would like to know if deviations from the Plane
correlate with any of the three physical parameters used to define it. When the plane is defined by minimizing
with respect to log10Ro, there is little if any correlation of the residuals with absolute magnitude, surface
brightness, effective radius, axis-ratio, velocity dispersion, or color so we have chosen to not present them
here. Instead, Figure 10 shows the result of plotting the residuals orthogonal to the plane when the plane is
defined by the orthogonal fit. The residuals show no correlation with M , µo, log10 Ro, or axis ratio (we have
subtracted the weak evolution inM and µo when making the scatter plots). The residuals are anti-correlated
with log10 σ and slightly less anti-correlated with (g
∗−r∗) color. The correlation with color is due to the fact
that velocity dispersion and color are tightly correlated (see Section 6 below). The correlation with velocity
dispersion is not a selection effect, nor is it associated with evolution; we see a similar trend with velocity
dispersion in both the complete and the magnitude-limited simulated catalogs.
Figure 11 shows why this happens. The four panels show the FP in four subsamples of the full r∗ sample,
divided according to velocity dispersion. Notice how the different scatter plots in Figure 11 show sharp cut-
offs approximately perpendicular to the x-axis: Lines of constant σ are approximately perpendicular to
the x-axis. Whereas the direct fit is not affected by a cut-off which is perpendicular to the x-axis (for
the same reason that the 〈X |M〉 relations presented in Appendix E were not affected by the fact that the
sample is magnitude limited), the orthogonal fit is. Hence, the residuals with respect to the orthogonal
fit show a correlation with velocity dispersion, whereas those from the direct fit do not. (Indeed, by using
the coefficients provided in Tables 2 and 3 and the definition of the residuals ∆1 and ∆2, one can compute
the mean residual at fixed velocity dispersion, 〈∆1| log10 σ〉. The result is proportional to log10 σ, with a
constant of proportionality which is close to zero when the parameters for the direct fit are inserted, but is
significantly larger than zero when the parameters for the orthogonal fit are used.)
To illustrate, the solid curves in Figure 11 (the same in each panel) show the maximum likelihood FP
for the full sample. The dashed curves show the FP, determined by using the χ2−method to minimize the
residuals orthogonal to the plane, in various subsamples defined by velocity dispersion. The panels for larger
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Fig. 10.— Residuals orthogonal to the FP in r∗ versus absolute magnitudeM , surface brightness µo, effective
radius log10Ro, axis ratio b/a, velocity dispersion log10 σ, and (g
∗−r∗) color. Note the absence of correlation
with all parameters other than velocity dispersion and color.
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Fig. 11.— The FP in four subsamples defined by velocity dispersion. Solid curve (same in all four panels)
shows the maximum likelihood relation of the parent r∗ sample and dashed lines show the best-fit, obtained
by minimization the residuals orthogonal to the plane, using only the galaxies in each subsample. The slope
of the minimization fit increases with increasing velocity dispersion, whereas maximum-likelihood fits to the
subsamples give the same slope as for the full sample.
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velocity dispersions show steeper relations. Evidence for a steepening of the relation with increasing velocity
dispersion was seen by Jørgensen et al. (1996). Their sample was considerably smaller than ours, and so
they ruled the trend they saw as only marginal. Our much larger sample shows this trend clearly. We have
already argued that this steepening is an artifact of the fact that lines of constant velocity dispersion are
perpendicular to the x-axis. The maximum-likelihood fit to the subsamples is virtually the same as that for
the full sample, provided we include the correct velocity dispersion cuts in the normalization Si (equation 2)
of the likelihood. In other words, the maximum-likelihood fit is able to account for the bias introduced by
making a cut in velocity dispersion as well as apparent magnitude.
4.3. The mass-to-light ratio
The Fundamental Plane is sometimes used to make inferences about how the mass-to-light ratio depends
on different observed or physical parameters. For example, the scaling required by the virial theorem,
Mo ∝ Roσ2, combined with the assumption that the mass-to-light ratio scales as Mo/L ∝ Mγo yields a
Fundamental Plane like relation of the form:
Ro ∝ σ2(1−γ)/(1+γ)I−1/(1+γ)o . (8)
The observed Fundamental Plane is Ro ∝ σa Ibo . If the relation above is to satisfy the observations, then γ
must simultaneously satisfy two relations: γ = (2 − a)/(2 + a), and γ = −(1 + b)/b. The values of b in the
literature are all about −0.8; setting γ equal to the value required by b and then writing a in terms of b gives
a = −2(1 + 2b). Most of the values of a and b in the shorter wavebands reported in the literature (see, e.g.,
Table 5) are consistent with this scaling, whereas the higher values of a found at longer wavelengths are not.
Although the direct fits to our sample have small values of a, the orthogonal fits give high values in all four
bands. These fits do not support the assumption that Mo/L can be parametrized as a function of Mo alone.
Another way to phrase this is to note that, when combined with the virial theorem requirement that
(Mo/L) ∝ σ2/(RoIo), the Fundamental Plane relation Ro ∝ σaIbo yields(
Mo
L
)
FP
∝ σ2+a/bR−(1+b)/bo (9)
(e.g. Jørgensen et al. 1996; Kelson et al. 2000). The quantity on the right hand side is the mass-to-light
ratio ‘predicted’ by the Fundamental Plane, if σ and Ro are given, and the scatter in the Fundamental Plane
is ignored. This is a function of Mo alone only if a = −2(1 + 2b). Our orthogonal fit coefficients a and b are
not related in this way. Rather, for our Fundamental Plane, the dependence on σ in equation (9) cancels
out almost exactly: to a very good approximation, we find (Mo/L)FP ∝ R−(1+b)/bo ∝ R0.33o .
Substituting the Fundamental Plane relation for Ro rather than Io in the virial theorem yields (Mo/L) ∝
(σ2/Io)
1−a/2/I
−a/2−b
o . Inserting a = −2(1+2b) shows yet again that (Mo/L) ∝Mo. In constrast, our values
for a and b show that the dependence on Io alone is weak, and the mass-to-light ratio is determined mainly
by the combination (σ2/Io)
0.25, which is consistent with the R0.33o scaling above. Whether there is a simple
physical reason for this is an open question.
In contrast to the predicted ratio, (Mo/L)FP, the combination Roσ
2/L is the ‘observed’ mass-to-light
ratio. The ratio of the observed value to the FP prediction of equation (9) is (Ro/I
b
oσ
a)1/b. The scatter
in the logarithm of this ratio is 1/b times the scatter in Fundamental Plane in the direction of Ro (i.e., it
is the scatter in the quantity we called ∆1 in the previous subsections, divided by b). Inserting the values
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Fig. 12.— Ratio of effective mass Roσ
2 to effective luminosity (L/2) as a function of luminosity (top left),
mass (top right), velocity dispersion (middle left), surface brightness (middle right), the combination of
velocity dispersion and size suggested by the Fundamental Plane (bottom left), and color (bottom right).
Notice the substantial scatter around the best fit linear relation in the bottom left panel, the slope of which
is shallower than unity.
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from Table 3 shows that if the values of σ and the effective radius in r∗ are used to predict the values of the
mass-to-light ratio in r∗, then the uncertainty in the predicted ratio is 26%. This is larger than the values
quoted in the literature for early-type galaxies in clusters (e.g., Jørgensen et al. 1986; Kelson et al. 2000).
Unfortunately, this is somewhat confusing terminology, because the two mass-to-light ratios are not
proportional to each other. This can be seen by using the maximum-likelihood results of Table 2 to compute
the mean of the observed mass to light ratio Roσ
2/L at fixed predicted (M/L)FP, or simply by plotting the
two quantities against one another. Figure 12 shows how Roσ
2/L correlates with luminosity, mass Roσ
2,
velocity dispersion, surface brightness, the ratio predicted by the Fundamental Plane, and color. The different
panels show obvious correlations; the maximum likelihood predictions for these correlations can be derived
from the coefficients in Table 2: (Roσ
2/L) ∝ L0.14±0.02, (Roσ2/L) ∝ (Roσ2)0.22±0.05, (Roσ2/L) ∝ σ0.84±0.1,
and (Roσ
2/L) ∝ R0.27±0.06o . These are shown as dashed lines in the top four panels. A linear fit to the
scatter plot in the bottom left panel gives (Roσ
2/L) ∝ (M/L)0.80±0.05FP , with an rms scatter around the fit
of 0.14: the ratio predicted by the Fundamental Plane is not proportional to the observed ratio. A scatter
plot of (M/L)FP against all these quantities is tighter, of course (recall the scatter around the FP has
been removed), although some of the slopes are significantly different. For example, (M/L)FP ∝ L0.16±0.04,
(M/L)FP ∝ (Roσ2)0.13±0.03, and (M/L)FP ∝ σ0.21±0.03: the ‘observed’ and ‘predicted’ slopes of the mass-
to-light ratio versus σ relations are very different. For this reason, one should be careful in interpretting
what is meant by the ‘predicted’ mass-to-light ratio.
4.4. The Fundamental Plane: Evidence for evolution?
The Fundamental Plane is sometimes used to test for evolution. This is done by plotting Ro versus
the combination of µo and σ which defines the Fundamental Plane at low redshift, and then seeing if the
high-redshift population traces the same locus as the low redshift population. Figure 13 shows this test for
our g∗ band sample: solid lines (same in each panel) show the relation which fits the zero-redshift sample;
dashed lines show a line with the same slope which best-fits the higher redshift sample. The population at
higher redshift is displaced slightly to the left of the low redshift population; the text in the bottom of each
panel shows this shift, expressed as a change in the surface brightness µo. The plot appears to show that, on
average, the higher redshift galaxies are brighter, with the brightening scaling approximately as ∆µo ≈ −2z.
How much of this apparent brightening is really due to evolution, and how much is an artifact of the fact
that our sample is magnitude limited? To address this, we generated complete and magnitude limited mock
galaxy catalogs as described in Appendix G, and then performed the same test for evolution. Comparing
the shifts in the two simulations allows us to estimate how much of the shift is due to the selection effect.
Figure 14 shows the results in our simulated g∗ (left) and r∗ (right) catalogs. The solid lines in each panel
show the zero-redshift relation, and the dotted and dashed lines show lines of the same slope which best-fit
the points at low and high redshift, respectively. The text in the bottom shows how much of the shift in
µo is due to the magnitude limit, and how much to evolution. The sum of the two contributions is the
total shift seen in the magnitude limited simulations. Notice that this sum is similar to that seen in the
data (Figure 13), both at low and high redshifts, suggesting that our simulations describe the varying roles
played by evolution and selection effects accurately. Since the parameters of the simulations were set by
the maximum likelihood analysis, we conclude that the likelihood analysis of the evolution in luminosities
is reasonably accurate (∆µo ≈ −1.15z) in g∗, but we note that this evolution is less than one would have
infered if selection effects were ignored (∆µo ≈ −2z).
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Fig. 13.— The g∗ FP in four redshift bins. The slope of the FP is fixed to that at zero redshift; only the
zero-point is allowed to vary. The zero-point shifts systematically with redshift. The same plot for r∗ shows
similar but smaller shifts.
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Fig. 14.— The FP in the g∗ (left panel) and r∗ (right panel) magnitude-limited mock catalogs. Solid line
shows the FP at z = 0. Dotted and dashed lines show fits using a low and high redshift subsample only.
For these fits, the slope of the FP is required to be the same as the solid line; only the zero-point is allowed
to vary. The shift seen in the complete simulations is labeled ‘Evol−∆µo’, whereas the shift seen in the
magnitude limited simulations is the sum of this and the quantity labeled ‘SeEf−∆µo’. This sum is similar
to the shift seen in the SDSS data, suggesting that selection effects are not negligble.
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The importance of selection effects in our sample has implications for another way in which studies of
evolution are presented. If galaxies do not evolve, then the FP can be used to define a standard candle,
so the test checks if residuals from the FP in the direction of the surface-brightness variable, when plotted
versus redshift, follow Tolman’s (1+ z)4 cosmological dimming law. If Friedmann-Robertson-Walker models
are correct, then departures from this (1 + z)4 dimming trend can be used to test for evolution. This can
be done if one assumes that the main effect of evolution is to change the luminosities of galaxies. If so, then
evolution will show up as a tendency for the residuals from the FP, in the µ direction, to drift away from
the (1 + z)4 dimming (e.g., Sandage & Perelmuter 1990; Pahre, Djorgovski & de Carvalho 1996).
Figure 15 shows this trend in our dataset. The lowest dashed lines in all panels show the expected
(1 + z)4 dimming; panels on the left/right show results in g∗/r∗. Consider the top two panels first. The
points show residuals with respect to the zero-redshift Fundamental Plane in our sample. The crosses show
the median residual in a small redshift bin. The galaxies do not quite follow the expected (1+ z)4 dimming.
The similarity to the (1 + z)4 dimming argues in favour of standard cosmological models, whereas the small
difference from the expected trend is sometimes interpretted as evidence for evolution (e.g., Jørgensen et al.
1999; van Dokkum et al. 1998, 2001; Treu et al. 1999, 2001a,b).
Of course, to correctly quantify this evolution, we must account for selection effects. The dashed lines
which lie between the (1+ z)4 scaling and the data (i.e., the crosses) show how the surface brightness should
scale if there were passive evolution of the form suggested by the maximum likelihood analysis, but there
were no magnitude limit. That is, if M∗(z) = M∗(0) − Qz, then the surface brightnesses should scale as
(1+ z)4−0.92Q. The solid curves show the result of making the measurement in simulated magnitude limited
catalogs which include this passive evolution. Notice how different these solid curves are from the dashed
curves (they imply Q about twice the correct value), but note how similar they are to the data. This shows
that about half of the evolution one would naively have infered from such a plot is a consequence of the
magnitude limit.
To further emphasize the strength of this effect, we constructed simulations in which there was no
evolution whatsoever. We did this by first making maximum likelihood estimates of the joint luminosity,
size and velocity dispersion distribution in which no evolution was allowed. (For the reasons discussed earlier,
the associated no-evolution Fundamental Plane coefficient a is steeper by about 10%.) This was then used
to generate mock catalogs in which there is no evolution. The crosses in the bottom panels show the result
of repeating the same procedure as in the top panels, but now using the parameters of the no-evolution
Fundamental Plane, and the solid line shows the measurement in the no-evolution simulations in which, by
construction, the population of galaxies at all redshifts is identical. Therefore, the shifts from the (1 + z)4
dimming we see in the magnitude limited no-evolution catalogs (solid curves in bottom panels) are entirely
due to the magnitude limit. Notice how similar the solid lines from our no-evolution simulations are to the
actual data. If we believed there really were no evolution, then the results shown in the bottom panel would
lead us to conclude that much of the trend away from the (1 + z)4 dimming is a selection effect—it is not
evidence for evolution.
(The fact that we were able to find a non-evolving population which mimics the observations so well
suggests that the population of early-type galaxies at the median redshift of our sample must be rather
similar to the population at lower and at higher redshifts. This, in turn, can constrain models of when the
stars in these galaxies must have formed.)
We view our no-evolution simulations as a warning about the accuracy of this particular test of evolution.
If the evolution is weak, then it appears that the results of this test depend critically on how the catalog
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Fig. 15.— Residuals of the zero-redshift FP with respect to the surface brightness, before correcting for
cosmological dimming, versus redshift in the four bands. Lowest dashed line in all panels shows the (1 + z)4
dimming expected if there is no evolution. Solid curves in top panels show the same measurement in mock
simulations of a magnitude limited sample of a passively evolving population. Dashed lines in between show
the actual evolution in surface brightness—the difference between these and the solid curves is an artifact of
the magnitude limit. Bottom panel shows the same test applied using the parameters of the Fundamental
Plane which best describes the data if there is required to be no evolution whatsoever. Solid lines show what
one would observe in a magnitude limited sample of such a population. In this case, the entire trend away
from the (1 + z)4 dimming is a selection effect. Note how, once the magnitude limit has been applied, both
the evolving (top) and non-evolving populations (bottom) appear very similar to our observed sample.
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was selected, and on what one uses as the fiducial Fundamental Plane. To make this second point, we
followed the procedure adopted by many other recent publications. Namely, we assumed that the zero-
redshift Fundamental Plane has the shape reported by Jørgensen et al. (1996) for Coma, for which a is
about 15% smaller than what we find in g∗. If no account is taken of selection effects, then the inferred
evolution in µo results in a value of Q which is about a factor of four times larger than the one we report in
Table 2!
Our results indicate that inferences about evolution which are based on this test depend uncomfort-
ably strongly on the strength of selection effects, and on what one assumes for the fiducial shape of the
Fundamental Plane. In this respect, our findings about the role of, and the need to account for selection
effects are consistent with those reported by Simard et al. (1999). While we believe we have strong evidence
that the early-type population is evolving, we do not believe that the strongest evidence of this evolution
comes from either of the tests presented in this subsection. Later in this paper we will present evidence of
evolution which we believe is more reliable. Nevertheless, it is reassuring that the evolution we see from these
Fundamental Plane tests is consistent with that which we estimated using the likelihood analysis, and is
also consistent with what we use to make our K-corrections. Namely, a passively evolving population which
formed the bulk of its stars about 9 Gyrs ago appears to provide a reasonable description of the evolution
of the surface brightnesses in our sample.
4.5. The Fundamental Plane: Dependence on environment
This section is devoted to a study of if and how the properties of early-type galaxies depend on environ-
ment. To do so, we must come up with a working definition of environment. The set of galaxies in the SDSS
photometric database is much larger than those for which the survey actually measures redshifts. Some of
these galaxies may well lie close to galaxies in our sample, in which case they will contribute to the local
density. We would like to find some way of accounting for such objects when we estimate the local density.
For a subset of the galaxies in our sample, the colors expected of a passively evolving early-type were used
to select a region in g∗–r∗ versus r∗–i∗ color space at the redshift of the galaxy of interest. All galaxies within
0.1 magnitudes in color of this point were included if they were: a) within 1h−1 Mpc of the main galaxy, and
b) brighter than −20.25 in Mi∗ . (The box in color space is sufficiently large that the difference between this
techinique, and using the observed colors themselves to define the selection box is not important.) These
two cuts are made assuming every galaxy in the color-color range is at the redshift of the galaxy of interest.
The end result of this is that each galaxy in the subsample is assigned a number of neighbors. Note that,
because of the selection on color, our estimate of the local density is actually an estimate of the number of
neighbors which have the same colors as early-type galaxies.
In what follows, we will often present results for different redshift bins. When we do, it is important to
bear in mind that our procedure for assigning neighbours is least secure in the lowest redshift bin (typically
z ≤ 0.08).
Figure 16 shows how the luminosities, surface brightnesses, sizes, velocity dispersions and (a combination
of the) axis ratios depend on environment. The different symbols for each bin in density show averages over
galaxies in different redshift bins: circles, diamonds, triangles, and squares are for galaxies with redshifts in
the range 0.075 < z ≤ 0.1, 0.1 < z ≤ 0.12, 0.12 < z ≤ 0.14, and 0.14 < z ≤ 0.18. Error bars show the error
in the mean value for each bin. Symbols for the higher redshift bins have been offset slightly to the right.
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Fig. 16.— Luminosities, surface brightnesses, velocity dispersions, sizes, axis ratios, and mean redshifts, as
a function of nearby early-type neighbours. The different symbols for each bin in density show averages over
galaxies in different redshift bins: circles, diamonds, triangles, and squares are for galaxies with redshifts in
the range 0.075 < z ≤ 0.1, 0.1 < z ≤ 0.12, 0.12 < z ≤ 0.14, and 0.14 < z ≤ 0.18. Although the velocity
dispersions appear to increase with increasing local density, the increase is small.
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For any given set of symbols, the bottom right panel shows that the mean redshift in each bin in density
is not very different from the mean redshift averaged over all bins. This suggests that our procedure for
estimating the local densities is not biased. The other panels show corresponding plots for the other observed
parameters. When the number of near neighbours is small, the luminosities, sizes and velocity dispersions all
increase slightly as the local density increases, whereas the surface brightnesses decrease slightly. All these
trends are very weak. The bottom right panel shows v/σ ≡
√
(b/a)/[(b/a)− 1], where b/a is the axis ratio;
v/σ is a measure of the ratio of rotational to random motions within the galaxy (e.g., Binney 1982). There
are no obvious trends with environment.
It is difficult to say with certainty that the trends with environment in the top four panels are significant.
A more efficient way of seeing if the properties of galaxies depend on environment is to show the residuals
from the Fundamental Plane. As we argue below, this efficiency comes at a cost: if the residuals correlate
with environment, it is difficult to decide if the correlation is due to changes in luminosity, size or velocity
dispersion.
Figure 17 shows the differences between galaxy surface brightnesses and those predicted by the zero-
redshift maximum likelihood FP given their sizes and velocity dispersions, as a function of local density.
Stars, circles, diamonds, triangles, squares and crosses show averages over galaxies in the redshift ranges
z ≤ 0.075, 0.075 < z ≤ 0.1, 0.1 < z ≤ 0.12, 0.12 < z ≤ 0.14, 0.14 < z ≤ 0.18 and z > 0.18. Error bars
show the error in determining the mean. (For clarity, the symbols have been offset slightly from each other.)
The plot shows that the residuals depend on redshift—we have already argued that this is a combination
of evolution and selection effects. Notice, that in all redshift bins, the residuals tend to increase as local
density increases. This suggests that the scatter from the Fundamental Plane depends on environment. If
the offset in surface brightness is interpretted as evidence that galaxies in denser regions are slightly less
luminous than their counterparts in less dense regions, then this might be evidence that they formed at higher
redshift. While this is a reasonable conclusion, we should be cautious: because µo − µFP(Ro, σ) = −∆1/b,
what we have really found is that the residuals in the direction of Ro correlate with environment. Because
σ − σFP(Ro, µo) = −∆1/a, we might also have concluded that the velocity dispersions of galaxies in dense
regions are systematically different from those of galaxies which have the same sizes and luminosities but
are in the field. Thus, while the Fundamental Plane suggests that the properties of galaxies depend on
environment, it does not say how. For this reason, it will be interesting to remake Figure 16 with a larger
sample when it becomes available.
5. Line-indices: Chemical evolution and environment
The previous section used the Fundamental Plane to estimate how the properties of the galaxies in
our sample depend on redshift and environment. This section shows that the chemical composition of the
population at high redshift is different from that nearby. It also presents evidence that galaxies in dense and
underdense environments are not dramatically different.
We have chosen to present results for Mg2 (measured in magnitudes), and Mgb, 〈Fe〉 and Hβ (measured
in Angstroms), where 〈Fe〉 represents an average over Fe5270 and Fe5335. Mg2 and Mgb are alpha elements,
so, roughly speaking, they reflect the occurence of Type II supernovae, whereas Fe is produced in SN Ia. All
these line indices depend both on the age and the metallicity of the stellar population (e.g., Worthey 1994),
although Mg and Fe are more closely related to the metallicity, whereas the equivalent width of Hβ is an
indicator of recent star formation.
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Fig. 17.— Residuals from the FP as a function of number of nearby neighbours. Stars, circles, diamonds,
triangles, squares and crosses show averages over galaxies in the redshift ranges z ≤ 0.075, 0.075 < z ≤ 0.1,
0.1 < z ≤ 0.12, 0.12 < z ≤ 0.14, 0.14 < z ≤ 0.18 and z > 0.18.
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These line indices correlate with velocity dispersion σ. Because σ correlates with luminosity, the mag-
nitude limit of our sample means that we have no objects with low velocity dispersions at high redshifts
(Figure 3). For this reason, we first present results at fixed velocity dispersion.
5.1. Correlations with velocity dispersion
To measure spectral features reliably requires a spectrum with a higher signal-to-noise ratio than we have
for any individual galaxy in our sample. So we have adopted the following procedure. The previous subsection
described our criteria for assigning a local density to each galaxy. For a number of small bins in local density,
we further divided the galaxies in our sample into five bins each of redshift, luminosity, velocity dispersion,
and effective radius. The small scatter around the Fundamental Plane implies that galaxies in the same bin
are very similar to each other. Therefore, we co-added the spectra of all the galaxies in each bin to increase
the signal-to-noise ratio, and then estimated the Mg2, Mgb, Hβ and 〈Fe〉 line-indices in the higher signal-
to-noise composite spectra following methods outlined by Trager et al. (1998). (Analysis of the properties
of early-type galaxies using these higher signal-to-noise composite spectra is on-going.) The estimated
indices were aperture-corrected following Jørgensen (1997): Mg2 = Mg
est
2 + 0.04 log10[1.5/(ro/8)], Hβ =
Hestβ [1.5/(ro/8)]
−0.005, and 〈Fe〉 = 〈Fe〉est[1.5/(ro/8)]0.05 and 〈Mgb〉 = 〈Mgb〉est[1.5/(ro/8)]0.05. (Because the
indices were measured for co-added spectra, we use the mean values of ro in each bin to make the aperture
correction.) In addition, the observed line indices of an individual galaxy are broadened by the velocity
dispersion of the galaxy. Simulations similar to those we used to estimate the velocity dispersion itself (see
Appendix B) were used to estimate and correct for the effect of the broadening. For all the indices presented
here, the required corrections increase with increasing σ. (We use the mean value of σ in each bin to make the
corrections.) Whereas the corrections to Mg2 and Hβ are small (on the order of a percent), the corrections
to Mgb and Fe are larger (on the order of ten percent).
Figures 18 and 19 show the results. In all panels, stars, filled circles, diamonds, triangles, squares and
crosses show the redshift bins z < 0.075, 0.075 < z ≤ 0.1, 0.1 < z ≤ 0.12, 0.12 < z ≤ 0.14, 0.14 < z ≤ 0.18,
and z > 0.18. The median redshifts in these bins are 0.062, 0.086, 0.110, 0.130, 0.156 and 0.200. For clarity,
at each bin in velocity dispersion, the symbols for successive redshift bins have been offset slightly to the
right from each other. This should help to separate out the effects of evolution from those which are due
to the correlation with σ. The solid line and text in each panel shows the relation which is obtained by
performing simple linear fits at each redshift, and then averaging the slopes, zero-points, and rms scatter
around the fit at each redshift. Text at top right of each panel shows the shift between the lowest and highest
redshift bins, averaged over the values at log10 σ = 2.2, log10 σ = 2.3 and log10 σ = 2.4. Roughly speaking,
this means that the shifts occur over a range of about 0.2− 0.06 = 0.14 in redshift, which corresponds to a
time interval of 1.63 Gyr.
Figure 18 shows the well-known correlation between Mg2 and σ (e.g., Bender 1992): at fixed redshift,
Mg2 ∝ σ0.18±0.02 with a scatter around the mean relation at each redshift of 0.013 mags. The fit we find
is similar to that found in previous work based on spectra of individual (as opposed to coadded) galaxies
(e.g., Jørgensen 1997; Bernardi et al. 1998; Pahre et al. 1998; Kuntschner 2000; Blakeslee et al. 2001),
although the scatter we find is somewhat smaller. The slope of our fit is shallower than that reported by
Colless et al. (1999), but this is probably a consequence of our decision to perform linear regression, rather
than maximum-likelihood, fits. (Maximum-likelihood fits are difficult at the present time because our bins
in luminosity are rather large. We plan to make the maximum-likelihood estimate when the sample is larger,
so that finer bins in luminosity can be made.)
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Fig. 18.— Mg2 as a function of σ. Stars, filled circles, diamonds, triangles, squares and crosses show results
from coadded spectra of similar galaxies in successively higher redshift bins (z < 0.075, 0.075 < z ≤ 0.1,
0.1 < z ≤ 0.12, 0.12 < z ≤ 0.14, 0.14 < z ≤ 0.18, and z > 0.18). Symbol with bar in bottom corner shows
the typical uncertainty on the measurements. At fixed redshift, Mg2 increases with increasing σ. At fixed
σ, the spectra from higher redshift galaxies are weaker in Mg2. Text at top right shows the shift between
the lowest and highest redshift bins averaged over the mean shifts at log10 σ = 2.2, 2.3 and 2.4. We also
performed linear fits to the relations at each redshift, and then averaged the slopes, zero-points and rms
scatter around the fit. Solid line shows the mean relation obtained in this way, and text at top shows the
averaged slope and averaged scatter.
Although the magnitude limit of our sample makes it difficult to study the evolution of the Mg2 − σ
relation, a few bins in σ do have galaxies from a range of different redshifts. Recall that, for the purposes
of presentation, the points in each bin in σ have been shifted to the right by an amount which depends on
the redshift bin they represent. When plotted in this way, the fact that the points associated with each bin
in σ slope down and to the right suggests that, at fixed σ, the higher redshift galaxies have smaller values
of Mg2. Large values of Mg2 are expected to indicate either that the stellar population is metal rich, or old,
or both. Thus, in a passively evolving population, the relation should be weaker at high redshift. This is
consistent with the trend we see. The average value of Mg2 decreases by about (0.013±0.004) mags between
our lowest and highest redshift bins (a range of about 1.63h−1Gyr). We will return to this shortly.
The top panel of Figure 19 shows that, at fixed redshift, Mgb ∝ σ0.28±0.02, with a scatter of 0.028.
This is consistent with the scaling reported by Trager et al. (1998). [A plot of Mgb versus Mg2 is well
fit by log10Mgb = (1.41 ± 0.18)Mg2 + 0.26; this slope is close to the value 0.28/0.18 one estimates from
the individual Mgb − σ and Mg2 − σ relations. It is also consistent with Figure 58 in Worthey (1994).]
As was the case for Mg2, our data indicate that, at fixed velocity dispersion, Mgb is weaker in the higher
redshift population. The average difference between our lowest and highest redshift bins is 0.023 ± 0.009.
This corresponds to a fractional change in Mgb of 0.05 over about 1.63h−1Gyr. In contrast Bender, Ziegler
& Bruzual (1996) find that Mgb at z = 0.37 is smaller by 0.3A˚ compared to the value at z = 0. This is a
fractional change of about 0.07 but over a redshift range which corresponds to a time interval of 4h−1Gyr.
Bender et al. also reported weak evidence of differential evolution: the low σ population appeared to have
evolved more rapidly. Our Mg2 − σ and Mgb− σ relations also show some evidence of such a trend.
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Fig. 19.— Same as previous figure, but now showing the spectral line-indices Mgb, Hβ , 〈Fe〉, and the ratio
[Mgb/Fe] (top to bottom) as functions of σ. At fixed redshift, Mgb and 〈Fe〉 increase, whereas Hβ decreases
with increasing σ. At fixed σ, the spectra from higher redshift galaxies are weaker in both Mg2 and 〈Fe〉,
but stronger in Hβ . Text at top right shows the shift between the lowest and highest redshfit bins averaged
over the values at log10 σ = 2.2, 2.3 and 2.4.
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Colless et al. (1999) define Mgb′ = −2.5 log10(1 − Mgb/32.5), and show that their data are well fit
by Mgb′ ∝ (0.131± 0.017) log10 σ − (0.131± 0.041) with a scatter around the mean relation of 0.022 mags.
Kuntschner (2000) shows that the galaxies in the Fornax cluster follow this same scaling, although the scatter
he finds is 0.011 mags. Our coadded spectra are also consistent with this: we find Mgb′ ∝ (0.11±0.01) log10 σ,
with a scatter of 0.011 mags. [A linear regression of the values of Mg2 and Mgb
′ in our coadded spectra
is well fit by Mg2 = (1.70 ± 0.30)Mgb′ − 0.01; this is slightly shallower than the relation found by Colless
et al.: Mg2 = 1.94Mgb
′ − 0.05.] The Mgb′ − σ relation in our data evolves: in the highest redshift bins it
is about (0.022 ± 0.003) mags lower than in the lowest redshift bins. Colless et al. find that in the single
stellar population models of both Worthey (1994) and Vazdekis et al. (1996), changes in age or metallicity
affect Mg2 about twice as strongly as they do Mgb
′. Figure 18 suggests that Mg2 has weakened by −0.013,
so we expect Mgb′ to have decreased by about −0.006. Therefore, this also suggests that the Mgb (or Mgb′)
evolution we see is large.
The second panel in Figure 19 shows that, at fixed redshift, Hβ ∝ σ−0.25±0.02 with a scatter of 0.049.
This is consistent with Jørgensen (1997), who found log10Hβ = (−0.231 ± 0.082) log10 σ + 0.825, with a
scatter of 0.061. At fixed σ, Hβ is stronger in the higher redshift spectra. On average, the value of Hβ
increases by about 0.055± 0.017 between our lowest and highest redshift bins. An increase of star formation
activity with redshift is consistent with a passively evolving population. When a larger sample is available,
it will be interesting to see if the scatter in Hβ at fixed σ also increases with redshift.
The third panel of Figure 19 shows that, at fixed redshift, 〈Fe〉 ∝ σ0.10±0.03 with a scatter of 0.034. This
lies between the 0.075 ± 0.025 scaling and scatter of 0.041 found by Jørgensen (1997), and that found by
Kuntschner (2000): 〈Fe〉 ∝ σ0.209±0.047. At fixed σ, 〈Fe〉 may be slightly smaller at higher redshift, although
the shift is not statistically significant: the change in log10〈Fe〉 is 0.011± 0.010.
The ratio Mgb/〈Fe〉 is sometimes used to constrain models of how early-type galaxies formed (e.g.,
Worthey, Faber & Gonzalez 1992; Thomas, Greggio & Bender 1999; but see Matteucci, Ponzone & Gibson
1998). In our coadded spectra, log10Mgb/〈Fe〉 = (0.18± 0.07) log10 σ− 0.23 with a scatter of 0.035 (bottom
panel of Figure 19). The slope of this relation equals the difference between the slopes of the Mgb − σ and
〈Fe〉 − σ relations, and the evidence for evolution is not statistically significant. This correlation should be
interpreted as evidence that the contribution of Fe to the total metallicity is depressed, rather than that
alpha elements are enhanced, at high σ (e.g., Worthey et al. 1992; Weiss, Peletier & Matteucci 1995; Greggio
1997; Trager et al. 2000a).
If the evolution in Mg and Fe is due to the same physical process, then one might have wondered if
residuals from the Mgb − σ relation are correlated with residuals from the 〈Fe〉 − σ relation. This will be
easier to address when the sample is larger. At the present time, we see no compelling evidence for such a
correlation—we have not included a figure showing this explicitly. In addition, at any given redshift, galaxies
which are richer in Mg2 or 〈Fe〉 than they should be (given their velocity dispersion), are neither more nor
less likely to be richer in Hβ than expected—recent star formation is not correlated with metallicity.
Having shown that the different line index–σ relations are evolving, we use simple stellar population
models to see what the evolution we see implies.
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5.2. Comparison with stellar population models
The predictions of single age stellar population models (e.g., Bruzual & Charlot 1993; Worthey 1994;
Vazdekis et al. 1996; Tantalo et al. 1998) are often summarized as plots of Hβ versus Mgb (or Mg2) and 〈Fe〉.
The usual caveats noted by these authors about the limitations of these models, and the assumption that
all the stars formed in a single burst, apply. In addition, comparison with data is complicated because the
models assume that the ratio of α-elements to Fe peak elements in early-type galaxies is the same as in the
Sun, whereas, in fact, it differs from the solar value by an amount which depends on velocity dispersion (e.g.,
Worthey et al. 1992; see bottom panel of Figure 19). We use a simplified version of the method described
by Trager et al. (2000a) to account for this.
Figure 20 shows such a plot. The dotted grids (top and bottom left are the same, as are top and bottom
right) show a single age, solar abundance (i.e., [E/Fe] = 0), stellar population model (from Worthey 1994);
lines of constant age run approximately horizontally (top to bottom show ages of 2, 5, 8, 12 and 17 Gyrs),
lines of constant metallicity run approximately vertically (left to right show [Fe/H] = −0.25, 0, 0.25, 0.5).
Points in the panels on the top show the values of Hβ and Mgb (left) and 〈Fe〉 (right) for the coadded spectra
in our sample. Different symbols show different redshift bins; the higher redshift population (squares and
crosses) appears to show a larger range in Hβ compared to the low redshift population (stars and circles).
Cross in each panel shows the typical uncertainty on the measurements.
The heavy dot-dashed lines in the top panels show the relation between Hβ and Mgb or 〈Fe〉 one predicts
if there were no scatter around the individual line index–σ relations (shown as solid lines in Figure 19):
Hβ ∝ Mgb−0.89 and Hβ ∝ 〈Fe〉−2.5. We have included them to help disentagle the evolution we saw in the
individual line index–σ relations from the effect of the magnitude limit.
The evolution in the Mgb − σ, 〈Fe〉 − σ, and Hβ − σ relations suggest that the higher redshift sample
should be displaced upwards and to the left, with a net shift in zero-point of about 0.03 in both of the
upper panels of Figure 20. We estimate these shifts as follows: Let y0 = sx0 + c0 denote the mean relation
between one line index y and another x at z = 0. Because we know that line indices correlate with σ, and
we know how much the individual relations evolve, we can estimate the evolution in the index–index relation
by setting y(z) = y0 +∆y = sx0 + c0+∆y = sx(z) + c0 +∆y− s∆x. For x = Mgb and y = Hβ we must set
∆y = 0.055, ∆x = −0.023, and s = −0.25/0.28 (from Figure 19). Thus the zero-point of a plot of Hβ versus
Mgb is expected to evolve by 0.034 between the lowest and highest redshift bins in our sample. A similar
analysis for 〈Fe〉 shows that the zero-point of the Hβ − 〈Fe〉 relation is expected to evolve by 0.027. (These
estimates assume that the slopes of the individual relations do not evolve. Bender et al. (1996) present some
evidence that Mgb at high σ evolves less than at low σ, suggesting that the slope of the Mgb−σ relation was
steeper in the past. A comparison of the log10 σ = 2.3 and 2.4 bins in Figure 19 is in approximate agreement
with this. Because these estimates are of the order of the error in the measurements, we have not worried
about the effects of a change in slope.)
Although the expected evolution is of the order of the error in the measurements, the top two panels
in Figure 20 do appear to show that the high redshift population (squares and crosses) is displaced slightly
upwards. The shift to the left is not apparent, however, because of the selection effect: evolution moves the
high σ objects of the high redshift sample onto the the lower σ points of the low redshift sample, but the
low σ objects at higher redshift, which would lie clearly above and to the left, are not seen because of the
selection effect. Note that the selection effect works so that evolution effects are suppressed, rather than
enhanced in plots like Figure 20; therefore, a simple measurement of evolution in the upper panels should
be interpretted as a lower limit to the true value.
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Fig. 20.— Hβ versus Mgb (left) and 〈Fe〉 (right) for the coadded spectra in our sample. Different symbols
show different redshift bins; the higher redshift population (squares and crosses) appears to show a larger
range in Hβ compared to the low redshift population (stars and circles). Cross in each panel shows the
typical uncertainty on the measurements. Dotted grid shows a single age, solar abundance (i.e., [E/Fe] = 0),
stellar population model (from Worthey 1994); lines of constant age run approximately horizontally (top to
bottom show ages of 2, 5, 8, 12 and 17 Gyrs), lines of constant metallicity run approximately vertically (left
to right show [Fe/H] = −0.25, 0, 0.25, 0.5). The two top panels provide different estimates of the age and
metallicity, presumably because the [E/Fe] abundances in our data are different from solar. In the bottom
panels, this difference has been accounted for, and the age and metallicity estimates agree. Dot-dashed line
in top panels shows what one expects if there is no scatter around the line index–σ relations (solid lines in
Figure 19).
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Fig. 21.— Line indices Hβ and 〈Fe〉 versus Mg2 for the coadded spectra in our sample. Symbols (same as
previous figure) show results for different redshift bins. Dot-dashed line shows the relation one predicts if
there were no scatter around the individual line index–σ relations. Evolution is expected to move points
upwards and to the left for Hβ versus Mg2 (top panels), but downwards and left, and along the dot-dashed
line in the case of 〈Fe〉 and Mg2 (bottom panels), although selection effects make these trends difficult to see.
Dotted grids show the same single stellar population model as in the previous figure (from Worthey 1994).
Age and metallicity estimates in the top and bottom panels are inconsistent if solar abundance is assumed
(left panels), but the estimates agree once differences in abundances have been accounted for (right panels).
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The top two panels show that our sample spans a range of about 0.3 or more in metallicity, and a
large range of ages. However, notice that the two panels provide different estimates of the mean ages and
metallicities in our sample. This is because the [E/Fe] abundances in our data are different from solar.
Trager et al. (2000a) describe how to correct for this. Our measurement errors in Mg and Fe are larger than
theirs, so we have adopted the following simplified version of their prescription.
Let [Z(Hβ , 〈Fe〉)/H] denote the estimate of the metallicity given by the top right panel of Figure 20:
this estimate uses the observed values of Hβ and 〈Fe〉, and the Worthey (1994) solar abundance ratio
models. Trager et al. (2000a) argue that non-solar abundances change the relation between [Fe/H] and
the true metallicity [Z/H]: [Fe/H] = [Z/H] − A[E/Fe], where A ≈ 0.93. Trager et al. (2000b) argue that
[E/H] ≈ 0.33 log10 σ − 0.58, and that the relation is sufficiently tight that one can substitute σ for [E/H].
Therefore, we define a corrected metallicity [Z/H]corr ≈ [Z(Hβ , 〈Fe〉)/H] +0.33A(log10 σ − 0.58). Trager et
al. (2000a) also argue that correcting for nonsolar [E/H] makes a negligible change to Hβ . Therefore, we
combine the measured value of Hβ with [Z/H]corr to compute a corrected age τcorr. We then use Worthey’s
model with these corrected ages and metallicities to obtain corrected values of Mgb and 〈Fe〉. These are
plotted in the bottom panels. By construction, the values of Hβ in all four panels are the same, and the
age and metallicity estimates in the bottom two panels agree. The differences between our top and bottom
panels are similar to the differences between Figures 1 and 3 of Trager et al. (2000a), suggesting that our
simple approximate procedure is reasonably accurate.
We apply the same correction procedure to plots of Hβ −Mg2 and 〈Fe〉 −Mg2 in Figure 21. The dot-
dashed lines in the panels on the left show log10Hβ ∝ −1.39Mg2 and log10〈Fe〉 ∝ 0.56Mg2. Matteucci et
al. (1998) report that a fit to a compilation of 〈Fe〉 −Mg2 data from various sources has slope 0.6. The dot-
dashed line does not appear to provide a good fit in either to top or the bottom panel. In the bottom panel
at least, this is because of a combination of evolution and selection effects: fitting the relation separately for
different redshift bins and averaging the results yields a line which is slightly steeper than the dot-dashed
line.
The expected evolution is upwards and to the left for Hβ −Mg2 and down and left for 〈Fe〉−Mg2, with
net shifts in zero-points of 0.037 and −0.004. Thus, in the bottom panel, evolution moves points along the
dot-dashed line. As with the previous plot, the selection effect makes evolution difficult to see. The dotted
grid shows the Worthey (1994) model for these relations. Comparison of the two bottom panels suggests
that much of the scatter in the observed 〈Fe〉 −Mg2 relation is due to differences in enhancement ratios.
We can now use the models to estimate the mean corrected ages and metallicities of the galaxies in our
sample as a function of redshift. The mean metallicity is 0.33 and shows almost no evolution. The mean
age in our lowest redshift bin (stars, median redshift 0.06) is 8 Gyrs, whereas it is 6 Gyrs in the highest
redshift bin (crosses). The redshift difference corresponds to a time interval of 1.63 Gyr; if the population
has evolved passively, this should equal the difference in ages from the stellar population models. While the
numbers are reasonably close, it is important to note that, because of the magnitude limit, our estimates of
the typical age and metallicity at high redshift are biased towards high values, whereas our estimate of the
evolution relative to the population at low redshift is probably biased low. Nevertheless, it is reassuring that
this estimate of a formation time of 8 or 9 Gyrs ago is close to that which we use to make our K-corrections.
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Fig. 22.— Mg2–density relation for the galaxies in our sample. Symbols show the different redshift bins;
higher redshift bins have been offset slightly to the right. Symbol with bar in bottom right shows the typical
uncertainty on the measurements.
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Fig. 23.— As for the previous figure, but for the Hβ–density relation. At fixed velocity dispersion, Hβ is
slightly higher at high redshift, but there is no significant dependence on environment.
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5.3. Dependence on environment
We now turn to a study of how the coadded spectra depend on environment. Figures 22 and 23
show the strength of Mg2 and Hβ in a few small bins in σ, as a function of local density. The different
symbols in each density bin represent composite spectra from different redshifts—higher redshift bins have
offset slightly to the right. This allows us to separate the effects of evolution from those of environment.
Figure 22 shows that, at fixed σ, Mg2 decreases with redshift. At any given redshift, the strength of Mg2 is
independent of local density. (Our sample is not large enough to say with certainty if the evolution depends
on environment.) A similar plot for Hβ also shows strong evolution with redshift, and no dependence on
environment (Figure 23). Similar plots of 〈Fe〉 and [Mg2/Fe] also show little if any dependence on redshift
and no dependence on environment, so we have not shown them here.
We caution that our definition of environment is limited, because it is defined by early-type galaxies only.
In addition, because we must divide our total sample up into bins in luminosity, size, radius, and redshift, and
then by environment, the statistical significance of the results here would be greatly improved by increasing
the sample size. Analysis of environmental dependence using a larger sample is ongoing (Eisenstein et al.
2002).
In conclusion, although we have evidence from the Fundamental Plane that early-type galaxies in dense
regions are slightly different from their counterparts in less dense regions (Figure 17), these differences are
sufficiently small that the strengths of spectral features are hardly affected (Figures 22 and 23). However,
the coadded spectra provide strong evidence that the chemical composition of the population at low and
high redshifts is different (Figures 18–21).
6. The color–magnitude and color−σ relations
The colors of early-type galaxies are observed to correlate with their luminosities, with small scatter
around the mean relation (e.g., Baum 1959; de Vaucouleurs 1961; Bower, Lucey & Ellis 1992a,b). In this
section we examine these correlations using the model colors output by the SDSS photometric pipeline. We
show that, in fact, the primary correlation is color with velocity dispersion: color–magnitude and color–size
relations arise simply because magnitude and size are also correlated with velocity dispersion. We also study
the effects of evolution and environment on the color–velocity dispersion relation. The second subsection
shows what happens if we use a different definition of galaxy color. (Although the qualitative results of this
section do not depend on the K-correction we apply, some of the quantitative results do. See Appendix A
for details.)
6.1. Galaxy colors: evolution and environment
We begin with a study of the color–magnitude relation in our data set. Estimating the slope of this
relation is complicated because our sample is magnitude limited and spans a relatively wide range of redshifts,
and because the slope of the color–magnitude relation is extremely shallow. At any given redshift, we do
not have a wide range of magnitudes over which to measure the relation. If we are willing to assume that
this relation does not evolve, then the different redshift bins probe different magnitudes, and we can build
a composite relation by stacking together the relations measured in any individual redshift bin. However,
the shallow slope of the relation means that small changes in color, whether due to measurement errors or
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Fig. 24.— Color versus r∗ magnitude in volume limited subsamples. Symbols show the median color at
fixed luminosity as measured in the different volume limited subsamples, error bars show three times the
uncertainty in this median. Dashed lines show linear fits to the relation in each subsample. The slope of
the relation is approximately the same in all the subsamples, although the relations in the more distant
subsamples are offset blueward. This offset is greater for the g∗ − i∗ colors than for r∗ − i∗. Because of this
offset, the slope of a line which passes through the relation defined by the whole sample is very different
from the slope in each of the subsamples.
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Fig. 25.— Same as previous figure, but now showing color versus velocity dispersion. Redder galaxies have
larger velocity dispersions. Dashed lines show that the slope of the relation is approximately the same in
all the subsamples, but that the relations in the more distant subsamples are offset blueward. The offset is
similar to that in the color–magnitude relations.
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Table 6: Maximum-likelihood estimates of the joint distribution of color, r∗ magnitude and velocity
dispersion and its evolution. At redshift z, the mean values are C∗ − Pz, M∗ − Qz, and V∗, and the
covariances are σ2CM = σCσM ρCM etc.
Color C∗ σC V∗ σV M∗ σM ρCM ρCV ρVM Q P
g∗ − r∗ 0.736 0.0570 2.200 0.1112 −21.15 0.841 −0.361 0.516 −0.774 0.85 0.30
r∗ − i∗ 0.346 0.0345 2.200 0.1112 −21.15 0.841 −0.301 0.401 −0.774 0.85 0.10
r∗ − z∗ 0.697 0.0517 2.203 0.1114 −21.15 0.861 −0.200 0.346 −0.774 0.85 0.15
evolution, result in large changes in M . Thus, if the colors of early-type galaxies evolve even weakly, the
slope of the composite color–magnitude relation is drastically affected. We can turn this statement around,
of course, and use the color–magnitude relation as a sensitive test of whether or not the colors of the galaxies
in our sample have evolved.
Figure 24, the relation between the absolute magnitude in r∗ and the g∗− r∗, g∗− i∗ and r∗− i∗ colors,
illustrates our argument. The figure was constructed by using the same volume limited subsamples we used
when analyzing the r∗ luminosity function. Symbols with error bars show the median, and the error in this
median, at fixed luminosity in each subsample. Dashed lines show the mean color at fixed magnitude in
each subsample; the slopes of these mean relations and the scatter around the mean are approximately the
same (we will quantify the slopes of these relations shortly) but the zero-points are significantly different.
All three color–magnitude relations show qualitatively similar trends, although the trend to shift blueward
with increasing redshift is more dramatic for the relation involving g∗ − i∗. For example, r∗ − i∗ is bluer by
about 0.03 mags in the most distant subsample than in the nearest, whereas the shift in g∗ − i∗ is closer
to 0.09 mags. Because of the blueward shifts, the slope of a linear fit to the whole catalog, over the entire
range in absolute magnitudes shown, is much shallower than the slopes of the individual subsamples.
How much of the evolution in Figure 24 is due to changes in color, and how much to changes in
luminosity? To address this, Figure 25 shows the same plot, but with r∗ magnitude replaced by velocity
dispersion. As before, the different dashed lines show fits to the color-σ relations in the individual subsamples;
the slopes of, and scatter around, the mean relations are similar but the zero-points are different. The
magnitude of the shift in color is similar to what we found for the color–magnitude relation, suggesting that
the offsets are due primarily to changes in colors rather than luminosity.
At first sight this might seem surprising, because single-burst models suggest that the evolution in the
colors is about one-third that of the luminosities. However, because the slope of the color–magnitude relation
is so shallow, even a large change in magnitudes produces only a small shift in the zero-point of the colors.
To illustrate, let (C −C∗) = −0.02(M −M∗) denote the color–magnitude relation at the present time. Now
let the typical color and magnitude change by setting C∗ → C∗ + δC and M∗ → M∗ + δM , but assume
that the slope of the color–magnitude relation does not. This corresponds to a shift in the zero-point of
0.02δM + δC, demonstrating that δC dominates the change in the zero point even if it is a factor of ten
smaller than δM .
To account both for selection effects and evolution, we have computed maximum likelihood estimates
of the joint color–magnitude–velocity dispersion distribution, allowing for evolution in the magnitudes and
the colors but not in the velocity dispersions: i.e., the magnitudes and colors are assumed to follow Gaussian
distributions around mean values which evolve, say M∗(z) =M∗−Qz and C∗(z) = C∗−Pz, but the spread
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Table 7: Maximum-likelihood estimates of the slopes and zero-points of the color-at-fixed-magnitude and
color-at-fixed-velocity dispersion relations, and the scatter around the mean relations.
Color slope zero-point rms slope zero-point rms
color−r∗ magnitude color− log10 σ
g∗ − r∗ −0.025± 0.003 0.218 0.053 0.26± 0.02 0.154 0.0488
r∗ − i∗ −0.012± 0.002 0.085 0.033 0.12± 0.02 0.072 0.0316
r∗ − z∗ −0.012± 0.003 0.443 0.051 0.16± 0.02 0.343 0.0485
around the mean values, and the correlations between C and M do not evolve. We have chosen to present
results for g∗ − r∗, r∗ − i∗ and r∗ − z∗ only, since the other colors are just linear combinations of these. We
chose to have r∗ in each of the colors we do explicitly analyze for two reasons: this is the band in which the
SDSS spectroscopic sample is selected; it has a special status with regard to the SDSS ‘model’ colors (see
Section 6.2). Also, we only present results for the color–r∗-magnitude relation, because, as we argue later,
color correlates primarily with σ, which is independent of waveband. The results are summarized in Table 6.
Notice that the colors at redshift zero are close to those of the Coleman, Wu & Weedman (1980) templates;
that the evolution in color is smaller than in magnitude, and consistent with the individual estimates of the
evolution in magnitudes found earlier; and that the best fit distributions of M∗ and V∗ are the same for all
three colors, and are similar to the values we found when studying the Fundamental Plane.
As was the case when we studied the Fundamental Plane, various combinations of the coefficients in
Table 6 yield the maximum likelihood estimates of the slopes of linear regressions of pairs of variables; some
of these are summarized in Table 7. One interesting combination is the relation between color and magnitude
at fixed velocity dispersion:〈
C − 〈C|V 〉|M
〉
σC|V
=
M − 〈M |V 〉
σM|V
× (ρCM − ρCV ρVM )√
(1− ρ2VM )(1 − ρ2CV )
at fixed V = log10 σ.
Inserting the values from Table 6 shows that, at fixed velocity dispersion, there is little correlation between
color and luminosity. In other words, the color–magnitude relation is almost entirely due to the correlation
between color and velocity dispersion.
Figure 26 shows this explicitly. The dashed and dot–dashed lines show fits to the relation between color
and magnitude at low (circles) and high (crosses) velocity dispersion (in the plots, the maximum likelihood
estimates of the evolution in color and magnitude have been removed). The solid line shows the color–
magnitude relation for the full sample which includes the entire range of σ; it is considerably steeper than
the relation in either of the subsamples. The panel on the right shows the color−σ relation at low (circles)
and high (crosses) luminosity. The individual fits to the two subsamples are indistinguishable from the fits
to the whole sample.
This is also true for the color–size relation, although we have not included a figure showing this. One
consequence of this is that residuals from the Faber–Jackson relation correlate with color, whereas residuals
from the luminosity–size relation do not. We will return to this later. Because the primary correlation is
color with velocity dispersion, in what follows, we will mainly consider the color–σ relation, and residuals
from it.
While the color–σ provides clear evidence that the colors in the high redshift population in our sample
are bluer than in the nearby population, quantifying how much the colors have evolved is more difficult,
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Fig. 26.— Relation between color and magnitude at fixed velocity dispersion (left) and between color and
velocity disperion at fixed magnitude (right).
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because the exact amount of evolution depends on the K-correction we assume. Appendix A discusses this
in more detail. Because both the colors and the line indices are evolving, it is interesting to see if the
evolution in color and in the indices is similar. The line indices and color both correlate with σ, and we
know how much the individual relations evolve, so we can estimate the evolution in the index–color relation
just as we did when estimating the evolution in the index–index relations. Doing so shows that the slope
of a plot of Mg2 versus color should have a slope of 0.69, and the zero-point should evolve by 0.02 between
the lowest and highest redshift bins in our sample. A similar analysis for log10〈Fe〉 versus color shows that
the slope should be approximately 0.38 and the offset should be 0.01. And finally, the slope of the log10Hβ
versus color relation should be about −0.96 and the zero-point should evolve by −0.012.
To check the accuracy of these estimates Figure 27 shows plots of the line indices versus g∗ − r∗ color.
(Recall that the line indices were computed from coadded spectra of galaxies which had the same Ro, σ and
r∗ luminosity. The color here is the mean color of the galaxies in each of those bins.) The solid lines show
best fits to the points contributed by the median redshift bins (triangles and diamonds). The dot-dashed
lines in each panel show the slopes estimated above; they are not far off from the best-fit lines. The estimates
of the evolution of the zero-point also appear to be reasonably accurate. The higher redshift crosses in the
Mg2 panel appear to lie about 0.02 mags above the lower redshift stars; the difference between the low and
high redshift populations is obvious. In contrast, the evolution in Hβ and color conspire so that there is
little net offset between the low and high redshift populations (note that an offset of 0.02 mags in Mg2 is
much more obvious than an offset of 0.02 in Hβ). This suggests that the evolution in color and in Hβ are
driven by the same process. And finally, if there is an offset between the low and high redshift bins in 〈Fe〉
and g∗ − r∗ (bottom panel), it is small and negative, as expected.
Having shown that the colors are evolving, and that, to a reasonable approximation, this evolution
affects the amplitude but not the slope of the color–magnitude and color–σ relations, we now study how
the colors depend on environment. To present our results, we assume that environmental effects affect the
amplitude more strongly than the slope of the color–σ relation. Therefore, we assume that the slope is fixed,
and fit for the shift in color which best describes the subsample. Figure 28 shows the results. As in previous
sections, galaxies were divided into different bins in local density, and then further subdivided by redshift.
Different symbols in each bin in local density show results for the different redshifts; higher redshifts are
offset slightly to the right. This makes trends with evolution easy to separate from those due to environment.
In addition to the evolutionary trends we have just discussed, the figure shows that the r∗ − z∗ colors are
redder in denser regions (bottom panel), but that this trend is almost completely absent for the other colors.
The tightness of the colour-magnitude relation of cluster early-types has been used to put constraints on
the ages of cluster early-types (e.g., Kodama et al. 1999). Figure 29 shows how the thickness of this relation
depends on environment. The plot shows no evidence that the scatter around the mean relation decreases
slightly with increasing density; a larger sample is needed to make conclusive quantitative statements about
this, and about whether or not the scatter around the mean relation depends more strongly on environment
at low than at high redshift.
We have also checked if the residuals from the index–color relations shown in Figure 27 correlate with
local density: they do not. In short, we have shown that the color–magnitude and color–σ relations in
our sample provide strong evidence for evolution in the colors of early type galaxies, and no significant
dependence on environment.
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Fig. 27.— Line indices versus color. Dot-dashed lines show the slope one expects if there were no scatter
around the mean color-σ and lineindex–σ relations, and solid lines show the linear relation which provides
the best fit to the points. Crosses in the bottom of each panel show the typical uncertainties. The error in
the color is supposed to represent the actual uncertainty in the color, rather than how well the mean color
in each bin has been measured.
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Fig. 28.— Residuals from the color-σ relation as a function of local density. At each bin in density, symbols
showing results for higher redshifts have been offset slightly to the right. Galaxies at higher redshifts are
bluer—hence the trend to slope down and to the right at fixed N . The (r∗ − z∗) colors of galaxies in dense
environments are redder than those of their counterparts in less dense regions, although the trend is weaker
in the other colors.
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Fig. 29.— As for the previous figure, but now showing the thickness of the color-σ relation as a function of
local density.
– 63 –
6.2. Color gradients and the color–magnitude relation
It has been known for some time that giant early-type galaxies are reddest in their cores and become
bluer toward their edges (e.g., de Vaucouleurs 1961; Sandage & Visvanathan 1978). We showed previously
that the angular sizes of galaxies were larger in the bluer bands (Figure 2). Figure 30 shows how the effective
physical radii of the galaxies in our sample change in the four bands. On average, early-type galaxies have
larger effective radii in the bluer bands. This trend indicates that there are color gradients in early-type
galaxies. The distribution of size ratios does not correlate with luminosity. However, the ratio of the effective
size in the g∗ and r∗ bands is slightly larger for bluer galaxies than for redder ones, suggesting that color
gradients are stronger in the galaxies which are bluer. In addition the scatter around the mean ratio is
slightly larger for the bluer galaxies.
As Scodeggio (2001) emphasizes, if the effective sizes of galaxies depend on waveband (cf. Figure 30),
then the strength of the color-magnitude relation depends on how the color is defined. Therefore, we have
tried five different definitions for the color. The first uses the total luminosities one infers from fitting a de
Vaucouleurs model to the light in a given band. The ‘total’ colors defined in this way are relatively noisy,
because they depend on independent fits to the surface brightness distributions in each band.
We have already shown that the half-light radius is larger in the bluer bands. This means that a greater
fraction of the light in the redder bands comes from regions which are closer to the center than for the bluer
bands. Therefore, the total color above can be quite different from that which one obtains with a fixed
angular or physical aperture.
To approximate fixed physical aperture colors, we have integrated the de Vaucouleurs profiles in the
different bands assuming a tophat filter (since this can be done analytically) of scale f times the effective
radius in h−1kpc, Ro(r
∗), for a few choices of f . The resulting colors depend on f , and the associated color
magnitude relation decreases as f decreases. We have arbitrarily chosen to present results for f = 2. These
are not quite fixed aperture colors, since the effective angular aperture size varies from one galaxy to another,
but, for any given galaxy, the aperture size is the same in all the bands (i.e., it is related to the effective
radius in r∗).
A third color is obtained by using the light within a fixed angular aperture which is the same for all
galaxies. The ‘fiber’ magnitudes output by the SDSS photometric pipeline give the integrated light within
a three arsec aperture, and we use these to define the ‘fiber’ color.
A fourth color is that computed from the Petrosian magnitudes output by the SDSS photo pipeline.
A fifth color uses the ‘model’ magnitudes output by the SDSS photometric pipeline. These are close to
what one might call fixed aperture colors, because they are obtained by finding that filter which, given the
signal-to-noise ratio, optimally detects the light in the r∗ band, and then using that same filter to measure
the light in the other bands (which is one reason why they are less noisy than the total color defined above).
(By definition, the model and total de Vaucouleurs magnitudes are the same in r∗. They are different in
other bands because the effective radius is a function of wavelength. We have verified that the difference
between these two magnitudes in a given band correlates with the difference between the effective radius in
r∗ and the band in question.) In this respect, the model colors are similar to those one might get with a
fixed physical aperture (they would be just like the fixed physical aperture colors if the optimal smoothing
filter was a tophat). These, also, are not fixed angular aperture colors, since the effective aperture size varies
from one galaxy to another, but, for any given galaxy, the aperture is the same in all the bands.
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Fig. 30.— Differences between the effective sizes of galaxies in different bands; the blue light is less centrally
concentrated than the red light.
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Fig. 31.— Color-magnitude relations associated with various definitions of magnitude and g∗ − r∗ color.
Top-left of each panel shows the slope determined from a low redshift subsample. Fixed-aperture colors
(bottom panel) give steeper color–magnitude relations; the correlation is almost completely absent if colors
are defined using the total magnitudes (top panel). Bottom left of each panel shows the zero-point shift
required to fit the higher redshift sample. This shift is an estimate of how the colors have evolved—it, too,
depends on how the color was defined. Dashed lines show fits to the whole sample; because they ignore
the evolution of the colors, they are significantly shallower than fits which are restricted to a small range in
redshifts, for which neglecting evolution is a better approximation.
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Fig. 32.— As for the previous figure, but now showing how the color-σ relation varies as the definition of
g∗ − r∗ color changes.
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A final possibility is to use ‘spectral magnitudes’; these can be made by integrating up the light in the
spectrum of each galaxy, weighting by the different pass-band filters. Whereas the other five colors require a
good understanding of the systematics of the photometric data sets, this one requires a similar understanding
of the spectroscopic data sets also. We have yet to do this.
The resulting g∗ − r∗ color-magnitude relations are shown in Figure 31. The x-axis in the top two
panels is the de Vaucouleurs magnitude in r∗, whereas it is the fiber magnitude in r∗ in the third panel,
the Petrosian r∗ magnitude in the fourth panel, and the model r∗ magnitude in the bottom panel. For the
reasons described in the previous subsection we must be careful that evolution effects do not combine with
the magnitude limit of our sample to produce a shallow relation. Our main goal here is to illustrate how the
shape of the relation depends on the definition of color. For this reason, we have chosen to divide our sample
into two: a low-redshift sample, which includes all galaxies at z ≤ 0.08, and a high-redshift z ≥ 0.16 sample.
For each definition of color, we computed the slope and amplitude of the color–magnitude relation in the
low redshift sample. This slope is shown in the top left corner of each panel. We then required the slope of
the high redshift sample to be the same (recall from Figure 24 that this is a good approximation); the offset
required to get a good fit is shown in the bottom left of each panel. This is the quantity which provides
an estimate of how much the colors have evolved. The two thin solid lines in each panel show the low- and
high-redshift color–magnitude relations computed in this way. For comparison, the dashed line shows a fit
to the full sample, ignoring evolution effects; in all the panels, it is obviously much flatter than the relation
at low redshift.
The figure shows clearly that the slope of the color-magnitude relation depends on how the color was
defined: it is present when fixed-apertures are used (e.g., bottom panel), and it is almost completely absent
when the total light within the de Vaucouleurs fit is used (top panel). Our results are consistent with those
reported by Okamura et al. (1998) and Scodeggio (2001). Note that one’s inference of how much the colors
have evolved, ∆(g∗ − r∗), also depends on how the color was defined.
A similar comparison for the correlation between color and velocity dispersion σ is presented in Figure 32.
We have already argued that color−σ is the primary correlation; this relation is also considerably less sensitive
to the different definitions of color. However, it is sensitive to evolution: a fit to the full sample gives a slope
of 0.14, compared to the value of 0.23 for the low redshift sample. Because the mean color−σ relation is
steeper than that between color and magnitude, the change to the slope of the relation is less dramatic. The
zero-point shifts, which estimate the evolution of the color, are comparable both for the color–magnitude
and the color−σ relations, provided the SDSS model colors are used (bottom panel).
7. Discussion and conclusions
We have investigated the properties of ∼ 9000 early-type galaxies over the redshift range 0 ≤ z ≤ 0.3
using photometric (in the g∗, r∗, i∗ and z∗ bands) and spectroscopic observations. The intrinsic distributions
of luminosity, velocity dispersion and size of the galaxies in our sample are each well described by Gaussians
in absolute magnitude, log10 σ, and log10Ro. At fixed luminosity, σ ∝ L1/4 and Ro ∝ L3/5 (see Table 8
for the exact coefficients), and galaxies which are slightly larger than expected (given their luminosity) have
smaller velocity dispersions than expected. This is expected if galaxies are in virial equilibrium. The scatter
around the mean L − σ and L − Ro relations is sufficiently large that it is a bad approximation to insert
them into the distribution of luminosities to estimate the distribution of sizes or velocity dispersions.
The L−σ and L−Ro relations are projections of a Fundamental Plane, in the space of L, σ and Ro, which
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these galaxies populate. If this Fundamental Plane is defined by minimizing the residuals orthogonal to it,
then Ro ∝ σ1.5I−0.77o (see Table 3 for the exact coefficients). The Fundamental Plane is remarkably similar
in the different bands (Figure 8), and appears to be slightly warped in the shorter wavebands (Figure 9).
Residuals with respect to the direct fit (i.e., the FP defined by minimizing the residuals in the direction of
log10Ro) do not correlate with either velocity dispersion or color, whereas residuals from the orthogonal fit
correlate with both (Figures 10). This correlation with σ is simply a projection effect (see Figure 11 and
related discussion), whereas the correlation with color is mainly due to the fact that color and σ are strongly
correlated. The Fundamental Plane is intrinsically slightly thinner in the redder wavebands. This thickness
is sometimes expressed in terms of the accuracy to which the FP can provide redshift-independent distance
estimates—this is about 20%. If the thickness is expressed as a scatter in the mass-to-light ratio at fixed
size and velocity dispersion, then this scatter is about 30%.
The simplest virial theorem prediction for the shape of the Fundamental Plane is that Ro ∝ σ2/Io. This
assumes that the observed velocity dispersion σ2 is proportional to the kinetic energy σ2vir which enters the
virial theorem. Busarello et al. (1997) argue that in their data log10 σ = (1.28 ± 0.11) log10 σvir − 0.58, so
that σ1.5 ∝ σ1.92vir . Since the coefficient of σ in the Fundamental Plane we find in all four bands is ∼ 1.5, it
would be interesting to see if the kinetic energy for the galaxies in our sample scales as it did in Busarello et
al.’s sample. To do this, measurements of the velocity dispersion profiles of (a subsample of) the galaxies in
our sample are required.
A plot of luminosity versus mass (L versus Me ∝ Roσ2/G) has a slope which is slightly shallower than
unity—on scales of a few kiloparsecs, L ∝M0.86e , approximately independent of waveband (Figure 46). This
complements recent SDSS weak-lensing analyses (McKay et al. 2001) which suggest that mass is linearly
proportional to luminosity in these same wavebands, but on scales which are two orders of magnitude larger
(∼ 260h−1kpc). Together, these two measurements of the mass to light ratio can be used to provide a
constraint on the density profiles of dark matter halos.
A maximum likelihood analysis of the joint distribution of luminosities, sizes and velocity dispersions
suggests that the population at higher redshifts is slightly brighter than the population nearby, and that
the change with redshift is faster in the shorter wavebands: If M∗(z) = M∗(0) − Qz, then Q = 1.15, 0.85
and 0.75 in g∗, r∗ and i∗. This evolution is sufficiently weak that, relative to their values at the median
redshift (z ∼ 0.15) of our sample, the sizes, surface brightnesses and velocity dispersions of the early-type
galaxy population at lower and higher redshifts has evolved little. Therefore, tests for passive evolution
which use the Fundamental Plane only are severly affected by selection effects and the choice of the fiducial
Fundamental Plane against which to measure the evolution (Figures 13–15). Nevertheless, these tests also
suggest that the surface brightnesses of galaxies at higher redshifts in our sample are brighter than those of
similar galaxies nearby.
The way in which galaxies scatter from the Fundamental Plane correlates weakly with their local envi-
ronment (Figure 17). If this is caused entirely by differences in surface brightness, then galaxies in overdense
regions are slightly fainter. If so, then single-age stellar population models suggest that early-type galaxies
in denser regions formed at higher redshift. However, it may be that, the velocity dispersions are higher in
denser regions (Figure 16). A larger sample is necessary to make a more definitive statement.
Additional tests of evolution and environment come from a study of the spectra of early-type galaxies.
The SDSS spectra of individual galaxies do not have extremely high values of signal-to-noise (typically
S/N ∼ 15; cf. Figure 39). However, the dataset is so large that we were able to study stellar population
indicators (Mg2, Mgb, 〈Fe〉 and Hβ) by co-adding the spectra of early-type galaxies which have similar
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luminosities, sizes, velocity dispersions, environments and redshifts to create composite high S/N spectra.
All the line indices correlate with velocity dispersion (Section 5): Mg2 ∝ σ0.18, Mgb ∝ σ0.28, 〈Fe〉 ∝ σ0.10,
and Hβ ∝ σ−0.25. These correlations are consistent with those in the literature (note that the results from
the literature were obtained from individual, as opposed to coadded, galaxy spectra). The coadded spectra
show no signigicant dependence on environment. However, the spectra show clearly that, at fixed velocity
dispersion, the high redshift population is stronger in Hβ and weaker in Mg and Fe than the population at
lower redshifts (Figures 18–21).
The colors of the galaxies in our sample are strongly correlated with velocity dispersion—redder galaxies
have larger velocity dispersions (Section 6). The color–magnitude and color–size relations are a consequence
of the fact that M and Ro also correlate with σ (Figure 26). The strength of the color–magnitude relation
depends strongly on whether or not fixed apertures were used to define the colors, whereas the color−σ
relation appears to be less sensitive to these differences (Figures 31 and 32). At fixed velocity dispersion,
the population at high redshift is bluer than that nearby (Figures 24 and 25), and the evolution in colour is
significantly less than that of the luminosities (Table 6). Color also correlates with the line-indices: Figure 27
shows that the evolution in g∗ − r∗ is more closely tied to evolution in Hβ than Mg2. A larger sample, with
well understood K-corrections, is required to quantify if galaxies in denser regions are slightly redder and
more homogeneous (Figures 28 and 29) or not.
Single burst stellar population models (e.g., Worthey 1994; Vazdekis et al. 1996) allow one to translate
the evolution in the spectral features into estimates of the ages and metallicities of the galaxies in our sample
(e.g., Trager et al. 2000). In our sample, the z ≈ 0.05 population appears to about 8 Gyrs old; the z ≈ 0.2
population in our sample appears to be about 2 Gyrs younger; and the average metallicity appears to be
similar in both populations. The age difference is approximately consistent with the actual time difference
in the (Ωm,ΩΛ, h) = (0.3, 0.7, 0.7) world model we assumed throughout this paper, suggesting that the
population is evolving passively. Given a formation time, the single burst stellar population models also
make predictions about how the luminosities and colors should evolve with redshift. Our estimates of this
evolution are also consistent with those of a population which formed the bulk of its stars 9 Gyrs ago.
By the time the Sloan Digital Sky Survey is complete, the uncertainty in the K-corrections, which
prevent us at the present time from making more precise quantitative statements about the evolution of the
luminosities and colors, will be better understood. In addition, the size of the sample will have increased
by more than an order of magnitude. This will allow us to provide a more quantitative study of the effects
of environment than we are able to at the present time. In addition, a larger sample will allow us to coadd
spectra in finer bins; this will allow us to make maximum-likelihood estimates, rather than simple linear
regression studies, of how features in the spectra correlate with other observables.
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A. K-corrections
When converting the observed apparent magnitude to the rest-frame absolute magnitude of an object, we
must account for the fact that the SDSS filters measure the light from a fixed spectral range in the observers
rest-frame; therefore, they measure different parts of the rest-frame spectrum of galaxies at different redshifts.
Correcting for this is known as the K-correction. One way to make this correction is to assume that all the
galaxies at a given redshift are similar, and to use an empirically determined template spectrum, measured
from a few accurately measured spectra, to estimate the K-correction. Using a mean color to estimate the
K-correction is not ideal. When the survey is closer to completion it should become possible to make this
correction on an object-by-object basis.
Empirically determined template spectra for early-type galaxies at low redshifts exist (e.g. Coleman, Wu
& Weedeman 1980; Fukugita, Shimasaku & Ichikawa 1995). (We used N. Benitez’s Bayesian Photometric
Redshift package (Benitez 2000) to derive K-corrections for the Coleman, Wu & Weedman early-type galaxy
template in the SDSS passbands.) If we were certain that evolution effects were not important, then these
empirically determined K-corrections would allow us to work out the K-corrections we should apply to the
high redshift population. However, if the stars in early-type galaxies formed at approximately the same
time, and if the mass in the galaxies has remained constant, so the evolution is entirely due to the passive
aging of the stellar population, then, the mass to light ratio of early-type galaxies is expected to vary
approximately as M/L ∝ (t− tform)−0.6 (e.g., Tinsley & Gunn 1976), with the precise scaling being different
in different bands. Because our sample spans a relatively large range in redshift, we may be sensitive to
the effects of this passive evolution. In addition, because the sample is large, we may be able to measure,
and hence be sensitive to, even a relatively small amount of evolution. For this reason, it would be nice to
have a prescription for making K-corrections which accounts for evolution. Absent empirically determined
templates for this evolution, we must use stellar population systhesis models to estimate this evolution, and
so determine K-corrections for different bands.
As a first example, we chose a Bruzual & Charlot (2002) model for a 1011M⊙ object which formed its
stars with the universal IMF given by Kroupa (2000) in a single solar metallicity and abundance ratio burst
9 Gyr ago. We then recorded how its colors, as observed through the SDSS filters, changed as it was moved
through redshift without altering its age. This provides what we will call the no-evolution K-correction.
Figure 33 shows a comparison of this with the empirical Coleman, Wu & Weedman (1980) nonevolving K-
corrections. The two estimates are in good agreement in g∗ and i∗ out to z ∼ 0.3. They differ substantially
at higher redshifts, but this is not a concern because none of the galaxies in our sample are so distant. In r∗
This preprint was prepared with the AAS LATEX macros v5.0.
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Fig. 33.— Difference between K-corrections based on two models (Coleman, Wu & Weedman 1980 and
Bruzual & Charlot 2002) of the SDSS colors of early-type galaxies. Filled circles, crosses, stars and diamonds
are for the g∗, r∗, i∗ and z∗ bands.
and z∗ the two estimates agree only at z ≤ 0.15. Therefore, quantitative estimates of evolution in luminosity
and/or color will depend on which K-correction we use.
Figure 34 compares both sets of nonevolving templates with the observed colors of the galaxies in our
sample. The upper set of curves in each panel show the colors associated with the nonevolving Coleman,
Wu & Weedman (1980) template (dotted) and the Bruzual & Charlot (2002) no-evolution model (dashed).
The figure shows that both predictions for g∗ − r∗ are similar, but that they are different for r∗ − i∗ and
r∗ − z∗, with the differences increasing with redshift. [In both cases, we have shifted the predicted g∗ − r∗
blueward by 0.08 mag at all z. Such an offset appears to be required for the SDSS photometric calibrations
in Stoughton et al. (2002) which we use here (also see Eisenstein et al. 2001 and Strauss et al. 2002),
although the reason for it is not understood.]
We argued in the main text that the spectra of these objects show evidence for passive evolution: the
higher redshift population appears to be slightly younger. Therefore, our next step is to include the effects
of evolution. Because the predicted observed colors at redshift zero are in good agreement with our data, we
took the same Bruzual & Charlot (2002) model, but this time we recorded how its rest-frame colors evolve
with redshift, and then computed what these evolved (i.e., z-dependent) colors look like when observed in
the SDSS filters. These evolving colors are shown as the dot-dashed lines in Figure 34. In an attempt to
include evolution in the CWW templates, we set KevolCWW(z) = K
noev
CWW(z) +K
evol
BC (z)−KnoevBC (z). The lower
solid lines in each panel of Figure 34 show the observed g∗ − r∗, r∗ − i∗ and r∗ − z∗ colors associated with
these evolving models (and again, the predicted g∗ − r∗ curves have been shifted blueward (downward) by
0.08 mag at all z). Comparing the evolving Bruzual–Charlot and the Coleman et al. colors with the upper
set of no-evolution curves shows the evolution towards the blue at high redshift. Although the data appear
– 77 –
Fig. 34.— Apparent colors of the galaxies in our sample. In each panel, dotted and solid lines show the non-
evolving and evolving Coleman et al. templates, whereas dashed and dot-dashed show Bruzual & Charlot
models. The upper set of curves in each panel show what one expects to see if the intrinsic colors of galaxies
at higher redshifts are the same as they are nearby, whereas the lower sets of curves show the predictions if
the higher redshift population is slightly younger, and so bluer. The magnitude limit of the sample makes
it appear as though the no-evolution curves describe our data well. In the main text, we use the lower solid
curve to make K-corrections to the observed magnitudes.
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Fig. 35.— Apparent g∗− r∗ colors of simulated galaxies in mock catalogs of a passively evolving population;
the galaxies at higher redshift are younger and, in their rest-frame, bluer. Top panel shows the expected
distribution of observed colors if there were no magnitude limit; bottom panel shows the effect of imposing
the same magnitude limit as in our SDSS sample. Solid curves (same in both panels) show the trend of
observed color with redshift of this evolving population. Although the smooth curve describes the complete
catalog well, it is substantially bluer than the subset of objects which are included in the magnitude limited
sample. The difference between the curves and our magnitude limited mock catalogs is similar to that
between the curves and the data (see previous Figure), suggesting that the colors of the galaxies in our data
are evolving similarly to how we assumed in our simulations.
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to be very well fit by the no-evolution curves, this agreement is slightly misleading. More luminous galaxies
tend to be redder. As a consequence, a magnitude limited catalog contains only the redder objects of the
higher redshift population. A curve which describes the colors of the population as a whole will therefore
appear to be biased blue.
Figure 35 shows this explicitly. The two panels were constructed by making mock catalogs of a passively
evolving population (i.e., the higher redshift population is brighter and bluer) in which our estimates of the
correlation between colors, luminosities, velocity dispersions and color and luminosity evolution were included
(see Table 6). The top panel shows the distribution of observed colors if there were no magnitude limit, and
the bottom panel shows the observed colors of a magnitude limited sample. The solid curve, the same in both
panels, is the predicted trend of color with redshift which we use to make our K-corrections; i.e., KevolCWW(z).
Notice that although it describes the complete simulations well, it is bluer than the higher redshift galaxies
in the magnitude limited sample. Comparison with the previous figure shows that the difference here is
similar to that seen in the real data, suggesting that our K-corrections and evolution estimates of the mean
of the population are self-consistent.
Of course, if we do not observe the mean of the high redshift population, but only the redder fraction,
then we must decide whether it is realistic to use a K-correction which has been constructed to fit the truely
typical galaxy at each redshift. For example, if color is an indicator of age and/or metallicity, then the
results above suggest that our sample contains the oldest and/or most metal rich part of the high redshift
population. If the objects which satisfy our apparent magnitude limit are in fact, older than the typical high
redshift galaxy, then it may be that those objects are similar in age to the average object at lower redshifts
in our sample. If so, then we are better-off using a nonevolving K-correction even though the higher redshift
sample as a whole is younger. None of the results presented in the main text change drastically if we use
non-evolving rather than evolving K-corrections.
To decide whether to chose to use K-corrections based on the Coleman et al. (1980) template or the
Bruzual & Charlot (2002) models, we computed the color-magnitude and color-σ relations in both cases.
The slopes of the mean relations, and the scatter around the mean, remained approximately the same for
both K-corrections, so we have chosen to not show them here. This suggests that our ignorance of the true
K-correction does not strongly compromise our conclusions about how color correlates with magnitude and
velocity dispersion. Conclusions about evolution, however, do depend on the K-correction.
Figure 36 shows the result of remaking Figure 28, but now using KevolBC , rather than K
evol
CWW. The three
panels show the residuals from the color-σ relation as a function of local density. At each bin in density,
symbols showing results for higher redshifts have been offset slightly to the right. The trend for different
symbols to slope down and to the right at fixed N indicates that galaxies at higher redshifts are bluer.
Comparison with Figure 28 shows that the evidence for evolution in color is present for both K-corrections.
However, KevolBC yields evolution in g
∗ − r∗ of 0.04 mags, and in r∗ − i∗ of 0.07 mags. In comparison, KevolCWW
has changes of 0.07 and 0.03 respectively. Thus, KevolBC suggests that the evolution in r
∗− i∗ is larger than in
g∗− r∗. This is not the expected trend; the g∗ − r∗ and r∗ − i∗ wavelength baselines are about the same, so
one expects more of the evolution to come in at the bluer color. Using KevolCWW instead suggests that most of
the evolution is in g∗ − r∗, which is more in line with expectations.
We also tried K-corrections from Fukugita et al. (1995). At low redshifts, the predicted early-type
colors are redder than those in our sample, the predicted S0 colors are bluer, and the differences depend
on redshift. A straight average of the two is an improvement, although the resulting low redshift g∗ − r∗ is
red by 0.05 mags. If we shift by this amount to improve the agreement at low redshifts, then the observed
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Fig. 36.— Residuals from the color-σ relation as a function of local density. At each bin in density, symbols
showing results for higher redshifts have been offset slightly to the right. The trend for different symbols
to slope down and to the right at fixed N indicates that galaxies at higher redshifts are bluer. This figure
should be compared with Figure 28. The two plots differ because here the K-corrections are based on the
Bruzual & Charlot, rather than Coleman et al., templates. The evidence for evolution in color is present in
both plots, although for the Bruzual & Charlot based corrections, r∗ − i∗ appears to evolve more rapidly
than g∗ − r∗: this is contrary to expectations.
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Fig. 37.— Variation of instrumental dispersion over the range in wavelengths used to measure velocity
dispersions later in this paper. Solid line shows a linear fit.
g∗−r∗ colors at z = 0.25 are redder than the predicted no evolution curves by about 0.2 mags. This is larger
than the offset we expect for the selection effect introduced by the magnitude limit, so we decided against
presenting further results from these K-corrections.
B. Velocity dispersion: methods and measurements
This Appendix describes how we estimated the line-of-sight velocity dispersions σ for the sample of
galaxies selected for this paper.
Estimates of σ are limited by the instrumental dispersion and resolution. Recall that the instrumental
dispersion of the SDSS spectrograph is 69 kms−1 per pixel, and the resolution is ∼ 90 kms−1. In addition,
the instrumental dispersion may vary from pixel to pixel, and this can affect measurements of σ. These
variations are estimated for each fiber by using arc lamp spectra (upto 16 lines in the range 3800-6170 A˚
and 39 lines between 5780-9230 A˚). An example of the variation in instrumental dispersion for a single fiber
is shown in Figure 37. The figure shows that a simple linear fit provides a good description of this variation.
This is true for almost all fibers, and allows us to remove the bias such variations may introduce when
estimating galaxy velocity dispersions.
A number of methods for making accurate and objective velocity dispersion measurements as have been
developed (Sargent et al. 1977; Tonry & Davis 1979; Franx, Illingworth & Heckman 1989; Bender 1990; Rix
& White 1992). These methods are all based on a comparison between the spectrum of the galaxy whose
velocity dispersion is to be determined, and a fiducial spectral template. This can either be the spectrum of
an appropriate star, with spectral lines unresolved at the spectra resolution being used, or a combination of
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different stellar types, or a high S/N spectrum of a galaxy with known velocity dispersion. In this work, we
use SDSS spectra of 32 K and G giant stars in M67 as stellar templates.
Since different methods can give significantly different results, thereby introducing systematic biases
especially for low S/N spectra, we decided to use three different techniques for measuring the velocity
dispersion. These are 1) the cross-correlation method (Tonry & Davis 1979); 2) the Fourier-fitting method
(Tonry & Davis 1979; Franx, Illingworth & Heckman 1989; van der Marel & Franx 1993); and 3) a modified
version of the direct-fitting method (Burbidge, Burbidge & Fish 1961; Rix & White 1992). Because a galaxy’s
spectrum is that of a mix of stars convolved with the distribution of velocities within the galaxy, Fourier
space is the natural choice to estimate the velocity dispersions—the first two methods make use of this.
However, there are several advantages to treating the problem entirely in pixel space. In particular, the
effects of noise are much more easily incorporated in the pixel-space based direct-fitting method. Because
the S/N of the SDSS spectra are relatively low, we assume that the observed absorption line profiles in
early-type galaxies are Gaussian (see Rix & White 1992 and Bender, Saglia & Gerhard 1994 for a discussion
of how to analyze the line profiles of high S/N spectra in the case of asymmetric profiles).
It is well known that all three methods have their own particular biases, so that numerical simulations
must be used to calibrate these biases. In our simulations, we chose a template stellar spectrum measured
at high S/N , broadened it using a Gaussian with rms σinput, added Gaussian noise, and compared the input
velocity dispersion with the measured output value. The first broadening allows us to test how well the
methods work as a function of velocity dispersion, and the addition of noise allows us to test how well the
methods work as a function of S/N .
The best-case scenario is one in which there is no ‘template mismatch’: the spectrum of the template
star is exactly like that of the galaxy whose velocity dispersion one wishes to measure. Figure 38 shows the
fraction of systematic bias associated with each of the different methods in this best-case scenario. Slightly
more realistic simulations, using a combination of stellar spectra as templates, were also done. The results
are similar to those shown in Figure 38. With the exception of the cross-correlation method at low (σ < 100
kms−1) velocity dispersion, the systematic errors on the velocity dispersion measurements appear to be
smaller than ∼ 3%.
Although the systematics are small, note that the measured velocity dispersion is more biased at low
velocity dispersions (σ < 100 kms−1). For any given S/N and resolution, there is a lower limit on the
velocity dispersion measurable without introducing significant bias. Since the S/N of the SDSS spectra is
not very high (see, e.g., Figure 39), and because the instrumental resolution is ∼ 90 kms−1, we chose 70
kms−1 as a lower limit. Figure 39 shows a comparison of the velocity dispersion estimates obtained from the
three different methods for the galaxies in our sample. The median offsets are not statistically significant
and the rms scatter is ∼ 0.05. On the other hand, the top panels suggest that the cross-correlation method
sometimes underestimates the velocity dispersion, particularly at low S/N .
We evaluate the dependence of the velocity dispersion on the wavelength range by fitting the spectra in
different intervals: 4000− 5800 A˚ which is the usual wavelength range used in the literature; 3900− 5800 A˚
to test the effect of including the Ca H and K absorption lines (e.g., Kormendy 1982); 4000− 6000 A˚ to test
the effect of including the NaD line (e.g., Dressler 1984); and 4000− 7000 A˚ and 4000− 9000 A˚ to test the
effect of including longer wavelengths. The velocity dispersion obtained with the Ca H and K is ∼ 2% larger
than that obtained using the standard wavelength region 4000− 5800 A˚, and the rms difference between the
three different methods increases to ∼ 7%. Including the NaD line increases the velocity dispersion by ∼ 3%
but does not increase the scatter between the different methods. Using the wavelength range 4000− 7000 A˚
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Fig. 38.— Systematic biases in the three methods used to estimate the velocity dispersion. Solid, dashed and
dotted lines show the biases in the Fourier-fitting, direct-fitting and cross-correlation methods, as a function
of velocity dispersion and signal-to-noise.
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Fig. 39.— Comparison of the various methods used to estimate the velocity dispersions; the agreement is
quite good, with a scatter of about five percent. Most of our spectra have S/N ∼ 15, with approximately
exponential tails on either side of this mean value.
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Fig. 40.— Distribution of errors as a function of S/N (top) and comparison of estimates from repeated
observations (bottom). Both panels suggest that, when the S/N ≥ 15 then the typical error on an estimated
velocity dispersion is δ log10 σ < 0.04.
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only provides velocity dispersions which are ∼ 3% larger than the values obtained if only 4000 − 5800 A˚
range is used. On the other hand, in this wavelength region, the different methods (and measurements from
repeated observations) are in better agreement; the scatter is ∼ 8% smaller than in the 4000−5800 A˚ region.
In the range 4000− 9000 A˚, the velocity dispersion estimates increase by ∼ 7%. This last effect is probably
due to the presence of molecular bands in the spectra of early-type galaxies at long wavelengths (i.e., to the
presence of cool stars). Furthermore, the scatter in this wavelength region increases dramatically (∼ 15%).
Presumably this is due to the presence of higher sky-line residuals and lower S/N .
The estimated velocity dispersion we use in the main text are obtained by fitting the wavelength range
4000− 7000 A˚ and then using the average of the estimates provided by the Fourier-fitting and direct-fitting
methods to define what we call σest. We do not use the cross-correlation estimate because of its behavior at
low S/N as discussed earlier.
The top panel of Figure 40 shows the distribution of the errors on the velocity dispersion as a function
of the S/N of the spectra. The errors for each method were computed by adding in quadrature the statistical
error due to the noise properties of the spectrum, and the systematic error associated with the template
and galaxy mismatches. The final error on σest is got by adding in quadrature the errors on the two
estimates (i.e., the Fourier-fitting and direct-fitting) which we average. The resulting errors range from
0.02 ≤ δ log10 σ ≤ 0.06 dex, depending on the S/N of the spectra, with a median value of 0.03 dex.
A few galaxies in our sample have been observed more than once. The bottom panel shows a comparison
of the velocity dispersion estimates from multiple observations. The scatter between different measurements
is ∼ 0.04 dex, consistent with the amplitude of the errors on the measurements.
C. Velocity dispersion: profiles and aperture corrections
The SDSS spectra measure the light within a fixed aperture of radius 1.5 arcsec. Therefore, the estimated
velocity dispersions of more distant galaxies are affected by the motions of stars at larger physical radii than
for similar galaxies which are nearby. If the velocity dispersions of early-type galaxies decrease with radius,
then the estimated velocity dispersions (using a fixed aperture) of more distant galaxies will be systematically
smaller than those of similar galaxies nearby.
We have not measured the velocity dispersion profiles σ(r) of any of the galaxies in our sample, so we
cannot correctly account for this effect. If we assume that the galaxies in our sample are similar to those for
which velocity dispersion profiles have been measured, then we can use the published σ(r) curves to correct
for this effect. This is what equation (1) in Section 2.2 does.
An alternative procedure can be followed if evolution effects are not important for the velocity dispersions
in our sample. To illustrate the procedure, the galaxies in each of the volume-limited subsamples shown
in Figure 3 were further classified into small bins in effective physical radius (i.e., Ro in kpc/h, not ro in
arcsec). Figures 41–42 show the result of plotting the velocity dispersions of these galaxies versus their
redshifts. Since the galaxies at low and high redshift are supposed to be similar, any trend with redshift
can be used to infer and average velocity dispersion profile, and how the shape of this profile depends on
luminosity and effective radius. In this way, the SDSS data themselves can, in principle, be used to correct
for the effects of the fixed aperture of the SDSS spectrograph.
In practice, because there is substantial scatter in the velocity dispersions at fixed luminosity and size
(inserting the values from Table 2 into the expression for σV |RM in Appendix G shows that this scatter is
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Fig. 41.— Velocity dispersions of galaxies as a function of redshift. Top panel shows the estimated velocity
dispersion, and bottom panel shows the values after correcting the estimate as described in the main text
(equation 1). Different symbols show the result of averaging over volume-limited subsamples (same as in
Figure 3) of galaxies having approximately the same luminosities and effective radii at each redshift. (Error
bars show the rms scatter around this mean value.) The mean trends with redshift can be used to infer how,
on average, the velocity dispersion changes with distance from the centre of the galaxy, and how this change
depends on luminosity and effective radius.
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Fig. 42.— As for previous figure, but for galaxies with larger radii.
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about 14%), the trends in the present data set are relatively noisy. When the dataset is larger, it may be
worth returning to this issue. For now, because the corrections are small anyway, we have chosen to use
equation (1) to correct the velocity dispersions. Nevertheless, curves like those presented above provide a
novel way to study the velocity dispersion profiles of early-type galaxies.
D. Maximum likelihood estimates of the correlations
Section 3 showed that, after accounting for the fact that the SDSS sample is magnitude-limited, the
distribution ofM = −2.5 log10 L was well described by a Gaussian. We would also like to present the intrinsic
distributions of Ro and σ. To do so, we must study how Ro and σ are correlated with luminosity, and with
each other. In principle, we could do this by extending the Efstathiou, Ellis & Peterson (1988) method
(along the lines described by Sodre´ & Lahav 1993) to obtain a non-parametric maximum-likelihood estimate
of the three-dimensional distribution of L, Ro and σ. The virtue of this approach is that it accounts for the
fact that the observed sample is magnitude-limited, that there is also a cut at small velocity dispersions, and
that there are correlated measurement errors associated with the luminosities, sizes and velocity dispersions.
We chose not to make a non-parametric estimate of the joint distribution because just ten bins in
each of L, Ro and σ yields 10
3 free parameters to be determined from 104 galaxies. In Appendix E we
show that, in each of the SDSS wavebands, the joint distribution of early-type galaxy luminosities, sizes, and
velocity dispersions is well described by a tri-variate Gaussian distribution in the variablesM = −2.5 log10 L,
R = log10Ro and V = log10 σ. Thus, we have a simple parametrization of the joint distribution for which, in
each waveband, nine numbers suffice to describe the statistical properties of our sample: three mean values,
M∗, R∗ and V∗, three dispersions, σ
2
M , σ
2
R and σ
2
V , and three pairwise correlations, σRσM ρRM , σV σM ρVM ,
and σRσV ρRV .
In addition, we will also allow for the possibility that the luminosities are evolving—a tenth parameter to
be estimated from the sample. The maximum likelihood technique allows us to estimate these ten numbers
as follows. We define the likelihood function
L =
∏
i
φ(Xi, C, Ei)
S(zi)
, where
X = (M −M∗ +Qz,R−R∗, V − V∗),
E =

 ǫ2MM ǫ2RM ǫ2VMǫ2RM ǫ2RR ǫ2RV
ǫ2VM ǫ
2
RV ǫ
2
V V

 ,
C =

 σ2M σRσM ρRM σV σM ρVMσRσM ρRM σ2R σRσV ρRV
σV σM ρVM σRσV ρRV σ
2
V

 and
φ(X , C, E) = φ∗
(2π)3/2 |C + E|−1/2 exp
(
−1
2
X T [C + E ]−1X
)
. (D1)
Similarly to when we discussed the luminosity function, S(zi) is defined by integrating over the range of
absolute magnitudes, velocities and sizes at zi which make it into the catalog. Here X is the vector of the
observables, and E describes the errors in the measurements.
The elements of the error matrix E are obtained as follows. The photometric pipeline estimates the size
rdev and the apparent magnitude mdev from the same fitting procedure. As a result, errors in these two
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quantities are correlated. Let er denote the error in log10 rdev, and em the error in mdev. The correlation
means that we need three numbers to describe the errors associated with the fitting procedure, 〈erer〉,
〈emem〉, and 〈emer〉, but the pipeline only provides two. The error output by the pipeline in rdev, is correctly
marginalized over the uncertainty in mdev, so it is essentially 〈erer〉. On the other hand, the quoted error
in mdev, say 〈e2photo〉 is really 〈emem〉 − 〈emer〉2/〈erer〉. To estimate the values of 〈emer〉 and 〈emem〉 which
we need, we must make an assumption about the correlation between the errors.
Fortunately, this can be derived from the fact that, for a wide variety of galaxy profile shapes, the
quantity ξ ≡ er − αeµ, with α ≈ 0.3, has a very small scatter (e.g. Saglia et al. 1997). Here µ ≡
mdev + 5 log10 rdev +2.5 log10(2π) is the surface brightness, and eµ is the error in the surface brightness. As
a result,
〈eµeµ〉 = 〈e
2
r〉
α2
+
〈ξ2〉
α2
(α2 − 1)
(1 + α2)
〈eµer〉 = 〈e
2
r〉
α
− 〈ξ
2〉
α(1 + α2)
(D2)
(Saglia et al. 1997). This means that 〈erξ〉 = 〈ξ2〉/(1 + α2), so that
〈emer〉 = 〈erer〉
(
1− 5α
α
)
− 〈ξ
2〉
α(1 + α2)
,
〈emem〉 = 〈erer〉
(
1− 5α
α
)2
+
〈ξ2〉
α2
[
1− 2
(
1− 5α
1 + α2
)]
, (D3)
and
〈emem〉 − 〈emer〉
2
〈erer〉 =
〈ξ2〉
α2
− 〈ξ
2〉
α2
〈ξ2〉/〈erer〉
(1 + α2)2
= 〈e2photo〉. (D4)
The final equality shows that the error output from the pipeline provides an estimate of 〈ξ2〉 which we can
insert into our expressions for 〈emem〉, 〈emer〉, and 〈eµeµ〉. (Notice that if 〈ξ2〉 ≪ 〈erer〉, then it would be
a good approximation to set 〈e2photo〉 ≈ 〈ξ2〉/α2. Since this is not always the case for our dataset, we must
solve the quadratic.) Once this has been done, we set
ǫ2MM = 〈emem〉,
ǫ2RR = 〈erer〉+
〈eab eab〉
4
,
ǫ2RM = 〈emer〉,
ǫ2VM = 0,
ǫ2V V = 〈evev〉+ (0.04 ǫRR)2,
ǫ2RV = −0.04 ǫ2RR, (D5)
That is, we compute the error in the absolute magnitude by assuming that there are no errors in the
determination of the redshift which would otherwise propagate through.
The main text works with a circularly averaged radius Ro, so the errors in it are given by adding the
errors in the size rdev to those which come from the error on the shape b/a. We assume that the errors in b/a
are neither correlated with those in log10 rdev nor with those in the absolute magnitude. Finally, we assume
that errors in magnitudes are not correlated with those in velocity dispersion, so 〈ǫ2VM 〉 is set to zero, and
that errors in size and velocity dispersion are only weakly correlated because of the aperture correction we
apply. Here 〈evev〉 is the error in what was called log10 σest in the main text.
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The covariance matrix C contains six of the ten free parameters we are seeking. It is these parameters,
along with the three mean values, M∗, R∗ and V∗, and the evolution parameter Q which are varied until the
likelihood is maximized. The maximum-likelihood estimates of these parameters in each band are given in
Table 2 of Section 4. Notice that although the luminosity and size distributions differ from band to band,
the velocity distributions do not. This is reassuring, because the intrinsic distribution of velocity dispersions,
estimated from the spectra, should not depend on the band in which the photometric measurements were
made. As an additional test, we also computed maximum-likelihood estimates of the 2×2 covariance matrices
of the bivariate Gaussians for the pairs (M,R) and (M,V ). These estimates of, e.g., ρRM and ρVM were
similar to those in Table 2.
In Section 4, we use the fact that the surface brightnesses of the galaxies in our sample are defined
using their luminosities and sizes. This allows us to transform the covariance matrix C into the one which
describes the Fundamental Plane. In Appendix F we show how knowledge of C allows us to estimate various
pairwise correlations. And in Appendix G we use our knowledge of C and the evolution parameter Q to
generate mock galaxy catalogs which are similar to our data set.
E. Distributions at fixed luminosity
This Appendix presents scatter plots between different observables X and luminosity. This is done
because, except for a cut at small velocity dispersions, our sample was selected by luminosity alone. This
means that the distributions of X at fixed luminosity are not biased by the selection cut (e.g., Schechter
1980). The distribution of X at fixed L is shown to be reasonably well described by a Gaussian for all
the choices of X we consider. This simplifies the maximum likelihood analysis in Appendix D which we
use to estimate the parameters of the Fundamental Plane (Section 4), and the various projections of it
(Appendix F).
The best way to think of any absolute magnitude M versus X scatter plot is to imagine that, at fixed
absolute magnitudeM , there is a distribution of X values. The scatter plot then shows the joint distribution
φ(M,X |z) dM dX = dM φ(M |z) p(X |M, z)dX, (E1)
where φ(M,X |z) denotes the density of galaxies with X and M at z, and φ(M |z) is the luminosity function
at z which we computed in Section 3. One of the results of this section is to show that the shape of p(X |M, z)
is simple for most of the relations of interest.
The mean value of X at fixed M is independent of the fact that our catalogs are magnitude limited.
Therefore, we estimate the parameters of linear relations of the form:
(X −X∗) = −0.4 (M −M∗)
S
, (E2)
where M = −2.5 log10 L is the absolute magnitude and X is the observable (for example, we will study
X = log10 σ, log10Ro or µo = −2.5 log10 Io). For each volume limited catalog, we fit for the slope S and
zero-point of the linear relation. If there really were a linear relation between M and X , and neither X nor
M evolved, then the slopes and zero-points of the different volume limited catalogs would be the same.
To illustrate, the different symbols in Figure 43 show 〈log10 σ|M〉 computed in each of the different
volume-limited subsamples. Stars, circles, diamonds, triangles, squares and crosses shows successively higher
redshift catalogs (redshift limits are the same as in Figure 5). The galaxies in each subsample were divided
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into two equal-sized parts based on luminosity. The symbols with error bars show the mean log10 σ for each
of these small bins in M , and the rms spread around it (note that the error on the mean is smaller than the
size of the symbols in all but the highest redshift catalogs). The solid line shows the maximum-likelihood
estimate of the slope of this relation at z = 0, which we describe in Appendix F. The slope of this line is
shown in the top of each panel: σ ∝ L1/4, approximately, in all the bands. The figure shows that, at fixed
velocity dispersion, the higher redshift population is brighter.
We have enough data that we can actually do more than simply measure the mean X at fixed M ;
we can also compute the distribution around the mean. If we do this for each catalog, then we obtain
distributions which are approximately Gaussian in shape, with dispersions which depend on the range of
luminosities which are in the subsample. Rather than showing these, we created a composite catalog by
stacking together the galaxies from the nonoverlapping volume limited catalogs, and we then divided the
composite catalog into five equal sized bins in luminosity. The histograms in the bottom of the plot show
the shapes of the distribution of velocities in the different luminosity bins. Except for the lowest and highest
redshift catalogs for which the statistics are poorest, the different distributions have almost the same shape;
only the mean changes.
One might have worried that the similarity of the distributions is a signature that they are dominated by
measurement error. This is not the case: the typical measurement error is about a factor of two smaller than
the rms of any of these distributions. If we assume that the measurement errors are Gaussian-distributed,
then the distributions we see should be the true distribution broadened by the Gaussian from the measure-
ment errors. The fact that the observed distributions are well approximated by Gaussians suggests that
the true intrinsic distributions are also Gaussian. The fact that the width of the intrinsic distribution is
approximately independent of M considerably simplifies the maximum likelihood analysis presented in the
main text.
We argued in the main text that color was strongly correlated with velocity dispersion. One consequence
of this is that residuals from the σ − L relation shown in Figure 43 correlate strongly with color: at fixed
magnitude, the redder galaxies have the highest velocity dispersions. In addition, as a whole, the reddest
galaxies populate the high σ part of the relation. Forbes & Ponman (1999) reported that residuals from the
Faber–Jackson relation correlate with age. If color is an indicator of age and/or metallicity, then our finding
is qualitatively consistent with theirs: the typical age/metallicity varies along the Faber–Jackson relation.
A similar study of the relation between the luminosities and sizes of galaxies is shown in Figure 44.
The distribution p(log10Ro|M) is also reasonably well fit by a Gaussian, with a mean which increases with
luminosity, and a dispersion which is approximately independent of M . The rms around the mean is about
one and a half times larger than the rms around the mean σ − L relation. We argued in the main text that
the color–magnitude and color–size relations were a consequence of the color−σ correlation. If this is correct,
then residuals from the Ro −L relation, should not correlate with size or magnitude. We have checked that
this is correct, although we have not included a plot showing this explicitly.
There is, however, an interesting correlation between the residuals of the Faber–Jackson and Ro − L
relations. At fixed luminosity, galaxies which are larger than the mean 〈Ro|L〉 tend to have smaller velocity
dispersions. This is shown in Figure 45, which plots the residuals from the σ−L relation versus the residuals
from the Ro −L relation. The short dashed lines show the forward and inverse fits to this scatter plot. The
long-dashed line in between the other two shows ∆R|M/σR|M = −∆V |M/σV |M , where ∆X|M denotes the
residual from the mean relation at fixed M , and σX|M denotes the rms of this residual. The anti-correlation
is approximately the same for all L.
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Fig. 43.— Relation between luminosity L and velocity dispersion σ. Stars, circles, diamonds, triangles,
squares and crosses show the error-weighted mean value of log10 σ for a small range in luminosity in each
volume limited catalog (see text for details). (Only catalogs containing more than one hundred galaxies are
shown.) Error bars show the rms scatter around this mean value. Solid line shows the maximum-likelihood
estimate of this relation computed in Appendix F, and the label in the top left shows the scaling it implies.
Histograms show the distribution of log10 σ in small bins in luminosity. They were obtained by stacking
together non-overlapping volume limited catalogs to construct a composite catalog, and then dividing the
composite catalog into five equal size bins in luminosity.
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Fig. 44.— Same as previous figure, but for the relation between luminosity L and effective radius Ro.
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Fig. 45.— Residuals of the Ro − L relation are anti-correlated with residuals of the σ − L relation; galaxies
of the same luminosity which are smaller than expected have larger velocity dispersions than expected. Plot
shows the residuals normalized by their rms value. Short-dashed lines show forward and inverse fits to the
scatter plots, and long-dashed line in between the other two shows ∆Ro|M/σR|M = −∆σ−M/σV |M
.
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Fig. 46.— Same as Figure 43, but for the relation between luminosity L and the combination Roσ
2, which
is supposed to be a measure of mass.
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Fig. 47.— Same as previous figure, but for the relation between luminosity L and the combination (σ/Ro)
2,
which is supposed to be a measure of density.
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This suggests that a plot of L versus some combination of Ro and σ should have considerably less scatter
than either of the two individual relations. To illustrate, Figure 46 shows the distribution of the combination
Roσ
2 at fixed L. The scatter in L is significantly reduced, making the mean trend of increasing Roσ
2 with
increasing L quite clean. (The combination of observables for which the scatter is minimized is discussed
in Appendix F.) This particular combination defines an effective mass: Mo ≡ 2Roσ2/G. In slightly more
convenient units, this mass is(
Mo
1010h−1M⊙
)
= 0.465
(
Ro
h−1kpc
)(
σ
100 kms−1
)2
. (E3)
(Because many of our galaxies are not spherical, some of their support must come from rotation, and so
ignoring rotation as we are doing is likely to mis-estimate the true mass. See Bender, Burstein & Faber
1992 for one way to account for this.) Inserting the mean values of Table 2 into this relation yields Mo ≈
1010.56h−170 M⊙ (we used the parameters for the r
∗ band, for which R∗ + 2V∗ ≈ 4.89). The corresponding
total absolute magnitude is M∗ − 5 log10 h70 ≈ −21.15. The luminosity of the sun in r∗ is 4.62 mags, so
L∗ ≈ 1010.31h−270 L⊙. The luminosity within the effective radius is half this value, so that the effective mass-
to-light ratio within the effective radius of an L∗ object is 2h70 × 1010.56−10.31 ≈ 3.57h70 times that of the
sun. Figure 46 shows that the effective mass-to-light ratio is not constant: at fixed luminosityMo/L ∝ L0.15.
At larger radii, the luminosity can double at most, whereas, if the galaxy is embedded in a dark matter halo,
the mass at large radii may continue to increase. For this reason one might expect the mass-to-light ratios
to be significantly larger at larger radii.
Since Roσ
2/G defines an effective mass, the combination (σ/Ro)
2/G defines an effective density. If we
set 3Mo/4πR
3
o = ∆o ρcrit, with ρcrit ≡ 3H2/8πG, then
∆o = 4× 106 × 0.72
(
σ
100 kms−1
h−170 kpc
Ro
)2
. (E4)
Again, inserting mean values for σ and Ro yields ∆o ≈ 5.16× 105 in r∗. Figure 47 shows that this density
decreases with increasing luminosity, although the scatter in densities at fixed luminosity is quite large
(∼ 0.32). It is interesting that such a trend is qualitatively similar to that seen in numerical simulations
of dissipationless gravitational clustering: the central densities of virialized halos in such simulations are
smaller in the more massive halos (Navarro, Frenk & White 1997; Bullock et al. 2001).
Figure 48 shows a final relation at fixed luminosity: the surface-brightness−L relation. In such a plot,
luminosity evolution moves objects upwards and to the right, so that the higher redshift population should
be obviously displaced from the zero-redshift relation. The plot shows the distribution of µo and M after
subtracting the maximum likelihood estimate of the evolution from both quantities. The solid line shows the
maximum likelihood value of the slope of this relation: it is steeper than the local slope reported by Sandage
& Perelmuter (1990). A careful inspection of the figure suggests that the relation is becoming shallower at
high redshift; this is the subject of work in progress.
F. Projections of the Fundamental Plane
F.1. Maximum-likelihood estimates
Section 4 describes the Fundamental Plane and its dependence on redshift and environment. As we now
describe, the shapes of all the correlations in Appendix E can be estimated by marginalizing the covariance
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Fig. 48.— Relation between luminosity L and surface brightness µo in different volume limited catalogs
(higher redshift catalogs contribute points to the upper-left corners of each plot). Passive evolution of
luminosities would shift points upwards and to the right of the zero-redshift relation, but, the slope of the
relation should remain unchanged. This shift has been subtracted.
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Table 8: Maximum-likelihood slopes of the relations between the mean velocity dispersion, effective radius,
effective mass, effective density, and effective surface brightness, and luminosity at fixed luminosity, SV L,
SRL, SML, SDL, and SIL, and the slope of the relation between the mean size at fixed surface brightness, Sk.
Band SV L SRL SML SDL SIL Sk
g∗ 4.00±0.25 1.50±0.06 0.86±0.02 −1.20± 0.08 −2.98± 0.16 −0.73± 0.02
r∗ 3.91±0.20 1.58±0.06 0.87±0.02 −1.33± 0.07 −3.78± 0.17 −0.75± 0.02
i∗ 3.95±0.15 1.59±0.06 0.88±0.02 −1.34± 0.08 −3.91± 0.18 −0.76± 0.02
z∗ 3.92±0.15 1.58±0.06 0.88±0.02 −1.33± 0.07 −3.80± 0.17 −0.76± 0.01
matrices C or F . In this respect, these correlations may be thought of as views of the Fundamental Plane
from different projections.
Before we present these projections, it is worth remarking that because the trivariate Gaussian is a
good description of the data, our results indicate that, in addition to the intrinsic distribution of absolute
magnitudes, the intrinsic distributions of (the logarithms of) early-type galaxy sizes and velocity dispersions
are also well fit by Gaussian forms. The means and dispersions of these Gaussians are given by (R∗, σ
2
R)
and (V∗, σ
2
V ) in Table 2 of Section 4. Note that the width of the distribution of log10 σ happens to be about
twice that of the width of the distribution of log10Ro.
As we describe below, appropriate combinations of the numbers in Table 2 provide maximum likeli-
hood estimates of various linear regressions between pairs of observables which are often studied; these are
summarized in Table 8. Plots comparing the linear regressions themselves with the maximum likelihood
estimates are shown in Appendix E.
The Faber–Jackson relation (Faber & Jackson 1976) describes the correlation between luminosity and
velocity dispersion. This relation depends weakly on wavelength, although most datasets are consistent with
the scaling L ∝ σ4. For example, Forbes & Ponman (1999), using a compilation of data from Prugniel
& Simien (1996) report that L ∝ σ3.92 in the B-band. At longer wavelengths Pahre et al. (1998) report
LK ∝ σ4.14±0.22 in the K-band, with a scatter of 0.93 mag. In our data set, the mean velocity dispersion at
fixed M is 〈
V − V∗|M −M∗
〉
=
(M −M∗)
σM
σV ρVM , (F1)
and the dispersion around this mean is σ2V |M ≡ σ2V V (1 − ρ2VM ). Writing this as (V/V∗) ∝ (L/L∗)1/SV L ,
shows that SV L = −0.4σM/(σV ρVM ). Inserting the values in Table 2 into these expressions for SV L and
σ2V |M provides the maximum likelihood estimate of the slope and thickness of this relation. These are shown
in the second column of Table 8. (The errors we quote on the slopes of this, and the other relations in
the Table, were obtained using subsamples just as we did for the Fundamental Plane. Note that the errors
we find in this way are comparable to those sometimes quoted in the literature, even though each of the
subsamples we selected is an order of magnitude larger than any sample available in the literature.)
Notice that σV |M is not negligible compared to σV . This has an important consequence. The distri-
bution of velocity dispersions is sometimes (e.g., when spectroscopic data are not available) approximated
by substituting the mean Faber–Jackson relation in the expression for the luminosity function. This simple
change of variables is only accurate if the scatter in the Faber–Jackson relation is negligible—for the galaxies
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in our dataset, this is not the case (see Figure 43). Because the simple change of variables underestimates
the width of the velocity dispersion distribution, it greatly underestimates the number density of galaxies
which have large velocity dispersions.
The mean size at fixed absolute luminosity M , and the dispersion around this mean, are obtained by
replacing all V ’s with R’s in equation (F1). The third column in Table 8 gives the maximum likelihood value
of the slope SRL, of the size-at-fixed-luminosity relation in the four bands. This fit is shown in Figure 44. For
comparison, Schade et al. (1997) find LB ∝ R1.33o in the B band, whereas, at longer wavelengths, Pahre et
al. (1998) find LK ∝ R1.76±0.10o with an rms of 0.88 mag. As was the case with the velocities, approximating
the distribution of sizes by using the size-luminosity relation to change variables in the luminosity function
is not particularly accurate, although, because ρRM is larger than ρVM , the approximation is slightly better
for the sizes than for the velocities.
Similarly, one can show that the slopes of the mean L-mass and L-density relations shown in Figures 46
and 47 are SML = (2/SV L + 1/SRL)
−1 and SDL = 1/(2/SV L − 2/SRL)−1. These are the fourth and fifth
columns of Table 8. The dispersions around these mean L-mass and L-density relations can be written in
terms of the elements of C we define in Appendix D, though we have not included the expressions here. Even
though these relations are made from linear combinations of R and V , they may be tighter than either the
L–σ or L–Ro relations because the correlation coefficients ρRM , ρVM and ρRV are different from zero.
In contrast to the Faber–Jackson and size–luminosity relations, the luminosity–mass and luminosity–
density relations involve three variables. Is there some combination of these variables which provides the
least scatter? Just as the eigenvectors of the 3 × 3 covariance matrix F provided information about the
shape and scatter around the Fundamental Plane, the eigenvectors and eigenvalues of the matrix C (from
Appendix D) give the directions of the principle axes of the ellipsoid in (M,R, V ) space which the early-type
galaxies populate. As was the case for F , one of the eigenvalues of C is considerably smaller than the others,
suggesting that the galaxies populate a two-dimensional plane in (M,R, V ) space. The eigenvectors of C
show that the plane is viewed edge-on in the projection
−0.4(M −M∗) = α (R −R∗) + β (V − V∗), (F2)
where M∗, R∗ and V∗ were given in Table 2 of Section 4, and the coefficients α and β, and the thickness
of the plane in this projection, σMRV , are given in Table 9. This plane is only about 10% thicker than the
Fundamental Plane. Appendix E shows that a scatter plot of luminosity versus mass is considerably tighter
than plots ofM versus log10Ro or log10 σ. The eigenvectors of C show that the M versus Ro+2V projection
is actually quite close to the edge-on projection.
The surface brightnesses of the galaxies in our sample are defined by (µo−µ∗) ≡ (M −M∗)+5(R−R∗),
so the dispersion is σ2µ = σ
2
M + 10σMσRρRM + 25σ
2
R. The mean surface brightness at fixed luminosity is
obtained by replacing all V s with µs in the expressions above. This means that we need ρµM , which we can
write in terms of σM , σR and ρRM . The sixth column in Table 8 gives the slope of the surface brightness I
at fixed luminosity relation, I ∝ L1/SIL , in the four bands. It is shallower than the relation I ∝ L−0.45 for
giant galaxies with MB < −20 reported by Sandage & Perelmuter (1990), although the scatter around the
mean relation of ∼ 0.58 mags is similar.
Kormendy (1977) noted that the surface brightnesses of early-type galaxies decrease with increasing
effective radius. The mean size at fixed surface brightness in our sample is
〈
R−R∗
∣∣∣µ− µ∗〉 = (µ− µ∗)
σµ
σR ρµR ≡ −0.4Sk (µ− µ∗). (F3)
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Table 9: Coefficients α and β which define the projection of minimum scatter, σMRV , in the space defined
by absolute magnitude, and the logarithms of the size and velocity dispersion. Notice that the scatter
orthogonal to the plane is about 10% larger than it is for the Fundamental Plane.
Band α β σMRV
g∗ 0.76 1.94 0.063
r∗ 0.79 1.93 0.058
i∗ 0.82 1.89 0.054
z∗ 0.81 1.90 0.054
where ρµR can be written in terms of σM , σR and ρRM , and the final equality defines Sk. The seventh
column in Table 8 gives the slope of this relation in the four bands. For comparison, Kormendy (1977) found
that log10 Io ∝ 1.29 log10Ro in the B-band, and Pahre et al. (1998) find Ro ∝ I−0.61o in the K-band.
For the reasons described in Appendix E, when presented with a magnitude limited catalog, correlations
at fixed luminosity are useful because they are unbiased by the selection. When luminosity is not one of the
variables then forward and inverse correlations may be equally interesting, and equally biased. For example,
in the Kormendy (1977) relation, 〈R−R∗
∣∣∣µ−µ∗〉 may be just as interesting as 〈µ−µ∗|R−R∗〉. The slopes
of the two relations are, of course, simply related to each other. In fact, it may be preferable to study the
relations which are defined by the principle axes of the ellipse in (R, µ) space which the galaxies populate.
The directions of these axes are obtained by computing the eigenvalues and vectors of the covariance matrix
associated with the sizes and surface brightnesses. To illustrate, the eigenvalues of the 2 × 2 covariance
matrix associated with the Kormendy relation are
σ2± =
(
σ2R + σ
2
µ ±
√
DµR
)/
2,
where we have set DµR = (σ
2
R − σ2µ)2+(2σRσµρµR)2. The mean relation is (R−R∗) = SK (µo− µ∗), where
SK =
σ2R − σ2µ +
√
DµR
2σRσµ ρµR
.
The +/− eigenvalues give the dispersions along and perpendicular to the major axis of the ellipse.
The Kormendy relation in our sample is shown in Figure 49. The dashed lines show forward and inverse
fits to the data: i.e., the mean size at fixed surface brightness, and the mean surface brightness at fixed size.
The parameters of the fits are affected by the magnitude limit of the catalog. To estimate the effect of the
magnitude limit cut on this relation, we compute the direct and inverse fits to the Kormendy relation in the
simulated complete and magnitude-limited samples we describe in Appendix G. The dotted line in Figure 49
shows the direct fit to the magnitude limited simulations (it can hardly be distinguished from the fit to the
data).
In comparison, the maximum-likelihood estimate of the true direct relation provides a very good de-
scription of the relation in the complete simulations in which there is no magnitude limit: it is shown as the
solid line. Notice that the dashed and dotted lines have approximately the same slope as the solid line: the
magnitude limit hardly affects the slope, although it changes the zero-point dramatically. Lines of constant
luminosity run downwards and to the right with slope -1/5, so that changes in luminosity act approximately
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Fig. 49.— Relation between effective radius and surface brightness. Short dashed lines show forward and
inverse fits to this relation. The zero-points of these fits are strongly affected by the magnitude limit of
our sample. To illustrate, solid line shows the maximum-likelihood estimate of the relation in the simulated
complete catalog from which the magnitude limited catalog, shown by the dotted line, was drawn.
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perpendicular to the relation. This is why the slope of the relation is hardly affected by the magnitude limit,
but the zero-point is affected drastically; at fixed surface brightness, the typical Ro is significantly larger in
the magnitude limited sample than in the complete sample.
This demonstrates that whereas linear regression fits to the data provide good estimates of the true
slope of the Kormendy relation, they provide bad estimates of the true zero-point. In comparison, the
maximum-likelihood technique, which accounts for the selection on apparent magnitudes, is able to estimate
the slope and the zero-point correctly.
Although we have only chosen to present the argument for the Kormendy relation, the matrices C and F
allow one to work out the maximum likelihood estimates of the principle axes and thicknesses of the ellipses
associated with other combinations of observables.
F.2. The κ-space projection
Bender et al. (1992) suggested three simple combinations of the three observables:
κ1 =
log10(Ro σ
2)√
2
,
κ2 =
log10(I
2
oσ
2/Ro)√
6
, and
κ3 =
log10(I
−1
o σ
2/Ro)√
3
, (F4)
which, they argued, correspond approximately to the FP viewed face-on (κ2–κ1), and the two edge-on
projections (κ3–κ1 and κ3–κ2). They also argued that their parametrization was simply related to the
underlying physical variables. For example, κ1 ∝ mass and κ3 ∝ the mass-to-light ratio. The κ1–κ2
projection would view the FP face on if Ro ∝ σ2/Io; recall that we found Ro ∝ (σ2/Io)0.75.
Bender et al.’s choice of parameters was criticized by Pahre et al. (1998) on the grounds that if the
effective radius Ro is a function of wavelength, then the ‘mass’ becomes a function of wavelength, which
is unphysical. On average, the effective radii of the galaxies in our sample do increase with decreasing
wavelength (see Figure 30 in Section 6), so one might conclude that Pahre et al.’s objections are valid.
However, recall that we do not use the measured velocity dispersion directly; rather, σ represents the value
the dispersion would have had at some fixed fraction of Ro. If Ro depends on wavelength, and we wish to
measure the velocity dispersion at a fixed fraction of Ro, then one might argue that we should also correct
the measured velocity dispersion differently in the different bands. The velocity dispersion decreases with
increasing radius. So, if Ro is larger in the blue band than the red, then the associated velocity dispersion we
should use in the blue band should be smaller than in the red. One might imagine that the combination Roσ
2
remains approximately constant after all. For this reason, we have chosen to present the SDSS early-type
sample in the κ-space projection introduced by Bender et al.
Figure 50 shows the results for the four SDSS bands. Because the mean surface brightness depends on
waveband, we set log10 I = 0.4(27− µo + 〈µo〉 − 〈µg〉) when making the plots, so as to facilitate comparison
with Bender et al. (1992) and Burstein et al. (1997). The dashed line in the upper right corner of each
panel shows κ1 + κ2 = 8, what Burstein et al. termed the ‘zone of exclusion’. Had we not accounted for the
fact that the mean surface brightness is different in the different bands, then the galaxies would populate
this zone.
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Fig. 50.— The early-type sample in the four SDSS bands viewed in the κ-space projection of Bender et al.
(1992). The dashed line in the upper right corner of each panel shows κ1 + κ2 = 8, what Burstein et al.
(1997) termed the ‘zone of exclusion’.
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The magnitude limit is clearly visible in the lower right corner of the κ3–κ1 projection; we have not
made any correction for it. We have color-coded the points to represent the actual (g∗ − i∗) colors of the
galaxies: blue, red and green points are for colors bluer than 1.1, redder than 1.2, and in between. The
redder galaxies appear to follow a tighter relation than the blue. They also tend to lie slightly closer to the
zone of avoidance. We leave interpretation of these trends to future work.
G. Simulating a complete sample
This Appendix describes how to simulate mock galaxy samples which have the same correlated observ-
ables as the data. We will use these mock samples to estimate the effect of the magnitude limit cut on the
relations we wanted to measure in the main text.
The observed parameters L, Ro and σ of each galaxy in our sample are drawn from a distribution, say,
φ(M,R, V |z), where M is the absolute magnitude, R = log10Ro and V = log10 σ. We show in Appendix E
that φ(M,R, V |z) = p(R, V |M, z)φ(M |z), where φ(M |z) is the luminosity function at redshift z, and the
distribution of R and V at fixed luminosity is, to a good approximation, a bivariate Gaussian. The maximum
likelihood estimates of the parameters of the luminosity function and of the bivariate distribution at fixed
luminosity can be obtained from Table 2.
To make the simulations we must assume that, when extrapolated down to luminosities which we do
not observe, these relations remain accurate. Assuming this is the case, we draw M from the Gaussian
distribution that we found was a good fit to φ(M |z) (Section 3). We then draw R from the Gaussian
distribution with mean 〈R|M〉 and dispersion σ2R|M . Finally, we draw V from a Gaussian distribution with
mean and variance which accounts for the correlations with both M and R. In practice we draw three zero
mean unit variance Gaussian random numbers: g0, g1, and g2, and then set
M = M∗ + σM g0,
R = R∗ +
(M −M∗)
σM
σR ρRM + g1 σR
√
1− ρ2RM and
V = V∗ +
(M −M∗)
σM
ξMV +
(R−R∗)
σR
ξRV + g2 σV |RM , where
ξMV = σV
(ρVM − ρRMρRV )
(1 − ρ2RM )
,
ξRV = σV
(ρRV − ρRMρVM )
(1 − ρ2RM )
, and
σV |RM = σV
√
1− ρ2RM − ρ2RV − ρ2VM + 2ρRV ρVMρRM
1− ρ2RM
.
Because each simulated galaxy is assigned a luminosity and size, its surface brightness is also fixed: µ =
M + 5R+ constant.
If we generate a catalog in r∗, then we can also generate colors using the parameters given in Table 6.
Specifically, generate a Gaussian variate g3, and then set C = C∗+ ξCM (M −M∗)/σM + ξCV (V −V∗)/σV +
g3 σC|MV , where ξCM , ξCV and σC|MV are defined analogously to ξMV , ξRV and σV |RM above. Inserting
the values from Table 6 shows that ξCM ≈ 0, and σC|MV ≈ σC|V = σC
√
1− ρ2VM : in practice, the mean
color is determined by the velocity dispersion and not by the absolute magnitude.
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Passive evolution of the luminosities and colors is incorporated by adding the required z dependent shift
to M and C after the sizes and velocity dispersions have been generated.
This complete catalog can be used to simulate a magnitude limited catalog if we assign each mock
galaxy a redshift, assuming a world model and homogeneity. Let mmin and mmax denote the apparent
magnitude limits of the observed sample. Let MBright denote the absolute magnitude of the most luminous
galaxy we expect to see in our catalog. Because the luminosity function cuts off exponentially at the bright
end, we can estimate this by setting MBright ≈ M∗ + 5σM . This means that the most distant object
which can conceivably make it into the magnitude limited catalog lies at a luminosity distance of about
dLmax = 10
(mmax−MBright−25)/5, from which the maximum redshift zmax can be determined. If the comoving
number density of mock galaxies is to be independent of redshift, we must assign redshifts as follows. Draw
a random variate u1 distributed uniformly between zero and one, and set dCom = u
1/3
1 dLmax/(1+zmax). The
redshift z can be obtained by inverting the dCom(z; Ω,Λ) relation. The apparent magnitude of this mock
galaxy is m =M + 5Log10dL + 25 +K(z), where K(z) is the K-correction. If mmin ≤ m ≤ mmax, then this
galaxy would have been observed; add it to the subset of galaxies from the complete catalog which would
have been observed in the magnitude limited catalog.
If our simulated catalogs are accurate, then plots of magnitude, size, surface-brightness and velocity
dispersion versus redshift made using our magnitude-limited subset should look very similar to the SDSS
dataset shown in Figure 3. In addition, dN/dz in the simulated magnitude limited subset should be similar
to that in Figure 7. Furthermore, any correlations between observables in the magnitude limited subset
should be just like those in the actual SDSS dataset. If they are, then one has good reason to assume
that similar correlations measured in the complete, rather than the magnitude-limited simulation, represent
the true correlations between the parameters of SDSS galaxies, corrected for selection effects. In this way,
the simulations allow one to estimate the impact that the magnitude-limited selection has when estimating
correlations between early-type galaxy observables.
We have verified that our simulated magnitude limited catalogs have similar dN/dz distributions to
those observed, and the simulated σ and Ro versus z plots show the same selection cuts at low velocities
and sizes as do the observed data. The distribution of apparent magnitudes, angular sizes, and velocity
dispersions in the magnitude limited simulations are very similar to those in the real data. The simulated
parameters also show the same correlations at fixed luminosity as the data. Maximum likelihood analysis
on the simulations produces an estimate of the covariance matrix which is similar to that of the data.
Therefore, we are confident that our simulated complete catalogs have correlations between luminosity, size,
and velocity dispersion which are similar to the data. (Because they do not allow for differential evolution of
the luminosities, they do not show the redshift dependent Io − L or Ro − L slopes discussed in Section ??.)
H. Composite volume-limited catalogs
Our parent sample is magnitude limited; this might introduce a bias into the relations we present in this
paper. For this reason, we thought it useful to present results for a few volume limited subsamples. Because
of the cuts at both the faint and the bright ends of the catalog, each volume-limited subsample used in the
main text spans only a small range in luminosity. However, because the galaxies in our sample luminosity
show little or no evolution relative to the values at the median redshift of the sample, we can extend this
range in either of three ways.
One method is to construct a composite volume-limited catalog by stacking together smaller volume-
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limited subsamples as follows. First, select a set of volume-limited subsamples which are adjacent in redshift
and in luminosity, but which do not overlap at all. This can be done by drawing rectangles in the top
left panel of Figure 3 which touch only at the bottom-left and top-right corners, and using only (a subset
of) the galaxies which lie in these rectangles. In general, the volumes of the individual subsamples will be
different. Let Vi denote the volume of the ith subsample, and let Ni denote the number of galaxies in it. A
conservative approach is to randomly choose the galaxies in Vi with probability proportional to min(Vi)/Vi,
where min(Vi) denotes the volume of the smallest of the subsamples. This has the disadvantage of removing
much of the data, but, because our data set is so large, it may be that we can afford this luxury. A more
cavalier approach is to choose all the galaxies in the largest Vi, all the galaxies in the other Vj , and to
generate a set of additional galaxies by randomly choosing one of the Nj galaxies in Vj , adding to each of
its observed parameters a Gaussian random variate with dispersion given by the quoted observational error,
and repeating this Nj × [max(Vj)/Vj − 1] times. A final possibility is to weight all the galaxies in Vi (even
those which were not in the volume limited subsample) by the inverse of the volume in which they could
have been observed (Vmax − Vmin). We chose the first, most conservative option.
By piecing together three volume limited subsamples, we were able to construct composite catalogs of
about 103 objects each. Because the completeness limits are different in the different bands, the composite
catalogs are different for each band. In addition, because any one composite catalog is got by subsampling
the set of eligible galaxies, by subsampling many times, we can generate many realizations of a composite
catalog. This allows us to estimate the effects of sample variance on the various correlations we measure.
