We present a domain-theoretic framework for measure theory and integration of bounded real-valued functions with respect to bounded Borel measures on compact metric spaces. The set of normalised Borel measures of the metric space can be embedded into the maximal elements of the normalised probabilistic power domain of its upper space. Any bounded Borel measure on the compact metric space can then be obtained as the least upper bound of an !-chain of linear combinations of point valuations (simple valuations) on the upper space, thus providing a constructive setup for these measures. We use this setting to de ne a new notion of integral of a bounded real-valued function with respect to a bounded Borel measure on a compact metric space. By using an !-chain of simple valuations, whose lub is the given Borel measure, we can then obtain increasingly better approximations to the value of the integral, similar to the way the Riemann integral is obtained in calculus by using step functions. We show that all the basic results in the theory of Riemann integration can be extended in this more general setting. Furthermore, with this new notion of integration, the value of the integral, when it exists, coincides with the Lebesgue integral of the function. An immediate area for application is in the theory of iterated function systems with probabilities on compact metric spaces, where we obtain a simple approximating sequence for the integral of a real-valued continuous function with respect to the invariant measure.
Introduction
The theory of Riemann integration of real-valued functions was developed by Cauchy, Riemann, Stieltjes, and Darboux, amongst other mathematicians of the 19th century. With its simple, elegant and constructive nature, it soon became, as it is today, a solid basis of calculus; it is now used in all branches of science. The theory, however, has its limitations in the following main areas, listed here not in any particular order of signi cance:
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(ii) It can only deal will integration of functions with respect to the Lebesgue measure, i.e. the usual measure, on R n .
(iii) Unbounded functions have to be treated separately.
(iv) The theory lacks certain convergence properties. For example, the pointwise limit of a uniformly bounded sequence of Riemann integrable functions may fail to be Riemann integrable. (v) A function with a`large' set of discontinuity, i.e. with non-zero Lebesgue measure, does not have a Riemann integral. In the early years of this century, Lebesgue and Borel, amongst others, laid the foundation of a new theory of integration. With its further development, the new theory, the so-called Lebesgue integration, has become the basis of measure theory and functional analysis. A special case of the Lebesgue integral, the so-called Lebesgue-Stieltjes integral, has also played a fundamental role in probability theory. The underlying basis of the Lebesgue theory is in sharp contrast to that of the Riemann theory. Whereas, in the theory of Riemann integration, the domain of the function is partitioned and the integral of the function is approximated by the lower and upper Darboux sums induced by the partition, in the theory of Lebesgue integration, the range of the function is partitioned to produce simple functions which approximate the function, and the integral is de ned as the limit of the integrals of these simple functions. The latter framework makes it possible to de ne the integral of measurable functions on abstract measurable spaces, in particular on topological spaces equipped with Borel measures. Lebesgue integration also enjoys very general convergence properties, giving rise to the complete L p -spaces. Moreover, when the Riemann integral of a function exists, so does its Lebesgue integral and the two values coincide, i.e. Lebesgue integration includes Riemann integration. Nevertheless, despite these desired features, Lebesgue integration is quite involved and much less constructive than Riemann integration. Consequently, Riemann integration remains the preferred theory wherever it is adequate in practice, in particular in advanced calculus and in the theory of di erential equations.
A number of theories have been developed to generalise the Riemann integral while trying to retain its constructive quality. The most well-known and successful is of course the Riemann-Stieltjes integral. In more recent times, E. J. McShane 22] has developed a Riemann-type integral, which includes for example the Lebesgue-Stieltjes integral, but it unfortunately falls short of the constructive features of the Riemann integral.
A new idea in measure theory on second countable locally compact Hausdor spaces was presented in 9] . It was shown that the set of normalised Borel measures on such a space can be embedded into the maximal elements of the probabilistic power domain of its upper space. The image of the embedding consists of all normalised valuations on the upper space which are supported in the set of maximal elements of the upper space, i.e. the singletons of the space. This upper space is an !-continuous dcpo (directed complete partial order), and it follows that its probabilistic power domain is also an !-continuous dcpo with a basis consisting of linear combinations of point valuations (simple valuations) on the upper space. The important consequence is that any bounded Borel measure on the space can be approximated by simple valuations on the upper space, and we have a constructive framework for measure theory on locally compact second countable Hausdor spaces.
In this paper, we use the above domain-theoretic framework to present a novel approach in the theory of integration of bounded functions with respect to a bounded Borel measure on a compact metric space. Instead of approximating the function with simple functions as it is done in the Lebesgue theory, we approximate the normalised measure with normalised simple valuations on the upper space; this provides us with generalised lower and upper Darboux sums, which we use to de ne the integral. The ordinary theory of Riemann integration, as well as the Riemann-Stieltjes integration, is precisely a particular case of this approach, since any partition of, say, the closed unit interval in fact provides a simple normalised valuation on the upper space of the interval which gives an approximation to the Lebesgue measure.
We therefore work in the normalised probabilistic power domain of the upper space and develop a new theory of integration, called R-integration, with the following results.
R-integration satis es all the elementary properties required for a theory of integration. For integration with respect to the Lebesgue measure on compact real intervals, R-integration and Riemann integration are equivalent. All the basic results in the theory of ordinary Riemann integration can be generalised to R-integration. In particular, a function is R-integrable with respect to a bounded Borel measure on a compact metric space i it is continuous almost everywhere.
When the R-integral of a function (with respect to a bounded Borel measure on a compact metric space) exists so does its Lebesgue integral and the two integrals are equal. Therefore, our theory, which includes the Lebesgue-Stieltjes integral, is a faithful and sound generalisation of Riemann integration; it overcomes the limitations (i) and (ii) mentioned above, while retaining the constructive nature of Riemann integration. In practice, we are often only interested in the integral of functions which are not too discontinuous, i.e. R-integration is su cient at least for bounded functions.
We apply the new theory to obtain a simple approximating sequence for the integral of a real-valued almost everywhere continuous function with respect to the unique invariant measure of an iterated function system with probabilities on any compact metric space.
A Constructive Framework for Measure Theory
In this section, we rst review the domain-theoretic framework for measure theory on locally compact second countable spaces which was established in 9]. We will also present some of the background results, in particular from 17], that we need here.
We will use the standard terminology and notations of domain theory, (i) The dcpo (UX; ) is !-continuous.
(ii) The Scott topology on (UX; ) coincides with the upper topology.
(iii) The way below relation B C holds in (UX; ) i C is contained in the interior of B as subsets of X. For !-continuous dcpo's with bottom, which we will only be concerned with in the next sections, we can give a more direct extension result using a lemma by Saheb-Djahromi as follows. 
Measure Theory via Domain Theory
In 9], a suitable computational framework for measure theory on a locally compact Hausdor space X has been established using the probabilistic power domain of the upper space of X. We recall the main results here. Since U X is !-continuous so is therefore P U X. For 2 P U X, let be its unique extension to a Borel measure on U X given by Proposition 2.11 above. Let S(X) P U X denote the set of valuations which are supported on the Borel set s X] of maximal elements of U X, i.e. S(X) = f 2 P U X j (UX s X]) = 0g. We have 2 S(X) i ( a) = (s a]) for all a 2 X. Furthermore, S(X) will be a subdcpo Let M 1 (X) M (X) be the subset of normalised measures ( (X) = 1).
Similarly, de ne P 1 U X P U X and S 1 (X) S(X).
Proposition 2.14 9, Proposition 5.17] If 2 S 1 (X) then is a maximal element of P U X.
The main result is the following.
Theorem 2.15 9, Theorem 5.20] The dcpo's M (X) and S(X) are isomorphic via the maps e : M (X) ! S(X) with e( ) = s 1 and j : S(X) ! M (X) with j( ) = s. Moreover, these maps restrict to give an isomorphism between M 1 (X) and S 1 (X). We can therefore identify M (X) with S(X) P U X. But P U X has a basis consisting of simple valuations which can be used to provide it with an e ective structure. This therefore gives us a constructive framework for bounded Borel measures on X.
Important Note: For convenience, we often identify with e( ) and write instead of e( ). Therefore, depending on the context, can either be a Borel measure on X or a valuation on U X which is supported on s X]. We will also write the unique extension simply as . is, like P , a locally continuous functor, which we call the normalised probabilistic power domain functor.
We will now extend the results of subsection 2.2 to the normalised power domain. In the rest of this paper, we denote the way-below relations in PY and P 1 Y by and 1 respectively. Let Y be a dcpo with bottom.
We get the analogue of Proposition 2.3. Note that, since f is bounded, the lower sum and the upper sum are well-de ned real numbers. When it is clear from the context, we drop the subscript X and simply write S`(f; ) and S u (f; ). Clearly, we always have S`(f; ) S u (f; ). Note that, in the above proof, it is essential that the simple valuations are normalised, i.e. that we work in P 1 U X, to deduce that the upper sum decreases. The latter would not hold in general for simple valuations in P U X. Having de ned the notion of R-integrability with respect to simple valuations way below in P 1 UX, we can now deduce the following results. 
Elementary Properties of the R-Integral
We now show some simple properties of the R-integral. We will make frequent use of the following result in the next sections. As before, let be a normalised Borel measure on the compact metric space X. 
R-integration and Riemann integration
In this section, we show that Riemann integration is equivalent to R-integration on compact real intervals with respect to the Lebesgue measure. Let X = 0; 1] be the unit real interval with the Lebesgue measure . Recall from Example 2.16 that any partition q : 0 = x 0 < x 1 < < x j 1 < x j < x j+1 < < x N We conclude that f satis es the R-condition, and is therefore R-integrable.
We conclude that ordinary Riemann integration is a particular instance of R-integration. 6 Further Properties of R-integration
In this section, we will show that all the basic results for ordinary Riemann integration on a compact interval in R can be extended to R-integration.
Assume as before that is a normalised Borel measure on the compact metric space X. We rst show that continuous functions are R-integrable. Next we will prove that a bounded function is R-integrable with respect to a Borel measure if and only if its set of discontinuities has measure zero. This will generalise the well-known Lebesgue criterion for ordinary Riemann integration of a bounded function on a compact real interval.
We need some de nitions and properties relating to the oscillation of a bounded function f : X ! R which generalise those of a bounded function on a compact real interval as presented, for example, in 2]. For convenience and consistency, we will use the terminology in that work.
De nition 6. 
Observe that if jbj < , then b is contained in at least one of the sets v or X w. We also have by (2), (3) and (1) 2(M m) + 1 n :
Since n 1 is arbitrary, f 2 R( ) by the R-condition.
If is a bounded Borel measure on X and C X is a closed subset, then the restriction C is a bounded Borel measure on C. For convenience, we write f 2 R C ( ) and Next, we consider the R-integrability of the uniform limit of a sequence of R-integrable functions. In the next section, we will also show the generalisation of Arzel a's theorem for R-integration.
R-Integration and Lebesgue Integration
It is well known that when the ordinary Riemann integral of a bounded function on a compact real interval exists, so does its Lebesgue integral and the two integrals coincide. In this section, we will show that this result extends to R-integration. In order to show that an R-integrable function is Lebesgue integrable, we construct an increasing sequence of simple measurable functions which tend to our function. We do this by considering the set of de = S`(f; i ):
As f is assumed to be R-integrable, we know by Propositions 4.2 and 4. We can now also obtain the generalisation of Arzel a's theorem for R-integration. An IFS with probabilities gives rise to a unique invariant Borel measure on X. If X R n , then the support of this measure is usually a fractal i.e. it has ne, complicated and non-smooth local structure, some form of self-similarity and, usually, a non-integral Hausdor dimension. Conversely, given any image regarded as a compact set in the plane, one uses a self-tiling of the image and Barnsley's collage theorem to nd an IFS with contracting a ne transformations, whose attractor approximates the image. The theory has many applications including in statistical physics 14, 6, 10] Suppose now we have a bounded function f : X ! R whose set of discontinuities has -measure zero, then we know that its Lebesgue integral with respect to coincides with its R-integral with respect to . Fix The time-average of f with respect to the non-deterministic dynamical system f 1 ; f 2 ; : : :; f N : X ! X, where at each stage in the orbit of a point the map f i is selected with probability p i , tends, with probability one, to its space-average, i.e. to its integral. However, in this case, the convergence is only with probability one and there is no estimate for the rate of convergence. Therefore, the above theorem provides a better way of computing the integral. 
