ABSTRACT In most echo state networks (ESNs), the training error typically decreases as the network size increases, and thus the overfitting issue is widely existed. To solve this problem, an incremental ESN (IESN) is proposed by incorporating the leave-one-out cross-validation (LOO-CV) and the regularization method. First, the LOO-CV error is used to automatically identify the network architecture such that the overfitting problem is avoided to some extent. Second, the regularization technique is used to solve the ill-posed problem, and thus the IESN owns good robustness property. Third, the output weights are incrementally calculated by the fast SVD updating algorithm to reduce the ESN training time. Moreover, the stability and convergence of IESN are discussed to ensure its successful application. Simulation results demonstrate that the proposed IESN requires fewer reservoir nodes yet obtains much better performance than other existing ESNs.
I. INTRODUCTION
To model or predict nonlinear systems, the reservoir computing models have been proposed which have a fixed state transition structure (also called reservoir) and an adaptable readout [1] . The popular reservoir models include the echo state networks (ESNs) [2] , the liquid state machines (LSMs) [3] , the back propagation decorrelation neural networks [4] , and so on. Among these networks, the ESN has attracted substantial attention owing to its simple structure [2] . In an ESN, the input weights and reservoir connection weights are randomly generated instead of exhaustively tuned, while the output weights are analytically determined by solving a linear regression problem, thus the ESN always has fast learning speed. Recently, the ESNs have been widely and successfully implemented, such as the electric load forecasting [5] , network predictive control [6] , device structure design [7] , image processing [8] , and so on.
The performance of an ESN is closely related with the network architecture, thus how to determine the optimal number of reservoir nodes and how to design the robust model parameters are meaningful and important for ESN applications. In the traditional ESNs, the network size and parameters are always determined by the trial and error methods [2] , which require expensive computational efforts and cannot guarantee the optimal performance. To tackle this problem, some ESN variants have been proposed to automatically determine the network architecture according to certain design schemes. The optimization approaches, such as the pigeon-inspired optimization (PIO) approach [8] , the binary particle swarm optimization (BPSO) algorithm [9] have been used to adjusted the network parameters. Based on the block matrix theory, the growing ESN (GESN) [10] is designed which starts with a small network and adds reservoir nodes one by one or group by group. Since some added reservoir nodes may play a minor role in GESN, the dynamical ESN (DESN) [11] is designed which recruits and deletes the reservoir nodes according to their significance to network performance. Moreover, the pruning algorithm [12] is proposed which starts with a sufficient large initial network and deletes the output weights with the least significance.
These above mentioned algorithms share one common defect, i.e., the training error and the network size are always incorporated into the selection criteria for network architecture. On the other hand, the training error is typically reduced when the network size increases, it implies that for an ESN with the sufficient large network size and sufficient small training error, the overfitting issue may be serious.
To determine the reservoir nodes without network being overtrained, the regularization techniques are widely used to carry out the network architecture selection and parameters estimation simultaneously [13] . As one of the mostly used methods, the ridge regression is able to estimate network parameters by restricting the norm of output weights [14] . However, the regularization parameter is always determined through the trial and error method. In [15] , two regularization penalty terms are designed to penalize the oversized ESN, the corresponding regularization parameters are found by the Bayesian information criterion, but the estimation accuracy is easily reduced in the noisy environment. In [16] , a sparse ESN is generated with the help of individual variance contributions and Bayesian relevance, also the model efficiency and parameter robustness are ensured by the local regularization technique, while the stopping threshold for model selection still should be predefined by users.
As an unbiased estimation method, the leave-one-out cross validation (LOO-CV) is often used to select networks [17] . For example, the LOO-CV error is introduced to choose the optimally pruned extreme learning machine [18] , it is proved that the LOO-CV is a reliable estimation method if the training and testing datasets have the similar distribution, eventhough the corresponding computational burden is heavy. In [19] , the predicted residual sums of squares (PRESS) statistic is proposed to provide a direct and exact formula for the LOO-CV error calculation. Unfortunately, the evaluation of the PRESS formula is still computationally expensive.
In this paper, an incremental ESN (IESN) is designed by incorporating the LOO-CV and regularization technique. The advantages of the proposed IESN are summarized as follows. Firstly, the LOO-CV error is set as the network selection criterion such that the design process of IESN will be automatically terminated, the overfitting issue could be solved. Secondly, the ridge regularization method is introduced to avoid the ill-posed problem and improve the robustness property of IESN. Thirdly, to improve the learning speed of IESN, the PRESS formula is employed to compute the LOO-CV error such that the training data should not be split, also the output weights of IESN are incrementally calculated by the fast SVD updating algorithm instead of recomputing the entire new pseudoinverse. Simulation results reveal that the proposed IESN could generate a more compact network structure with better estimation accuracy and acceptable training time than existing ESN models.
The remainder of this paper is organized as follows. The preliminary theory of ESN is introduced in Section II. The proposed IESN is described in Section III. Simulations are conducted in Section IV and some conclusions are summarized in Section VI.
II. PRELIMINARIES
In the following, the essence of the original ESN (OESN) [2] and the regularized ESN (RESN) [12] will be briefly introduced, respectively.
A. THE ORIGINAL ESN
The general structure of an ESN without output feedback is depicted in Fig. 1 . It is composed of an input layer, a reservoir and an output layer. Moreover, the number of input units, reservoir nodes and output neurons will be denoted as n, N and m, respectively. In an ESN, the input weight matrix W in ∈ R N ×n and the internal recurrent connections matrix W ∈ R N ×N are randomly initialized instead of exhaustively turned. For given L distinct training samples
where
is the concatenation of reservoir states and inputs, W out is the output weight matrix.
In the training process of an ESN, the obtained reservoir states are collected into the internal state matrix H = [X(1), X(2), · · · , X(L)] T , and the targets are represented as
If the network outputs are equal to the targets, one has
The calculation of the matrix W out is equivalent to solving the following optimal problem
where · 2 is the L 2 -norm. The least squares solution of W out can be analytically determined by
where H † is the Moore-Penrose generalized inverse of the matrix H [20] . The key step of solving H † is the calculation of (H T H) −1 . From the matrix analysis view, the reliability and robustness of the matrix (H T H) −1 can be evaluated by the condition number which is defined as
where σ max and σ min are the maximum and minimum nonzero singular values of the matrix H, respectively. The larger condition number always implies less stable calculation result.
B. THE REGULARIZED ESN
In an ESN, if the reservoir states have too large dimension or the dataset contains noise, the matrix H may not be of full column rank which results in too large condition number, thus H T H is easily ill-posed. According to the ridge regression theory [21] , the neural network with smaller output weights is able to achieve more stable and better generalization performance. Thus, we modify Eq. (3) as below to minimize the training error and output weighs norm simultaneously,
where C > 0 is the regularization parameter. By setting the derivative
∂(W out ) be zero, the following least squares solution is obtained
where I is the identity matrix. Then, the condition number of the matrix (H T H + CI) −1 can be calculated as below
Obviously, κ(H T H + CI) < κ(H T H), it implies that the RESN could obtain more stable performance than OESN. Moreover, the OESN is a just a special case of RESN with C = 0. Thus, the RESN is studied in this paper.
III. THE PROPOSED INCREMENTAL ESN
In this section, an incremental ESN (IESN) is designed. In IESN, the LOO-CV is introduced to choose the optimal number of reservoir nodes, the regularization method is used to avoid the ill-posed problem. Moreover, the LOO-CV error is analytically calculated with the help of PRESS statistics formula, the regularization parameter C is determined by a SVD based selection method. Furthermore, an incremental learning algorithm is proposed by using the fast SVD updating algorithm. Finally, the stability and convergence of IESN are discussed to guarantee its successful applications.
A. THE CALCULATION OF LOO-CV ERROR
The LOO-CV is often used as model selection criterion due to the algorithm simplicity [22] . The basic idea of LOO-CV is that, for given L samples, L − 1 samples are treated as the training set and the remaining one is left for testing, this process is repeated L times. Since all values are used in the training and testing procedures, the LOO-CV is an unbiased and reliable network performance evaluation method. However, the computation burden of LOO-CV seems heavy since L training cycles are required. To simplify the computing process of LOO-CV, an efficient algorithm will be given with the help of PRESS statistics formula [23] and ShermanWoodbury-Morrison formula [24] . Without loss of generality, it is assumed that a particular sample
According to the Sherman-Woodbury-Morrison formula, the inverse matrix of
The corresponding output weight matrix W out −x(i) becomes (12), as shown at the top of the next page.
To evaluate the LOO-CV error, the PRESS statistics formula is used to calculate the average prediction errors
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where d i is the ith diagonal entry of the matrix D as shown below
In the evaluation process of LOO-CV error, since the training data should not be split, the corresponding calculation efficiency is greatly improved.
B. THE SELECTION PROCEDURE OF C
According to Eqs. (13) and (14), the LOO-CV error is closely related with the regularization parameter C. If P ridge parameters are evaluated for the IESN with L training samples, the total calculation cost is equal to training PL ESNs. On the other hand, during the LOO-CV error evaluation process, the key step is the calculation of (H T H + CI) −1 whose computational complexity equals to O(N 3 ) [25] . If the repeatedly calculation of the inversion of matrix H T H + CI can be avoided, the computational burden will be greatly reduced. Consider the SVD of H = U V T , where U and V are orthogonal matrices, = diag(σ 1 , σ 2 , · · · , σ N ) is a diagonal matrix. Then, Eq. (14) is alternatively expressed as
With Eqs. (13) and (15), it is easily found that the LOO-CV errors corresponding to different C are influenced by the diagonal entries of the rectangular diagonal matrix
Thus, with the pre-calculated SVD of H, the regularization parameter C design problem can be formulated as a single objective optimization problem, whose objective is to minimize the LOO-CV error. Also, this problem can be solved by any one dimensional optimization method. In the following, the greedy search algorithm [26] is used with a given candidates set, the operation procedures are described in Algorithm 1. Algorithm 1. The selection procedure of C
• Step 1. Input the SVD of H, i.e., H = U V T .
• Step 2. For every C j in the predefined candidate set
Step 3. Choose C with the smallest LOO-CV error, i.e., C = arg min
Remark 1: With the pre-calculated SVD of H, the evaluation of matrix D with different C can be realized by Eq. (15) rather than repeatedly calculating the matrix H T H + CI −1 , thus the corresponding computational complexity is reduced from O(N 3 ) to O(N 2 ). This improvement is also reflected in Algorithm 1, whose computation burden mainly lies in the VOLUME 6, 2018 matrix multiplications instead of the repeated matrix inversions.
C. THE INCREMENTAL UPDATE OF OUTPUT WEIGHTS
Recall the analysis in Sec. II. B, the output weight matrix W out can be calculated by the least squares methods, among which the SVD is mostly used [27] . In an growing ESN, whenever one or some reservoir nodes are added, the W out must be updated, i.e., the SVD of H should be recalculated with O (14N 2 L + N 3 ) flops. This fact also implies that the gradually added reservoir nodes will result in the exponentially increased computation burden. To improve the learning speed of IESN, the fast SVD updating mechanism [28] is introduced to sequentially obtain the SVD of H.
Assuming there are N l reservoir nodes in the current IESN, its corresponding internal state matrix is denoted as H l . By using the SVD approach, H l can be decomposed as H l = U l l V T l , where U l and V l are orthogonal matrices, l is a diagonal matrix. When a new network with N l nodes are added into the existing network, the internal state matrix of the newly generated network is denoted as
, where H l is the internal state matrix of the added network. According to the fast SVD updating approach, the matrix H l+1 can be decomposed as below
where the matricesÛ l and R l can be calculated by the QR decomposition of the matrix (
whereÛ l is an orthogonal matrix and R l is an upper triangular matrix. Next, the matrix
where Q l and W l are randomly generated orthogonal matrices, and l+1 is a diagonal matrix. From Eq. (18), one can obtain
By combining Eqs. (16) and (19) , the SVD of H l+1 is represented as below
Consequently, H l+1 can be simplified as
Further details of the fast SVD updating algorithm can be referred to [28] . Based on the SVD of H l+1 , the output weights matrix W out l+1 can be calculated as follows
From Eqs. (22), (23) and (24), it is easily found that the output weights of IESN are computed in an incrementally way. Furthermore, there is no gradients or generalized inverses. 2 + N 3 ) operations are needed by using the fast SVD updating algorithm. This comparison implies that the fast SVD updating algorithm could lead to much cheaper computational complexity.
Remark 2: For a given matrix H with size L × N , O(14N 2 L + N 3 ) flops are required to directly bidiagonalize and calculate its SVD, and only O(LN

D. THE FLOWCHART OF IESN
The detail design process of the proposed IESN is given in Algorithm 2. Algorithm 2. The flowchart of IESN
• Step 1. Input the training samples {(u(k), t(k)) | u(k) ∈
R n , t(k) ∈ R m , k = 1, 2, · · · , L}, choose the activation functions g(·), decide the maximum algorithm iteration l max , set the initial number of subreservoir l = 0.
• Step 2. Randomly generate a diagonal matrix¯ l = diag{σ 1 , σ 2 , · · · , σ N l } and two orthogonal matrices
where N l is the size of the lth added subreservoir, 0
. Set the weight matrix of the lth added subreservoir as W l =Ū l¯ lVl . Then, randomly generate the input weight matrix W in l .
• Step 3. Drive the lth added network by the training dataset u(k) to compute the reservoir states x l (k), collect the internal state matrix
• Step 4. Add the lth subreservoir into the existing network. For the new generated network, update the input weight matrix W in l+1 , the reservoir weight matrix W l+1 and the internal state matrix H l+1 as follows
Otherwise,
• Step 5. By using Eqs. (17), (18), (20) 
• Step 6. Based on the SVD of H l+1 , choose the regularization parameter C by Algorithm 1 in Sec. III. B, record the corresponding LOO-CV error as E(l + 1).
• Step 7. Update the output weight matrix If l = 0,
If l >l, wherel is a predefined integer value, calculate the error reduction E l which is caused by adding the successivel subreservoirs,
If l reaches to the maximum iteration l max or E l < 0, go to Step 9; Otherwise, turn to Step 2.
• Step 9. Choose the network with the minimal LOO-CV error. Then, test the obtained network.
E. STABILITY AND CONVERGENCE ANALYSIS OF IESN
Firstly, the global asymptotic stability of IESN is discussed. Theorem 1: For a given IESN with input weight matrix W in , the reservoir weight matrix W, the sigmoid activation function g(·) which satisfies the Lipschitz condition g(x 1 ) − g(x 2 ) ≤ x 1 − x 2 for any x 1 , x 2 ∈ R, denote x(k) and x (k) as two distinct reservoir states at the time step k, then the IESN has the echo state property (ESP), i.e., lim
Proof: For any two reservoir states x(k +1) and x (k +1), one has
where σ max (W) is the maximum singular value of W. In IESN, the subreservoirs are added one by one or group by group, the obtained reservoir weight matrix is an incremental block diagonal matrix as shown below
where W l is the reservoir weight matrix of the lth added subreservoir. Since all the singular values of W l are smaller than 1, according to the SVD theory, the maximum singular value of W is also smaller than 1, i.e., σ max (W) < 1. Thus, the sufficient condition for echo state property is ensured [2] , also one has
Thus, the proof is completed. Next, the algorithm convergence of IESN is analyzed. Furthermore, the proof of Lemma 1 and Theorem 2 is similar with the proof methods which are used in growing ESN [10] and dynamical regularized ESN [11] .
Lemma 1: Given an ESN with the sigmoidal activation function, the training sequence 
Thus, the proof is completed. Theorem 2: For a given training sequence
2 as the training error, then one can find a positive integer M such that E(H M ) < .
Proof: According to Lemma 1, the training errors of IESN are monotonously decreased when the subreservoirs are added, i.e.,
Thus, we can find a positive integer M such that M i=1 N i < L and E(H M ) < . This completes the proof.
IV. SIMULATION RESULTS
The proposed IESN is tested on several nonlinear systems, including the Lorenz system [29] , the Mackey-Glass time series [2] , the Henon map [30] and the NH 4 -N concentration prediction in wastewater treatment process (WWTP). To prove the effectiveness of IESN, several existing ESN construction algorithms are compared, such as the OESN [2] , the RESN [12] , the growing ESN (GESN) [10] and the pruning ESN (PESN) [12] which deletes the output weights by the least angle regression algorithm. Furthermore, the above comparing experiments are tested in MATLAB 2014 environment with Intel Core i7 2.4 GHZ CPU, 16 GB RAM.
For fair comparison, the parameter settings are consistent with previous ESNs. Firstly, the sigmoid function is chosen as activation function, the entries of W in are drawn from the standard uniform distribution with the interval [−0.1, 0.1]. For OESN and RESN, the reservoir size varies from 100 to 1000 by the step 50. The reservoir size of PESN is set as 1000. For OESN, RESN and PESN, the sparsity varies from 0.005 to 0.5 by the step 0.005, the spectral radius varies from 0.5 to 0.95 by the step 0.05. Moreover, for GESN and IESN, each added subreservoir contains 5 nodes. Furthermore, for RESN and IESN, P = 31 values of the regularization parameter C (2 −20 , 2 −19 , · · · , 2 9 , 2 10 ) are used to generate the candidate set.
To assess performance of the evaluated ESNs, the normalized root mean square error (NRMSE) are used
where y(k) and t(k) are the predicted and target outputs of the kth value, respectively;ȳ is the mean value of the dataset. The smaller NRMSE value means better training or prediction performance.
A. LORENZ SYSTEM PREDICTION
As a chaotic system, the Lorenz system is governed by the following equations [29] 
with parameters a = 10, b = 28 and c = 8/3. The ydimension samples with k ∈ [1, 1500] are chosen as the training dataset, the first 500 values are discarded to wash out the initial transient. Then, 1000 samples with k ∈ [1501, 2500] are set as the testing dataset. To generate the noisy sequence, the dataset is added by the the Gaussian noise with zero mean and standard deviation 1.
To illustrate the prediction performance, the prediction result y(k) and prediction error e(k) = y(k) − t(k) of OESN, GESN and IESN with the noisy testing sequence are plotted in Figs. 2 (a) and (b) , respectively. Obviously, the IESN has smaller prediction errors as compared with OESN and GESN, which is accord with the training NRMSE in TABLE 1 (The mean testing NRMSE values of OESN, GESN and IESN are 0.2124, 0.0936 and 0.064, respectively).
The simulation results of all ESNs are shown in TABLE 1, including the mean and standard deviation (std. for short) of training and testing NRMSE values, the training time which contains the network parameter optimization time, the network size N , the maximum singular value σ max as well as the regularization parameter C. With the noisy dataset, the testing performance of IESN is significantly improved, thus the proposed IESN is a robust model. Moreover, the maximum singular value σ max value of IESN is smaller than 1 which implies that the ESP is guaranteed, thus the IESN is able to work in a stable region. Furthermore, the training time of IESN is smaller than GESN, this observation implies that the IESN owns much cheaper computational complexity due to the application of PRESS formula and the fast SVD updating algorithm.
B. MACKEY-GLASS TIME SERIES PREDICTION
The Mackey-Glass time series is derived by the following differential equation [2] 
where a = 0.2, b = −0.1 and τ = 17. The length of the training sequence is 1500 (the first 500 examples are discarded to reduce the influence of the starting points), the size of the testing dataset is 1000. To evaluate algorithm effectiveness, the Gaussian noises, which are drawn from the interval [−0.02, 0.02], are added into the original sequence.
The prediction outputs and errors of OESN, GESN and IESN are shown in Figs. 3 (a) and (b) , respectively. Compared with OESN and GESN, the IESN has the smallest error fluctuate, thus it is less sensitive to noise disturbance.
For the Mackey-Glass time series prediction problem, the evaluation performance of an ESN is often measured by the normalized root mean square error at the 84th time step (i.e. NRMSE 84 ) as shown below
where y i (84) and t i (84) are the desired and predicted outputs at the time step k = 84, respectively. υ 2 is the signal variance.
The performance of different ESNs are summarized in TABLE 2. With the noisy dataset, both OESN and GESN have poor estimation accuracy, while the RESN and IESN show better testing performance, these observations imply that the ill-posed problem could be avoided by the L 2 penalty regression in the cost function (6) . Furthermore, the IESN is able to obtain the best testing accuracy and the smallest reservoir number among all the evaluated ESNs, we tend to attribute these good performance to the combination of LOO-CV and the regularization technique. VOLUME 6, 2018 
C. HENON MAP PREDICTION
As a typical discrete-time dynamical system, the Henon map is generated as below [30] The prediction results and parameter settings of evaluated ESNs are listed in TABLE 3. Obviously, the regularized models (RESN and IESN) outperform other ESNs significantly, which demonstrates the validity of the ridge regression method. Furthermore, the IESN has the smallest mean testing NRMSE value and network size among all the evaluated ESNs, thus the proposed IESN provides an opportunity to estimate the nonlinear system with desired estimation performance.
D. EFFLUENT NH 4 -N CONCENTRATION PREDICTION IN WWTP
To test the effectiveness of IESN in learning the real world nonlinear system, the NH 4 -N concentration of the wastewater treatment process (WWTP) is measured. The WWTP is a typical nonlinear system with complex biochemical reaction and many effluent parameters, thus the effluent NH 4 -N concentration is difficult to predict [31] . To conduct the experiment, five easily measured effluent parameters of WWTP are selected as the input variables [11] , including the temperature, oxidation reduction potential, dissolved oxygen, total soluble solid and pH values. The effluent NH 4 40, which is more compact than other models. Furthermore, the training time of IESN is 3.37 seconds, which is also shorter than GESN. Hence, it can be concluded that the proposed IESN could generate a more compact network structure with better estimation accuracy and acceptable training time.
V. CONCLUSIONS
In most previous ESN construction algorithms, the training error is always incorporated into the model selection process. Since the training error decreases when the number of reservoir nodes increases, the oversized model may be obtained. To solve this problem, an incremental ESN (IESN) construction algorithm is introduced. Firstly, the LOO-CV error is employed to facilitate the model selection procedure, thus the overfitting problem is avoided to some extent. Secondly, the regularization technique is used to solve the ill-posed problem, thus the IESN owns good robustness property. Whenever one or a few reservoirs nodes are added, the output weight matrix of IESN is incrementally calculated by the fast SVD updating algorithm instead of recomputing the entire new pseudoinverse, thus the training time of IESN is acceptable. Moreover, the stability and convergence of IESN are discussed. Finally, the simulation results illustrate that the proposed IESN outperforms the other existing ESNs in terms of estimation accuracy and network complexity.
