Abstract: We consider a matrix-valued Gaussian sequence model, that is, we observe a sequence of high-dimensional M × N matrices of heterogeneous Gaussian random variables x ij,k for i ∈ {1, ..., M }, j ∈ {1, ..., N } and k ∈ Z. The standard deviation of our observations is ǫk s for some ǫ > 0 and s ≥ 0.
Introduction
Large matrices are used to model more and more applied problems in different areas such as signal theory, genomics, medical statistics. In case we observe large matrices of data on some period of time, we propose a procedure to test whether a smaller submatrix only contains active components, that is smooth signal with some given smoothness and significant energy (measured by its L 2 -norm). This step should be taken as a preliminary step for dimension reduction.
This problem can be stated equivalently in the Gaussian sequence model of coefficients (say Fourier coefficients) of the signals. We propose to deal with the Gaussian sequence model, as it is easier for our computations and discuss later on the alternative interpretation as signal detection. We include heterogeneous Gaussian observations in order to include the setup of indirect observations.
More precisely, we consider the following Gaussian sequence model x ij,k = ξ ij θ ij,k + ǫ σ ij,k η ij,k , i ∈ I = {1, ..., M }, j ∈ J = {1, ..., N }, k ∈ Z, (1.1) where {η ij,k } i∈I,j∈J,k∈Z Z is a sequence of independent standard Gaussian random variables, σ ij,k > 0 are known and ǫ > 0 is the noise level. The M × N -matrix ξ = [ξ ij ] (i,j)∈I×J , is deterministic (unknown) and has elements in {0, 1}.
In what follows, the standard deviations σ ij,k are supposed to be the same for all components of the matrix, that is σ ij,k = σ k for all k do not depend on (i, j) in I × J. We assume throughout the paper that, for some fixed given s ≥ 0, σ k ∼ |k| s , for large enough integer values of |k|.
On the one hand, the case s = 0 reduces to the case of direct observations of the signal.
In that case, we could generalize our results to unknown (but constant) variance σ. On the other hand, the case s > 0 corresponds to signals observed in inverse problems like convolution with some independent noise, tomography etc.
The polynomial behaviour of σ k as k grows to infinity corresponds to mildly ill-posed inverse problems. We refer to [2] for more discussion on the relation between the sequence model with increasing variance and inverse problems in the Gaussian white noise model.
The matrix-valued sequence θ = [ξ ij {θ ij,k } k∈Z Z ] (i,j)∈I×J is the quantity of interest. We want to detect from observations in the model (1.1) whether there is only noise or whether there are 'active components' in θ, corresponding to (i, j) where ξ ij = 1. When a component (i, j) is active, we assume that the corresponding sequence {θ ij,k } k belongs to a imsart-generic ver. 2011/11/15 file: Detection-matrice-v14.tex date: December 11, 2013
Sobolev ellipsoid and has significant total energy, i.e., {θ ij,k } k ∈ Σ(τ, r ǫ ), τ > 0, r ǫ > 0, where Σ(τ, r ǫ ) = {θ ∈ l 2 (Z Z) : (2π)
In this paper, we assume that ξ has a specific structure, i.e., it belongs to T M,N (m, n) = {ξ matrix of size M × N : ∃ A ξ ⊆ I, #A ξ = m and ∃ B ξ ⊆ J, #B ξ = n such that ξ ij = 1I((i, j) ∈ A ξ × B ξ )} , where the non null elements form a submatrix with m rows and n columns. We shall always denote by A ξ and B ξ those rows and columns where the matrix ξ ∈ T M,N (m, n)
has non null elements.
The testing problem of interest is the following
where, for τ, r ǫ > 0 and for m, n, M and N large, such that m ≤ M and n ≤ N , we define Θ M,N (τ, r ǫ , m, n) = {θ = [ξ ij {θ ij,k } k∈Z Z ] (i,j)∈I×J : ξ ∈ T M,N (m, n), and for all (i, j) ∈ A ξ × B ξ , {θ ij,k } k ∈ Σ(τ, r ǫ )}.
The alternative hypothesis consists of matrices of size M × N containing mainly noise, except for elements in some submatrix of size m × n containing sequences of Fourier coefficients of signals with Sobolev smoothness τ and energy (L 2 norm) significantly large (larger than r ǫ ).
Remark 1.1
We may also assume that the matrix ξ has entries either 0 or 1, such that
That means that we know the number of non null elements of the matrix ξ but they can be found anywhere in the matrix. This case is exactly the vector case previously studied by [3] under the sparsity condition that the number of active components 
IE θ (1 − ψ) its maximal type II error probability over the set Θ M,N (τ, r ǫ , m, n). Let us denote by
the total error probability of ψ and denote by γ the minimax total error probability over Θ M,N (τ, r ǫ , m, n) which is defined by
where the infimum is taken over all test procedures. We can not distinguish H 0 and H 1 (τ, r ǫ ) if γ → 1 and distinguishability occurs if there exists ψ such that
The aim of this paper is to derive distinguishability conditions and separation rates for alternatives Θ M,N (τ, r ǫ , m, n) and to determine statistical procedures ψ (at least of asymptotic α-level) which achieve these separation rates. By separation rates, we mean a
By sharp separation rates, we mean a familyr ǫ such that
The asymptotics for model (1.1) are given by ǫ → 0 and, as we are mainly interested in high-dimensional settings, by
Here and later asymptotics and symbols o, O, ∼ and ≍ are considered under ǫ → 0 and m, n, M and N such that (1.3) holds.
The plan of the paper is as follows. Section 2 explains how this model is related to the multivariate Gaussian white noise model and how the inverse problem reduces to heterogenous observations in our Gaussian sequence model. In Section 3 we define the test procedure and give sufficient conditions such that the minimax risk for testing tends to 0. The construction of our test procedure involves solving an optimization problem.
Section 4 presents the lower bounds for our problem and proofs are given in Section 5 and the Appendix.
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Sparse high-dimensional signal detection
Let us see that the previous problem arises in some classical statistical models and hence, it has a different interpretation. When dealing with high-dimensional data, we model functions of many variables with additive models. For many situations where additive models are employed see Stone [8] and references therein. Let us consider the multivariate Gaussian white noise model It is assumed in [3] that the univariate signal functions f j belong to a class S(τ, r ǫ ), i.e., it has Sobolev smoothness τ and total energy
the caracteristic function of a function f ) and τ is called its smoothness.
If we need to cope with very high dimension d, sparsity assumptions help reduce the dimension. In Gayraud and Ingster [3] , it was assumed that only d 1−b for some 0 < b < 1 coordinates are significantly active, i.e., f (t) = In our paper, we assume a sparse matrix structure for our additive model:
such that 1 0 f ij = 0 for all i, j. We call the component (i, j) active if ξ ij = 1 and, in that case, we suppose that the signal in that coordinate belongs to the class S(τ, r ǫ ).
Let us reduce the sparse additive model (2.1) such that (2.2) holds to our initial model. Consider {ϕ k } k∈Z an orthonormal basis of L 2 [0, 1] such that ϕ 0 ≡ 1 (e.g., the Fourier basis). Define the multivariate orthonormal family, for
Then, project the signal in (2.1) on these functions:
where {η ij,k } are i.i.d. standard Gaussian random variables. We get our initial model for
Therefore, our test problem can be written:
H 1 (τ, r ǫ ) : there exists ξ ∈ T M,N (m, n) and for ξ ij = 1 it holds that f ij ∈ S(τ, r ǫ ), i.e., there exists a matrix ξ in T M,N (m, n) such that the signal in active coordinates (i, j)
has Sobolev smoothness τ and total energy larger than r 2 ǫ .
The variance of our observations are allowed to increase σ k ∼ |k| s , s ≥ 0. Indeed, let us suppose that our additive model is observed as an inverse problem. That means that we observe
for some linear operator K, with f given as in (2.2) and such that 1 0 Kf ij = 0. In the convolution model, for example, the signal is observed with an additive independent noise having density g, than Kf (y) = f (y − u)g(u)du.
We suppose that K * K is a compact operator having eigenvalues σ −2 k decreasing polynomially to 0 as k tends to infinity. This corresponds to mildly ill-posed inverse problems.
Whereas, in the case of well-posed inverse problems, σ 2 k ≤ σ 2 form a bounded sequence. Then, we consider a singular value decomposition of K, that is families of orthonormal
, and project (2.3) on this family:
Note that Butucea and Ingster [1] studied the particular case where θ ij,k = a1I(k = 0) and the variance of the noise is a given fixed σ. If we have in mind the Fourier basis, it comes down to studying periodic signals. The asymptotic rates for testing were given in terms of n, m, N and M . Here, we replace the periodic signal with arbitrary smooth signal. Moreover, we add here the case of heterogeneous variables which include mildly ill-posed inverse problems.
Testing procedures and their asymptotic behaviour
Consider the following family of weighted χ 2 -type statistics:
where (w k ) k is a sequence of weights such that w k ≥ 0 forall k ∈ Z and k∈Z w 2 k = 1/2. In order to define the weights {w ⋆ k } k∈Z that will appear in the optimal test procedure, we have to solve the following extremal problem. Recall that Σ(τ, r ǫ ) denotes the Sobolev ellipsoid defined in (1.2), with τ > 0 and r ǫ > 0, and {σ k } k∈Z is a sequence of positive real numbers. We define the sequences {w ⋆ k } k∈Z and {θ ⋆ k } k∈Z as solutions to the following optimization program:
Let us denote by
is the value of the optimization problem (3.1) at the optimal point.
Let us discuss heuristically why we need to solve this problem, before giving the solution.
Note that under the null hypothesis our statistic becomes t ij,w = k∈Z w k (η 2 ij,k − 1) and it is centered and reduced (due to the normalization k∈Z w 2 k = 1/2). Under the alternative,
In order to distinguish the alternative from the null at best, we need to consider the worst parameter θ ij under the alternative and then maximize over possible weights w k ≥ 0 verifying the normalization constraints k w 2 k = 1/2. following solution:
where the asymptotics are taken as k → ∞ and as r ǫ → 0, with
,
and
and where
The proof of Proposition 3.1 is postponed to Appendix. Note that
It is worthwhile to note that due to Proposition 3.1 and relation (3.2), we have
and note also that the sequences {w ⋆ k } k and {θ ⋆ k } k have a finite number T of non null elements, but T grows to infinity as r ǫ → 0.
Define the test procedures,
where H and K are positive and w ⋆ = {w ⋆ k } k∈Z is the sequence of weights which solves the optimization problem (3.1).
The following theorem gives the upper bounds for the testing rates of the previously defined procedures. 1. The linear test statistics ψ χ 2 defined by (3.5) has the following properties.
Type I error probability: if
Type II error probability: if
2. The scan test statistic ψ scan defined by (3.6) has the following properties. 
Consider ψ the test procedure which combines ψ χ 2 and ψ scan as follows
As a consequence of Theorem 3.1, the test procedure ψ with H and K properly chosen is such that γ(ψ, Θ M,N (τ, r ǫ , m, n)) = o(1) as soon as either (3.7) or (3.8) hold.
The procedure is rather simple to implement. However, there are difficulties for implementing the scan procedure. Indeed, computing the scan statistic t scan implies computing standardized sums over all submatrices of size m × n in the large matrix M × N . This is computationally infeasible for large values of M, N, m and n. However, a heuristic algorithm can be implemented as in [1] , following [6] and [7] , which is a random procedure finding local maxima. With a sufficiently large choice of random initial values in the algorithm there is a large probability that the algorithm actually finds the global maximum that we aim at.
Optimality of the detection boundaries
We prove here optimality results for the rates that the previous test procedure ψ attained.
However, the optimality is attained under additional hypothesis requiring an 'almost' squared matrix in the sense that the relative sizes of the submatrix should of the same order in both directions (rows and columns sizes). 
Assume, moreover, that
and that
If r ǫ is such that the following conditions are satisfied
The proof of Theorem 4.1 is given in Section 4. It follows closely the proof in [1] with important differences due to the non gaussian likelihoods in this setup. 
Optimal detection boundary
Therefore, the detection boundary can be written
with the constant equal to 1 if
ǫ 2 a(r ǫ ) → 0, giving furthermore that one of the following conditions hold:
The minimax error of the scan test tends to 0, if K 2 (r ǫ ) 1/τ /(mn) → 0 and a sufficient condition for that is condition (4.3).
We can recover from these results the rates for one dimensional sequences (i.e. M = N = m = n = 1). In this case it is required that a(r ǫ ) is asymptotically constant, which meansr ǫ ∼ ǫ 4τ /(4τ +4s+1) and that is the minimax rate for testing one dimensional signal with Sobolev smoothness τ .
Universal test procedure
It is clear that our test procedure introduced in the previous part depends on r ǫ . One may be interested in dealing with an universal test procedure, i.e., a unique statistical procedure for a range of r ǫ and for which it is possible to derive the upper bounds as in Theorem 3.1. In this section, we describe such a procedure.
Recall that r ǫ can be obtained from a(r ǫ ) using Proposition 3.1. This gives r ǫ ≍ (ǫ 4 a 2 (r ǫ )) τ /(4τ +4s+1) . Moreover, the optimisation problem (3.1) gives associated optimal The type II error of ψ χ 2 and ψ scan are stated for lim a(r ǫ )/ã(r ǫ ) → +∞ and lim inf a(r ǫ )/ã(r ǫ ) > 1, respectively, which are equivalent due to Proposition 3.1, to lim r ǫ /r ǫ → +∞ and lim inf r ǫ /r ǫ > 1. Due to Proposition 4.1. in [3] , one gets that any
Taking H and K as in Theorem 3.1 and using (4.6), we derive forψ χ 2 and ψ scan the same upper bounds as in Theorem 3.1. Forψ scan , note that the condition
is satisfied as soon as (m log(p −1 ) + n log(q −1 ))/(nm) = o(ǫ −2/(2s+1+2τ ) ).
Proofs
Let us start with a preliminary result that gives an approximation of the moments generating function of t ij,w ⋆ under H 0 .
Lemma 5.1 For any real number
The proof of Lemma 5.1 is postponed in the appendix.
Proof of Theorem 3.1
Observe that under H 0 , t ij,w are i.i.d. random variables with zero mean and unit variance. for all θ ij ∈ Σ(τ, r ǫ ),
Indeed, one gets Var
Due to the previous relations, for any θ ∈ Θ M,N (τ, r ǫ , m, n)
where the penultimate inequality follows from (3.4). Moreover, for the variance we have
Recall that max Type I error probability of ψ χ 2 . Since max k w ⋆ k = o(1), the asymptotic standard normality of t χ 2 under the null follows from Lemma 3.1 in [4] then,
where Φ stands for the cdf of a standard Gaussian random variable.
Type II error probability of ψ χ 2 uniformly over Θ M,N (τ, r ǫ , m, n). We deduce
For all θ in Θ M,N (τ, r ǫ , m, n), by Markov's inequality and relation (5.1), provided that a(r ǫ ) √ mnpq → +∞ and H ≤ c · a(r ǫ ) √ mnpq for some 0 < c < 1.
Type I error probability of ψ scan .
Under the assumption (1.3), we can check that
Applying Markov's inequality,
by assumption in our theorem; then, applying Lemma 5.1 we obtain that
Next, by plugging (IE 0 (exp(
due to the choice of K = 2(1 + δ) log(C n N C m M ), for some small δ > 0. Type II error probability of ψ scan uniformly over Θ M,N (τ, r ǫ , m, n). For any θ ∈ Θ M,N (τ, r ǫ , m, n), it exists A ⊂ I and B ⊂ J such that #A = m, #B = n and ξ ij = 1I((i, j) ∈ A × B); using the inequality t scan ≥ 1 √ mn (i,j)∈A×B t ij,w ⋆ , we obtain
Due to (3.4), we have
By assumption (3.8) we have lim inf a(r ǫ ) √ mn/K ≥ (1 + δ) −1/2 , which implies that
Now, acting as for getting Equation (5.2), we have
Finally,
Proof of Theorem 4.1
The usual steps for proving the lower bounds are the following. First, we bound from below the minimax total error probability by reducing the set of parameters. Next, we choose a prior on the reduced set of parameters and bound the testing risk from below with a Bayesian risk. Finally, this Bayesian risk is large if a χ 2 -distance between the likelihoods under the null and under the mixture of alternatives is small.
Recall that {θ ⋆ k } k∈Z is the solution of the optimisation problem (3.1) and let us choose a matrix ξ in the set T M,N (m, n), ξ = 1I((i, j) ∈ A × B) where A = A ξ is a set of m rows out of M and B = B ξ a set of n columns out of N . Denote by
This is the reduced set of parameters, i.e., a subset of the alternative Θ M,N (τ, r ǫ , m, n) in our test.
A prior measure on the reduced set will choose ξ with equal probability in the set T M,N (m, n); given ξ, the (θ ij )'s associated with non-zero ξ ij are i.i.d. and for (i, j) such that ξ ij = 1, the prior will choose with equal probability between θ ⋆ k and −θ ⋆ k , independently for each k. We can write
, where δ stands for the Dirac measure, and
Let us write the likelihood ratio of one active component, i.e., when (i, j) is such that
. Then the likelihood ratio with respect to the null hypothesis of our observations becomes:
where
In order to prove indistinguishability, we see that
This infimum is attained for the likelihood ratio test
which implies that γ → 1 if L π (X) → 1 in IP 0 -probability. In order to prove this sufficient condition, it is enough to check that
However, this last inequality can not be obtained; indeed, too many events with small probability are summed up in the expected value of the square likelihood ratio. Therefore, we modify slightly the likelihood ratio, by truncation, as follows:
where the event Γ ξ is defined for some small δ 1 > 0 as follows
and ∀h, ∀l such that δ 1 m ≤ h ≤ m and δ 1 n ≤ l ≤ n} , with u k = θ ⋆ k /(ǫσ k ) and
for small A ǫ = o(1). Moreover, in order to finish the proof of the lower bounds, Lemma 5.2, 1. will require A ǫ to be such that
We suggest to take, e.g. A ǫ the largest value between A 1,ǫ = 1/ log((a(r ǫ ) max k w ⋆ k ) −1 ) and
by assumption (4.3). This also implies that A 1,ǫ = o(1) and that A ǫ = o(1).
In the following we shall denote by V ⊂ ξ any matrix of size M × N such that V = 1I((i, j) ∈ A V × B V ), with A V ⊂ A ξ and B V ⊂ B ξ . Note that V may have value 1 only in a submatrix where ξ has value 1.
The idea is that the random variable in this event is truncated at the values predicted by large deviations and this is sufficient to diminish the second-order moment of the likelihood ratio.
Let us denote Γ = ∩ ξ∈T M,N (m,n) Γ ξ . Then, for some fixed δ > 0, let us consider the event
where Γ C denotes the complement of Γ. Then, it remains to prove the following lemma to complete the proof of Theorem 4.1.
Lemma 5.2 Under the assumptions of Theorem 4.1 we have the following:
The proof of Lemma 5.2 is postponed in Section 6.2.
6. Appendix 6.1. Auxiliary results for the lower bounds
for all integer numbers k, where HG(N, n, n) and B(n,q) denote the hypergeometric distribution and the Binomial distribution, respectively.
Proof of Lemma 6.1 The proof is based on Theorem 1 (d) in [5] that states that for positive integers M , A, m, n such that m ≤ M and for q ∈ (0, 1],
for all integers k if and only if inf(m, A) ≤ n and
n . In our case, it is sufficient to check that asymptotically C n N −n /C n N ≥ (1 −q) n . As N → ∞, n → ∞ and n/N → 0, using Stirling's formula and after simplifications, one gets,
which is larger than (1 −q) n provided thatq ≥ 2n N ; this is satisfied withq = 2n
Proof of 6.2 Let us see that for bounded λ > 0, for u → 0 and a standard Gaussian random variable η, we have:
This proof can be adapted in [3] (cf Lemma A.1). Now, we apply this result for each k and
we get
Take a small δ > 0. The detection boundary a(r ǫ ) satisfies (4.5), so the most difficult case is when the limit is close to 1. Therefore, we shall assume that
This implies
Let us see that the random variable in (5.4) is
where u k = θ ⋆ k /(ǫσ k ) and {θ ⋆ k } k is the optimal sequence defined in Proposition 3.1. Recall that θ ⋆ k is null for k > T and thus the sum over k contains a finite number of non null elements. Moreover, due to (3.3), recall that we have
1. We shall prove that IP 0 (Γ C ) → 0. Let us write more conveniently
Therefore, we have
Using Equation (6.3) and applying Lemma 6.
Recall that T 2 hl = 2 log(C h M C l N )(1 + A ǫ ) + 2 log(mn) where A ǫ = o(1) by (5.5). Therefore
for large enough m, n, M and N , as we have both
, by (5.5). 
We have
where IP V is such that
Then, applying Lemma 6.2, one obtains for any positive λ such that (λ + 1) = O (1),
The minimum value for the right-hand side of (6.4) is
which is achieved for λ = T hl a(rǫ) √ hl − 1. Note that λ satisfies (λ + 1) = O(1) and that
for some c(δ) > 0 small with δ. Therefore, due to the asymptotic value of T hl ,
and the function g depends on the sets A 1 , A 2 and B 1 , B 2 only through the number h of common rows of A 1 and A 2 and the number l of common columns of B 1 and B 2 . After some combinatorics we can write
where H and L are independent random variables having hypergeometric distribution HG(M, m, m) and HG(N, n, n), respectively. Let us see that, for any 0 ≤ h ≤ m and
Therefore, IE(g(H, L)) ≤ IE(e HL·D ) for D which has the following asymptotic equivalent
which holds under Assumption (4.3). Indeed, this Assumption implies that
We shall split IE(g(H, L)) into the sum I 1 + I 2 , where
Note that under the event H we have
mn . We divide again the set H in disjoint sets
Let us go back to L π (X) and write it as
). Now, we give a tighter upper bound for g(h, l) than the one used for I 1 . Using the same notation as to define Y V in (6.2) and for any matrix ξ, we define the random variable 6) for some J > 0 that we will choose later on. In order to deal with I 222 , we keep in mind that we consider only submatrices ξ 1 and ξ 2 having h common rows and l common columns, such that (h, l) ∈ H. Denote by V the submatrix of common rows and columns for ξ 1 and ξ 2 , that is
and by
Replace this into the equation (6.6) and get by Lemma 6. For the sake of simplicity, we omit in this part the indices i and j so that t ij,w ⋆ and η ij,k are denoted by t w ⋆ and η k , respectively.
Under By the Lagrangian multipliers rules, one gets for λ 1 ∈ R and λ 2 ∈ R the following system of equations
Put, for all k ∈ Z, v k = vσ We evaluate the solution of the previous system as T goes to infinity. Using σ k ∼ |k| s for |k| large enough and some s > 0, the last two equations in the previous system become 
