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Filtrations in Modular Representations of Reductive
Lie Algebras
Yiyang Li and Bin Shu
Abstract. Let G be a connected reductive algebraic group over an algebraically
closed field k of prime characteristic p, and g = Lie(G). In this paper, we study
representations of the reductive Lie algebra g with p-character χ of standard
Levi-form associated with an index subset I of simple roots. With aid of support
variety theory we prove a theorem that a Uχ(g)-module is projective if and only
if it is a strong “tilting” module, i.e. admitting both ZQ- and Z
wI
Q -filtrations (to
see Theorem 4.1). Then by analogy of the arguments in [2] for G1T -modules, we
construct so-called Andersen-Kaneda filtrations associated with each projective
g-module of p-character χ, and finally obtain sum formulas from those filtrations.
1. Introduction
Assume that k is an algebraically closed field of prime characteristic p. Let G
be a connected reductive algebraic group over k, and g = Lie(G). Associated with
any given linear form χ on g, Uχ(g) is defined to be the quotient of the universal
enveloping algebra U(g) by the ideal generated by all xp − x[p] − χ(x)p with x ∈ g.
Each class of irreducible representations of g correspond to a p-character χ and the
representation theory of g with this p-character is the “union” of the representation
theory of Uχ(g). Furthermore, when we restrict the prime characteristic of the
basic fields to the case which we call “very good”, a well-known result shows that
there is a Morita equivalence between Uχ(g)-module category and Uχn(l)-module
category, where l is a certain reductive subalgebra of g and χn is a so-called nilpotent
character of l (cf. [16] and [5]). This important result enables us to consider the
representations of Uχ(g) just with nilpotent χ. In the last decade, much progress
in modular representations of reductive Lie algebras have been made. Nevertheless,
many basic problems remain unsolved.
In this paper, we will focus our concern on the case when χ is of standard Levi
form which is associated with a subset I of simple roots of g, this means that χ is
regular nilpotent on the Levi factor gI for I, and is evaluated 0 elsewhere. Owing
to the work of Friedlander-Parshall and Jantzen (cf. [5], [10] and [11]), we have a
precise classification of simple Uχ(g)-modules by ”highest weights”. There are also
many good properties in the representations of Uχ(g) in this case. Especially, one
can study the graded module category by modulo I, analogous to graded module
category in the restricted case, i.e. χ = 0 (the graded structure essentially arises
from G1T -module category in representations of algebraic groups, where G1 is the
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kernel of the first Frobenius homomorphism and T is the maximal torus of G) (cf.
[10, §11] and [12, II. §9]).
Recall that in the BGG theory for complex representations of semi-simple Lie
algebras, there is a well-known result that each projective module has a filtration
with sub-quotients isomorphic to Verma modules. In the restricted module category
of g = Lie(G), Humphreys first proved that each projective module admits an
analogous filtration with sub-quotients isomorphic to baby Verma modules Z(λ),
called a Z-filtration (cf. [9]). Furthermore, Cline-Parshall-Scott (CPS for short) in
[3] proved that a projective G1T -module admits Z
w-filtratios for an arbitrary given
w in the Weyl group where Zw(λ) is a twisted baby Verma module. In the same
time, CPS also proved that a G1T -module is projective if and only if it is a tilting
module, i.e. admiting both Z-filtration and Z∗-filtration (or to say: admitting both
Z and Zw0-filtration for the longest element w0 in the Weyl group).
In this paper, we prove a strong version of the above result in the case when p-
character χ is of standard Levi form: a X/ZI-graded module of Uχ(g) is projective if
and only if it is a strong “tilting” module, this is to say, it admits both ZQ-filtration
and Z ′Q-filtration, where ZQ (resp. Z
′
Q) are some pI -induced (resp. p
′
I -induced)
modules from projective covers of the baby Verma modules of Uχ(gI). Here pI and
p′I mean respectively positive and negative parabolic subalgebras associated with
I (to see Theorem 4.1, where Z ′Q has another version Z
wI
Q by w
I -twist which is
like w0-twist Z
w0 afore-mentioned). The part of “necessity” in the statement is an
implication of Jantzen’s result (to see Proposition 2.4). Here, we complete the other
part with aid of cohomological support variety theory of restricted Lie algebras.
Consequently, a projective Uχ(g)-module Q is a tilting module
1, i.e. Q admits
both Z-filtration and τ (Z∗)-filtration where τ is an involutative automorphism of
g associated with I (note: τ (Z∗) has another version Zw
I
, to see Lemma 2.6). So,
we can adopt the filtration introduced by Andersen and Kaneda in [2], and then
obtain the sum formulas (to see Theorems 5.5 and 5.6), which is helpful for us to
understand more on simple modules and their character formulas of Uχ(g). On those
characters, Lusztig proposed a hope in [15], which is still unsolved.
In [2], Andersen and Kaneda constructed a filtration associated with each pro-
jective G1T -module Q from vector spaces Fλ(Q) = HomG1T (Z(λ)
τ , Q), and then
proved that the filtration has a sum formula analogous to the Jantzen filtration’s,
(cf. [2]). We call such a filtration Andersen-Kaneda filtration.
In the case when χ is of standard Levi-form for reductive Lie algebras, Andersen-
Kaneda filtrations do exist and the corresponding sum formulas can be constructed,
by analogy of A-K’s arguments with some mild modifications. For the convenience
of readers, we complete the arguments.
Acknowledgement: This work is partially supported by NSF and PCSIRT
of China. The authors express thanks to the referee for his/her pointing out some
false statements in the original manuscript.
1The inverse of this statement is not true. The correct inverse statement is just included in
Theorem 4.1
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2. Preliminaries
2.1. Assumptions. Throughout this paper, we always assume that k is an
algebraically closed field of prime characteristic p. The notations will generally
follow [10].
Let G be a connected and reductive algebraic group over k, satisfying the fol-
lowing three hypotheses as in [10, 6.3]:
(H1) The derived group DG of G is simple connected;
(H2) The prime p is good for g;
(H3) There exists a G-invariant non-degenerate bilinear form on g,
where g = Lie(G). Those conditions can be explained as follows: when DG is a
simple algebraic group, then the conditions (H1)-(H3) satisfy if and only if p does
not divide n + 1 for type An; p > 2 for types Bn (n ≥ 2), Cn (n > 2) and Dn
(n ≥ 4); p > 3 for type E6, E7, F4 and G2; p > 5 for E8.
Fix T a maximal torus of G. Let U(g) be the universal enveloping algebra of g.
For a given χ ∈ g∗, set Uχ(g) = U(g)/Jχ, a reduced enveloping algebra of g. Here
Jχ is the ideal of U(g) generated by x
p − x[p] − χ(x)p, for all x ∈ g. Set X = X(T )
the character group of T , which is a free abelian group of rank equal to dimT . It
contains the subgroup ZR generated by the root system R.
Denote respectively by R± the sets of all positive roots and all negative roots.
For each α ∈ R, let gα denote the subspace of g corresponding to α and n
+ =∑
α∈R+ gα, n
− =
∑
α∈R− gα. We have the triangular decomposition of g: g = n
+ ⊕
h⊕n−. Let b+ = h⊕n+ be the Borel subalgebra of g , h is the Cartan subalgebra of
g. For each α ∈ R, let α∨ denote the coroot of α andW is the Weyl group generated
by all sα with α ∈ R and Wp is the affine Weyl group generated by sα,rp(r ∈ Z)
where sα,rp, r ∈ Z are the affine reflection with sα,rp(µ) = µ − (〈µ, α
∨〉 − rp)α.
Define w.λ = w(λ+ ρ)− ρ,w ∈W , the dot action of w on λ where ρ is half the sum
of all positive roots.
Call ξ ∈ g∗ nilpotent if ξ is in the coadjoint G-orbit of χ with χ(b+) = 0. By
Kac-Weisfeiler and Friedlander-Parshall’s result, up to Morita equivalence, the study
of Uξ(g)-module can be reduced to the study of Uξ0(g0)-module for a reductive Lie
algebra g0 = Lie(G0) for some connected reductive algebraic group G0 satisfying
Conditions (H1)-(H3), and nilpotent ξ0 ∈ g
∗
0. Thus, we only need study the module
category of Uχ(g)-modules with χ’s being nilpotent, up to Morita equivalence. In
the whole paper, we always assume that χ(b+) = 0, i.e. χ is nilpotent.
Note that since χ(b+) = 0, any simple U0(h)-module is one-dimensional kλ = k,
with h · 1 = λ(h) for any h ∈ h and λ ∈ Λ := {λ ∈ h∗ | λ(h)p = λ(h[p])} which is
equal to X/pX. And kλ can be extended a U0(b
+)-module with trivial n+-action.
Hence, we have an induced module
Zχ(λ) = Uχ(g)⊗U0(b+) kλ
which is called a baby Verma module. Then each simple Uχ(g) module is the ho-
momorphic image of some baby Verma module Zχ(λ), λ ∈ Λ.
2.2. Standard Levi forms. We say a p-character χ has standard Levi form if
χ is nilpotent and if there exists a subset I of the set of all simple roots such that
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(2.1) χ(g−α) =
{
6= 0 if α ∈ I,
0 if α ∈ R+\I.
As in [10, §10.4; §10.5], when I is the full set of all simple roots, we call χ a
regular nilpotent element in g∗. When I = {0}, we know Uχ(g) = U0(g) is the
restricted enveloping algebra of g. We denote RI be the root system corresponding
to simple root set I and letWI is the Weyl group generated by all the sα with α ∈ I.
Set wI to be the longest element in WI and w0 is the longest element in W . We
denote wI = wIw0. Denote gI = h⊕
∑
α∈RI
gα ; p = gI +⊕u
+; and p′ = gI +⊕u
−,
where u+ =
∑
α∈R+\R+
I
gα, u
− =
∑
α∈R+\R+
I
g−α are the nilpotent radicals of p and
of p′ respectively.
From now on, we will always assume that χ is a given p-character of standard
Levi-form, associated with a subset I of simple roots.
2.3. The category of X/ZI-graded modules. We are going to study certain
X/ZI-graded Uχ(g)-module category, denoted by C. It is defined as follows: Each
Uχ(g)-module is a direct sum of weight spaces of h (note: all weights belong to X/
pX ⊂ h∗ as χ(h) = 0). If V ∈ C, then each graded component Vλ+ZI with λ ∈ X is
an h-submodule, thereby decomposes into weight space for h. Furthermore, a finite-
dimensional X/ZI-graded Uχ(g)-module V -belongs to C if and only if all weights of
h on Vλ+ZI have the form dµ with µ ∈ λ + ZI + pX for all λ. Here dλ means the
differential of λ ∈ X(T ), which satisfys dλ ∈ Λ.
We call a Uχ(g)-module M gradable if there is on N ∈ C such that M ∼= F(N).
Here F : C → Uχ(g)-module category means the forgetful functor.
Lemma 2.1. (cf. [11, 1.4])
(1) Each simple Uχ(g)-module is gradable.
(2) Each baby Verma module is gradable.
(3) Each projective Uχ(g)-module is gradable. 
The definition of the X/ZI-graded module category C can be reformulated (and
then extended) as follows.
Let U = U(g)/(xpα − χ(xα)
p, α ∈ R), the PBW theorem ensure us the following
isomorphism:
Uχ(n
−)⊗ U(h) ⊗ Uχ(n
+) ≃ U
We shall denote respectively by U−, U0 and U+ the images of Uχ(n
−), U(h) and
Uχ(n
+) in U ; these images is respectively isomorphic to Uχ(n
−), U(h) and Uχ(n
+).
We have a ZR/ZI−grading on U such that each gα with α ∈ R ∪ {0} is contained
in the homogeneous part of degree α+ZI. We denote by the homogeneous parts of
U by Uν with ν ∈ ZR/ZI.
Let A be a noetherian commutative k-algebra. Let
π : U0 → A
denote a k-algebra homomorphism. We call a U⊗A-moduleM to be h-diagonalizable
if
M =
⊕
φ:h→A
Mφ,Mφ := {m ∈M | h.m = φ(h)m}.
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In this case, we call φ an h-weight of M if Mφ 6= 0. Now we can define a category
of U ⊗ A-modules CA. The objects of CA are U ⊗ A-modules M which are h-
diagonalizable, together with an X/ZI-grading M =
⊕
ν∈X/ZI Mν of M satisfying
the following conditions:
(A) M is finitely generated over A;
(B) A preserves the grading of M :
AMµ+ZI ⊂Mµ+ZI ;
(C) Uν+ZI shifts the grading of M by ν + ZI:
Uν+ZI ·Mµ+ZI ⊂Mµ+ν+ZI ;
(D) All h-weights φ of Mµ+ZI have the form:
φ = π + d(µ+ µ′), µ′ ∈ ZI.
A morphism between objects in CA is a U ⊗ A-homomorphism preserving the
gradings. So we can get an induced module in CA
ZˆA(λ) = U ⊗U0Uχ(n+) Aλ
where Aλ denotes the (b
+)⊗A-module A for each h ∈ h acting as multiplication by
π(h) + dλ(h).
We will specialize our choice of the k-algebra A. When choosing A = k[t](t) the
localization of the polynomial ring k[t] in one variable at the maximal ideal generated
by t, we will denote by A˜ the fraction field of k[t]. The corresponding category of
U ⊗ A-modules and U ⊗ A˜-modules will be denoted by CA and CA˜. So in the case
A = k[t](t), π : U
0 → A arises from an algebra homomorphism π0 : U
0 → k[t] which
is defined via sending hα to cαt for cα ∈ k with all α ∈ R satisfying cwIα = cα and
cα 6= 0 if and only α /∈ RI (cf. [11, 3.1/2/9] or [14, 13.2]).
When A = k, the corresponding category is just C.
In the sequel, we will fix an element χ in g∗ of standard Levi form, associated
with a subset I of the simple root system. Then we may define an order relation ≤
on X/ZI such that µ+ ZI ≤ λ+ ZI if and only if there exist integers mα ≥ 0 with
λ− µ =
∑
αmαα+ ZI. In category C, the baby Verma module is
Zˆχ(λ) = U ⊗U0Uχ(n+) kλ,
which satisfies F(Zˆχ(λ)) ∼= Zχ(dλ). When A
′ = A/tA = k, we have ZˆA(λ) ⊗A k ≃
Zˆχ(λ).
2.4. Twists. (cf. [11, §3.3]) Let w be an element of
W I := {w ∈W | w−1(α) > 0, for all α ∈ I}
We can see that wI ∈W I . The PBW basis theorem give us an isomorphism
Uχ(wn
−)⊗ U0 ⊗ Uχ(wn
+) ≃ U
We can define new categories. In the new category, we get an induced module for
w ∈W I
ZˆwA(λ) = U ⊗U0Uχ(wn+) Aλ
where Aλ denotes the (wb
+) ⊗ A-module A for each h acting as multiplication by
π(h) + (dλ)(h).
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When A = k, the (twisted) induced module ZˆwA(λ) will be denoted by Zˆ
w
χ (λ).
We have the following facts.
Lemma 2.2. Let λ, µ ∈ X. Then
(1) (cf. [10, Prop. 11.9]) Lˆχ(λ) ≃ Lˆχ(µ)⇐⇒ Zˆχ(λ) ≃ Zˆχ(µ)⇐⇒ µ ∈WI,p ·λ.
(2) For w ∈ W I there is an equivalence of categories that takes Zˆwχ (λ) to
Zˆw−1χ(w
−1λ).
Proof. (2) Recall that associated with w ∈ W , there is an automorphism of
g = h +
∑
α∈R gα which stabilizes h and makes gα into gwα. We denote it by
w¯. For w ∈ W I , define w−1χ ∈ g∗ via evaluating it χ(w¯x) at x (similarly, we
can define w−1λ ∈ X). Under such an automorphism w¯ for w ∈ W I , there is an
algebra isomorphism between Uw−1χ(g) and Uχ(g), which gives rise to an category
equivalence between the X/ZwI-graded module category of Uw−1χ(g) and the X/
ZI-graded module category of Uχ(g), sending Zˆw−1χ(w
−1λ) to Zˆwχ (λ). 
2.5. ZQ-Z
wI
Q -Filtrations. As in the previous section, we maintain the assump-
tion that the p-character χ is a given standard Levi form, in connection with a subset
of simple roots I = {α ∈ R | χ(x−α) 6= 0}. As the subspaces p and p
′ of g are ho-
mogeneous, the algebra Uχ(p) and Uχ(p
′) have a natural grading by X/ZI. When
we extend a Uχ(gI)-module to a Uχ(p)-module or a Uχ(p
′)-module, we will regard
M as a graded module with M0 =M and Mλ = 0 if all λ 6= 0. The situation for p
′
is the same as p.
For each Uχ(gI)-module M set
Z(M) = Uχ(g)⊗Uχ(p) M
and
Z ′(M) = Uχ(g)⊗Uχ(p′) M.
By the arguments in [11, 1.16], we know that both Z(M) and Z ′(M) have
natural X/ZI-gradings, identifying Z(M)0 withM as a Uχ(gI)-module, Z(M)λ = 0
implies λ ≤ 0 and Z ′(M)λ 6= 0 implies λ ≥ 0. The corresponding modules in C are
distinguished by wearing a cap, like Zˆ(M) and Zˆ ′(M).
Consider Zχ,I(λ) = Uχ(gI)⊗Uχ(gI
T
b+)kλ, λ ∈ Λχ. Then χ|gI is regular nilpotent.
By [5, 4.2/3], we know it’s a simple Uχ(gI) module (also refer to [10, §10 and §11]).
Let Qχ,I(λ) be the projective cover of the Uχ(gI)-module Zχ,I(λ). Thus, we have
induced modules of g:
Z(Zχ,I(λ)) ∼= Zχ(λ).
and
Z(Qχ,I(λ)).
We denote both by Z(λ) and Z(Q,λ) respectively. By Lemma 2.1, there are corre-
sponding modules in C, denoted by Zˆ(λ) and Zˆ(Q,λ).
Since Qχ,I(λ) has a filtration of length |WI .λ¯| with all quotient of subsequent
terms in the filtration isomorphic to Zχ,I(λ) (cf. [10, §10.10]), Z(Qχ,I(λ)) has a
filtration of length |WI .λ¯| with each quotient of subsequent terms in the filtration
isomorphic to Zχ(λ). Here and further, λ¯ stands for the image of λ in X/pX.
Denoting by Qˆχ(λ) the projective cover of the simple module Lˆχ(λ), we know
that Qˆχ(λ) has a filtration with each quotient of subsequent terms isomorphic to
Zˆ(Q,µ) for some µ ∈ X, while the number of factors isomorphic to a given Zˆ(Q,µ) is
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equal to [Zˆχ(µ) : Lˆχ(λ)] (cf. [10, Proposition 10.11]). Consequently, the projective
module Qˆχ(λ) has a filtration where all factors of subsequent terms are isomorphic to
Zˆχ(λ) for some λ ∈ X, The number (denoted by (Qˆχ(λ) : Zˆχ(µ))) of factors in such
a filtration of Qˆχ(λ) isomorphic to a given Zˆχ(µ) is equal to |WI .µ¯| · [Zˆχ(µ) : Lˆχ(λ)].
Recall that gI = h ⊕
∑
α∈RI
gα; p = gI ⊕ u
+. Then wI(p) = p′ = gI ⊕∑
α/∈wI(ZI) g−α. Actually, w
I(I) = −wI(I) ∈ ZI, and w
I(α) = w0(α) for α ∈
R+\R+I , and then w
I(gI) = gI . Hence we can define the twist induced modules as
follows:
Z ′(Zχ,I(λ)) = Uχ(g)⊗Uχ(wI (p)) Zχ,I(λ)
∼= Zw
I
χ (λ).
and
Z ′(Qχ,I(λ)) = Uχ(g)⊗Uχ(wI(p)) Qχ,I(λ).
Both of them will be denoted by Zw
I
(λ) and Zw
I
(Q,λ) respectively. The corre-
sponding graded modules in C are denoted by Zˆw
I
(λ) and Zˆw
I
(Q,λ).
Definition 2.3. (1) Let M ∈ C. M is said to has a Zˆ-filtration (resp. Zˆw
I
-
filtration) if there is a filtration with each quotient of subsequent terms in
the filtration isomorphic to Zˆχ(µ) (resp. Zˆ
wI
χ (µ) for some µ ∈ X.
(2) Let M ∈ C. M is said to has a ZˆQ-filtration (resp. Zˆ
wI
Q -filtration) if
there is a filtration with each quotient of subsequent terms in the filtration
isomorphic to Zˆ(Q,µ) (resp. Zˆw
I
(Q,µ)) for some µ ∈ X.
(Note: the same notions in the category CA can be defined, in the same sense of
(1) and (2) respectively.)
One of Jantzen’s results [11, Proposition 2.1] implies the following proposition.
Proposition 2.4. Let χ ∈ g∗ be of standard Levi form. If the object M in the
category C is projective, then M has both ZˆQ-filtration and Zˆ
wI
Q -filtration, thereby
has both a Zˆχ-filtration and a Zˆ
wI
χ -filtration. 
Proof. Assume M ∈ C is projective, then it’s a projective Uχ(p)-module. By
[11, Proposition 2.1], M has a ZˆQ-filtration. Symmetrically, M has a Zˆ
wI
Q -filtration.

Remark 2.5. (1) Generally speaking, it’s no longer true thatM in C is projec-
tive ifM admits both Zˆχ- and Zˆ
wI
χ -filtrations. An obvious counter-example
is M = Zˆχ(λ) for a regular nilpotent χ. In such a case, I is just the whole
simple roots, and a baby Verma module coincides with its wI -twist. How-
ever, M is projective only when λ is a Steinberg weight (cf. [8]).
(2) By the same argument as [1, 4.19], we have the following basic facts:
(i) There is a unique projective module up to isomorphism, QˆA(λ) ∈ CA
satisfying QˆA(λ) ⊗A k ∼= Qˆχ(λ), and (QˆA(λ) : ZˆA(µ)) = (Qˆχ(λ) :
Zˆχ(µ)).
(ii) By the argument in §2.5, (i) gives us (QˆA(λ) : ZˆA(µ)) = |WI .µ¯| ·
[Zˆχ(µ) : Lˆχ(λ)].
(iii) Any projective module Qˆ in CA is isomorphic to a direct sum of certain
QˆA(λ). Thus, we easily know that the rank of the free A-module
HomCA(Qˆ, ZˆA(µ)) equal to (Qˆ : ZˆA(µ)).
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2.6. Duality. (cf. [10, §11.4; §11.5; §11.16]) Jantzen constructed a duality
τ (−∗) on the category C. By [11, 1.14], there is an automorphism τ of G satisfying
τ(T ) = T , with derivative that acts in the following way:
τ(xα) = x−wIα.
τ(hα) = h−wIα.
Note that τ2 = id. It has the properties that χ ◦ τ−1 = −χ and λ ◦ τ−1 = −wI(λ)
for all λ ∈ X. In category C, we have [1, §11.6]
Lemma 2.6. Let µ ∈ X.
Zˆχ(µ) ≃
τ (Zˆw
I
χ (µ
wI )∗), where µw
I
= µ− (p− 1)(ρ − wIρ).
Here ρ is half the sum of the positive roots of R. 
Remark 2.7. The τ -duality can be extended to the category CA. Let M be an
object of CA. Define
τM to be HomA(M,A), as an A-module. The U -action on
τ (M) is defined by:
u ∈ g, (u.f)(m) := f(−τ−1(u).m),m ∈M.
In general, if M ∈ CA is a free A-module,then
τ (τM) ∼= M . For another A-free
moduleM ′ ∈ CA, HomCA(M,M
′) ∼= HomτCA(
τM ′,τ M) as A-free modules (compare
[2, §1.6]). Here τCA means an version of the module category corresponding to −χ,
parallel to CA.
In category CA, one readily has an analogy of Lemma 2.6 by a natural way (cf.
[14, §13.6]):
Lemma 2.8. Let µ ∈ X.
ZˆA(µ) ≃
τ (Zˆw
I
A (µ
wI )∗), where µw
I
= µ− (p− 1)(ρ− wIρ).
Here ρ is half the sum of the positive roots of R. 
3. Baby Verma modules and their twists
In this section, we will give some computation on hom-spaces and extensions
between (baby) Verma modules and their twists in the module category CA, which
will be used later. Before that, we first prove some general formulation of Lemma
2.2 which will be the start point of our argument in the sequel.
Lemma 3.1. Let λ, µ ∈ X. Then HomCA(ZˆA(λ), ZˆA(µ)) ≃ A⇐⇒ µ ∈WI,p · λ.
Proof. First, we assert that all ZˆA˜(λ) = ZˆA(λ) ⊗A A˜ are simple in CA˜. We
will prove this by standard argument. Consider gK¯ = gK ⊗K K¯, where K = A˜, gK
the extension of Lie algebra g by field extension of K/k and K¯ is the algebraically
closure of K. Then we have
(3.1) ZˆK¯(λ)
∼= Zˆχpi(λ)
where χpi ∈ g
∗
K¯
is defined via χpi(hα) = cαt − (cαt)
1
p 6= 0 if α ∈ R\RI , χpi(hα) =
0 if α ∈ RI and χpi|n± = χ|n± . Here cα is defined as in §2.3. Then χpi has a
Chevalley-Jordan decomposition χpi,s+χpi,n where χpi,s ∈ g
∗
K¯
is the trivial extension
of χpi|h ∈ h
∗ ⊂ g∗
K¯
, and χpi,n ∈ g
∗
K¯
is the trivial extension of χ ∈ g∗ ⊂ g∗
K¯
. Thus the
centralizer cgK¯ (χpi) of χpi in gK¯ coincides with gI ⊗ K¯. By [16, 2.4] (more precisely
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[5, 3.2 and 8.5]), Uχpi(gK¯) is Morita equivalent to Uχ(gI ⊗ K¯), the latter of which is
of standard Levi form. All Verma modules of Uχ(gI ⊗ K¯) are simple, which implies
the corresponding baby Verma modules Uχpi(λ) of Uχpi(gK¯) are simple, under the
Morita equivalence. So ZˆK¯(λ) is simple (notice (3.1)). From ZˆK¯(λ)
∼= ZˆA˜(λ)⊗A˜ K¯,
it follows that all ZˆA˜(λ) are simple.
Furthermore, by the Morita equivalence and Lemma 2.2 (over K¯), we know
HomC
A˜
(ZˆA˜(λ), ZˆA˜(µ)) =
{
A˜ if λ ∈WI,p · µ,
0 otherwise.
Observe that A˜ is A-flat, and the A-free module HomCA(ZˆA(λ), ZˆA(µ)) satisfies by
[4, 2.38]
HomCA(ZˆA(λ), ZˆA(µ))⊗A A˜
∼= HomC
A˜
(ZˆA˜(λ), ZˆA˜(µ)).
Hence HomCA(ZˆA(λ), ZˆA(µ)) = A if and only if λ ∈WI,p · µ. 
The following lemmas are crucially useful in the last section.
Lemma 3.2. (1) Let λ ∈ X, and λσ = λ+ (p− 1)(σρ− ρ) for σ ∈W I . Then
for w,w′ ∈W I , HomCA(Z
w
A(λ
w), Zw
′
A (λ
w′)) ∼= A.
(2) In particular, for λ ∈ X, and wI = wIw0,
HomCA(ZˆA(λ), Zˆ
wI
A (λ
wI )) ≃ A
and
HomCA(Zˆ
wI
A (λ
wI ), ZˆA(λ)) ≃ A.
Proof. We can prove the lemma, following the argument in the proof of [1,
4.7] (or to see [2, 1.7]). 
We have the following reformulation of Lemma 3.2, dealing with general situa-
tions.
Lemma 3.3. Let λ, µ ∈ X. For any w ∈W I ,
HomCA(Zˆ
w
A (λ
w), ZˆA(µ)) ≃
{
A if µ ∈WI,p · λ
0 others
Proof. As A˜ is A-flat, applying [4, 2.38] we know that
HomCA(Zˆ
w
A (λ
w), ZˆA(µ))⊗A A˜ ∼= HomC
A˜
(Zˆw
A˜
(λw), ZˆA˜(µ)).
If HomCA(Zˆ
w
A (λ
w), ZˆA(µ)) is nonzero, then HomC
A˜
(Zˆw
A˜
(λw), ZˆA˜(µ)) is nonzero. By
the argument in the proof of Lemma 3.1, we know that both Zˆw
A˜
(λw) and ZˆA˜(µ)
are simple. So Zˆw
A˜
(λw) ∼= ZˆA˜(µ). Lemma 3.2(1) tells us that Zˆ
w
A˜
(λw) ∼= ZˆA˜(λ).
Using Lemma 2.2, we finally obtain µ ∈WI,p · λ. Conversely, if µ ∈WI,p · λ, by the
above argument we know HomCA(Zˆ
w
A (λ
w), ZˆA(µ)) ⊗A A˜ ∼= A˜. Note that the first
term in the tensor product is a free-A module of finite rank, thereby of rank one.
We complete the proof. 
Choose a reduced expression wI = s1s2 · · · sN where si = sαi for some simple
roots αi. Set wi = s1 · · · si−1, i = 1, · · · , N+1 with convention w1 = 1. Then all wiαi
are distinct, they are exactly the positive roots made negative by w0wI = (w
I)−1,
constituting R+\R+I . Furthermore, the positive roots made negative by w
−1
i are
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exactly w1α1, · · · , wi−1αi−1. This shows that w
−1
i (I) ⊂ R
+, thereby wi ∈ W
I .
Hence we can construct the wi-twist baby Verma modules Z
wi
A (−) and Z
wi
χ (−). Set
ZˆiA = Z
wi
A (λ
wi) ( resp. Zˆiχ = Z
wi
χ (λ
wi)).
Then Zˆ1A = ZˆA(λ) and Zˆ
N+1
A = Z
wI
A (λ
wI ). By Lemma 3.2(1), we can take a genera-
tor ϕi ∈ HomCA(Zˆ
i, Zˆi+1) ∼= A, which is unique up to units in A. Similarly, we take
a generator ϕ′i ∈ HomCA(Zˆ
i+1
A , Zˆ
i
A)
∼= A. Precisely, those module homomorphisms
ϕi and ϕ
′
i can be taken respectively via: sending 1 ⊗ 1 to x
p−1
wiαi ⊗ 1, and sending
1⊗ 1 to xp−1−wiαi ⊗ 1.
By change of rings −⊗A k (note that k ∼= A/tA), one has extensions of both ϕi
and ϕ′i: ϕ¯i = ϕi ⊗A k and ϕ¯
′
i = ϕ
′
i ⊗A k in HomC(Z
i
χ, Z
i+1
χ ) and HomC(Z
i+1
χ , Z
i
χ)
respectively. It can be known from the forthcoming lemma that if 〈λ+ ρ,wiα
∨
i 〉 ≡ 0
mod (p), then both ϕ¯i and ϕ¯
′
i are isomorphisms in C .
Lemma 3.4. Up to units in A the following statements hold
(1) ϕi ◦ ϕ
′
i =
{
tidZi
A
, if 〈λ+ ρ,wiα
∨
i 〉 6= 0 mod (p),
idZi
A
, otherwise .
(2) ϕ′i ◦ ϕi =
{
tidZi+1
A
, if 〈λ+ ρ,wiα
∨
i 〉 6= 0 mod (p),
idZi+1
A
, otherwise .
(3) If 〈λ+ ρ,wiα
∨
i 〉 ≡ 0 mod (p), then both ϕi and ϕ
′
i are isomorphisms.
Proof. (1) Thanks to Lemma 3.2, it is sufficient to evaluate ϕ′i ◦ϕi on a single
non-zero element v in ZiA, say v0 = 1 ⊗ 1. Recall that for 0 ≤ s ≤ p − 1, vs :=
xs−wiαi
s! ⊗ 1 ∈ Z
i
A and v
′
s :=
xswiαi
s! ⊗ 1 ∈ Z
i+1
A , we have
xwiαivs = (π(hwiαi) + 〈λ+ ρ,wiα
∨
i 〉 − s)vs−1,
where α∨i is the coroot. Note that ϕi(v0) = (p − 1)!v
′
p−1 and ϕ
′
i(v
′
0) = (p− 1)!vp−1.
Hence we have
ϕ′i ◦ ϕi(v0) = (p − 1)!
∏p−1
j=1(π(hwiαi) + 〈λ+ ρ,wiα
∨
i 〉+ j)v0
= (p− 1)!
∏p−1
j=1(cwiαit+ 〈λ+ ρ,wiα
∨
i 〉+ j)v0.(3.2)
When 〈λ + ρ,wiα
∨
i 〉 ≡ 0 mod (p), the coefficient above is a unit in A. When
〈λ + ρ,wiα
∨
i 〉 6= 0 mod (p), the coefficient above is equal to tu for a unit u in A.
Hence, we get the first statement.
The proof of (2) is similar. The third statment is an immediate consequence of
(1) and (2). 
Remark 3.5. We have general formulas in connection with (3.2) which will be used:
ϕi(vs) = (−1)
s (p − 1)!
s!
s∏
j=1
(π(hwiαi) + 〈λ+ ρ,wiα
∨
i 〉 − j)v
′
p−1−s
and
ϕ′i(v
′
s) =
(p− 1)!
s!
s∏
j=1
(π(hwiαi) + 〈λ+ ρ,wiα
∨
i 〉+ j)vp−1−s
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We can take the generator ̟ of HomCA(Zˆ
1
A, Zˆ
N+1
A ) as the composite
Zˆ1A
ϕ1
→ Zˆ2A
ϕ2
→ · · ·
ϕN+1
→ ZˆN+1A .
Similarly we can take the generator ̟′ = ϕ′1 ◦ · · ·ϕ
′
N in HomCA(Zˆ
N+1
A , Zˆ
1
A). Then
we have the following direct corollary to the above lemma.
Corollary 3.6. Keep the assumption and notations. Then
̟′ ◦̟ = tN(I,λ)idZˆi
A
and ̟ ◦̟′ = tN(I,λ)idZˆi+1
A
,
where N(I, λ) = #{α ∈ R+\R+I | 〈λ+ ρ, α
∨〉 6= 0 mod (p)}. 
Lemma 3.7. (1) Let λ, µ ∈ X. If Ext1CA(ZˆA(λ), ZˆA(µ)) 6= 0, then µ + ZI ≥
λ+ ZI.
(2) Assume that a module M in category CA has a Zˆ-filtration. Then we can
find a Zˆ-filtration of M :
M =M0 ⊃M1 ⊃M2 ⊃ · · · ⊃Mr ⊃Mr+1 = 0
with Mi/Mi+1 ∼= ZˆA(λi), λi ∈ X, i = 0, 1, · · · , r satisfying that λi + ZI ≥
λj + ZI implies i ≤ j.
Proof. In analogy of [1, Lemma 2.14], we consider the exact sequence in the
category CA:
0→ ZˆA(µ)→ N → ZˆA(λ)→ 0
Let v ∈ Nλ be an inverse image of the standard generator v0 = 1 ⊗ 1 of ZˆA(λ). If
xαv = 0 for all α ∈ R
+, then there is a homomorphism ZˆA(λ) → N maps v0 to v,
splitting the above exact sequence. So, if the above exact sequence does not split,
there must be α > 0 with xαv 6= 0 . We get that λ + α is a weight of M , thereby
is a weight of ZˆA(µ) because of the exact sequence. The first statement is proved.
The second is a consequence of (1), by induction on the length of the filtration. 
Remark 3.8. In Lemma 3.7(1), if we replace ZˆA(µ) and ZˆA(λ) with Zˆ
wI
A (µ
wI ) and
Zˆw
I
A (λ
wI ) respectively, we can get the similar result. In (2), if we replace Zˆ-filtration
with Zˆw
I
-filtration, we can find that the Zˆw
I
-filtration of M has the properties: if
λi + ZI ≥ λj + ZI, then i ≥ j.
4. Projective modues and ZˆQ-Zˆ
wI
Q -filtrations
The following theorem shows that the inverse of the statement in Proposition
2.4 concerning ZQ-filtrations is true.
Theorem 4.1. Maintain the assumption as in Proposition 2.4. Then M is projec-
tive in the category C if and only if M has both ZˆQ- and Zˆ
wI
Q -filtrations.
In order to prove the theorem, we need some knowledge about support varieties
and rank varieties (one can refer to the definitions [5] [6] [7] and [10]).
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4.1. Support varieties and rank varieties. Given a vector space V over k
let V (−1) denote the k-space with underlying abelian group V and with scalars λ ∈ k
acting through multiplication by λp. Let ||g|| denote the affine algebraic variety
associated to the commutative Noetherian k-algebra
⊕
i≥0 Ext
2i
U0(g)
(k, k)(−1).
Definition 4.2. ([5, 6.1]) Let M be a finite dimension Uχ(g)-module. The support
variety ||g||M of M is the closed subvariety of ||g|| given as the support of the
Ext∗U0(g)(k, k)
(−1)-module Ext∗Uχ(g)(M,M)
(−1).
There is a natural finite morphism Φ : ||g|| → g of affine varieties (cf. [6, §2.1]),
defined by using the k-algebra homomorphism
S(g∗)→
⊕
i≥0
Ext2iU0(g)(k, k)
(−1)
induced from the natural (Hochschild) map g∗ → Ext2U0(g)(k, k)
(−1). By Jantzen’s
theorem (cf. [13, Satz 2.14]), Φ(||g||) identifies with the closed subvariety Np(g) of
g where Np(g) = {x ∈ g | x
[p] = 0}. From the morphism Φ : ||g|| → Np(g), one can
get a Zariski closed conical subset Φ(||g||M ) in Np(g), which can be identified with
{0}
⋃
{x ∈ Np(g) |M |kx is not a free kx-module} (cf. [5] and [7]).
Lemma 4.3. (cf. [5, Prop 6.2]) M is a projective Uχ(g)-module if and only if
Φ(||g||M ) = 0. 
Now let us prove Theorem 4.1.
Proof. (=⇒) It is what Proposition 2.4 says.
(⇐=) Suppose M ∈ C has a ZˆQ-filtration and Zˆ
wI
Q -filtration. Observe that
M is projective in C if only if F(M) is a projective Uχ(g)-module. By Lemma
4.3, we only need to prove that Φ(||g||F(M)) = 0. Owing to [5, Prop 7.1], we
know Φ(||g||F(M)⊗F(M)) = Φ(||g||F(M))∩Φ(||g||F(M)). Hence we only need consider
Φ(||g||F(M)⊗F(M)).
AsM has a ZˆQ-filtration and a Zˆ
wI
Q -filtration,M⊗M has a filtration where each
sub-quotient in the filtration is isomorphic to Zˆ(Q,λi) ⊗M which admits another
filtration with quotients of sub-quotients isomorphic to Zˆ(Q,λi) ⊗ Zˆ
wI (Q,λj) for
some λi, λj ∈ X. Hence, Φ(||g||F(M)⊗F(M)) ⊂
⋃
i,j Φ(||g||Z(Q,λi)⊗ZwI (Q,λj)) (cf. [5,
page 1085]). Associated with each component in the union, we have
Φ(||g||
Z(Q,λi)⊗Zw
I (Q,λj)
) = Φ(||g||Z(Q,λi)) ∩ Φ(||g||ZwI (Q,λj)).
By the same arguments in [5, Remark 7.5], we have Φ(||g||Z(Q,λj)) ⊂ p and
Φ(||g||
ZwI (Q,λj)
) ⊂ wI(p) = p′. Thus,
Φ(||g||
Z(Q,λi)⊗Zw
I (Q,λj)
) = Φ(||g||Z(Q,λi)) ∩Φ(||g||ZwI (Q,λj)) ⊆ p ∩ p
′ = gI .
On the other hand, both Z(Q,λi) and Z
wI (Q,λj) are projective as Uχ(gI)-
module, thereby both Φ(||g||Z(Q,λi)) and Φ(||g||ZwI (Q,λj)) intersect g at 0, owing to
Lemma 4.3. Hence, Φ(||g||Z(Q,λi)) ∩ Φ(||g||ZwI (Q,λj)) = 0. Thus, we have proved
that Φ(||g||)M = 0. Hence, M is projective. The proof is completed. 
We immediately have the following corollary.
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Corollary 4.4. IfM is a projective module in C, then τM must be projective in τC,
where τC is the X/ZI-graded module category of U−χ(g). In particular, in this case
τM admits a filtration with filtration quotient factors τ Zˆ(λ) for some λ ∈ X. 
Remark 4.5. By Remarks 2.5(2) and 2.7 the CA-version of Corollary 4.4 is also true.
This is to say, if Qˆ is projective in CA, then
τ Qˆ admits a filtration with filtration
quotient factors like τ ZˆA(λ).
Proposition 4.6. (Compare with [1, Proposition 4.11]) Let χ be of standard Levi
form associated with a proper subset I of simple roots. Then
ExtnC(Zˆ(Q,λ), Zˆ
wI (Q,µw
I
)) = 0
for all λ, µ ∈ X and n > 0.
Proof. Since Zˆ(Q,λ) is a Uχ(g)-module, we know that its dual Zˆ(Q,λ)
∗ is a
U−χ(g)-module. Hence, we can get by [5, Proposition 5.1]
ExtnC(Zˆ(Q,λ), Zˆ
wI (Q,µw
I
)) ≃ Hn(U0(g), Zˆ(Q,λ)
∗ ⊗ Zˆw
I
(Q,µw
I
))
Noticing the fact Φ(||g||Z(Q,λ)) = Φ(||g||Z(Q,λi)∗), we can get that by [5, Proposition
6.2]
Φ(||g||
Z(Q,λ)∗⊗ZwI (Q,µwI )
) ⊂ Φ(||g||Z(Q,λi)) ∩ Φ(||g||ZwI (Q,µwI )) = 0,
the reason of which is the same as in the proof of Theorem 2.4. Then by Lemma
4.3. we can know that Zˆ(Q,λ)∗ ⊗ Zˆw
I
(Q,µw
I
) is a projective U0(g)-module, as
well as an injective module because U0(g) is a Frobenius algebra. Thus we have
Hn(U0(g), Zˆ(Q,λ)
∗ ⊗ Zˆw
I
(Q,µw
I
)) = 0 and the lemma is proved. 
5. Andersen-Kaneda filtrations and sum formulas
Maintain the notations as the previous sections. Especially, we set A = k[t](t)
the localization of the polynomial ring k[t] in one variable at the maximal ideal
generated by t, we will denote by A˜ the fraction field of k[t].
5.1. Andersen-Kaneda filtrations. In the situation of [2, §3], Andersen and
Kaneda constructed a filtration of the vector space Fλ(Q) = HomG1T (Z(λ)
τ , Q) for
each projective G1T -module Q, where τ denotes the contra-variant dual [2, §1.6].
We find that there exist the similar filtration in the representation theory of modular
Lie algebra of p-character χ when χ has standard Levi form. We will define this
filtration in our situation and study its properties analogous to that in [2, §3].
Let Qˆ be the projective module in category CA. As stated in Remark 2.5, there
is a unique projective module Qˆk in category C with Qˆk ⊗A k ≃ Qˆ. Recall that
HomCA(Zˆ
wI
A (λ
wI ), ZˆA(λ)) ∼= A (Lemma 3.2(2)). And there is a unique generator c :=
̟′ as appearing before Corollary 3.6, up to units in A, in HomCA(Zˆ
wI
A (λ
wI ), ZˆA(λ)).
Define
F λA(Qˆ) = HomCA(Zˆ
wI
A (λ
wI ), Qˆ),
EλA(Qˆ) = HomCA(Qˆ, ZˆA(λ)).(5.1)
By Lemmas 2.8, Corollary 4.4 and Remark 2.5, it’s not hard to see that
(5.2) F λA(Qˆ) and E
λ
A(Qˆ) are both A-free module with the same rank, say nλ.
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Set F λk (Qˆk) = HomC(Zˆ
wI
χ (λ
wI ), Qˆk) and E
λ
k (Qˆk) = HomCk(Qˆk, Zˆχ(λ)). The
projectiveness of Qˆ implies by [1, Proposition 3.3] that
(5.3) F λk (Qˆk) ≃ F
λ
A(Qˆ)⊗A k,
and Eλk (Qˆk) ≃ E
λ
A(Qˆ)⊗A k.
Similar to that in [2, §3], define a filtration {F λA(Qˆ)
(j)}j≥0 by setting
(5.4) F λA(Qˆ)
(j) = {ϕ ∈ F λA(Qˆ) | ψ ◦ ϕ ∈ At
jc, ψ ∈ EλA(Qˆ)}
and let F λk (Qˆk)
(j) be the image of F λA(Qˆ)
(j) in F λk (Qˆk), then
(5.5) F λk (Qˆk)
(j) ≃ (F λA(Qˆ)
(j) + tF λA(Qˆ))/tF
λ
A(Qˆ) ≃ F
λ
A(Qˆ)
(j)/tF λA(Qˆ)
(j−1).
We call such a filtration of the projective module Q an Andersen-Kaneda fil-
tration (or AK filtration).
Thanks to Lemma 3.3(2), we have the pairing
aλ : F
λ
A(Qˆ)× E
λ
A(Qˆ) −→ A
given by ψ◦ϕ = aλ(ϕ,ψ)c, ψ ∈ E
λ
A(Qˆ), ϕ ∈ F
λ
A(Qˆ).When tensored with A˜ we have a
bilinear A˜-form (−,−) arising from this pairing. This A˜-bilinear form is by definition
non-degenerate. Furthermore, there is with the pairing, an A-homomorphism
θλ : F
λ
A(Qˆ) −→ E
λ
A(Qˆ)
∨ = HomA(E
λ
A(Qˆ), A)
defined by
θλ(ϕ) : ψ 7→ aλ(ϕ,ψ).
From the non-degeneracy of the A˜-bilinear form, θλ is an A˜-isomorphism, when
tensorred with A˜. There are some basic facts with θ as follows.
Lemma 5.1. There exist bases in F λA(Qˆ) and E
λ
A(Qˆ): {f1, f2, · · · fnλ}, {e1, e2, · · · enλ}
respectively, together with a sequence of positive integers {mλ(1),mλ(2), · · · ,mλ(nλ)}
such that
θλ(fi) = t
mλ(i)ei, i = 1, 2, · · · , nλ.
Moreover, ∑
j≥1
dimF λk (Qˆk)
(j) = νtdet(θλ) =
nλ∑
i=1
mλ(i)
Proof. Note that both F λA(Qˆ) and E
λ
A(Qˆ) are A-free of rank nλ, and θλ is an
A˜-isomorphism. For a given basis {e1, · · · , enλ} in E
λ
A(Qˆ), there must exist a basis
{f1, · · · , fnλ} in F
λ
A(Qˆ) such that
θλ(fi) = t
mλ(i)ei, i = 1, 2, · · · , nλ.
As to the second formula, it follows from the standard arguments as in [12, II
§8.18]. 
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5.2. Connection with Jantzen filtrations. Recall there are subspace filtra-
tions on Weyl modules in representations of algebraic groups (cf. [12]). It’s usually
called Jatzen’s filtration. The idea can be adopted to the Lie algebra case when χ is
of standard Levi forms. Recall there are up to units in A, unique generators c := ̟′
and c′ := ̟ respectively in HomA(Zˆ
wI
A (λ
wI ), ZˆA(λ)) and in HomA(ZˆA(λ), Zˆ
wI
A (λ
wI ))
(see the first subsection). According to Corollary 3.6, we have
(5.6) c ◦ c′ = tN(I,λ)id
Zˆw
I
A
(λwI )
.
In our case, the Jantzen filtration on Zˆw
I
A (λ
wI ) and ZA(λ) can be defined some
sequences of their vector subspaces respectively defined via
Zˆw
I
A (λ
wI )(j) = {v ∈ Zˆw
I
A (λ
wI ) | cv ∈ tjZˆA(λ)}
ZˆA(λ)
(j) = {v′ ∈ ZˆA(λ) | c
′v′ ∈ tjZˆw
I
A (λ
wI )}.
(cf. [11, 3.8]).
As argument in the proof of Lemma 3.2 and Remark 3.5, it’s not hard to see
there exist bases {v1, v2, · · · , vn} of Zˆ
wI
A (λ
wI ) and bases {v′1, v
′
2, · · · , v
′
n} of ZˆA(λ)
and integers a1, a2, · · · , an ∈ N such that
(5.7) cvi = t
aiv′i, c
′v′i = t
N(I,λ)−aivi.
We denote by Zˆw
I
χ (λ
wI )(j)(resp. Zˆχ(λ)) the image of Zˆ
wI
A (λ
wI )(j) in Zw
I
χ (λ
wI )
(resp. the image of ZˆA(λ)
(j) in Zˆχ(λ) ), then we have (set v¯i = vi ⊗ 1, v¯i
′ = v′i ⊗ 1)
Zˆw
I
χ (λ
wI )(j) =
∑
i
ai≥j
kv¯i,
Zˆχ(λ)
(j) =
∑
i
N(I,λ)−ai≥j
kv¯′j(5.8)
Observing that v¯i and v¯
′
i have the same weight we deduce from (5.8)
(5.9) chZˆw
I
χ (λ
wI )(j) + chZˆχ(λ)
(N(I,λ)−j+1) = chZˆχ(λ)
Let’s return to the AK filtration. With the above arguments, we know QˆA has
a Zˆw
I
A -filtration,
QˆA = Qˆ
(0)
A ⊃ Qˆ
(1)
A ⊃ · · · ⊃ Qˆ
(r)
A = 0
with
(5.10) Qˆ
(i−1)
A /Qˆ
(i)
A ≃ Zˆ
wI
A (λ
wI
i )
ni , ni = (QˆA : ZˆA(λi))
satisfying as in Remark 3.8 that
(5.11) if λi + ZI ≤ λj + ZI, then i ≥ j
for i = 1, 2, · · · , r.
We can get an exact sequence
0→ HomCA(Zˆ
wI
A (λ
wI
i ), Qˆ
(i−1)
A ) → HomCA(Zˆ
wI
A (λ
wI
i ), Zˆ
wI
A (λ
wI
i )
ni)
→ Ext1CA(Zˆ
wI
A (λ
wI
i ), Qˆ
(i)
A )→ 0.(5.12)
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which follows from the exact sequence:
0→ Qˆ
(i)
A → Qˆ
(i−1)
A → Zˆ
wI
A (λ
wI
i )
ni → 0
operated by the functor HomCA(Zˆ
wI
A (λ
wI
i ),−), as well as the fact that
HomCA(Zˆ
wI
A (λ
wI
i ), Qˆ
(i)
A ) = 0.
Furthermore, the inclusion Qˆ
(i−1)
A →֒ QˆA induces an isomorphism
HomCA(Zˆ
wI
A (λ
wI
i ), Qˆ
(i−1)
A ) ≃ HomCA(Zˆ
wI
A (λ
wI
i ), QˆA) = F
λi
A (Qˆ),(5.13)
because QˆA/Qˆ
(i−1)
A is filtered by Zˆ
wI
A (λ
wI
j ), j > i .
Set ˜F λA(Qˆ) = HomCA(ZˆA(λ), QˆA). Then it’s not hard to see the following fact by
summing up the above arguments (the detailed proof may be referred to [2, 3.5]).
Lemma 5.2. There exist A-bases {ψ1, ψ2, · · · , ψr} of E
λ
A(Qˆ) and {ψ
′
1, ψ
′
2, · · · , ψ
′
r},
of ˜F λA(Qˆ) such that
ψi ◦ ψ
′
j = δijt
N(I,λ)idZˆA(λ), i, j = 1, 2, · · · , r. 
Recall for ϕ ∈ F λA(Qˆ) and ψ ∈ E
λ
A(Qˆ), we have ψ ◦ ϕ = aλ(ϕ,ψ)c. Hence
c ◦ c′ = tN(I,λ)idZˆN+1
A
implies implies
(5.14) ψ ◦ ϕ ◦ c′ = aλ(ϕ,ψ)t
N(I,λ)idZˆA(λ)
With the bases from the above lemma, we may write ϕ ◦ c′ =
∑r
s=1 bsψ
′
s for some
bs ∈ A. Furthermore, bs = aλ(ϕ,ψs) for all s. Hence ϕ ◦ c
′ ∈ tj˜F λA(Qˆ) if and only if
tj | aλ(ϕ,ψs) for all s, i.e., if and only if ϕ ∈ F
λ
A(Qˆ)
(j).
Thus, we have a corollary to the above lemma.
Lemma 5.3. For each j ∈ N we have
F λA(Qˆ)
(j) = {ψ ∈ F λA(Qˆ) | ϕ ◦ c
′ ∈ tj˜F λA(Qˆ)}. 
5.3. Sum formulas over C. Now we are in the position to present the main
results about AK filtrations and the related sum formulas.
Lemma 5.4. Kerϕ¯i ∼= Cokerϕ¯i, where ϕ¯i is an extension of ϕi by change of rings
−⊗A k, and ϕi is defined as in Lemma 3.4.
Proof. It follows from [11, Lemma 3.5]. 
Theorem 5.5. Let ν ∈ X. Then∑
j≥1
dimF λk (Qˆχ(ν))
(j) =
∑
j≥1
[Zˆχ(λ)
(j) : Lˆχ(ν)]
Proof. Let Qˆ = Qˆχ(ν) ∈ C, QˆA = QˆA(ν) ∈ CA. Denote by φi : HomCA(Zˆ
i+1
A , QˆA)→
HomCA(Zˆ
i
A, QˆA) which is induced by ϕi. Here ϕi is defined as in Lemma 3.4. Let
φ = φ1 ◦ · · · ◦ φN . Then Lemma 5.3 says
F λA(Qˆ)
(j) = {ϕ ∈ F λA(Q) | φ(ϕ) ∈ t
jF˜ λA(Q)}.
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Analogy of the arguments as in §5.1 gives the following sum formula.
(5.15)
∑
j≥1
dimF λk (Qˆ)
(j) = νt(detφ) =
N∑
i=1
νt(detφi).
Set Ci = Cokerϕi. Then by [11, §3.7], we have
(5.16) tCi = 0, for all i.
Hence we also have
(5.17) tExt1CA(Ci, QˆA) = 0, for all i.
Notice that the homomorphism Zˆi−1A → Zˆ
i
A is injective, we have the short exact
sequence
0→ ZˆiA
ϕi→ Zˆi+1A
ϕ˜i→ Ci → 0.
Moreover we can get the exact sequence through the action by HomCA(−, QˆA)
(5.18) 0→ HomCA(Zˆ
i+1
A , QˆA)
φi→ HomCA(Zˆ
i
A, QˆA)→ KerΦi → 0
where Φi : Ext
1
CA
(Ci, QˆA)→ Ext
1
CA
(Zˆi+1A , QˆA). It is clear that KerΦi is the submod-
ule of Ext1CA(Ci, QˆA). Hence (5.16) implies
(5.19) νt(detφi) = dimk(KerΦi ⊗A k)
Set ϕ¯i = ϕi ⊗A k, C¯i = Ci ⊗A k. Then C¯i = Cokerϕ¯i and the injectivity of Qˆ
gives the exactness of the top row in the following diagram (note that Uχ(g) is a
Frobenius algebra, the projective Uχ(g)-modules is injective):
0 ✲ HomC(C¯i, Qˆ) ✲ HomC(Zˆ
i+1
C
, Q) ✲ HomC(Zˆ
i
C
, Qˆ) ✲ HomC(Kerϕi, Q) ✲ 0
HomCA (Zˆ
i+1
A
, QˆA)⊗A k
≃
❄
✲ HomCA (Zˆ
i
A
, QˆA)⊗A k
≃
❄
✲ KerΦi ⊗A k ✲ 0
Here the bottom sequence is obtained by tensoring (5.18) with k and the vertical iso-
morphism comes from the application of Proposition 2.4 and Lemma 3.3 along with
Remarks 2.5(2), 2.7 and 4.5. The diagram shows that KerΦi⊗A k may be identified
with HomC(Kerϕ¯i, Qˆ), thereby this has the same dimension as HomC(C¯i, Qˆ), owing
to Lemma 5.4. By Lemma 2.6 and Remark 2.7, it can be seen that this dimension
equals the multiplicity [C¯i, Lˆχ(µ)]. Consider C¯i = Kerϕ¯i (Lemma 5.4), which is
decided by the formula in Remark 3.5. Hence, the arguments on (5.7)-(5.9) tells us
(5.20)
∑
j≥1
chZˆχ(λ)
(j) =
N∑
i=1
chC¯i.
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Combining (5.15), (5.19) and (5.20), we know
∑
j≥1
dimF λk (Qˆ)
(j) =
N∑
i=1
[C¯i : Lˆχ(ν)] =
∑
j≥1
[Zˆχ(λ)
(j) : Lˆχ(ν)].
The proof is completed. 
The following result shows the connection between the dimension of individual
terms between AK filtrations and Jantzen’s filtrations.
Theorem 5.6. Let Qˆ ∈ C be projective. Then we have a formula dimF λk (Qˆ)
(j) =
dimHom(Zˆχ(λ)
(j), Qˆ), for all j ∈ N. Especially, for Qˆ = Qˆ(ν), ν ∈ X, dimF λk (Qˆ(ν))
(j) =
[Zˆχ(λ)
(j) : Lˆχ(ν)], for all j.
Proof. The second part is a direct implication of the first one. It’s sufficient
to prove the first one. For this, let us verify the statement below.
(5.21) If ϕ¯ ∈ F λk (Qˆ)
(j), then ϕ¯(Zˆw
I
χ (λ
wI )(N(I,λ)+1−j)) = 0.
We denote ϕ¯ ∈ F λk (Qˆ)
(j) is the image of some ϕ ∈ F λA(Qˆ)
(j) in F λk (Qˆ). By
Proposition 5.3 we have ϕ ◦ c′ ∈ tj˜F λA(Qˆ). On the other hand, by (5.7) we have
ϕ ◦ c′(v′i) = t
N(I,λ)−aiϕ(vi), i = 1, 2, · · · n
We conclude that
(5.22) if N(I, λ) − ai ≤ j then ϕ(vi) ∈ t
j−N(I,λ)+aiQˆA
By (5.8) we see that Zˆw
I
A (λ
wI )(N(I,λ)+1−j) is spanned by v¯i where ai ≥ N(I, λ)+1−j.
Hence (5.22) implies that if v¯i ∈ Z
wI
A (λ
wI )(N(I,λ)+1−j) , then ϕ(vi) ∈ tQˆA. That is
to say that ϕ¯(v¯i) = 0, thereby (5.21) is proved.
According to (5.21), we see that
F λk (Qˆ)
j ⊆ HomCA(Zˆ
wI
χ (λ
wI )/Zˆw
I
χ (λ
wI )(N(I,λ)+1−j), Qˆ).
Since Qˆ is injective, the dimension of this homomorphism space only depends on
the character of Zˆw
I
χ (λ
wI )/Zˆw
I
χ (λ
wI )(N(I,λ)+1−j) . Therefore by (5.9) we deduce
dimF λk (Qˆ)
(j) ≤ dimHomCA(Zˆχ(λ), Qˆ)
(j) for all j ∈ N.
On the other hand, each finite-dimensional projective object in C is the direct sum
of some Q(ν). Thus Theorem 5.5 make in force the equality true. The proof is
completed. 
Remark 5.7. For each projective module Qˆ ∈ C we have
(1) The length of the Jantzen filtration of Zˆχ(λ) is just N(I, λ). So it follows
from the above theorem that
F λk (Qˆ)
(N(I,λ)+1) = 0 for all projective modules Qˆ ∈ C.
(2) We have another version of the sum formula∑
j≥1
dimF λk (Qˆ
(j)) =
∑
α∈R+(λ)\R+
I
(
∑
i≥0
(Qˆ : ZˆA(λ− (ip + nα)))−
∑
i≥1
(Qˆ : ZˆA(λ− ipα))).
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(3) dimF λk (Qˆ)0 = (Qˆ : Qˆ(λ)) and dimF
λ
k (Qˆ)N(I,λ) = (Qˆ : Qˆ(λ
′)) where Lˆ(λ′) =
Soc(Zˆχ(λ)).
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