Thermal fluctuations affect the dynamics of systems near critical points, the evolution of the early universe, and two-particle correlations in heavy-ion collisions. For the latter, numerical simulations of nearly-ideal, relativistic fluids are necessary. The correlation functions of noise in relativistic fluids are calculated, stochastic integration of the noise in 3+1-dimensional viscous hydrodynamics is implemented, and the effect of noise on observables in heavy-ion collisions is discussed. Thermal fluctuations will cause significant variance in the event-by-event distributions of integrated v 2 while changing average values even when using the same initial conditions, suggesting that including thermal noise will lead to refitting of the hydrodynamical parameters with implications for understanding the physics of hot QCD. * Electronic address: young@physics.umn.edu 1 arXiv:1306.0472v1 [nucl-th]
where G S (ω), the Fourier transform of the autocorrelation function, is used to calculate variances ofφ, and G R (ω) is the Fourier transform of the retarded Green function, used to calculate the evolution of δφ(t) in time.
This relationship determines the fluctuations of macroscopic quantities e and v in a viscous fluid [1] . Recently, these fluctuations were determined for relativistic fluids in both the Landau-Lifshitz and the Eckart frames [2] , finding the fluctuations of the energy-momentum tensor to have the autocorrelation function related to the shear and bulk viscosities by
in the Landau-Lifshitz frame at rest. This result was applied to 1+1-dimensional boostinvariant hydrodynamics, the approximate description of heavy-ion collisions where √ s/A > 100 GeV. The two-particle correlation K(∆y) as a function of the pseudorapidity gap between particles was calculated in boost-invariant hydrodynamics using parameters appropriate for the Large Hadron Collider (LHC). A small but non-zero correlation was found up to ∆y = 4, suggesting that measurements of two-particle correlations contain signals of thermal fluctuations from early times of the hydrodynamical evolution of the system.
The authors of [2] point out that thermal fluctuations can be used to determine the viscosity of the fluid produced in heavy-ion collisions. Using fluctuations to determine a system's dissipation is not common; more often, the dissipation of a system (for example, the drag of a heavy particle, or the resistivity of a conductor) is the quantity measured directly and is used to determine the corresponding fluctuating quantity at a given temperature.
However, heavy-ion collisions are unique dissipative systems of current interest: they exist for ∼ 10 fm/c and the effect of dissipation is measured relatively indirectly (through collective flow measurements of the produced charged particles) compared with other physical systems.
measurements of d + Au-collisions at the Relativistic Heavy-Ion Collider (RHIC) [3] . The complementary measurement of viscosity through thermal fluctuations might help answer questions concerning thermalization and flow in these experiments.
While these fluctuations might be useful phenomenologically, they present challenges both to the theoretical understanding of hydrodynamics and to numerical simulations. In [5] , thermal fluctuations lead to an effective viscosity η eff , describing the propagation of sound, as a function of the "classical" viscosity η cl . A term in η eff is proportional to 1/η 2 cl , causing a lower bound in the effective viscosity. The fluctuations cause divergences which ultimately lead to a breakdown in hydrodynamics. Section III presents the numerical implications of these divergences: the variance of the averaged stochastic noises over cells diverges as 1/ √ ∆V ∆τ , making exceedingly fine resolutions of thermally fluctuating hydrodynamics nonsensical in its most straightforward implementation, as opposed to dissipative hydrodynamics, where the continuum limit converges. The hydrodynamical limit is saved only upon noticing that many observables, such as the total yields of particles produced in a heavy-ion collision and their elliptic flow, are described well with simulations with coarse grids and are not sensitive to increases in resolution that will break the assumptions of hydrodynamics.
While thermal fluctuations are important, they co-exist in each event with the fluctuations of initial conditions and, depending on the experimental analysis, jet-bulk interactions.
Numerical simulation is a practical approach for comparing new theoretical results with experiment without neglecting any of the physics affecting these observables. This paper describes the implementation of thermal noise in a 3+1-dimensional viscous hydrodynamical algorithm. In Section II, the autocorrelation for noise is determined for Israel-Stewart hydrodynamics. Here, the derivation of the autocorrelation function uses the definitions commonly used in finite-temperature field theory, as was done previously for examining fluctuations in AdS in [4] . Some of the same issues examined in Section II were examined in [6] ; however, Section II emphasizes that causal stochastic hydrodynamics can be simulated exactly, with white noise in the the appropriate place in the Israel-Stewart equations, making thermal fluctuations easily simulated with modifications of existing viscous hydrodynamical codes. Section III shows how this stochastic process with multiplicative noise can be integrated using a 3+1-dimensional viscous hydrodynamical code for heavy-ion collisions [7] [8] [9] . Finally, Section IV demonstrates which observables will be affected by the presence of thermal noise. proportional to the momentum and a noise term ξ(t) independent of momentum:
The Green function
where
The Fourier transform of G R (t) can be used to find the autocorrelation function
whose inverse Fourier transform gives p(t)p(t ) up to normalization:
Remembering p 2 (t) = 2M T , its thermal expectation value, determines A = 2M T . Finally,
when p and ξ are uncorrelated, determine the Einstein relation between drag and noise.
In summary, the response of the heavy particle to the stochastic force, and the fact that the heavy particle exists in thermal equilibrium, is enough to determine the autocorrelation function of ξ(t).
We work in the Landau-Lifshitz frame, where u µ is defined as the flow of energy density in the fluid, normalized to 1. The Israel-Stewart form of causal hydrodynamics, driven by a noise term Ξ µν (x), is
where 
The limit of τ π → 0 is acausal but instructive. In this limit,
We work in Fourier space and separate the velocity perturbations into parts
For δu T , this reduces to a single equation:
The longitudinal component of velocity is coupled to the pressure, but a single equation of motion can be determined with some algebraic substitutions:
The retarded Green function of δu i for perturbations to the energy-momentum tensor δT
where w = e 0 +p 0 is the unperturbed enthalpy. If Ξ µν (x) leads to thermal expectation values for the perturbations, then the autocorrelation function in the rest frame (11) can be determined using the fluctuation-dissipation relation. In Fourier space,
making
The symmetry condition Ξ ij = Ξ ji and Equation 13 are enough to determine
To determine the autocorrelation of noise when τ π = 0, note that
This simply changes the homogeneous equations of motion above to
Skipping some of the same steps as above, this leads to a new autocorrelation function
so that now
This defines a stochastic equation of motion for Ξ µν (x), 
The analysis in the fluid at rest is finished; the shift back to relativistic hydrodynamical equations in the Landau-Lifshitz frame is simple, using
Eqs. 20, with the equation of state p(e), are now closed; usage of the fluctuation-dissipation relation has determined the autocorrelation function for the thermal noise.
III. STOCHASTIC INTEGRATION OF HYDRODYNAMICAL NOISE
Eqs. 20 describes a stochastic process: T id. and W are now random variables, and a large ensemble of these tensors will approximate a distribution functional. They are described with a partial differential equation involving another stochastic process, ξ, called the noise.
The noise is multiplicative: it depends on η and T , which are functions of T id .
[14].
For familiar, well-behaved functions, the Riemann-Stieljes integral
where the interval [a, b] is partitioned into intervals {[t i−1 , t i ]}, is well-defined and has the same value for any choices of t i−1 < τ i < t i . A stochastic process is less well-behaved, and as a result, different choices for τ i lead to different values of the integral.
To see this, consider W (t) = t 0 dt ξ(t ). This is a Wiener process: a continuous generalization of a random walk where W (t) = 0 and (W (t) − W (t )) 2 = t − t for any t and t . If you choose τ i = t i−1 (the Ito integral) and define
Choosing τ i = t i−1/2 ≡ (t i−1 + t i )/2 (the Stratonovich integral) leads to an alternating series of cancellations of expectation values so that
which differs from the Ito integral for all non-zero values of t.
This ambiguity in defining the integral is analogous to the problem of regulating composite local operators in quantum field theory; there, different expectation values are possible, depending on how limits are taken for points in spacetime to be equal. While the Stratonovich integral is required for this and many other physical systems, Stratonovich integration is somewhat more difficult to implement numerically than is the Ito integral: for a differential equation dX = a(X, t)dt + b(X, t)ξ(t)dt, the Ito integral is approximated by Euler's method
by definition of the Ito integral. Here, ξ n ≡ 1 ∆t
ξ(t )dt is stochastic and in practice is randomly sampled. Oftentimes, when the Stratonovich integral of a stochastic process is needed, it is recast as an Ito integral using drift-correction terms, which can be determined by requiring the two different integrals to reach the same thermal expectation values [10] .
For Eqs. 20, the drift-correction terms would require determination of partial derivatives of the equation of state, prohibitive for numerical integration.
Fortunately, Heun's method,
approximates the Stratonovich integral: the averaged values of a(X, t) and of b(X, t) in Eq. 25 approximate a and b at the midpoints with a variance averaging to zero. In fact,
Heun's method can outperform other numerical integrations of the Stratonovich integral [11] . By using Heun's method, the derivatives needed for Euler's method to approximate the Stratonovich integral can be avoided.
music [8] can be used to integrate the Israel-Stewart equations : at each timestep, the equations for T 0µ id. are solved in τ − η coordinates, using the Kurganov-Tadmor method [12] , which is second-order for smooth flows, switches to first-order when large gradients exist, is conservative, and is well-behaved when ∆τ → 0. The energy density e and velocity u µ is reconstructed, and used to determine T 
where (S) is a reminder that this differential equation is solved with the Stratonovich integral. The noise term ξ µν is multiplicative and therefore changes with each Runge-Kutta step as does the estimate for η and T .
Eq. 26 must be worked out in τ − η coordinates: the metric g µν = diag(1, −1, −1, −τ 2 ) leads to non-trivial Christoffel symbols. For any tensor T µν ,
DefiningT
leads to the simplified expressionT
The remaining covariant derivatives arẽ
This is used to determine −u i T
Finally, the noise must be sampled for each step in τ . In the rest frame of the fluid, define the averaged noise
so that α labels the indices in the discretized space and time of any simulation. For a cell of size ∆V ∆τ ,
Here, η s now signifies the shear viscosity to avoid confusion with the rapidity coordinate, and the bulk viscosity ζ = 0. 
This suggests a simple procedure for sampling traceless symmetric tensors with the correlation function needed: simply sample a symmetric tensor, and subtract one third of the trace from the diagonal elements.
If the coarse-graining is large compared to the correlation lengths of the microscopic theory which is approximated by these equations, then the central limit theorem can be applied to the fluctuations of this system, and the distribution function for ∆ξ One may notice at this point that this divergence does not cause problems for the analytic calculations of K(∆y) in [2] . Indeed, the same approach of separating perturbations from the hydrodynamics can be implemented numerically: the equations can be separated into an equation for the unperturbed background and an equation for the noise and its response.
However, this approach ultimately ignores the real problem of resolution in thermally fluctuating hydrodynamics that has been encountered.
At this point, progress can be made by noticing that the data from RHIC and the LHC is not highly resolved in pseudorapidity or in azimuth. Quantities such as the spectra of charged light hadrons and v 2 are determined with hydrodynamics without overly high resolutions, thanks to the large system sizes produced in heavy-ion collisions.
This completes the description of numerical integration of thermal noise in heavy-ion collisions. While simulations including thermal noise is necessary, some back-of-the-envelope estimates of the effect of thermal noise are now needed.
IV. EFFECTS OF THERMAL NOISE ON OBSERVABLES
Here is a good point to take a comprehensive look at the observables and scales of heavyion collisions to determine which measurements are affected by thermal noise and by how much. The expectation value Ξ µν (x) = 0: the expectation value of the energy-momentum tensor T µν (x) is unaffected by thermal noise and is the same as the result from a single calculation without noise and the same initial conditions. For this reason, the spectra of produced hadrons averaged over many collisions is unaffected by the presence of noise.
However, because Ξ µν (x)Ξ ρσ (x ) = 0, T µν (x)T ρσ (x ) = 0 and two-particle correlations will have some non-zero contribution from thermal noise, as was shown in [2] . Because the event plane angles Ψ n are defined in each collision with averages over measured particles, the quantities v n are themselves integrals over two-particle correlations and are also sensitive to 
