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CHAPTER I 
Introduction 
'Analytical Chemistry, a fading discipline '7 ' was a rhetorical question in 
1970 (FI70) resulting from a discussion on the necessity of analytical 
chemistry in the American literature At that time, main developments in 
particular in analytical instrumentation (e g GC and HPLC) were initiated by 
other disciplines, and non-analytical users of analytical methods valued the 
specialized knowledge in their own area higher than the analytical knowledge 
From that time untili now the view on analytical chemistry changed The 
mentioned discussion continued mainly in Europe and resulted in a large number 
of definitions Kateman and Dijkstra (KA79, KA81) reformulated them into 
three categories of definitions 
1 Analytical chemistry produces information by application of available 
analytical procedures in order to characterize matter by its chemical 
composition (procedural level) 
2 Analytical chemistry studies the process of gathering information by using 
principles of several disciplines in order to characterize matter or systems 
(research and development) 
3 Analytical chemistry produces strategies for obtaining information by the 
optimal use of available procedures in order to characterize matter or systems 
(organisational level) 
A definition on analytical chemistry m a wide sense was given by Gottschalk 
(G072), stating that analytical chemists have to produce qualified relevant 
information on materials and processes in an optimal way 
A parallel development in the USA came through with the foundation of the 
Chemometrics Society in 1975 chemometrics was defined as 'a chemical 
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discipline that uses mathematical and statistical methods (a) to design or 
select optimal measurement procedures and experiments, and (b) to provide 
maximum chemical information by analysing chemical data In the field of 
analytical chemistry, chemometrics is used to obtain information about 
material systems' (K075, VA82) 
Such definitions are a reflection of the more recent developments in 
analytical chemistry. The production of an analytical result is not sufficient 
in the solving of problems analytical data have to be transformed into 
concrete answers or 'relevant information' In particular with large amounts 
of data (as frequently occur with modern instrumental analysis) multivariate 
techniques are needed in data-reduction and -interpretation In the opposite 
way an analytical task is found in the optimal design of experimentation 
This comprises not only the analytical procedure and the data-handling but 
also sampling, and oaying attention to the restrictions related to the 
available methods and the limits of a more economic nature (optimization to 
cost/benefit). In particular when the analyses are performed in an analytical 
routine laboratory these latter limits cannot be avoided m the design of 
analytical programs 
The analytical chemist as a problem-solver is not only confronted uith more 
advanced and complex instrumentation, but as a consequence is also confronted 
with more complex decision-making at the organisational level Analytical 
problem-solving is a task with growing complexity First a problem formulated 
in general terms has to be reformulated into analvtical information requests 
Next an optimal choice of analytical procedures (among those available) has to 
be made. Often a plan for sampling is required In order to make 
data-interpretation possible, a quality control program should be added At 
procedure-level analytical methods may require adaptations for optimal 
information yields, and the appropriate data-processing techniques should be 
established So an over-all optimal problem-solving analytical program within 
the limits of an analytical and economic nature is hard to obtain 
Fortunately, parallel to these growing analytical proolems, a growth in 
computational facilities has taken place The use of mathematical and 
statistical techniques on all levels has become increasingly important 
Effective tools in the shape of computer-programs or algorithms are available 
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or in development with respect to the measurements themselves (e.g. filtering, 
calibration), data-interpretation (e.g. pattern recognition, factor analysis, 
expert systems), optimization-procedures (e.g. simplex-algorithm), 
experimental design (e.g factorial designs) and quality-control (e g. 
Kalman-fliter). Many applications are found around analytical procedures and 
in chemical data-processing (MA78, BL83, VA82, VA83). 
However, the research on a higher level of analytical decision-making is 
rapidly increasing On the problem of sampling strategies many publications 
may be found (.see e.g. in KA81). The research made by Muskens (Μ37β) should 
be mentioned in particular, as it also relates the various types of objectives 
to object- and analytical parameters. With it the study of Van oer Grinten 
(GR73, LE71) should be mentioned, with the introduction of the concept of 
measurability 
The application of operational research methods has been the object of study, 
in particular by Massart (MA78) In this reference a number of analytical 
applications is given. At the level of laboratory decision-making examples 
are mentioned, with the use of linear programming, partial enumeration methods 
(VR74) and the PERT-algorithm (G074) However, there are still only very few 
strategies resp. algorithms available to help the analytical chemist in his 
decision-making on the organisational laboratory level. 
One of the tools that may be effectively applied is the use of computer 
simulation models. The modelling technique has been used by Schmidt (SC76, 
SC77) and Vaananen (VA74), both on clinical laboratories. The most important 
study on this subject was undertaken by Vandeginste (VA80), with a simulation 
model of a laboratory for structural analysis. An important extension was 
made by including queueing theoretical concepts in the model construction and 
in the comparison with the simulation experiments. Such a mathematical 
approach could lead to practical decision-rules. However by merely considering 
the laboratory, only partial optimizations can be achieved, e.g. with respect 
to delay times. 
In this thesis, two laboratories for water quality surveillance are 
investigated Their organisational structure is completely different from the 
simulated laboratories reported in literature before. Simulation-modelling 
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techniques are used in order to detect the most important parameters in the 
laboratory-organisation, viz those that determine performance parameters such 
as delay times, waiting times and 'idle' times. Various relations between 
these parameters and information yield are qualitatively known e g waiting 
times influence the reliability of the analytical result because of storage of 
samples (ST79, CH78) and thus the reliability of the information yield Delay 
times influence the precision of reconstruction of processes fGR73i as may be 
shown by the measurability. However, quantitation of information requires 
more knowledge about the objects, and for quantitation of relevant 
information, knowledge on the objectives must be present as well Therefore a 
study of the possibilities and practical uses of quantitative information 
theory is made. Finally the possibilities for connecting a queueing 
theoretical approach of laboratory-organisations to information theory are 
studied, in order to eventually produce strategies in analytical 
decision-making in laboratories 
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CHAPTER II 
The theoretical background of modelling 
//./. Introduction to modelling. 
The use of modelling techniques is essential in this study on laboratory 
performance and the impact on analytical information delivery In a variety 
of textbooks, an introduction to the use of models and modelling-techniques is 
given (AC68, BR77, KR79, KL74, MA68, 4172, NA66, WY79Ì B> defining 
'modelling' as 'the act of mimicry' a broad range of activities is included in 
this definition, e g painting as well as drafting by mathematical equations 
In a narrower sense, a model is defined as any representation of a system, 
which term is defined as a collection of interdependent and interactive 
elements that act together to accomplish a given task 
Among the many categorizations encountered in literature, the following are 
shortly mentioned, in order to specify in more detail the kirds of 
modelling-activities performed 
In 1945, Rosenblueth and Wiener (R045) introduced the categorization 
- Material models, conceived of as transformations of original physical 
models 
- Formal models, defined as symbolic assertations, in logical terms, of 
idealized, relatively simple situations 
In 1957, Churchman (CH57) gave a three-way categorization 
- Iconic models, with pictorial or visual system-element representations 
- Analog models, with a representation of a set of system properties by 
some other set of properties 
- Symbolic models, requiring mathematical or logical operations 
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Another three-way classification was given by Sayre and Crosson (ЬА63), 
thereby incorporating the Rosenblueth and Wiener types 
- Replications, models with physical similarity towards reality. 
- Formalizations, symbolic models m which the symbols are manipulated by 
means of a well-formed discipline such as mathematics or logic 
- Simulations, symbolic models in uhich the symbols are not manipulated 
entirely by a well-formed discipline in order to arrive either at a 
particular numerical value or at an analytic bolution. 
The two latter categories are both symbolic models, and are distinguished from 
replications (or quasi-replications) by having no physical similarity to the 
modelled object The addition of a separate class of simulations became 
necessary because of the greater complexity of modelling that became possible 
by the use of more complex algorithms in computer simulations, and which 
cannot be described by ordinary mathematical-logical operations 
Other important categorizations, leading to some cross-classification, are 
(MI72): 
- Dynamic vs. static models, depending upon whether the model, as descibed 
by its features, alters over time or not 
- Continuous vs. discrete models, depending upon the model parameters 
having a continuous range or having only discrete values. In particular the 
time parameter in dynamic models is of importance in this classification, 
representing either continuously changing states or changes with 
quantitized time-intervals. 
All models used in this thesis may be classified as being of the 'formal' 
resp. 'symbolic' type, but may be either a 'formalization' (e g queueing 
theoretical models; Chap.V) or a 'simulation' (e.g laboratory simulation 
models; Chap.III-IV). The majority of the models includes the parameter time. 
However, sometimes a 'static' picture is presented, e.g where information 
yield on a given sample 'in rest' by a given analytical procedure is 
considered (Chap VI). Both continuous and discrete modelling techniques are 
used: e.g the laboratory simulation models are of a discrete nature, while a 
representation of the effectiveness of reconstructing a process by the theory 
of measurability (Chap VI) is of a continuous nature. 
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The stochastic nature of the parameters is of utmost importance in almost all 
models used But sometimes a comparative deterministic model may be 
elucidating, e g a deterministic versus a stochastic queueing theoretical 
model 
The 'formal' model was further split up by Rosenblueth and Viener into the 
subcategories 
- open box models predictive models for which, given all inputs, the 
output could be determined, versus 
- closed box models investigative models, designated so as to develop an 
understanding of a system's output under differing input conditions 
However, very few models are truly open box, as all predictive models seem to 
have only a limited preciseness So the categorization is moreover related to 
the purpose of the model constructor investigative vs predictive 
The laboratory-models presented in the next chapters are of an investigative 
character, but their predictive power would be of great importance for actual 
scientific management 
In particular for dynamic stochastic simulation models with considerable 
complexity, it is important to emphasize the essential stages m the model 
development (MI72, NA66) 
In fig 1 these stages are depicted Although they are shown as clearly 
separated stages in the model development, some are very closely related and 
overlap in practice However, one always starts with a systems-analvsis 
stage, representing the system as correctly as possible by state-variables, 
entities, attributes, relationships and events In the model synthesis stage, 
a simulation language is chosen and a model structure is set up (defining 
variables, chosing a time-scale etc ) A detailed bookkeeping system must be 
incorporated to make data available for verification and validation, and 
ultimately for interpretation During the verification stage, model adequacy 
is checked, while during the validation stage the model is compared uith 
reality Validation check failure may result either from incorrect model 
synthesis or from an incorrect system analysis, and one needs to return to the 
appropiate stage 
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System Analysis 
^Ψ-
Model Synthesis 
-w-
Model Vérification 
^ 
Model Validation 
-h 
Fig . I I . 1. Stages in 
model development. 
Inference 
Only after a satisfactory validation, experimentation with the model may lead 
to results that can be projected upon reality. However, one should always 
keep in mind, that the model is constructed within certain limits: these 
should be taken into account in the Präsentation of any opinion based upon the 
simulation experiments. 
11.2. The stochastic variate in modelling. 
The fully correct representation of actual situations is often an impossible 
task, either in reality, or by a model. A simple system model may look 
perfect, but if a more detailed description is given, it becomes more 
complicated to model the fine structures, and one often must resort to 
probability descriptions of the system. In general it is observed that by 
adding more details to a system description, the chance of having to include 
stochastic variâtes, grows rapidly. This leads to the conclusion, that 
uncertainty is an unmistakable feature in any system, and will become 
essential at a certain, often more detailed, level of modelling. This may be 
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formulated (according to Mihram) by the 'uncertainty principle of modelling' 
(MI72): 
'Refinement in modelling eventuates a requirement for stochasticity.' 
In this thesis, the use of the dynamic stochastic model will be a central 
item. This is for a large part due to the nature of measurements in the field 
of water quality control, which directly leads to the use of a dynamic 
time-series approach. In order to obtain information on objects from this 
field, sampling schemes over time are needed, with varying analysis demands. 
This eventuates planning schemes over time for performing the analytical 
measurements and, accordingly, for the availability of laboratory capacity. A 
perfect planning by fixed sampling frequencies and the organisationally 
perfect processing of the samples is an unrealizable ideal, as disturbances 
are found everywhere in the system: sampling schemes are e.g. disturbed by 
unexpected or non-arriving samples, analytical requests may change, personnel 
may be absent, analytical equipment may go down and delay planned analytical 
activities, organisational decisions may influence the sequence of sample 
processing etc. This actually means that, for the development of a model, a 
large amount of data must be available in order to recognize and quantitate 
the stochastic variâtes in the system. A very simple picture e.g. of a 
laboratory model is obtained by regarding only the mean of the most important 
variables, such as the mean number of samples entering the laboratory per day, 
the mean number of analyses performed per sample, the overall mean analysis 
time and the mean available capacity in man-hours per day present. However, 
the essential reason for obtaining a more detailed model is directly given by 
the disturbances (read: stochasticity) encountered in practice, ranging from 
sudden unacceptable trespassing of certain water quality limits, to the 
absence of personnel or the failure of equipment, thereby disturbing the 
desired flow of information. 
So the model must include these stochastic features in order to have the 
possibility to judge the effect of a limited control on the system, and to 
indicate where priorities must be laid for minimizing the negative effect on 
information yield. 
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11.2.1. The theoretical mean, variance and probability distribution. 
A widely accepted way to describe and simulate stochastic variâtes (or random 
variables) is by obtaining a probability description of it (FE6B, KR70, PA65) 
In practice one regards a finite set of observations and tries to relate the 
observed frequencies of occurrence to a theoretical probability distribution 
(hypothetically the distribution found by the disposal of an infinite number 
of observations) 
Often one may start with a hypothesis of a distribution A well-known example 
taken from queueing theory is the arrival of jobs, modelled by a 'memoryless' 
Poisson process if there is no mechanism that regulates the arrival of 
samples (like fixed frequencies, or limited sample delivery in 'busj' periods, 
etc), the resulting probability function for mter-arnval times will be 
exponential On the other hand, a fixed frequency for sampling would result 
in no uncertainty at all in the inter-arrival times, by a number of disturbing 
factors, a gausslan distribution may become very likely lor some natural 
process, e g the chloride concentration in a river, one may best start the 
modelling of the variations by a gauss ιan distribution However, a more 
complicated distribution may be expected when it is e g known, that seasonal 
fluctuations are present 
So in general one may start the fitting of distributions with one of the most 
frequently and naturally occurring distributions, like 
- The rectangular or uniform distribution 
f(x)= l/(b-a) for a < χ < b (else f(.x)=0 ) 
with mean = (b-a)/2 
variance = (b-a)/12 
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- The normal or gaussian distribution· 
f(x)= 1/0/2* · exp [-(χ-ν)2/2σ2] 
with mean = μ 
variance = o 2 
- The (negative) exponential distribution 
f(x)= λ · exp (-Xx) for χ > 0 (else f(x)=0 ) 
with . mean = 1/X 
variance = (1/λ)2 
- The Erlang-k distribution, of particular importance in queueing theory: 
f(x)= Xk/(k-l)< · J-1 · e- X x f o r x > 0 
with · mean = k/X 
variance = k/X2 
Other more general distributions may be mentioned, such as the Gamma class of 
distributions (to which the Erlang-k and the chi-square families belong), the 
Beta family of distributions (to which the rectangular distribution belongs), 
or the Stacy family of distributions (MI72) 
For stochastic variâtes of a discrete character, important distributions are: 
- The binomial distribution: 
f(k) = P[SN=k] = (JJ) · p k (l-p) N" k k=0,l,2... N 
with : mean = Ν ρ 
variance = N p.(l-p) 
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- The Poisson distribution 
f(k) = P[ N(t)=k ] = (Xtü'Vk1 · e"Xt k=0,l,2 
with mean = Xt 
variance = Xt 
In all these examples, the theoretical mean and variance are mentioned as 
defined by the first and second moments of the probability functions 
E(x) = μ1(χ) = .J*"* f(x) dx 
Var(x) = u 2Cx)-[v 1(x)]
1
 = .J +"[x-E(x)] 2 f(x) dx 
The m a m starting point in the modelling of an observed stochastic variate is 
given by the estimated mean and the estimated variance In order to fit one 
out of the many possible theoretical probability functions, one should inspect 
the ratio estimated mean over estimated standard deviation (the square root of 
the variance) For an exponential function, this ratio should be near one, 
for an Erlang-k distribution it is theoreticall> /k For a gaussian 
distribution, a ratio over 3 should be observed, assuming that negative values 
are unrealistic For ratios below one, hyper-exponent ia! functions may be 
used as test distributions (NA66) Of course, visual inspection of the 
frequencies of the observations as given by a histogram, is also of 
importance 
The distributions mentioned untili now, all have the advantage that their 
simulation is relatively simple, and that they are directly related to natural 
processes (like a Poisson proces, gaussian etc ) 
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11.2.2. Estimating the mean, variance, and probability distribution. 
For a limited series of observations a limited precision is obtained in the 
estimation of the statistical parameters This is of importance in the 
modelling of observations, e g for simulation purposes But the main 
importance is found in mutual comparisons of observed variables, and of course 
in model verification and validation 
When a series of observations may be considered as made up of independent 
observations, the following standard statistics may be applied 
- Estimated mean m = y 
Ν 
m = Ι χ /Ν \ar(m) = s2/N 
ι=1 
with a t-distnbution for (m-y)/(/Var(m)) with N-l degrees of freedom 
- Estimated variance s 2 = o 2 
N 
s
2
 = Г ix -n02/(N-l) Var(s2) = 2o4/(N-l) 
1=1 
with a >2-distribution for (N-l) s 2/o 2 with N-l degrees of freedom 
The confidence intervals, given by the t- resp x2-distributions are exact for 
χ normally distributed, and approximate for arbitrary distributions (for N at 
least -30 resp 100) (KR70) 
For the fitting of theoretical distributions to an observed distribution, one 
may use one of these tests (among others) 
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- Chi-square te s t , based upon frequencies of observations, divided over к 
classes (a histogram): 
к 
i=l 
with : 0 = observed number of observations in class i. 
ι 
and E. = expected number of observations in class i. 
(with a minimum of 5 observations per class) 
For the comparison of a real distribution of observations with a simulated 
distribution of observations, the 'chi-square test on homogeneity' may be 
used (ZY74). 
The X2-test demands a relatively large number of observations. 
- The Kolmogorov-Smirnov test (K-S test) (MI72, KR70, K077, ZY74): This 
test is based upon the cumulative frequency distribution. The observations 
are ordered according to increasing value: for each observation ι the 
cumulative frequency function SN(x) is defined as: 
SN(x) = i/N for x i < χ <. x i + 1 
For each observation, the cumulative distribution function may be computed: 
F(x). 
The maximal difference D-max = |F(x) - S^Cx)! is compared with the 
critical, tabulated value. 
The Kolmogorov-Smirnov test demands less observations in comparison with 
the chi-square test. For a test on consistency of two series of 
observations, adapted D-max values are tabulated (ZY74, K077). 
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11.2 3 Dependency . correlations. 
In the modelling of any system with two or more parameters, one should always 
consider the possibility of mutual dependency of the parameters In general, 
a correlation analysis by inspection of the linear correlation coefficients is 
sufficient in tracing these relations Non-linear relationships may be 
detected by non-linear regression techniques, uith e g the multiple 
correlation coefficient (DR81) More complex relations may be found by 
pattern recognition techniques (K077) 
Estimates for the linear correlation coefficients may be obtained by 
r
xy = i x y = Z ( V 5 > < У> > tCN-1> s x s y } 
1=1 
Testing against the 11 -hypothesis that the correlation coefficient equals zero 
may be performed by computing t = r/{ (N-2)/(1-r2 )} (t-distnbuted with N-2 
deg of freedom) Confidence intervals are obtained by performing the 
Fisher-Z transformation (ZY74, KR70) For ρ variables a ρ λ ρ correlation 
matrix is obtained by computing the elements of the matrix r. . (i,j = l,p) 
in the same way 
A very important feature in dvnamic stochastic modelling is autocorrelation 
('serial correlation') Observations for dynamic models are mostly available 
in the shape of a time series These observations are often not independent, 
and most of the standard statistical confidence intervals and tests as 
mentioned in the previous sections are not valid 
However, autocorrelation itself is an important characteristic of the observed 
stochastic variâtes, and it should be investigated first The best wav to 
accomplish this is by the time series approach (B070, CH75) 
A prerequisite for the study of observations from stochastic processes by the 
time series approach, is stationarity Broadly speaking, a time series is 
said to be stationary if there is no systematic change in mean and in 
variance, and if periodic variations are absent Stnrtlv speaking, 
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stationarity implies that the joint distribution of X(t) is the same for the 
joint distribution of X(t+O, for any ι. In a wider sense ('second order 
stationarity' or 'weakly stationary') it implies that the mean E(X(t)) and the 
covariances Cov(X(t),X(t+T)) are constant. 
A general technique to detect drift, periodicities and other serial 
dependencies is the inspection of estimates for the autocorrelation function: 
N-k 
r(k) = I (Xt-X).(Xt+k-X) / Σ (X t-X)
2
 (for large N: CH75) 
t=l 
However, it is difficult to compute the parameters related to drift or 
periodicities (in combination with autoregressive or moving average 
parameters) directly from the autocorrelation values (MS78, BA46, BA66). A 
widely accepted technique that may be applied in such cases is the removal of 
the detected (non-stationary) features from the time series (e.g. by fitting a 
sinusoidal curve or by regression techniques) and re-examining the residuals. 
In the 'ARIMA'-modelling techniques (B070, CH75, HU74, HI77, ML77), 
non-stationarities are removed by differentiation of the time series (with 
W(t)= V .X(t) = (X(t)-X(t-d)), referring to the original series by the I of 
integration. The modelling is continued by fitting autoregressive (AR) and/or 
moving average (MA) models to the differenced data. 
As long as residuals result in significant autocorrelation figures (in 
comparison with a white noise process), further investigations to 
intra-dependencies of the time series data should be made. 
Inspection of the lagged autocorrelation values (the auto-correlogram) may be 
performed by testing against the Η -hypothesis, which states that the time 
series reflects a 'white noise' process, a series of uncorrelated random 
values. For such a series, r(k) will (for sufficiently large N) be 
approximately normally distributed with mean zero, and a variance of 1/N 0 ) . 
°) Theoretically, the given equation for estimating autocorrelations will 
result in a bias of E(r(k))=-1/N. 
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This actually means that 99 7 ·„ of the estimated autocorrelation values should 
be found within the 3-0 limits, viz ±3/Л'. Autocorrelation values found 
outside this interval may be regarded as statistically significant, and giving 
an indication of non-randomness in the data Systematically significant 
autocorrelation values will be found for e g. series with a drift, 
periodicities, and data reflected by autoregressive resp moving average 
models 
After correction of the time series for these non-random components the 
residuals should shofc no significant autocorrelation anymore, otherwise the 
time series model should be adapted to include all features, leading to the 
significant serial correlations 
For the study of dependencies between two or more time series of observations, 
a cross-correlation function may be computed· 
N-k _ N _ N 
r X Y(k) = Σ (Xt-Xì (Yt+k-Y) / / { Σ (X t-X)
2
. Σ (Y t-Y)
2
 } 
t=l t=l t=l 
For testing cross-correlation estimates, the same remarks can be made as with 
respect to the auto-correlation estimates. If both time series X(t) and Y(t) 
are completely random, the 99 7 % interval for the lagged cross-correlation 
values is given by the ±3//N - limits. If the series are not random, testing 
becomes more complicate, and a transformation of the series to uncorrelated 
residuals should be performed (CH75). 
11.2Λ. Statistics for serial correlated data. 
The effect of serial correlations in observed data on the estimation of the 
mean, the variance and other statistical parameters leads to rapidly 
increasing statistical problems In general it is easier to transform the 
series of observations into residual data by the appropriate time series 
models However, for relatively simple models, the statistics of the time 
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series are well known; the most important and one of the most naturally and 
frequently occurring stochastic models is the first order autoregressive time 
series model, with one time-constant (Tx). 
For the mean, estimated over N serial correlated data, it is derived that 
(BA46, BA66, MS78): 
г . е -
1
^ f l-e- N/ T x 
Var(in) = 1 + 
N \ l-e-1'1-* l N U - . - 1 / 1 * ) . 
For the estimated variance applies: 
2σ.. 
Var(s„2) = . (1 + e _ 2 / T x ) / CI - e _ 2 / T x ) 
χ 
N 
For the testing of differences in means, estimated from first order 
autoregressive time series, a correction m the degrees of freedom should be 
made (LE76). One may consider the mean as being estimated over a number of 
independent observations, equal to η , with: 
2.e-1/Tx Γ l-e-N/Tx 
|1 + . <1 -
η* N 
with: 
V l-e-1/^ I NCl-e- 1/^). 
Var(in) = σ
χ
2
 / η* 
The effect of serial correlations on goodness of fit tests is very complex 
(see e.g. BA66). In general, goodness of fit test criteria are only valid for 
series of observations that are independent. In order to judge at what level 
the influence of a time constant (as originating from a first order 
A.R.-process) becomes noticeable, a number of simulations was carried out. 
For the chi-square test, 40 series of 350 observations (representing one year 
of daily data, of a process with normal distribution and with a given time 
Constant) were simulated For each the chi-square value was computed The 
results are shown in table 1 It may be concluded from this table that a time 
constant of one week (7 days) or less hardly affects the test However, time 
constants of 10 days or longer result in higher probabilities for the 
incorrect rejection of the H -hypothesis for the fitted (in the simulations 
normal) probability distributions 
For the Kolmogorov-Smirnov test, a similar experiment was carried out, with 
series of 100 observations (see table 2) Again it may be concluded that with 
time constants above one week, an increase is found in the incorrect rejection 
of the hypothetically fitted probability distributions 
As a result of these experiments, both goodness of fit tests have been treated 
as being correctly applicable in series of yearly observations with first 
order A R -time constants less than or equal to one week 
TABLE 1: Fourty simulated first order A R series of data (N=350), normally 
distributed, the effect of the time constant on the chi square test 
X2limits 
< 1 83 
1 83 - 3 05 
3 05 - 4 57 
¡t 57 -19 68 
19 68 -24 73 
24 73 -31 26 
>31 26 
Theor Nr 
0 
4 
1 6 
36 
1 6 
4 
0 
Tx 
0 
_ 
-
4 
35 
1 
-
-
--> 
1 
_ 
2 
2 
36 
-
-
-
3 
_ 
1 
4 
35 
-
-
-
5 
_ 
-
4 
32 
4 
-
-
7 
-
-
2 
34 
2 
2 
-
10 
. 
1 
3 
27 
4 
2 
3 
15 
. 
-
1 
23 
6 
5 
5 
20 
1 
-
-
23 
2 
2 
5 
30 
_ 
-
-
16 
3 
6 
15 
50 
_ 
-
-
12 
5 
2 
21 
TABLE 2: Twenty simulated first order A R series of data (N=100), normally 
distributed, the effect of the time constant on the K-S goodness of fit test 
Probab 
(D>D-max) 
20% 
10% 
5% 
1X 
\τ 
D -max val 
0 106 
0 121 
0 134 
0 150 
0 161 
Tx 
0 
19 
1 
-
-
-
--> 
1 
20 
-
-
-
-
3 
20 
-
-
-
-
5 
18 
2 
-
-
-
7 
18 
1 
1 
-
-
10 
18 
-
1 
1 
-
15 
16 
1 
1 
-
2 
20 
15 
2 
1 
-
2 
30 
14 
2 
1 
2 
1 
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11.2.5. Time-series with missing observations. 
In study of real sysrems, like the laboratory systems or sampled and next 
analysed processes in the field of water quality control, data are frequently 
missing. Moreover, a direct link exists between series of observations with 
missing values and series of data composed of unequally spaced observations. 
In the latter case observations are obtained at irregular intervals, as 
frequently occurs with water processes without fixed sampling schemes. 
Another related problem is the study of series of data with values missing at 
regular intervals, e.g. with observations on the laboratory systems in the 
weekends. In all these cases autocorrelation estimates can only be obtained 
by a proper 'missing values' algorithm 
The estimation of auto- and cross-correlation values for series of 
observations with missing data ('gaps') has been studied by Limonard (LI78, 
LIBO). However, during the processing of a number of time series with scarce 
data, it was noticed that better estimates could be obtained by somewhat 
different algorithms. In particular when some more 'extreme' values were 
present in the time series (without being designated as outliers), it appeared 
to be more correct to include a correction for the variance (as it is present 
in the denominator of the equation for autocorrelation estimates) of the data, 
depending upon the fact whether they were included in the autocorrelation 
computation or not. 
The algorithm is represented as: 
- Compute for every time lag T=t2-t. for every possible combination of XÇt^ .) 
and X(t2): 
Sl(t)=I XCtj) S3(T)=r Xitj)1 
52(τ)=Σ X(t2) 54(τ)=Σ X U , )
2 
and S5(T)=I{X(t1) χ X(t2)} 
So these summations are made over the present observations, where the 
particular product is also possible. Denote the number of products possible 
by Q(t), and the number of data used in these products by N(i). Remark that 
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Ν(τ) is in general smaller than N, the total number of available data, and 
that the number of products Q(t) is smaller than or equal to Ν(τ) (depending 
upon the number of missing values) 
Next compute the autocorrelations by 
S5(T) - SICO S2(t)/Q(0 
ρ(τ) = 
•[{53(τ)-51(τ)2/4(τ)} {S4(T)-S2(T) 2/Q(T)}] 
In this way a guarantee is obtained that the same data are used in the 
computation of the means, the variances and the autocovanance terms This in 
contrast with the algorithm as used by Limonard 
ρ(τ) = Σ[(Χ(ΐ)-λ) (X(t+T)-JÔ]/[(Q(i)-l) •{I(X(t)-X)2/(N-l)} ] 
The proposed algorithm is formulated in such a way that an on-line computation 
is possible, by the summation terms mentioned and a proper storage of data 
(limited by maximally desired τ-values) 
A comparison between the two algorithms is made by a number of simulation 
experiments In table 3, a comparison between standard deviations for 
autocorrelation estimates on a white noise process is given The algorithm as 
proposed on the average gives slightly better results in comparison with the 
algorithm used by Limonard The theoretical limit of l/AQCO) is approached 
somewhat better 
For time series reflecting a first order autoregressive process, better 
estimates are obtained in particular for the higher autocorrelation values 
see table 4 
Limonard suggested for the testing of autocorrelation estimates the adapted 
Bartlett equation 
1 Γ(1+ρ2) (1-ρ2τ) Ι 
аг(р(т)) = S - 2 τ ρ2τ? with p=e" 1 / T x 
Q(0 L (l-p2) J 
for τ<2, and replacing Q(t) by Ν(τ) for τ>2 
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TABLE 3: Comparison between different autocorrelation estimates and their 
standard deviations of simulated series of random data ^ 0 series of 100 
datapoints, with 50% randomlj missing values) 
lag 
1 
2 
3 
4 
5 
6 
7 
β 
9 
10 
к 
Avei 
New algorithm 
rdO 
- 08 
- 02 
- 05 
03 
- 01 
- 07 
- 03 
03 
05 
01 
:age 
(Theor 
s
r 
172 
205 
223 
205 
218 
200 
215 
191 
250 
239 
212 
200 Ì 
Limonai 
r(k) 
- 09 
- 02 
- 05 
04 
- 01 
- 07 
- 02 
02 
05 
02 
:d alg 
s 
r 
185 
211 
2*5 
216 
237 
206 
223 
195 
267 
223 
221 
TABLE 1: Simulated A R -series of data (N=250·) 
autocorrelation estimates (50°» randomlv missing values) 
Comparison of 
Time constant 
New a 
lag к r(k) 
1 60 
2 37 
3 17 
4 10 
5 08 
10 - 02 
Time constant 
1 89 
2 79 
3 69 
4 62 
5 56 
10 30 
= 2 
Igonthm 
s
r 
08 
12 
15 
18 
12 
16 
= 10 
03 
07 
09 
13 
14 
17 
Limona 
r(k) 
60 
37 
17 
10 
08 
- 01 
89 
77 
65 
63 
56 
29 
ird alg 
s
r 
11 
14 
16 
18 
13 
17 
10 
13 
11 
15 
17 
18 
Theoretical 
r s
r
(Qlt)) 
61 10 
37 15 
22 17 
14 18 
08 19 
01 20 
91 05 
82 10 
74 14 
07 16 
61 21 
37 33 
s
r
(N(t)) 
07 
10 
12 
13 
13 
14 
04 
07 
10 
13 
15 
23 
As may be observed from table 4, the proposed algorithm gives rise to using 
N(t) for the lower two τ-values as well 
It may be concluded that for testing autocorrelation estimates against the 
Η -hypothesis of zero-correlation, the limits of ±3//Q(t) (for a 99 7% 
- 30 -
reliability) may be used However for the computation of a confidence 
interval around the estimated exponential autocorrelation function, as 
resulting from a first order autoregressive process, the Bartlett formula may 
be adapted to the mentioned equation, replacing QCO by Ν(τ) 
It should be mentioned that another possibility in estimating autocorrelation 
functions is given by an a priori periodogram analysis of the series, in the 
frequency domain (CH75) In particular in the search for periodicities this 
technique may be advantageous The periodogram may be transformed into the 
autocorrelation function (and vice versa) by a Fourier transformation 
However the periodogram is not a consistent estimator for the power spectrum, 
and it needs modification (by e g smoothing) to give better estimates Here 
problems arise in processing time series with missing observations or series 
with unequally spaced data (SC65, NE70, DE74, L075) These problems make this 
technique inappropriate for the estimation of autocorrelation functions or in 
the search for periodicities and is not used m the modelling of data here 
11.3. The generation of stochastic variâtes. 
One of the main features m a simulation is the generation of stochastic 
variâtes with statistical properties equal to those observed in reality The 
generation of such data is an integral part of Monte-Carlo techniques, and 
widely described in textbooks on simulations (MI72, NA66) The generation of 
stochastic variâtes mostly starts with the generation of a uniformly 
distributed random variable In computer simulations this is performed by a 
pseudo-random number generator Various computer techniques may be used m 
obtaining random numbers (see e g MI72) A convenient random number 
generator, thoroughly tested, is given by the IBM RAND Corporation Among the 
tests performed on this random number generator are the chi squared test on a 
uniform distribution, and serial correlation tests 
Once a uniformly distributed random number U(i) is given, it may be 
transformed in order to obtain other desired probability distributions 
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Some examples are 
- Generating data with a normal distribution (based upon the Central Limit 
Theorem) 
12 
Ζ = Σ U(i) - 6 
1=1 
By multiplying Ζ with 0, and adding ν to it, normally distributed data are 
obtained with a mean equal to μ, and a standard deviation a 
- Generating data with a normal distribution by the Log-and-Trig method 
Zl = (-2 In U(l) )* cos (2 π U(2)) 
Z2 = (-2 In U(l) )* sin (2 it U(2)) 
Two normally distributed values Zl and Z2 are obtained from two uniformly 
distributed values U(l) and U(2) Again transformation to banted mean and 
variance may be accomplished 
- Generating data with an exponential distribution 
Ζ = -In (U(i)) 
By multiplying Ζ with 1/V , an exponential distribution with mean l/X is 
obtained 
- Generating k-Erlang distributed data 
к 
Ζ = -In Π U(i) 
1=1 
Again, by multiplying Ζ with l/X , a k-Erlang distribution uith mean k/λ and 
variance k/λ2 is obtained 
A general technique for obtaining stochastic variâtes with a particular 
probability function is the cumulative distribution transformation technique 
(MI72, NA66) However, this requires a transformation of a cumulative 
distribution value (between 0 ad 1 generated b> an uniform random number) 
into the stochastic variate Ζ, often an expensive numerical procedure 
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For the generation of correlated variâtes, a covariance matrix is needed, 
comprising all variances and covanances of the variables to be generated (see 
MI72) A related technique that makes use of the eigenvectors derived from 
this autocovariance matrix, is described in chapter III 
Generation of series of data with autocorrelation features is best 
accomplished by following the reversed route in comparison with time series 
modelling techniques first the autoregressive (and/or moving average) 
parameters are added to the -in general- normally distributed data For the 
generation of data with a first order autoregressive model this results in 
X(i) = a X(i-l) + (1-a) Z(i) 
with Z(i) normally distributed with zero mean 
Next, a deterministic component like (linear) drift or a periodicity may be 
added to the data, in the desired ratios 
Y(i) = A X(i) + Β (ι/Ν) + С sin(D ι + E) 
An additional technique is the integration of data, by summation of newly 
generated data to data from the past, and by fixing starting values with the 
appropriate characteristics This technique has been used in the generation 
of fluctuations according to a weekly scheme 
Y(i) = Y(i-7) + Z(i) 
Here the values Y(l) till Y(7) are fixed at different levels according to 
observations from reality 
Once these variâtes have been generated, the actual simulation program uses 
these variâtes in the simulation of events on an incremental time base (such 
as arrivals of samples, the start and ending of analyses), the generation of 
states (such as the number of analysts present) and the simulation of 
decisions (such as priority rules) At the end of a simulation a statistical 
description of the actual simulation of input- and output variables is 
received, and one may start the examination of the results by the statistical 
analysis techniques mentioned (see also MI72, KL74, VA80) 
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It is important to emphasize that a relation exists between the originally 
generated random variâtes and the output results. This relation may be 
effectively used in various variance reduction techniques. One of the most 
important techniques is the use of common random numbers in various 
experiments, giving rise to lower variances in the differences between the 
mean results of the simulations (see e.g. tables 3 and 4). Other variance 
reduction techniques, like antithetic runs or control variâtes (KL7&) are 
possible, but statistically more complex. Only the technique of common random 
numbers is frequently used in the simulations here. 
11.4. Queue)ng theory. 
A laboratory as a service utility for the analytical processing of samples, 
mainly on a routine base, may be regarded as a service station in terms of a 
queueing theoretical approach. Jobs (read: samples) arrive and are put in 
line, waiting for the processing to start. In this way, queueing occurs, and 
the analytical laboratory may be modelled according to the principles 
described in queueing theory. 
There are three essential elements in any queueing situation (MU78): 
1. The input process: the manner in which customers or jobs arrive. 
2. The queue discipline: the manner in which jobs wait for service after 
input. 
3. The service mechanism: the manner in which jobs are handled, and the 
queue is resolved. 
It has been found possible to set up mathematical models to describe queueing 
situations specified by different forms of the three basic elements. 
In the comparison of systems, certain measures of effectiveness are required. 
Useful measures are: 
- The probability of having η jobs waiting at a time t: n(t). This is of 
particular importance when a limited waiting space is available. 
- The distribution of waiting times or system delay times (waiting + 
service time) for jobs: the most important measure in the present study. 
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The notation of queueing systems is given by a series of symbols and slashes, 
such as Λ/Β/Χ/Υ/Ζ, fchere A indicates in a certain way the inter-arrival 
distribution, В the service pattern as described by the probability 
distribution for service times, X the number of parallel service channels, Y 
the restriction on system capacity and Ζ the queue discipline In table 5 a 
number of standard symbols is given 
In many situations, only the first three symbols are used Current practice 
is to omit the service capacity symbol if no restriction is imposed (Y=«0, and 
to omit the queue discipline if it is first in, first out (Z=FIF0) Thus 
M/D/2 is used to represent a queueing system with exponential input, 
deterministic service, two servers, no limit on system capacity and first 
come, first serve discipline 
The notations FIFO, LIFO, SIRO and FRI are preferred over the identical 
abbrevations FCFS (first come, first serve), LCFS (last come, first serve), 
RSS (randomly selected service) and PR (priority) 
TABLE 5: Queueing notation A/B/X/Y/Z 
Characteristics Symbol Explanation 
Inter-arrival time 
distribution (A) 
Service time 
distribution (B) 
Number of parallel 
servers (X) 
Restriction on system 
capacity (Y) 
Queue discipline (Z) 
M 
D 
Ek 
G 
Gl 
M 
D 
E 
HR 
G 
1,2, 
1,2, 
FIFO 
LIFO 
SIRO 
PRI 
GD 
Exponential 
Deterministic 
Erlang type к (k=l
>
2 ) 
General 
General independent 
Exponential 
Deterministic 
Erlang type к 
R-stage hyperexponential 
General 
First in, first out 
Last in, first out 
Service in random order 
Priority 
General discipline 
35 
The mathematics connected with queueing theoretical problems is complex. Books 
on the subject are by Gross and Harris (GR7A) and Kleinrock (KL75, KL76). 
The method of solutions involves the probability distributions for the 
interarrivai times (t) and the service times (x), as well as the moments 
associated with these distributions, the moment generating functions, and the 
Laplace-transforms of these distributions. This method is related to the 
problem formulations in terms of differential equations, describing the 
changes in states, as characterized by the number of jobs present. 
One of the most important system parameters is the utilization factor p, 
defined as the product of the average arrival rate of jobs (λ) times the 
average service time each requires (x), also denoted by 1/y (with ν being the 
average service rate of jobs): 
ρ = λ . χ = λ / μ 
A stable system is one with a utilization factor between 0 and 1. 
The simplest interesting queueing system is the M/M/1 system. The behaviour 
of M/M/1 systems is often in many ways similar to that observed in the more 
complex cases. Some of the results, mathematically derived for this queueing 
system are: 
- The probability of finding к jobs in the system: 
POO = (1-P).pk 
The average number in the system is given by N=p/(l-p) 
- The waiting time distribution equals: 
W(t) = (l-p).«-^ 1-^ 
The mean waiting time is W=p/v(l-p) 
- 36 -
- The system delay time distribution equals 
Sit) =
 V(l-p) е- П-?)г 
With mean delay time S= 1/μ(1-ρ) 
So the delay times for the M/M/l system are exponentially distributed as well 
This means that an increase in the utilization factor results m an 
exponential increase in the delay times 
For M/M/m systems, parallel results are obtained The utilization factor in 
tn-service channel systems is given by 
ρ = λ/πιμ 
Further results of a large variety of queuemg systems may be found in the 
mentioned literature Some of these results are used in later chapters, such 
as priority discipline queuemg equations (chap V) and D/D/l, M/D/l and D/M/l 
models (chap VI) 
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U.S. Conclusions 
In this chapter, a summary of the techniques related to modelling techniques 
is given, including a short survey of mathematical queuemg models (as being 
strongly related to simulation modelling techniques) 
It should be noted that in dynamic simulation models more advanced statistical 
techniques are needed, as a consequence of dependent observations This 
requires a time series approach for the analysis of the stochastic variâtes 
used in the models This approach may lead to some problems in the use of 
testing criteria By paying attention to the way the data are handled, most 
problems can be overcome or may be avoided 
The same time series approach may be used in the modelling of stochastic 
processes as encountered m the field of water quality control The 
availability of correct algorithms with respect to missing values or unequally 
spaced data is required in such studies 
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C H A P T E R III 
A simulation model of an object-oriented laboratory 
In order to look at the effects of laboratory-organisational aspects, a 
simulation model of a real laboratory is constructed The organisational 
structure is determined by the various samples entering the laboratory, and by 
their origin it is mainly 'object oriented' 
The laboratory under investigation is a governmental laboratory, located near 
a municipal sewage clarification installation It is part of the division for 
surface water quality control, clarification installations and industrial 
wastewater control (the 'Provinciale Waterstaat Utrecht') 
The object oriented structure of the laboratory is clearly visible in the 
complete department consisting of three sections First, there is the section 
for surface water control The tasks include the monitoring of the surface 
waters in general, mainly over long-term periods (years), supplying 
information on water works, in particular where the surface water quality is 
influenced, making propositions for action m case of complaints with respect 
to surface water quality, undertaking research with respect to problems as 
mentioned in national programs for the improvement of surface water quality 
In the period in which the laboratory was studied some of these research 
objects were the eutrophication problem and the problem of failing water 
quality index systems 
The second section within the department is concerned with water purification 
plants, located all over the province Every plant is checked on performance 
on a regular basis Other tasks include maintenance and problem solving 
The third section is concerned with industrial plants responsible for 
wastewater effluents This section in particular is occupied with the levying 
of taxes These taxes are directly related to certain wastewater component 
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Fig. III.l. Organisational structure around and in the laboratory 
concentrations. Every industrial plant is checked several times each year 
during a period of some days or weeks, depending upon the size of the plant 
The three sections are responsible for the stream of samples entering the 
laboratory. Yearly planning schemes are made m cooperation with the 
laboratory personnel. However, short term planning often has to be done -e g. 
by telephone- in advance of the arrival of an amount of samples, not planned 
at all, thus giving a maximal flexibility m carrying out the different tasks. 
After processing the samples, the results are checked and returned to the 
sections, for further interpretation and reporting. 
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The organisational structure around the laboratory is also implemented within 
the laboratory three groups of analysts are responsible for processing the 
samples, originating from -respectively- surface waters, sewage purification 
installations and industrial plants A laboratory manager and a research 
asssistant complete the analytical personnel (fig 1) 
A simulation model is constructed according to the theoretical concepts, 
outlined in chapter II 
In a systems analysis stage, the laboratory organisation has to be translated 
into a description, related to system theoretical parameters This 'system 
theoretical approach' is not without problems for example, one aspect 
observed is a possible direct communication between analysts and principals, 
thus influencing the decisions at the organisational level of processing the 
samples (e g the sequence,reporting etc ) These organisational aspects 
influence the official recordings and administration, but are very hard to 
translate into model parameters The study of the 1979 administration files 
clearly revealed this fact Actually, this study was one of the reasons to 
reconsider -and improve- some organisational structures within the laboratory 
In particular, the improvement of the record-keeping was important with 
respect to this research All figures in this thesis refer to the 1982 
situation of the laboratory Sometimes, the 1979 situation is mentioned, 
mainly for explanatory reasons In particular in the systems analysis stage 
much detailed information is obtained from the 1979 files But model 
synthesis, verification and validation probably would have been impossible 
with the 1979 administration files only This fact emphasizes the need for 
reliable and sufficient information on the system in study 
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III.1. The systems analysis stage. 
In fig 2 a rough sketch is given of the 1979 and 1982 situations in the 
laboratory It represents the change in the formal laboratory organisation 
In 1982 the situation as modelled gives three distinct routings through the 
laboratory The main difference with the 1979 situation is the removal of the 
'heavy metals' group The addition of a central sample entrance 
administration facilitated strongly the study of the sample input description 
all entering samples were recorded, with entrance date and analysis needs 
From this administration a parameter description of the three laboratory input 
streams could be obtained The main characteristic for this 'input' is the 
grouped way of entrance of the samples 
Surface water samples arrive in batches, according to the geographic spread of 
sampling points in the area (about 160 sampling points, divided over 12 
sampling routes), or by collecting samples over some period of time in 
automated samplers at a certain surface water site From the study of the 
-more detailed- work sheets from 1979, other samples from special study 
objects originate, e g samples taken when complaints concerning water quality 
occurred, from swimming waters, the laboratory aquarium and other sources 
The larger water purification plants are sampled more frequently, compared 
with the smaller purification plants The largest plant is sampled every four 
or eight days at a number of sampling points The smaller purification plants 
are sampled in a grouped way, thus resulting too in sample arrivals in 
batches About fifty purification plants exist in the area Approximately 
one-third of the samples are sludge-samples, characterized by specific 
analysis requests Fixed sampling frequencies being normal for many plants, 
more irregular sampling occurs with the smaller plants Often higher 
frequencies occur as a result of experimental set-ups, trouble shooting and on 
behalf of more general research 
More complicated is the way the industrial samples enter the laboratory 
every year a program is scheduled for approximately 90 industrial plants The 
actual sampling dates are established in a dialog with industrial 
representatives The analytical results may lead to revision of the sampling 
scheme Other factors influencing this scheme are e g productivity figures, 
notices of objection, etc 
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Fig. III.2. Condensed representation of organisational changes: 1979 situation 
vs. 1982 situation 
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An important decision in the model synthesis stage is related to the proper 
adjustment of the model boundaries The aforementioned description of the way 
that sampling programs result in a stream of samples is meant to elucidate 
this decision With the sampling programs, an extensive program would be 
required to simulate the sample input stream every sampling point demands its 
own simulation parameters Therefore, the sampling programs are collected in 
one 'black box' description, resulting in an input stream of samples, 
characterized by a 'stochastic batch input' from three sources surface 
waters, purification plants and industrial wastewaters The 1982 
administration files are used to model these input streams This decision 
implies that no differentiation is made between the samples originating from 
different sources, and priorities assigned by these However, although no 
relation exists between samples and their sources, it is still possible to 
consider the effect of priorities in the laboratory, as will be shoun later on 
in this chapter 
A detailed study of the activities in the laboratory is necessary, in order to 
extract these information needed to construct a simulation model Generally, 
there are two main limiting factors in the processing of the samples the 
available man-power and the available equipment The study of the 1979 
situation showed that only a limited number of instruments might influence the 
performance of the laboratory e g the atomic absorption spectrophotometer, 
sample destruction equipment and the UV-VIS spectrophotometer Thus more 
attention is paid to man-power, as the main limiting capacity factor For the 
model this means that samples are queueing for analysts, rather than for 
equipment In order to obtain insight into the way analysts take samples from 
this queue, and start an analytical procedure, as well as to gain insight into 
the analytical procedures themselves, special worklists were distributed in 
the laboratory, for a period of three months One example of a worklist is 
given in table 1 It shows the way analyses are performed in the laboratory 
Almost every procedure consists of a number of subprocedures The analyst 
performs these according to a working plan that is re-designed every day 
A simulation model at this level is almost impossible to construct many 
decisions are influenced by many factors, and hard to translate into 
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TABLE 1: An example of an inquiry form. 
d a t e : 23-12-80 a n a l y s t : name 
samp.nr. samp.nr. sarap.nr. samp.nr. 
3623,3661 industr. industr. industr. 
3280,3773 series series series 
.... etc. 
tot.:51 samples. 
other 
activities 
7.30 
7.45 
8.00 
8.15 
8.30 
8.45 
9.00 
9.15 
9.30 
9.45 
10.00 
10.15 
10.30 
10.45 
11.00 
11.15 
11.30 
11.45 
12.00 
12.15 
12.30 
12.45 
13.00 
13.15 
13.30 
13.45 
14.00 
14.15 
14.30 
14.45 
15.00 
15.15 
15.30 
15.45 
16.00 
16.15 
16.30 
16.45 
17.00 
17.15 
17.30 
llllllll 
llllllll 
computing 
results 
heavy 
metals. 
llllllll lllllllll 
llllllll lllllllll 
l l l l l l l l consultation 
pH-results 
evaluation 
lllllllll 
lllllllll 
reporting 
pH results 
& administr. 
lllllllll 
lllllllll 
preparing 
Ag-series 
11 III 11111 evaporation 
neutralize destruction 
samples l l l l l l l l l 
for CI and 
S04--
llllllllll 
llllllll 
Initiate 
destruct. 
t-P04 
llllllll 
Stop tP04 
and rinse 
llllllll 
llllllll 
Remarks: none 
тиши 
шиит Initiate 
Kj-N series 
lllllllll 
Stop Kj-N 
lllllllll 
coffee 
mimili coffee 
minim 
coffee 
mimmi lunch 
lllllllllll 
post up this list 
tea break 
шипит 
clear away bottles 
lllllllllll 
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simulation rules However, such a detailed simulation level is аічо beyond 
the scope of this research, where managerial decisions at a higher 
organisation level, and their impact on analytical information, are the main 
goal of study 
For the construction of a simulation model which contains this higher 
organisation level the lower level of organisation is represented as simple as 
possible. The main characteristic in the analysis performance is the 
processing of samples in series the time needed increases with the number of 
samples in one batch For every analytical procedure, a series- and sample 
time (resp CI and C2) is determined, resulting in a total analysis time equal 
to Cl+nxC2, for η samples in one batch This time is only distributed over a 
number of subprocedures, if these are necessarily separated over a period of 
time that exceeds at least one day In those cases where a subprocedure 
serves several different analysis procedures (e g destructions), the 
subprocedure time is included proportionally in the latter ones Again, 
because most attention is paid to the available analyst's capacity, all 
analysis times used in the model are the times really needed to perform the 
analysis e g a two-hour destruction costs only a fraction of this time for 
the analyst, meanwhile other tasks are performed 
The task sequence is a complex matter in the model special attention is paid 
to it, by considering different possible priority rules (e g analysis 
directed, origin directed, batchsize directed) 
A laboratory capacity description in man hours can be obtained by studying the 
personnel administration presence and absence of analysts were recorded in a 
two-hour resolution, daily Every analyst is almost completely assigned to 
one section in the laboratory, thus making it possible to conmute the capacity 
available per section Actually, an important managerial decision is this 
assignment of capacity to the different sections It is one of the parameters 
to consider in simulation experiments 
The co-ordination and administration are performed within a laboratory 
section Since 1982, formally one group leader is responsible However, job 
assignment within a group is fixed in consultation Although differences in 
experience are present, no distinction is made between the different analysts 
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A key step in modelling is the validation of the model Before model 
construction it has to be decided what parameters could act as validation 
parameters It was difficult to obtain proper validation parameters in 
queuemg models, the best validation is obtained with the delay times 
However, administration effects made this parameter almost useless in the 1979 
situation In 1982 a more reliable dataset was created, uith respect to two 
of the three sections At least a part of the delay times of the sewage 
purification plant samples, and of all the industrial samples were recorded 
Some administration effects however may still be present This means that 
this administration has to be incorporated into the model Other, less 
powerful validation parameters, are found in waiting times for the procedures 
fcith a higher priority (no or little delay allowed) and in the 
workload/capacity ratios for the different sections, expressible in the 
utilization factor 
In figure 3, the result of the system analysis stage is shown a simulation 
of the laboratory input might be obtained by a sample generation algorithm, 
for three sections These samples are divided over the section and translated 
into a set of analytical procedures to be performed A job for an analyst is 
obtained by collecting a number of samples in one analysis batch Every day, 
the capacity is simulated, according to the distribution of capacity, present 
in reality in the laboratory-sections The sequence of performance of the 
analytical jobs is determined by several priority rules and several limits 
the latter ones as a consequence of limiting equipment factors (maximal 
batchsize) or in order to work more efficiently (minimal batchsize) The 
first ones might include several priority schemes, arising from the analytical 
procedures, from the sample origin, queuelengths etc The finishing of jobs 
is translated into the transfer of results to an administration queue A date 
out is obtained at the moment of collecting and reporting of these results, 
and a delay time may be computed Waiting times for the samples are obtained 
per analysis at the time an analytical procedure is started 
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/// 2. The model synthesis and verification stage 
In the model synthesis stage, the model parameters as determined in fig 3 are 
more closelv examined With the aid of statistical techniques, distributions 
and correlations are computed and various simulation-techniques considered, in 
order to obtain an adequate simulation model The main parameters will be 
treated separately in the next paragraphs 
111.2.1. The sample description. 
There are various ways to simulate the sample input from the laboratory, some 
possibilities will be considered here 
The 'batch-input' for all three sections shows strong fluctuations Often 
large batches (more than 30-40 samples) arrive at the laboratory, and on many 
days no samples at all arrive A description in terms of inter-arrival times 
(I A Τ ) for the batches is very complicated, e g samples may arrive also in 
the weekends, but with a lower probability In fig 4 an example of an 
I A Τ -distribution is given at first glance this seems an easy -almost 
theoretical- exponential distribution, but the added autocorrelation figure 
clearly shows the mentioned 'week-effect' Generation of a stochastic process 
of this kind is rather complicated in this way A far better description with 
an easier simulation algorithm could be obtained by considering a batch 
arrival according to the probabilities shown m table 2 Parallel to a 
Poisson-process, an 'exponential-like' distribution from the I A Τ 's might be 
obtained as well 
In the batchsizes themselves, only a very weak periodicity is seen (fig 5) 
At the 95 probability level, no periodicity is significant This is rather 
surprising, as it is known that many frequencies are present m the sampling 
schemes (in particular in the input from the sewage purification 
installations), either these frequencies are often disturbed, or the amount of 
samples entering in a more stochastic way is dominating Actually, it means 
that the generation of batchsizes might occur according to a simulation 
algorithm, corresponding with the observed batchsize distribution, without any 
autocorrelation effects 
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Total labororatory 
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Fig III 4 Sample input description by Inter Arrival Times of batches 
above frequency distribution, below autocorrelograras 
TABLE 2: Probabilities for batches arriving on various days 
Monday 
Tuesday 
Uednesday 
Thursday 
Friday 
Saturday 
Sunday 
Surface wat 
0 83 
0 89 
0 79 
0 75 
0 35 
0 00 
0 00 
Sewage 
-water-
0 81 
0 85 
0 71 
0 65 
0 64 
0 21 
0 17 
installations 
-sludge-
0 65 
0 71 
0 62 
0 83 
0 37 
0 00 
0 00 
Industries 
0 87 
0 60 
0 60 
0 71 
0 62 
0 21 
0 15 
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Fig III 5 Batchsize distributions and autocorrelograms 
S W =surface waters, Ρ I W purification installations water, Ρ I S = 
purification installations sludge, I S =Industrial samples 
The analysis package 
On every sample entering the laboratory, a number of analytical procedures has 
to be performed In reality this is determined by the need of information on 
the object the samples are taken from Many samples are characterized by a 
standard analysis request, predetermined combinations of analyses have to be 
performed However, the number of 'standard packs' is large, and often 
changes are made, resulting in related, but different packs One method to 
simulate these analysis combinations is the determination of the most 
frequently occurring packs, and the generation of deviations from them with 
the appropriate distributions Another approach is generating every possible 
occurrence of an analysis demand separately, the standard analysis packs may 
be created by including correlation effects in the algorithm The fact that 
analysis requests occur in combinations ultimately leads to high correlations 
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between the daily numbers of the various analysis requests However, this is a 
very complicated way of generating the sample input stream, for every sample 
then requires a special simulation. Moreover: often batches arrive with many 
samples requiring the same analyses, this means another correlation effect to 
be dealt with. A way to solve this problem was found in a chemometrical 
technique: the principal component analysis (MR76, DR81). 
///.2.2. Eigenvector representation of the samples 
The 1982 recordings contained daily data with the total number of arriving 
samples per day, as well as the total numbers of the analyses to be performed. 
This database will be represented by the matrix A with the elements { a(t,n) 
), t=l,365 and 1=1,η (the number of possible analytical procedures + 1). 
A fraction of this matrix as observed for the surface water samples is shown 
in table 3a. One row in this matrix represents the number of samples entering 
this section on a particular day t (for 1=1) and the number of analytical 
procedures to be performed on these samples (for 1=2^). 
Let us assume that only a limited number of combined analytical procedures are 
required for one sample, e.g.: 
pack A 
pack В 
pack С 
bsze 
1 
1 
1 
BZV 
1 
1 
0 
KjN 
1 
1 
0 
tP04 oP04 
0 0 
1 0 
1 1 
With these three combinations a complete correlation of 1 would exist in 
datamatrix A between BZV and KjN requests. They are only requested in 
combinations The datamatrix A might show rows like 
t=l 
t=2 
t=3 
t=4 
bsze 
β 
3 
8 
0 
BZV 
6 
0 
8 
0 
KjN 
6 
0 
8 
0 
tP04 
5 
3 
7 
0 
oP04 
2 
3 
0 
0 
( 3xA + 3xB +2xC ) 
( 3xC ) 
( IxA + 7xB ) 
So every row of the datamatrix A can be represented by a linear combination 
of a (limited) number of packs, representing the most frequently occurring 
combinations of analyses requests A statistical technique to obtain a 
description of these most frequently occurring combinations is the principal 
component analysis The combinations will be represented by eigenvectors, and 
the way they contribute to the total variations (read variance) in the matrix 
A by the corresponding eigenvalues By these latter ones the number of 
eigenvectors (representing in a way the most important packs) to describe e g 
95% of the variance, is determined The eigenvectors themselves are 
determined by the correlations that exist in the datamatrix A 
The main step in this method is the determination of the eigenvectors from the 
covariance matrix -or equivalently the second moment matrix from the 
autoscaled datamatrix A - as will be shown below 
The addition of the daily batchsize to this matrix is made in order to 
acccount for the possible combinations that might occur among the various 
requests, expressed in packs Suppose that in the example given, at time 5 
the row vector would look like 
t=5 12 8 8 10 10 
Without the addition '12' the result of the analysis would look like 8 times 
pack A + 10 times pack C, for 8+10=18 samples, an erroneous interpretation 
The addition of '12' samples shows that for 6 samples both pack A and pack С 
are requested 
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In a principal components analysis, the representation of the packs would 
result in eigenvectors such as 
1 2 2 0 0 
1 0 0 2 2 
In this way, the datamatrix A uill result in an unrealistic picture of 
eigenvectors for packs (read principal components') A more realistic picture 
of these packs is only obtained after a transformation of the eigenvectors by 
creating new linear combinations uithin certain limitations ('rotation') 
Several rotation algorithms are known e g the 'varimax' rotation transforms 
a set of orthonormal eigenvectors into a new set of vectors uith as much 
zeroes as possible (read with as feu analytical procedures in one pack as 
possible) 
However, a more important property of the original set of eigenvectors is 
found in the coefficients, computed in the reconstruction of the datamatrix A 
in terms of the obtained eigenvectors, the coefficients C(t,j) (= 'principal 
component scores') 
L 
a(t,i) = Σ C(t,j) χ e(j,i) 
j=l 
with L 
t 
J 
1 
cet, 
e(j, 
aCt, 
,j) 
,1) 
,1) 
number of eigenvectors 
day number 
eigenvector number 
analysis number 
coefficients 
eigenvector elements 
datamatrix A elements 
These coefficients give an input description of the samples in terms of packs 
an important feature is the fact that the coefficient-matrix С is completely 
decorrelated The sample input is easily simulated by the generation of these 
coefficients, according to their statistical distribution in time By 
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TABLE За: Sample and ana lys i s input for surface water sect ion.observed 
Day Batchsize B O D Kj-N NH4+ CI- pH MPNE Metals 
4 
5 
7 
11 
12 
13 
19 
20 
21 
25 
26 
11 
17 
11 
11 
10 
12 
3 
6 
12 
8 
23 
0 
17 
0 
10 
10 
11 
3 
6 
8 
8 
5 
11 
17 
11 
11 
10 
11 
3 
6 
10 
6 
23 
11 
17 
0 
11 
10 
11 
3 
6 
10 
β 
23 
11 
17 
11 
11 
10 
12 
3 
6 
10 
8 
23 
11 
17 
11 
11 
10 
11 
3 
6 
10 
8 
5 
0 
0 
0 
0 
0 
2 
0 
0 
0 
0 
0 
0 
0 
0 
2 
0 
TABLE 3b: C o r r e l a t i o n matrix 
Bsze 
B O D 
Kj-N 
NH4+ 
Cl-
PH 
MPNE 
Metals 
Bsze 
1 00 
B O D 
0 88 
1 00 
Kj-N 
0 92 
0 84 
1 00 
NH4+ 
0 95 
0 90 
0 96 
1 00 
ΟΙ­
Ο 90 
0 98 
0 82 
0 88 
1 00 
pH 
0 89 
1 00 
0 84 
0 90 
0 98 
1 00 
MPNE 
0 48 
0 39 
0 34 
0 33 
0 43 
0 38 
1 00 
Metals 
0 56 
0 46 
0 39 
0 40 
0 48 
0 46 
0 21 
1 00 
TABLE 3c: Eigenvector d e s c r i p t i o n 
EVI EV2 EV3 EV4 
Batchsize 0 52 -0 28 -0 65 0 00 
B O D 
Kj-N 
NH4+ 
Cl-
PH 
MPNE 
Metals 
Component 
scores 
Mean 
St dev 
0 
0 
0 
0 
0 
0 
0 
24 
13 
35 
39 
44 
37 
35 
04 
05 
7 
8 
0 42 
-0 48 
-0 32 
0 47 
0 43 
0 03 
0 03 
0 
6 5 
0 19 
0 38 
0 29 
-0 08 
0 19 
-0 30 
-0 40 
0 
4 4 
-0 03 
0 09 
-0 11 
0 09 
0 04 
-0 72 
0 61 
0 
2 6 
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multiplication with the corresponding analysis packs, a number of samples 
together with their analysis requests is the result 
Thus for simulation purposes it is absolutely undesirable to use a rotation 
algorithm, as this complicates the sample input simulation again to the 
starting level a large number of correlations in the parameters to be 
generated However, for the laboratory management, it is very interesting to 
visualize the analytical packs in order to predetermine a number of 
'standard'-packs for the purpose of a facilitated administration ana control 
of analytical requests 
The principal components technique performed on the real laboratory data 
results in the following parameter description of the sample input stream 
First, the 'covariance-matrix' (actually the 2nd moment matrix) is computed 
by 
Q = A T · A 
In table 3b, part of the correlation matrix for the surface water section is 
shown Clearly, a number of high correlations is recognizable For example, 
the heavy metals form an analysis-pack, because they are almost always present 
in a combined analysis request In the further computations, these are 
combined, and treated as one parameter 
From the covariance-matrix, a set of L eigenvectors e(i) is computed, 
according to standard algorithms and routines as available from the 
IMSL-library on large IBM-computers (see also BU85) Every eigenvector 
represents a combination of a batchsize with frequently occurring analysis 
requests, see table 3c 
One day's input is described by a linear combination of all the eigenvectors, 
with the first eigenvectors having much larger contributions than the others 
Special attention has to be given now to the quantitative occurrence of the 
eigenvectors e(i) in the datamatrix A , this can be reconstructed by using 
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TABLE 4: Eigenvectors surface waters, rotated 
Batchsize 
B O D 
Kj-N 
NH4+/N03-
O-P04 
Cl-
t-P04 
pH/Conduct 
Metals 
Μ Ρ Ν E 
evi 
- 03 
- Ol 
70 
02 
02 
05 
70 
01 
00 
07 
ev2 
- 02 
41 
00 
02 
02 
40 
00 
41 
00 
03 
е З 
02 
03 
01 
- 02 
- 02 
- 10 
00 
03 
35 
- 12 
ev4 
- 85 
07 
02 
- 10 
- 09 
- 30 
02 
07 
- 02 
- 34 
ev5 
- 07 
- 05 
01 
- 52 
- 52 
25 
- 01 
- 03 
01 
31 
the normal equations 
L 
a(t,i) = Σ c(t,j) χ e(i,j) for every i=l to Ч 
J=l 
or in matrix notation 
a(t) = E · c(t) 
with solution 
c(t) = ( E T E Γ 1 E T a(t) 
For every day, a least squares solution can be obtained for the 
eigenvector-coefficients C(t,j) The distribution of these coefficients 
determines the simulation parameters to be used m the generation of one batch 
of daily samples, including their analysis requests The mam advantage in 
using these eigenvectors is explained by the fact, th.at they form an 
orthonormal set of vectors, no correlation is present anymore This means 
that the eigenvector coefficients may be simulated, completely independently 
from each other 
е б 
00 
- 06 
00 
01 
00 
36 
00 
- 03 
00 
- 43 
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Fig. III.6. Input description by eigenvectors: 
cients for the surface-water section. 
distributions of coeffir 
In tables 3c and 4, the eigenvectors for the surface water sample- and 
analysis request input stream are shown, together with a vanmax rotated 
version. In fig. 6, the distributions of the eigenvector coefficients are 
shown. In order to generate these distributions as simply as possible, only a 
few -easy to generate- distributions were fit to these, normal, erlang-k or a 
combined distribution· e.g. for peaked distributions, a double (positive and 
negative site) exponential distribution. These fitted distributions mostly 
gave no significant difference with the observed ones (according to the 
chi-square lack of fit test). In some cases, differences were accepted. In 
particular the higher eigenvectors contribute only some minor deviations to 
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TABLE S: Parameter description purifie install sample input 
Eigenvectors for water samples 
EVI EV2 EV3 EV4 EV5 EV6 
Bsze 
B O D 
C O D 
Kj-N 
t-P04 
N03-
NH4+ 
Susp M 
0 45 
0 41 
0 42 
0 42 
0 41 
0 30 
0 00 
0 00 
-0 14 
0 10 
0 11 
0 08 
0 08 
0 15 
0 01 
0 00 
0 85 
-0 11 
-0 08 
-0 25 
-0 30 
-0 15 
0 20 
0 02 
-0 10 
0 26 
0 36 
0 12 
-0 00 
-0 86 
0 18 
0 05 
0 07 
-0 58 
0 57 
0 11 
-0 16 
-0 04 
-0 54 
0 04 
-0 20 
0 13 
0 57 
-0 38 
-0 40 
0 33 
0 44 
-0 08 
pH 0 00 0 00 0 00 0 00 0 01 0 01 
Metals 0 15 -0 86 -0 21 -0 04 -0 02 0 10 
Cl- 0 00 -0 01 -0 00 0 01 -0 06 0 01 
MPNE 0 00 0 00 0 02 -0 04 -0 00 -0 04 
Component score distributions 
D E Erl2 Erl2 Erl7 Exp Norm 
Mean 21 3 66 27 33 0 7 2 3 
St dev 0 7 
Eigenvectors for sludge samples 
EVI EV2 EV3 EV4 EV5 EV6 
Bsze 0 56 -0 07 0 24 -0 10 -0 62 -0 14 
pH 0 45 0 47 -0 03 -0 40 0 32 0 24 
Dry res 
Ign res 
Sand 
Fatty ac 
KjN+tP04 
Nitrii 
Metals 
0 51 
0 38 
0 21 
0 15 
0 07 
0 00 
0 07 
-0 21 
-0 21 
0 29 
0 16 
-0 54 
-0 01 
-0 54 
0 35 
-0 37 
-0 76 
0 16 
-0 20 
0 03 
-0 20 
0 58 
-0 05 
0 31 
-0 51 
-0 26 
-0 04 
-0 26 
0 28 
0 28 
-0 23 
0 04 
0 02 
-0 55 
0 02 
-0 10 
0 47 
-0 34 
-0 45 
-0 12 
0 59 
-0 12 
Component score distributions 
Norm Er13 Norm Norm Norm Norm 
Mean 13 0 6 0 79 48 2 0 29 
St dev 10 0 31 17 0 8 0 8 
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TABLE 6: Parameter description industrial sample input 
Eigenvectoren 
Bsze 
KjN+COD 
Cl-
P H 
B O D 
S04++ 
t-P04 
Deterg 
Oil 
CN-
Toxicity 
Susp M 
Residues 
N03-
NH4+ 
Ag 
Fe 
Al 
Sn 
Cd 
Cr 
Cu 
Ni 
Pb 
Zn 
EVI 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
44 
16 
20 
39 
04 
05 
03 
02 
06 
02 
02 
06 
01 
01 
00 
08 
02 
02 
02 
30 
31 
32 
30 
31 
32 
EV2 
0 
0 
0 
0 
0 
0 
0 
-0 
0 
0 
0 
0 
0 
0 
0 
-0 
0 
0 
-0 
-0 
-0 
-0 
-0 
-0 
-0 
44 
36 
58 
09 
11 
04 
08 
00 
07 
01 
01 
06 
06 
03 
01 
07 
01 
00 
01 
23 
23 
19 
23 
23 
21 
Е З 
0 
-0 
-0 
-0 
-0 
-0 
-0 
-0 
-0 
-0 
0 
-0 
0 
-0 
0 
0 
-0 
-0 
0 
-0 
-0 
0 
-0 
-0 
-0 
64 
55 
11 
26 
10 
00 
10 
02 
Π 
03 
00 
23 
29 
01 
01 
11 
05 
03 
00 
05 
03 
00 
04 
04 
02 
Е 4 
0 
0 
-0 
0 
0 
-0 
-0 
0 
0 
0 
-0 
0 
0 
-0 
0 
-0 
0 
0 
0 
-0 
-0 
0 
-0 
-0 
0 
16 
21 
57 
18 
21 
05 
05 
06 
44 
03 
01 
22 
45 
12 
01 
08 
00 
Ol 
Ol 
12 
08 
07 
13 
08 
01 
EV5 
-0 
-0 
0 
-0 
-0 
0 
-0 
0 
0 
0 
0 
0 
-0 
0 
-0 
-0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
01 
13 
26 
52 
09 
14 
31 
14 
54 
03 
03 
24 
03 
06 
01 
30 
00 
00 
00 
0* 
12 
02 
05 
04 
20 
EV6 
-0 
-0 
-0 
0 
0 
0 
-0 
-0 
-0 
-0 
-0 
0 
0 
0 
0 
-0 
0 
0 
0 
0 
-0 
0 
0 
0 
-0 
04 
04 
07 
02 
31 
79 
03 
06 
28 
01 
01 
04 
11 
11 
06 
32 
11 
05 
02 
04 
07 
11 
03 
03 
09 
EV7 
0 
0 
-0 
0 
-0 
0 
0 
0 
0 
-0 
-0 
-0 
-0 
-0 
0 
-0 
-0 
-0 
-0 
-0 
0 
-0 
-0 
-0 
0 
15 
04 
22 
07 
21 
22 
40 
28 
2t 
02 
01 
48 
34 
07 
0ч 
29 
00 
03 
Ol 
10 
14 
12 
10 
11 
16 
EV8 
-0 Ol 
-0 02 
-0 04 
-0 12 
0 Ol 
0 41 
0 20 
0 05 
0 2" 
0 02 
0 02 
0 12 
-0 12 
0 19 
-0 02 
0 79 
-0 05 
0 03 
0 00 
-0 06 
-0 06 
0 02 
-0 06 
-0 Оч 
0 02 
Component score distributions 
Norm ЕгІЗ Erl2 D E Norm Erl7 D E Norm 
Mean 115 8 3 2 7 1 0 4 3 3 4 0 9 2 5 
St dev 10 0 1 4 1 1 
the analysis requests description, and more complex fit functions would hardly 
result in a better representation of it In table 5 and 6 the sample input 
description parameters are shown for the purification plants and the 
industrial sections 
An important point in the generation of the daily input is a correction that 
has to be made in the results of the linear combinations of the eigenvectors, 
with the random generated coefficients Unrealistic combinations may be 
produced, e g resulting in more requests for a particular analytical 
procedure than there are samples being entered that day, or a negative number 
of analysis requests Such generated packs are rejected and new coefficients 
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are generated: in this way, corrections for the fitted distribution functions 
are made automatically. 
This way of generating the samples was tested, separate from the model. The 
results showed a good resemblance to the real data, taking into consideration 
that a minimum of parameters was necessary to obtain the simulated sample 
input stream In table 7 and fig. 7, the most important results are shown. 
This validation of the input is an important stage in the modelling, as much 
attention must be given to this part of the simulation. The complete workload 
and routing of the samples is determined in it. Further 'organisational' 
rules determine the processing. 
TABLE 7: Validation of sample input simulation: Number of batches/year, 
mean and standard-deviation of batchsizes. 
Surface waters 
Purif Install. 
- water 
- sludge 
Industries 
Total lab. 
Real 
N 
188 
209 
167 
198 
282 
batchsize 
Mean 
12.7 
11 6 
7.6 
6 1 
25.9 
St.dev 
8.0 
8.2 
5.5 
4.4 
15.8 
Simu 
N 
188 
210 
165 
201 
290 
lated 
(8) 
(12) 
(6) 
(10) 
(5) 
batchsize 
Mean 
12.6 (0.4) 
10.3 (0.9) 
7.4 (0.3) 
6 4 (0.3) 
24.3 (1.3) 
St.dev. 
8 8 (0.5) 
8.7 (0.7) 
4 6 (0.3) 
4 2 (0.2) 
15.1 (0.9) 
Simulated results: mean of five simulations, between brackets st.dev. 
12 24 
—> bsze 
12 24 
— > bsze 
12 24 
— > bsze 
12 24 
— > bsze 
В 32 68 
— > bsze 
Fig. III.7. Example of simulated batchsize distribution. See also fig.III.5. 
- 61 -
TABLE 8: Analytical procedure characteristics. 
Procedure 
Biol.Oxygen Demand 
Kjeldahl Nitrogen 
Total phosphate 
Auto-analyzer 
Nitrate 
Ammonium 
Chloride 
pH 
Conductivity 
M.P.N.E. (coli) 
Biol.Ox.Demand (-) 
Chem.Oxygen Demand 
Sulphate 
Pigments 
Suspended material 
Residue (dryness) 
Residue (ignited) 
Sand 
Fatty acids 
Kjeld.-N (sludge) 
Tot-phosph (sludge) 
Nitrification 
Detergents 
Oil 
Cyanide 
Toxicity 
Iron 
Calcium 
Aluminium 
Magnesium 
Potassium/Sodium 
Silver 
Tin 
'Metals' : 
Cd-Cr-Cu-Ni-Pb-Zn 
CI C2 
(minutes) 
45 
40 
40 
60 
20 
20 
10 
10 
10 
10 
45 
60 
20 
10 
0 
15 
30 
40 
36 
55 
65 
0 
0 
0 
0 
0 
40 
40 
40 
40 
40 
40 
40 
12 
4 
4 
4 
4 
4 
4 
1 
1 
12 
12 
10 
13 
15 
12 
10 
15 
25 
13 
13 
7 
240 
60 
60 
6 
120 
5 
5 
5 
5 
5 
5 
5 
Mm. Max. 
batchsize 
5 
6 
6 
6 
2 
2 
30 
35 
35 
35 
35 
35 
35 
35 
35 
20 
30 
20 
15 
20 
10 
12 
12 
12 
6 
10 
10 
1 
12 
12 
18 
1 
10 
10 
10 
10 
10 
10 
10 
Ргк 
2 
3 
3 
1 
1 
1 
3 
0 
0 
0 
2 
2 
3 
4 
0 
3 
3 
3 
0 
5 
5 
0 
2 
3 
3 
0 
5 
5 
5 
5 
5 
5 
5 
each 40 5 1 10 5 
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III.2.3. The analytical procedures. 
Most of the analytical procedures are performed according to the national 
standardized methods. A complete list of analyses performed is given in table 
8. 
The important characteristics are the CI and C2 times, as listed in table 8. 
The CI time is a 'series-time', and includes activities such as preparation of 
reagents, calibration of equipment, etc. This is the time needed to start the 
analysis of a number of samples, irrespective of the number of samples 
involved. The C2 time is the time needed per sample to perform the analysis. 
This time is added for every sample, in order to obtain an estimate of the 
total time needed to analyse the batch of samples. For most of the 
procedures, a rough CI and C2 estimation was known to the 
laboratory-management, for example in the form of an analysis processing time 
for a batch of ten samples. 
To obtain a more accurate list of CI and C2 times, the inquiry forms 
~ 
с 
E 
M 
1-
ω 
•Η 
01 
> 
<ζ 
Α. 
Ι 
Ι 
зав 
270 
240 
210 
1Β0 
150 
120 
90 
60 
30 
5 10 15 20 
Fig. III.8. Example of determination of CI and C2 times: Analysis-time = 
C1+C2*N (with N=batchsize), for Biological Oxygen Demand. 
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were used In fig 8 a result is shown A reasonable agreement uith the 
times already known gave sufficient confidence in the CI and C2 results 
obtained in this way 
Further important characteristics shown in table 8 are the minimal and the 
maximal analytical batchsizes The latter ones originate mainly from the 
available equipment in the laboratory, more samples in one batch cannot be 
handled because of lack of room, glasswork, burners, etc The minimal 
batchsize is an important factor in the modelling- and validation stage 
although samples are present, they are kept waiting, in order to work more 
efficiently This occurs in particular with equipment such as the 
auto-analyzer, or the A A S Although some minimal batchsizes are exactly 
known by the laboratory management, others are roughly estimated Factors 
related to priorities and waiting times interfere with them 
Another algorithm in obtaining larger batchsizes is the collection of samples 
over a fixed period of time This algorithm is used by means of a priority 
number assigned to the various analytical procedures A priority number of 0 
means no delay allowed, while a priority number of 5 means collection of 
samples over one month With these priorities, the sequence of performing the 
analytical procedures may be determined 
By using different weighing factors, the various priorities and limits can be 
balanced, as will be shown later on in this chapter 
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111.2.1. The capacity In the laboratory. 
The capacity of the three sections was studied by means of the laboratory 
personnel administration Every member of the analytical personnel was 
assigned to a particular section Thus the daily capacity per section is 
represented as a stochastic variate, the results of the statistical analysis 
are shown in fig 9 A remarkable -although not very surprising- factor is 
the presence of a significant autocorrelation in at least two of the three 
section capacity distributions it shows that the absence of analysts mostly 
occurs on successive days The modelling of these two distributions was 
consequently expanded by the addition of a first order autoregressive 
component 
Fig III 9 Representation of dayly capacities, per section and for the total 
laboratory 
Above freq distributions, below autocorrelograms 
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111.2.5. Cross-correlations 
A factor that might be of importance is a possible relation between the 
available daily capacity and the sample input stream Therefore 
cross-correlograms were computed for the various input streams and the various 
capacities In table 9 the results are shown for the computations without any 
time lags, while in fig 10, some lagged correlations (cross-correlograms) are 
given None of these results gave any indication of significant correlations 
present Despite this fact, care must still be taken First because of the 
nature of some distributions (skewed), secondly because of the nature of the 
parameters, e g the number of samples does not neccessarily correspond with 
workload, but also depends upon the number and kind of analyses to be 
performed Possible correlations may still be present, considering the fact 
that often arrivals of large batches may be foreseen, or, the other wav 
around, one might prevent the arrival of large batches when analysts are 
absent However, none of these effects were measurable and consequently, in 
the first instance, ignored 
C.C. INPUTVCflPRC. 
1. 
V A -
-^
1 
Total Laboratory 
C.C. INPLHVCRPñC. 
1. 
^ . 
-15 
- . 4 J 
I n d u s t r i a l s e c t i o n 
Fig III 10 Cross-correlations between input batchsize and dayly capacity 
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TABLE 9: Cross-correlations. 
Capacity Nr. samples IN 
Сарае, total 
Сарае. S.W 
Сарае. P.P. 
Сарае Ind 
Samples total 
Samples S.W 
Samples P.Ρ 
Samples Ind. 
Total 
1 00 
0.62 
0.56 
0 65 
0 17 
0 13 
0.12 
0 02 
S.W. 
0.62 
1.00 
-0.04 
0.30 
0.12 
0.13 
0.05 
0.03 
P.Ρ 
0.56 
-0.04 
1.00 
-0.04 
0.11 
0.03 
0.11 
0.03 
Ind. 
0 65 
0 30 
-0.04 
1.00 
0.08 
0.07 
0.06 
-0.01 
Total 
0.17 
0.12 
0.11 
0.08 
1.00 
0 53 
0.78 
0.35 
S.W. 
0.13 
0.13 
0.03 
0.07 
0.53 
1.00 
-0.03 
-0.06 
P.P. 
0.12 
0.05 
0 11 
0.06 
0.78 
-0.03 
1.00 
0.10 
Ind. 
0.02 
0 03 
0 03 
-0.01 
0.35 
-0 06 
0 10 
1.00 
111.3. Model validation 
The validation of the model consists of three parts. First the input 
description was validated separately. These results are reported in section 
III.2.2. Secondly a partial validation is based upon the delay times for the 
industrial section: the simulation model gives no significantly different 
results in the distribution of the delay times with real delay times, as is 
shown in fig. 11. 
Thirdly, a partial validation is based upon the delay times for the 
purification plant section· in order to compare the real data with the 
simulated data, a separation had to be made between one large plant (fig.l2A) 
and the other smaller purification plants (fig.l2B), due to a lower priority 
for the latter ones. No significantly different distributions were found, a 
summary of mean delay times is given m table 10. 
For the surface water section no real validation could be performed, as the 
comparative real data were not available. However, according to the laboratory 
management, the way of sample handling and the organisation in that section 
should be completely comparable with the purification plants section This, 
and the additional information mentioned below, was the main reason to include 
this section in the simulation model: as hardly any interference exists 
between the sections, it cannot disturb the results for the other sections, 
and yet a complete picture of the laboratory is obtained m this way. So the 
simulation results for this section are less valid, and they are excluded from 
direct comparisons with reality. 
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20 
.\· ιε 
Delay t i m e s : REHL 
16 32 48 64 
— > DT (days) 
16 32 IB 64 
— > DT (days) 
Fig . I I I . 1 1 . Val idat ion for delay-times of t h e i n d u s t r i a l s e c t i o n . 
40 г 
REAL D.T.: P.P. 1 
4—> 1 1 — I -
16 24 32 
—> DT ( d a y s ) 
SIMUL. D.T.: P.P.I 
0 6 16 24 32 
— > DT (days) 
θ 16 24 32 
— > DT (days) 
0 θ 16 24 32 
— > DT ( d a y s ) 
Fig. I I I . 12. Val idat ion for delay-times of t h e p u r i f i c a t i o n p l a n t s samples: 
P.P.l=samples from one large p l a n t , P.P.2=samples from a number of smaller 
p l a n t s . 
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TABLE 10: Val idat ion mean delay times (days) 
Real 
Surface waters 2 weeks 
Purif Install 1 10 5 
Purif Install 2 13 4 
Industries 36 7 
Total 
(est) 
Simulated 
12 9 
11 8 
13 5 
36 2 
17 4 
st dev 
mean 
0 5 
0 5 
0 2 
1 6 
0 4 
TABLE 11: Utilization factors 
Real Simulated 
Surface Waters 
Purif Install 
Industries 
Total 
0 82 
0 79 
0 62 
0 74 
0 72 
0 76 
0 58 
0 69 
Additional indications that the simulation model is -within certain limits- a 
correct representation of the real laboratory, are given by a comparison of 
the utilization factors as computed by the laboratory management and the 
utilization factors from the simulations, as computed from the Idle times 
(table 11 ) As shown, the simulations result in some lower utilization 
factors in comparison with the 'real' values However, care must be taken in 
the interpretation of the latter ones, as these values are computed with 
analytical batchsizes, equal to the sample entrance batch sizes The former 
ones are on the average larger, because of the delay or collection over 
periods of time So it is expected that the utilization factors obtained from 
simulation are lower, as larger analytical batchsizes result in lower mean 
analysis times In particular for the surface waters section (with small 
heavy metal input batchsize and an effectively used auto-analyzer) this might 
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іва 
Seal 
.sel 
201 
І 
Class '0' 
VP! ι ι ι ι ι ι ι ι ι 
Β Ζ А Б β 
—> W.Τ.(days) 
Class '1' 
se 
•54 I 
M 
^ - ι • ι • ι 
Β 2 4 G S 
—> W.Τ.(days) 
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4 В 12 16 
—> W.T.(days) 
Class '3' 
0 4 8 12 1Б 
—> H.T.(days) 
Class '4+5' 
В 14 28 42 56 
—> W.T.(days) 
Fig III 13 Waiting times for the various priority class analyses 
'0' = no delay allowed '3' = collect over one week 
'l' = 1 day delay allowed '4+5' = collect over 2-4 weeks 
'2' = some days delay allowed 
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give over-estimated values for the utilization factor with the laboratory 
management way of computation 
Finally, inspection of the waiting times gives evidence of a correct handling 
of the analytical procedures in the simulation model The distributions for 
the various analytical procedures, ranged according to their priority classes 
are shown in fig 13 Although no comparable real data were available, the 
overall view corresponds with the view from the laboratory management almost 
all analyses that should be performed within a given period are started in 
time The percentages exceeding these fixed times are shown in fig 13 
The additions that had to be made in the simulation model in order to obtain 
these validation-results, were the following 
1 Some administration effects were added 
For the industrial section, administration of the samples m reality 
occurred in irregular time Intervals An added simulation rule was 
administrate if more than five hours idle time are left, and more than 45 
samples are waiting for administration 
For the purification plants, the added administration rule consisted of 
for the large purification plant, administrate only on mondays and 
tuesdays, and only samples that were sampled in the weeks before the week 
of administration For the smaller plants, administration is scheduled 
only on mondays and tuesdays as well, but only for samples that were 
sampled more than one week before the day of administration 
These administration effects are in reality mainly related to the 
collection of analytical results from different samples Mostly these 
results are gathered in one report, related to some common origin of the 
samples 
With these administration effects the mean delay times are increased with 
about 10% (the larger purification plant) till 30% (for the industrial 
samples) 
2 Adjustment of priority rules and factors 
For the industrial section, the priority rules, in particular those 
concerning the collection of samples over a period of time, can hardly be 
overruled by e g large batchsizes or long waiting times However, for the 
purification plants, this has to be implemented in the model 
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The main priority rule involves the next factors 
PR= (waiting batchsize - minimal batchsize) + 
(limiting priority factor + temporarily priority factor) + 
(actual time - sampling time for the oldest sample waiting) 
This priority value is computed for every analytical procedure in order to 
determine what procedure has to be performed next In table 12 the various 
factors for the two sections are given 
3 The sequence of sampling handling, within a selected analytical 
procedure according to the mentioned priority factor, is of importance For 
the industrial section, no first in first out (FIFO) sequence of sample 
processing occurs, but some mixed FIFO-RANDOM sequence (see also table 12) 
This Is probably also related to the sample origins A way to simulate a 
higher priority for certain samples was the generation of a random number 
for every sample, as a substitute for some 'sample priority' The effects 
resulting from non-FIFO sample handling can be large, as is mentioned in 
the next section 
TABLE 12: Priority (tuned) values 
Purifie Installations Industries 
(eq to Surface water) 
Multipl factor for 
bsze-min bsze 
Limiting prior val 
for prior anal 0 
1 
2 
3 
4 
5 
10 
(temporary 
100 
50 
10 
-12 
-12 
-14 
val ) 
(10) 
(10) 
(10) 
10 
100 
50 
10 
-30 
-50 
-97 
(30) 
(50) 
(95) 
Multipl factor for 
time-oldest sample 
Random factor for 
non FIFO handling 
within anal prior std dev =3 days st dev =15 days 
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111.1. Simulation experiments. 
Two main experiments are performed with the simulation model Of first 
interest is the i»ay the system reacts to increasing or decreasing workloads 
its behaviour with respect to delay times, waiting times and idle times 
Secondly, a factorial experimental design is performed in order to rank the 
magnitudes of these factors with respect to laboratory organisational 
parameters, such as minimal and maximal batchsizes, capacity assignment and 
priority rules 
111.4.1. Workload experiments 
The main characteristic for the laboratory is the entrance and handling of the 
samples in batches the more samples may be treated in one analytical series, 
the less analysis time per sample is required Thus an increasing input 
batchsize may be acceptable, as the batch-way of handling the samples gives 
some 'buffering'-capacity to the laboratory 
In order to supply in some estimate for this virtual spare capacity, the input 
batchsize is varied over a range from -40% to +40% The results for the idle, 
delay and waiting times are shown in fig 14 
First, increasing workload results in a decrease of the mean idle time a 40% 
increase results in an increase in utilization factor from 0.81 to 0 91, as 
computed from these idle times The reason that this factor does not increase 
1 is of course due to the mentioned 'buffer' effect, related to the 
increasing analytical batchsize So idle time is consumed if extra work 
enters the laboratory, but not proportionally On the other hand, theoretical 
models show exponentially increasing delay times with increasing utilization 
factors Fig 14 shows that actually hardly any increase is found with the 
increasing workload Two factors are of importance to explain this behaviour 
of the system first, exponentially increasing delay times occur because of 
the exponentially increasing waiting times However, as is shown in fig 14, 
these waiting times increase only slowly with increasing workload, a large 
part of the analyses is not waiting for service but is collected in order to 
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Fig. III.14. Effect of workload on delay times, per section (left) and on 
waiting times per priority class analyses (right). 
reach some larger batchsize (over a fixed period of time, or in order to reach 
the minimal batchsize). Secondly, a factor is present in the administration 
of finished analyses: mostly not one, but a number of different analytical 
procedures has to be performed on a sample, and the largest delay time 
determines the overall sample delay time. In particular for the industrial 
section, reporting forms are collected over some period of time. If a minimal 
number of them is present, final reports are made and the actual sample record 
may be closed. 
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However, above a 20% increase in workload, an increase in the delay times is 
visible for the other two sections, indicating that the buffer effect cannot 
prevent the increase of these delay times 
As is mentioned above, waiting times do increase with the increasing workload, 
but far from exponentially Fig 14 shows the increase per priority class of 
analyses This picture is obtained by simulation techniques it is very 
difficult to record the data in the real laboratory for such a picture, unless 
some computerized laboratory data management system is available At first 
sight, the increase in waiting times seems only of importance above a 20% 
increase of the sample load, but in particular for the higher priority classes 
of analyses a small increase in the mean waiting time means a substantial 
increase in that part of the analyses that cannot be performed within the 
preset limits E g 97 5 % of the priority '0' analyses is performed within 
one day in the standard simulation, while at +20% this amounts to 94 0% and 
at +40% to only 83% In other words, the amount of priority Ό ' analyses that 
cannot be performed within the time limit of one day is seven times higher 
with a 40% sample load increase For the priority 'l' analyses, a similar 
effect is seen a 0%, 20% and 40% sample load increase result m the next 
percentages of analyses performed within the time limit of two days 85 8%, 
81 7% and 62 6% These figures must not be seen as absolute values but as an 
illustration of the mechanism they demonstrate why a 20% increase of the 
sample load is untolerable, as the increasing mean waiting time directly 
influences the quality of the analytical results 
III.4.2. A factorial design 
A number of factors were important in order to obtain a validated simulation 
model During the validation stage these factors were encountered and 
recognized as being important On the other hand, some factors that were 
thought to be of importance, showed much less or no influence at all In 
order to rank these factors to importance, a factorial design (B078) was set 
up in table 13, the factors investigated are listed, together with the chosen 
levels for the design 
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TABLE 13: Factors and levels for the experimental design. 
Factor + level 
+ 13 % 
+ 25 \ 
Normal 
with 
33% decrease 
in st. dev. 
+ 50 ?„ 
+ 50 % 
+ 50 % 
χ 3/4 
(more bsze 
and waiting 
time directed) 
- level 
- 13 % 
- 25 "„ 
Exponential 
eq. to 1 
- 20 •» 
- 20 % 
ж 3/2 
(more anal 
priority 
directed) 
Fl Capacity 
F2 Workload: input bsze 
F3 First eigenvector distr. 
(related to bsze distr.) 
F4 Minimal batchsizes 
F5 Maximal batchsizes for 
procedures 0,1.2 and 3: 
F6 Idem: proc. 4 and 5 
F7 Priority rule: 
limiting prior, factor 
A complete design for 7 factors consists of 2 =128 experiments. However, this 
quantity of experiments exceeds the computing time (and space) available. 
Moreover, 128 experiments are unneccessary for ranking the factors to their 
(7-3) 
responses on the system. A 2 design resulting in lb experiments suffices 
in order to recognize first and second order (=interaction) effects, assuming 
that higher order effects are negligible or far less important. 
The factors were looked at with respect to the next responses : 
1. Delay times. Three factors showed clear influence on the delay times (see 
table 14); an increase in capacity lowers delay times significantly, as does a 
decrease in the sample load. A second factor, concerning the sample input, is 
of importance: the statistical distribution for the input batchsize is changed 
in the design toward a more exponential (the - level), or to a more gaussian 
(+ level) one; in the latter case with a smaller standard deviation. The 
theoretical background for this factor is given by the comparison of 
theoretical D/G/m systems with the M/G/m systems. The latter ones result in 
longer waiting and delay times. A practical application might be given in the 
drafting of sampling schemes: the more fixed the sampling times (spread over 
time) are, the less variance in the input batchsize will be present. 
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TABLE 11: Experimental design lay-out and delay times 
Des 
Fl 
-
+ 
-
+ 
-
+ 
-
+ 
-
+ 
-
+ 
-
+ 
-
+ 
iign 
F2 
-
-
+ 
+ 
-
-
+ 
+ 
-
-
+ 
+ 
-
-
+ 
+ 
Results 
Mean 
tx 
Fl 
F2 
F3 
F4 
F5 
F6 
F7 
Fl* 
Fl* 
F2* 
F4* 
TAB 
St с 
F3 
-
-
-
-
+ 
+ 
+ 
+ 
-
-
-
-
+ 
+ 
+ 
+ 
dev 
F4 
-
-
-
-
-
-
-
-
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
eff 
:F2/F3xF4/F6* 
:F3/F2xF5/F4« 
:F3/FlxF5/F4« 
:F5/F2xF6/Fl» 
•LE 15: 
F5 
-
+ 
+ 
-
+ 
-
-
+ 
-
+ 
+ 
-
+ 
-
-
+ 
:F7 
:F6 
:F7 
:F7 
Waiting 
F6 
-
+ 
-
+ 
+ 
-
+ 
-
+ 
-
+ 
-
-
+ 
-
+ 
F7 
-
-
+ 
+ 
+ 
+ 
-
-
+ 
+ 
-
-
-
-
+ 
+ 
S W 1 
13 5 
0 8 
-3 3 
2 2 
-3 2 
-
1 2 
-
-1 4 
-1 9 
1 β 
-2 6 
-
times for 
Delay 
S 
14 
11 
21 
12 
10 
10 
13 
10 
13 
11 
21 
14 
14 
12 
12 
10 
Ρ I 1 
14 9 
1 8 
-8 6 
7 5 
-2 4 
-
-
-2 2 
-
-6 1 
-
-
• 
W 
4 
6 
5 
1 
9 
5 
1 
9 
0 
7 
7 
7 
0 
9 
4 
3 
Ρ 
various 
times 
I 
16 
0 
-7 
6 
-2 
1 
-2 
-5 
1 
-1 
-1 
gri 
Ρ ] 
14 
10 
31 
10 
10 
9 
20 
11 
11 
9 
27 
13 
13 
10 
25 
9 
2 
6 
9 
2 
4 
2 
3 
0 
9 
8 
7 
3 
oup: 
[ 1 
7 
4 
4 
8 
0 
0 
2 
8 
7 
2 
0 
3 
3 
9 
1 
2 
Ind 
38 
5 
-8 
12 
-7 
-13 
-6 
6 
-10 
-6 
5 of 
9 
8 
4 
2 
5 
2 
8 
1 
0 
2 
Ρ I 2 
15 8 
13 2 
32 1 
12 8 
12 6 
12 3 
20 2 
13 6 
13 4 
12 5 
27 6 
14 6 
14 7 
13 2 
25 5 
12 2 
Tot 
19 
1 
-6 
6 
-3 
-3 
-4 
2 
-3 
3 
7 
4 
3 
7 
6 
8 
5 
5 
Ind 
35 
26 
87 
29 
30 
36 
36 
40 
29 
34 
46 
51 
38 
30 
39 
28 
analytical ] 
8 
1 
5 
2 
8 
7 
8 
1 
8 
6 
7 
7 
3 
6 
6 
9 
ЗГОС 
Tot 
18 8 
14 5 
38 3 
15 3 
14 7 
15 4 
20 8 
16 9 
16 0 
15 7 
29 0 
21 4 
18 3 
15 7 
23 7 
13 9 
edures 
Priority 
Mean 
tx st dev eff 
Fl 
F2 
F3 
F4 
F5 
F6 
F7 
FlxF2/F3xF5/F6xF7 
FlxF3/F2xF5/F4xF6 
F2xF3/FlxF5/F4xF7 
F4xF5/F2xF6/FlxF7 
1 
1 2 
0 7 
-1 5 
1 3 
-0 7 
-
-
-0 8 
0 8 
-1 4 
-
-
-0 8 
2 
3 0 
0 7 
-3 7 
3 4 
-1 6 
-
-
-0 8 
-
-2 9 
0 9 
-1 0 
-
3 
4 9 
0 6 
-4 3 
3 9 
-1 9 
0 7 
-
-0 8 
-
-3 2 
1 0 
-1 2 
-
4/5 
17 6 
2 4 
-6 6 
9 1 
-3 5 
-
-
-7 5 
-3 1 
-5 0 
-
-3 3 
-2 8 
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In this system, a clear influence is found, the less variance there is in the 
batchsizes entering the laboratory, the lower are the resulting delay times 
These three factors all show a significant response to the delay times most 
probably the significant interactions as shown in table 14, are the 
interactions between these three factors However, this design gives no 
direct answer to precisely what interaction effect is significant, as a 
confounding of interaction effects is present (e g 1x2 might also be 3x5 or 
6x7) 
For the overall delay times, a fourth significant factor shows the delay 
times are influenced by the level of the maximal batchsizes for the priority 
class '4-5' analytical procedures If these levels are increased, а аесгеаье 
in the delay times will result So, translated into practical terms, if it is 
allowed to handle more samples in one series (e g by increasing the 
instrumental capacities for priority '4-5' procedures), this will decrease the 
mean delay time with some days Only the priority '4-5' analyses shot, this 
effect clearly 
All other factors show no, or at least no significant, response touards the 
overall delay times However, by regarding the delay times per section, some 
refinement may be indicated For the industrial and sewage purification 
sections, the pattern does not differ much from the one outlined above But 
for the surface water section, factor 7 is shown to be significant, uhile 
factor 6 is non-signifleant The latter result is not very surprising, as the 
number of priority '4-5' analyses for this section is comparatively small, so 
the maximal batchsizes show no influence here However, the priority 
algorithm is of more importance if, within the analytical priority sequence, 
the samples are handled in a more random way, this will result in an increase 
in delay times 
Actually, this algorithm was tested in the validation stage the levels for 
this factor in the design are very moderate, otherwise a much larger influence 
would be visible, for all three sections There are two explanations for the 
factor being significant for the surface water section only the amount of 
high priority analyses to be performed at the surface waters section is much 
higher compared with the other two sections, and, because of a lack of proper 
validation parameters for this section, this priority algorithm is not tuned 
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as is done for the other sections However, the phenomenon is shown in the 
simulation, and probably of importance for fixing priorities in practice 
2 Waiting times The effect of the factors from table 13 on waiting times is 
shown m table 15 The results are given per priority group of analyses 
For the analytical procedures with priority 1 to t, these results are similar, 
they show the same pattern as outlined above in dealing with the delay times 
The main factors are capacity, sample load and input batchsize distribution 
Less important but significant is the priority 4-5 class maximal analytical 
batchsize At first sight it seems somewhat surprising that class 4-5 
batchsizes influence the waiting times for priority 1-2-3 analytical 
procedures However, the more samples may be gathered in analytical batches 
to process the priority 4-5 analyses, the less times such batches have to be 
analyzed, and the less interference occurs with priority 1-2-3 analytical 
batches So an increase of the maximal batchsize for priority 4-5 analytical 
procedures decreases the mean waiting times for every priority class 
analytical procedure, but most of all the waiting times for priority 4-5 
analyses themselves 
One more factor is important in the class 4-5 waiting times the priority 
algorithm Here the largest waiting times are found, and so the sequence of 
performing the analyses (that is, which samples should be taken first, in 
compiling an analytical batch) is most important with this class of analyses 
More FIFO-handling of the samples is favourable with regard to the mean 
waiting time 
The priority Ό ' analyses (=no delay allowed) need a different explanation 
Two of the sixteen experiments showed an excessively high mean waiting time 
The common factors in these two experiments were a lower capacity, a higher 
sample load, the lower maximal batchsize for priority 4-5 analyses, and a more 
random way of sample handling within analytical priority queued samples Most 
probably, the last of these is of less importance, leaving three factors 
responsible for the observed responses Clearly a third order effect is 
present Moreover, as the magnitude of the two mean waiting time responses 
differs widely, a fourth order effect might be present However, this design 
is not suited to distinguish between all possible effects, but these 
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observations show clearly that it is necessary to be careful with such 
designs, as well as with such simulation models in general. 
TABLE 16: Idle times. 
S.W. P.I. Ind. Tot. 
Mean 2.7 3.1 6.1 
txst.dev. eff. 0.5 0.4 1.1 
Fl 2.3 3.8 4.7 
F2 -2.0 -3.2 -2.7 
F3 1.3 1.2 2 7 
F4 . . . 
F5 . . . 
F6 . . . 
F7 . . . 
Fl«F2/F3xF5/F6xF7 - -0.9 
F2*F3/FlxF5/F4xF7 - -0.7 
3. Idle times. The effect of the various factors on the idle times is shown 
in table 16. Again the same pattern is found for the various factors: the 
main response is found for factor 1, the capacity, and next, the sample load 
is important. The former one gives an increase in idle time with increasing 
capacity, the latter one gives decreasing mean idle times with increasing 
sample load. 
The third factor, the input batch size distribution, shows increasing mean 
idle time with less variance in the input batchsize distribution. Some 
interaction effects are present, but of less importance. All other factors 
show no significant effect on mean idle times. 
12.1 
1.2 
10.4 
-8.2 
4.8 
-1 4 
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Conclusions 
For a small water quality laboratory, a simulation model is constructed and 
validated The model is quite similar to a second laboratory, with similar 
objects and objectives (see chapter IV) 
The sample input description and the routing along the analysts respectively 
the analytical procedures is a rather complex matter and demands extensive 
administration For simulating this input and routing, an algorithm is 
designed, mainly based upon correlations present in the system Through 
eigenvector analyses as well as the vector coefficient distributions, a 
description of analytical tasks is obtained, with good resemblance to realit) 
Reordering of samples and sequencing of tasks demands an accurate tuning of 
priorities, in particular for the validation of the model Simulation of the 
availability of analysts, together bith some administration modelling, 
completes the laboratory simulation model 
Experiments show in a quantitative way the effect of changes in workload, 
capacity, minimal and maximal batchsizes, way of sample entrance and 
priorities The first two are, as expected, the most important However, 
some maximal batchsizes (related to equipment) and some priority rules might 
also be reconsidered uith respect to laboratory performance, as is shown by 
the experiments 
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C H A P T E R IV 
A simulation model of a laboratory with analysis orientated organisation ') 
In the previous chapter a laboratory was modelled with an organisation mainly 
orientated to the objects to analyze A different organisation is found in 
the laboratory described in this chapter The organisational structure is 
determined by the various classes of analytical procedures to be performed 
One of the main advantages of this type of organisation is the collection of 
similar jobs m one place this facilitates the assignment and coordination 
of jobs and should increase the effective use of man-power, equipment and 
materials 
However, a disadvantage is a limited surveyability over the various analytical 
results and their relation with the sample origin Coordination and quality 
control are essentially more centrally controlled Another factor, in favour 
of this research, is the more intensive bookkeeping of all activities within 
the laboratory as a result of the central management and the planning 
procedures related to it 
The system analysis and modelling techniques used are comparable with the 
techniques used in the previous chapter Therefore a somewhat different and 
more comprehensive presentation of the results is given in this chapter 
0) In outline publicated Τ A H H Janse, G Kateman, Anal Chim Acta 159 (1984), 
181-198 
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IV.1. Description of the laboratory. 
The laboratory under investigation is the water quality assurance laboratory, 
situated near the municipal drinking water plant, forming part of the public 
utility of a medium sized town, Dordrecht Analyses are performed for 
Internal purpose and for many external customers Apart from different stages 
m the preparation of drinking water (from wells and surface waters to tap 
water), samples originate from sewage purification plants, swimming pools and 
other, mainly environmental objects. 
The laboratory-management pays much attention to planning-schemes in order to 
assure a steady sample load: every year, a sample program is prearranged, and 
updated throughout the year. The laboratory organisation is 
analysis-directed, all samples entering the laboratory are collected and 
subsequently distributed among the different analytical sections, in order to 
obtain an analytical batchsize as large as possible. After the analysis, the 
results are mostly collected weekly, re-checked and -if complete- reported 
Apart from these analyses on a routine-base, a number of other jobs has to be 
performed. These include quality-control tasks, maintenance jobs and research 
projects. In the planning scheme, there is about 15% of the analysts' time 
left available for these projects 
The staffing consists of twelve persons ") · nine analysts are available for 
analytical jobs. A roulation scheme makes them committable for the different 
groups of analytical tasks In this way an organisation has been created 
that can handle the yearly 37,000 analyses and other tasks performed in the 
laboratory. 
') All figures refer to the 1979 situation. 
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IV.2. Problem formulation 
One of the main reasons to investigate laboratory-organisations m general has 
already been mentioned Theoretical models indicate how delay times and thus 
the obtainable information is influenced by the limited laboratory capacity 
(see chapter VI) More realistic laboratory models allow to extrapolate some 
of the organisational effects upon this information How far digital 
simulation models could contribute to this research is an important issue 
The main difficulty in the comparison of theoretical models with the 
laboratory under investigation is the actual 'batch-input' and the 
'batch-analysis' way of sample handling, grouped samples enter the laboratory, 
and re-collecting takes place in order to analyse the regrouped samples The 
more samples are gathered m one batch, the smaller is the overhead per 
sample However, the maximal batchsize is limited by various reasons, these 
are the available equipment, the available room and the analysts' individual 
limitations Minimal batchsizes are established in particular where the 
batch-analysis initiation period is relatively long, samples are collected 
over a certain period of time (days or weeks) m order to work effectively 
Of course this has a great impact on waiting times Within certain limits, 
the laboratory capacity is strongly influenced by the minimal and maximal 
batchsizes, and accordingly has an effect on the yield of information This 
problem has already been mentioned in literature (VA80, V080) and is 
considered here again 
One particular problem in the actual laboratory which has been formulated by 
the laboratory management, concerns the reserved time for research projects 
Despite the attempts to reach the goal of IS"» analysts' time for this task, 
this percentage was never met Too often, research projects had to be 
cancelled, because of a lack of capacity No organisational measures were 
effective in altering this situation By means of a simulation model, a 
solution might be found Another problem is created by the yearly increasing 
number of analysis-requests (e g 37,000 m 1979, 41,000 in 1982) and the 
increasing complexity (60 analytical procedures in 1979, 77 m 1982) 
Analytical decisions have to be taken with respect to equipment purchase, and 
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automation projects demand organisational adaptation. A simulation model as a 
management tool, or just the presentation of the parameters involved, might be 
helpful in these management decisions. 
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Fig. IV.1. A scheme of the laboratory, representing the flow of samples; the 
analytical procedures are listed in cable 3. 
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IV.3. The modelling. 
Many textbooks on modelling and simulation are available (MI72, NA66, MA68) 
The main information for the systems analysis stage was extracted from the 
admimstration-f lies of 1979. The sample records contained the required 
information on sampling date, reporting date and the analyses performed. The 
personnel records contained absence-information, as well as detailed 
information on daily activities Information on the analytical procedures was 
already collected for the purpose of the design of the laboratory planning 
schemes. During the model synthesis stage and the verification stage other 
detailed information was necessary However, the pursuit of a model as simple 
as possible was always maintained Basically, the simulation model is a 
queueing model, consisting of jobs and analysts, constructed in order to 
obtain pictures representing the laboratory organisation and its impact on 
waiting- and idle times. 
IV .3.1. The model; input description 
A rough picture of the laboratory is shown in fig.l. The four main analytical 
sections are depicted, and the analyses assigned to them Other activities 
are not considered in the model, mainly because they would complicate the 
model unneccessarily, and because of the fact that they show little or no 
interference with the analysts' activities (e.g sampling, cleaning, 
administration etc.). The first characteristic of the system which asks for 
an adequate description, is the way samples enter the laboratory and the 
routing towards the analysts. 
In fig 2A the distribution of the input sample batch size is shown The 
autocorrelation plot clearly shows a significant weekly fluctuation in the 
arrival pattern. This is a consequence of the planning-scheme samples enter 
the laboratory by preference on tuesdays and thursdays (see fig.l) This 
pattern is also observable in the analytical sections, and at the analytical 
action site, here the actual profit on the established pattern is experienced 
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Fig IV 2 Histograms with fit functionb, and autocorrelograms, computed from 
the daily batchsize of samples entering the laboratory Left without week 
correction Right after week correction 
After correction for this weekly fluctuation, only a minor fortnightly 
fluctuation remains As shown in fig 2B, the corrected time series of the 
daily incoming batchsize shows no significant autocorrelation (ace to ±3/Л 
limits) The distribution of this corrected batchsize is not significantly 
different compared with a gaussian distribution, according to a 
Kolmogorov-Smirnov test (at the a= 05 level) This means that the input 
batchsize is correctly described by a daily mean and a residual variance 
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TABLE 1. Routing, the probabilities for the samples to be processed in one 
or more laboratory sections 
To section 
Physical Chemical Yes Yes Yes Yes Yes 
Orgamcal - - Yes Yes Yes Yes 
Bacteriological - Yes - Yes Yes - Yes 
Heavy Metals . . . . у
е 5 
Percentages 39 15 7 5 3 20 11 
IV.3.2. Routing of the samples. 
The simplest way to simulate the routing of the samples is investigating the 
samples probability of entering every section This is correct, provided that 
these probabilities are independent, however, a dependency was clearly 
present Instead of investigating all possible conditional probabilities, a 
much easier way to represent the routing to the sections is to investigate the 
probability of all combinations From the fifteen possibilities, seven are 
relevant Table 1 shows all possible routings to the sections, with their 
probabilities 
In the same way the problem for all possible analysis-combinations for every 
sample is investigated For the orgamcal, the bacteriological and the heavy 
metal section with a limited number of occurring combinations this is no 
problem The analysis demand for one section is shown in table 2 More 
complicated is the description for the physical chemical section For the 
thirty available analytical procedures, more than one billion of combinations 
are possible Only 192 combinations were found Actually 11 combinations were 
sufficient to cover almost όΟΌ of the samples, minor deviations from these 
eleven combinations included The 40% remaining can be described in terms of 
individual probabilities over the individual analyses, as no further 
significant probability interactions were indicated 
- 89 -
TABLE 2: Routing, the probabilities for organical analysis requests at the 
organical section 
Analyses 
Suspend Mat 
Tot residue.dry 
Odour 
Phenol 
Oil 
Pesticides 
Cholinest inh 
Detergents 
Ρ A H 's 
UV-254 
Organic halog 
Percentage 
-
-
-
-
-
-
-
-
-
-
yes 
16 
-
yes 
-
-
-
-
-
-
-
-
-
13 
-
-
-
-
-
yes 
yes 
-
-
-
yes 
2 
-
-
yes 
-
-
-
-
-
yes 
-
34 
yes 
23 
yes 
-
yes 
-
-
-
-
yes 
-
yes 
-
9 
-
-
-
yes 
yes 
yes 
yes 
-
yes 
-
yes 
3 
IV.3.3. Use of pattern recognition techniques. 
For finding those eleven combinations use was made of pattern-recognition 
techniques (ARTHUR, see K074, K077) All analytical combinations, occurring 
with more than 10 samples, were used as patterns with thirty binary features 
indicating the need of an analytical procedure to be performed on the sample 
By means of the hierarchical clustering procedure, 11 clusters were found at 
the 0 7 similarity level These 11 analysis-combinations were in subsequent 
clustering experiments compared with the rest of the samples, analysed at the 
physical chemical section About 40" of the samples could not be allotted to 
any of these 11 main analytical packages, indicating too little resemblance, 
or in other words, indicating no further correlations These analytical 
combinations are not distinguishable from random trials 
The eleven frequently occurring analytical combinations were a posteriori 
clearly recognized by the laboratory management and related to particular 
objects 
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Fig IV 3 Histograms, showing the distribution from absence and presence of 
the analysts with the various activities, in man-hours/day 
/V.J.4. Laboratory-capacity 
The laboratory capacity was daily registered, by representing the activities 
of every member of the laboratory by means of a color-code, translation of 
this code resulted in a file which gave a one year view of all activities with 
a two-hour resolution Thus the capacity (in hours) assigned to every 
analytical section as well as the total capacity, was daily known 
Statistical investigation again showed weekly fluctuations The distributions 
are shown in fig 3 After correction for this weekly fluctuation, a strong 
frequency with a period of two weeks remained for the heavy metals section, of 
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course as a consequence of collecting the samples for heavy-metal analysis 
over periods of two or four weeks, and then periodically analysing these 
batches. This capacity on alternating weeks also explains the different 
histogram of the daily capacities allocated to the heavy metals section 
(fig.3). Further residual analysis studies showed no other significant 
fluctuations or other auto-correlation values. The remaining distributions 
were statistically not different from normal distributions; like the 
sample-input, the capacity present at every section is adequately described by 
a daily mean and a variance. For the heavy metals section, the 
characteristics for the odd and the even weeks are different. The time spent 
in research activities gives another picture. A weekly fluctuation is visible 
as well: mondays and fridays are favoured. However, the distribution shows a 
strong skewness, more an exponential than a gaussian distribution. A correct 
fit was not possible because of the way the data were recorded (mostly rounded 
off to periods of at least four hours). This distribution already indicates 
that queueing aspects are in reality present. If these research activities 
really have a lower priority than the routine analysis activities, they 
actually represent an 'idle-time'-distribution. In the simplest queueing model 
(the М/М/1-model) these are exponentially distributed. 
IV.3.5. Organisation: correlation between workload and capacity. 
An important feature to investigate is the relation between daily workload and 
the present capacity (man-hours). If a re-allocation of capacity over the 
four sections is possible every day, depending on the number of samples 
entering the sections, it should be visible in a significant correlation 
between these parameters. Because of the week-fluctuâtions in both the 
sample-input and the capacity the cross-correlations show the same pattern, 
for all sections. No time-lag is observable, not even for the heavy metals 
section, mainly because of a low capacity and a low sample input on fridays. 
After the correction for periodicities, the cross-correlations are 
recalculated. Only for the physical chemical section, a significant 
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correlation between the daily sample input and the allocated capacity is found 
(fig 4A) However this correlation is very low (0 50) and shows that the 
laboratory planning is mainly based upon the weekly periodicity The heavy 
metals section mainly has a fortnightly pattern, in particular in the capacity 
assignment minor fortnightly fluctuations, with a little time-lag, are 
visible in the cross-correlation after the week-correction, as is shown in 
fig 4B It confirms the observed weekly pattern for total sample input, no 
specific sample input planning is possible for samples that demand any heavy 
metal analysis 
Further correlation analysis showed no other unexpected significant 
correlations between all variables A significant although low negative 
correlation of - 42 was found between the research capacity and the absence of 
analysts, confirming the vision of the 'idle time' as being used for the 
relatively low priority 'research'-activities 
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TABLE 3: Analytical procedures and their characteristics 
Analyses CI C2 M m Max Ρ Analyses CI C2 M m Max Ρ 
Fys Chem. 
Oxygen 
pH 
Turbidity 
Chloor 
Carbonate 
COD 
Permang.cons. 
Color 
BOD 
Ammonium I 
Ammonium II 
Kjeldahl N 
Nitrite 
Nitrate 
Ortho-phos. 
Total phos. 
Silicate 
Hydrocarb. 
Sulfide 
Conductivity 
Chloride 
Sulfate 
Fluoride 
Sodium 
Potassium 
Calcium 
Magnesium 
Tot. hardness 
Manganese 
Iron 
6 
9 
3 
2 
3 
20 
5 
3 
0 
12 
0 
10 
3 
16 
20 
15 
12 
4 
4 
6 
β 
4 
15 
25 
25 
0 
0 
5 
4 
16 
3 
3 
3 
2 
3 
10 
5 
3 
20 
8 
β 
10 
3 
4 
5 
15 
3 
4 
7 
3 
4 
7 
5 
5 
5 
5 
1 
5 
4 
4 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
4 
4 
4 
0 
0 
0 
0 
0 
-
-
-
-
-
16 
-
-
-
-
-
16 
-
-
-
-
-
-
4 
-
-
-
-
-
-
-
-
-
-
-
0 
0 
0 
0 
0 
1 
1 
1 
0 
0 
0 
1 
0 
0 
0 
1 
1 
0 
2 
2 
2 
2 
3 
3 
3 
2 
2 
2 
2 
2 
Organical 
Suspended mat 0 
Tot.residue(dry) 0 
Odour 
Uv-254 ext. 
Phenol 
Oil 
Pesticides 
Cholinest inh 
Detergents 
Ρ A H 's 
Organic halog 
Bacteriológica 
Germs 22 
Germs 37 
Coliforms I 
Coliforms II 
Coliforms III 
Heavy metals 
Chromium 
Copper 
Selenium 
Arsene 
Cadmium 
Mercury 
Lead 
Lead solub. 
Copper solub 
10 
5 
80 
40 
120 
160 
45 
30 
0 
1 
7 
7 
8 
β 
0 
95 
95 
170 
155 
145 
160 
155 
70 
155 
15 
10 
40 
5 
20 
10 
10 
10 
15 
80 
15 
7 
7 
8 
8 
26 
7 
7 
7 
7 
7 
5 
7 
1 
7 
0 
0 
0 
0 
4 
4 
8 
8 
4 
4 
0 
0 
0 
0 
0 
0 
5 
5 
8 
8 
5 
5 
5 
2 
2 
- 1 
- 1 
5 0 
- 1 
- 3 
- 4 
- 4 
- 4 
- 2 
- 4 
- 3 
- 0 
- 0 
- 0 
- 0 
- 0 
- 5 
- 4 
- 5 
- 5 
- 4 
- 5 
- 4 
- 4 
- 4 
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IV.3.6. The analytical procedures 
The most important characteristics of the analytical procedures here are a 
batch-time CI, and a sample-time C2; the time required to analyse a batch of N 
samples equals: AT(N)=Cl+NxC2. In this way, the analysis-time is a function 
of batchsize only. In reality this analysis time, as resulting from a human 
activity with many 'man-machine' interactions, is a stochastic variable, 
influenced by many sources. No attempts were made to describe the analyst's 
time-requirement for the batch-processing of the samples in more detail, 
statistically or otherwise, as this would demand a classical Taylor-way of 
collecting real job-times. The laboratory management assured by experience 
that the main stochastic feature in the batch-analysis time was most probably 
the daily batch size. Table 3 shows a list of all the analyses, performed in 
the four sections, with the batch- and sample times. Next the minimal and 
maximal batchsizes are shown; most of them are related to equipment and 
prescriptions. 
Some of the analytical procedures are separated in time by sub-procedures: All 
samples to be analysed for metals have to be conserved immediately after 
entering the laboratory. This takes averagely 15 minutes per sample. 
Extraction procedures (for gas-chromatographical analyses) take averagely 30 
minutes per sample. All the bacteriological analyses take at least two days, 
procedurally described. For the biological oxygen demand the time between the 
two subprocedures has to be seven days (BOD-7). All these factors are 
included in the simulation model. Other analytical tasks, such as the 
preparation of reagents, work consulting and standardisations are, as far as 
the needed times are not included in the CI and C2 times, mostly performed 
once a week; a survey of these tasks with the time they require was obtained 
from the laboratory management, and implemented in the model. 
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IV.3.7. Priorities 
Table 3 contains a 'priority factor' for the analytical procedures these 
refer to the rapidity with which the analyses are performed, this is an 
'analysis oriented' priority the analytical result is directly influenced by 
a storage period Α Ό ' means, analysing as soon as possible, no delay 
allowed. A 'l' means, analysing within 24 hours, if possible, a '2' means 
that a delay of some days is permitted, provided that the sample can be stored 
in a refrigerator if necessary A '3', a '4' and a '5' represent different 
periods of sample collection, respectively one week, two weeks and four weeks. 
In order to simulate the analyst's sequence of performing the analyses, this 
priority is of great importance. Other parameters involved in this sequence 
algorithm are the present analytical batchsize and the time that the oldest 
sample in the batch has been waiting. 
More priorities, concerning the jobs to be done, exist· The highest priority 
is assigned to the tasks mentioned above, such as the preparation of reagents 
This because of the fact that no analyses can be performed without these 
activities having been finished first The next highest priority is given to 
a certain amount of samples taken from streams in the water preparation plant 
to be controlled (e.g the total hardness measurement). This is an 'object 
oriented' priority; the object demands information with a certain speed. 
Actually, these samples are generated separately in the model 
input-description: most of them enter the laboratory daily 
A conflict between these different kinds of priorities is almost unavoidable, 
however it is of minor importance, as no 'object oriented priority' was given 
to samples to be treated with an 'analysis oriented priority' larger than two 
(read: should be collected over one week or more) 
In this way, a simulation of all the analysts' activities could be sequenced, 
with a minimal number of details concerning all the possible daily activities 
performed 
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IV.4. The digital simulation model 
The computer simulation model was written m FORTRAN IV for an IBM 370/158 
computer system A standard simulation subroutine package (GASP, see KE73) was 
included This package was extended with standard statistics such as goodness 
of fit tests and autocorrelation routines, and subroutines for generating 
independent uniform, gaussian, exponential and erlang-k distributed random 
numbers 
No advanced variance reduction techniques were used common random numbers 
were used in the simulation-experiments All the simulations were performed 
over a virtual time of 350 days (with 10 hours a day), with a short prerun 
The model works as follows Samples, with their analysis-requests are 
generated by the appropriate parameters and random-generators, and positioned 
in a 'virtual administration' queue Every analysis to be performed is copied 
and placed according to an analytical sequence-number in the proper section 
queue to form batches again The analysts' capacity is generated in the same 
way, every 'virtual analyst' checks the waiting line for activities and 
removes the one selected, according to the priority sequence algorithm 
mentioned above After the time elapsed to perform the virtual job, the 
sample in the administration queue is updated and the next task can be chosen. 
Periodically (daily, weekly or even monthly) the administration queue is 
checked to remove the finished samples 
The simulation output consists of pictures of over-all and section delay 
times, waiting times and idle times, as well as of a survey of input- and 
tracer-parameters An output of virtual daily reports is possible as well, 
showing numbers of samples entered, present and finished, analyses collected 
in batches, the tasks performed, and capacities used Actually, a very 
realistic picture of a laboratory with a completely, although virtual, 
automated administration was obtained 
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IV. 5 Validation 
The key-step in the modelling procedure is the validation stage First, a 
partial validation tas performed during the model construction, concerning 
onlv the description of the sample input stream No statistically significant 
difference was observed between the simulated and actual input batchsize 
distributions (K S -test o= 01) 
The m a m validation test was executed on the overall delay times, the times 
passed between sample entrance date and reporting date A representation of 
the actual values is given in fig 5, simulation results are shown in fig 6 
Although some differences are visible, the total delay time distribution gives 
no significant difference between the actual and simulated data, according to 
the К S -test (o= 01) Table 4 shows the mean delay times for every section, 
there is no significant difference between the model and the real laboratorv 
data Finally the idle time distribution is shown in fig 7 although no 
correct test procedure was possible, the resemblance to reality of the 
simulated idle-time distribution and the research-activities distribution, 
shown in fig 3, at least confirms that the daily job assignment is close to 
reality 
TABLE 4; Mean delay times (days) for the sections validation 
section real simulation st dev 
phys chem 5 5 6 1 0 2 
Orgamcal 9 2 9 2 0 8 
Bacteriological 6 2 6 6 0 12 
Heavy metals 29 2 27 8 0 5 
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laboratory 
At this stage, the validation step was completed Of course, more validation 
tests would be preferable Some validation tests could however not be 
performed, because of the fact that comparative real data were not available 
(e g waiting times instead of delay times), while other, more detailed tests 
are very likely to show significant differences between actual data and the 
simulation results (e g testing correlation values) This would require the 
addition of more details into the simulation model and thus would be 
complicating this research Actually the model-constructor decides to add 
more details for two main reasons the kind of experiments he wants to 
perform, and the available time for the modelling procedure However, this 
means that the experimental results snould be treated with care in order to 
avoid erroneous conclusions 
à P ' ' I • 
- 100 -
IV.6. Experimental results 
With the model, a number of experiments is performed, for theoretical and 
practical reasons No experiments with the parameters far off their actual 
values are included firstly because the model is only partly a reflection of 
reality, and the validation is only based on the situation with the actual 
parameter-values The more deviation of reality is introduced, the less 
reliabilty can be assigned to the resulting output Secondly, if m reality a 
parameter change would occur, it is very likely that measures would be taken 
to adapt the organisation to the new circumstances 
The utilization factor is the main parameter to consider in the simplest 
theoretical queueing models A value of 0 84 is computed for this laboratory 
using the actual data given in table 5 This is in good agreement with the 
yearly laboratory survey report from which follows an effective working 
capacity of 6 5 hours per day, thus resulting m an almost equal utilization 
factor of 6 5/8=0 81 
According to the simple theoretical queueing models, an increase of the 
workload should result in an exponential increase in waiting- and delay-times, 
and consequently in a decrease of the analytical information-yield In fig 
8A, the consequences for the mean delay times from a 20% variation of the 
average sample input batchsize are shown The batch analysis mechanism reacts 
like a buffer to the increased batchsizes the mean analysis time per sample 
is automatically lowered by analysing in larger batches, thus preventing a 
TABLE 5' The 1979 overall survey (hours) for the real laboratory 
section workload capacity 
Phys chem 3471 4486 
Orgaiiical 2027 2318 
Bacteriological 1747 2192 
Heavy metals 718 731 
Research Proj (1478) 1478 
Total 9441 11214 
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priorities. 
proportional increase in the utilization factor. However, the mean delay time 
does increase, but far from exponentially. An interesting observation is the 
slight decrease in mean delay time for the heavy metals section. This is due 
to the fact that all samples for that section are collected over two or four 
weeks; the minimal batchsize is obtained earlier when the arrival-rate of the 
samples is increased. 
In fig. 8B, no sample delays are shown, but the waiting times before the 
performance of the requested analyses. The mean waiting times for the 
different analysis priority classes (see also table 3) are shown. At first 
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sight, the class '3' and class '4' analyses are the most sensitive for the 
increased input However, the class Ό 1 , class 'l' and class '2' analyses 
allow no storage for more than some hours, one day or two days respectively 
And although the simulated waiting time-increase for the group Ό ' analyses is 
only from 0 44 day to 0 71 day, this results in an increase of violating the 
'no day delay' rule from 4 7% to 18 4°, of the total analysis demand For the 
class 'l' analyses this increase amounts from 17 6%, to 60 5%, and for the 
class '2' analyses from 6 7% to 27.1% However, these percentages are not 
directly transmittable to the real situation without doubt, proper 
organisational actions will lower them But the mechanism is present, and the 
informat ion-yield is negatively influenced by it, the storage of water-samples 
is a difficult matter, and frequently mentioned in literature (e g SP78, 
CH78) The longer the storage-period, the more uncertainty is added with 
respect to the analytical result Thus the information yield is expressible 
in terms of standard deviations of the analytical results 
The class '3' and '4' analyses show the largest increase in waiting times, 
because of the lower priority, storage is allowed for the preserved samples. 
In contrast with the group '5' analyses, the pre-fixed minimal batchsize is 
low, thus resulting in less waiting times to reach this batchsize 
Returning to fig 8A, an indication is obtained for the 'idle'-time behaviour 
with increasing workload. If the batch analysis mechanism had been absent, a 
20°o increase of the input-stream would have resulted in almost no idle time 
left Clearly, the situation now is not so dramatic the model indicates 
about 17°o decrease in the time, available for research activities with every 
101 sample input increase 
IV.6.1. The research activities 
The research activities (including mamtamance jobs etc ) are 
organisationally the most difficult to plan, as a consequence of the low 
priority Besides, the nature of this kind of tasks requires periods of time 
of sufficient length in order to perform them correctly If for example, less 
than two hours of 'idle' time are available to an analyst, such a period is 
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too short to start such activities Actually, the laboratory management 
prevents the occurrence of many scattered short periods of 'idle' time over 
all analysts, and tries to concentrate this idle time on one section or 
analyst This gives room for some supplementary activity In order to 
simulate this translation of 'idle' time to available time for 'research 
activities' the following routine is built in all 'idle' times daily left are 
rounded off to the lower integer value and are next summed over all analysts 
present This results m the histogram shown in fig 7 The simulated 
'research'-time equals 1458 ± 34(s) hours over a total run of 350 days This 
amount is not far from the 1478 hours observed in reality All the other 
relatively short 'idle'-time periods are really idle or devoted to numerous 
smaller jobs in the laboratory An action that might be undertaken to 
increase the time available for research activities, would simply be to 
increase their priority A simulation experiment was performed with the 
highest possible priority for the research activities The result was almost 
completely comparable with a 20% input-increase, only the minimal batchsize 
effect was absent, all sections showed an increasing mean delay time The 
consequences for the analytical information yield are explained above, and 
accordingly intolerable for the management 
IV.6.2. The input batchsize variance 
The yearly sample planmng-scheme results in the input-batchsize distributions 
shown in fig.2 The influence of such a planmng-scheme on the 
laboratory-performance is undoubtedly favourable A comparison can be made 
with the theoretical M/G/l to D/G/l queueing models (see Chap V or JA83) 
having respectively an unpredictable Poisson input, and an input with a fixed 
arrival pattern, without fluctuations The waiting times in the latter night 
be completely absent In the simulation model, this effect is considered by 
means of a change in the residual input batchsize variance, as mentioned in 
the sample input description (see also fig 2B) In combination with the 
weekly pattern in the sample-load, this results m a standard deviation for 
incoming batchsizes as reported in table 6, together with the main other 
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simulation results: none of the changes in the resulting delay times are 
significant. For the idle times, even a slight increase might be seen; 
however not a significant one, according to the measured uncertainty in the 
output result. The absence of an effect on the delay times might be explained 
as follows: The sample input is controlled by the planning-schemes in such a 
way, that further control hardly results in further laboratory performance 
enhancement. The delay times are very likely influenced more by the 
variations in the available capacity. A decreasing input batchsize variance 
(more input control) might even result in less idle time available for 
research-activities. 
TABLE 6: Simulation results for a change in the input sample batchsize 
distribution (days). 
Stand dev.input 
Tot.mean delaytime 
Mean time research 
Mean waiting time 
for '0' analyses 
for '1' analyses 
15.7 
8.09 
6.63 
0.51 
1.37 
16.0 
8.08 
6.78 
0.54 
1.35 
16.9 
8.41 
6.66 
0.56 
1.62 
17.9 
8.31 
7.05 
0.58 
1.78 
18.3 
8.34 
6.88 
0.60 
1.67 
±0, 
±0, 
±0 
±0 
3 (s) 
• 3 (s) 
03 (s) 
.3 (s) 
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IV.6.3. Maximal batchsize 
Some batchsizes of analytical procedures are limited because of the equipment 
(table 3) It is a parameter necessary in the model construction. All 
analytical procedures without maximal batchsize, got the high maximum 
batchsize-level of 40. In order to investigate the influence of this 
parameter, this level of 40 was decreased. In fig. 9 the results are 
presented. It shows at what point the maximal batchsize level starts to 
interfere with the actual analytical batchsize, at about 10 samples per batch. 
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Of course the increase in waiting and delay times is due to a limited number 
of procedures, with a relatively high demand This model could trace these 
nodal points But care must be taken, as this should require more detailed 
experimentation, no 'equipment' nodes are implemented in the simulation model 
For example, the purchase of an auto-analyser might be considered; important 
factors in this decision are the sample input and the related organisational 
aspects, in order to assure large analytical batchsizes Next, a comparison 
between the available equipment and an auto-analyser implemented in the 
laboratory organisation was said to be desirable This simulation model might 
be used to give a computer-aided decision with respect to the former aspect, 
the latter however would require a more detailed simulation level. 
However, the simulations show that at a certain level for maximal batchsizes, 
the buffering capacity of the laboratory might be considerably reduced. A 
reconsideration of the length of the periods of sample collection or other 
organisational measures might result in an enhancement m the laboratory 
performance 
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Conclusions 
It is possible to describe a laboratory organisation in queueing theoretical 
terms, such as sample arrivals and service capacity. The utilization factor 
expresses the effective use of the capacity m performing (analytical) jobs 
In a realistic situation, a high utilisation factor leaves little room for 
more planned activities· additional jobs, such as the 'research projects' are 
within reach, up to an utilisation level of about 0.85, provided that a lower 
priority is attributed to them. An increase of this priority will almost 
unavoidably result in increasing waiting times elsewhere, thus influencing the 
information yield with respect to the related objects. More detailed research 
is required to compute the latter effect. Apart from the storage of samples, 
the objective plays an important role· waiting times affect the control of a 
process to a higher extent than they do affect the information from samples, 
taken to give results for a yearly survey (see chapter VI) 
Organisationally, the batch-input and batch-analys is mechanism acts as a 
buffer: the more samples enter the laboratory, the less time per sample it 
takes to analyse them, up to a limit. By way of the simulation model the 
effect of minimal and maximal batchsizes could be investigated The modelling 
technique is thus shown to be valuable; in particular in management decisions. 
It should be emphasized that such model construction asks for an intensive 
bookkeeping, including not only sample features (e.g sample input) and 
-handling (e.g. batch analysis) but also analyst features (e g allocation of 
capacity) and analysis characteristics (e g. CI and C2 times, minimal and 
maximal batchsize). More detailed simulation requires even more detailed 
information, e g with respect to equipment (amount and use of it, downtimes). 
Such a level of modelling should be preferred when simulations are used in 
real laboratory decision-making. However for the purpose of comparisons with 
theory and for general outlines for these types of laboratories, a model as 
presented here is appropriate. 
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CHAPTER V 
Simulation models and queueing theory common results and disagreements 
In the preceding chapters, two simulation models were presented There are 
many similarities in the construction, description and results for these 
laboratory models, as well as some clear differences In this chapter, 
similarities and differences are described Where it is possible, some 
theoretical considerations will complete the picture Only two laboratories 
are investigated by simulation techniques, and as a consequence 
generalizations should be avoided However, where agreement with queueing 
theory is demonstrated, more general rules for practice might be developed 
Because of the growing power of computing facilities in laboratories, there is 
a growing need for additional algorithms (C076,DE83,BE83) 
V.l. The utilization factor 
The utilization factor is, by definition, a measure of the average use of the 
service facility All queueing theoretical surveys (GR74,KL75,MU78) start 
with the definition of the utilization factor, as the quotient of mean service 
time to mean inter-arrival time, or the reciprocal equivalent in rates 
AT λ 
ÍAT μ 
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However, one of the most complicated matters in the observed laboratory 
systems is the way these two factors may be computed analytical service 
times are known, but mean sample service times are already a complex function 
of the analysis time, the batchsize and analysis needs A more frequently 
used way to compute the utilization factor is the quotient of the analyst's 
time spent in analyzing per period, (e g per year) and the time he is 
available for analyzing (e g 250 days) Over this period of 250 working 
days, N samples enter the laboratory The mean inter-arrival time then is the 
reciprocal from N samples/year = 250/N day The mean service time for these 
samples is, equivalently, the time spent on the analyses, divided by N, so 
Real analysis time per year Real AT/N AT 
Avail analysis time per year Avail AT/N IAT 
One of the consequences of this way of computation is that the weekends and 
holidays are completely ignored, as well for service time as for arrival time 
This leads to problems in relation to real sample waiting times Besides, the 
problem in computing the total time spent in analyzing, or equivalently, the 
net time needed to analyse the samples, is not changed only in cases in which 
is administered exactly when the analysts were analyzing, and when they were 
not, this way of computation is more easily used But sociological studies 
(G074) indicate that such 'time-governed' systems would have a negative 
influence on factors such as job satisfaction and working conditions (and thus 
reducing system-performance) However, some computation can be made from the 
sample load and the analysis times, in order to obtain an estimate of the 
-annual- time needed to perform the analyses 
In both laboratories, these computations are made, mainly based upon an 
analytical batchsize (number of samples per analytical job) equal to the 
average input batchsize (series of samples entering the laboratory) 
Another simplification is often made with respect to the available capacity 
although personnel files are present, these give only a rough indication of 
the available effective analysts' capacity, ι e for analysis purpose only A 
common factor is found in the term 'effective hours per day' for the 
laboratories that were simulated, 6 5 hour per day is used 
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This picture results directly in an utilisation factor of 6 5/8 = 0 8 
Actually, the available 'effective capacity' is mainly used to obtain a 
correct balance (per season, per year) between activities and available 
manpower So this image does not really represent the way the facilities are 
used Part of this ineffective time must be modelled. the analytical 
personnel is normally present for eight hours per day, but only part of this 
time is available for analysis purposes. In both simulation models some time, 
1 hour per day, had to be reserved for personal care 
With the simulation models the utilization factors are mainly computed from 
the idle times not the time the analyst is analyzing is administered, but the 
time he is idle. This way of computing utilization factors is limited to 
computer models and is mentioned here in order to make comparisons between 
the different computed utilization factors Table 1 gives a summary of the 
utilization factor values as mentioned for the two laboratories and their 
models. 
TABLE 1: 
Drink Wat Lab 
1 Yearly capacity (8 h/day) 11,214 
Yearly workload (proj excl) 7,963 
Util fact ρ 0 71 
2 Idle time tfrom simul ) 3,094 
Util.fact ρ 0.72 
3 Yearly capacity (7 h/day) 9,812 
Util fact ρ
 f { 0.81 
4 Idle time (from simul ) 1,692 
Util.fact. p i f f 0.83 
Prov Wat Qual Lab 
13,038 hours 
9,588 hours 
0 74 
4,083 hours 
0 69 
11,408 hours 
0.84 
2,453 hours 
0.78 
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The most reliable value is ρ. ,, ; the idle time, obtained from the simulation 
models, includes factors such as the re-ordering of samples for analytical 
batches, and is based upon 7 hours of effective time per day. For p., the 
idle time is based upon 8 hours of available capacity per analyst, and so it 
includes the one hour actually reserved for personal care. 
The table indicates, that the utilization factor computation for the drinking 
water laboratory based upon the yearly figures is in good agreement with that 
based upon the idle times from the simulation experiments, or stated another 
way: the way samples are administered (as input batches) is not very different 
from the way they are treated in analytical batches. For the provincial water 
quality laboratory, there is a clear gain of time due to the re-ordering of 
the samples, resulting in a more efficient sample handling, and so the 
utilization factor based upon idle times is somewhat lower. 
The actual lower utilization factor for the provincial laboratory in 
comparison with the drinking water laboratory does not necessarily indicate 
that these analysts have less work to perform. Both laboratories have 
additional, mainly non-routine analytical, low priority work (e.g. 
'projects'). 
Actually, one of the aims of the drinking water laboratory was to include 
these activities in the planned working schemes, but in practice these schemes 
were too often violated by unexpected workload or missing analytical capacity. 
The failure to plan such low-priority planning schemes may be easily 
understood by inspection of queueing theoretical models (in general); the 
lowest priority activities will be the most sensitive ones for any disturbance 
in all planned (analytical) activities. Of course this does not mean that no 
activities could be employed or planned in these 'idle' time periods. As long 
as they have lower priority than other activities, they will not disturb 
laboratory performance, and the queueing theoretical picture will not be 
changed by it. With this in mind, the term 'idle time' is in reality, 
misleading. 
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V.2 Laboratory organisations 
For both the simulation models, a number of comparable parameters is looked 
at The most important are input batchsize, routing of samples, capacity and 
the analytical procedure parameters The resulting parameter descriptions 
clearly reflect the differences in organisation betueen these two 
laboratories 
The input batchsize for the drinking water laboratory has, after correction of 
a strong weekly pattern, a gaussian distribution (fig IV 2) This week 
pattern reflects careful planning schemes for sample arrivals, showing that 
much attention is paid to the sample input Actually, simulations showed that 
an increase of the residual input batchsize variance hardly affects the delay 
times 
For the provincial laboratory, a different picture was obtained for every 
laboratory section, the distributions show more uncertainty in the sample 
input Although the input batchsize distribution for the total laboratory is 
gaussian-like, the batchsize distributions per section are more exponential 
alike (fig III 5) The standard deviations for the total input batchsize 
give this difference in a quantitative way for the drmkingwater laboratory 
29 5 ±6 5 samples/day (after correction for week periodicity) and for the 
provincial laboratory 25 9 ±15 β samples/day 
The simulation experiments showed, that a decrease in the input batchsize 
variance for the provincial laboratory had a favourable effect on delay- and 
waiting times (factor 3 from table III 14 and III 15) 
Next, the routing of the samples is completely different for the two 
laboratories this resulted in a different approach towards a simulation 
description While for the drinking water laboratory a description with a 
number of 'standard packs' met the requirements, an 'eigenvector' description 
had to be used for the provincial laboratory no 'standard pack' description 
could be obtained A number of standard packs is known in the latter 
laboratory, but many additions and/or deletions change these too often The 
eigenvector description reflects the more stochastic routing in the provincial 
laboratory, in comparison with the standard pack description for the drinking 
water laboratory 
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It was not possible to quantitate by simulations the effect on laboratory 
performance of these two different ways of routing, or (in other words) the 
effect of correlations in analysis requests, it turned out to be very 
difficult to create an intermediate routing algorithm in between the two 
routing algorithms as described above However 'standard packs' will be 
favourable, not only with respect to predictability and administration (resp 
automation), but also with regard to e g analytical batchsizes In 
laboratories with very high throughput, it might even be favourable to analyse 
with only a limited number of standard packs, even though some analysis 
results are not always requested, e g as occurs in clinical laboratories 
An important consequence of the routing of samples as in the drinking water 
laboratory is the fact that all similar analyses to be performed on different 
samples are concentrated in one place This will result in larger analytical 
batchsizes, as it was meant to In the provincial laboratory routing, the 
same analyses may be performed by different sections, resulting in smaller 
batchsizes Partlculary for the heavy metals, it will result in larger 
periods of collecting samples in order to reach some minimal batchsize From 
an efficiency point of view this situation might be improved However, from a 
purely organisational point of view, difficulties may arise in the way 
activities have to be coordinated and planned, for the same sample appears on 
different forms and is handled by different groups, resulting in more 
administrative work Actually, where in the provincial laboratory one year of 
analyst capacity may be reserved for research activities (but no exclusive 
administrative capacity is reserved), the opposite situation exists in the 
drinking water laboratory, an administrator is available (for planning-, 
coordination- and reporting-administration) and no specific research 
assistant 
So an attempt to improve the provincial laboratory by joining all samples with 
the same analysis-request in one batch to be processed is likely to fail, m 
number there are not many analytical requests that may be joined, apart from 
the mentioned heavy metal analysis requests An additional problem in such an 
attempt to improve laboratory performance is the much larger variety in 
samples Samples originating from different sources (e g surface water vs 
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industrial waste) require their own adaptations with respect to the analytical 
procedures, and should best be treated in separate analytical batches This 
makes the advantage of a larger batchsize in processing the samples disappear 
again, and the difference between the actual situation and such an adapted 
situation becomes marginal For these reasons no attempt was made to compare 
these situations by simulation models 
The capacity for both laboratories is described with the same techniques as 
the sample entrance batchsizes again a number of organisational features is 
visible In particular the autocorrelation functions show the differences For 
the drinking water laboratory, periodicities dominate, showing weekly schemes 
of analyst roulation over the various sections Hardly any significant 
autocorrelation remains after correction for these It reflects the way 
capacity is assigned to the various sections by a job rotarion scheme For 
the provincial laboratory, completely different autocorrelation functions are 
observed A first order autoregressive model fits the data best, showing 
absence and presence of analysts for longer periods (some days) No job 
rotation exists, and no-one replaces analysts in cases of some days' absence. 
Finally, the two analytical tables (III 8 and IV 3) with procedure 
characteristics may be compared No conclusions may be drawn from a direct 
comparison Many of the procedures are related to e g sample origin, and for 
some of them more or less subprocedures are included (pre-treatment, solvent 
preparations etc ) The drinking water samples (low matrix effects, low 
concentration levels) dominate in the drinking water laboratory, while the 
samples from the provincial laboratory are more diverse, ranging from surface 
waters (comparable with drinking water) to industrial waste and sludge samples 
(difficult matrix, higher concentrations) However some procedures are 
equivalent (by national standard methods) and differences in CI and C2 times 
can be explained either in terms of a more routine analysis orientated 
organisation, or by differences in equipment, or by the exclusion of related 
activities, such as reporting and administration 
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V.3. Delay and waiting times. 
A comparison of the delay times between the two laboratories shows that the 
mean delay times in the drinking water laboratory are lower This is mainly 
due to the high level of planning in this organisation waiting times are 
comparatively low As stated before, planning is quantitatively recognizable 
in the input description (batchsize distribution) and in the capacity 
assignment over the sections It is mainly based upon prefixed week 
frequencies and longer term planning cross correlations (between capacity and 
workload) do not indicate shorter term relations (as will be induced from 
planning schemes or organisational actions) after correction for these 
periodicities 
Another point to evaluate is the way both systems react on variations in the 
sample load (compare fig III 14 with fig IV 8) The drinking water 
laboratory shows a perfect balance both higher and lower sample load show an 
increase in the mean delay time The provincial laboratory seems more robust 
no real increase or decrease m mean delay time is found by increasing resp 
decreasing sample load These results are mainly explained by inspection of 
the CI and C2 times of the analytical procedures the former ones are on the 
average larger, indicating a larger buffer-effect for the provincial 
laboratory However, waiting time (as obtained by simulation) is a better 
comparative parameter and shows, apart from priority class 5 procedures, 
similar results For priority 5 procedures the minimal batchsize effect in the 
drinking water laboratory is much more important because of the relatively low 
amount of metal analyses to be performed there 
Comparison with theory 
A comparison with theoretical delay and waiting times based upon M/M/l models 
is very unrealistic The laboratory systems looked at differ widely from 
these models, as may be directly concluded from the figures III 14 and IV 9 , 
an increasing utilization factor does not result in exponentially increasing 
delay-times (GR74) 
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However, there are some distinct features in the laboratories that are in 
reasonable agreement with queueing-theory. 
The most important feature in the selection of jobs by the analysts is based 
upon the analytical procedure priorities. This means that the analytical 
procedure priority mostly determines the waiting times for the procedures (not 
samples) queued. It is possible to consider this most essential part of the 
laboratory system as a priority queueing system on a theoretical base. Only 
for the provincial laboratory comparisons and computations could be made, as 
for the drinking water laboratory the needed figures couldn't be obtained in 
the correct data-format (translation from sample jobs to analysis jobs). 
First it is important to notice that the classification of the analytical 
procedures into different priority classes is related to the priority queueing 
models. Time dependent priorities (according to Kleinrock.KL76) are obtained 
by the priority value computed as. 
qp(t) = (t - τ ) . b p 
This time dependency is also built in in both the simulation models. The 
b -values are comparable with the 'limiting priority factors' in the 
simulations (see table III. 12) A translation has to be made from these 
factors to the b -values. If the permitted waiting times for the different 
priority classes are considered, the next table of b -values (in arbitrary 
units) is obtained: 
PR 0 · no delay allowed : 100 
PR 1 : 1 day delay allowed: 40 
PR 2 : 2 days delay " 25 
PR 3 · till 1 week delay . 10 
PR 4/5: 2-4 weeks delay : 3 
As this division turned out to be too detailed in order to make comparisons 
with theory, a rougher division is used in the theoretical computations PRO/1 
with b -value 50, PR2/3 with 10 (waiting 5 times as large permitted), and 
PR4/5 with value 2 (again waiting 5 times as large permitted). 
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Again according to Kleinrock (KL76), the waiting times for the various 
priority classes are related by 
p-1 
W
o
/(l-p) - Σ P 1 W i (1- b^bp) 
1=1 
W p = p=l>2, Ρ 
Ρ 
1 - Ι ρ (1- b /b ) ri v p' i' 
i=p+l 
On the base of single jobs the utilization factors, per priority class, may be 
computed Table 2 shows the results Only the factor W is unknown 
theoretically it is related to the second moment of the analysis times of the 
jobs It is impossible to compute these without further investigations to 
analysis times However, an estimate can be made the Vi factor represents 
the mean waiting time for the analysis requests with the highest priority A 
reasonable estimate is 0 5 day, as this is the average time such jobs have to 
wait, before analysts have finished the activities they started before the job 
was present that day 
The results from the computations can now be compared with the results from 
simulations, see table 3 
It may be concluded from this table that at least this part of queueing theory 
fits the simulation results reasonably well This agreement (in order of 
magnitude) for at least the surface water and the purification installations 
sections leads to the conclusion that waiting times and the collection of 
samples in order to obtain larger batchsizes are in good agreement 
For the industrial section, a clear discrepancy exists This might be 
explained by the fact that samples are treated in a more random way (no FIFO) 
This immediately results in much higher waiting times for the queued 
procedures, as was experienced m the simulations as well 
With these procedure waiting times, a more detailed evaluation of the delay 
times for the different sections is possible With additional 
- 118 -
TABLE 2: Recalculations on the basis of analytical procedures for the 
provincial water quality laboratory 
Number of analyses and analysis time per year. 
S W PI. Ind. Tot. 
nr hour nr hour nr hour nr 
PR-0 
PR-1 
PR-2 
PR-3 
PR-4 
PR-5 
Total analyses 
3608 
6093 
1859 
3704 
99 
1695 
17058 
211 
319 
571 
681 
30 
505 
1532 
1638 
4473 
4858 
-
5953 
18445 
265 
119 
1172 
1419 
-
1273 
1228 
180 
572 
1685 
-
4090 
7755 
106 
97 
488 
809 
-
1187 
Available capac 2904 h 5467 h 
Arrival rates (analyses/day) 
PR0/1 38 2 12 5 
PR2/3 21 9 36.7 
PR4/5 7 1 23 4 
Total 67 2 72 6 
4667 h 
5.5 
8.9 
16.1 
30.5 
6359 
7911 
6904 
10247 
99 
11738 
43258 
13038 h 
56.2 
67.5 
46 6 
170.3 
Mean analysis tiroes (hour/analysis). 
PR0/1 0 055 0 121 0 144 0 085 
PR2/3 0 255 0 275 0 575 0.297 
PR4/5 0 298 0 165 0.290 0.229 
Mean capacity in number of analysts (8 hour/day)· 
m 1 43 2 69 2.3 6.4 
Utilization factors per priority class-
Util factor due to 
high prior sampling 
activities: 0 
PR0/1 0 
PR2/3 0 
PR4/5 0 
Total 0 
02 
18 
43 
18 
82 
0 07 
0 07 
0 47 
0 18 
0 79 
0.05 
0 04 
0.28 
0 25 
0 62 
0.05 
0.09 
0 39 
0.21 
0 74 
TABLE 3: Theoretical vs. simulated waiting times (days) 
VÎT o/i 
WT 2/3 
WT 4/5 
Theoretical 
S.W PI Ind 
0 45 
2.34 
10 3 
0.43 
2 07 
9.5 
0.44 
1 70 
6.7 
Simulated 
S W. P.I 
0.26 0.22 
3 03 2.42 
13.1 10.9 
Ind 
0 20 
2 80 
22.1 
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information from the simulation modelling on administration waiting times, 
delay times and inter-arrival times for samples that are collected over 
periods of time, the different sources that result in the observed delay times 
may be sequenced. A summary of the main sources takes the following shape 
1. Collecting samples for larger batches 
2. Waiting times, i.e. really waiting for service 
3. Highest delay time i.e total delay time per sample 
4. Administration delays 
5. Waiting times due to non-FIFO handling of samples 
For the surface waters section, 2, 4 and 1 are important (in that sequence) 
For the purification plants, 2, 3 and 4 are the most important 
For industrial samples, 5, 4, 3 and 2 are important 
These computations show that theoretical considerations based upon waiting 
times alone are not valid in such systems. However, they also show that by a 
queuelng theoretical approach, more insight can be obtained into laboratory 
systems; the performance might be enhanced by such purely theoretical 
additional information 
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Conclusions 
A number of similarities and differences is mentioned in the comparison of two 
laboratory simulation models Both laboratories are occupied with the 
processing of (mainly) water samples for the purpose of water quality 
surveillance 
The resemblance is clearly reflected by the simulation models most of the 
modelling techniques may be applied in a comparative way in the development of 
the models, resulting in comparative pictures for input-batchsize, capacity, 
analytical procedures and priority-rules 
The main difference is found in the organization for processing the samples 
object-oriented versus analysis-oriented This difference results in 
differences in the description and simulation of the routing of the samples 
Related to this difference in organisation is a difference in planning 
schemes, in particular with regard to the arrival of samples 
With respect to the observed and simulated delay times the two laboratories 
behave similar they show a limited dependence upon workload, because of the 
processing of the samples in batches This is m disagreement with simple 
queueing theoretical models showing an exponential increase in delay times by 
increasing utilization factors However, inspection of the waiting times show 
that for the higher priority activities, exponential-like distributions are 
occurring By considering queueing models with priority disciplines, a more 
profound comparison with respect to waiting times is made, leading to 
conclusions on various contributions to the delay times 
The used equation on priorities may be an effective basis m the formal 
establishment of priority-numbers, e g in laboratory information management 
systems 
In general, the techniques as used in obtaining the real laboratory 
descriptions are shown to give adequate laboratory models, and may 
consequently be considered of main importance for their use in the description 
of laboratory organisation and -performance 
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CHAPTER VI 
Water quality control information theoretical aspects, case studies ") 
The information that is delivered by an analytical laboratory depends on three 
factors, the information that is needed (the aira), the information that is 
present, and the limits to information acquisition which are set by the 
analytical procedures and the means that are available (KA79) 
The first factor, the need to analyze objects, arises from a lack of relevant 
information This need for information is often formulated in non-analytical 
terms by other workers (such as physicians, politicians, managers or 
technicians). One of the more difficult tasks for the analytical chemist is to 
translate the information request into an analytical program; this includes 
the meaning of the term 'relevant' and finding out where concrete information 
is lacking 
This latter aspect needs study on the objects of interest The more prior 
information is available on these objects, the better a plan may be developed 
to gather the missing information. Often an investment of effort in acquiring 
general information is advantageous or necessary in the design for sampling, 
analyzing, data-collection and processing, etc. Finally, in the actual 
analytical design, most attention is paid to the choice of the analytical 
method, e.g sample specifications, required accuracy and speed are considered 
0) Published in part in· 
T.A H.M Janse, G Kateman, Anal.Chira.Acta 150 (1983), 219-231 
J.H.M Bartels, T.A.H M.Janse, F W.Pijpers, Anal.Chira.Acta 177 (1985), 35-45 
J.H.M.Bartels, T.A.H.M.Janse, F.W Pijpers, P.C Thijssen, Anal.Chim Acta 177 
(1985), 47-55 
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first. At this point the limitations are found m the possibilities to 
acquire the desired information. But moreover the analytical chemist is 
confronted with limits of a more economical nature, such as equipment and 
available personnel. 
The mutual relationship of all these features must be considered in planning a 
system where ал analytical program provides the maximum amount of relevant 
information with minimal, or available, means or costs. This calls for 
knowledge of all three factors, and for a plan to interrelate these in order 
to optimize toward the desired information. 
In this chapter, these relations are of primary interest. In order to supply 
tools for planning towards optimal information yield, it would be very helpful 
to have quantitative insight into both the information need, the information 
already present and the limits to the collection of information. First, the 
theoretical background is recalled with regard to the concept of information 
and the way such relations could be formulated in information theoretical 
terms In succeeding sections a number of examples is given in which these 
information theoretical concepts are used in more practical problems of 
analytical decision making. 
VI.1. Fundamental quantitative information theory. 
The fundamental base of quantitative information theory is formed by Shannon's 
entropy concept (SH49,EC79,EC82). It may be formulated by the equations: 
before after eq.l 
H = - _ Ζ 4" f(x) ld f(x) dx еЯ-2 
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TABLE 1 Effect of d i s t r i b u t i o n on information-entropy 
D i s t r i b u t i o n H Example b i t 
uniform Id(b-a) Ь=/12 1 79 
a=0 
Gaussian ШоЛ2тге)) °=1 2 0 5 
Exponential ld(e/X) λ=1 1 44 
The example-parameters are chosen such that the variance is 1 
or the discrete version 
Η = - Σ ρ ld ρ eq 3 
*i *i 
1 
Неге, Η is a measure of information, called information entropy, that is 
expressed in bits as a consequence of the fact that dual logarithms are used 
(ld= log base 2) This results for example in an information transfer of one 
bit when a choice is made out of two possibilities (with equal chance) The 
information entropy is an absolute measure for information content (present or 
latent), and any information yield is expressed as a difference of entropies 
The information entropy itself is directly related to uncertainty and its 
expression in statistical terms f(x) is the probability density function of 
the parameter of interest χ 
These relations immediately reflect the importance of the knowledge already 
present on the object (H, , ) and the uncertainty that remains after 
before 
performing some analysis on this object (Η , ) In analytical terms, any 
knowledge of a component concentration or -content reduces uncertainty, and 
the less uncertainty exists, the less information can be gained, or the more 
effort has to be made to reduce the uncertainty further 
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The main characteristic in the quantification of information is given by the 
probability distribution of the components concentration (or any comparable 
quantitative measure). Any physical model gives some maximal uncertainty 
interval, e.g. from 0 to 100% (EC79) 0 ) . 
A number of probability density functions is mentioned in table 1 by the 
knowledge of the distribution prior to establishing an analytical program in 
order to collect the missing information, one gains quantitative insight into 
the amount of information that has to be delivered by the analytical 
processing. 
If the distribution of e.g. component concentration before as well as after 
analytical processing is gaussian, then the amount of information gained by 
analyzing may be expressed m the relation (EC79): 
I = -Id { V a r ( x ) b e f o r e / Var(x) a f t e r } eq.4 
with : Var(x). - = variance of χ before analyzing. 
Var(x) . = variance of χ after analyzing. 
This relation is very useful m the choice of the analytical procedure for 
obtaining a certain amount of information. 
°) Although care must be taken with such physical limits e.g the oxygen 
content of water to be analyzed and expressed as a fraction of the maximal 
amount of dissolvable oxygen might reach up to 600% or higher in case of 
oversaturation. 
- 126 -
VI.2. Information and correlation (EC79,KA81 .MA78). 
The description of uncertainties with the aid of probability density functions 
is only one part of the modelling of information entropy An additional 
source of information may be found in the description and inclusion of 
correlations in the model 
In the description of the object, much knowledge may be present in relations 
expressed by correlations the more and higher correlations are found, the 
less additional information may be needed, but also the less information will 
be gained by performing a number of analyses on the various -correlated- model 
components This is shown by considering the n-dimensional equivalent of 
Shannon's equation: 
H = - J J fiXj.Xj .) Id f(x1,x2.. ) dXj dx 2 .. eq 5 
xl x2 
E g given ал n-dimensional normal distribution, 
1 (х-х)'Г.со "1.(х-х) 
f(xl,x2 ...) = exp eq 6 
/{(2π)η.|οον|} 2 
results in the equation: 
η . 
Η = Ι Η + i ld Icorrl еЯ ' 
1=1 
In this relation, the term I corri stands for the determinant of the 
correlation matrix, comprising all correlations between the parameters of 
interest Both model and analytical correlations may be of interest, and 
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translation into information yield gives: 
|согг|
ь 
I = Η. , - Η , ^ = Σ Η . - Σ Η + i l d eq.8 
before after i.b i,a i =ч-и 
|corr|
a 
- I = Σ Ь + i ld { |corr|b /|corr|a } еЧ 9 
In analytical practice, this equation may be used in various ways, e.g to 
show the optimal sequence of performing various analytical procedures, with 
redundant Information, in qualitative analysis. However, here it is used in a 
way to express object-informatIon that already is available (e.g from 
historical data or any previous studies) and the information that is still 
latently present (read: that still may be gained). By a number of examples, 
this way of using information theory is shown in the next paragraphs 
V/.3. Some case studies. 
VI.3.1. A purification Installation: B.O.D. and C.O.D. analyses. 
The objects on which the analyses are performed are the influent and the 
effluent streams of a large scale purification installation. The process of 
purification is i. a. monitored by biological and chemical oxygen demand 
analyses (B O.D. and С O.D ); every four days a 24 hour sample is collected 
and analyzed. Besides the four-daily monitoring scheme for process control 
purpose, the results are used for reporting average clearance performance over 
periods of 3 months. 
Some of the questions that were raised concerning this analytical program 
were: 
- Are both В O.D. and C O D analyses necessary' 
- Is analysis on both influent and effluent necessary' 
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- If redundant information is obtained, what combination is best to maintain : 
B.O.D. (on influent and effluent) or C.O.D.? 
- Is it worthwhile to report B.O D./C.O.D. ratios? 
Of course, part of these questions may only be answered by considering what 
part of the delivered information is most relevant: exactly what more (or 
less) does a B.O.D. result tell us in comparison with a C.O.D. result' 
However, purely quantitative information theory very concretely says what 
amount of information is obtained by the two analyses, as follows. 
From measurements in the past, a frequency distribution of both parameters for 
influent and effluent is known. As both distributions are not far from 
gaussian (B.O.D. distributions are somewhat skewed), equation 4 may be used 
for the computations of approximate average information yields, per analysis 
per sample. The variance before analysis is equal to the variance as measured 
from the data available on the object and the variance after analysis equals 
the variance of the results of the analytical method used. 
In table 2A the results of straightforward information yield computations are 
presented: it shows that the C.O.D.-measurement on influent, and the 
B.O D.-measurement on effluent give higher information yields. However, this 
is only part of the picture that may be obtained by inspection of the 
available data: correlations should be included, but moreover is it important 
to consider what kind of information is more relevant. For example, the 
second above mentioned question is definitely answered postively, without 
TABLE 2A: Information yields on COD and BOD (both in mg/1) measurements. 
H-before H-after I (bit) 
С O.D. infl. 193 5.6 5.11 
С O.D. effl. 32 7 5 2.09 
С O.D. eff/inf 0.061 0.012 2.35 
B O D infl. 65 10 2.70 
B.O.D. effl. 6 0.6 3.36 
В O.D eff/inf 0 041 0 004 3.36 
Note, the analytical error on the ratios is computed by propagation 
of (uncorrelated) error. 
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TABLE 2B: Information yields for combined BOD and/or COD measurements 
Correlations Combined Information yield 
COD-analyses 
Eff 
Inf 
E/ Inf 
Eff 
1 
Ol 
80 
Inf 
Ol 
1 
- 54 
BOD-analyses 
Eff 
Eff 1 
Inf Ol 
E/Inf 83 
Inf 
Ol 
1 
- 42 
Effluent analyses 
COD BOD 
COD 1 79 
BOD 79 1 
B/COD 16 68 
Eff/Inf 
ВО 
- 54 
1 
Eff/Inf 
83 
- 42 
1 
BOD/COD 
16 
68 
1 
Eff 
Eff 2.1 
Inf 7 2 
E/Inf 3 7 
Eff 
Eff 3 3 
Inf 6 0 
E/Inf 5 8 
COD 
COD 2 1 
BOD 4 7 
B/COD 3 7 
Inf Eff/Inf 
7 2 
5 1 
7 2 
I(total)=7 5 bit 
ь О 
2 7 
5 8 
I(total)=7 8 bit 
BOD 
ч 7 
3 3 
4 5 
I(total)=5 O bit 
3 7 
7 2 
2 3 
Inf Eff/Inf 
5 8 
5 8 
3 4 
BOD/COD 
3 7 
4 5 
1 6 
Influent analyses 
COD BOD BOD/COD COD BOD BOD/COD 
COD 1 77 - 20 COD 5.1 7 2 7 2 
BOD 77 1 44 BOD 7 2 2 7 4 6 
B/COD - 20 44 1 B/COD 7 2 ч 6 2 1 
I(total)=7 5 bit 
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looking at any data the ratios of В 0 D or С 0 D measurements on influent 
versus effluent are used for the expression of the purification process 
performance Taking this into consideration, the picture as shown in table 2B 
is needed the combined C O D measurements give more information (7 2 bit) on 
influent and effluent than B O D does (6 0 bit), but the reverse is true if 
the effluent/influent ratio is included in the total information yield (7 5 
versus 7 8 bit), although the difference is small 
Once the choice for B O D measurements has been made, the question of 
В 0 D /C 0 D ratios may be answered A C O D measurement does give some 
additional information, in particular for the influent stream However, if 
only the В 0 D /C 0 D ratio is considered as resulting in relevant 
information, the information yield is low (2 1 bit), reflecting the relatively 
small variance in this ratio in comparison with the analytical variance on the 
ratio-measurement that remains 
An additional example of the use of information computations is shown in table 
3 the Kjeldahl nitrogen analysis is performed on three streams within the 
purification installation The question arose whether all three measurements 
really were necessary The calculations show an average information yield of 
2 8 bit per Kjeldahl analysis But due to the high correlations, the three 
combined analyses result in an information yield of only 6 2 bit 2 2 bit is 
lost by redundancy By pure information yield calculations it seems justified 
to delete at least one of the determinations on nitrogen, e g on the total 
stream 
TABLE 3: Combined information yields of Kjeldahl-N analyses at three 
locations 
Correlations Information yields 
El 
E3 
Etot 
El 
1 
0 86 
0 90 
E3 
0 86 
1 
0 89 
Etot 
0 90 
0 89 
1 
El 
El 2 9 
E3 4 7 
Etot 4 5 
E3 
4 7 
2 9 
4 6 
Etot 
4 5 
4 6 
2 В 
I(total)=6 2 bit 
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Of course an additional parameter of interest in these calculations is found 
in the economization or costs of the information a connection exists with 
available manpower and equipment If one Kjeldahl nitrogen analysis from a 
series is deleted, this saves 4 minutes of analysis time, but if it results in 
one series less to perform, it saves 44 minutes analysis time (Cl=40, C2=4) 
A C O D analysis takes 10 resp 70 minutes of time, versus а В 0 D analysis 
time of 12 resp 57 minutes Translation into bits created per hour analysis 
time might be favourable in decision making However, as long as no reliable 
criterion for relevant information is used, such computations are of little 
importance m real decision making 
In this case, no quantitative relation between 'information' and 'relevant 
information' can be given because of the difficulties encountered in the 
translation of the objectives for these analyses viz the multi-purpose 
analytical program (ST79) Some theoretical concepts of importance in the 
objective-modelling are measurability and controllability, as will be pointed 
out in a following section on the theoretical relations between 
laboratory-modelling, queueing theory and information theory 
However, this analytical program is not primarily designed for direct control 
of the purification process, although actions might follow on particular 
analytical results A theory that approaches the objectives for these 
analyses is the related concept of threshold control, but no quantitative data 
could be obtained to support a realistic picture of it 
VI.3.2. Quality of surface waters, information theory and pattern recognition 
[BA8S,BR85}. 
A large amount of the data obtained from analyses performed in the provincial 
water quality laboratory (Ch III) is collected for the purpose of surface 
water quality surveillance (UT82) Over a hundred locations throughout the 
area are sampled m between 6 and 48 times a year Most of the features listed 
in table 4 are measured for every sample Additional features, measured less 
frequently and not included in this list, are e g heavy metals Also physical 
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descriptors (such as stream flou rate) are omitted from this list. So the 
investigations presented here are limited to the mentioned parameters, and 
furthermore limited to a period of eight years (1975-1982) 
The considered data base, n t h about 150,000 measurements, encloses a very 
large amount of information. In order to reduce this information to a limited 
relevant and transferable part, a quality index system was designed 
officially. The Ι.Μ Ρ -index ('Indicative Multiyear Planning') (IM79,ME75) 
However, this classification system does not satisfy, first because of the 
fact that only physico-chemical data are used without any known relation to 
biological quality (CL81) Of course this can only be improved by research 
that includes biological data. These were not available over the mentioned 
period. 
Secondly, the original code for the water quality classification over five 
classes became obsolete (H082)· by governmental action the water quality 
improved and this resulted in a slow change in the frequency distribution over 
the five quality classes over the years This latter factor will be elucidated 
by information theoretical computations, and by considering the quality index 
in more detail here 
TABLE 4: List of observed features 
Abbreviations 
Temperature (deg C) 
amount of oxygen (mg/1) 
saturation of oxygen (%) 
biochemical oxygen demand (mg/1) 
chemical oxygen demand (rag/1) 
ammonium-nitrogen content (mg/1) 
total nitrogen content (mg/1) 
nitrous-nitrogen content (mg/1) 
nitric-nitrogen content (mg/1) 
ortho-phosphate content (mg/1) 
total phosphate content (mg/1) 
chloride content (mg/1) 
acidity (s.e ) 
conductivity (uS) 
coliformes (ml-l) 
opacity (cm) 
Τ 
02 
ο2% 
BOD 
COD 
NH4-N 
Kj-N 
N02-N 
N03-N 
o-P04 
t-po4 
CI 
pH 
cond 
MPNE 
Op 
- 133 -
TABLE 5; Class boundaries in the IMP classification system 
o2% 
BOD 
NH4-N 
class 1 
91-100 
101-110 
<=3 
<=0.5 
2 
71-90 
111-120 
<=6 
<=1.0 
3 
51-70 
121-130 
<=9 
<=2 0 
4 
31-50 
<=15 
<=5.0 
5 
<=30 
>130 
>15 
>5.0 
SUM <=A <=7 <=10 <=13 >13 
The description of the water quality is based upon the В 0.D , NH,-N and 
0,-measurements and a conversion of the analytical results into a five-class 
system with fixed boundaries for each (see table 5) The summation of these 
three indices results in a number between 3 and 15 and is once more reduced to 
one quality class number out of five By attaching a colour-code to each class 
number, coloured maps of the area give an efficient and condensed information 
transfer Applying the discrete version of Shannon's equation to a 
presentation of data over five classes results in a maximal entropy value of 
2 32 bit. H = - Σ 0.2 Id 0 2 = 2 32 
So the actual information yield of a classification with these three 
analytical measurements may result in a maximal information yield of 2 32 bit, 
ignoring the probability of incorrect classification by analytical error, as 
it is relatively small compared with the class-widths used in the 
classification. The information transfer for one coloured area-map with 100 
sampling locations could reach up to 232 bit, but by correlations over space 
(e g in the course of a river) it will be lowered. 
Moreover, the maximal information yield per sampling location is not reached 
because of unequal probabilities over the five classes· in table 6 computed 
entropy values according to the probabilities that were found over the years 
from 1975 till 1982 are shown Apart from the values being far lower than 2.32 
bit, it shows the tendency to lower yields over the years This is due to the 
mentioned improvement in water quality 
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Fig VI 1 Distributions of 02%, BOD and NH4-N as determined over a period of 
eight years 
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TABLE 6: Entropies of representation. 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
ace. 
o2% 
1 99 
1.91 
1.96 
1.88 
1.81 
1.87 
1.87 
1.67 
to IMP-index 
BOD 
1.40 
1.42 
1.44 
1.48 
1.27 
1.59 
1.21 
1.09 
NH4-N 
1.95 
2.06 
1.66 
1.86 
2.09 
2.17 
2.07 
2.06 
Total 
1 59 
1.70 
1.36 
1 39 
1 50 
1.66 
1.41 
1.45 
New boun-
daries. 
1.75 
1.81 
1.56 
1.71 
1 89 
1.90 
1 76 
1.73 
Relev. 
incl. 
weight 
1. 
2. 
1. 
2. 
2 
2 
2 
2. 
,64 
,04 
72 
16 
24 
11 
25 
,24 
entr 
•ing 
By inspection of the overall frequency distribution (with average year values 
over all locations over the eight years) of the three parameters (see fig. 1), 
it becomes clear why a maximal entropy cannot be reached. The class boundaries 
are chosen in such a way, that the probabilities for each class are far from 
equal. This also immediately indicates in what way an increased information 
transfer might be obtained· shift the boundaries towards values that result in 
more equal probabilities over the five classes The resulting average yearly 
entropy is also shown in table 6. Some increase in entropy is obtained, but 
still far from 2.32, due to the changing distribution over the years, but also 
due to correlations between the three parameters used. An additional action 
that results in a higher information transfer is e.g. the establishment of 
yearly boundaries, including the boundaries for the sum-index, thus forcing an 
information transfer of 2.32 bit per sampling location per year. 
This actually leads to a 20% presence of every colour in a water quality map 
of the area with regard to the sampling locations. 
A disadvantage in this case are the changing boundary values over the years, 
complicating the comparison of these quality maps between years: see fig. 2. 
However, a more severe disadvantage was found in the possible 
misinterpretation of the maps when they would be presented in such a way to 
governmental authorities: the occurrence of 20% 'red coloured' sampling points 
(representing the worst water quality) would be unacceptable. Apparently, the 
relevancy of the information included the attraction of attention to some 
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relatively bad resp. some very good water quality points. An equal 
distribution over the five quality classes would disturb such an 
interpretation: some kind of gaussian distribution (with lower probabilities 
towards the extreme quality classes) would fulfil this requirement far better. 
year 
Fig. VI.2. I.M.P.-boundaries (dashed lines) and boundaries yearly adapted by 
information theoretical computations. 
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The only way to include this feature -a relevancy with respect to the 
interpretation of the information- is achieved only by introduction of this 
'desired probability picture' into the Shannon-equation, defining a 'relevant 
entropy'-content in this way 
N 
H = - Σ p i ld p i eq m 
1=1 
N 
with p = w n / i w n e q l l 
* ι ι ι ' ι ι 
1=1 
The weight factors w are used to give 'attention scores' to the distribution 
(G083) For a desired gaussian distribution shape, these weights may be 
computed from the reciprocal probabilities related to -~ till -3σ, -За till 
-σ, -σ till +σ, +σ till 3σ, and 3ο till « probabilities, as may be taken from 
the cumulative normal distribution function 
The resulting relevant information measures are shown in table 6 The 
relevant information transfer is now almost ideal, actually only disturbed by 
some rounding-off effects, due to the way of computation and classification 
It may be concluded that information theoretical computations may be helpful 
in the design of a proper and relevant information transfer 
It was mentioned that the IMP-classification system did not fulfil its 
requirements anymore The study of the information transfer by a coloured code 
showed the shortcomings, related to class boundaries and distributions l*ith 
'attention weights', every desired picture may be obtained, with a maximal 
information transfer However, another objection to the IMP classification 
system concerned the fact that only three parameters are used oxygen 
content, B O D and ammonium concentration E g a parameter like phosphate, 
of importance in eutrophication problems, should be added Such relevant 
information is omitted in the use of the IMP-code Such findings lead to 
discussions on the meaning of water quality and systems to classify it In 
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general it is accepted that water quality is related to physical, chemical and 
biological data, but a proper way to classify data is hard to establish 
(CL81) One way to tackle this problem is presented here· on the one hand a 
large amount of physical-chemical data is available, on the other hand an area 
with a number of sampling points with a more or less known water quality is 
present. By pattern recognition techniques (K074,JU75,K077) a relationship may 
be established between these data and physical-chemical water quality by 
assuming that a large part of the variations in the data is caused by 
variations in water quality (M076) This asks for elimination of sources of 
variation, caused by other factors, such as analytical error, seasonal 
variations, or others In this way a search is made for relevant information, 
where 'relevant' stands for 'related to water quality'. 
For the investigations presented here, the same data base as mentioned above 
is used First, a number of sources of variation are eliminated, viz.: 
- Patterns where one or more features are missing, are removed from the 
data-matrix, together with patterns obtained from locations that are measured 
less than six times a year 
- Out of the sixteen features listed in table 4, eleven were selected for the 
description of the patterns, because of the less frequent measurements made on 
the ones removed and/or the low accuracy of the measurements (see table 7). 
- Because of the periodic behaviour of some features during a year, all 
features were corrected for seasonal fluctuations, by a simple amplitude and 
phase fit. This correction diminished the variance of the measurements per 
location and enabled a search for measurements that were obviously wrong. It 
also reduced a possible effect of increased sampling-frequencies during the 
summer season 
- After the seasonal correction, measurements during the years 1979-1982 were 
averaged per location 
- From the original data-matrix comprising 110 patterns of 16 features, 57 
patterns were selected, described by 11 features; viz. located along routes A, 
B, UT, F, G, and AM (see fig 3). These patterns were employed for the 
development of the first learning machine and are named the training set 
- 139 -
TABLE 7: Features used in the pattern recognition procedures, with variance 
weights. (second column: weights with omitting CI and cond.-features). 
Τ 
0 2 
BOD 
NH4-N 
Ν03-Ν 
o-P0 4 
t - p o 4 
CI 
pH 
cond 
Op 
I 
1.60 
1.68 
1.95 
2.91 
3.36 
2Λ1 
2.83 
5.00 
1.94 
2.84 
1.83 
I I 
1.90 
2.12 
2.05 
6.55 
6.27 
5.24 
5.74 
omitted 
1.50 
omitted 
1.60 
In the first instance clusters of patterns were searched for by means of the 
hierarchical clustering technique and the minimal spanning tree (K077): 
inter-feature Euclidian distances were calculated in the eleven-dimensional 
feature space. This resulted in four more or less distinct clusters of 
patterns, which after comparison with the geographical map of the area could 
be named 'Vecht', 'Eem', 'Aroersfoort-city' and 'Rhinewater-inflow'. 
Hereafter a supervised pattern recognition was started and an improved 
clustering was obtained by weighting the features according to their ability 
to provide a distinction between these clusters. The far heaviest weight was 
attributed to the chloride concentration feature, however the chloride 
concentration is immaterial in the description of water quality here, as it is 
mainly related to the known influx of relatively salty Rhinewater into the 
area, or in other words, the information extracted in this way is not very 
relevant to the problem of water quality representation. 
Therefore a revised clustering procedure is started, omitting the feature 
chloride concentration and the highly correlated conductivity feature. Then 
five clusters are recognized by applying the hierarchical clustering technique 
(see fig. 4). Again certain geographical preferences are found, but now a 
presentation of water quality classes is more clearly present. 
- 140 -
Of course, a relation with the geographical locations of the sampling points 
(e g along a river) may be expected Important evidence of the relationship 
with 'water quality' is further obtained by inspection of the clustering 
results with local experts, who were able to recognize and explain the 
distribution of sampling locations into the designated classes Next, six 
sampling locations do not fit the five classes mentioned These 'outliers' 
are clearly recognizable, either because they are related to a relatively bad 
water quality (with original IMP-class 4), or to a very good water quality 
(with original IMP-class 1), or to a very unusual water quality (viz very 
high phosphate and low nitrate concentration) So the few points with extreme 
water quality are clearly recognized, falling outside the mentioned classes 
By omitting these points in further studies, a more detailed water quality 
classification for the original IMF-classes 2 and 3 will be obtained 
The next step in the pattern recognition procedure is a more detailed search 
for the features that are the most important in the discrimination of the 
various water quality clusters First, by a weight procedure based upon the 
ratio of intraclass variances versus mterclass variances, a weight is given 
to each feature This results in the weights as listed in table 7 Very high 
weights are found for the ammonium, nitrate and phosphate features 
Surprisingly, oxygen content and B O D , two parameters of main importance in 
the original IMP-classification, get relatively low weights This means that 
they contribute little to the classification Reasons for this may be found 
in e g large variance contributions due to short term fluctuations for oxygen 
content and a relatively large analytical error for the B O D 
In order to visualize the clustering, the weigthed features are linearly 
combined by means of a Karhunen-Loeve transformation (K077) The first two 
linear combinations -eigenvectors- with the heighest variance -eigenvalues-
define a plane to which the nine-dimensional feature space may be projected 
with the least loss of information All the eigenvectors, and their 
contribution to the total variance, are given in table В 
- 141 -
А0 
/ — 
CWM i.OWO* 
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Fig. VI.6. Projection of the datapoints by the parameters defined as 'Total 
lonogenic Nitrogen and Phosphorus' and 'Nitrogen Redox Balance'. 
A reformulation of the first two eigenvectors in terms of the original scaled 
data results in: 
EVI = -2.4 * [m3]s -3.7 χ [NH4]s -2.5 χ [o-P04]s - 3.0 χ [t-POJ,. . . 
EV2 = 5.3 χ [N03]s -2.4 χ [NH4]s +0.6 χ (0 2] в ... 
In fig. 5 is shown how the patterns are located m the five different clusters 
as projected by this transformation. 
However, further simplifications can be made: e.g. the features 
ortho-phosphate and total phosphate are highly correlated, and one of them may 
be omitted. From the eigenvector contributions and the weights it may be 
concluded that the features pH, temperature and opacity hardly contribute to 
the classification: they may be omitted as well. One may conclude that almost 
all relevant information is obtained from the ammonium, nitrate and 
ortho-phosphate measurements. In fact, by defining two related vectors, a 
more physical-chemical interpretation may be accorded to the indicated linear 
combinations of features: a 'total lonogenic nitrogen and phosphate'-vector 
(TINP), based upon a summation of nitrate, ammonium and ortho-phosphate 
concentrations, and a 'nitrogen redox balance' vector (NRB), based upon the 
difference between the nitrate and the ammonium concentration. It is seen 
from fig. 6 that, by these simplified vectors, the discriminating power is 
hardly decreased. From the total information available, only a small part is 
now necessary for the water quality classification. 
TABLE 8: Eigenvectors obtained from the second moment matrix from the 
scaled weighted data. 
Τ 
02 
BOD 
NH4-N 
Ν03-Ν 
o-P04 
t-P04 
рн 
up 
eigen­
values 
e.V. 1 
-.025 
048 
- 106 
- 563 
- 384 
- 485 
-.534 
018 
- 024 
107.0 
2 
-.073 
- 277 
.125 
373 
-.848 
.100 
.082 
-.111 
- 12b 
32.0 
3 
.205 
- 065 
- 246 
685 
.190 
- 414 
-.441 
061 
-.135 
9 4 
4 
.688 
.215 
.425 
- 081 
- 071 
-.040 
.106 
.296 
- 434 
3.9 
5 
.557 
.641 
.291 
.218 
-.374 
- 117 
-.030 
350 
- 067 
3 0 
6 
.235 
.025 
- 309 
038 
-.210 
154 
.022 
.679 
.564 
1.9 
7 
.005 
- 322 
743 
062 
130 
- 090 
-.276 
008 
489 
1.4 
β 
- 330 
- 596 
.012 
- 118 
15ч 
-.160 
.154 
548 
-.385 
O.b 
9 
.065 
.029 
-.003 
033 
-.047 
- 715 
.633 
- 114 
.259 
0.4 
One may actually compare the total information as yielded by the analyses, 
with the amount of relevant information that is transferred with the 
two-eigenvector description First the information yields per determination 
of an annual mean per feature are given in table 9, for those features used in 
the pattern recognition procedure The total information yield may be 
computed by a summation, but should be corrected for redundant information by 
correlations (according to eq 7) The total yield equals then 2ч 65 bit The 
analytical variances, determining the information entropy after the analyses, 
are based upon an average of 12 samples per year for the computation of the 
annual means, and a single measurement variance Analytical error correlations 
are assumed to be absent 
TABLE 9; Information yields 
Τ 
02 
BOD 
NH4-N 
Ν03-Ν 
o-P04 
t-P04 
pH 
Op 
S(before) 
329 
1 179 
0 651 
1 042 
0 949 
0 447 
0 520 
0 143 
5 973 
S(after) 
223 
071 
166 
051 
029 
022 
022 
014 
1 44 
I 
0 56 
4 05 
1 97 
4 35 
5 03 
4 34 
4 56 
3 35 
2 05 
Total 30 26 bit 
0 5 * Id corr 5 61 bit 
Total inf yield = 24 65 bit 
EV 1 
EV 2 
EV 3 
EV 4 
EV 5 
EV 6 
EV 7 
EV 8 
EV 9 
S(before) 
10 35 
5 65 
3 07 
1 99 
1 73 
1 39 
1 19 
0 752 
0 646 
S(after) 
1 288 
128 
523 
321 
192 
258 
243 
147 
386 
I 
3 01 
5 46 
2 55 
2 63 
3 17 
2 43 
2 30 
2 35 
0 74 
Total inf yield = 24 64 bit 
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The information yield for the eigenvectors is tabulated in table 9 as well, 
with the variance per eigenvector as given by the eigenvalues, and the 
variance originating from analytical еггогь, as computed by the propagation of 
error rules Of course, the total summed information vield equals 2ч 65 bit as 
well, as only error-free transformations are performed (apart from negligible 
computer inaccuracy) No correction for correlations needs to be made, as any 
set of eigenvectors is correlation free 
First one may notice that the information yields for the eigenvectors arc not 
parrallel to the variance contributions This is a consequence of the use of 
weights the most important parameters are more heavily weighted, not onlv by 
the weight-procedure itself, but also by the eigenvector coefficients, in 
particular for the first two eigenvectors However, this increases also the 
variance due to analytical error Other pattern recognition procedures that 
take into account the reliability of the original data, are availble now, but 
not used here 
By using only the first two eigenvectors, only 8 47 bit of thp total 
information available is relevant for the water classification one may 
conclude that, at least with respect to a water quality classification, too 
much information is delivered Of course, some part of the excess information 
may supply information that is relevant to other problems, but it is at least 
worthwhile to consider what other concrete problems are solved by it 
Additional computations may be made in order to complete a cost-benefit 
analysis A simple example is given here by the ortho-phosphate vs the total 
phosphate analyses Due to the high correlation (0 983), one of these two may 
be dropped from the analytical program for the evaluation of annual water 
quality reports 
As ortho-phosphate is determined with an auto-analyzer, together with nitrate 
and ammonium (with Cl=60 and C2=4 see table III 8 ) , omission of it is less 
advantageous than omission of the total phosphate determination, made in 
separate runs (Cl=40, C2=4) Or, on a yearly base, about 23% of the 
analytical capacity for this section in the laboratory is spent on priority 
class 3 analyses (chloride, Kjeldahl-N and total phosphate) while only about 
10% is spent on priority class 1 analyses (ammonium, nitrate and 
ortho-phosphate autoanalyzer, see also table V 2) These figures give some 
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indication of what can be gained by dropping one or more analytical procedures 
with low relevant information yields, and the consequences that are related to 
it for the utilization factor, waiting times and other factors directly 
translatable to economization of costs 
This picture cannot be completed here, e g by additional simulation 
experiments and/or additional objective modelling for the evaluation of 
relevancy of analytical information, but it clearly shows the possibilities of 
a quantitative link between relevant information theory and laboratory 
management 
І.Ч. Information and processes. 
VI.4.1. Information on the mean of processes. 
In the examples on information, mentioned in the preceding sections, the 
objects were treated as being in rest e g the samples from 
purification-installations were taken from processes with concentrations 
fluctuating m time, and the analytical results reflected momentarily values 
of the proces at a particular time The presentation of information on water 
quality objects was based upon annual means, and although the water quality 
parameters changed over time, the means have been treated as being of a static 
nature for one particular year In fact not the time-dependent process values 
themselves were of interest, but one particular process-realization was the 
object to be described 
This means that again a static picture on a dynamic process is obtained 
However, it is important to realize that a stochastic process is being looked 
at The estimation of the mean requires a sampling scheme, and the more 
samples are taken, the more accurate the resulting estimate will be 
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Omission of the fact that we are dealing with a stochastic, stationary 
process, results in the next entropy-after-analysis description· 
H „.. = - i ld { α*2 2πβ ) e q · 1 2 
after 
*2 2 
with : 0 = О / /n eq.13 
This is the standard equation for η (normal distributed) values in time (n) 
without any correlations at all, i e a white noise process. However, the 
autocorrelation feature distinguishes processes from just any sequence of 
random numbers, e.g. caused by a trend, a slow fluctuation or any other 
relation in time (B079 ,MS78). This means that the observations are not 
independent of each other. So, for a stationary, stochastic, first order 
autoregressive process, a different picture will be obtained. According to 
MS78, the variance of the estimate of the mean of such a process with a 
time-constant Tx becomes: 
σ*
2
 = E(m -μ ) 2 = α 2 + ο 2 - 2.0 еЧ 1 4 
Ρ V "
ρ
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with: Ts = sample interval time 
Τρ = period of observation 
A = expC-l/Tx) 
- 148 -
2 
The term о reflects the variation of the annual mean, purely by 
Ρ 
consequence of observing a limited part of the process. It thus reflects the 
uncertainty in the annual means, without analyzing: 
H, , = - Id σ • (2ite) е Ч · 1 5 
before у 
Ρ 
So the entropy of an annual mean before analyzing is determined by the 
variance of the process and the time-constant (under the conditions of 
stationarity, a first order a r.-model and a normal distribution of the 
process values). If the time-constant approaches zero, the variance of annual 
means approaches zero, and the entropy becomes an undetermined measure. no 
information can be obtained from it, as complete certainty exists. This 
illustrates the static picture as described above, and emphasizes the 
essential feature of autocorrelation in stochastic processes 
The entropy after sampling and analyzing can be derived from equation 14, and 
thus a picture of the information yield of the determination of annual means 
against sampling frequency, as a function of the time constant may be 
obtained. 
I = -Id
 0 *
2 / O u
 2 е
ч -
1 6 
Ρ 
In fig 7 this relation is depicted. It may be noticed that information 
yields may become negative for processes with small time-constants, this can 
be explained by the fact that for a fastly fluctuating process an average mean 
may be predicted with greater accuracy than will be obtained with 
determination by an analytical program with a too low sampling frequency 
*2 Of course, by adding the analytical variance to ο , the information yield 
will be lower: 
I = -Id { (ο^+σ 2/n) / о 2 } 
an μ
ρ 
By analyzing a larger number of samples, less loss of information due to 
analytical error occurs, because of the averaging of the uncorrelated errors. 
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Autocorrelation due to slow fluctuations in the process, as modelled by a 
first order autoregressive model, is only one example of many processes with 
extractable pre-information. Other factors that may give rise to significant 
autocorrelation are e.g. a trend or seasonal fluctuations (TH67, C1I75, ΚΛ78, 
MS78). 
A linear trend in time is easy to model and easy to predict (e.g. by linear 
regression) (IiE76). If the variance is computed over a number of annual means 
with a linear trend, a value will result that will be larger than the variance 
after trend correction. The latter should be used for the entropy-before 
computation. If the trend is not linear but stochastic in nature (and thus 
less predictable), it may be modelled by a very slowly fluctuating component 
of the process, and the above theory will be valid again (probably a higher 
order autoregressive model will be needed then). 
A seasonal fluctuation does not influence the yearly mean, but it gives rise 
to a too high estimate of the variance, as used in the entropy-before 
computation. Again a correction should be made, such as: 
ο
 ί
 = σ
χ
^ - e.A¿ eq.l7 
with : A = amplitude of the sine-wave. 
Again, this means that a more predictable process results in higher Η, , 
values, and thus in a lowering of the information yield. This is nicely 
demonstrated by the temperature measurement of surface waters (section 
VI.3.2.) with α =6.7° С, while the standard deviation for annual means is 
only a fraction of this: 0.33. Without the correction of predictability of 
the annual temperature mean, the information yield would be 4.9 bit, while 
after correction for the variance due to seasonal fluctuation it is only 0.56 
bit (table 9 ) . 
So, for the computation of information yields with respect to the means of 
processes, a correct estimate of the unpredictable part of the process must be 
made in the entropy-before computations. In particular when using these 
information-pictures in the establishment of sampling schemes, more correct 
decisions are taken with respect to the proper use of laboratory-means, thus 
avoiding the creation of irrelevant information. 
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—*- Ts 
η (samplee/year) 
Fig. VI.7. Information yield by the determination of annual means, as a 
function of time-constant and sampling frequency. 
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VI.Ч 2. Information and measurability process reconstruction. 
For the aim of process control (e g hardness of water in a drinking water 
plant) the time aspects in information theory become crucial In the on-line 
reconstruction of the process, as needed in process control a continuous, 
accurate and precise monitoring technique is suited best However, in the 
case of a sampling scheme and analytical processing of these samples, an 
on-line reconstruction technique of the process values must be used With a 
stationary stochastic process, the optimal forecast function, from the last 
known process value in time till the availability of the next result, is equal 
to the autocorrelation function For a first-order autoregressive model, this 
results in 
x(t+T) = x(t) expC-T/Tx) eq 18 
with x(t) = measured process-value at sampling time t 
x(t+O = reconstructed process value at time τ after t 
Tx = time-constant of the process 
Process mean scaled to zero 
The resulting average reconstruction error, originating from a delay τ after 
the sampling action by this forecast function is 
Var e = Var χ [1-ехр(-2т/Тх)] eq 19 
with Var e = variance of the reconstruction error 
Var χ = original variance of the process-values 
The quality of the process reconstruction may be expressed in terms of 
measurability, according to the theory originally developed by Van der Grinten 
(GR73,LE71,VA77) 
m
2
 = (Var χ -Var e)/Var χ еЧ 20 
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It is shown that the measurability in terms of a sampling interval Ts, a dead 
time Td and an analysis error variance Var a, becomes approximately 
m
2
 = exp(-2Td/Tx1 exp(-Ts/Tx) [l-(Var a.Ts/Var χ Tx)*] 2 eq.21 
A measurability of 1 results after an errorless process reconstruction (Var e 
= 0), while a measurability of 0 results after no reconstruction at all (viz 
Var e = Var χ). 
A description in terms of information yield per analysis performed however 
becomes complex, because of the time dependency in the entropy description of 
the process At the time a process value is known, by an analysis result that 
is immediately available, Η ,, is equal to -Id о У2тіе (assuming normal J
 after ^ a 0 
distribution) However, when time passes the process-value will change, and 
the analytical result will become of less value by increasing uncertainty 
about the actual -reconstructed- process value At the time the next sample 
is taken, Η, , is related to the time elapsed and the forecast function before r 
Its concrete value will be between -Id (o /2ne), with no analytical results in 
the recent past, and -ld (о /2ne), the last analytical result immediately 
before the sampling action (compare with continuous monitoring) So 
uncertainty increases when time passes, which shows how an analytical result 
becomes of less value while the process-values are changing 
In this way a dynamic entropy-flow description of the process might be given, 
but of more practical importance is an overall information measure, expressing 
the quality of the sampling- and analysis-scheme with respect to the process 
reconstruction This measure can be immediately derived from the 
measurability, as it expresses the residual error variance (related to Η , ) 
versus the original variance of the process, before any analysis (Η, , ): 
I = -Id (1-m2) eq.22 
In this way, a static picture on a dynamic object is again obtained, not 
related to one analysis as such, but on an analytical measurement scheme as a 
whole (compare with annual means). 
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Moreover, this relation becomes more important by considering the relation 
with Ts and Td m more detail 
Ts is related to the sampling scheme and thus determines, by the number of 
samples to be analyzed, the workload for the analyst Td is the time interval 
between sampling action and the moment the result becomes available This 
interval includes the analysis time and e g the waiting time of the sample 
before processing 
By combination of the theory of measurability with queueing-theoretical 
models, a direct relationship may be established between analytical aim (= 
on-line process reconstruction), the object (first order A R stochastic 
process), and the measurements (analyses), including analytical planning 
procedures and organisational decisions, as will be explained in a following 
section 
І.Ц.З. Information and threshold-monitoring. 
In the preceding paragraph, a complete process reconstruction was the aim of 
the analysis- and sampling-scheme A threshold-monitoring scheme may be 
designed for a related aim the only relevant information is then given by 
comparing of the analytical results with a given threshold value One only 
needs to know whether a threshold value is exceeded or not ( yes/no answer) 
An optimal threshold sampling scheme was designed by Ρ Muskens (MS78)MK78), as 
follows If a first order A R -process is analyzed without error, and the 
result is immediately available, then at that moment no uncertainty exists 
about the process value After a time τ, the process value may be changed, and 
the uncertainty with respect to the treshold limit, as expressed by the 
entropy, will be increased to 
Η = -P(t|Xt) Id P(t|Xt) - {l-P(T|Xt)} ld{l-P(TlXt)) eq 23 
with Р(т|Х
г
) is the probability that the process value has exceeded the 
threshold value When this uncertainty becomes too large, the probability of 
exceeding the threshold without noticing also becomes intolerable, and a new 
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analysis should be done Depending on the required reliability, a limit 
should be set to permissible uncertainties However, this means that every 
time this limit is reached, an analysis must be made with an information yield 
exactly equal to this uncertainty limit It has been shown by Muskens that 
one should sample at a time Ts after an analytical result X according to the 
equation 
Tr X + Ζ [ X t
2
 - (Tr 2-Z 2)* ] 
Ts = - Tx In { } eq 24 
2 2 
X + Ζ 
where Tr is the threshold value, X is the process value at time t (mean zero 
and unit standard deviation), and Ζ is the reliability factor 
In this way, optimal use is made of the information given by each analysis 
Of course, the resulting distribution of the sampling times is then completely 
determined by the process values, the threshold unit and the required 
reliability 
Again an overall information yield can be formulated It is determined by the 
probabilities for undetected threshold-crossing when no analyses are done 
(H, , ) or with the derived sampling and measurement scheme (H ,„ 1 before' ι - β ν after' 
viz H b e f o r e = -P(Xt<Z) Id P(Xt<Z) - {l-P(Xt<Z)} ld{l-P(Xt<Z)} eq 25 
Η ,_ = - Ρ ld Ρ - (1-Ρ ) ld (1-Ρ ) eq 26 
after u u u' u' ^ 
Here, Ρ is the probability of threshold-crossings that remain undetected with 
the analysis scheme as derived above It may be computed from the 
probabilities for the detection of threshold-crossings with the given forecast 
function (derived from the autocorrelation function) and the reliability of 
this forecast Details of this computation may be found in MS78 and MK78 
For Ρ as function of the analytical error variance, solutions may be found 
numerically In the following section (resp table 10), simulation 
experiments are carried out in order to determine Ρ in particular as a 
function of Ta (analysis time) 
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Fig VI.8 Analyses of samples as part of a process-reconstruction, with three 
main parameters Tx=time-constant of the process, Ts=sampling interval time 
and Ta=analysis time 
VIA.4. Information and laboratory organisation UABS). 
By combination of the theory of measurability with a queuemg model, a 
concrete overall model can be created, in which the effects of management can 
be studied In this way, a theory will be developed for planning in 
laboratories, as an analytical management tool The basic model is shown in 
fig 8 The way in which samples are taken from the process fixes the sample 
input for the laboratory, the sampling Interval time Ts equals the 
inter-arrival time for samples to the laboratory The mean sampling frequency 
is λ (λ = 1/mean Ts ) The laboratory capacity is fixed by one analyst, his 
average analysis rate is ν (υ = 1/mean Ta ) 
As stated above, the absence of a plan can be modelled by an M/M/l system (for 
an explanation of this notation see chapter II, lit GR74tKL75) the sampling 
scheme is characterized by a (memory-less) Poisson process, resulting m an 
exponential distribution of the inter-arrival times The time required to 
analyze a sample is also unpredictable and also gives an exponential 
distribution As long as the utilization factor (the ratio X/y ) is belou 1, 
the system functions However, waiting times occur, and when the utilization 
factor is increased, the time spent by samples in the system increases 
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exponentially This 'dead time' (waiting + service time) has a negative 
effect on the process reconstruction, and thus on the information delivered by 
the chemist. 
Investigation of the effects of distribution in the sampling times Ts and in 
the dead times Td on the measurability makes it possible to relate the 
information yield directly to the utilization factor. With some 
approximations (see appendix), the following general solution is applicable 
m
2
 = (λ.Τχ/2) [{£(f(Ts))-l} £(f(Td))]
s = 2 / T x eq.27 
where t is the Laplace transform, s the Laplace operator, Tx the time 
constant of the process, Ts the sample interval time, Td the time spent in the 
system (dead time), and \ the mean sample frequency. 
The possibility of using Laplace transforms in this equation turns out to be 
very favourable with respect to systems based on queueing theory; equations 
for the distribution of the times spent in the system are often obtained in 
the Laplace domain. In fact, back-transformation to the time-domain is often 
very complicated, if possible at all (GR74) 
For the M/M/l system, eq. 27 results in: 
m
2
 = [Tx/(Tx+2Ts)].{(l-p) Tx/[(l-p) Tx+Ta]) eq.28a 
For the D/M/l system (fixed arrival rates), the result is: 
m
2
 = exp(-2Ts/Tx).{(l-E)Tx/[(l-E)Tx+Ta]} eq.28b 
For the M/D/l system (fixed analysis times), the equation is. 
m
2
 = [Tx/(Tx+2Ts)] {2(l-p)Ts/[(2Ts-Tx).exp(2Ta/Tx)+tx]} eq.28c 
In these equations, Ta is the mean analysis time, Ts the mean sample interval 
time, and ρ the utilization factor. The factor ε is a parameter numerically 
derived from the utilization factor (see appendix) 
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In fig 9 the information yield (related to m by eq 22 ) is shown as a 
function of the utilization factor ρ for the M/M/l system As can be seen, 
there is an optimal mean sampling frequency however, at a utilization factor 
of 0 5, it is surprisingly low Only half of the analyst's capacity is used 
in obtaining the maximal information yield, thus having the best process 
control by such a control loop At lower utilization factors, the information 
yield decreases because of the lower sampling frequency At higher utilization 
factors, the information decreases because of the increasing waiting time in 
the system The information-decreasing effect of the waiting times is larger 
than the information-increasing effect of the higher sampling frequency This 
last effect is shown in the same figure by a D/D/l system (eq 21), in which 
there are no waiting times Here, it is obvious that a utilization factor of 1 
gives maximal information 
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In order to verify the above theory and to develop extensions, a simulation 
program was written in FORTRAN IV, for an IBM 370/158 computer system This 
program includes a subroutine package for queueing systems (GASP), and 
routines for generation and reconstruction of stochastic processes Eight 
replicate runs were done over 10,000 standard time units Common random 
numbers were used m the various simulation experiments 
Some simulation results are presented in figs 9 and 10 All these results 
show slightly higher values compared with the theoretical curves, mainly 
because of the discrete character of the simulation (rounding-off favours a 
proper process reconstruction) Another factor involved is the 
autocorrelation arising in the waiting times (FI67) This factor was neglected 
in the theoretical treatment Despite these differences, the figures show a 
reasonable correspondence between theory and simulation results 
With the theory outlined above, it is possible to develop a theor\ for 
analytical planning First, it is important to distinguish between the 
influence of a stochastic input (M/D/l system) and a stochastic processing 
time (D/M/l system) The latter is clearly more favourable (compare the figs 
10a and 10b ) This may be explained as follows a stochastic input has a 
direct effect on process reconstruction (stochastic sampling) and an indirect 
effect through the resulting stochastic dead times A stochastic processing 
time gives only the latter In general, the G/M/l systems (G stands for 
general, reflecting an independency of the way the samples arrive) show an 
optimal utilization factor of 0 5 This may be concluded by inspection of the 
Laplace-transform of the waiting time distribution for G/M/l systems 
Various plans to improve the performance of the laboratory or to increase the 
information yield are possible One conclusion drawn from the above is that 
smoothing the input is advantageous (from M/M/l to D/M/l) Of course this 
would be no problem if the laboratory itself controlled sampling Otherwise 
the laboratory could try to establish some other kind of input control in 
order to assure a steady input, an effort already encountered often in 
practice 
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Fig VI 11 Strategies influencing sampling by feedback mechanisms 
Above waiting for next sampling until the analyst is free Below waiting 
for next sampling as is computed from the last result (threshold control) 
Another possibility for increasing the information yield is to introduce some 
kind of feedback to the input Two different feedback schemes are considered 
(fig 11) The first involves feedback from the present capacity and 
workload, in the simplest model, this means that every time (and only if) the 
analyst has finished a job, the next sample is taken In this way, a complete 
correlation is created between the inter-arrival times and the analysis times 
No queueing occurs and an utilization factor of 1 can be achieved The 
measurability for exponential times is then 
m2 = [ Tx/(Tx + 2Ta) ] 2 eq 29 
This means an improvement on the M/M/l system, but only a slight improvement 
on the D/M/l system at a utilization factor of 0 5 The extra effort in 
trying to obtain as much information as possible is not rewarded, the 
uncertainty in the analysis times is transmitted to the sampling interval 
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times With regard to the spare time in the D/M/l system (for activities with 
lower priority), a fixed sampling scheme is favourable, and has the advantage 
of simplicity The second plan involves feedback to sampling by considering 
the last result, ι е., threshold monitoring (section VI 4 3 ) The plan is to 
analyze as little as possible to obtain a fixed amount of information This 
can be done by the threshold-monitoring scheme. This feedback mechanism is 
established by considering the difference between the last obtained result and 
the threshold value The greater the difference, the more time may pass 
before the next sample is taken No queueing occurs when the next time of 
sampling is computed in this way. The influence of the analysis times is 
great, however Table 10 shows an example of the effect on the information 
yield and the utilization factor Both are influenced negatively by larger 
mean analysis times, so this system can work only for relatively low analysis 
times Another effect is that such sampling schemes give reliable results 
TABLE 10: The influence of exponentially distributed anlysis times on the 
dynamic information yield aiming for threshold-control 
Results of simulations with a time-constant Tx=100, a thresholdvaluc of 2, and 
a reliability-factor of 4 
Mean Та Resulting mean Ts U t i l i z factor I-dyn ( b i t s ) 
I 
2 
3 
4 
5 
J 
10 
6 
β 
9 
10 
11 
13 
16 
2 
0 
it 
6 
7 
5 
5 
0 
0 
0 
0 
0 
0 
0 
16 
25 
30 
36 
40 
52 
61 
0.118 
0 098 
0 070 
0 0S3 
0 039 
0 025 
0 013 
- 162 -
·. 
I 
и 
к 
**. 
t 
f 
10 
llll| 
га за 
- Ts — > 
10 
.. 
1 
« 
1 
10 20 30 10 50 
~ Ts —> 
L U ^ — 
60 70 
Fig. VI.12. Resulting inter-arrival time distributions by applying the 
threshold control sampling strategy: Two examples, with Tr=2, Z=A and Tr=l, 
Z=3 resp. 
и 
(0 
e 
Ι­
Ο 
ч-
c 
Fig. VI.13. M/M/l-simulation results, with LIFO-priority (X), compared with 
the theoretical FIFO-curve (extended line) and the D/D/1-curve (dashed). 
- 163 -
only if these samples are given high priority in the laboratory Other 
activities must be kept waiting Because of the unpredictability of the times 
that these samples enter the laboratory, such a scheme could interfere With 
many other activities because these have lower priority The inter-arrival 
time distribution generated by threshold monitoring (.for a process with 
normally distributed values), generally approaches some sort of Erlang 
distribution (of which the exponential is one), depending on the threshold 
value, the reliability factor and the time constant (eq 24, fig 12) 
A totally different kind of plan is to fix priorities for the various samples 
entering the laboratory Two possibilities are considered here In the one, 
the priorities influence the sequence in which the samples are processed With 
respect to process control, it can be shown by simulation that a 
Last-In-First-Out (LIFO) scheme gives a higher information yield than the 
standard First-In-First-Out (FIFO) scheme (fig 13) This is hardly 
surprising, as for a first-order A.R process only the most recent sample 
gives relevant information In fact, all the samples that queue could be 
discarded. 
TABLE 11: Information yields (II and 12) by analyzing aiming for the 
control of two processes as a function of the utilization factor and different 
priority strategies 
Results of М/М/1-simulations with a time-constant Tx=100, and mean analysis 
time Ta=4. 
Utiliz fact I-dyn (bits) 
FIFO 11+12 PRIO 11+12 (II) LIFO 11 + 12 
0 94 
D 69 
0 80 
0 67 
0 57 
0 SO 
0 40 
0 33 
1 
2 
2 
2 
3 
2 
2 
2 
32 
09 
54 
86 
06 
65 
79 
17 
2 
2 
2 
2 
3 
2 
2 
2 
04 
59 
83 
85 
10 
67 
81 
17 
40) 
67) 
73) 
77) 
72) 
38) 
25) 
25) 
3 33 
3 39 
3 42 
3 31 
3 31 
2 79 
2 84 
2 19 
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In the second plan, priorities between several processes have to be decided. 
If the samples of one process are given priority over samples of a second 
process, this influences both measurabilities. For the first process, eq. 28a 
is still valid, and the measurability can be computed as If no samples from 
the second process were present If priority 'with interrupt' (i.e. the 
analyst should stop his immediate activity and start analyzing the samples) is 
not given, but priority 'without interrupt' is given, then there is a slight 
decrease in the measurability As an illustration, some simulation results 
are given In table 11 The total information yield for both process controls 
is given as a function of the sampling frequency. The results show how the 
first process is favoured by the priority discipline, and that a LIFO plan for 
both processes (and no priority for any) gives far better results. 
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Conclusions 
In this chapter it is proposed to use the concept of information as a general 
link between the laboratory (resp the analytical procedures), the objectives 
(by the need of information) and the objects (with information present) 
A number of case-studies is presented in which information-theoretical 
computations are given to illustrate the mutual relationships of the mentioned 
three items and -if possible- the practical use of it Some examples are 
given for the determination of analysis-requests In a case-study on surface 
water quality representation, a detailed computation on relevant information 
yields is given The use of pattern recognition techniques in the data 
reduction reveals the relevant information yield and the relevancy of the 
measurements performed. Carefull study of the information transfer may prevent 
avoidable loss of relevant information 
The time-dependent aspect of information is studied on a theoretical base By 
combination of queueing theoretical models with objectives related to process 
control a direct link is given between objective, object and laboratory 
organisation The theory indicates the effects on information yield by 
various plans with respect to sampling (related to the laboratory sample input 
and the utilization-factor) and various priority-rules within the laboratory 
Optimization to information yield is theoreticallj possible However the 
theory is limited to simple queueing-models and asks for further development 
towards more realistic laboratory models 
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APPENDIX 
The effect of stochastic sampling- and dead times on the reconstruction error 
of a process. 
The mean reconstruction error at a time τ after sampling is given by eq.19 A 
reconstruction with the analytical result X ranges from the time T=Td to 
time T=Ts +Td
 +., when the result of the next sample becomes available. The 
average reconstruction error over this period is thengiven by: 
Ts +Td , 
Var e (Tdi,Ts:L+Tdi+1) = 1/Ts1 . T d ! *
 1
 Var χ {1-ехр(-2т/Тх)Ыт 
The reconstruction error over a realisation time T, with N analyses equals: 
N"1 Ts +Td 
Var e (Τ) = l/T l -j 1 i 1 + 1 Var χ {l-exp(-2T/Tx)}dT 
i=l ι 
N-l Ts +Td 
= (N-l)/T [ Σ
 T d S
 1 1 l
 Var χ {l-exp(-2T/Tx)}dt/(N-l)] 
1=1 ι 
For Ν"*«, this equation can be written in terms of mathematical expectations, 
resulting in: 
Var e = λ ._//; +"f(Td )Ts,Td'). T d;
T s + T d ,Var χ {l-exp(-2t/Tx))dT.dTd dTs.dTd* 
The assumption of independence between Td, Tx and Td' is not entirely correct, 
because of some autocorrelation that can exist between Td and Td' . However, 
over a range for p, this correlation is low and the following simplification 
can be made: 
fCTd.Ts.Td') = f(Td) . f(Ts) .f(Td') 
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Evaluation of the last two equations leads to 
Var e = Var χ (1+λ Τχ/2 [_y"f(Ts) exp(^Ts/Tx)dTs ^/"fCTd') exp(-2Td' /Tx)dTd' 
- ^ " f C T d ) exp(-2Td/Tx)dTd ] ) 
With the definition for the Laplace transform m mind, we can write 
Var e = Var χ (1+λΤχ/2 [{£(f(Ts))-1} £CF(Td))]
s = 2 / T x ) 
Combined with the definition of the measurability (eq 2) the resulting 
expression for the measurability equals eq 27 
By regarding the Laplace transforms of the distributions for the inter arrival 
times, the analysis times and the resulting waiting times, the solutions for 
different queueing systems are easily found (KL75, GR74) 
- The M/M/l system 
Interarrivai time disnbution f(f(Ts)) = X/(X+s) 
Analysis time distribution f.(f(Ta)) = v/di+s) 
Dead time distribution f(f(Td)) = μ(1-ρ)/{μ(1-ρ)+3} 
Combination with eq 27 gives the measurability 
m
2
 = [Tx/(Tx+2Ts)] {(1-p) Tx/[(l-p) Tx+2Ta]} 
- The D/M/l system 
Interarrivai time distribution £(f(Ts)) = exp(-s/X) 
Analysis time distribution £(f(Ta)) = ν/(μ+5) 
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Dead time distribution £(f(Td)) = μ(1-ε)/{ν(1-ε)+3} 
In which ε is numerically to be computed by the equation: 
ε = [£(fCTs))]
s = l i ( 1_ E ) 
or ε = exp{-v(l-e)/X) = βχρ{(ε-1)/ρ} 
This results in: 
m
2
 = exp(-2Ts/Tx).(l-E)Tx/{(l-E)Tx+2Ta} 
- The M/D/l system: 
Interarrivai time distribution: £(f(Ts)) = X/(X+s) 
Analysis time distribution f(f(ta)) = exp(-s/>i) 
Dead time distribution: £(f(Td)) = s.(l-p)/{(s-X) exp(s/u )+X} 
Combination with eq.27 results in. 
m
2
 = {Tx/(Tx+2Ts)}.2(l-p).Ts/{(2Ts-Tx).exp(2Ta/Tx)+Tx)} 
- The D/D/l system. 
The interarrivai time distribution. £(f(Ts)) = exp(-s/X) 
The analysis time distribution. £(f(Ta)) = exp(-s/v) 
The dead time distribution equals the analysis time distribution By a 
Taylor-series expansion of exp(-2Ta/Tx) the result equals the approximated 
equation 21 
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General conclusions and remarks 
The construction and validation of two laboratory simulation models has been 
completed succesfully. Both laboratories working in the field of water quality 
control, are widely different from simulated laboratories until now The 
present study confirms the possible use of this modelling technique as an aid 
in decision-making and as a generally applicable tool in analytical laboratory 
management However it takes considerable effort to obtain a simulation model 
with a certain degree of reliability in particular the collecting of real 
data from laboratory administration files and other sources is hindered by 
improper formats and lacking information More real data would be required m 
the construction of more realistic simulation models 
Probably a task is found in the development and implementation of laboratory 
information management systems (LIMS), the way of data-collection and 
-processing as used for the model-constructions could serve as a lead. It was 
noticed that even the laboratory management was sometimes surprised by the 
presentation -as used in the chapters III and IV- of the data of their own 
laboratory. Valuable information was supplied in this way. 
Experiments with both laboratory models were performed with various aims Some 
experiments gave direct indications for the enhancement of laboratory 
performance, e g with respect to waiting times. Factors of importance were 
-according expectation- workload and capacity However a quantitative picture 
showed relatively insensitive laboratory systems, in comparison with 
theoretical expectations. This is explained by the processing of samples in 
batches and the analysis time gain due to the overhead effect. Other 
observations of interest were made with respect to the input batchsize 
variance and the impact on waiting and delay times. A smaller batchsize 
variance leads to a decrease in delay and waiting times, Indicating that more 
'laboratory-input' control on the arrival of samples is worth considering, at 
least for one of the two laboratories studied. Other observations with 
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respect to e g maximal batchsizes and priority rules should be interpreted 
with care, as only a limited value may be attached to the simulation results 
However, these could serve in attempts to lower e g the uaiting times for 
e g the higher priority samples 
A comparison with theory is hard to make However, one particular algorithm 
could be of value in the (optimal) establishment of priorities Priority 
queuemg theory and simulated observations show a moderate agreement The 
same priority algoritm has been used in previous reported research (VASO) on a 
different laboratory and was proved to be of value 
The use of information theoretical computations is demonstrated in chapter VI 
The examples given are simple, but they show how practical results can be 
obtained in real decision-making An interesting observation is made m the 
use of pattern recognition techniques on water quality data the extracted 
relevant information constitutes only a small part of the information 
available, indicating that a number of analyses is redundant 
Chapter VI ends with a combined theory based upon the concept of mcasurability 
and queuemg theory The resulting equations indicate that by optimising 
towards information yield, optimal utilization factors are found The degree 
of organisation in the theoretical models determines the position of the 
optimal utilization factor without organisation it is found around a 
utilization factor of 0 5, shifting to the value of 1 in a perfect 
organisation, with increasing information yields However, such observations 
are restricted to purely theoretical models and further development is 
necessary to translate the results to usable parameters 
In general it may be concluded that simulation models are of value in 
laboratory decision-making The implementation of system analysis techniques 
and simulation tools in LIMS could support and facilitate its use 
Information theoretical algorithms could probably be implemented as well in 
such management systems, provided that historical data-files remain available 
for the required object parameters (entropy-before calculation) and that the 
analytical and quality control data files are available to complete the 
information yield picture (entropy-after calculation) However, more research 
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is needed to relate the measure of information to objectives and e g cost, in 
order to use it in real laboratory and analytical decision-making 
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S U M M A R Y 
In chapter I this thesis is placed in the current analytical research the 
search for tools and techniques in analytical decision-making at the level of 
laboratory organisation 
Chapter II is an outline of terms, techniques and theory concerning modelling, 
the statistical treatment of data, and queueing 
In chapters III and IV two simulation models are presented The first 
laboratory modelled is a provincial laboratory, the second one is a municipal 
drinking water laboratory The laboratories are similar in conception, as is 
reflected by their system-analytical presentation The main difference is 
found in their ways of sample handling In the provincial laboratory the 
samples are grouped according to origin, while in the drinking water 
laboratory they are grouped according the analyses that have to be performed 
on them 
Both simulation models have been completed succesfully (validated) and 
experiments show -within certain limits- where enhancement of laboratory 
performance could be achieved 
Comparison of the simulation models with simple queueing theoretical models 
shows large differences between the theoretical expectations and the 
simulation results, as depicted in chapter V However, some basic queueing 
theoretical features are still visible in the laboratory models, and in this 
respect queueing theory might be useful in the derivation of decision-making 
rules The quantitation of performance in dealing with laboratories is 
restricted only to e g waiting- or delay-times 
However, as is outlined in chapter VI, the aim of the analyses is not merely 
to present the requested analytical results as fast as possible It is 
emphasized that relevant information is wanted This might include speed, but 
an information theoretical approach relates the obtained information to the 
information already present (on the object), and the amount of -relevant-
information obtainable to the amount of information desired (the objective) 
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Some case-studies with respect to purification installations and 
surface-waters are given. 
The information yield is mostly restricted by the laboratory means, e.g. in 
the number of analyses that can be performed. A theory that connects 
information yield and laboratory model in this way is also presented in 
chapter VI. It reveals that in acquiring information it is not always wise to 
have as many samples analysed as possible, and that one should take into 
account the available capacity, when analytical programs are designed to solve 
problems. 
- 184 -
SAMENVATTING 
In hoofdstuk I wordt dit proefschrift in de huidige analytische research 
geplaatst het onderzoek naar gereedschappen en technieken in de analytische 
besluitvorming op het niveau van de laboratorium-organisatie 
Hoofdstuk II is een beknopte uiteenzetting van termen, technieken en theorie 
met betrekking tot model-vorming, de statistische verwerking van gegevens, en 
wachtrijen 
In de hoofdstukken III en IV worden twee simulatie-modellen gepresenteerd Het 
eerste laboratorium dat gemodelleerd is, is een provinciaal laboratorium, het 
tweede een gemeentelijk drinkwater laboratorium De laboratoria zijn gelijk 
van opzet, zoals wordt weerspiegeld in hun systeem-analytische presentatie. 
Het grootste verschil vindt men in de manier van monster-afhandeling In het 
provinciaal laboratorium worden de monsters gegroepeerd naar hun oorsprong, 
terwijl in het drinkwater-laboratorium deze worden gegroepeerd naar de 
analyses die erop verricht moeten worden 
Beide simulatie-modellen zijn succesvol afgerond ('gevalideerd') en 
experimenten tonen -binnen bepaalde grenzen- aan waar verbetering van 
laboratorium-prestatie zou kunnen worden bewerkstelligd Vergelijking van de 
simulatie-modellen met eenvoudige modellen uit de wachttijden-theorie toont 
grote verschillen aan tussen de theoretische verwachtingen en de 
simulatie-resultaten, zoals wordt vermeld in hoofdstuk V Sommige fundamentele 
kenmerken uit de wachtti jden-theone zijn evenwel zichtbaar in de 
laboratorlum-modellen, en in dit opzicht zou deze theorie nuttig kunnen zijn 
in de afleiding van besluit- vormings-regels Het kwantificeren van prestatie 
wordt, wanneer men met laboratoria te maken heeft, beperkt tot bijvoorbeeld 
wacht- en doorlooptijden 
Echter, zoals in hoofdstuk VI wordt geschetst, het doel van de analyses is 
niet, om de gevraagde analyse-resultaten alleen maar zo snel mogelijk te 
leveren Er wordt benadrukt, dat relevante informatie gevraagd wordt Dit kan 
snelheid inhouden, maar een informatie-theoretische benadering relateert de 
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verkregen informatie aan de al aanwezige informatie (van het object), en de 
hoeveelheid verkrijgbare relevante informatie aan de hoeveelheid gewenste 
informatie ( de doelstelling) Enkele gerichte studies met betrekking tot 
zuivenngs-installaties en oppervlakte-uater worden vermeld De 
informatie-opbrengst wordt vooral beperkt door de laboratorium-middelen, 
bijvoorbeeld in het aantal analyses dat kan worden uitgevoerd 
Een theorie waarmee op deze wijze informatie-opbrengst en laboratorium-model 
worden verbonden, wordt eveneens in hoofdstuk VI weergegeven Deze onthult 
dat het, in het verkrijgen van informatie, m e t altijd verstandig is om zoveel 
mogelijk monsters te laten analyseren, en dat men de beschikbare capaciteit in 
aanmerking moet nemen wanneer analytische programma's ter oplossing van 
problemen worden opgesteld 
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STELLINGEN 
behorende bij het proefschrift 
THE OPTIMAL UTILIZATION OF LABORATORIES 
FOR WATER QUALITY ANALYSES 
van 
T.Α.H.M. Janee 
Nijmegen, 23 oktober 1986 
1. Het illustreren van de correcte toepassing van de gelijkvormigheids-
toets met praktijk-data, waarin een duidelijke en significante oscil-
latie aanvezig is, doet de titel van deze uiteenzetting geveld aan. 
A.E. James, G.S. Szonyi: 'How to avoid lying with statistics', 
uit: 'Chemometrica: Theory and Application', B.R. Kowalski, 
ACS Symp. Series ¿2, Washington D.C., 1977. 
2. Het tevens variëren van de interne standaard-concentratie in de opzet 
van een GC- of HPLC-calibratie, met signaal-ratio's versus concentra-
tie-ratio's is mathematisch niet verantwoord. 
3. Het gebruik van de log-log transformatie voor GC-ijklijnen is af te 
raden op grond van optimalisatie van meetresultaten naar nauwkeurig-
heid en op grond van overzichtelijkheid met betrekking tot detectie-
grena en lineair werkgebied. Het werken met een gecontroleerd varian-
tie-model, waarna gewogen regressie kan worden toegepast, verdient 
meestal de voorkeur. 
D.A. Kurtz, Anal. Chim. Acta VjO (19Θ3), 105-llU. 
U. Het grafisch weergeven van residuen tegen de tijd, naast een chroma-
tografie-ijklijn, dient sterk te worden aanbevolen uit het oogpunt 
van weergave van het toegepaste calibratie- en controle-design en tot 
visuele controle van het verloop van een chromatografische run. 
5· Het gebruik van ratio-plots in HPLC met diode array detectie doet on­
recht aan de hoeveelheid analytische informatie die met deze appara­
tuur verkregen wordt en die in principe kan worden ongezet in rele­
vante informatie. 
6. In het onderzoek naar Optimalisatie van de bemonsterïngsfrequentie 
van routinematig waterkwaliteits-onderzoek' vordt te veinig aandacht 
besteed aan analytische en organisatorische aspecten. 
H20 15. (1982), 82-95. 
7. Het betitelen van chemometrici als ' software-Ъоегеп' lijkt eerder te 
duiden op een verlangen, dan te verwijzen naar een daadwerkelijke 
uitstalling van chemometrische computer-programmatuur. 
8. Het begeleiden van 'hackers' in hun doctoraalstudie ie een riakante 
onderneming. 
9. Het oprecht pogen tot het leiden van een geëmancipeerd mannelijk be-
staan lijkt onherroepelijk verbonden aan hevige twistgesprekken met 
de vrouwelijke partner. 
onze persoonlijke ervaring. 
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