Essays on Econometric Models of Relative Prices by Norman, Stephen
ESSAYS ON ECONOMETRIC MODELS OF RELATIVE
PRICES
A Dissertation
Presented to the Faculty of the Graduate School
of Cornell University
in Partial Fulﬁllment of the Requirements for the Degree of
Doctor of Philosophy
by
Stephen Everton Norman
August 2006c  2006 Stephen Everton Norman
ALL RIGHTS RESERVEDESSAYS ON ECONOMETRIC MODELS OF RELATIVE PRICES
Stephen Everton Norman, Ph.D.
Cornell University 2006
The ﬁrst chapter addresses the degree to which models which exhibit nonlinear
mean reversion, such as the smooth transition autoregressive model, present a reso-
lution to the purchasing power parity puzzle (see Rogoﬀ, 1996). A key contribution
of this paper is the development of a method of estimating a representative distrib-
ution of half lives which is based upon the observed distribution of shocks in a given
time series. This approach is implemented with data on four real exchange rates.
The results suggest that while NMR may produce half lives lower than the three
year benchmark, half lives shorter than two years are relatively uncommon. In the
second chapter, the tests of Kapetanios, Shin, and Snell (2003) and Bec, Salem,
and Carrasco (2004), which are designed to detect nonstationarity verses globally
stationary ESTAR nonlinearity, are extended to allow transition variables with
delay parameters greater than one. It is shown that both test statistics have the
same asymptotic distribution compared with the case when the delay parameter is
equal to one. The application of these generalized tests is illustrated in an empiri-
cal exercise using data on a set of 105 real exchange rates and 15 real interest rates.
The third chapter investigates the small sample properties of threshold parameter
estimation in the self exciting threshold autoregressive (SETAR) model. While it
has been shown that the conditional least squares estimator in the SETAR model
behaves poorly in general (see Kapetanios, 2000), this paper identiﬁes systematicsmall sample biases that results when the distribution of observations between
regimes is uneven. The importance of this issue is illustrated with Monte Carlo
experiments based on estimating “commodity points” in a law of one price frame-
work. The fourth chapter combines approaches focusing on the role of distance
and market heterogeneity to study what factors contribute to spatial violations of
the law of one price. Using data on disaggregated cost of living indices for a cross
section of 211 cities in the United States, evidence is provided that suggests that
not controlling for market heterogeneity could produce misleading estimates of the
role of distance on price diﬀerentials.BIOGRAPHICAL SKETCH
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ixChapter 1
How Well does Nonlinear Mean
Reversion Solve the PPP Puzzle?
1.1 Introduction
The concept of purchasing power parity1 (PPP) is one of the most empirically
well studied theories in international economics, perhaps because evidence of its
existence has been so elusive. Speciﬁcally, the well known “Purchasing Power
Parity Puzzle,” Rogoﬀ (1996), refers to the consensus produced by many studies
that deviations from PPP seem to be overly persistent despite the fact that the
nominal exchange rate is very volatile. The half lives of shocks to PPP, which have
been estimated to be on the order of three to ﬁve years, Rogoﬀ (1996), seem to be
extremely long even when PPP is viewed as a long-run concept. This has troubled
many researchers who inherently believe that some form of of this theory should
hold given the opportunity of arbitrage in international goods markets.
Modelling the dynamics of real exchange rates in a nonlinear framework is one
possible solution to the PPP puzzle that has received much attention over the
past several years. Discrete threshold autoregressive (TAR) models and smooth
1Absolute PPP suggests that the price of a basket of goods, when expressed in a
common currency, should be the same in any two countries. Relative PPP implies
that the rate of change of the nominal exchange rate should be the same as the
rate of change in the relative price levels between the two countries. This second
type of PPP is most often the focus of applied research because is is easily tested,
whereas tests of absolute PPP are not straightforward. This paper is concerned
with relative PPP. Real exchange rates are used when studying relative PPP be-
cause they are calculated as relative price indices multiplied by the appropriate
exchange rate. Thus, when relative PPP holds the real exchange rate should be
constant.
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transition autoregressive (STAR) models have been particulary popular in this
line of research. These models describe the data in terms of diﬀerent regimes
where a real exchange rate follows varying speeds of mean reversion according to
how far it is from its long run equilibrium. The use of these nonlinear models
stems from the theory of international goods markets arbitrage in the presence of
transportation costs and other impediments to trade. A number of studies have
used this approach and found support for the idea that nonlinear mean reversion
(NMR) is a characteristic of real exchange rates2.
Despite such evidence, establishing a good understanding of the degree of non-
linearity in this context has received only limited attention. This issue can be
expressed in the following question: what is the economic signiﬁcance of the non-
linearities found in real exchange rates? This is an important issue in assessing the
eﬃcacy of using such nonlinear models in terms of solving the PPP puzzle. If the
amount of nonlinearity found in real exchange rates is very small, doubt would be
cast on whether this approach represents a resolution to the PPP puzzle. Further-
more, if the degree of nonlinearity in real exchange rates is substantial, this would
suggest that international economic theory should also reﬂect the importance of
including transportation costs in the theoretical models.
Previous research has addressed the issue of measuring nonlinearity in part
through the use of impulse response functions which can be used to estimate half
lives of shocks to real exchange rates (see Taylor, Sarno, and Peel, 2001). This
method is appealing because half lives are frequently estimated in linear models.
As a result, a direct comparison can be made between the nonlinear and linear
models in terms of the estimated speed of mean reversion. The use of impulse
2See Section 1.2 for a short review of this literature.3
response functions in nonlinear models is problematic because the exact shape of
the impulse response function depends on the initial conditions at the time of the
shock and the size of the shock itself.
This paper develops a systematic method of implementing impulse response
analysis when using a model that exhibits NMR. Particular attention is paid to
the importance of choosing shocks that are representative of the data as suggested
by Gallant et al. (1993) and Koop et al. (1996). In addition, it is shown that
it is feasible to generate a distribution of implied half lives. This approach is
applied to modeling NMR in four real exchange rates using a STAR model. The
results suggest that while NMR may produce half lives lower than the three year
benchmark, half lives shorter than two years are relatively uncommon.
The remainder of the paper is as follows: Section 2 provides a brief overview of
the economic theory motivating nonlinear mean reversion in real exchange rates.
Section 3 reviews two common approaches to nonlinear impulse response analysis.
Section 4 develops systematic method of implementing impulse response analysis
when using a model that exhibits NMR. Section 5 provides a discussion of char-
acterizing the distribution of half lives in real exchange rates. Section 6 contains
an empirical example of implementing impulse response analysis using the STAR
model and monthly real exchange rate data. Section 7 concludes the paper.
1.2 Nonlinear Mean Reversion in Real Exchange Rates
The idea of relative prices following a NMR process is not new as Obstfeld and
Taylor (1997) point out: Heckscher (1916) hypothesized that adjustment towards
the Law of One Price (LOOP) should not take place if diﬀerence in prices in
international goods markets were small. This is due to the fact that transportation4
costs and other impediments to trade render arbitrage unproﬁtable if the possible
revenue from committing arbitrage is smaller than the associated costs. Trade
frictions thus create a range of price diﬀerentials, bounded by “commodity points,”
where adjustment towards LOOP does not take place. Deviations from LOOP of
this size are then persistent because, in the absence of arbitrage, there is no force
pushing relative prices towards unity. When diﬀerences in prices are large enough,
arbitrage is feasible and the price diﬀerentials will tend to shrink over time.
Thus, given the theory of international goods market arbitrage in the presence
of transportation costs, the speed of mean reversion in relative prices should vary
depending on how far relative prices are from their equilibrium value. Small devi-
ations should be associated with slow or no reversion, and larger deviations should
exhibit increased reversion towards the mean. Obstfeld and Taylor (1997) tested
this theory using a discrete threshold autoregressive TAR to estimate commodity
points for groups of goods such as clothing, fuel, or food. They found that when
taking into account potential nonlinearities, the implied rate of reversion in relative
prices could be estimated in half lives of “months rather than years.”
Because LOOP is the foundation of PPP, researchers have applied the same
type of analysis to real exchange rates. The validity of this approach is supported
by the fact that, real exchange rates can be interpreted as a relative prices because
they are calculated as the ratio the prices indices in two countries where both in-
dices are expressed in the same currency. Discrete commodity points are appealing
when dealing with individual goods or disaggregated groups of goods, but when
working with real exchange rates, the consensus is that there is little reason to
believe that a discrete threshold exists which determines an abrupt change in the
speed of mean reversion towards the long run equilibrium.5
To study the NMR in real exchange rates, Micheal, Nobay, and Peel (1997)
follow this reasoning by using a STAR model where the transition from mean re-
version to unit root behavior is smooth rather than discrete. van Dijk, Terasvirta,
and Franses (2002) provide a review of this model. The STAR model by far seems
to be the most popular nonlinear model among applied researchers in terms of
modelling the nonlinear dynamics of real exchange rates. Papers following Obst-
feld and Taylor (1997) and Micheal, Nobay, and Peel (1997) have found additional
empirical evidence that supports the idea that real exchange rates follow a non-
linear mean reverting process (see Sarno et al. (2004); M. P. Taylor et al. (2001);
Baum et al. (2001); M. P. Taylor & Peel (2000)).
1.3 Nonlinear Impulse Response Analysis
Implementing impulse response analysis in a nonlinear setting follows at least two
main approaches provided by Gallant et al. (1993) (hereafter GRT) and Koop et
al. (1996) (hereafter KPP).3 These methods address the two major diﬃculties with
estimating impulse response functions when the model of choice is nonlinear. The
ﬁrst complication is that the shape of the impulse response function is dependent
on the initial condition. For example, if the initial condition is chosen near the
mean, where the process is very persistent, the impulse response function with
revert to zero very slowly. On the other hand, if the initial condition is chosen
such that it is far from the mean, the impulse response function with tend to
zero quickly because of the increase in the speed of mean reversion. The other
complication is the fact that the size of the shock itself will also inﬂuence the
3While both approaches focus on multivariate models, in this paper only uni-
variate methods will be addressed.6
shape of the impulse response function. The reasoning is similar to that given
with respect to the dependency of the initial condition: larger shocks will imply
shorter half lives because the process will be farther away from the mean where
there is faster mean reversion. In linear models, the initial condition and size of
the shock do not aﬀect the size of the estimated half life.
1.3.1 Gallant, Rossi, and Tauchen approach
GRT describe the impulse response function of a nonlinear model as the diﬀerence
in the conditional mean perturbed by some shock and the unperturbed condi-
tional mean. More formally, suppose {yt} is a stationary process with a con-
ditional density, f(y|x), that depends on p lags, with the lags of yt denoted as
xt = (yt−1,...,yt−p). The conditional mean of yt+j given the initial condition x0 is
ˆ yj(x0) = E[yt+j|xt = x0] =
Z
...
Z "
j−1 Y
i=0
f(yi+1|xi)
#
dy1 ···dyj−1. (1.1)
Because the analytical solution to (1.1) is unattainable given most nonlinear mod-
els, Monte Carlo integration is usually used to estimate the conditional mean
above.
The conditional mean is perturbed by a scalar shock, δ, in the following manner.
Given an initial condition, x0, deﬁne x∗
0 ≡ (y0+δ,...,y−p+1). The impulse response
function at time t + j is then deﬁned as
IRF(j,δ,x0) ≡ ˆ yj(x
∗
0) − ˆ yj(x0) (1.2)
Note that the impulse response function (IRF) depends on the size of the shock δ
and the initial condition x0.
GRT suggest that one “inspect a scatter plot of the data ...and visually de-
termine shocks ...that appear typical relative to the historical dispersion of the7
data.” This is important considering that the impulse response function should be
based on shocks that are representative of the data. In the case of NMR models,
it would be possible to generate half lives of almost any size by simply choosing a
the size of the shock to be suﬃciently large or small.
GRT propose two strategies to deal with the dependence of the impulse response
function on the choice of the initial condition or history of the time series. The
ﬁrst is to simply set the initial condition, x0 to E[xt]. The second is to the modify
the impulse response function to be conditional on the “average history” of the
time series. This done by drawing x0 from the empirical distribution of xt, and
computing an impulse response function for each drawing, and then average across
all drawings.
1.3.2 Koop, Pesaran, and Potter approach
KPP deﬁne the impulse response function in the following manner. They deﬁne
the “traditional impulse response function” as
IRF(j,δ,ωt−1) = E[yt+j|vt = δ,vt+1 = 0,...,vt+j = 0,ωt−1]
− E[yt+j|vt = 0,vt+1 = 0,...,vt+j = 0,ωt−1] (1.3)
where the model is given by
yt+1 = F(yt−1,...,yt−p) + vt, (1.4)
where yt is assumed to be a Markovian process, and ωt−1 is the information set at
time t − 1. The dependence of the impulse response function on ωt and δ reﬂect
the relevance of the history of the process and the size of the shock.
To deal with the problem of choosing the initial condition and size of the shock,
KPP utilize the generalized impulse response function (GIRF) (originally proposed8
in Potter, 1994)
GIRF(j,vt,Ωt−1) = E[yt+j|vt,Ωt−1] − E[yt+j|Ωt−1] (1.5)
where Ωt−1 is the random variable of which ωt−1 is a speciﬁc realization. KPP
note the because (1.5) is the diﬀerence of two expectations conditional on random
variables, the GIRF itself is a random variable. They propose that a natural choice
for the distributions of vt and ωt−1 are those that generate the time series itself. It
is also possible to condition on a speciﬁc history and/or a speciﬁc shock:
GIRF(j,vt,Ωt−1 = ω0) = E[yt+j|vt,Ωt−1 = ω0] − E[yt+j|Ωt−1 = ω0] (1.6)
GIRF(j,vt = δ,Ωt−1) = E[yt+j|vt = δ,Ωt−1] − E[yt+j|Ωt−1] (1.7)
GIRF(j,vt = δ,Ωt−1 = ω0) = E[yt+j|vt = δ,Ωt−1 = ω0] − E[yt+j|Ωt−1 = ω0]. (1.8)
KPP note that the expected value of the unconditional GIRF, in (1.5), and the
GIRF only conditional on a speciﬁc history, in (1.6), is zero while the GIRF con-
ditional on a speciﬁc shock (eqs. 1.7 and 1.8) is in general not zero. KPP focus
their attention on the use of the GIRF as a random variable, and as such, only
condition on a speciﬁc history or a speciﬁc shock, not both.
Contrasting their work with that of GRT, KPP note that when GRT condition
their IRF on the “average history,” this is similar to simply looking at the expected
value of (1.7),
E[GIRF(j,vt = δ,Ωt−1)] = E[yt+j|vt = δ] − E[yt+j]. (1.9)
While the average value may be of interest in reporting a representative IRF, KPP
observe that the expected value of a nonlinear impulse response “can hide a great
deal of important information” because the eﬀect of shocks may be dependant on
the history of the process. This is particularly true of nonlinear mean reverting
models, where shocks are less persistent the farther the process is from its mean.9
1.4 Impulse Response Analysis for NMR models
1.4.1 Modeling Shocks
In general, impulse response functions attempt to describe the persistence of the
addition of a shock or perturbation to a time series under the assumption that the
process follows some functional form. GRT and KPP are an example of contrasting
approaches to the incorporation of the shock into the impulse response function.
GRT focus exclusively on the addition of a shock of ﬁxed size while KPP propose
that in addition to this approach it is also possible base the impulse response
function on the empirical distribution of the shocks.
There are at least two diﬀering perspectives regarding how to model a shock
taking place at time t, which will be denoted δt. To see this, consider the following
(possibly) nonlinear model,
yt = F(xt,θ) + εt, (1.10)
where xt = (yt−1,...,yt−p) and θ is a set of parameters. First, δt could be viewed
as the total eﬀect of the individual innovations, (εt,...,ε1), that have moved the
process away from its mean up to time t:
δt = E[yt] − yt. (1.11)
In a simple AR(1) model with no intercept and an autoregressive parameter ρ it
would follow that δt = E[yt]−(εt +ρεt−1 +ρ2εt−2 +...+ρt−1ε1 +ρty0). Second, δt
could be viewed as the value of the random component of a time series that occurs
in any given time period:
δt = yt − F(xt,θ) = εt. (1.12)
Under this perspective the size of the shock is simply the value of the error term.10
The practical diﬀerences between these two perspectives is evident when one
considers the selection of the size of a shock while implementing nonlinear im-
pulse response analysis. In particular, one important concern when choosing the
size of the shock is to make some assurance that the shock is characteristic of
the time series process being studied. If one modelled shocks according to (1.11),
representative shocks could be identiﬁed by examining the dispersion of the indi-
vidual observations of the data with respect to the mean. On the other hand, if
the shock were modelled according to (1.12) then the estimated residuals would
provide shocks that would be typical of the data. The fact that GRT suggest
inspecting the scatter plot of the data to facilitate the determination of the shock
size, suggest that they chose to view shocks as the accumulation of individual
one period innovations. KPP on the other hand suggest drawing from the esti-
mated residuals to choose a representative shock, which suggest that they adopt
the contrasting perspective.
In the context of nonlinear mean reversion, the perspective adopted in this
paper is that the question of how long it should be expected for a process to
return to its long run equilibrium seems to be more relevant than how persistent
are one period innovations. The motivation for this belief is that the central
issue under investigation in this paper is modelling reversion towards the mean.
Thus modelling according to (1.11) is the more appropriate view in the context of
nonlinear mean reversion.
1.4.2 Selecting the Initial Condition
The other concern when formulating a nonlinear impulse response function is the
choice of the initial condition, xt = (yt−1,...,yt−p). Again there seems to be two11
major approaches. The ﬁrst is setting the elements of the vector of initial conditions
equal to speciﬁc values, and the second is allowing the impulse response function
to somehow be representative the data in terms of the initial condition. It was
shown in the previous section that GRT propose the use of both methods, while
KPP focus mostly on the second approach. Under the perspective that a shock is
an accumulation of innovations that drive a process away from its mean, it would
make sense to ﬁx the initial condition which receives the shock, yt−1, to a value
equal to the mean. Using any other initial condition besides the the mean would
be equivalent to incorporating a perturbation into the initial condition without
applying the shock.
GRT suggest setting all the elements of xt equal to E(yt). Setting each element
of the vector of initial conditions equal to the mean has the drawback of not
being representative of the data. An alternative approach would be to ﬁnd values
of (yt−2,...,yt−p) that are “typical” given yt−1 = E(yt). One method of doing
this that does not rely on estimating the joint distribution F[yt−2,...,yt−p|yt−1 =
E(yt)] would be to produce artiﬁcial data using the estimated model as the data
generating process and ﬁnd observations, y∗
t, that are suﬃciently “close” to the
mean, i.e.
y
∗
t s.t. (µ − τ) ≤ y
∗
t ≤ (µ + τ), (1.13)
where τ is a small number. Given such a y∗
t, the elements of xt would be y∗
t and
its p lags. To estimate a nonlinear impulse response function using Monte Carlo
integration based on N replications, one would generate data until N individual
observations were identiﬁed that satisﬁed (1.13).4 These observations and their
4See the appendix for an explanation of how Monte Carlo integration was used
in this paper.12
p lags would form a set of initial conditions suﬃcient to calculate the impulse
response function. This approach would be more in line with the suggestion of
KPP to treat the initial condition as a random variable and is the approach used
in this paper.
1.4.3 Previous Research
There has been relatively little application of nonlinear impulse response analysis to
assessing the success of nonlinear mean reversion as a resolution to the PPP puzzle.
One study which does address this issue is M. P. Taylor et al. (2001) (hereafter
TPS) which follows the approach of GRT in estimating half lives produced in a
STAR framework using data on real exchange rates. TPS use shocks of size 40%,
30%, 20%, 10%, 5%, and 1% which produce half lives based on a ﬁxed initial history
equal to the estimated mean of the process and based upon average initial history
(see Tables 1.1 and 1.2). Given that some of the estimated half lives are smaller
than the lower bound of three years that Rogoﬀ (1996) gives as the consensus of
half lives produced by linear models, TPS cite this as evidence that nonlinear mean
reversion may present itself as a solution to the PPP puzzle.
The half lives produced when the impulse response function is based on the
average initial condition (provided in Table 1.2) are all substantially smaller than
the half lives in Table 1.1. The reason for this is that given a certain shock size,
setting the initial condition equal to the mean will produced the longest possible
half life. Thus, because the same shock sizes are used in both tables and those
in Table 1.2 are are based upon initial conditions not equal to the mean, it must
necessarily be that the half lives in Table 1.2 are shorter than those in Table 1.1.
Further, if the shocks TPS use are representative of dispersion of the data from the13
Table 1.1: Half Lives: Fixed Initial History
Shock (%) 40 30 20 10 5 1
UK 22 30 34 40 42 43
Germany 33 30 48 54 55 56
France 30 37 45 51 53 54
Japan 44 52 60 66 68 69
Notes: This table is reproduced from Tay-
lor et. al (2001).
Table 1.2: Half Lives: Average Initial History
Shock (%) 40 30 20 10 5 1
UK 10 20 22 26 29 32
Germany 11 14 18 25 29 33
France 13 18 24 33 38 40
Japan 14 18 24 32 38 42
Notes: This table is reproduced from Tay-
lor et. al (2001).14
mean then using the same shocks with an average initial condition would produce
an impulse response function which is not characteristic of the data.5 To see this
note that if yt−1 is the initial condition which receives a shock and δMAX is the size
of the shock which is equal to the the distance between the most extreme value of
the data (yMAX) and the mean (µ) then
yMAX = yt−1 + δMAX = µ + δMAX. (1.14)
If δMAX were used to calculate an impulse response function based upon an average
initial condition then it would be true that
yt−1 + δMAX ≥ yj for all j,t = 1,...,T. (1.15)
In other words, δMAX added to any possible initial condition will be larger than
all observations. As a result, while δMAX is typical of extreme deviations from
the mean of the process, it will not produce impulse response functions that are
characteristic of the process when based upon an average initial condition.
1.5 Characterizing the distribution of half lives
Assuming that it is sensible to set the initial condition that receives the shock equal
to the estimated mean and to model shocks as an accumulation of one period in-
novations when constructing a nonlinear impulse response function, the remaining
question is whether to use ﬁxed values of shocks or to model the impulse response
as a random variable conditioned on the empirical distribution of the shocks. The
advantage of using ﬁxed shocks is the ability to identify varying speeds of mean
reversion, but using ﬁxed shocks does not provide information regarding what is
5TPS do not discuss whether the shocks they employ are characteristic of the
data they use.15
characteristic of the process in general (i.e. how common are each size of shocks).
On the other hand, the expected value of the impulse response function, condi-
tional on the distribution of shocks, provides a representative impulse response
function, but does not characterize diﬀering speeds of mean reversion.
In addressing the question of whether or not NMR is a solution to the PPP
puzzle, it would be informative to gain an understanding of the distribution of rates
of mean reversion and which are representative of the data. The issue, as GRT
observe, is that “it is clearly impractical to report the impulse-response sequences
for many diﬀerent [initial conditions]” or shocks. This problem can be ameliorated
by focusing on the half live and not the impulse response function. Because the
half live is a single number, and not a function, it would be possible to report
the half life associated many diﬀerent sizes of shocks. Further, given a sample of
shocks which are representative of the process, it would be possible to estimate the
distribution of associated half lives. A half life, h would be characterized by the
following expression, using the notation of GRT:
min[h] s.t. E[yt+h|yt−1 = µ + δ] − E[yt+h|yt−1 = µ] ≤
δ
2
(1.16)
Replacing δ in (1.16) with ∆, where ∆ is the random variable of which δ is a single
realization, would produce a random variable H which represents the distribution
of half lives in the nonlinearly mean reverting process.
The distribution of H can be estimated by carrying out the following steps:
1. Specify and estimate the NMR model.
2. Calculate the shock associated with each observation yt, t = 1,...,T, as
δ = yt − ˆ µ where ˆ µ is the estimated mean of the process.16
3. For each shock, calculate the associated impulse response function using the
Monte Carlo integration method described in the Appendix.
4. The half life corresponding to each shock is then calculated according to
(1.16).
5. Draw with replacement from the set of shocks and associated half lives.
6. Given the set of half lives produced in the previous step, one can plot the
empirical CDF of H or estimate the PDF of H using kernel density estima-
tion.
1.6 An Illustration of Calculating Half Life Distributions
through an Empirical Application
The two most popular models used to study nonlinear mean reversion in real
exchange rates are the threshold autoregressive (TAR) model and the smooth
transition autoregressive (STAR). Both models describe a process whose dynamics
are a convex combination of at least two diﬀerent regimes. The STAR model is
generally preferred over the TAR model when studying PPP because the transition
between slow mean reversion to fast mean reversion is smooth. Given that PPP
is based upon studying the dynamics of real exchange rates, which are calculated
using some sort of price index, there is little reason to believe that the transition
between diﬀerent rates of mean reversion is discrete.17
1.6.1 The Smooth Transition Autogregressive Model
A general two regime transition model can be expressed as:
yt = (α0 + α1yt−1 + ... + αpyt−p)
+ [(β0 − α0) + (β1 − α1)yt−1 + ... + (βp − αp)yp]R(zt,θ) + εt. (1.17)
Whether the time series process follows a AR(p) model parameterized by α =
(α0,α1,...,αp) or β = (β0,β1,...,βp) is governed by the transition function R(·),
which is itself a function of some transition variable zt and a set of parameters θ.
In the smooth transition model, R(zt,θ) is a smooth function bounded between
zero and one, R : R → [0,1]. The intuition being that the value of the transition
function will determine the proportion of each regime present in the dynamics
of the process the value of the transition variable. There are two popular smooth
transition functions which comprise almost all transition functions used in practice:
the logistic function
R(zt;θ) =
1
1 + exp[−(γ/ˆ σzt)(zt − µ)]
, (1.18)
and exponential function,
R(zt;θ) = 1 − exp[−(γ/ˆ σzt)(zt − µ)
2], (1.19)
In the STAR model, θ = (γ,µ). In both cases, larger values of γ are associated with
faster transitions. As suggested by Granger & Ter¨ asvirta (1993), the parameter γ
is divided by the sample standard deviation of the transition variable in order to
speed convergence of the estimation algorithm and allow comparisons of estimates
of γ across equations.
An important sub-class of STAR models is the “self-exiting” variety. A model
of this type is self-exciting if the transition variable is a lagged dependent variable,18
zt = yt−d. In the context of mean reversion in relative prices, like real exchange
rates, most threshold or transition models used are self-exciting. While the choice
of a transition variable is part of the modelling process, many researchers studying
PPP limit their choice of transition variables to lagged real exchange rates. The
motivation for this is that, if one believes that arbitrage is the main force driving
real exchange rates to their equilibrium level, any mean reversion that is taking
place now should exist because some past value of the real exchange rate were such
that arbitrage was feasible. The amount of time that it takes for economic agents
to respond to large deviations from PPP determines the value of the lag of the
transition variable.
One simple model that could be used in the context of PPP is given by:
yt − µ = ρ1(yt−1 − µ) + (ρ2 − ρ1)(yt−1 − µ)R(yt−1,θ) + εt (1.20)
If the theory of real exchange rates in the presence of transportation costs holds
then one would expect that ρ1 = 1 and ρ2 < 1. The threshold function would
also need to be an inversely bell shaped function that is bounded between one and
zero. The exponential function (2.3) has these characteristics, and consequentially
is almost exclusively used to model nonlinear mean reversion.
1.6.2 Testing for Nonlinearity
The concept of testing linearity in the STAR framework is complicated by the
fact that there are unidentiﬁed nuisance parameters under the null hypothesis of
linearity. This can be seen in one of two ways. If the model is truly linear then
either the parameter governing the rate of transition is zero or there is no diﬀerence
between the autoregressive dynamics between regimes. If the former is true then19
the parameters governing the autoregressive dynamics are unidentiﬁed because it
doesn’t matter what they are if there is no transition between regimes. On the
other hand, if the is no diﬀerence between regimes then diﬀerent values of the
parameter governing the rate the transition will result in the identical model.
To deal with the problem of nuisance parameters in the STAR framework,
Saikkonen and Luukkonen (1988) propose replacing the transition function with
a second order Taylor series approximation around γ = 0. van Dijk et al. (2002)
explains that, given this approximation, the error in the Taylor series approxima-
tion would then be part of the regression error term. Under the null, the Taylor
approximation error would be zero and as a result the properties of the error
term would not be aﬀected. The test of nonlinearity would then simply be a test
that the coeﬃcients on the variable aﬀected by the Taylor approximation are zero.
Speciﬁcally,
R(zt;θ) = δ0 + δ1zt + δ2z
2
t + T(zt;θ) (1.21)
would be the Taylor approximation with T(zt;θ) as the Taylor remainder term.
Testing linearity is then based upon the auxiliary regression
yt = φ
0
0xt + φ
0
1xtzt + φ
0
2xtz
2
t + ε
∗
t (1.22)
where xt = (1,yt−1,...,yt−p) and ε∗
t = εt + T(yt−1;θ)(β − α)xt. The linearity test
can then be stated as H0 : φ1 = φ2 = 0 against the alternative that H1 : φ1 6=
0 or φ2 6= 0.
An additional complicating factor in testing linearity in this context stems
from the diﬃculty of rejecting the null hypothesis of a unit root in real exchange
rates. The linearity test used to detect STAR type nonlinearity is dependent on
the assumption that the process is stationary. Further, even when there are no20
unidentiﬁed parameters under the null hypothesis of linearity, conventional infer-
ence on the STAR parameters estimated by NLS is also dependent on the process
being stationary. Given that this paper concerns itself with the comparison of the
half lives produced by linear and nonlinear models, not the stationarity of real ex-
change rates, the issue of testing for the existence of a unit root the real exchange
rates under study will not be addressed. This is in line with Murray and Papell
(2002) who, in a paper studying half lives of shocks produced in linear models in
a PPP context, are “not concerned with the statistical question of whether unit
roots in real exchange rates can be rejected and report no statistics.”
1.6.3 Specifying the STAR Model
When applying the exponential STAR model as described in (2.1) to the analysis
of possible nonlinear mean reversion in real exchange rates, the parameters β =
(β0,β1,...,βp) are usually not freely estimated (see Panos et al. (1997); M. P.
Taylor et al. (2001); Kapetanios et al. (2003)). One common constraint made in
this context is
β = (β0,β1,...,βp) = (0,0,...,0). (1.23)
This implies that for very large deviations, the speed of reversion is close to im-
mediate. This is consistent with the theory of real exchange rates in the presence
of transaction costs: the larger the deviation from the long run equilibrium level
of the real exchange rate the faster the rate of reversion. The STAR models used
in this paper are also speciﬁed with this constraint. An additional constraint used
here, which is also consistent with economic theory, is that reversion takes place
towards the mean. Thus the exponential STAR model that will be used in this21
paper is given by:
yt = (α0+α1yt−1+...+αpyt−p)−[(α0−µ)+α1yt−1+...+αpyt−p]R(yt−d;µ,γ)+εt,
(1.24)
where R(yt−d;µ,γ) is the exponential function given in (2.3).
The modelling procedure follows the suggestions of van Dijk et al. (2002). A
linear AR model of order p is speciﬁed by ﬁrst using the AIC criterion and then
adding additional lags as needed in order to fail to reject the null hypothesis of
no autocorrelation of the residuals up to order 12 using the Breusch-Godfrey test.
The null hypothesis of linearity is then tested against STAR nonlinearity using the
aforementioned test described in (2.5) using the set of possible transition variables:
(yt−1,yt−2,...,yt−11,yt−12). The candidate transition variable that rejects linearity
most strongly, yt−d, is chosen to be the transition variable used in the estimation
of the model. The STAR model with p lags and yt−d as the transition variable
is then estimated using NLS. The hypothesis of no error autocorrelation is also
tested subsequent to estimating the model using the tests described in Dijk et al.
(2002).
1.6.4 Data
This paper uses monthly real exchange rate data for four country pairs, UK/US,
Germany/US, France/US, and Italy/US over the post-Bretton Woods period from
1973:1 to 1998:12 for Germany/US, France/US, and Italy/US and from 1973:1
to 2000:12 for UK/US. The data was obtained from the International Monetary
Fund’s online International Financial Statistics database6. The real exchange rates
6The German CPI was taken from Datastream c .22
(yt) used were constructed as
yt ≡ st + pt − p
∗
t
where st is the logarithm of the nominal exchange rate (foreign price of domestic
currency), pt is the logarithm of the domestic consumer price level, and p∗
t is the
logarithm of the foreign consumer price level.
1.6.5 The Distribution of Half Lives in Real Exchange Rates
Table 1.3 presents the results of tests for nonlinearity, selection of the transition
variable, and lag length for the four exchange rates using the procedures described
already. In each case (under the assumption of stationarity) there is evidence of
nonlinearity in the four exchange rates, although the test statistic for the Italy/U.S.
real exchange rate is not quite signiﬁcant at the 5% level. The results of the
estimation of the exponential STAR models as speciﬁed in (1.24) and the residual
diagnostics are reported in Table 1.4. In all cases there appears to be no remaining
serial correlation.
Half lives were calculated according to the procedure given in Section 1.5.7 The
half lives for each shock are plotted against the value of the associated shocks in
Figures 1.1-1.4. Next, 5000 draws with replacement were taken from the set of
possible shocks and the associated half life. This sample formed the basis for the
estimation of the distribution of the half lives. Graphs of the empirical CDFs are
presented in Figures 1.5-1.8. The probability that the half live, h, is less that
36, 24, and 12 months are also given in Table 1.5. The half life PDF for each
exchange rate was also estimated using the kernel smoothing function with the
7The value of τ in expression 1.13 used to generate the initial conditions was
ˆ σyt/10,000, where ˆ σyt is the sample standard deviation of the real exchange rate.23
Table 1.3: Tests for linearity
Country d P-value p
UK 8 0.046 2
Germany 12 0.016 1
France 12 0.035 1
Italy 12 0.052 1
Notes: The order of the autoregression, p, was chosen based on test for serial
correlation. The lag length, d, of the transition variable yt−d, was chosen by
selecting d ∈ {1,...,12} which minimized the P-value of the test statistic given
by the regression of the model in (2.5).
Table 1.4: STAR Estimation
α0 α1 α2 γ RMSE LMMAX
SI
UK -0.0039 1.068 -0.0530 0.1901 0.0316 11.70
(0.008) (0.057) (0.058) (0.065) [0.39]
Germany -0.0179 1.030 0.1652 0.0323 9.05
(0.010) (0.019) (0.052) [0.17]
France -0.0369 1.020 0.1533 0.0316 0.718
(0.034) (0.020) (0.060) [0.40]
Italy -0.1240 1.017 0.1463 0.0306 8.88
(0.149) (0.020) (0.063) [0.18]
Notes: Standard errors are given in parentheses. P-values are given in square
brackets. RMSE is the root mean squared error of the regression. LMMAX
SI is
the LM statistic for serial correlation (Dijk et al. (2002)) with the lowest P-value
among statistics for serial correlation from the 1st to 12th order.24
Table 1.5: Descriptive Statistics of hc
Country Mean Median P(hc < 36) P(hc < 24) P(hc < 12)
(months) (Months)
UK 28.91 32 0.9042 0.2202 0.0000
Germany 44.51 48 0.2358 0.0910 0.0000
France 36.54 36 0.4896 0.1470 0.0000
Italy 44.44 48 0.2282 0.0948 0.0000
normal kernel and a bandwidth that is optimal for estimating normal densities.
The estimated PDF’s are plotted in ﬁgures 1.9-1.12. Descriptive statistics of the
estimated distributions are given in Table 1.5.
Comparing the estimated half life distributions in this paper to the 3-5 year
benchmark results in a mixed comparison. While almost the entire distribution of
half lives for the UK/US real exchange rate are below 36 months, only about a
quarter of the distribution of the Italy/US real exchange rate half life distribution is
below 36 months. What is more consistent are the percentage of half lives that are
below 24 months and 12 months. Half lives of these sizes are much less common.
In fact, in the four real exchange rates used in this paper the estimated half live
distributions suggest that half lives that are shorter than a year are almost never
encountered.
When addressing how well NMR solves the PPP puzzle, it is important to note
that half lives associated with very small deviations from PPP should always be
large. When the real exchange rate is close to its long run equilibrium there are
few proﬁtable arbitrage opportunities therefore shocks to the real exchange rate
will be very persistent. A more reﬁned question might be: for large deviations25
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Figure 1.1: Half Life vs. Shock Size (UK/US)
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Figure 1.2: Half Life vs. Shock Size (Germany/US)26
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Figure 1.3: Half Life vs. Shock Size (France/US)
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Figure 1.4: Half Life vs. Shock Size (Italy/US)27
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Figure 1.5: Half Life Empirical CDF (UK/US)
15 20 25 30 35 40 45 50 55 60
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Half Life in Months (h)
F
(
h
)
Germany/U.S. Empirical CDF
Figure 1.6: Half Life Empirical CDF (Germany/US)28
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Figure 1.7: Half Life Empirical CDF (France/US)
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Figure 1.8: Half Life Empirical CDF (Italy/US)29
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Figure 1.9: Estimated Half Life PDF (UK/US)
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Figure 1.10: Estimated Half Life PDF (Germany/US)30
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Figure 1.11: Estimated Half Life PDF (France/US)
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Figure 1.12: Estimated Half Life PDF (Italy/US)31
from PPP, where one would expect half lives to be less than three years, what
half lives are observed? To address this question some sort of distinction must be
made between “small” and “large deviations,” or deviations where it long half lives
are expected and those deviations which should produce shorter half lives. One
approximation is provided by Rogoﬀ (1996), who reports that “a crude estimate
of international shipping costs ... is estimated to be approximately 10 percent.”
Given that transportation costs are only one of many trade frictions, 10% should
provide a lower bound on the size of deviations which should produce smaller
half lives. In the set of shocks and associated half lives, the shortest half life for
shocks which are less than 10% in absolute value is 28, 51, 41, and 46 months
for the U.K./US, Germany/U.S., France/U.S., and Italy/U.S. real exchange rates
respectively. Thus for three out of four countries under study here, there is some
evidence that half lives greater than the three year benchmark exist in the presence
of arbitrage opportunities.
1.7 Conclusion
This paper addressed whether or not NMR, speciﬁcally the STAR model, present a
resolution to the PPP puzzle. Given the complications associated with implement-
ing impulse response analysis in a nonlinear setting, it is shown that it is feasible
to generate a distribution of implied half lives. Particular attention was paid to
the importance of choosing shocks that are representative of the data. The results
of half life distribution estimation for the four real exchange rate estimation in this
paper suggest no clear consensus as to how well NMR solves the PPP puzzle. It is
clear that while NMR may produce half lives lower than the three year benchmark,
half lives shorter than two years are relatively uncommon.32
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Testing for a unit root against ESTAR
nonlinearity with a delay parameter
greater than one
2.1 Introduction
Using nonlinear time series models has become increasingly popular with data,
such as real exchange rates and real interest rates, where the presence of a unit
root cannot be rejected using conventional linear tests.1 This has made testing
for the presence of nonlinear mean reversion against nonstationarity an important
topic of research. Papers which develop such tests include Kapetanios, Shin, and
Snell (2003), hereafter KSS, and Bec, Salem, and Carrasco (2004), herafter BSC.
These two tests are based upon Taylor approximations of the exponential smooth
transition autoregressive (ESTAR) model. ESTAR models which are used describe
nonlinear mean reversion are almost always speciﬁced as being “self-exiting.” This
implies that the transition variable, which controls the degree of transition from
one regime to another, is a lagged dependent variable with lag or delay, d.
In their tests, both KSS and BSC make the restriction that d = 1. The contri-
bution of this paper is the generalization of these two tests to allow d to be any
positive integer. It is shown that the asymptotic distributions of both test statistics
is identical to the case when d = 1. Based on Monte Carlo simulations, it is shown
that when the true delay parameter is greater than one, using the test with the
1See Panos et al. (1997); Sarno et al. (2004); Taylor et al. (2001); Baum et al.
(2001); Taylor & Peel (2000); Kapetanios et al. (2003)
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correct value of d improves power almost uniformly compared to constraining the
delay parameter to unity. The application of these generalized tests is illustrated
in an empirical exercise using data on a set of 105 real exchange rates and 15 real
interest rates. Allowing d > 1, decreases the number of real exchange rates where
one can reject the presence of a unit root in favor of stationary ESTAR nonlinear-
ity and increased the number of similar rejections for the set of real interest rates.
This highlights the importance of basing these tests on a freely estimated delay
parameter.
The remainder of this paper is as follows: Section 2 describes the STAR model
and associated tests of nonlinearity in the presence of possible nonstationarity.
The asymptotic distribution of the generalized tests are also derived. Section 3
focuses on the small sample properties of the generalized tests. Section 4 contains
a brief empirical exercise, and Section 5 concludes the paper.
2.2 Testing for the presence of a globally stationary ES-
TAR process against the null of a unit root
2.2.1 STAR model and Linearity tests
A general two regime transition model can be expressed in the following ex-
pression:
yt = (α0 + α1yt−1 + ... + αpyt−p)
+ [(β0 − α0) + (β1 − α1)yt−1 + ... + (βp − αp)yp]R(zt,θ) + εt. (2.1)
Whether the time series process follows a AR(p) model parameterized by α =
(α0,α1,...,αp)0, β = (β0,β1,...,βp)0, or some convex combination of the two38
is governed by the transition function R(·), which is itself a function of some
transition variable zt and a set of parameters θ. In the smooth transition model,
R(zt,θ) is a smooth function bounded between zero and one, R : R → [0,1].
The intuition being that the value of the transition function will determine the
proportion of each regime present in the dynamics of the process the value of
the transition variable. There are two popular smooth transition functions which
comprise almost all transition functions used in practice: the logistic function
R(zt;θ) =
1
1 + exp[−γ(zt − c)]
, (2.2)
and exponential function
R(zt;θ) = 1 − exp[−γ
2(zt − c)
2]. (2.3)
In both cases, larger values of γ are associated with faster transitions. An impor-
tant sub-class of STAR models is the self-exiting STAR processes. A transition
model is self-exciting if the transition variable is a lagged dependent variable,
zt = yt−d.
The concept of testing linearity in the STAR framework is complicated by the
fact that there are unidentiﬁed nuisance parameters under the null hypothesis of
linearity. This can be seen in one of two ways. If the model is linear then either
the parameter governing the rate of transition is zero or there is no diﬀerence
between the autoregressive dynamics between regimes. If the former is true then
the parameters governing the autoregressive dynamics are unidentiﬁed because it
doesn’t matter what they are if there is no transition between regimes. On the
other hand, if the is no diﬀerence between regimes then diﬀerent values of the
parameter governing the rate the transition will result in the identical model.
To deal with the problem of nuisance parameters in the STAR framework,39
Saikkonen and Luukkonen (1988) propose replacing the transition function with
a second order Taylor series approximation around γ = 0. van Dijk et al. (2002)
explains that, given this approximation, the error in the Taylor series approxima-
tion would then be part of the regression error term. Under the null, the Taylor
approximation error would be zero and as a result the properties of the error
term would not be aﬀected. The test of nonlinearity would then simply be a test
that the coeﬃcients on the variable aﬀected by the Taylor approximation are zero.
Speciﬁcally,
R(zt;θ) = δ0 + δ1zt + δ2z
2
t + T(zt;θ) (2.4)
would be the Taylor approximation with T(zt;θ) as the Taylor remainder term.
Testing linearity is then based upon the auxiliary regression
yt = φ
0
0xt + φ
0
1xtzt + φ
0
2xtz
2
t + ε
∗
t, (2.5)
where xt = (1,yt−1,...,yt−p) and ε∗
t = εt + T(yt−1;θ)(β − α)xt. The linearity test
can then be stated as H0 : φ1 = φ2 = 0 against the alternative that H1 : φ1 6=
0 or φ2 6= 0.
2.2.2 Testing for ESTAR nonlinearity versus a unit root
The tests of KSS and BSC, which test for the presence of ESTAR type nonlin-
earity against the null hypothesis of a unit root, are based upon the Dickey-Fuller
representation of the Taylor expansion used in the linearity test discussed already.
Speciﬁcally, the model employed is given by the following:
∆yt =
r2 X
r=r1
δryt−1y
r
t−d +
p X
j=1
αj∆yt−j + εt, (2.6)
where εt ∼ i.i.d(0,σ2). The tests are based upon the statistical signiﬁcance of the
parameters (δr1,...,δr2). KSS set r1 = r2 = 2 and derive the distribution of the40
t-statistic testing δ1 = 0 against the null hypothesis of δ1 < 0 when the true data
generating process (DGP) follows a unit root and d = 1:
tNL = ˆ δ2/s.e.(ˆ δ2). (2.7)
BSC set r1 = 1,r2 = 2 and derive the distribution of the Wald statistic, FNL,
testing δ1 = δ2 = 0 against the null of δ1 6= 0 or δ1 6= 0 when the actual DGP is a
unit root and d = 1. The distributions of both test statistics are free of nuisance
parameters. The proofs of the following theorems are given in the appendix.
Theorem 1. Under the null of a unit root, for d ∈ {2,3,4,...} and p ∈ {0,1,2,...},
the tNL statistic has the following asymptotic distribution
tNL
D →
R 1
0 W(r)3dW(r)
qR 1
0 W(r)6dr
where W(r) is the standard Brownian motion.
Theorem 2. Under the null of a unit root, for d ∈ {2,3,4,...} and p ∈ {0,1,2,...},
the tNL statistic has the following asymptotic distribution
FNL
D → h
0Q
−1h
where Q =



R 1
0 W(r)4dr
R 1
0 W(r)5dr
R 1
0 W(r)5dr
R 1
0 W(r)6dr


, h =



R 1
0 W(r)2dW(r)
R 1
0 W(r)3dW(r)


 and W(r)
is the standard Brownian motion.
The distributions of both tNL and FNL for d = 1 are the same as the case
when d = 1 (see KSS and BSC) which is convenient because the same asymptot-
ical critical values can be used. KSS note that to accommodate processes with
non-zero means and/or time trends, it may be necessary to de-mean and/or de-
trend the data prior to calculating the appropriate test statistic. In each case the41
asymptotic distribution of both test statistics will be the same except that stan-
dard Brownian motion, W(r), will be replaced by de-meaned and/or de-trended
standard Brownian motion. For brevity and because the non-zero mean case is
perhaps the most common case encountered empirically when using an ESTAR
model, only the de-meaned case will be studied in this paper.
2.3 Small sample properties
2.3.1 Size
Following KSS the size properties of the tNL and FNL statistics are studied by using
the following DGP:
yt = yt−1 + εt with εt = ρεt−1 + ut, (2.8)
where ρ = {0,0.5} and ut follows the standard normal distribution. Each statistic
was calculated based on a sample size of T = {50,100,200} in each of 20,000
iterations. The size properties were studied for d = {1,2,6,12}. When ρ = 0.5,
the model in (2.6) was estimated with p = 1. The nominal size was set to 5%.
The results are contained in Table 2.1 and suggest that for d > 1 it appears
that the tNL and FNL appear to under-reject somewhat, especially when the sample
size is small. It does not appear that one test statistic under-rejects more than the
other, but it is true that as d increases the size of both tests falls further below the
nominal level of 5%. This is somewhat unexpected considering that the asymptotic
distribution of both statistics is the same regardless of the value of d. The cause
of the diﬀerence in size depending on the value of d can be seen when comparing42
the formula for tNL with d = 1 to the same formula with d = 2 (see Appendix B):
tNL,d = 1 =
PT
t=1 y3
t−1εt q
ˆ σ2 PT
t=1 y6
t−1
(2.9)
tNL,d = 2 =
PT
t=1 yt−1y2
t−2εt q
ˆ σ2 PT
t=1(yt−1y2
t−2)2
=
PT
t=1(εty3
t−2 + εt−1εty2
t−2)
q
ˆ σ2 PT
t=1(y6
t−2 + εt−1y5
t−2 + ε2
t−1y4
t−2)
(2.10)
Focusing on the formula for tNL with d = 2 in (2.10) the second term in the sum-
mation in the numerator and the second and third term in the summation in the
denominator are present when d = 2 but not present when d = 1. Asymptotically,
those terms disappear but their presence does aﬀect the small sample distribu-
tion of the test statistic. Similar terms are present in the FNL statistic for d > 1.
In addition, the number of such terms increase the larger the value of the delay
parameter.43
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2.3.2 Power
Following KSS, the small sample power properties are based upon the following
ESTAR DGP:
yt = yt−1 + γ[1 − exp(θy
2
t−d)]yt−1 + εt (2.11)
with ε ∼ N(0,1), γ = {−1.5,−1,−0.5,−0.1}, and θ = {0.01,0.05,0.1,1}. In
particular, to gauge the importance of not restricting d = 1, we set d = {1,2,6,12}
and calculate the power for each test statistic with the correct value of d and with
d = 1. To also investigate the impact of using a value of the delay parameter
greater than the true value, d + 2 is also employed. The power simulations are
based upon 15,000 iterations.
The results of the power simulations are given in Tables 2.2-2.3. As expected, in
almost all of the cases presented in the Monte Carlo simulations, when the correct
value of d was used, the tests were more powerful. This is important considering
that for d > 1 the tests are conservative. The few exceptions, which are in bold,
occurred mainly when the amount of nonlinearity was extreme, θ = 1, and the
diﬀerence between regimes was small, γ = −0.1. It is also important to note that
there appears to be very little diﬀerence between the power of the tNL and the FNL
statistic. In other words, it appears the addition of the extra term in the Taylor
expansion adds little to the ability to reject the presence of nonstationarity when
the true DGP is ESTAR. Among all of the cases in the Monte Carlo experiments
in the paper when using the true value of d the average diﬀerence in power between
tNL and FNL was less than 0.01. Using d larger than the true value of the delay
parameter (d+2 in the Monte Carlo experiments) also results in a uniform power
loss in both tests.45
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2.4 Empirical Application
While economic theory predicts that both real exchange rates and real interest
rates should have a constant long run equilibrium, empirically, there have been
diﬃculties in rejecting the presence of a unit root in these time series (see Rose,
1998, and Rogoﬀ, 1996). Following KSS, the generalized tNL and FNL tests are
applied to data on real exchange rates and real interest rates to determine where
the existence of a unit root can be rejected in favor of nonlinear mean reversion.
Before proceeding with the discussion of the results, it is necessary to ﬁrst
address how the value of the delay parameter is selected in practice. Dijk et al.
(2002) suggest that, when specifying STAR models, one should select the value of
d that yields the lowest p-value for the linearity test employed. They note that
“the signiﬁcance level of the linearity test is not under control in this selection
procedure, [but] this is not problematic ... as the test statistic is used here as
a model speciﬁcation tool rather than as a strict linearity test.” On the other
hand, Hansen (1997) suggests that the estimated delay parameter should yield the
smallest sum of squared residuals amongst all candidate delay parameters.2 Given
that it is necessary to control the signiﬁcance level of the tests used in this paper,
the value of d will be chosen by estimating the regression (2.6) for each candidate
delay paramter and choosing the one for which ˆ σ2 is the smallest.3
2Hansen (1997) is concerned with threshold autoregressive (TAR) models, but
the content concerning selecting the delay parameter is relevant to the STAR
model.
3ˆ σ2 is given by 1
T−k
PT
t=1
ˆ ε2
t where T is the number of observations used to
estimate the regression, {ˆ ε1,..., ˆ εT} are the residuals from the regression, and k
is the number of parameters estimated in the regression.50
2.4.1 Real Exchange Rates
Data on real exchange rates were obtained for 105 country pairs. The countries
include Austria, Belgium, Canada, Denmark, Finland, France, Germany, Italy,
Japan, Netherlands, Norway, Spain, Sweden, Switzerland, United Kingdom, and
USA. Monthly observations were obtained from 1957:1 to 2005:1 for Belgium,
Finland, France, Germany, Italy, the Netherlands, and Spain, and 1957:1 to 1998:12
for the remaining countries. The real exchange rates were calculated according to
the following equation
yt ≡ st + pt − p
∗
t,
where st is the logarithm of the nominal exchange rate (foreign price of domestic
currency), pt is the logarithm of the domestic consumer price level, and p∗
t is the
logarithm of the foreign consumer price level. The data was obtained from the
International Monetary Fund’s online International Financial Statistics database.4
Given p, the delay parameter is selected for values of d ranging from 1 to 18.5
Tables 2.4 and 2.5 contain the results of the estimated tNL and FNL test statis-
tics. The lower left portion of each table reports test statistics with the constraint
d = 1, while the upper right portion reports test statistics where d is selected from
(1,...,18). Table 2.6 reports a summary of the results contained in the previous two
tables where the test statistics were only reported for those real exchange rates
where the statistic was signiﬁcant at the 5% level. Relaxing the constraint, d = 1,
decreases the number of real exchange rates for which the presence of nonstation-
4The German CPI was taken from Datastream c  because it was not available
from the IMF’s online International Financial Statistics database.
5For each country, the lag length was chosen by ﬁrst selecting p ∈ (1,...,18)
according to the AIC using a Dickey-Fuller regression and adding augmentations
until it was possible to fail to reject the presence of no autocorrelation at the 20%
level for lags 1-12.51
arity can be rejected in favor of ESTAR type nonlinear mean reversion from 26 to
16 for the tNL test and from 26 to 20 for the FNL test. Among the real exchange
rates where the presence of a unit root was rejected at the 5% level, the estimated
delay parameter was unity for only 3 real exchange rates using either test. Thus,
calculating tNL and FNL with a freely estimated delay parameter decreased the
number of real exchange rates where the presence of a unit root can be rejected in
favor a nonlinear mean reversion.52
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Table 2.6: Summary table of tNL and FNL results for real exchange rates.
tNL tNL FNL FNL
d = 1 d = (1,...,18) d d = 1 d = (1,...,18) d
AUS/SWI -3.81 -4.28 2 7.76 10.09 2
FIN/AUS -4.15 10.82
FIN/GER -5.33 15.38
FIN/SPA -2.93
FIN/SWI -3.32 6.67
FRA/AUS -3.80 7.35
FRA/FIN -2.93 5.48 7.54 15
FRA/GER -5.08 -4.26 14 14.07 10.12 14
FRA/ITA -4.26 -2.97 14 9.11
FRA/NTH -4.25 9.69
FRA/NOR -4.12 -4.00 15 8.81 8.87 15
FRA/SWE -4.11 -3.40 14 8.52 5.82 14
ITA/FIN -5.07 -3.51 12 13.30 6.51 12
ITA/GER -3.53 -3.53 1 6.36 6.36 1
NTH/AUS -3.03
NTH/FIN -4.72 11.15
NTH/NOR 5.39 12
NTH/SPA -3.58 7.64 5.99 11
NOR/FIN -6.86 24.14
NOR/GER -3.15 4 6.05 7.12 4
NOR/SPA -3.55 -3.20 7 7.41 5.74 7
SPA/AUS -4.38 -4.38 1 10.10 10.10 1
SPA/SWI -3.75 -3.32 4 7.15 5.57 4
SWE/FIN -4.85 14.96
UK/FIN -3.55 12 6.40 12
UK/FR -3.37 5.68
UK/GER 5.61 2
UK/ITA 5.18 5.18 1
US/FRA -3.66 12 7.11 12
US/ITA -3.44 -3.70 2 5.91 6.82 2
US/SWE -3.47 -3.89 11 6.56 7.77 11
US/UK -3.36 -3.36 1 5.69 7.72 5
TOTAL 26 16 26 20
Notes: The test statistics were only reported for those real
exchange rates where the statistic was signiﬁcant at the 5% level.55
2.4.2 Real Interest Rates
Data on real interest rates were obtained for 15 country pairs. The countries
include Austria, Belgium, Canada, Denmark, France, Italy, Japan, Netherlands,
Norway, Spain, Sweden, Switzerland, United Kingdom, and USA. Quarterly ob-
servations were obtained from 1957:1 to 2005:1.6 The data was obtained from the
International Monetary Fund’s online International Financial Statistics database.
The real exchange rates were calculated according to the following equation
rt ≡ it + (pt − pt−1)/pt−1,
where it is the long term government bond yield (61...ZF in the IMF’s database)
and pt is the consumer price level. Given p, the delay parameter is selected for
values of d ranging form 1 to 12.7
Table 2.7 reports the results of the tNL and FNL test applied to the real interest
rate data. In this context, freely estimating d, increases the number of countries
for which the presence of a unit root can be rejected from 1 to 4 for the tNL test
and from 3 to 6 for the FNL test. It is interesting to note that in both empirical
applications, using the FNL produced more rejections than the tNL test, and in
only one case did the tNL reject when the FNL did not.8 This is to be expected
given that a higher order Taylor approximation should detect a greater variety of
nonlinearity than lower order approximations.
6Data for Spain, Japan, Sweden, Austria was only available for dates 1978:2-
2005:1, 1966:4-2005:1, 1957:1-2004:2, and 1970:1-2000:3 respectively.
7For each country, the lag length was chosen by ﬁrst selecting p ∈ (1,...,8)
according to the AIC using a Dickey-Fuller regression and adding augmentations
until it was possible to fail to reject the presence of no autocorrelation at the 20%
level for lags 1-8.
8See the results for the France/Italy real exchange rate.56
Table 2.7: Summary table of tNL and FNL results for real interest rates.
tNL tNL FNL FNL
d = 1 d = (1,...,18) d d = 1 d = (1,...,18) d
AUS -1.00 -1.69 6 0.64 4.95 6
BEL -6.00* -6.00* 1 18.61* 18.61* 1
CAN -1.60 -1.19 12 3.11 5.78* 5
DEN -0.94 -1.70 2 0.75 1.54 2
FRA -1.63 -2.49 8 2.66 3.25 6
ITA -1.65 -2.85 7 2.17 4.54 7
JAP -2.71 -2.71 1 4.16 4.16 1
NTH -1.53 -2.52 11 3.30 3.94 9
NOR -1.49 -1.49 1 6.08* 6.08* 1
NEZ -1.05 -3.22* 4 0.81 6.25* 3
SPA -1.42 -1.42 1 1.79 3.07 6
SWE -1.17 -4.32* 2 0.70 10.09* 2
SWI -2.78 -3.18* 3 5.86* 6.47* 9
UK -0.45 -2.72 3 0.14 3.76 3
US -1.12 -2.11 4 1.25 3.13 3
TOTAL 1 4 3 6
Notes: (*) indicates signiﬁcance at the 5% level. “TOTAL”
indicates the number of countries for which the corresponding
statistic is signiﬁcant at the 5% level57
2.5 Conclusion
The paper generalizes two previously developed tests for detecting nonlinear mean
reversion in a STAR framework against the presence of nonstationarity by allowing
a delay parameter greater than one. It was shown that the asymptotic distribution
of the test statistics remains unchanged. The importance of allowing d > 1 was
illustrated in an empirical exercise using data on real exchange rates and real
interest rates. Allowing d > 1, decreases the number of real exchange rates where
one can reject the presence of a unit root in favor of stationary ESTAR nonlinearity
and increased the number of similar rejections for the set of real interest rates. This
demonstrates the fact that constraining d = 1 could produce either too many or
too few rejections.58
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Systematic Small Sample Bias in SETAR
Model Estimation
3.1 Introduction
The apparent nonlinear behavior of many macroeconomic time series has been the
focus of much attention over the past decade. A commonly used model is the
self exciting threshold autoregressive (SETAR) model which was introduced by
Tong (see Tong, 1990, for a review). Despite the wide use of the SETAR model,
there have been few investigations of the small sample performance of parameter
estimation in this model. Kapetanios (2000) showed that with samples common
to many macroeconomic series, the estimation of the threshold doesn’t perform
well in general. This is true despite the fact that Chan (1993) showed that the
estimator of the threshold is superconsistent. Coakley, Fuertes, and Perz (2003),
while looking at numerical issues in estimating TAR models, also carry out Monte
Carlo simulations using small samples. No systematic bias in the estimates of the
threshold was reported in either paper.
This paper will build on previous research by documenting a systematic small
sample bias that is results when the distribution of data between regimes is un-
even. The remainder of the paper is as follows: Section 2 describes the SETAR
model and estimation, Section 3 contains Monte Carlo simulations which show
that there is a systematic small sample bias in SETAR threshold estimation, and
Section 4 illustrates the importance of this issue with Monte Carlo experiments
based estimating “commodity points” in a law of one price framework. Section 5
6162
concludes the paper.
3.2 SETAR Model
Given data (y−J+1,...,y−1,y0,y1,...,yT), a m-regime TAR model can be de-
scribed as
yt = (ρ0,1 + ρ1,1yt−1 + ... + ρp,1yt−p + σ1εt)I(zt ≤ γ1)
+(ρ0,2 + ρ1,2yt−1 + ... + ρp,2yt−p + σ2εt)I(γ1 < zt ≤ γ2)
...
+(ρ0,m−1 + ρ1,m−1yt−1 + ... + ρp,m−1yt−p + σm−1εt)I(γm−2 < zt ≤ γm−1)
+(ρ0,m + ρ1,myt−1 + ... + ρp,myt−p + σmεt)I(zt > γm−1) (3.1)
where I(·) denotes the indicator function, zt is the known threshold variable, εt ∼
iid(0,1), and J is the number of initial conditions needed to estimate the model.
This TAR model is self exciting if zt = yt−d, and J = max{p,d}. The self exciting
TAR model will be denoted SETAR(m,p,d). The number of regimes is assumed
to be known.
Estimation is performed through a grid search over possible values of γk for
k = 1,...,m − 1 and running m regressions for each point in the grid search:
ytj = ρ0,m +ρ1,my(t−1)j +...+ρp,my(t−p)j +εtj for j = 1,...,m and tj = 1j,...,Tj
(3.2)
where (1j,...,(T − 1)j,Tj) are the time indices of the observations belonging to
the jth regime. The set of values (γ∗
1,...,γ∗
m−1) in the grid which minimizes the
combined sum of squared errors among all m regimes is chosen as the vector of
threshold estimates.63
The ﬁnest grid search possible would be to search through γk = yt for k =
1,...,m−1 and t = 1,...,T because that would represent every possible distribu-
tion of the data among the m regimes. Because it is impossible to run a regression
with fewer observations that regression parameters to be estimated, in practice a
candidate vector of thresholds is only considered if it results in some minimum
amount of observations in every regime. Further, in SETAR models typically the
delay parameter, d, is not known. In this case the grid search is augmented with
a search of d over the values (1,..., ¯ d). Chan (1993) proves that the estimates of
the threshold parameters are superconsistent under the assumptions of geometric
ergodicity and other regularity conditions.
3.3 Monte Carlo Experiments
The purpose of these Monte Carlo experiments is to show that the distribution of
the data among regimes impacts the estimation of the thresholds. For simplicity,
only SETAR(2,1,1) models will be considered. Further in the estimation, it will be
assumed that m, p, and d are known. The smallest number of observations that
will be allowed in any regime is 15.
There are at least two factors that would inﬂuence the how the data generating
process (DGP) tends to distribute the observations among regimes. The ﬁrst is
the mean of each regime, j = 1,...,m:
µj =
ρ0,j
1 − ρ1,j − ... − ρp,j
. (3.3)
The second is the overall persistence of each regime:
Pp
i=1 ρi,j. It would be ex-
pected that regimes with means near the center of the regime would tend to have a
higher proportion of the data than those with means closer to neighboring regimes64
because it is less likely that the innovations would cause a change in regime. Given
the notation in (3.1), the center of regime m would be (γm −γm−1)/2. Also, given
that the mean of the regime is inside the regime, γm−1 < µm ≤ γm, regimes that
are more persistent would on average have a larger share of the total observations
because it would be less likely that any series of innovations would cause a change
in regime.
Given these observations, the Monte Carlo experiments are based upon a
SETAR(2,1,1) DGP where ρ1,1,ρ1,2 = {0.25,0.95}, µ1 = {0,−0.5,−1}, µ2 =
{0,0.5,1}, and T = {100,200,400}. The threshold, γ, is set to zero is all sim-
ulations, and both error terms follow a standard normal distribution. For each
iteration T + 200 observations are generated where the initial observation is zero.
Prior to estimation the ﬁrst 200 observations are discarded. Each simulation is
based upon 5000 replications. The results are reported in Tables 3.1 and 3.2.65
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For the experiments where the resulting distribution of observations is nearly
equal (experiments 1, 5, 9, 19, 23, and 27) the threshold estimator seems to perform
reasonably well in terms of bias. For the remaining experiments, where the distri-
bution of observations between regimes tends to be uneven, the average estimated
proportion of observations in regime 1 is always closer to 50% when compared
with the true proportion of observations in regime 1. This is accompanied with a
corresponding bias in the threshold estimate, which can be severe. For example,
in experiment 11 with a sample size of 100, the average estimated proportion of
observations in regime 1 is 0.43, but the true proportion of observations in regime
1 is 0.16. As the sample size increases, this bias tends to disappear. In experiment
11, when the sample size of 400, the average estimated proportion of observations
in regime 1 decreases to 0.25.
Figures 3.1-3.4 plot estimates of the density function of threshold processes and
the threshold estimator following the parameterizations of experiments 5, 7, 10,
and 15. The density function of the threshold process was estimated by setting the
initial condition of the model equal to zero and generating 100,200 observations
and subsequently dropping the ﬁrst 200 observations. The remaining 100,000 ob-
servations were used to estimate the density using the kernel smoothing function
with the normal kernel and a bandwidth that is optimal for estimating normal den-
sities. The density function of the threshold estimator was estimated by generating
a 300 observations according to the same data generating process and dropping the
ﬁrst 200 observations. The remaining 100 observations were used to estimate the
threshold. This was done 100,000 times, and the set of threshold estimates were
used to estimate the density function of the threshold estimator using the same
smoothing methods already described. An examination of the four ﬁgures shows69
that the density of the threshold estimator appears to be related to the density
of the overall process. When the distribution of the data is skewed, the distribu-
tion of the threshold estimator exhibits the same skewness. This is a result of the
imprecision of the threshold estimator and the fact that the threshold estimate is
chosen from the set of observations.
3.4 Application to the Law of One Price
The Law of One Price (LOOP) loosely states that any good should have the same
price in any market after making the appropriate adjustment using the correspond-
ing exchange rate. Heckscher (1916) hypothesized that adjustment towards LOOP
should not take place if the diﬀerence in prices in international goods markets were
small. This is due to the fact that transportation costs and other impediments to
trade render arbitrage unproﬁtable if the possible revenue from committing arbi-
trage is not larger than the associated costs. Trade frictions then create a range
of price diﬀerentials, bounded by “commodity points,” where adjustment towards
LOOP does not take place. Deviations from LOOP of this size are then persistent
because, in the absence of arbitrage, there is no force pushing relative prices to-
wards unity. When diﬀerences in prices are large enough, arbitrage is feasible and
the price diﬀerentials tend to shrink over time until arbitrage is not worthwhile.70
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Given the theory of international goods market arbitrage in the presence of
transportation costs, the speed of mean reversion in relative prices should vary
depending on how far relative prices are from their equilibrium value. Small devi-
ations should be associated with slow or no reversion and larger deviations should
exhibit increased reversion towards the mean. Obstfeld and Taylor (1997) tested
this theory using a TAR model to estimate commodity points for groups of goods
such as clothing, fuel, or food. They found that when taking into account potential
nonlinearities, the implied rate of reversion in relative prices could be estimated in
half lives of “months rather than years.”
A common strategy when employing the discrete TAR model in a LOOP setting
is to use the following model setup:
yt =

    
    
α1 + ρ1yt−1 + σ1εt if yt−d > γ
α2 + ρ2yt−1 + σ2εt if −γ ≤ yt−d ≤ γ
−α1 + ρ1yt−1 + σ1εt if yt−d < γ.
(3.4)
The relative price, yt, is constructed as
yt ≡ st + pt − p
∗
t,
where st is the logarithm of the nominal exchange rate (foreign price of domestic
currency), pt is the logarithm of the domestic price of the good being studied,
and p∗
t is the logarithm of the foreign price of the same good. The underlying
assumption made in (3.4) is that the outer regimes follow the same autoregressive
process, aside from the mean of the two regimes being equal only in absolute value.
The motivation usually given for this constraint is that there is little, if any, reason
to believe that mean reversion in relative prices should behave diﬀerently if the
relative price is “too high” or equally “too low”. Another commonly used model73
with additional constraints is given by the following:
yt =

    
    
γ(1 − ρ1) + ρ1yt−1 + σ1εt if yt−d > γ
yt−1 + σ2εt if −γ ≤ yt−d ≤ γ
γ(ρ1 − 1) + ρ1yt−1 + σ1εt if yt−d < γ.
(3.5)
Here it is assumed that the mean of the outer regimes is the nearest threshold and
that the inner regime follows a unit root process. The model in (3.4) will be known
as Model A and the model in (3.5) will be known as Model B. The theory of LOOP
in the presence of transportation costs would imply that ρ1 < 1 and ρ2 = 1.
Given the results of the Monte Carlo experiments in the previous section, if
ρ1 < 1 and ρ2 = 1, the distribution of observations between regimes could be
uneven which could be associated with a bias in the estimate of γ. In an at-
tempt to ascertain if any biases in the estimate of the threshold might be ex-
pected in a LOOP framework, the following Monte Carlo experiments were im-
plemented. Data was generated according to Model B where γ = 2, σ1,σ2 = 1,
ρ1 = {0.10,0.25,0.50,0.75,0.90,0.95}, and T = {100,200,400}.1 Both Model A
and Model B were used to estimate the artiﬁcial data. The simulations were based
upon 5000 replications.
The results of the simulations are given in Table 3.3. As expected for small
values of ρ1, ({0.10,0.25,0.50,0.75}), the majority of the observations tends to be
located in the inner regime. Also, the downward bias in the estimated threshold
is present and decreases as the sample size increases. In addition using Model B
with the extra constraints results in a a threshold estimate with a smaller bias.
For larger values of ρ1, ({0.90,0.95}), there tends to be more observations in the
outer regimes and there is an upward bias in ˆ γ. Unexpectedly, in both models the
1The ratio of γ/σ = 2 corresponds to the “plausible ‘real world’ scenario” used
by Obstfeld and Taylor (1997).74
estimated proportion of observations in the outer regimes is greater than 50% with
very small sample sizes even though the mean true proportion is less than 50%.
Model A also yields a better estimate of γ in terms of bias. As a result, model
based restrictions do not guarantee an threshold estimator with less bias.75
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3.5 Conclusion
This paper showed that the threshold estimator in the TAR model exhibits small
sample biases when the distribution of observations between regimes is uneven.
The importance of this issue was highlighted by showing that when applying the
TAR model to the estimation of commodity points, an upward or downward bias
can be expected with sample sizes of 200 or less depending on the value autore-
gressive parameter in the outer regime. Further, parameter restrictions do not
guarantee a threshold estimate with smaller bias.77
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245-292.Chapter 4
What Causes Violations of the Law of
One Price?
4.1 Introduction
If the same good is sold for diﬀerent prices in two locations, it must be because there
exists some degree of market diﬀerentiation. On the intra-national level, violations
of the law of one price are especially evident in the dramatic disparities in cost of
living indices among U.S. metropolitan areas. For example, the American Chamber
of Commerce Research Association housing cost of living index for New York City,
NY is almost four times that of Salt Lake City, UT. What factors determine the
degree of disparity between prices for the same goods in diﬀerent regions? In
other words, what causes spatial violations of the law of one price (LOOP)? Does
distance between the two locations play a role, or is the heterogeneity among the
conditions speciﬁc to the individual spatial market more important? This paper
will discuss the relative factors that contribute to spatial violations of LOOP.
Focusing on the example given in the previous paragraph, it should be clear
that housing in New York City should not be considered the same good as housing
in Salt Lake City. Charles Engel and John Rogers (1996, 1112) explain this very
clearly: “It should be no surprise that similar goods sold in diﬀerent locations
have diﬀerent prices. Indeed, Gerard Debreu ...deﬁnes goods to be diﬀerent if
they are not sold in the same place: ‘Finally wheat available in Minneapolis and
wheat available in Chicago play also entirely diﬀerent economic roles for a ﬂour
mill which is to use them. Again, a good at a certain location and the same good
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at a diﬀerent location are diﬀerent economic objects, and the speciﬁcation of the
location at which it will be available is essential.’ ” The conditions of the area
under which a good is sold, which vary from location to location, must play a large
part in determining its market price, not only because production technologies may
be diﬀerent, but because demand is certainly not homogenous from area to area.
Previous studies have focused on either the role of distance or market diﬀerences
in causing violations of LOOP, but there has been little integration of the two
methods. This paper combines these approaches focusing on the role distance and
market heterogeneity, while at the same time evaluating the implications of the
basic model set forth in Fujita, Krugman, and Venebel’s (hereafter FKV) The
Spatial Economy. That is, price diﬀerentials should increase with distance and
then decrease sharply as trade ceases. Evidence if found that the role of distance
could be misinterpreted if market heterogeneity is not controlled for. Furthermore,
I ﬁnd that the key assumption of only two regions in the FKV model causes serious
limitations to testing its empirical implications.
The remainder of the paper proceeds as follows: in section 2 past research is
review, section 3 covers market heterogeneity, section 4 explains the relationship
between distance and the FKV model, in section 5 the data that is used is discussed,
in section 6 the empirical model is proposed, section 7 contains the discussion of
the results, and section 8 concludes the paper.80
4.2 Past Research
4.2.1 Market Heterogeneity
There have been a number of studies that have tried to determine what charac-
teristics of a city play a role in determining its overall price level. Haworth and
Rasmussen (1973) were one of the ﬁrst to study this question using an empirical
approach. This study divided the independent variables into three diﬀerent areas:
city size, city form, and geographic region. They provide very intuitive arguments
to motivate the use of each variable, focusing on arguments of diseconomies of scale
and external increases in price arising from issues such as weather. For example,
they found that larger cites tend to have a higher cost of living (something that
has been disputed in subsequent studies). Their reasoning for this ﬁnding include
arguments such as the increase in pollution, traﬃc, and crime usually found in
larger cities.
Cebula (1980) uses a model based on data from the 37 Standard Metropolitan
Statistical Areas (SMSAs). The explanatory variables used were similar but not
identical to Haworth and Rasmussen (1973): population density, total population,
per capita income, per capital level of business taxes, and a dummy variable which
indicates the existence of right to work legislation. Unlike the ﬁrst study, Cebula
(1980) includes per capita income because he argues that the greater the general
income level the higher the demand for goods and services that will in turn drive
up prices. He also includes business taxes, another variable not use previously.
Most of the estimated eﬀects of the independent variables were in line with their
hypothesized signs.
One major problem with all of these studies is that they lack a deﬁned theo-81
retical model. All of their arguments lean heavily towards intuition without any
clear causal mechanism to support their ﬁndings. In addition, there are potential
endogeneity issues that are not addressed because they are attempting to estimate
supply and demand equations at the same time. The cost of living index could be
thought of as being the price and population the quantity within the supply and
demand framework. As will be explained later, understanding the actual eﬀect of
any of these variables, positive or negative, signiﬁcant or insigniﬁcant, will not be
important in this paper. It is important to note the potentially serious problems
with using them casually.
4.2.2 Distance
There is a large body of literature that attempts to describe the role of distance
and the deviations from the law of one price. For example, in Engel and Rogers
(1996) study “the importance of distance between locations where goods are sold
and the presence of national borders separating locations in determining the degree
of failure of the law of one price.” Their initial hypothesis is that the amount of
dispersion of prices between two regions should be positively related to the distance
between them. They use annual data from June 1978 to December 1994 from 23
North American cities in Canada and the U.S. for 14 disaggregated consumer
price indexes. They ﬁrst take P i
j,k as the log of the ratio of the price of a good
i in locations j and k. Then they take the standard deviation of the diﬀerence
between P i
j,k in time all periods t and t − 2. With the number of cities available
they have 228 observations. They use this standard deviation as the dependent
variable. Distance, dummy variables for the presence of a national border, and city
speciﬁc dummy variables explain upwards of 98 percent of the variation of relative82
price dispersion between city pairs among several regression speciﬁcations. It is
important to note that this high degree of explanatory power could be overstated
considering that the only type of heterogeneity they control for is city speciﬁc.
They have neither looked at endogenous heterogeneity or other types of exogenous
heterogeneity. This same issue will be explored in the empirical portion of this
paper.
Engel and Rogers (2001) further investigate the relationship between distance
and the failure of the law of one price. They use a diﬀerent disaggregated data set
on consumer price indexes for 29 U.S. cities from December 1986 to June 1996.
Because they use pride indexes and measure of price dispersion similar to their
1996 paper, they state that they are testing the proportional law of one price
(PLOP) as opposed to the absolute law of one price. Again, they look at “the
standard deviation of changes in the log of the relative price (index) of good j across
locations k and m, ∆P k
j,t − ∆P m
j,t.” They further state that low price variability
using this measure could occur numerically because “(1) the ’absolute law of one
price holds,’ ...; (2) the price in one location k is roughly proportional to the price
in location m ...; or (3) because ∆P k
j,t and ∆P m
j,t are constant.” If reliable data were
available on absolute prices these three causes would be distinguishable. Because
they have disaggregated data, they are also able to investigate the diﬀerence in
price deviations between tradable and non-tradable goods.
Because Engel and Rogers use panel data in their models they are able to look
at how that standard deviation of the relative price changes varies with distance.
Assuming that markets are at equilibrium at a given point in time, distance and
heterogeneity would be the dominant factors contributing to spatial price disper-
sion. But this obviously may not be true at any give time period. For example83
prices may not move smoothly in response to market changes, causing price stick-
iness. Engel and Rogers (2001) write a great deal about a third cause of the
violation of the law of one price that deals with this time related issue. They ﬁnd
that the volatility of nominal prices in a give region, which is attributed to sticky
nominal prices, are also positively correlated with deviations from the law of one
price between distinct regions. Because the data set that will be used in this paper
is cross sectional, it will not be possible to include these aﬀects into the empirical
model used in this paper. There is evidence though that there shouldn’t a major
issue. The coeﬃcients on distance do not change, nor do their standard errors,
when the variable representing the standard deviation of relative prices is included
in their regression. It appears that the two are completely uncorrelated, thus there
should be no omitted variable bias.
City ﬁxed eﬀects models are the extent to which previous researchers have
attempted to control for market heterogeneity. This paper will seek to determine
the relative importance of market heterogeneity verses distance in contributing to
violations of the law of one price. The estimated role of distance, controlling for
diﬀerences between cities, will give a clearer view of the role of distance in this
context. The function of distance, while taking into account heterogeneity among
markets, would include more commonly used reasons for violations of the law of
one price such as transaction costs and arbitrage. In the FKV model, distance
and transaction costs are synonymous . This theoretic assumption might not have
much relevance if diﬀerences in markets turned out to be much more important in
causing violations on LOOP than transaction costs.
Not taking into account market heterogeneity could lead to an underestimation
or an overestimation of the role of distance in determining violations of the law of84
one price. For example, suppose that cities located in colder climates tend to have
higher cost of living indexes. It is also true that cities with relatively cold average
temperatures tend to be surrounded by cities with similar weather. Thus if this
price eﬀect were not taken into account it might cause one to believe the distance
was much more important in causing price diﬀerentials. The opposite would of
course be true if city size was distributed spatially like a checkerboard. Because
there are many factors that inﬂuence the overall price level of a city, which may also
have diﬀerent spatial distributions, controlling for them individually would be very
important in understanding the true eﬀect of distance on price dispersion. The
true measure of spatial market integration would be distance’s eﬀect on diﬀerences
in price while controlling for a city’s own characteristics. If distance has little eﬀect
on the disparity of prices between two locations then any diﬀerence in prices must
be a result of heterogeneity among the regions in which the goods were sold.
Measuring the extent of market interaction has been the focus of previous re-
search. A high level of market interaction would help to speed the process of
regional convergence in terms of income and prices. This could also be extended
to an international level in terms of studying trade barriers and worldwide in-
come inequality. The more integrated two markets are, the more quickly it should
converge to equity.
4.3 Endogenous Verses Exogenous Market Heterogeneity
The factors causing violations of the law of one price between regions within a
single country can be separated into at least two separate categories. First is
the fact that conditions under which goods are bought and sold vary from one
metropolitan area to the next. These conditions help to determine the overall price85
level and are certainly not the same among all metropolitan areas. This cause of
price dispersion will be called spatial market heterogeneity, which itself can be
divided into two diﬀerent areas of heterogeneity: ﬁrst is endogenous heterogeneity.
Cities vary in their land area, population, income per capita, etc. Variables of this
nature would be determined within any well developed theoretical model of cities
or regions, hence they are endogenous diﬀerences. These diﬀerences are exactly
what Fujita, Krugman, and Venebles (1999) investigate in their recent book The
Spatial Economy. They study the forces that determine under what conditions
agglomeration (asymmetry) or dispersion (symmetry) occur between two otherwise
symmetric regions. Despite the fact that regions may at some point be perfectly
symmetric in all respects, subsequent asymmetric equilibria may result between
the two locations. Any endogenously produced asymmetry could aﬀect the overall
price level within a region.
Market heterogeneity can also be divided into another group: area-speciﬁc or
exogenous heterogeneity. These factors could be expressed as fundamental dif-
ferences between distinct areas. For example, Washington D.C. is diﬀerent from
from many other cities as a result of its tourist attractions, proximity to the coast,
concentration of government facilities, etc. Diﬀerences in local public policy would
also ﬁt into this category. Each city is run by some form of local government that
determines public policy for that metropolitan area. Rent control, zoning, and
business taxes are all policy related areas that might aﬀect the price level and
are also under the control of city-level government. These diﬀerences among areas
would exist even in a symmetric equilibrium a l` a FKV. In empirical studies where
the variable of interest is a comparison of price levels between cities, this type
of heterogeneity has been controlled for by simply running a ﬁxed-eﬀects model86
with dummy variables for all cities in the sample. Engel and Rogers (2001), for
example, ﬁnd strong evidence that “there appear to be ‘city eﬀects’ in the data.”
Regional variables, such as dummies for area of the country (North, South, Mid-
west, etc.) would also be examples of exogenous heterogeneity. In other words, the
location of each city is predetermined and cannot change. An important example of
this is the costal dummy that has been frequently used in previous research. Cities
that are found near a coast tend to have higher cost of living indexes. Whether
a city is near an ocean or not is not something that can not change. As far as
this analysis is concerned, these types of variables are exogenously determined.
An important property of this type of heterogeneity is that because it is these
variables are exogenously determined, econometrically they should not suﬀer from
any endogeneity problems.
4.4 Distance and the FKV Hypothesis
The other major reason for the failure of the law of one price among U.S. metropol-
itan areas is the geographical separation between diﬀerent regions. The fact that
transportation is not costless implies that the price of a good produced in one area
and sold in another should reﬂect the expense of transporting the good. For ex-
ample, in a simple two region model where goods cannot be produced in multiple
regions and ﬁrms make zero proﬁts, the price disparity for a given good between the
location of production and the location consumption must be exactly the cost of
transportation. The diﬀerence in prices cannot be more because arbitrage possibil-
ities will always force the price down assuming free entry by potentially competing
ﬁrms. The price diﬀerential will not be less because producers would not be fully
compensated for transporting the good and would receive negative proﬁts. Assum-87
ing transportation costs increase with distance, the price diﬀerential would then
be positively related to the distance between the two cities.
It is very important to note though that distance, in terms of transportation
costs, may not be the actual cause of price disparities. The fact that transporta-
tion costs increase as separation increases makes arbitrages less and less feasible.
Housing, a non-tradable good should be studied diﬀerently than groceries, which
are relatively easy to trade. For tradable goods, as arbitrage opportunities become
more available, prices should tend to equity. Because transporting good between
two diﬀerent locations is not costless and increases with distance, the farther apart
two regions are the more arbitrage becomes unfeasible. For example, if a good
is only produced in one region, its price in another region must reﬂect the added
cost of transporting the good. If market conditions are exactly the same in both
countries then the disparity in price should reﬂect only the transportation cost.
Thus, under certain production conditions, goods can be sold for diﬀerent prices
between to locations simply because of spatial separation.
Spatial separation makes larger violations of the law of one price increasingly
possible, but in fact those price diﬀerentials don’t necessarily have to exist. For
instance, in a diﬀerent two region model, where any good can produced in either
region, it is possible for the price diﬀerence to be positive but constant as distance
increases. This could occur because transportation costs might be so high that
trade stops and goods must then be produced in both regions. In other words, the
diﬀerence in prices is less than the cost of transportation, so there is no proﬁtable
arbitrage possible. Any price disparity would then only be a result of heterogeneity
in market conditions between the two regions. Thus the distance separating the
two regions allows the existence of price diﬀerences, but it may not be the direct88
cause of the dissymmetry. This is depicted in the following ﬁgure:
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Figure 4.1: Relationship between distance and the law of one price (FKV)
For distances between zero and one as trade costs increase so does the price
diﬀerential. For some distance, say one, trade becomes unfeasible and no longer
occurs. The resulting diﬀerence in price only, here 0.04, reﬂects the disparity be-
tween the market conditions in the two regions. This brings up the important
possibility that the relationship between distance and diﬀerences in prices may not
be monotonic. This prediction follows closely what is found in FKV (1999). In
their models the only type of heterogeneity between regions is endogenous hetero-
geneity. In addition, in their models there are only two types of industries. Either
can be found in equal sizes in both regions or each region can have all of one in-
dustry and none of the other. In the above graph, for distances between zero and
one, regions specialize and thus must trade. When distances, or transportation89
costs in this case, get high enough trade ceases and prices are equal because each
region is identical. They both produce each type of good. The price diﬀerential
is zero because there is no exogenous heterogeneity. I will call this non-monotonic
relationship between distance and price diﬀerentials the FKV Hypothesis.
4.5 Data
The data that will be used is taken from the State and Metropolitan Area Data Book
1997-1998, 5th edition, U.S. Census Bureau. There are 211 cities in my sample
which means that I have 22155 city pair observations. City variables that I will
use include include: log income per capita, log land area, population, population
density, total crime, unemployment, percentages of population by ethnicity, and
dummies for whether the city was on a coast and in the West, Midwest, South,
or Northeast and other regional variables. Variables for the same year were not
available. For example, the price indexes are all from 1996, but population density
is from 1997 and per capita income is from 1994. Seeing as how these endogenous
diﬀerences do not play a large role in this paper, I will ignore these discrepancies.
Price indices are obtained from “ACCRA (American Chamber of Commerce
Research Association) Cost of Living Index, Third Quarter 1996” which are all
comparable across diﬀerent cities. Other than a composite cost of living index,
they include disaggregated indexes including: groceries, housing, transportation,
energy, and a miscellaneous category. I will focus on the grocery and health care
cost of living indexes to compare tradable goods, groceries, verses a non-tradable
service, heath care.90
4.6 The Empirical Model
Following a method of analysis similar to that used by Engel and Rogers (1996),
I attempt to estimate the eﬀect of distance between two cities on the absolute
diﬀerence of prices between the two cities. Because the data used is cross sectional
and not panel data, like that of Engel and Rogers, I cannot use the same dependent
variable. I choose instead to use the absolute price diﬀerence between cities as the
dependent variable. While this does aﬀect the comparison of my results with
those of past studies, which is a disadvantage, it is a clear cut test of the law of
one price. If the law of one price holds for cities within the United States then
price diﬀerentials should be close to zero at any given point in time.
Because price indexes are being used there are some potential problems. It
is possible that two price indexes could be identical, but there might actually be
wide individual price dispersion. For example, suppose there are only two goods
that make up a price index, A and B, with prices 2 and 4 in region one and prices
3 and 3 in region two. If both goods are equally weighted then price indexes will
be identical, where in reality violations of the law of one price are present. This
would be a particular problem if there was another city, region 3, whose prices
might be 3.2 and 3.2. Looking just at price indexes, one would infer that there
was a greater price diﬀerence between region two and three than between two and
one, which is clearly not the case. I will sidestep this issue simply because I do not
have data on prices of individual goods. This is similar to what Engel and Rogers
(2000) call the proportional law of one price as opposed to the absolute law of one
price. Following this, I will assume that the diﬀerences of the prices of individual
goods are proportional to the diﬀerence in the price index.
My empirical model will follow two steps. In the ﬁrst step, I regress the price91
indices of individual cities (P) on a constant and diﬀerent sets of control variables
(Xi), where i diﬀerentiates the control sets.
P = α
i + β
iX
i + ε
i
They include no controls, regional controls (denoted with (R) in the list of vari-
ables in Appendix C), and total control which is composed of all endogenous and
exogenous diﬀerences. I then save the residuals from each of these regressions. The
residuals will contain all variation in price uncorrelated with these control groups.
This will allow me to test for the eﬀect of distance on price variation that is uncor-
related with these diﬀerent types of heterogeneity between cities. In addition to
the regional controls listed in Appendix D, I also include absolute deviations from
mean latitude and longitude. The ﬁrst will test the eﬀect of being further from
the north/south border of the country, and the other will test the eﬀect of being
further from east/west coast of the country.
The second step involves calculating the absolute diﬀerence of the saved residu-
als corresponding to control set i and between cities j and k, εi
j,k. Again, from the
211 observations in the ﬁrst regression, there are now 22,155 observations in the
second regression because I am looking at city pairs. I regress the residual diﬀeren-
tials on a constant and a set of dummy variable corresponding to the straight line
distance between the two cities, Di,j. The shortest distance between two cities in
my sample is about 17 miles and the largest is over 2800 miles. The distances are
calculated using the great circle formula1 which estimates the distance between two
cities using their respective latitudes and longitudes. I partition these distances
into 18 groups (0 to 100 miles, 100 to 200 miles, 200 to 400 miles, etc.) The parti-
1The great distance formula is d = αcos−1[cos(δ1)cos(δ2)cos(λ1 − λ2) +
sin(δ1)sin(δ2)] where α ≈ 3963 (statute) miles and (δ1,λ1) and (δ2,λ2) are the
latitude and longitude in locations 1 and 2 respectively.92
tions are ﬁner for very small and very large distances (100 miles as opposed to 200
mile for intermediate distances) because there seems to be more volatility in the
coeﬃcient estimates within those distances. The partition cannot be made much
ﬁner because of lack of observations. Thus for the set of distance dummies, an
observation receives a value of one if its value falls between upper and lower limit
of the respective dummy variable, all others are zero. I use the distance dummy
variable framework instead of distance, distance squared, etc. (a continuous mea-
sure) to allow for any discontinuities that might exist as suggested by Figure 4.1.
The other set of regressors include a vector of dummy variables, C, to control for
city speciﬁc eﬀects. Dummy variables corresponding to cities j and k receive values
of one and all other dummies are set to zero. The regression corresponding to the
second set is written in the following equation:
ε
i
j,k = θ1 + Dj,kθ2 + Cθ3 + uj,k
To diﬀerentiate between the eﬀects of each type of heterogeneity, I used four dif-
ferent speciﬁcations in my analysis:
1. No controls in step 1 and no city dummies in step 2, denoted (none).
2. No controls in step 1 and city dummies included in step 2, denoted (city,
none).
3. Regional controls in step 1 and city dummies in step 2, denoted (city, re-
gional).
4. All city characteristic control variables in step 1 and city dummies in step 2,
denoted (city, total).93
The speciﬁcations are set up to start out with no set of controls whatsoever and
progressively add on controls one group at a time.
4.7 Results
Plots of the estimated eﬀects of distance on absolute price diﬀerentials for both
grocery and health care price indexes using the coeﬃcient on the distance dummy
variables are given in Figures 4.2-4.9. Because they are dummy variables, the value
graphed is the coeﬃcient on the distance variable plus the estimated constant. A
95 percent conﬁdence band is also graphed.
4.7.1 Tradable Verses Non-Tradable Goods
A quick look at the results shows that distance does indeed play a role in deter-
mining price diﬀerentials. The estimated eﬀect also changes noticeably with each
speciﬁcation. The results can be analyzed in a number of ways. First, comparing
the tradable good (groceries) with the non-tradable good (health care, a service),
to check on how the results conform to the hypothesized relationship between dis-
tance on violations of the law of one price, show that distance consistently has a
lower eﬀect on price diﬀerentials for the tradable good. Between the four speciﬁ-
cations, the estimated eﬀect of distance on price diﬀerentials ranges between 0 and
20, while for health care the range is 40 to -30. This conforms to reasoning given
earlier in this paper: distance makes arbitrage, and thus price diﬀerentials, possi-
ble at a greater degree because of increasing transportation costs. Transportation
costs for groceries are likely much lower than that of health care because the latter
is a service. Arbitrage for services would require transporting the consumer to a
diﬀerent region because services themselves are not transportable.94
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Figure 4.2: Grocery (none)
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Figure 4.3: Grocery (city)95
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Figure 4.4: Grocery (city,regional)
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Figure 4.5: Grocery (city,total)96
0 500 1000 1500 2000 2500 3000
−30
−20
−10
0
10
20
30
40
Distance (miles)
A
b
s
o
l
u
t
e
 
p
r
i
c
e
 
d
i
f
f
e
r
e
n
c
e
Figure 4.6: Health (none)
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Figure 4.7: Health (city)97
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Figure 4.8: Health (city,regional)
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Figure 4.9: Health (city,total)98
This contrasts with the ﬁndings of Engel and Rogers (2000). They ﬁnd that:
“most of the goods with the largest deviations from PLOP [Proportional Law of
One Price] are traded goods.” The diﬀerence between these two ﬁnding more than
likely comes from the diﬀerent dependent variables used in this paper and Engel
and Roger’s to measure deviations from the law of one price. Their measure of
violations of the law of one price is the standard deviation of diﬀerences in the
log of prices across time. As they state in their paper, this could simply occur
because the absolute diﬀerence in price level is constant between time periods.
The measure used in this paper would should a violation of the law of one price if
the indexes were constant across time where it would not if the standard deviation
approach was taken.
4.7.2 The FKV Hypothesis: Speciﬁcations 1 and 2
In Speciﬁcations 1 and 2, groceries and health care, both show evidence of a concave
relationship between distance and price disparities. This would be in line with the
FKV prediction that price diﬀerences would at ﬁrst rise to some point and then
drop as trade stops between regions. Engel and Rogers (1996) also ﬁnd in their ﬁrst
paper evidence of a concavity, although they do not speculate as to its cause. They
ﬁnd that the distance-squared term is always negative and signiﬁcant for the goods
that have a positive and signiﬁcant coeﬃcient on the regular distance term. In
addition to this method of testing for concavity, they also try diﬀerent speciﬁcation
where they arbitrarily choose a distance, 1700 miles, at which increased distance
will have no eﬀect on price. They impose the restriction that for distances between
zero and 1700 there is a linear relationship between distance and price dispersion.
After that cutoﬀ point “the derivative of volatility with respect to distance is zero.”99
This is exactly the hypothesized relationship shown in Figure 4.1. They ﬁnd that
“this model performs almost identically to the log-distance function in terms of
the number of correct signs on coeﬃcients estimates, the degree of signiﬁcance,
the adjusted R
2, and the magnitude of the coeﬃcients on the border dummy.” In
other words, imposing this restriction doesn’t seem to aﬀect the overall model at
all. This again is in line with the FKV hypothesis. In their second paper they do
not test for a quadratic relationship between distance and price diﬀerences or any
other type of concavity for that manner.
Allowing for city speciﬁc eﬀects in Speciﬁcation 2 causes diﬀerent kinds of
changes in the estimated role of distance on prices disparities between the two types
of goods. For groceries, the eﬀect of distance on absolute price diﬀerences seems to
increase from the previous speciﬁcation while for heath care the estimated eﬀect
of distance decreases slightly. It is not clear why this would be the case. Again the
reasoning behind including a city ﬁxed eﬀect type model is far from deﬁnite. The
justiﬁcation used by Engel and Rogers is that there might exist possible diﬀerences
in measurement between cities, and there also might be fundamental diﬀerences
between the U.S. and Canadian cities in their sample.
Another explanation might be that these city eﬀects are positively spatially
correlated for heath care price indexes but negatively spatially correlated for gro-
ceries. As was explained in the motivation section of the paper, when a control
variable turns out to be clustered spatially, and that variable is not used in the
model, the role of distance might be overstated. Why there is a diﬀerence between
groceries and health care is not clear. It may be a result of the fact that expert or
specialized health care services tend to cluster, in big cities for example, while the
production of the goods that would go into a grocery price index are diﬀuse and100
dispersed uniformly throughout the United States. This could be investigated by
testing for spatial autocorrelation, as in Norman (2001).
4.7.3 Evaluation of the FKV Hypothesis
Going from Speciﬁcation 2 to 3, one can see a dramatic diﬀerence in the estimated
role of distance on violations of the law of one price. Unlike the previous spec-
iﬁcations, there appears to be almost no evidence of concavity. Not only is the
relationship much more linear, it is also almost completely ﬂat. Looking at the
conﬁdence intervals shows that the relationship is not signiﬁcantly diﬀerent from
the surrounding estimated coeﬃcients. The volatility could very well be the result
of the low number of observations whose distances are so large.
Focusing on very small distances there does seem to be some evidence of an
increasing relationship. For health care it does not appear to be very pronounced.
In fact it is only evident in the fourth speciﬁcation. Groceries, on the other hand
show more evidence of the increasing relationship that could be expected. The
estimate of the dummy corresponding to distances between 0 and 100 miles is
signiﬁcantly diﬀerent from those corresponding to distances greater than 400 miles.
This agrees with Norman (2001) who found, using a similar estimation procedure,
that grocery prices were spatially autocorrelated to distances up to somewhere
between 150 and 200 miles. Thus there may be arbitrage taking place among
groceries for low distances.
Comparing the goods in terms of tradability, the estimates are still in line with
was has been predicted. The absolute price diﬀerence for groceries is constant at
about 2 and health care is steady at 15 or slightly less. Introducing the variables
corresponding with endogenous heterogeneity in the last speciﬁcation appears to101
only lower the estimated eﬀects slightly. The basic relationship is still the same.
The fact that there does seem to be an increasing relationship for groceries and
none for health care also ﬁts the tradable/non-tradable hypothesis. Because trans-
portation costs is much more costly for health care, even at small distances there
is no evidence of arbitrage taking place.
How do these results compare with the prediction from the FKV model? There
is some evidence of a slight increasing relationship among tradable goods as would
be expected, but there is no decline in the eﬀect of distance on price diﬀerences
that would be found in a concave relationship. There is no statistically signiﬁcant
drop in the estimated coeﬃcients of the distance dummies as separation between
cities increases in either Speciﬁcations 3 or 4. Do these results go against the FKV
model? The answer is probably no. The key diﬀerence between the models used
in The Spatial Economy and the empirical model used in this paper is the number
of regions used in either one. With only two regions in the theoretical model,
there is only one possibility for trade or arbitrage. In reality any given city has a
number of other cities that it can trade with. The number of arbitrage possibilities
is numerous and not just limited to one. Thus, the key diﬀerence found in this
paper is that the FKV model predicts a sharp decrease in price diﬀerentials when
cities become so far apart that they do not trade, but no such decrease is found
empirically. A new theoretical model with more than two regions would really be
needed to understand more completely how agglomeration, dispersion, and price
diﬀerentials exist in equilibrium with more than one opportunity for arbitrage.
There does seem to be some intuition as to why the empirical results don’t fall
in line with the theoretical model. In the FVK models the price diﬀerentials go to
zero when the two regions stop trading because each symmetric region is forced to102
make both goods instead of trading. Price diﬀerentials exist in an agglomerated
equilibrium because each region specializes in producing only one of the goods and
must then transport that good to the other region. This does not happen in the
real world. For example, there isn’t just one city or region of the country that
specializes in making bread or pears. The goods that comprise the grocery price
index are made in virtually all regions of the country. Every city has a bakery
where bread is made. There is no need for the city of San Francisco to import
groceries from Boston if it can get the same type of goods from Los Angelos.
There may be some degree of arbitrage within small distances for tradable goods,
but beyond that each city is capable of producing it own goods or trade with cities
near its location. Looking at seafood prices might be a better test of the FKV
hypothesis because that type of good is only produced in one area of the country,
the coastal regions. The FKV model relies heavily on regional specialization, with
does not happen to the same degree in the United States.
4.7.4 Regional Eﬀects Verses Transportation Costs
From this analysis, we can deduce that the correlation of distance and price dis-
persion comes largely from regional eﬀects and not transportation costs. If trans-
portation costs were still an important factor then even after controlling for market
heterogeneity there must exist some positive relationship between price diﬀeren-
tials and distance. Why then was there a concave relationship when market het-
erogeneity was not taken into account? It is interesting to note that there is a
sharp decrease in price diﬀerentials at around 2400 miles. This happens to be
roughly the distance from the west coast to the east coast. The concave shape
of the estimated distance relationship is probably due to the fact that the only103
cities that are more that 2400 miles from each other are on or near the coast. The
costal dummy is very signiﬁcant in the regressions in step one of the empirical
model, so it makes sense that such city pairs would have a consistently lower price
diﬀerential than cities that are say, 1000 miles apart. Thus distance does matter
but only in the sense of regional eﬀects not transportation costs. This is especially
evident because the regional eﬀects are controlled for in step 1 of the empirical
model before actual distances are involved in step 2.
4.8 Conclusion
The fact that the FKV model only deals with the relationship between two re-
gions results in complicates the empirical evaluation of the FKV hypothesis. This
suggests that future theoretical research could be directed to modelling how more
than two regions react to each other. Nevertheless, it has been shown that market
heterogeneity does play a crucial role in determining price diﬀerentials between
cities. Not taking into account these diﬀerences can lead to misleading inferences
as to the role of distance and violations of the law of one price.
Transportation prices appear to play a role only for very small distances be-
tween cities. This comes from the fact that regions in the United States do not
specialize to the same degree that regions in the FKV model specialize. The FKV
model could be more easily tested for by using prices of goods that are produced
in few regions of the country like cars where there are relatively fewer produc-
tion facilities. This paper also produced diﬀerent results than the work of Engel
and Rogers, whose work is most similar to this paper. The diﬀerences are most
likely derived from the diﬀerent measure of the law of one price used in the two
sets of research. Subsequent investigation could be devoted to using their data and104
empirical models to control for market heterogeneity in a more systematic manner.105
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Monte Carlo Integration Method of
Calculating Nonlinear Impulse Response
Functions
With the p initial conditions set to zero, the estimated model is used to generate
observations based on innovations distributed as a mean zero normal distribution
with variance ˆ σ2, where ˆ σ2 is the estimated variance of the error term. After
the ﬁrst 200 observations are generated, each observation produced which satisﬁes
the requirement in (1.13), denoted y∗
t, is saved along with its p lags. After 5000
such observations have been found, no additional data is generated. These 5000
observations and their lags form the basis for the initial conditions, (y−p+1,...,y0),
used to calculated the impulse response function. For each set of initial conditions,
two time series of 120 observations each are generated from the initial conditions
(y−p+1,...,y0) and (y−p+1,...,y0 + δ) where δ is the shock used. The innovations
again are distributed as a mean zero normal distribution with variance ˆ σ2. The
average diﬀerence between these two series among the 5000 replications is taken
as the impulse response function. Gallant et al. (1993) propose that by the law
of large numbers this procedure should produce a result very close to that which
would be obtained by using the analytical solution.
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Proofs
These derivations and notation closely follow those found in KSS and BSC.
B.0.1 Distribution of tNL for d = {2,3,4,...}
The relevant statistic for r1 = r2 = 2 in (2.6), as in KSS, is the t-statistic for δ2 = 0
against δ2 < 0,
tNL = ˆ δ2/s.e.(ˆ δ2). (B.1)
Case 1: p = 0
Under the null, the process follows a unit root, so ∆yt = εt. Thus
tNL =
PT
t=1 yt−1y2
t−dεt q
ˆ σ2 PT
t=1(yt−1y2
t−d)2
(B.2)
Substituting yt−1 = yt−d +
Pd−1
i=1 εt−i for d > 1 yields
tNL =
PT
t=1(yt−d +
Pd−1
i=1 εt−i)y2
t−dεt q
ˆ σ2 PT
t=1((yt−d +
Pd−1
i=1 εt−i)y2
t−d)2
(B.3)
=
PT
t=1(y3
t−dεt +
Pd−1
i=1 εt−iεty2
t−d)
q
ˆ σ2 PT
t=1(y3
t−d +
Pd−1
i=1 εt−iy2
t−d)2
(B.4)
=
PT
t=1(y3
t−dεt +
Pd−1
i=1 εt−iεty2
t−d)
q
ˆ σ2 PT
t=1(y6
t−d + 2
Pd−1
i=1 εt−iy5
t−d + y4
t−d(
Pd−1
i=1 εt−i)2)
(B.5)
Focusing on the simplest case, set d = 2
tNL =
PT
t=1(εty3
t−2 + εt−1εty2
t−2)
q
ˆ σ2 PT
t=1(y6
t−2 + εt−1y5
t−2 + ε2
t−1y4
t−2)
(B.6)
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It is straightforward to show that ˆ σ2 P → σ2. Noting that the asymptotics of
PT
t=1 εtyk
t−d, for some positive integer k, will be the same as
PT
t=1 εtyk
t−1 by the
i.i.d. nature of εt, Theorem 3.1 of Park and Phillips (2001) can be applied to get
the following results:
T
−2
T X
t=1
εty
3
t−2
D → σ
4
Z 1
0
W(r)
3dW(r) (B.7)
T
−4
T X
t=1
y
6
t−2
D → σ
6
Z 1
0
W(r)
6dr (B.8)
T
−3
T X
t=1
εt−1y
5
t−2
D → σ
6
Z 1
0
W(r)
5dW(r) (B.9)
The remaining terms to consider are
PT
t=1 εt−1εty2
t−2 and
PT
t=1 ε2
t−1y4
t−2. First
note that ut = εt−1εt is a martingale diﬀerence sequence and is uncorrelated with
yt−2. Again using Theorem 3.1 of Park and Phillips (2001), we get the following:
T
−3/2
T X
t=1
uty
2
t−2
D → σ
4
Z 1
0
W(r)
2dU(r) (B.10)
The remaining term can be expressed as
T X
t=1
ε
2
t−1y
4
t−2 =
T X
t=1
(ε
2
t−1 − σ
2)y
4
t−2 +
T X
t=1
σ
2y
4
t−2 (B.11)
Note that vt = ε2
t−1 −σ2 is a martingale diﬀerence sequence. Thus using the same
theorem we get the following:
T
−3/2
T X
t=1
vty
4
t−2
D → σ
6
Z 1
0
W(r)
4dV (r) (B.12)
T
−3
T X
t=1
σ
2y
4
t−2
D → σ
6
Z 1
0
W(r)
4dr (B.13)110
Thus with d = 2
tNL
D →
R 1
0 W(r)3dW(r)
qR 1
0 W(r)6dr
(B.14)
For d > 2 the preceding arguments are suﬃcient to show that
tNL
D →
R 1
0 W(r)3dW(r)
qR 1
0 W(r)6dr
(B.15)
This is because there are only two terms in (6) who asymptotics will change
with d > 2. They are
T X
t=1
d−1 X
i=1
εt−iεty
2
t−d (B.16)
in the numerator, and
T X
t=1
y
2
t−d(
d−1 X
i=1
εt−i)
2 (B.17)
in the denominator.
Each term in (B.16) and the cross product terms in (B.17),
PT
t=1 y2
t−d(
Pd−1
i=1 εt−i(
Pd−1
j=1,j6=i εt−j)), behave the same as (B.10). The rest of the
(d−1) terms in (B.17),
PT
t=1 y2
t−d
Pd−1
i=1 ε2
t−i, will behave the same as (B.11). Note
that the distribution of the tNL statistic does not depend on σ or any other nuisance
parameters and has the same distribution for d=1. 
Case 2: p > 0
Follows directly from the Proof of Theorem 2.2 of KSS.
B.0.2 Distribution of FNL for d = {2,3,4,...}
For r1 = 1,r2 = 2 in (2.6), as in BSC, the relevant test statistic is the Wald
test statistic for δ1 = δ2 = 0 against δ1 6= 0 or δ2 6= 0. Adopting the same111
reparametrization as BSC and KSS, let y
j
d = (y0y
j
−d,...,yT−1y
j
T−d)0, ∆y−j =
(∆y1−j,...,∆yT−j)0, Z = (∆y−1, ... ,∆y−1). Deﬁne the T ×T idempotent matrix
ZT = IT - Z(Z0Z)−1Z0, and ε = (ε1,...,εT)0. Model (2.6) can be rewritten as
∆y =
p−1 X
j−1
αj∆y−j + δ1y
1
d + δ2y
2
d + ε,
which can also be expressed as
MT∆y = δ1MTy
1
d + δ2MTy
2
d + MTε.
Let ˆ θ = (ˆ δr1, ˆ δr2)0, X = [y1
d y2
d], and
ΓT =



T 3/2 0
0 T 2


.
The Wald test statistic we are concerned with is
FNL = ˆ θ
0
h
ˆ σ2(X
0MTX)
−1
i−1
ˆ θ. (B.18)
To establish the limiting distribution, note the following:
ΓT ˆ θ = Γ
−1
T θ + (Γ
−1
T (X
0MTX)Γ
−1
T )
−1Γ
−1
T X
0MTε,
Γ
−1
T X
0MTε =



y10
d MTε
T−3/2
y20
d MTε
T−2


 =



y10
d ε
T−3/2
y20
d ε
T−2


 + op(1) (B.19)
=



PT
t=1 yt−1yt−dεt
T3/2
PT
t=1 yt−1y2
t−dεt
T2


 + op(1)
D → σ



η2 R 1
0 W(r)2dW(r)
η3 R 1
0 W(r)3dW(r)


 ≡ σ



η2 0
0 η3


h,
where η = σ/(1 − α1 − ... − αp). The limiting distribution for the sums in (B.19)
can be determined using the same arguments to derive the distributions for the
numerator in (B.2).112
Also,
Γ
−1
T (X
0MTX)
−1Γ
−1
T =



y10
d MTy10
d
T3/2
y10
d MTy20
d
T7/2
y20
d MTy10
d
T7/2
y20
d MTy20
d
T4



=



y10
d y10
d
T3/2
y10
d y20
d
T7/2
y20
d y10
d
T7/2
y20
d y20
d
T4


 + op(1)
=



PT
t=1 y2
t−1y2
t−d
T3
PT
t=1 y2
t−1y3
t−d
T7/2
PT
t=1 y2
t−1y3
t−d
T7/2
PT
t=1 y2
t−1y4
t−d
T4


 + op(1) (B.20)
D →



η4 R 1
0 W(r)4dr η5 R 1
0 W(r)5dr
η5 R 1
0 W(r)5dr η6 R 1
0 W(r)6dr



≡



η2 0
0 η3


Q



η2 0
0 η3



The limiting distribution for the sums in (B.20) can be determined using the same
arguments to derive the distributions for the denominator in (B.2).
Thus the Wald test statistic in (B.18) is
FNL = ˆ θ
0
h
ˆ σ2(X
0MTX)
−1
i−1
ˆ θ
= (Γ
−1
T ˆ θ)
0 
Γ
−1
T (X
0MTX)
−1Γ
−1
T
−1 Γ
−1
T ˆ θ/ ˆ σ2
D → (Q
−1h)
0Q
−1(Q
−1h)
= h
0Q
−1h
Note that the limiting distribution does not depend on σ or any other nuisance
parameters and is the same as the distribution for d=1. 