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THE QUOTIENT OF A KAUFFMAN BRACKET SKEIN
ALGEBRA BY THE SQUARE OF AN AUGMENTATION IDEAL
SHUNSUKE TSUJI
Abstract. We give an explicit basis B of the quotient of the Kauffman bracket
skein algebra S(Σ) on a surface Σ by the square of an augmentation ideal.
As an application, it induces two kinds of finite type invariants of links in a
handle body in the sense of Le [6]. Moreover, we construct an embedding of
the mapping class group of a compact connected surface of genus 0 into the
Kauffman bracket skein algebra on the surface completed with respect to a
filtration coming from the augmentation ideal.
1. Introduction
The discovery of the Jones polynomial made a remarkable development in knot
theory. L. Kauffman gave an effective method to compute the Jones polynomial by
the Kauffman bracket, which is an invariant of a framed unoriented link assigning
a Laurent polynomial in a variable A. The Kauffman bracket is computed by some
skein relation. The Kauffman bracket module in a handle body defined by this
skein relation is useful in the study of knots and links in the handle body. For
example, see Lickorish [7], Prztycki [10] and our paper [11] section 5. Furthermore,
recently, we find a new relationship between the study of the mapping class group
of a surface and the Kauffman bracket skein modules in the product of the surface
and the closed interval [0, 1]. In particular, we obtain a formula of the action of
an Dehn twist tc on the completed skein module Ŝ(Σ, J) in terms of the inverse
function of hyperbolic cosine function
(1) exp(σ(
−A+A−1
4 log(−A) (arccosh(−
c
2
))2))(·) = tc(·) : Ŝ(Σ, J)→ Ŝ(Σ, J).
[11] Theorem 4.5. This formula is an analogy of a formula for the action of tc on
the completed group ring of the fundamental group of the surface [4] [5] [8].
To describe the relationship more precisely, we need to clarify the Kauffman
bracket skein module. In this paper, we construct an embedding of the mapping
class group of a compact connected oriented surface of genus 0 into the completed
Kauffman bracket skein algebra on the surface in Theorem 6.3. In our succeeding
paper [12], we also construct an embedding of the Torelli group of a compact con-
nected oriented surface with non-empty connected boundary into the completed
Kauffman bracket skein algebra on the surface.
In [11], we introduce a filtration of the skein module on a surface and its comple-
tion, in order to define the logarithm of a Dehn twist, the exponential of the action
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2 SHUNSUKE TSUJI
of the skein algebra on the surface and the formula (1). In this paper, we introduce
another filtration of the skein algebra in order to consider the logarithm of other
elements of the mapping class group of the surface. In particular, using this new
filtration, we can define the logarithm of any element of the mapping class group of
a surface of genus 0. See Theorem 6.3. In our subsequent papers, we consider the
logarithm of any element of the Torelli group of a surface with non-empty connected
boundary. In order to define the filtration, we give an explicit basis of the quotient
of the Kauffman bracket skein algebra by the square of an augmentation ideal.
Let Σ be a compact connected oriented surface, I the closed interval [0, 1], S(Σ)
the Kauffman bracket skein algebra on Σ and  the augmentation map defined by
(A + 1) = 0 and ([L] − (−2)|L|) = 0. Here |L| is the number of the components
of L. For a link L in Σ × I, the element (−2)−|L|[L] ∈ S(Σ)/(ker )n is a finite
invariant of order n in the sense of Le [6] (3.2). By [11] Lemma 5.3, we actually
have ∑
L′⊂L
(−1)|L′|(−2)−|L′|[L′] ∈ (ker )n
for a link L having components more than n, where the sum is over all sublinks
L′ ⊂ L including the empty link.
Now we assume Σ has a non-empty boundary. Then we introduce a family B of
elements of S(Σ)/(ker )2 by
B def.= {1} ∪ {A+ 1} ∪ {〈xi, xj〉|i ≤ j} ∪ {〈xi, xj , xk〉|i < j < k}
where the fundamental group pi1(Σ) is freely generated by x1, · · · , xM . For details,
see Lemma 3.6. In section 3, we prove the set B generates S(Σ)/(ker )2 as Q vector
space. In section 4, we prove the Q-linear independence of the set B. To prove the
independence, we define a bilinear form of ϑ((·)(·)) : S(Σ) × S(Σ) → Q[A±1].
This bilinear form is non-degenerate, in other words, for any x ∈ S(Σ)\{0}, there
exists y ∈ S(Σ) satisfying ϑ(xy) 6= 0. Furthermore, we have ϑ((ker )n(ker )m) ∈
((A+ 1)n+m). Using this basis, we obtain an explicit map
QT (Σ)→ S(Σ)/(ker )2 ' QB, L 7→ (−2)−|L|[L]
which is a finite type invariant of order 2 for links in Σ× I, where T (Σ) is the set
of unoriented framed link in Σ× I.
As an application of the basis, we introduce a new filtration {FnS(Σ)}n≥0 sat-
isfying F 2nS(Σ) = (ker )n, F 3S(Σ)/F 4S(Σ) = Q{〈xi, xj , xk〉|i < j < k} and
F 2n+1S(Σ) = F 3S(Σ)F 2n−2S(Σ). We remark that
F 2S(Σ)/F 3S(Σ) = Q⊕ S2(H1(Σ,Q)),
F 3S(Σ)/F 4S(Σ) = ∧3(H1(Σ,Q)),
where we denote the second symmetric tensor of H1(Σ,Q) by S2(H1(Σ,Q)) and
the third exterior power of H1(Σ,Q) by ∧3(H1(Σ,Q)). This filtration is finer than
{(ker )n}n≥0. In fact, by Proposition 5.8 and Proposition 5.15, we have
F 2n+1S(Σ)F 2m+1S(Σ) ⊂ F 2n+2m+2S(Σ),
[F 2n+1S(Σ), F 2m+1S(Σ)] ⊂ F 2n+2mS(Σ),
THE QUOTIENTS OF KAUFFMAN BRACKET SKEIN ALGEBRAS 3
where the bracket [ , ] is defined by [x, y]
def.
= 1−A+A−1 (xy− yx). Furthermore, by
Corollary 5.7, we have
(2) ϑ(FnS(Σ)FmS(Σ)) ⊂ ((A+ 1)bn+m+12 c).
where bxc is the largest integer not greater than x for x ∈ Q. By the equation, ϑ
induces ϑn : F
nS(Σ)/Fn+1S(Σ)×FnS(Σ)/Fn+1S(Σ)→ ((A+1)n)/((A+1)n+1) '
Q. By the proof of the independence of S(Σ)/(ker )2, ϑ2 and ϑ3 are non-degenerate.
Furthermore, for n = 2, 3 and x ∈ FnS(Σ)/Fn+1S(Σ), we have ϑn(x, x) = 0 if and
only if x = 0.
We define an evaluation map ev : QT (Σ)→ HomQ(F 2n−1S(Σ),Q[A±]) by
(ev(L))(x)
def.
=
1
(A+ 1)n
ϑ((−2)−|L|[L], x).
Using the equation (2), the Q-linear map ev induces a finite type invariant ev :
QT (Σ)→ HomQ(F 2n−1S(Σ),Q[A±]/(A+ 1)m) of order m.
Let Σ be a compact connected oriented of genus 0. By Lemma 6.1, we can con-
sider the Baker-Campbell-Hausdorff series on Ŝ(Σ). In section 6, as an application
of this filtration, we construct an embedding ζ of the mapping class group M(Σ)
of Σ into Ŝ(Σ) with respect to a group law using the Baker-Campbell-Hausdorff
series. Furthermore we have
ξ(·) = exp(σ(ζ(ξ)))(·) : Ŝ(Σ, J)→ Ŝ(Σ, J)
for any ξ ∈M(Σ) and J the finite subset of ∂Σ.
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2. Definition and Review
We review some definitions and facts about the Kauffman bracket skein algebra
on a surface, for details, see [11].
Through this section, let Σ be a compact connected surface and I the closed
interval [0, 1].
2.1. Kauffman bracket skein algebras and modules. Let J be a finite subset
of ∂Σ. We denote by T (Σ, J) the set of unoriented framed tangles in Σ × I with
base point set J [11] Definition 2.1. For a tangle diagram d, we denote by T (d)
the tangle presented by d. The Kauffman bracket skein module S(Σ, J) is the
quotient of Q[A.A−1]T (Σ, J) by the skein relation and the trivial knot relation [11]
Definition 3.2. The skein relation is
T (d1) = AT (d∞) +A−1T (d0)
where d1, d∞ and d0 are differ only in an open disk shown in Figure 1, Figure 3
and Figure 4, respectively. The trivial knot relation is
T (d) = (−A2 −A−2)T (d′)
where d and d′ are differ only in a open disk shown a boundary of a disk and empty,
respectively. We remark that we don’t assume ”the boundary skein relation” and
”the value of a contractible arc” in Muller [9]. We write simply S(Σ) def.= S(Σ, ∅).
The element of S(Σ, J) represented by T ∈ T (Σ, J) is written [T ]. We remark that
we have
[T (d1)]− [T (d2)] = (A−A−1)([T (d∞)]− [T (d0)]),(3)
where d1,d2, d∞ and d0 are differ only in an open disk shown in Figure 1, Figure
2, Figure 3 and Figure 4, respectively.
Fig 1. d1 Fig 2. d2 Fig 3. d∞ Fig 4. d0
We denote byM(Σ) the mapping class group of Σ fixing the boundary pointwise.
There is a natural action of M(Σ) on S(Σ, J) [11] section 2. The product of S(Σ)
and the right and left actions of S(Σ) on S(Σ, J) are defined by Figure 5, for details,
THE QUOTIENTS OF KAUFFMAN BRACKET SKEIN ALGEBRAS 5
xy
def.
=
x
y
for x, y ∈ S(Σ)0
1
I
Σ
xz
def.
=
x
z
for x ∈ S(Σ)
and z ∈ S(Σ, J)
0
1
I
Σ
zx
def.
=
z
x
for x ∈ S(Σ)
and z ∈ S(Σ, J)
0
1
I
Σ
Fig 5. The product and the actions
see [11] 3.1. The Lie bracket [, ] : S(Σ) × S(Σ) → S(Σ) is defined by [x, y] def.=
1
−A+A−1 (xy − yx). Furthermore, the action σ()() : S(Σ) × S(Σ, J) → S(Σ, J)
defined by σ(x)(z)
def.
= 1−A+A−1 (xz− zx) making S(Σ, J) a (S(Σ), [, ])-module with
σ. For details, see [11] 3.2.
By [11] Theorem 3.3, we have the following proposition.
Proposition 2.1. Let J be a finite subset of ∂Σ and ∂1, · · · , ∂b the connected
components of Σ. If b ≥ 1 and ∂i ∩ J 6= ∅ for each i ∈ {1, 2, · · · , b}, then M(Σ)→
Aut(S(Σ, J)) is injective.
2.2. Filtrations and completions of S(Σ) and S(Σ, J). The augmentation map
 : S(Σ) → Q is defined by A 7→ −1 and [L] 7→ (−2)|L| for L ∈ T (Σ) where |L|
is the number of components of L. The augmentation map  is well-defined by
[11] Proposition 3.10. We consider the topology on S(Σ) induced by the filtra-
tion {(ker )n}n≥0 and denote its completion by Ŝ(Σ) def.= lim←−i→∞S(Σ)/(ker )i.
Let J be a finite subset of ∂Σ. We also consider the topology on S(Σ, J) in-
duced by the filtration {(ker )nS(Σ, J)}n≥0 and denote its completion by Ŝ(Σ) def.=
lim←−i→∞S(Σ, J)/(ker )iS(Σ, J). The product of S(Σ), the right action and the left
action of S(Σ) on S(Σ, J), the bracket [, ] of S(Σ) and the action σ of S(Σ) on
S(Σ, J) are continuous. For details, see [11] Theorem 3.12.
Proposition 2.2 ([11] Theorem 5.1). Let Σ and Σ′ be two compact connected
oriented surfaces, J and J’ finite subsets of ∂Σ and ∂Σ′, respectively. We assume
there exists a orientation preserving diffeomorphism X : (Σ × I, J × I) → (Σ′ ×
I, J ′ × I). Then we have X ((ker )nS(Σ, J)) = (ker )nS(Σ′, J ′) for each n.
Proposition 2.3 ([11] Theorem5.5). Let Σ be a compact connected oriented surface
and J a finite subset of ∂Σ. If ∂Σ 6= ∅, then the natural homomorphism S(Σ, J)→
Ŝ(Σ, J) is injective.
By this theorem and Proposition 2.1, we have the following.
Corollary 2.4. Let J be a finite subset of ∂Σ and ∂1, · · · , ∂b the connected com-
ponents of ∂Σ. If b ≥ 1 and ∂i ∩ J 6= ∅ for each i ∈ {1, 2, · · · , b}, then M(Σ) →
Aut(Ŝ(Σ, J)) is injective.
For a simple closed curve c, we denote
(4) L(c)
def.
=
−A+A−1
4 log(−A) (arccosh(−
c
2
))2
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where c is also denoted by the element of S(Σ) represented by the knot presented
by the simple closed curve c.
Theorem 2.5 ([11] Theorem 4.1). Let J be a finite subset of ∂Σ, c a simple closed
curve and tc the Dehn twist along c. Then we have
tc(·) = exp(σ(L(c))) def.=
∞∑
i=0
1
i!
(σ(L(c)))i ∈ Aut(Ŝ(Σ, J)).
3. The calculations of S(Σ)/(ker )2
Let Σ be a compact connected oriented surface as in section 2.
3.1. the unoriented Goldman Lie algebra. We recall the Goldman Lie algebra.
We denote by pˆi(Σ) = [S1,Σ] the homotopy set of oriented free loops on Σ. In other
words, pˆi(Σ) is the set of conjugacy classes of pi1(Σ).
Let Σ be a compact connected oriented surface. Let α and β be oriented im-
mersed loops on Σ such that their intersections consist of transverse double points.
For each p ∈ α ∩ β, let αpβp ∈ pi1(Σ, p) be the loop going first along the loop α
based at p, then going along β based at p. Also, let (p, α, β) ∈ {1,−1} be the local
intersection number of α and β at p. The Goldman bracket of α and β is defined
as
[α, β]
def.
=
∑
p∈α∩β
(p, α, β)|αpβp| ∈ Qpˆi(Σ).
Here we denote by |·| : pi1(Σ) → pˆi(Σ) the natural projection, and we also denote
by |·| : Qpi1(Σ) → Qpˆi(Σ) its Q-linear extension. The free Q-vector space Qpˆi(Σ)
spanned by the set pˆi(Σ) equipped with this bracket is a Lie algebra. See [2].
According to [2] there is a Lie algebra similar to Qpˆi(Σ) but based on homotopy
classes of unoriented loops. The map pˆi(Σ) → pˆi(Σ), |a| 7→ |a−1| which reverses
the orientation of oriented loops extends to a Lie algebra automorphism Qpˆi(Σ)→
Qpˆi(Σ) denoted by υ. Clearly, (υ + id)(Qpˆi(Σ)) is a Lie subalgebra of Qpˆi(Σ) which
is a free module over the set of all |a| + υ(|a|) def.= (a), a ∈ pi1(Σ). The following
formula given in [2] computes the bracket of generators (a) and (b)
[(a), (b)] =
∑
p∈|a|∩|b|
(p, |a|, |b|)((apbp) − (apb−1p )).
We denote simply {(r)|r ∈ pi1(Σ)} and (υ + id)(Qpˆi(Σ)) by pi(Σ) and Qpi(Σ).
3.2. The homomorphism κ : Qpi(Σ) → (ker )/(ker )2. In this subsection, we
construct a Lie algebra homomorphism κ : Qpi(Σ) → (ker )/(ker )2. This is an
analogy of [13] Theorem 3.3.
For x ∈ pi1(Σ), we define 〈x〉 ∈ (ker )/(ker )2 by [Lx] + 2 − 3w(Lx)(A − A−1)
using Lx ∈ T (Σ) with p1(Lx) = |x| where the writhe w(Lx) is the sum of the signs
of the crossing of a diagram presenting Lx.
Lemma 3.1. The map 〈·〉 : pi1(Σ)→ (ker )/(ker )2 is well-defined.
Proof. Let d1, d2, d3 and d4 be four link diagrams in Σ which are differ only in
an open disk shown in Figure 1, Figure 2, Figure 3 and Figure 4, respectively such
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that |T (d1)| = |T (d2)| = |T (d∞)| = 1 and |T (d0)| = 2. We denote Li def.= T (di) for
i ∈ {1, 2, 0,∞}. We have w(L1)− w(L2) = 2. By the equation (3), we have
([L1] + 2− 3w(L1)(A−A−1))− ([L2] + 2− 3w(L2)(A−A−1))
= (A−A−1)([L∞]− [L0])− 3(w(L1)− w(L2))(A−A−1)
= (A−A−1)([L∞]− [L0]− 6).
Since (A−A−1) = ([L∞]− [L0]−6) = 0, we have ([L1] + 2−3w(L1)(A−A−1))−
([L2] + 2− 3w(L2)(A−A−1)) ∈ (ker )2.
Let d and d′ be two knot diagrams in Σ which are differ only in an open disk
shown in the figure. We denote L
def.
= T (d) and T ′ def.= T (d′).
d d′
Then w(L)− w(L′) = −1, and so
([L] + 2− 3w(L)(A−A−1))− ([L′] + 2− 3w(L′)(A−A−1))
= (A3 + 1)[L′]− 3(w(L1)− w(L2))(A−A−1)
= (A+ 1)((A2 −A+ 1)[L′] + 3(1−A−1)).
Since (A+1) = ((A2−A+1)[L′]+3(1−A−1)) = 0, we have ([L]+2−3w(L)(A−
A−1))− ([L′] + 2− 3w(L′)(A−A−1)) ∈ (ker )2.
This finishes the proof. 
Here we remark that 〈1〉 = 0 for the identity 1 ∈ pi1(Σ) and 〈x〉 = 〈yxy−1〉
for x, y ∈ pi1(Σ). We also denote the Q-linear extension of the map 〈·〉 by 〈·〉 :
Qpi1(Σ)→ ker /(ker )2.
Since [ker , (ker )2] ⊂ (ker )2 and [(ker )2, ker ] ⊂ (ker )2 [11] Lemma 3.11,
[, ] : S(Σ)×S(Σ)→ S(Σ) induces [, ] : (ker )/(ker )2×(ker )/(ker )2 → (ker )/(ker )2.
Theorem 3.2. This Q-linear map κ : Qpi(Σ) → (ker )/(ker )2, (x) 7→ −〈x〉 is
a Lie algebra homomorphism.
Proof. Let da and db be two knot diagrams in Σ whose intersections consist of
transverse double points P1, P2, · · · , Pm. We fix orientations of da and db. Let α
and β be two elements of [S1,Σ] such that α = p1(da) and β = p1(db). We write
simply i
def.
= (Pi, da, db) for i = 1, 2, . . . ,m. Let α? and β? be two elements of
pi1(Σ) such that |α?| = α and |β?| = β.
For i = 1, 2, · · · ,m, let d(1, i) and d(−1, i) be two tangle diagrams satisfying the
following contitions.
• The two tangle diagrams d(1, i) and d(−1, i) equal da ∪ db with the same
height-information as da and db except for the neighborhoods of the inter-
sections of da and db.
• The branches of d(1, i) and d(−1, i) in the neighborhood of Pj belonging to
da are over crossings for j = 1, · · · , i− 1.
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• The branches of d(1, i) and d(−1, i) in the neighborhood of Pj belonging to
da are over crossings for j = i+ 1, · · · ,m.
• The two tangle diagrams d(1, i) and d(−1, i) are as shown in Figure 6 and
Figure 7, respectively, in the neighborhood of Pi.
db
da
Fig 6.
db
da
Fig 7.
We denote T (1, i)
def.
= T (d(1, i)) and T (−1, i) def.= T (d(−1, i)) for i = 1, · · · ,m.
Using the equation (3), we have
[[Ta], [Tb]] = −
m∑
i=1
([T (1, i)]− [T (−1, i)]).
If i = 1, we have
〈αPiβPi〉 = [T (1, i)] + 2− 3(w(T ) + w(T ′)− 1 − · · · − i−1 + i+1 + · · ·+ m)(A−A−1),
〈αPiβ−1Pi 〉 = [T (−1, i)] + 2− 3(w(T ) + w(T ′) + 1 + · · ·+ i−1 − i+1 − · · · − m)(A−A−1).
If i = −1, we have
〈αPiβ−1Pi 〉 = [T (1, i)] + 2− 3(w(T ) + w(T ′) + 1 + · · ·+ i−1 − i+1 − · · · − m),
〈αPiβPi〉 = [T (−1, i)] + 2− 3(w(T ) + w(T ′)− 1 − · · · − i−1 + i+1 + · · ·+ m).
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Hence, we have
[−〈α?〉,−〈β?〉]
= [Ta + 2− 3w(Ta)(A−A−1), Tb + 2− 3w(Tb)(A−A−1)]
= [Ta, Tb]
= −
m∑
i=1
([T (1, i)]− [T (−1, i)])
= −
m∑
i=1
i(〈αPiβPi〉 − 〈αPiβ−1Pi 〉+ 6(−1 − · · · − i−1 + i+1 + · · ·+ m)(A−A−1))
= −
m∑
i=1
i(〈αPiβPi〉 − 〈αPiβ−1Pi 〉) + 6(A−A−1)
∑
i<j
(ij − ji)
= −
m∑
i=1
i(〈αPiβPi〉 − 〈αPiβ−1Pi 〉).
This finishes the proof. 
The following proposition plays a key role in our calculations of S(Σ)/(ker )2.
Proposition 3.3. For x and y ∈ pi1(Σ), we have 2〈x〉+ 2〈y〉 = 〈xy〉+ 〈xy−1〉.
Proof. We fix the base point ∗ of pi1(Σ) in Σ\∂Σ. Let da and db be knot diagrams
in Σ whose interesections consist of transverse double points and which transverse
at ∗ as shown in Figure 8.
db
da
∗
Fig 8.
db
da
∗
Fig 9.
db
da
∗
Fig 10.
Let dab and dab−1 be two knot diagrams satisfying the following conditions.
• The two knot diagrams dab and dab−1 equal da ∪ db with the same height-
information as da and db except for the neighborhood of the intersections
of da and db.
• The branches of dab and dab−1 in the neighborhood of any point of da ∩
db\{∗} belonging to da are over crossings.
• The two tangle diagrams dab and dab−1 are as shown in Figure 9 and Figure
10, respectively.
We denote Ti
def.
= T (di) for i ∈ {a, b, ab, ab−1}. We remark that w(Tab) +
w(Tab−1) = 2(w(Ta) + w(Tb)).
Hence we have
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([Ta] + 2)([Tb] + 2)
= [Ta][Tb] + 2[Ta] + 2[Tb] + 4
= A[Tab] +A
−1[Tab−1 ] + 2[Ta] + 2[Tb] + 4
= (A+ 1)([Tab] +A
−1[Tab−1 ])− [Tab]− [Tab−1 ] + 2[Ta] + 2[Tb] + 4
= (A+ 1)([Tab] +A
−1[Tab−1 ])
− ([Tab] + 2− 3(A−A−1)w(Tab))− ([Tab−1 ] + 2− 3(A−A−1)w(Tab−1))
+ 2([Ta] + 2− 3(A−A−1)w(Ta)) + 2([Tb] + 2− 3(A−A−1)w(Tb))
This proves the proposition.

3.3. The calculation lemma. In this subsection, we check some equations.
Lemma 3.4. For a, b, c and d ∈ pi1(Σ), we have
〈(a− 1)(b− 1)(c− 1)〉 = 〈−(b− 1)(a− 1)(c− 1)〉,(5)
〈(a− 1)(b− 1)(c− 1)(d− 1)〉 = 0,(6)
〈(a− 1)(b− 1)(b− 1)〉 = 0,(7)
〈[a, b]c− c〉 = 2〈(a− 1)(b− 1)(c− 1)〉,(8)
〈(a− 1)(a− 1)〉 = 2〈a〉.(9)
Proof. We have
〈abc〉
= 〈−b−1a−1c+ 2ab+ 2c〉
= 〈b−1ac− 2b−1c− 2a+ 2ab+ 2c〉
= 〈−bac+ 2ac+ 2b+ 2bc− 4b− 4c− 2a+ 2ab+ 2c〉
= 〈−bac+ 2ab+ 2bc+ 2ca− 2a− 2b− 2c〉.
Hence we have 〈(a− 1)(b− 1)(c− 1)〉 = 〈−(b− 1)(a− 1)(c− 1)〉. This proves the
equation (5). By this equation, we have
〈(a− 1)(b− 1)(c− 1)(d− 1)〉
= −〈(a− 1)(d− 1)(b− 1)(c− 1)〉
= 〈(a− 1)(b− 1)(d− 1)(c− 1)〉
= −〈(a− 1)(b− 1)(c− 1)(d− 1)〉.
This proves the equation (6). By equation (5). we have
〈(a− 1)(b− 1)(b− 1)〉 = −〈(a− 1)(b− 1)(b− 1)〉.
This proves the equation (7). By the equation (5), the equation (6) and the equation
(7), we have
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〈[a, b]c− c〉
= 〈(ab− ba)(a−1b−1c− 1) + ab− ba〉
= 〈(ab− ba)(a−1b−1c− 1)〉
= 〈((a− 1)(b− 1)− (b− 1)(a− 1))(a−1b−1c− 1)〉
= 〈2(a− 1)(b− 1)(a−1b−1c− 1)〉
= −2〈(a− 1)(b− 1)(a− 1)〉 − 2〈(a− 1)(b− 1)(b− 1)〉+ 2〈(a− 1)(b− 1)(c− 1)〉
= 2〈(a− 1)(b− 1)(c− 1)〉
.
This proves the equation (8). We have
〈a2 − 2a+ 1〉 = 〈−1 + 2a+ 2a− 2a+ 1〉 = 2〈a〉.
This proves the equation (9). This finishes the proof. 
We denote H1
def.
= H1(Σ,Q) = Q⊗ pi1(Σ)/[pi1(Σ), pi1(Σ)].
Definition 3.5. A Q-linear map λ : H1 ∧ H1 ∧ H1 → ker /(ker )2 is defined by
[a] ∧ [b] ∧ [c] def.= 〈(a− 1)(b− 1)(c− 1)〉 for a, b and c ∈ pi1(Σ) where we denote the
third exterior of H1 by H1 ∧H1 ∧H1.
By the equation (5) and the equation (6), we have λ is well-defined.
Since the Q vector space S(Σ)/(ker )2 is generated by {1, A+ 1} ∪ κ(Qpi(Σ))
as a Q vector space, we have the following by teh equation (5), the equation (6),
the equation (8) and the equation (9).
Lemma 3.6. We assume pi1(Σ) is generated by {x1, x2, · · · , xM}. Then S(Σ)/(ker )2
is generated by
{1} ∪ {A+ 1} ∪ {〈xi, xj〉|i ≤ j} ∪ {〈xi, xj , xk〉|i < j < k}
as a Q vector space. Here we denote 〈xi, xj〉 def.= 〈(xi−1)(xj−1)〉 and 〈xi, xj , xk〉 def.=
〈(xi − 1)(xj − 1)(xk − 1)〉.
4. A basis of S(Σ)/(ker )2
In this section, we will prove the following.
Theorem 4.1. Let Σ be a connected compact oriented surface with non-empty
boundary. We assume pi1(Σ) is freely generated by {x1, x2, · · · , xM}. Then
{1} ∪ {A+ 1} ∪ {〈xi, xj〉|i ≤ j} ∪ {〈xi, xj , xk〉|i < j < k}
is a basis of S(Σ)/(ker )2 as a Q vector space.
To prove this theorem, we introduce a bilinear form of the Kauffman bracket
skein algebra. Let ξ be an element of the mapping class group M(Σ) represented
by a diffeomorphism χ such that S3 ' Σ × I/ ∼ξ, where the equivalence relation
∼ξ is generated by (x, 0) ∼ξ (χ(x), 1) for x ∈ Σ and (x, t) ∼ξ (x, 1− t) for x ∈ ∂Σ
and t ∈ I. We remark that for any compact connected oriented surface Σ with non-
empty boundary there exists an element of M(Σ) satisfying the above condition.
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Fig 11. e : Σ× I → S3
1 i
ri
b
Fig 12. ri
The embedding eξ : Σ × I → Σ × I/ ∼ξ' S3 : (x, t) 7→ (x, t2 ) induces a Q[A±1]-
module homomorphism ϑξ : S(Σ)→ Q[A±1] : [L] 7→ K(eξ(L)) where K is Kauffman
bracket. In this paper, the Kauffman bracket is defined by [L] = K(L)[∅] for
L ∈ (the set of unoriented framed links in S3) = T (I × I). We remark that
ϑξ(xy) = ϑξ(ξ(y)x). By [11] Lemma 5.7 and Lemma 5.8, we have the followings.
Proposition 4.2. For any x ∈ S(Σ)\{0}, there exists y such that ϑξ(xy) 6= 0.
Lemma 4.3. We have ϑξ((ker )
N ) ⊂ ((A+ 1)N )Q[A,A−1] for any N .
Let Σ be a connected compact oriented surface of genus 0 with b+ 1 boundary
components. Let ri be an element of pi1(Σ) as in Figure 12 for 1 ≤ i ≤ b and ci1i2···ij
a simple closed curve presenting by |ri1 · · · rij | for 1 ≤ i1 < i2 < · · · < ij ≤ b. We
remark that Σ × I/ ∼tc1 tc2 ···tcb' S3 and that the embedding etc1 tc2 ···tcb is as in
Figure 11. We simply denote ϑ
def.
= ϑtc1 tc2 ···tcb . We remark that ϑ(xy) = ϑ(yx).
We denote by c an element represented by a tangle presented by simple closed
curve c ∈ {ci1i2···ij |1≤i1<i2<···<ij≤b}, 〈i, i〉 def.= 2(ci − c∅) for 1 ≤ i ≤ b, 〈i, j〉 def.=
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cij−ci−cj+c∅ for 1 ≤ i < j ≤ b and 〈i, j, k〉 def.= cijk−cij−cjk−cik+ci+cj+ck−c∅
for 1 ≤ i < j < k ≤ b where c∅ def.= −A2 −A−2. We need some claculations of ϑ.
Lemma 4.4. (1) Let i1, i2 be elements of {1, · · · , b}. We have
ϑ(〈i1, i1〉〈i2, i2〉){
= 4(A12 +A8 + 2A7 + 2A4 + 4A3 + 3 + 2A−1 +A−4) i1 = i2
= 4(A3 + 1)2(A2 +A−2)2 i1 6= i2,
and
ϑ(〈i1, i1〉〈i2, i2〉) =
{
240(A+ 1)2 mod ((A+ 1)3) i1 = i2
144(A+ 1)2 mod ((A+ 1)3) i1 6= i2.
(2) Let i1, j1, i2 be elements of {1, · · · , b} satisfying i1 < j1. We have
ϑ(〈i1, j1〉〈i2, i2〉){
= −2(A3 + 1)(A12 +A8 + 2A7 + 2A4 + 4A3 + 3 + 2A−1 +A−4) i2 ∈ {i1, j1}
= −2(A3 + 1)3(A2 +A−2)2 i2 /∈ {i1, j1},
and
ϑ(〈i1, j1〉〈i2, i2〉) = 0 mod ((A+ 1)3).
(3) Let i1, j1, k1, i2 be elements of {1, · · · , b} satisfying i1 < j1 < k1. We have
ϑ(〈i1, j1, k1〉〈i2, i2〉){
= 2(A3 + 1)2(A12 +A8 + 2A7 + 2A4 + 4A3 + 3 + 2A−1 +A−4) i2 ∈ {i1, j1, k1}
= 2(A3 + 1)4(A2 +A−2)2 i2 /∈ {i1, j1, k1},
and
ϑ(〈i1, j1, k1〉〈i2, i2〉) = 0 mod ((A+ 1)4).
(4) Let i1, j1, i2, j2 be elements of {1, · · · , b} satisfying i1 < j1 and i2 < j2. We
have
ϑ(〈i1, j1〉〈i2, j2〉)
= (A3 + 1)4(A2 +A−2)2 ]({i1, j1} ∩ {i2, j2}) = 0
= (A3 + 1)2(A12 +A8 + 2A7 + 2A4 + 4A3 + 3 + 2A−1 +A−4) ]({i1, j1} ∩ {i2, j2}) = 1
= A20 +A16 + 4A15 + 3A12 + 4A11 + 4A10 + 2A8 + 8A7
+8A6 + 3A4 + 12A3 + 4A2 + 5 + 4A−1 +A−4 ]({i1, j1} ∩ {i2, j2}) = 2,
and
ϑ(〈i1, i1〉〈i2, i2〉) =
{
0 mod ((A+ 1)3) ]({i1, j1} ∩ {i2, j2}) = 0, 1
48(A+ 1)2 mod ((A+ 1)3) ]({i1, j1} ∩ {i2, j2}) = 2.
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(5) Let i1, j1, k1, i2, j2 be elements of {1, · · · , b} satisfying i1 < j1 < k1 and
i2 < j2. We have
ϑ(〈i1, j1, k1〉〈i2, j2〉)
= −(A3 + 1)5(A2 +A−2)2 ]({i1, j1, k1} ∩ {i2, j2}) = 0
= −(A3 + 1)3(A12 +A8 + 2A7 + 2A4 + 4A3 + 3 + 2A−1 +A−4) ]({i1, j1, k1} ∩ {i2, j2}) = 1
= −(A3 + 1)(A20 +A16 + 4A15 + 3A12 + 4A11 + 4A10 + 2A8 + 8A7
+8A6 + 3A4 + 12A3 + 4A2 + 5 + 4A−1 +A−4) ]({i1, j1, k1} ∩ {i2, j2}) = 2,
and
ϑ(〈i1, j1, k1〉〈i2, j2〉) = 0 mod ((A+ 1)3)
(6) Let i1, j1, k1, i2, j2, k2 be elements of {1, · · · , b} satisfying i1 < j1 < k1 and
i2 < j2 < k2. We have
ϑ(〈i1, j1, k1〉〈i2, j2, k2〉)
= (A3 + 1)6(A2 +A−2)2 ]({i1, j1, k1} ∩ {i2, j2, k2}) = 0
= (A3 + 1)4(A12 +A8 + 2A7 + 2A4 + 4A3 + 3 + 2A−1 +A−4) ]({i1, j1, k1} ∩ {i2, j2, k2}) = 1
= (A3 + 1)2(A20 +A16 + 4A15 + 3A12 + 4A11 + 4A10 + 2A8 + 8A7
+8A6 + 3A4 + 12A3 + 4A2 + 5 + 4A−1 +A−4) ]({i1, j1, k1} ∩ {i2, j2, k2}) = 2
= A28 +A24 + 6A23 + 4A20 + 6A19 + 12A18 + 3A16 + 18A15
+12A14 + 8A13 + 6A12 + 12A11 + 24A10 + 16A9 + 3A8 + 18A7
+36A6 + 8A5 + 4A4 + 30A3 + 12A2 + 9 + 6A−1 +A−4 ]({i1, j1, k1} ∩ {i2, j2, k2}) = 3,
and
ϑ(〈i1, i1〉〈i2, i2〉) =
{
0 mod ((A+ 1)4) ]({i1, j1, k1} ∩ {i2, j2, k2}) = 0, 1, 2
192(A+ 1)3 mod ((A+ 1)4) ]({i1, j1, k1} ∩ {i2, j2, k2}) = 3.
Proof. Let Ln be the link in S
3 as in Figure 13. We remark that K(Ln) = A2n(A4+
1+A−4)+A−6n. Let i1, i2, · · · , in, j1, j2, · · · , jm be elements of {1, · · · , b} satisfying
i1 < i2 < · · · < in, j1 < j2 < · · · < jm and ]({i1, · · · , in} ∩ {j1, · · · , jm}) = k. We
have ϑ(ci1···incj1···jm) = (−A3)n+m−kK(Lk). Using this formula, we obtain the
above equations. This finishes the proof.

By Theorem 2.2, Theorem 4.1 follows from the following lemma.
Lemma 4.5. The set
{1} ∪ {A+ 1} ∪ {〈i, j〉|i ≤ j} ∪ {〈i, j, k〉|i < j < k}
is a basis of S(Σ)/(ker )2 as a Q vector space.
Proof. It is enough to show that if X = Q+ q(A+ 1) +
∑
i qi(〈i, i〉 − 12(A+ 1)) +∑
i<j qij〈i, j〉+
∑
i<j<k〈i, j, k〉 ∈ (ker )2, we have Q = q = 0, qi = 0 for 1 ≤ i ≤ b,
qij = 0 for 1 ≤ i < j ≤ b and qijk = 0 for 1 ≤ i < j < k ≤ b. We assume
X ∈ (ker )2. Since X ∈ ker , we have Q = 0. By Lemma 4.4(1) (2) (3) (4) (5), we
have
ϑ(X2) = (q2 +
∑
i
96qi
2 +
∑
i<j
48qij
2)(A+ 1)2 mod ((A+ 1)3).
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1 2 n
Fig 13. L(n)
Since ϑ(X2) ∈ ((A + 1)4), we obtain q = 0, qi = 0 for any i and qij = 0 for any i,
j. By Lemma 4.4 (6), we have
ϑ(X2) = (
∑
i<j<k
192qijk
2)(A+ 1)3 mod ((A+ 1)4).
Since ϑ(X2) ∈ ((A+1)4), we obtain qijk = 0 for any i, j, k. This proves the lemma.

As a corollary of Theorem 4.1, we have the following.
Corollary 4.6. If ∂Σ 6= ∅, then Q-linear map λ : H1 ∧H1 ∧H1 → ker /(ker )2 is
injective.
Proof. We have {〈xi, xj , xk〉|i < j < k} = {λ([xi] ∧ [xj ] ∧ [xk])|i < j < k}. This
proves the corollary. 
Corollary 4.7 ([11] Remark 3.13). Let Σ be a compact connected surface of genus g
with b+1 boundary components. We assume 0 ≤ b. We have dimQ(ker )/(ker )2 =
1+N(N+1)2 +
N(N−1)(N−2)
6 , where N = b+2g. Furthermore dimQ(ker )
m/(ker )m+1 <
∞ for any m.
5. Filtrations
In this section, Let Σ be a connected compact oriented surface with non-empty
boundary. In this section, we introduce a new filtration of the Kauffman bracket
skein modules of Σ. We denote by$ the natural quotient map ker → (ker /(ker /)2)/imλ.
Definition 5.1. The filtration {FnS(Σ)}n≥0 of S(Σ) is defined by
F 0
def.
= S(Σ),
F 1S(Σ) = F 2S(Σ) def.= ker ,
F 3S(Σ) def.= ker$,
FnS(Σ) def.= ker Fn−2S(Σ) (for 4 ≤ n).
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We remark that FnS(Σ) is an ideal of S(Σ) for any n. By definition, The
filtrations {(ker )n}n≥0 and {FnS(Σ)}n≥0 induce the same topology of S(Σ). More
precisely, we have F 2nS(Σ) = (ker )n.
5.1. The filtrations depend only on the underlying 3-manifold. We define
another filtration {F ?nS(Σ)}n≥0 of S(Σ) which depends only on the underlying
3-manifold.
Let Σ0,b+1 be a connected compact oriented surface of genus 0 with b+1 boundary
components. We denote η
def.
= c123−c12−c23−c13+c1+c2+c3+A2+A−2 ∈ S(Σ0,4)
and ν
def.
= c1 + A
2 + A−2. Any embedding ι : Σ0,2 × I × {1, 2, · · · , n}
∐
Σ0,4 × I ×
{1, 2, · · · ,m} → Σ× I induces ι∗ : (⊕nS(Σ0,2))⊕ (⊕mS(Σ0,4))→ S(Σ).
Definition 5.2. The filtration {F ?nS(Σ)}n≥0 is defined as follows.
• F ?0S(Σ) def.= S(Σ) and F ?1S(Σ) def.= F ?2S(Σ).
• If n ≥ 1, F ?2nS(Σ) is the Q[A,A−1]-submodule of S(Σ) generated by
{ι∗((⊕nν)⊕ (⊕N−nc1))|ι : Σ0,2 × I × {1, 2, · · · , N} → Σ× I embedding}
and
(A+ 1)F ?2n−2S(Σ).
• If n ≥ 1, F ?2n+1S(Σ) is the Q[A,A−1]-submodule of S(Σ) generated by
{ι∗((⊕nν)⊕ (⊕N−nc1)⊕ η)|ι : Σ0,2 × I × {1, 2, · · · , N}
∐
Σ0,4 × I → Σ× I embedding},
{ι∗((⊕n+1ν)⊕ (⊕N−n−1c1))|ι : Σ0,2 × I × {1, 2, · · · , N} → Σ× I embedding}
and
(A+ 1)F ?2n−1S(Σ).
Lemma 5.3. (1) For an embedding ι : Σ0,4 × I → Σ × I, we have ι∗(η) ∈
ker$ = F 3S(Σ).
(2) We have F 3S(Σ) = F ?3S(Σ).
Proof. We choose γ1, γ2 and γ3 ∈ pi1(Σ) satisfying |p1(ι(ri))| = |γi| for i ∈ {1, 2, 3}.
We remark that
w(ι(c123))−w(ι(c12))−w(ι(c13))−w(ι(c23)) +w(ι(c1)) +w(ι(c2)) +w(ι(c3)) = 0.
Here we also denote by c ∈ T (Σ0,4) an knot presented by c for c ∈ {c1, c2, c3, c12, c13, c23, c123}.
Hence we have
ι∗(η) = κ((γ1 − 1)(γ2 − 1)(γ3 − 1)) mod (ker )2.
This proves the lemma (1).
For any element x ∈ F 3S(Σ), we prove x ∈ F ?3S(Σ). We choose γ1, γ2 and
γ3 ∈ pi1(Σ) and an embedding ι : Σ0,4 × I → Σ× I satisfying x = κ((γ1 − 1)(γ2 −
1)(γ3− 1)) mod (ker )2, and |p1(ι(ri))| = |γi| for i ∈ {1, 2, 3}. Since x = ι∗(η) = 0
mod F ?3S(Σ) ⊂ (ker )2, we have x ∈ F ?3S(Σ).
In order to prove F ?3S(Σ) ⊂ F 3S(Σ), it is enough to prove ι∗((⊕Nc1) ⊕ η) ∈
F 3S(Σ) for any embedding ι : Σ0,2×I×{1, 2, · · · , N}
∐
Σ0,4×I → Σ×I. We have
ι∗((⊕Nc1)⊕ η) = (−2)N ι∗(η) mod F ?3S(Σ). By this lemma (1), ι∗(η) ∈ F 3S(Σ).
Hence we obtaion F ?3S(Σ) = F 3S(Σ). This proves the lemma (2). 
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c1 c2 c3
Fig 14. c1, c2, c3
c12 c23
Fig 15. c12, c23
Let c1, c2, c3, c12, c23, c13, c123 and c? be simple closed curves in Σ1,3 in Figure
14, 15 and 16. We aloso denote by c an element of S(Σ1,3) represented a knot
presented by c for c ∈ {c1, c2, c3, c12, c23, c13, c123, c?}. We obtain the lemma by a
straightforward calculation.
Lemma 5.4. We have 〈1, 2, 3〉c?−c?〈1, 2, 3〉 = (−A+A−1)(tc?(〈1, 2, 3〉)−t−1c? (〈1, 2, 3〉))
where 〈1, 2, 3〉 = c123 − c12 − c23 − c13 + c1 + c2 + c3 +A2 +A−2 and tc? is a Dehn
twist along c?.
Using this lemma, we have the following.
Lemma 5.5. We have FnS(Σ) = F ?nS(Σ).
Proof. By [11] Lemma 5.3., we have F 2nS(Σ) = F ?2nS(Σ) = (ker )n for any n. It
is enough to show F 2n+1S(Σ) = F ?2n+1S(Σ) for n ∈ Z≥1. To prove it, we use the
induction on n. If n = 0, the claim follows from F ?1S(Σ) = F ?2S(Σ) = ker  =
F 2S(Σ) = F 1S(Σ). If n = 1, the claim follows from Lemma 5.3 (2). We assume
F 2n+1S(Σ) = F ?2n+1S(Σ). The embeddings ι, ι′ : Σ0,2×I×{1, 2, · · · , N}
∐
Σ0,4×
18 SHUNSUKE TSUJI
c13
c?
c123
Fig 16. c?, c13, c123
Fig 17. ι
I → Σ× I are only differ in an open ball in Σ× I shown in Figure 17 and Figure
18, respectively. By Lemma 5.4, we have
ι∗((⊕n+1ν)⊕ (⊕N−n−1c1)⊕ η)− ι′∗((⊕n+1ν)⊕ (⊕N−n−1c1)⊕ η)
∈ (−A+A−1)F ?2n+1S(Σ) = (A+ 1)F 2n+1S(Σ).
Using this equation repeatedly, we have
F ?2n+3S(Σ)
= (−A+A−1)F ?2n+1S(Σ) + F ?2nS(Σ)F ?3S(Σ)
= (−A+A−1)F 2n+1S(Σ) + F 2nS(Σ)F 3S(Σ)
= F 2n+3S(Σ).
This proves the lemma.

Using this lemma, we have the following.
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Fig 18. ι′
Theorem 5.6. Let Σ and Σ′ be two oriented compact connected surfaces such that
there exists a diffeomorphism X : (Σ× I)→ (Σ′× I). Then we have X (FnS(Σ)) =
FnS(Σ′) for n ≥ 0.
Proof. By definition, we have X (F ?nS(Σ)) = F ?nS(Σ′). By Lemma 5.5, we have
F ?nS(Σ) = FnS(Σ) and F ?nS(Σ′) = FnS(Σ′). Hence we have X (FnS(Σ)) =
FnS(Σ′). This proves the theorem.

Corollary 5.7. We have F ?nS(D2) = (ker )bn+12 c = (A + 1)bn+12 cQ[±A]. Fur-
thermore, in the situation of section 4, we have θξ(F
nS(Σ)) ⊂ (A+ 1)bn+12 cQ[±A].
5.2. The product and the filtration. In this subsection, we prove the following.
Proposition 5.8. For n and m ∈ Z≥0, we have FnS(Σ)FmS(Σ) ⊂ Fn+mS(Σ).
For N ∈ Z≥2 and 1 ≤ i1 < i2 < · · · < ij ≤ N , we denote
〈i1, i2, · · · , ij〉 def.=
∑
{k1,··· ,kl}⊂{i1,··· ,ij},k1<k2<···<kl
(−1)j−lck1···kl ∈ S(Σ0,N+1).
Here we define c∅
def.
= −A2 −A−2.
Lemma 5.9. We have 〈1, 2, 4〉〈3, 5, 6〉 ∈ (ker )3 = F 6S(Σ0,7).
Proof. By a straight calculation, we have
〈1, 3〉〈2, 4〉+ 〈2, 4〉〈1, 3〉 =
(A2 +A−2)〈1, 2, 3, 4〉+ (A4 +A−4)(〈1, 2〉〈3, 4〉+ 〈1, 4〉〈2, 3〉)
+ (A2 +A−2)(〈1, 2〉〈3〉〈4〉+ 〈2, 3〉〈4〉〈1〉+ 〈1, 4〉〈2〉〈3〉+ 〈3, 4〉〈1〉〈2〉)
+ 2(〈1〉〈2, 3, 4〉+ 〈2〉〈1, 3, 4〉+ 〈3〉〈1, 2, 4〉+ 〈4〉〈1, 2, 3〉)
+ 2〈1〉〈2〉〈3〉〈4〉,
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and
〈1, 3〉〈2, 4〉 − 〈2, 4〉〈1, 3〉
= (A2 −A−2)
(
1
2
(2〈1, 4〉 − 〈1〉〈4〉+ (A−A−1)2(〈1〉+ 〈4〉))(2〈2, 3〉 − 〈2〉〈3〉+ (A−A−1)2(〈2〉+ 〈3〉))
− 1
2
(2〈1, 2〉 − 〈1〉〈2〉+ (A−A−1)2(〈1〉+ 〈2〉))(2〈3, 4〉 − 〈3〉〈4〉+ (A−A−1)2(〈3〉+ 〈4〉))
+ (A−A−1)2(c12c34 − c14c23)).
For y1, y2, y3, y4 ∈ pi1(Σ0,7), we denote by ι(y1, y2, y3, y4) the embedding Σ0,4 →
Σ0,7 inducing pi1(Σ0,4) → pi1(Σ0,7) such that γi 7→ yi for i = 1, 2, 3, 4. We aslso
denote by ι(y1, y2, y3, y4) the homeomorphism Ŝ(Σ0,4) → Ŝ(Σ0,7) induced by the
embedding ι(y1, y2, y3, y4).
Using the equations staede the above and the two Q[A,A−1]-module homomor-
phisms ∑
1,2,3∈{0,1}
(−1)1+2+3ι(γ11 γ22 γ33 , γ4, γ5, γ6)∑
1,2,3,4∈{0,1}
(−1)1+2+3+4ι(γ11 γ22 , γ3, γ4, γ35 γ46 ),
we have
(A2 +A−2)〈1, 2, 3, 4, 5, 6〉
+ (A4 +A−4)(〈1, 2, 3〉〈4, 5, 6〉+ 〈1, 2, 5, 6〉〈3, 4〉)− 〈1, 2, 4〉〈3, 5, 6〉 − 〈3, 5, 6〉〈1, 2, 4〉
+ (A2 +A−2)(〈1, 2, 3〉〈4〉〈5, 6〉+ 〈3, 4〉〈5, 6〉〈1, 2〉+ 〈1, 2, 5, 6〉〈3〉〈4〉+ 〈1, 2〉〈3〉〈4, 5, 6〉)
+ 2(〈1, 2〉〈3, 4, 5, 6〉+ 〈3〉〈1, 2, 4, 5, 6〉+ 〈4〉〈1, 2, 3, 5, 6〉+ 〈5, 6〉〈1, 2, 3, 4〉)
+ 2〈1, 2〉〈3〉〈4〉〈5, 6〉
= (A2 +A−2)〈1, 2, 3, 4, 5, 6〉
+ (A4 +A−4)(〈1, 2, 3, 4〉〈5, 6〉+ 〈1, 2, 3, 6〉〈4, 5〉)− 〈1, 2, 3, 5, 〉〈4, 6〉 − 〈4, 6〉〈1, 2, 3, 5〉
+ (A2 +A−2)(〈1, 2, 3, 4〉〈5〉〈6〉+ 〈4, 5〉〈6〉〈1, 2, 3〉+ 〈1, 2, 3, 6〉〈4〉〈5〉+ 〈4, 5〉〈6〉〈1, 2, 3〉)
+ 2(〈1, 2, 3〉〈4, 5, 6〉+ 〈4〉〈1, 2, 3, 5, 6〉+ 〈6〉〈1, 2, 3, 4, 5〉+ 〈5〉〈1, 2, 3, 4, 6〉)
+ 2〈1, 2, 3〉〈4〉〈5〉〈6〉
= 0,
and
〈1, 2, 4〉〈3, 5, 6〉 − 〈3, 5, 6〉〈1, 2, 4〉
= (A2 −A−2)
(
1
2
(2〈1, 2, 5, 6〉 − 〈1, 2〉〈5, 6〉+ (A−A−1)2(〈1, 2〉+ 〈5, 6〉))(2〈3, 4〉 − 〈3〉〈4〉+ (A−A−1)2(〈3〉+ 〈4〉))
− 1
2
(2〈1, 2, 3〉 − 〈1, 2〉〈3〉+ (A−A−1)2(〈1, 2〉+ 〈3〉))(2〈4, 5, 6〉 − 〈4〉〈5, 6〉+ (A−A−1)2(〈4〉+ 〈5, 6〉))
+ (A−A−1)2((c123 − c13 − c23)(c456 − c45 − c46)−
(c1256 − c125 − c126 − c156 − c256 + c15 + c16 + c25 + c26)c34)).
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By these equations, we have 〈1, 2, 4〉〈3, 5, 6〉 ∈ (ker )3 = F 6S(Σ0,7) and 〈1, 2, 4〉〈3, 5, 6〉−
〈3, 5, 6〉〈1, 2, 4〉 ∈ (ker )4 = F 8S(Σ0,7). This finishes the proof. 
Corollary 5.10. We have 〈1, 2, 3, 4〉 ∈ (ker )2 = F 4S(Σ0,5). Furthermore, we
have 〈1, 2, 3, 4〉 = 12 (−〈1, 2〉〈3, 4〉 − 〈1, 4〉〈2, 3〉+ 〈1, 3〉〈2, 4〉) mod F 5S(Σ0,5).
Corollary 5.11. We have 2〈1, 2, 4〉〈3, 5, 6〉 = 〈1, 3〉〈2, 5〉〈4, 6〉 + 〈1, 5〉〈2, 6〉〈3, 4〉 +
〈1, 6〉〈2, 3〉〈4, 5〉−〈1, 3〉〈2, 6〉〈4, 5〉−〈2, 5〉〈1, 6〉〈3, 4〉−〈1, 5〉〈2, 3〉〈4, 6〉 mod F 7S(Σ0,7).
Proof. By the proof of Lemma 5.9, we have
− 〈1, 2〉〈5, 6〉〈3, 4〉 − 〈1, 6〉〈2, 5〉〈3, 4〉+ 〈1, 5〉〈2, 6〉〈3, 4〉
− 2〈1, 2, 4〉〈3, 5, 6〉+ 2〈1, 2〉〈3, 4〉〈5, 6〉
− 〈1, 2〉〈3, 4〉〈5, 6〉 − 〈1, 2〉〈3, 6〉〈4, 5〉+ 〈1, 2〉〈3, 5〉〈4, 6〉
= −〈1, 2〉〈3, 6〉〈4, 5〉 − 〈1, 6〉〈2, 3〉〈4, 5〉+ 〈1, 3〉〈2, 6〉〈4, 5〉
+ 〈1, 2〉〈3, 5〉〈4, 6〉+ 〈1, 5〉〈2, 3〉〈4, 6〉 − 〈1, 3〉〈2, 5〉〈4, 6〉 mod F 7S(Σ0,7).
This proves the corollary.

Proof of Proposition 5.8. By Lemma 5.5, we have
F 2S(Σ)F 3S(Σ) = F 3S(Σ)F 2S(Σ) = F ?5S(Σ) = F 5S(Σ).
Using this equation, if one of n,m ∈ Z≥0 is even number, we have
FnS(Σ)FmS(Σ) ⊂ Fn+mS(Σ).
It is enough to show
F 2n+1S(Σ)F 2m+1S(Σ) ⊂ F 2n+2m+2S(Σ).
We choose two embedding
ι1 : Σ0,2 × I × {1, 2, · · · , N}
∐
Σ0,4 × I → Σ× [ 1
2
, 1],
ι2 : Σ0,2 × I × {1, 2, · · · ,M}
∐
Σ0,4 × I → Σ× [0, 1
2
].
Since F ?2n+2m+2S(Σ) = F 2n+2m+2S(Σ), it is enough to show
ι1(⊕n−1ν ⊕⊕N−n+1c1 ⊕ η)ι2(⊕m−1ν ⊕⊕M−m+1c1 ⊕ η) ∈ F ?2n+2m+2.
Choose an embedding
ι : Σ0,2 × {1, 2, · · · , N +M}
∐
Σ0,7 × I → Σ× I
satisfying
ι|Σ0,2×I×{n} = ι1|Σ0.2×I×{n}
ι|Σ0,2×I×{N+m} = ι2|Σ0,2×I×{m}
for any n ∈ {1, 2, · · · , N} and m ∈ {1, 2, · · · ,M} and
ι1(⊕n−1ν ⊕⊕N−n+1c1 ⊕ η)ι2(⊕m−1ν ⊕⊕M−m+1c1 ⊕ η)
= ι((⊕n−1ν ⊕⊕N−n+1c1)⊕ (⊕m−1ν ⊕⊕M−m+1c1)⊕ (〈1, 2, 4〉〈3, 5, 6〉)).
By Lemma 5.9, we have
ι1(⊕n−1ν ⊕⊕N−n+1c1 ⊕ η)ι2(⊕m−1ν ⊕⊕M−m+1c1 ⊕ η) ∈ F ?2n+2m+2
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This proves the theorem.

5.3. The Goldman Lie algebra and its filtration. We first review some clas-
sical facts about the Goldman Lie algebra of Σ and the group ring of pi1(Σ). Fix a
base point ∗, ∗′ of ∂Σ. We denote by pi1(Σ, ∗) the fundamental group of Σ. and by
pˆi(Σ) the set of conjugacy classes of pi1(Σ, ∗). Furthermore, we denote by pi1(Σ, ∗, ∗′)
the fundamental groupoid from ∗ to ∗′. Let |·| : pi1(Σ, ∗) → pˆi(Σ) be the quotient
map.
We consider the action σpi : Qpˆi(Σ)×Qpi(Σ, ∗, ∗′)→ Qpi(Σ, ∗, ∗′) defined by
σpi(|x|)(r) def.=
∑
p∈x∩r
(p, x, r)r∗1pxprp∗2
for |x| ∈ pˆi(Σ) and r ∈ pi(Σ, ∗1, ∗2) in general position. For details, see [4] Definition
3.2.1. We remark [x, |r|] = |σ(x)(r)| for x ∈ Qpˆi and y ∈ Qpi1(Σ, ∗).
We denote by pi : Qpi1(Σ, ∗) → Q the augmentation map defined by x ∈
pi1(Σ, ∗) 7→ 1.
Proposition 5.12 ([4] Theorem 4.1.2). We have
σ(|(ker pi)n|)((ker pi)m(Qpi1(Σ, ∗, ∗′))) ⊂ (ker pi)n+m−2(Qpi1(Σ, ∗, ∗′)
[|(ker pi)n|, |(ker pi)m|] ⊂ |(ker pi)n+m−2|
for any n and m. Furthermore, we have
σ(|(ker pi)n|)(Qpi1(Σ, ∗, ∗′)) ⊂ (ker pi)n−1(Qpi1(Σ, ∗, ∗′)
for any n and m.
We denote by H1
def.
= H1(Σ,Q)H. Using a Magnus expansion, we have the
following. See, for example, [3] [5].
Proposition 5.13. The following Q linear map
R(n) : (ker pi)
nQpi1(Σ, ∗, ∗′)/(ker pi)n+1Qpi1(Σ, ∗, ∗′)→ H⊗n1 , (x1 − 1) · · · (xn − 1)r 7→ [x1]⊗ · · · ⊗ [xn]
C(n) : |(ker pi)n|/|(ker pi)n+1| → c(H⊗n1 ), |(x1 − 1) · · · (xn − 1)| 7→ c([x1]⊗ · · · ⊗ [xn])
are well defined and isomorphisms where c : H⊗n1 → H⊗n1 is defined by c([x1] ⊗
· · · ⊗ [xn]) =
∑n
i=1[xi]⊗ [xi+1]⊗ · · · ⊗ [xn]⊗ [x1]⊗ [x2]⊗ · · · ⊗ [xi−1].
Let µ : H1×H1 → Q be the intersection form. By the above proposition, the ac-
tion σpi induces the action σpi,n,m : |(ker pi)n|/|(ker pi)n+1|×(ker pi)m/(ker pi)m+1 →
(ker pi)
n+m−2/(ker pi)n+m−1 and the bracket [, ] of Qpˆi(Σ) induces the bracket
bpi,n,m : |(ker pi)n|/|(ker pi)n+1|×|(ker pi)m|/|(ker pi)m+1| → |(ker pi)n+m−2|/|(ker pi)n+m−1|.
We denote σ′pi,n,m
def.
= R(n + m − 2) ◦ σpi,n,m ◦ (C(n)−1 × R(m)−1) and b′pi,n,m def.=
C(n+m− 2) ◦ bpi,n,m ◦ (C(n)−1 × C(m)−1)
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Proposition 5.14 ([3],[5]). We have
σ′pi,n,m(c(a1 ⊗ · · · ⊗ an))(b1 ⊗ · · · ⊗ bm)
=
n∑
i=1
m∑
j=1
µ(ai, bj)b1 ⊗ · · · ⊗ bj−1 ⊗ ai+1 ⊗ · · · ⊗ an ⊗ a1 ⊗ · · · ⊗ ai−1 ⊗ bj+1 ⊗ · · · ⊗ bm
σ′pi,n,m(c(a1 ⊗ · · · ⊗ an))(c(b1 ⊗ · · · ⊗ bm))
=
n∑
i=1
m∑
j=1
µ(ai, bj)c(b1 ⊗ · · · ⊗ bj−1 ⊗ ai+1 ⊗ · · · ⊗ an ⊗ a1 ⊗ · · · ⊗ ai−1 ⊗ bj+1 ⊗ · · · ⊗ bm).
5.4. The bracket and the filtration. In this subsection, we prove the proposi-
tion.
Proposition 5.15. We have [FnS(Σ), FmS(Σ)] ⊂ Fn+m−2S(Σ).
In order to prove this proposition, by the Leibniz rule, it is enough to show
Lemma 5.17.
By Theorem 3.2, the equation (6) and Proposition 5.12 ([5] Theorem 4.1.2), we
have the following.
Proposition 5.16. (1) The Lie algebra homomorphism κ : |Qpi| → ker /(ker )2
induces κ : |Qpi|/|(ker pi)3| → ker / ker$.
(2) The Lie algebra homomorphism κ : |Qpi| → ker /(ker )2 induces κ :
|Qpi|/|(ker pi)4| → ker /(ker )2.
In order to prove Proposition 5.15, we need the lemma.
Lemma 5.17. (1) We have [ker , ker ] ⊂ ker .
(2) We have [ker , ker$] ⊂ ker$.
(3) We have [ker$, ker$] ⊂ (ker )2.
Proof. The claim (1) is [11] Lemma 3.11. By [5] Theorem 4.1.2, we have
[ker , imλ] = κ([|(pi)2|, |(pi)3|] ⊂ κ(|(pi)3|) = imλ mod (ker )2,
[imλ, imλ] = κ([|(pi)3|, |(pi)3|] ⊂ κ(|(pi)4|) = 0 mod (ker )2.
This proves the lemma. 
Definition 5.18. The Q-linear map ρ : Q⊕H1 ·H1 → F 2S(Σ)/F 3S(Σ) is defined
by 1 ∈ Q 7→ (A+1) and [a] · [b] 7→ 〈ab〉−〈a〉−〈b〉 for a and b ∈ pi1(Σ) where H1 ·H1
is the symmetric tensor of H1.
By Theorem 4.1, ρ is bijection.
By Proposition 5.16 and Proposition 5.14 we have following.
Corollary 5.19. (1) We have
[ρ(α1·α2), ρ(β1·β2)] =
∑
(i1,i2)=(1,2),(2,1),(j1,j2)=(1,2),(2,1)
−2µ(αi1 , βj1)ρ(αi2 ·βj2) mod F 3S(Σ).
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(2) We have
[ρ(α1 · α2), λ(β1 ∧ β2 ∧ β3)]
=
∑
(i1,i2)=(1,2),(2,1),(j1,j2,j3)=(1,2,3),(2,3,1),(3,1,2)
−2µ(αi1 , βj1)λ(αi2 ∧ βj2 ∧ βj3) mod F 4S(Σ).
Corollary 5.20. Let V1 and V2 ⊂ V1 be Q-linear subspaces of H satisfying µ(v, v′) =
0 for any v ∈ V2 and v′ ∈ V1. We denote
S = {x ∈ Ŝ(Σ)|ρ−1(x mod F 3Ŝ(Σ)) ∈ V1 · V2}.
Then we have
σ(s1) ◦ σ(s2) ◦ · · · ◦ σ(s2i−1)(F i−1S(Σ)) ⊂ F iS(Σ)
for any i ∈ Z≥1 and s1, · · · , s2i−1 ∈ S.
Proof. We denote H1 by V0. Let V (2i)j be the submodule of F
2iS(Σ)/F 2i+1S(Σ)
defined by
V (2i)j
def.
=
i∑
i′=1
∑
j1+···+j2i′=j
hi−i
′
ρ(Vj1 · Vj2) · · · ρ(Vji′−1 · Vji′ ).
Let V (2i+ 3)j be the submodule of F
2i+3S(Σ)/F 2i+4S(Σ) defined by
V (2i+3)j
def.
=
i∑
i′=1
∑
j1+···+j2i′=j
hi−i
′
ρ(Vj1 ·Vj2) · · · ρ(Vji′−1 ·Vji′ )λ(Vji′+1∧Vji′+2∧Vji′+3).
For any s ∈ S, i and j ∈ {0, 1, 2, · · · , 2i− 1}, we have
σ(s)(V (i)j) ⊂ V (i)j+1,
σ(s)(V (i)2i) = 0.
This proves the corollary. 
5.5. Skein module and ρ. The aim of this subsection is to prove the following.
Proposition 5.21. Let V1 and V2 ⊂ V1 be Q-linear subspaces of H satisfying
µ(v, v′) = 0 for any v ∈ V2 and v′ ∈ V1. We denote
S = {x ∈ Ŝ(Σ)|ρ−1(x mod F 3Ŝ(Σ)) ∈ V1 · V2}.
Then, for any i ∈ Z≥1 and any finite subset J ⊂ ∂Σ, there exists ji ∈ Z≥1 such
that
σ(s1) ◦ σ(s2) ◦ · · · ◦ σ(sji)((ker )i−1S(Σ, J)) ⊂ (ker )iS(Σ, J)
for any s1, · · · , sji ∈ S.
By Leibniz rule and Corollary 5.20, the following lemma induces the above propo-
sition.
Lemma 5.22. We have
σ(s1) ◦ σ(s2) ◦ · · · ◦ σ(s9)(S(Σ, J)) ⊂ ker S(Σ, J)
for any J = {∗1, ∗2} ⊂ ∂Σ and s1, · · · , s9 ∈ S.
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We consider S(Σ, J)/ ker S(Σ, J). For r ∈ pi(Σ, ∗1, ∗2) def.= [(I, {0}, {1}), (Σ, {∗1}, {∗2})],
Let 〈r〉 be the element S(Σ, J)/ ker S(Σ, J) of presented by r. By equation (3),
〈·〉 : pi(Σ, ∗1, ∗2) → S(Σ, J)/ ker S(Σ, J) is well-defined. We also denoted 〈·〉 :
Qpi(Σ, ∗1, ∗2)→ S(Σ, J)/ ker S(Σ, J) by its Q-linear extension. By the skein rela-
tion of S(Σ, J), we have
2〈yr〉 = 〈yxr〉+ 〈yx−1r〉
for x, y ∈ pi1(Σ, ∗1) and r ∈ pi(Σ, ∗1, ∗2). Using this equation, we have the following
calculations.
Lemma 5.23. For x, y, z ∈ pi1(Σ, ∗1) and r ∈ pi(Σ, ∗1, ∗2), we have
〈(x− 1)(y − 1)r〉 = −〈(y − 1)(x− 1)r〉,
〈(x− 1)(y − 1)(z − 1)r〉 = 0.
Proof. We have
〈(x− 1)(y − 1)r〉
= 〈−y−1x−1r + 2r − xr − yr + r〉
= 〈y−1xr − 2y−1r + 2r − xr − yr + r〉
= 〈−yxr + 2xr + 2yr − 4r + 2r − xr − yr + r〉
= −〈(y − 1)(x− 1)r〉.
Using this equation, we have
〈(x− 1)(y − 1)(z − 1)r〉
= −〈(y − 1)(z − 1)(x− 1)r〉
= 〈(y − 1)(x− 1)(z − 1)r〉
= −〈(x− 1)(y − 1)(z − 1)r〉.
This proves the lemma. 
We consider the action σpi : Qpi ×Qpi(Σ, ∗1, ∗2)→ Qpi(Σ, ∗1, ∗2) defined by
σpi(|x|)(r) def.=
∑
p∈x∩r
(p, x, r)(r∗1pxprp∗2 − r∗1p(xp)−1rp∗2)
for |x| ∈ pi and r ∈ pi(Σ, ∗1, ∗2) in general position. For details, see [4] Definition
3.2.1.
Since σ((ker )2)(S(Σ, J)) ⊂ ker S(Σ, J) and σ(S(Σ))(ker S(Σ, J)) ⊂ ker S(Σ, J),
the action σ : S(Σ)×S(Σ, J)→ S(Σ) induces σ : S(Σ)/(ker )2×S(Σ, J)/ ker S(Σ, J)→
S(Σ, J)/ ker S(Σ, J). By equation (3), we have
σ(〈x〉)(〈r〉) = −〈σpi(|x|)(r)〉.
Using this equation, it is enough to show the following in order to prove Lemma
5.22.
Proposition 5.24. Let V1 and V2 ⊂ V1 be Q-linear subspaces of H satisfying
µ(v, v′) = 0 for any v ∈ V2 and v′ ∈ V1. We denote
S = {x ∈ |(ker )2||C(2)(x mod |(ker )3|) ∈ c(V1 ⊗ V2)}.
Then we have the following.
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(1) We have σ(s)(Qpi1(Σ, ∗, ∗′)) ⊂ ker pipi1(Σ, ∗, ∗′) for any s ∈ S.
(2) We have σ(s1) ◦ σ(s2) ◦ σ(s3)(ker pipi1(Σ, ∗, ∗′)) ⊂ (ker pi)2pi1(Σ, ∗, ∗′) for
any s1, s2, s3 ∈ S.
(3) We have σ(s1)◦σ(s2)◦σ(s3)◦σ(s4)◦σ(s5)((ker pi)2pi1(Σ, ∗, ∗′)) ⊂ (ker pi)3pi1(Σ, ∗, ∗′)
for any s1, s2, s3, s4, s5 ∈ S.
Proof. The first claim is obvious. Let V0 be H1. We have σ
′
pi,2,1(c(2)(s))(Vi) ⊂ Vi+1
for i = 0, 1 for any s ∈ S. Furthermore, we have σ′(c(2)(s))(V2) = 0 for any sinS.
This proves the second claim. We define
V (2)j =
∑
j1+j2=j
c(Vj1 ⊗ Vj2)
for j = 0, 1, 2, 3, 4. We have σ′pi,2,2(c(2)(s))(V (2)i) ⊂ V (2)i+1 for i = 0, 1, 2, 3.
Furthermore, we have σ′pi,2,2(c(2)(s))(V (2)4) = 0. This proves the third claim. 
6. Framed pure braid group
In this section, let Σ be a compact connected surface of genus 0 and b+1 boundary
components. We remark the mapping class group M(Σ) of Σ is isomorphic to the
famed pure braid group with b strings.
The completed Kauffman bracket skein module Ŝ(Σ) has a filtration {FnŜ(Σ)}n≥0
satisfying S(Σ)/FnS(Σ) ' Ŝ(Σ)/FnŜ(Σ) for n ∈ Z≥0.
6.1. The Baker-Campbell-Hausdorff series. By Corollary 5.19, we have the
following.
Lemma 6.1. We have
[Ŝ(Σ), FnŜ(Σ)] ⊂ Fn+1Ŝ(Σ).
In this paper, we define the Baker-Campbell-Hausdorff series bch by
bch(a1, a2, · · · , am) def.= (−A+A−1) log(
m∏
i=1
exp(
ai
−A+A−1 ))
for a1, a2, · · · , am ∈ Ŝ(Σ). As elements of the associated Lie algebra (Ŝ(Σ), [ , ]),
it has a usual expression. For example,
bch(x, y) = x+ y +
1
2
[x, y] +
1
12
([x, [x, y]] + [y, [y, x]]) + · · · .
By Lemma 6.1, the Baker-Campbell-Hausdorff series is well-defined. The Baker-
Campbell-Hausdorff series satisfies
bch(a,−a) = 0,
bch(0, a) = bch(a, 0) = a,
bch(a,bch(b, c)) = bch(bch(a, b), c),
bch(a, b,−a) = exp(σ(a))(b).
Hence (Ŝ(Σ),bch) is a group whose identity is 0. By Proposition 5.21, we define
exp(σ(s))(·) ∈ Aut(Ŝ(Σ, J)) is well-defined for any s ∈ Ŝ(Σ) and any finite subset
J ⊂ ∂Σ. Furthermore, exp : (Ŝ(Σ),bch) → Aut(Ŝ(Σ, J)) is a group homomor-
phism, i.e, exp(σ(bch(a, b))) = exp(σ(a)) ◦ exp(σ(b)) for a, b ∈ Ŝ(Σ).
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The Baker-Campbell-Hausdorff series bch is defined by
bch(a1, a2, · · · , am) def.= (−A+A−1) log(
m∏
i=1
exp(
ai
−A+A−1 ))
for a1, a2, · · · , am ∈ Ŝ(Σ). For example,
bch(x, y) = x+ y +
1
2
[x, y] +
1
12
([x, [x, y]] + [y, [y, x]]) + · · · .
The Baker-Campbell-Hausdorff series satisfies
bch(a,−a) = 0,
bch(0, a) = bch(a, 0) = a,
bch(a,bch(b, c)) = bch(bch(a, b), c),
bch(a, b,−a) = exp(σ(a))(b).
Hence (Ŝ(Σ),bch) is a group whose identity is 0. By Proposition 5.21, exp(σ(s))(·) ∈
Aut(Ŝ(Σ, J)) is well-defined for any s ∈ Ŝ(Σ) and any finite subset J ⊂ ∂Σ.
Furthermore, exp : (Ŝ(Σ),bch) → Aut(Ŝ(Σ, J)) is a group homomorphism, i.e,
exp(σ(bch(a, b))) = exp(σ(a)) ◦ exp(σ(b)) for a, b ∈ Ŝ(Σ).
6.2. The group homomorphism ζ : M(Σ) → (Ŝ(Σ),bch). The mapping class
group M(Σ) is generated by {tij |1 ≤ i < j ≤ b} ∪ {ti|1 ≤ i ≤ b}, where tij def.= tcij
and ti
def.
= tci . Furthermore M(Σ) is presented by the relations
ad(ti)(tj) = tj ,
ad(ts)(tij) = tij ,
ad(trs)(tij) = tij if r < s < i < j,
ad(trs)(tij) = tij if i < r < s < j,
ad(trstrj)(tij) = tij if r < s = i < j,
ad(trstijtsj)(tij) = tij if i = r < s < j,
ad(trstrjtsjt
−1
rj t
−1
sj )(tij) = tij if r < i < s < j,
where ad(a)(b)
def.
= aba−1. See, for example, [1] p.20 Lemma 1.8.2.
Definition 6.2. The group homomorphism ζ : M(Σ) → (Ŝ(Σ),bch) is defined
by ti 7→ L(ci) and tij 7→ L(cij), where L(c) def.= −A+A−14 log(−A) (arccosh(− c2 ))2 − (−A +
A−1) log(−A).
Theorem 6.3. The group homomorphism ζ is well-defined and injective.
Proof. Let c, c′1, c
′
2, · · · , c′k be elements of {ci, cij} in Σ and 1, · · · , k be elements
of {±1} satisfying t1c′1t
2
c′2
· · · tkc′k(c) = c. It is enough to check
bch(1L(c
′
1), · · · , 2L(c′2), · · · , kL(c′k), L(c), ,−kL(c′k), · · · ,−1L(c′1)) = L(c).
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By Theorem 2.5, we have
bch(1L(c
′
1), · · · , 2L(c′2), · · · , kL(c′k), L(c), ,−kL(c′k), · · · ,−1L(c′1))
= exp(σ(1L(c
′
1))) ◦ · · · ◦ exp(σ(kL(c′k)))(L(c))
= t1c′1
t2c′2
· · · tkc′k(L(c)) = L(c).
This finishes the proof of well-definedness of ζ.
By definition of bch, we have ξ(·) = exp(σ(ζ(ξ)))(·) : Ŝ(Σ, J)→ Ŝ(Σ, J) for any
ξ ∈ M(Σ) and any finite subset J of ∂Σ. Using Corollary 2.4, we have ξ = idΣ if
and only if ζ(ξ) = 0. This finishes the proof of injectivity of ζ. 
Remark 6.4. Using the lantern relation
bch(L(c123),−L(c12),−L(c23),−L(c13), L(c1), L(c2), L(c3)) = 0,
we have
ζ(tc) = L(c)
for any simple closed curve c in Σ0,b+1. Details will appear in [12].
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