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Abstract— Knee osteoarthritis (OA) is one of the highest
disability factors in the world. This musculoskeletal disorder
is assessed from clinical symptoms, and typically confirmed
via radiographic assessment. This visual assessment done by a
radiologist requires experience, and suffers from moderate to
high inter-observer variability. The recent literature has shown
that deep learning methods can reliably perform the OA severity
assessment according to the gold standard Kellgren-Lawrence
(KL) grading system. However, these methods require large
amounts of labeled data, which are costly to obtain. In this study,
we propose the Semixup algorithm, a semi-supervised learning
(SSL) approach to leverage unlabeled data. Semixup relies on
consistency regularization using in- and out-of-manifold samples,
together with interpolated consistency. On an independent test
set, our method significantly outperformed other state-of-the-art
SSL methods in most cases. Finally, when compared to a well-
tuned fully supervised baseline that yielded a balanced accuracy
(BA) of 70.9 ± 0.8% on the test set, Semixup had comparable
performance – BA of 71 ± 0.8% (p = 0.368) while requiring 6
times less labeled data. These results show that our proposed SSL
method allows building fully automatic OA severity assessment
tools with datasets that are available outside research settings.
Index Terms—Deep Learning, knee, osteoarthritis, semi-
supervised learning.
I. INTRODUCTION
OSTEOARTHRITIS (OA) is the most common joint dis-order in the world causing enormous burdens at personal
and societal levels [1]. OA has an unknown etiology, and its
indications at late stages are worn cartilage, bone deformity,
and synovitis [2]–[4].
The most common joints affected by OA are knee and hip,
and among these, the disease is more prevalent in knee [5]–[8].
At the population level, such factors as sex, body-mass index
(BMI), and age are known to be associated with OA [9]–[11].
As such, it was previously shown that people with BMI over
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30 have 7-fold higher risk of knee OA than ones with BMI
below 25 [12], and a half of elderly people over 65 years of
age have OA in at least one joint [13].
From an economic perspective, OA leads to a huge burden
in terms of direct costs (e.g, hospitalization, diagnosis, and
therapy), and indirect ones (e.g. losses of working days and
productivity) [14]. For example, in the United States, OA costs
hundreds of billion dollars annually, and is in the top-5 of
annual Europe healthcare expenditure [3], [7].
Currently, knee OA diagnosis starts with a clinical examina-
tion, and then, a radiographic confirmation takes place when
necessary [5], [15]. However, such practice enables knee OA
diagnosis only at a late stage when the cartilage is already
worn, and the bone deformity is present, which leads to severe
pain, and even physical disability [2], [3]. Ultimately, the only
remaining option for a patient in that scenario is total knee
replacement (TKR) surgery.
The literature shows a large and rapidly growing number of
TKR surgeries worldwide [8], [16], [17]. As such, the annual
rate of TKR surgeries in the United States has doubled since
2000 for adults of 45-64 years old [6], [18]. Therefore, there
is a need for prevention of global disability.
Imaging, in contrast to clinical examination, may enable the
detection of early knee OA signs at the stages when behav-
ioral interventions (e.g. exercises and weight loss programs)
could slow down the disease progression [19]. Radiographic
assessment is the foremost imaging tool for detecting knee
OA in primary care, and Kellgren-Lawrence (KL) is one of
the most common clinical scales for the assessment of OA
severity from plain radiographs (Figure 1). However, visual
diagnosis done by a radiologist suffers from low inter-rater
agreement [20], [21], thereby introducing large inconsistencies
into decision-making. One possible solution to make OA
diagnosis more systematic and allow for the detection of knee
OA at early stages is to leverage computer-aided methods for
image analysis [22]. Deep learning (DL) has become a state-
of-the-art approach in this realm, and recent studies [21], [23],
[24] have demonstrated that DL-based methods allow fully-
automatic KL grading. Furthermore, these studies showed a
high level of agreement between the predictions made by DL-
based models and the annotations produced by a consensus of
radiologists.
Despite good and promising results, all the previously pub-
lished DL methods in OA domain were based on Supervised-
Learning (SL) and required large amounts of labeled data,
which are not currently widely available. In practical applica-
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(a) KL 0 (b) KL 1 (c) KL 2 (d) KL 3 (e) KL 4
Fig. 1. Samples of knee radiographs. Joint space narrowing and osteophyte features are indicated by red and yellow marks respectively.
(a) KL 0: A healthy knee without OA, (b) KL 1 (Doubtful OA): Potential joint space narrowing, (c) KL 2 (Mild OA): Clear evidences of
osteophytes, as well as slight reduction of joint space, (d) KL 3 (Moderate OA): Osteophytes grow and joint space narrowing progresses
badly, and (e) KL 4 (Severe OA): Besides osteophytes, joint space is reduced so severely that the tibia and the femur are connected.
tions, such datasets as the Osteoarthritis Initiative (OAI, https:
//nda.nih.gov/oai/) and the Multicenter Osteoarthritis Study
(MOST, http://most.ucsf.edu/) are expensive to obtain due to
high costs of data acquisition and annotation. As such, the
latter needs multiple skilled experts (e.g. radiologists or ortho-
pedists) making the process even more costly. Whereas labeled
data are difficult to acquire, unlabeled data are available in
large amounts, and can be collected from hospital imaging
archives at low cost.
In the natural image recognition domain, it has been shown
that leveraging small amounts of labeled and large amounts of
unlabeled data in a Semi-Supervised Learning (SSL) setting
could potentially resolve the need for large labeled datasets.
Recent studies [25]–[27] have developed SSL methods to
utilize unlabeled data during the training processes, and have
achieved competitive performances in image classification
benchmarks using only a small fraction of the labeled data
used in fully supervised settings.
Many SSL-based applications in the medical domain have
previously been developed for automatic disease diagnosis.
However, most of those are related to medical image seg-
mentation [28]–[32], and use generative adversarial networks
(GANs) [33] as a core method. To the best of our knowledge,
there have been no SSL-based methods developed in the knee
OA realm.
In this study, we, for the first time in the OA field,
propose to leverage SSL for automatic assessment of knee OA
severity from plain radiographs. Inspired by previous research
in SSL [25], [26], [34], and the recently developed technique
mixup [35], we propose a novel SSL method – Semixup,
providing its systematic empirical comparison with the state-
of-the-art approaches. Specifically, our contributions are the
following:
1) We enhance the state-of-the-art supervised baseline [21],
and propose a novel Separable Adaptive Max-pooling
(SAM), as a drop-in replacement for the Global Average
Pooling (GAP). This allows us to significantly improve
over previously reported supervised results.
2) We introduce a novel semi-supervised DL-based method
called Semixup for automatic KL grading of knee OA
from plain radiographs. Our method yields competitive
results to a well-tuned SL model trained on over 6 times
more labeled data.
3) We systematically compare our method against sev-
eral state-of-the-art SSL methods, and experimentally
show that Semixup outperforms them in nearly all data
regimes.
4) We follow the guidelines from [36] to conduct a realistic
evaluation of our SSL approach, and provide insights
into the scalability of our method with respect to the
number of labeled examples, together with a tractable
amount of unlabeled samples.
II. RELATED WORK
A. Deep Semi-Supervised Learning
There exists a wide variety of DL-based SSL methods in
the literature; however, we discuss here only the ones that
are close to our method and yield state-of-the-art results on
generic image recognition datasets. Such approaches use two
main ideas: consistency regularization and pseudo-labeling.
Consistency regularization is based on the assumption that
the predictions of the model P(y |x) and P(y |Tx), where
x is a data point and T – class-preserving stochastic data
augmentation – should not differ. The methods using the
technique applied to unlabeled data include the Π-model [25],
and Mean Teacher (MT) [37].
Label guessing (or pseudo-labeling) [38] was proposed in
a deep learning setting in [39], and uses predicted labels
for unlabeled samples with high confidences to update the
gradients of the neural network. This technique can also be
viewed as entropy regularization which favors low-density
separation between classes [40].
The aforementioned SSL techniques have been explored
separately; however, Berthelot et al. has recently introduced
the MixMatch method [27], the idea of which was to com-
bine label guessing and entropy regularization into a holistic
framework. The authors of MixMatch made an empirical
observation that applying mixup [35], which performed convex
combinations of 2 arbitrary input data points x and x ′, and
their labels y and y′ (i.e. λx+(1−λ)x ′ and λy+(1−λ)y′, where
λ ∼ Beta(α, α), for α ∈ (0,∞)), to labeled data and unlabeled
data with guessed labels helps to improve the performance.
In our method, we also use mixup for both labeled and
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Fig. 2. The main idea of Semixup: (a) The workflow of its in- and out-of-manifold consistency regularization branch, and (b) its conceptual
illustration. For each image x ∈ L ∪U, we sample Nt transformations, Nm images x′, and mixup coefficients λ (s.t. λ > 0.5) to transform
and blend with x. Then, we enforce consistency of predictions for every pair xi, xj under L2 norm. In addition, we use the interpolation
consistency regularizer. Links with  denote sampling with replacement, ones with  indicate sampling without replacement.
unlabeled data; however, we avoid using label guessing due
to its potential to propagate label errors that can be common
in medical domains.
We finally discuss here two main limitations of all the
mentioned recent studies on SSL. The first common limitation
of those methods is that their evaluations were done on major
image recognition benchmarks, namely CIFAR-10 and/or Im-
ageNet without considering real-world problems, such as the
ones related to medical image recognition.
The second limitation of the aforementioned studies is
that the methods proposed in them were evaluated only with
respect to the change of the amount of labeled data. However,
none of those studies explored the amount of unlabeled data
needed to improve the performance. In our work, we conduct
such evaluation.
B. Deep Learning for Knee Osteoarthritis Diagnosis
Fully supervised DL-based methods that use Convolutional
Neural Networks (CNN) have recently been used to assess
knee OA severity. In particular, in their pioneering work,
Antony et al. [41] applied transfer learning and showed signifi-
cant improvements compared to classifiers trained using hand-
crafted features. In the follow-up work [23], Antony et al.
proposed a CNN architecture trained from scratch to classify
knee images according to the KL scale. Their new approach
outperformed their previous transfer learning results.
The main common limitation of the aforementioned studies
was that neither of them utilized an independent test set.
In contrast, Tiulpin et al. [21] addressed this limitation and
also proposed a novel CNN architecture that outperformed
the previous methods [23], [41]. Interestingly, that model
performed on-par with transfer learning baseline while having
significantly less trainable parameters thanks to the inductive
bias from using the relative symmetry of visual features in
knee images.
More recent studies by Chen et al. [42], Norman et al. [43],
and Go´rriz et al. [44] did not use any independent test set
either. The only latest study where an independent test set was
used for assessment of the results was by Tiulpin et al. [45].
In that study, the authors obtained a KL classification model
as a bi-product of their main method; however, they obtained
results that are similar to their previous study [21].
Despite having an independent test set and state-of-the-art
results, Tiulpin et al. [21], [45] used large amounts of labeled
data for training. We emphasize here that none of the existing
studies in which DL was applied for knee OA diagnosis from
radiographs addressed the question of the quality of automatic
KL grading as a function of the dataset size. Our work answers
this question via a thorough experimental evaluation of both
SL and SSL methods.
III. METHOD
A. Overview
The method proposed in this paper consists of two parts: 1)
a novel extension of a previously developed Siamese network
developed by Tiulpin et al. [21] and 2) a novel deep SSL
technique. The utilized Siamese model uses shared branches
of the CNN which focus their attention on the medial and
the lateral sides of the analyzed knee (see Figure 3). Here,
we consider pairs of lateral and medial image patches as
single data points x ∈ R2×H×H , where H is the size of
the image patch. KL grades are the outputs of our model:
y ∈ {0, 1, 2, 3, 4}. fθ denotes a Siamese neural network with
parameters θ. In our setting, p(y |x) = fθ (x).
Our SSL method aims to perform penalization of local
sharpness of the surface loss along the data manifold M
and also within its surroundings. The former is achieved via
minimization of Ex ‖JM ‖2F , where JM denotes the Jacobian
along the data manifold M and ‖ · ‖F is the Frobenius norm,
as well as Ex ‖Jθ ‖2F , where Jθ denotes the Jacobian in the
parameter space, using consistency regularization [25], [46].
To generate out-of-manifold samples, we use mixup [35]. Here,
we first enforce linear behavior of the model along the mixup
rays via interpolation consistency training (ICT) [26], and
then apply the aforementioned consistency regularization to
enforce consistent behavior of the model along the mixup rays
which are in the close surroundings of M. As our idea for
SSL centers around mixup, we name our method Semixup.
We graphically illustrate the process of sample generation for
consistency regularization in Figure 2.
IEEE TRANSACTIONS ON MEDICAL IMAGING, 2020 4
B. Network Architecture
We follow the design of the previously developed Siamese
model by Tiulpin et al. [21], and propose several modifications
essential to obtain better KL grading performance in both SL
and SSL settings. The schematic illustration of our proposed
network is presented in Figure 3.
128x128x1
Weight-sharing
128x128x1
KL0
KL1
KL2
KL3
KL4
SAM
Pooling
SAM
Pooling
C FC
Fig. 3. The Siamese architecture of our model. Green denotes the
blocks that use 3 × 3 convolutions with the stride of 1, and yellow
denotes 3×3 convolutions with the stride of 2. Red indicates dropout
layers. After pooling the features by Separable Adaptive Max-pooling
(SAM) and concatenating (C) them into a single vector, they are
passed into a fully-connected (FC) layer that predicts KL grades.
The basic building block of our model consists of a 3 × 3
convolution with a zero padding P and a stride S, an in-
stance normalization (IN), and a leaky rectified linear unit
(LeakyReLU) activation with a slope of 0.2.
To enrich the representation power of our model, we first
start with three consecutive 3 × 3, S = 1, P = 1, and one 3 ×
3, S = 2, P = 1 convolutional blocks (green blocks in Figure 3).
Subsequently, we alternate 3 × 3, S = 2, P = 1 (yellow blocks
in Figure 3), and 3×3, S = 1, P = 1 blocks until a feature map
of size 18H × 18H is obtained.
We use stridden convolutions to perform the downsampling,
whereas the original model from [21] used max-pooling layers.
The main motivation for our method to use stridden convolu-
tions is that the translation invariance achieved by the use of
max-pooling could potentially harm the results by removing
the dependencies between the OA-related fine-grained features
at higher layers of the network [47].
Similar issues could also arise in the bottleneck of the
network, where Tiulpin et al. [21] used Global Average
Pooling (GAP). We argue that averaging such large feature
maps is not the most optimal pooling strategy, and we tackle
this problem via our novel SAM pooling (see Section III-C).
All the blocks described above share the weights among
the branches of our Siamese CNN, where each branch of
the model processes an individual side of the knee image
pair (lateral or medial). Similar as GAP, SAM layer in each
branch produces 1×1 features, which are concatenated, passed
through a dropout, and subsequently fed into a fully-connected
layer the OA severity stage. A detailed description of our
architecture is provided in Suppl. Table S2.
C. Separable Adaptive Max-pooling
As mentioned previously, we propose a replacement for
GAP to deal with the potential information loss in the bot-
tleneck of the model. The proposed SAM scheme is based
HxW	Input
Hx1	MP
1x1	Conv
1xW	MP
(a) SAM-VH
HxW	Input
1xW	MP
1x1	Conv
Hx1	MP
(b) SAM-HV
Fig. 4. Separable Adaptive Max-pooling configurations. The core idea
of this approach is to inject a non-linearity between the pooling steps
– vertical-horizontal and horizontal-vertical as displayed in subplots
(a) and (b), respectively. Here, H and W indicate the height and the
width of the input, respectively.
on the idea of firstly applying pooling along one direction
of the feature map (horizontal or vertical). Secondly, we use a
1×1 convolutional block (with IN and LeakyReLU) to remove
unnecessary correlations between the pooled features. Finally,
we apply the pooling in the direction orthogonal to the one
in the first phase.
As the initial pooling of the features can be done in either
horizontal or vertical directions, we suggest two configurations
of SAM presented in Figure 4, namely:
1) Max-pooling 18H×1 with stride 18H×1, 1×1 convolution,
IN, LeakyReLU with the slope of 0.2, and 1× 18H max-
pooling with the stride of 1 × 1 (SAM-VH).
2) Similar to the above, but the first and the last max-
poolings are swapped (SAM-HV).
D. Semi-Supervised Learning
1) Problem setting: Let Xl and Xu be labeled and unlabeled
image sets, respectively. Let Y denote the labels for Xl . In our
setting, we optimize the following objective:
min
θ
Ll(θ;Xl,Y) + Lu(θ;w,Xu,Xl), (1)
where Ll is a cross-entropy loss with mixup, Lu is a combi-
nation of losses without the involvement of labels, and w are
hyperparameters responsible for weighing unsupervised losses.
Here, Lu acts as a regularizer which leverages data without
labels to enhance the robustness of the model fθ via auxiliary
tasks.
2) Supervised Loss: mixup proposed in [35] is a simple and
effective technique to improve generalization. It can be viewed
as data augmentation, and in a nutshell, it linearly mixes two
samples xi , xj with a blending coefficient λ ∼ Beta(α, α), for
α ∈ (0,∞):
xmix = Mixλ(xi, xj) = λxi + (1 − λ)xj . (2)
Having the mixed sample xmix , the following loss is opti-
mized:
Ll(θ; xmix, yi, yj) = λLce (xmix, yi)+
+ (1 − λ)Lce(xmix, yj), (3)
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where Lce is a multi-class cross-entropy loss. Here and
further, we call the loss in (3) ”soft” cross-entropy loss.
After the introduction of mixup, it was shown that this
technique performs out-of-manifold regularization [48], and
in our work, we exploit this property. Specifically, we view
mixup as a data augmentation technique that generates out-of-
manifold samples xmix that belong to the ray between any two
points xi and xj (Equation (2), and Figure 2b).
3) Consistency Regularization: Penalizing Local Loss
Sharpness: The consistency regularization technique used
in [25], [37] aims to minimize the following objective w.r.t
θ:
Ex∼p(x)ET,T ′∼p(τ) ‖ fθ (T x) − fθ (T ′x)‖22 , (4)
where p(x) is the distribution of training data (labeled and
unlabeled, and p(τ) is the distribution of stochastic transfor-
mations (e.g., data augmentations).
According to Athiwaratkun et al. [46], regularizing consis-
tency for a model using dropout in convolutional layers implies
minimization of two terms: Ex ‖JM ‖2F and Ex ‖Jθ ‖2F . That idea
results in an interesting connection between the consistency-
based method and the classic graph-based approaches that use
Laplacian regularization for SSL [49].
The explanations provided by Athiwaratkun et al. [46]
demonstrate that minimization of Ex ‖Jθ ‖2F leads to a broader
optimum that is presumably helpful for good model gener-
alization. Therefore, the minimization of the regularization
term from (4) can lead to better performance which has been
supported by experimental evidence in [25], [37], [46].
4) Interpolation Consistency: The mixup operator was in-
troduced as an efficient data augmentation for supervised
learning regularizing against out-of-manifold samples that lie
close to M. Recently, Verma et al. [26] utilized it to enforce
linear behavior of the model along the mixup rays in the ICT
method:
Eλ∼Beta(α,α)Exi,x j∼p(x)
Mixλ( fθ (xi), fθ (xj)) − fθ (xmix)22 .
(5)
While Verma et al. [26] did not consider mixup as an out-
of-manifold regularizer, we consider this to be an important
observation [48].
E. Semixup
1) Motivation: The consistency regularization and ICT aim
to maximize the consistency of label assignment within and
out ofM. However, we also note that while linear behavior of
the model is achieved in ICT, it does not aim to minimize the
inconsistency of label assignment for e.g. T x and xmix which
can be viewed as in- and out-of-manifold augmented versions
of a data point x. In this work, we address this limitation and
strengthen the ability of making consistent predictions for out-
of-manifold samples that are close to the data manifoldM. In
summary, besides applying loss (3) over labeled data, Semixup
optimizes a linear combination of the objectives shown in (4),
and (5), as well as the out-of-manifold term described in the
following section over both labeled and unlabeled samples.
Supplementary Algorithm 1 shows a concrete implementation
of our method.
2) Out-of-Manifold Consistency Regularization: We use the
aforementioned regularizers from (4) and (5). Subsequently,
given the motivation above, we minimize the following addi-
tional objective:
Eλ∼Beta(α,α)Ex,x′∼p(x)ET∼p(τ) ‖ fθ (Mixλ(x, x ′)) − fθ (T x)‖22 .
(6)
The presented objective aims to maximize the consistent
label assignment for perturbed data items T x ∈ M, and
also the ones being out-of-manifold but are close to it. To
generate the latter, when sampling λ in mixup, we enforce
λ = max(λ, 1 − λ).
3) Low-variance Sampling: Our method uses both labeled
and unlabeled data in the unsupervised regularization term of
the loss (1). It is motivated by the fact that unlabeled data
in medical imaging can come from different device vendors
rather than labeled data, thereby the empirical distributions of
labeled and unlabeled data might be misaligned.
We note that the objective in (6) uses stochastic augmenta-
tions T ∼ p(τ). When using this loss in a combination with
consistency regularization and ICT, it can be seen that there
exist predictions for two versions of an image x as in (4).
Therefore, when optimizing with stochastic gradient descent,
we are able to obtain a lower variance stochastic estimate of
the objective (6) at low marginal computational cost (see lines
10, 11 of Supplementary Algorithm 1).
IV. EXPERIMENTS
A. Datasets
We used knee radiographs from two large public cohorts:
The OAI and the MOST. The OAI dataset was collected from
4, 796 participants whose ages were from 45 to 79 years old.
The cohort included a baseline, and follow-up visits after
12, 18, 24, 30, 36, 48, 60, 72, 84, 96, 108, 120, and 132
months. Radiographic imaging for bilateral fixed flexion X-
ray images took place at most, but not all follow-ups. We
used the data from all the knees without implants that had
KL grades available in the metadata except for those imaged
during 18, 30, 48, 60, 84, 108, 120, and 132-month follow-ups,
where knee radiograph imaging was performed only for small
sub-cohorts. We graphically depict the OAI data selection in
Suppl. Figure S4. The MOST dataset had 3, 021 participants
examined at its baseline, and follow-up visits after 15, 30, 60,
72, and 84 months. Except for the 72-month follow-up, each
examination included radiographic imaging.
Radiographs in the OAI dataset were posterior-anterior (PA)
bilateral images acquired with the protocol that called for a
beam angle of 10 degrees. We utilized OAI data in training
and model selection phases.
The MOST dataset included PA, and lateral images. The
PA images were acquired with a beam angle of 5, 10, or
15 degrees. In this study, we used the MOST dataset as an
independent test set. To ensure the reliability of the labels in
MOST, we only kept 10 degree bilateral PA images that were
acquired at baseline, had KL and Osteoarthritis Research Soci-
ety International (OARSI) grades available, and were without
implants. Eventually, our training and test data comprised
39, 902 and 3, 445 knee images from the OAI, and the MOST
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datasets, respectively. The detailed data distribution by KL
grade is presented in Table I.
TABLE I
DESCRIPTION OF THE OAI AND THE MOST DATASETS.
Dataset Split # Images
KL grade
0 1 2 3 4
OAI Train/Val 39,902 15,954 7,636 9,617 5,228 1,467
MOST Test 3,445 1,550 568 520 559 248
B. Experimental Setup
1) Data Pre-Processing: We kept our data pre-processing
pipeline similar to [21], and consistently applied it to all the
methods in our experiments.
The essential step in analyzing knee radiographs is a region
of interest (ROI) localization. In this paper, we focused rather
on the development of an efficient DL architecture and SSL
method than on implementing a full knee X-ray analysis
pipeline. Thus, we utilized a Random Forest Regression Vot-
ing Constrained Local Model approach implemented in the
BoneFinder (BF) tool [50]. For every image, we performed
the padding of 300 pixels on each side to account for position
precision in the raw data. After our manual inspection of all
the cases, we observed that BF localized all the knees in OAI
and MOST except two images (image files could not be read
by the software). We show data selection in more detail in
Suppl. Figure S4.
In each bilateral X-ray, we localized the anatomical land-
marks using BF and cropped the ROIs of 140mm × 140mm
centered at each knee joint (2 ROIs per image at most). Subse-
quently, based on the anatomical landmarks, we performed the
standardization of each of the ROIs by a horizontal alignment
of the tibial plateau.
To standardize the intensity of the histograms, we performed
intensity clipping to the 5th and 99th percentiles as well as
global contrast normalization prior to converting 16-bit raw
DICOM images into an 8-bit intensity range. We then center-
cropped the obtained 8-bit images to 110mm × 110mm and
resized them to 300×300 pixels (0.37mm pixel spacing). This
second cropping aimed to eliminate more background from
input images. We note that it is also feasible to perform the
histogram standardization after the second cropping; however,
we followed the order proposed in [21] for better reproducibil-
ity of their pipeline, which was retrained in the present study.
At the next step of the pre-processing, similar to [21],
we flipped the left images to look like the right ones, and
cropped the medial and the lateral patches with a size of
128 × 128 pixels (H = 128). These patches were cropped
with the common top anchor at one third of the image height.
Both patches were cropped at the lateral and medial image
sides. After cropping, we flipped the medial patch horizontally
(Figure 3). Finally, we normalized the intensities of each item
in the obtained pair into the intensity range of [−1, 1]. Whereas
the previous studies [21], [41] required the statistics of their
training sets to normalize input data, we utilized the mean of
0.5 and the standard deviation of 0.5.
2) Training and Evaluation Protocol:
a) Data Split: First, we split the OAI dataset into 2 parts
so that 25% and 75% were for labeled and unlabeled data,
respectively. Here, we stratified the splits by KL grade, and
ensured that patient IDs do not belong to both of these parts.
We then applied another stratification as above to divide each
of the aforementioned splits into 5 folds (illustrated in Suppl.
Figure S4). In each fold, we generated 24 data settings, having
4 labeled (50, 100, 500, and 1000 samples per KL grade), and
6 unlabeled data configurations. Here, the amount of unlabeled
data was N , 2N , 3N , 4N , 5N , or 6N samples, where N is the
corresponding amount of labeled data.
In addition, we also used the whole OAI dataset to assess
the performance of our SL baseline. The training and the
validation sets of the setting had 31, 922 and 7, 980 samples,
respectively. Therefore, the 4 aforementioned labeled data
settings varied from 0.8% to 16% of the whole training set.
b) Architecture Selection and Training Setup: Following
the protocol proposed by Oliver et al. [36], we firstly tuned
the SL setting before comparing it to SSL methods. As
such, we considered 6 feasible architectures, each of which
was the combination of either the architecture of the SL
baseline [21], or ours with each type of pooling layer (GAP,
SAM-VH, or SAM-HV). In our experiments, we selected the
top-3 architectures for further comparisons based on cross-
validation. The best model among those was utilized as the
base model of Semixup and SSL baselines.
c) SL and SSL Comparisons: We investigated effects
of SSL methods such as the Π-model [25], MixMatch [27],
and Semixup without the use of unlabeled data. In such sce-
nario, MixMatch [27] is equivalent to mixup [35]. Ultimately,
we compared Semixup to 3 SSL baselines such as the Π
model [25], Interpolation Consistency Training (ICT) [26],
and MixMatch [27]. Each method was trained on the 24 data
settings of the first fold previously generated from the OAI,
and finally evaluated on the independent test set from the
MOST.
d) Metrics: In the training phase of all the experiments,
the best models were selected based on both balanced multi-
class accuracy (BA) [51] and Cohen’s quadratic kappa coeffi-
cient (KC) [52]. In the final model evaluation and comparison
to the baseline methods, we used BA. To be in line with the
metrics used in the previous studies, such as [21], [24], [41],
we also used confusion matrix, KC, and mean square error
(MSE). To assess the performance of detecting radiographic
OA (KL ≥ 2), we used receiver operating characteristic (ROC)
curves, area under the ROC curve (AUC), precision-recall (PR)
curves, and average precision (AP).
e) Statistical Analyses: In our initial experiments, we
noticed that several factors such as data acquisition center,
knee side (left or right), and subject ID may affect the validity
of the statistical analyses. To verify this, we used a generalized
linear mixed effects model [53], and noticed that neither of
these factors has an impact on the results. Therefore, for
simplicity of evaluation, we used standard error and one-sided
Wilcoxon signed-rank test [54]. Here, we split the test into 20
equal-sized chunks (no overlapping patients), and calculated
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the BA on each of them. Finally, these values were used for
the statistical analyses.
TABLE II
ABLATION STUDY OF THE SAM POOLING (SL SETTING). THE
VALUES INDICATE BALANCED ACCURACIES (%). THE RESULTS
WERE COMPUTED OUT-OF-FOLD USING A 5-FOLD
CROSS-VALIDATION. THE BOLD AND THE UNDERLINE HIGHLIGHT
THE BEST AND THE SECOND BEST RESULTS, RESPECTIVELY.
Base model Pooling # data / KL grade
50 100 500 1000 Average
Tiulpin et al. [21]
GAP 43.7 52.5 62.1 66.8 56.3
SAM-VH 54.0 50.7 62.5 69.1 59.1
SAM-HV 39.0 51.2 63.7 62.7 54.1
Ours (Sec. III-B)
GAP 46.7 49.6 67.0 68.6 58.0
SAM-VH 47.7 54.6 65.8 65.5 58.4
SAM-HV 48.3 56.3 66.7 69.7 60.3
C. Supervised Baseline
1) Model Selection: Table II shows that, on average, the
models with our base architecture performed 4.1% better
compared to the models with [21] in the case of 500 samples
per KL grade. With respect to the base architecture of [21],
SAM-VH was the most suitable pooling operator, especially
in the cases of 50 and 1000 samples per KL grade. On the
other hand, our base architecture with SAM-HV yielded the
highest average BA across all settings.
Based on the average BAs in Table II, we selected the three
best architectures for further comparisons. The best one among
those (ours with SAM-HV) was chosen as the base model of
all the SSL methods.
2) Performance on the Test Set: In the first group of results,
Table III shows that our architecture with SAM outperformed
the SL baseline model [21] in all the data settings. Specifically,
our architecture with SAM-HV yielded BAs 9% better than the
baseline [21] in the data settings of 500 and 1000 images per
KL grade. Notably, in the case of 500 samples per KL grade,
our model with SAM-HV surpassed by 6% the baseline model
that would require a double amount of data. Finally, our model
with SAM-HV achieved a BA of 67.5% when trained on only
16% of the full OAI set.
D. Semi-Supervised Learning
1) SSL Methods without Unlabeled Data: We summarized
our results in Table III. The performance of Semixup scaled
well with the amount of training data, and outperformed its
corresponding fully SL model when we had at least 100
samples per KL grade. In the comparison with other SSL
baselines, Semixup achieved comparable results when having
no unlabeled data at all.
2) Semixup Compared to SL and SSL Baselines: After
evaluating 24 trained models of each SSL method, we derived
maximum BAs grouped by labeled data setting as in the third
part of Table III. With 500 labeled samples per KL grade,
Semixup achieved a BA of 69.7%, which was 5.7% higher than
the result of the SL baseline, and surpassed the SL baseline
TABLE III
SL AND SSL METHODS EVALUATION ON THE TEST SET. WE
REPORTED THE TOP-3 SL MODELS WITH GAP?, SAM-VH† , OR
SAM-HV‡ . OUR MODEL WITH SAM-HV‡ IS THE COMMON
ARCHITECTURE FOR ALL SSL METHODS. BOLD HIGHLIGHTS
MODELS PERFORMING SUBSTANTIALLY BETTER THAN THE
SECOND BEST MODEL IN EACH CATEGORY.  INDICATES NO
SUBSTANTIAL DIFFERENCE AMONG THE BEST MODELS.
Method
# labels / KL grade
50 100 500 1000
Fully SL
Tiulpin et al.? [21] 40.5±0.8 49.7±0.9 55.1±0.8 58.5±0.8
Tiulpin et al.† [21] 45.2±0.8 48.6±0.9 57.6±0.8 58.5±0.8
Our SL† (Sec. III-B) 45.6±0.8 53.2±0.9 61.5±0.8 63.5±0.8
Our SL‡ (Sec. III-B) 41.5±0.8 52.9±0.9 64.0±0.8 67.5±0.8
SL and SSL methods - Without unlabeled data
mixup [35] 39.6±0.8 53.9±0.8 64.5±0.8 67.1±0.8
Π model [25] 42.3±0.8 56.3±0.8 64.3±0.8 67.9±0.8
Semixup (Ours) 31.7±0.8 56.1±0.8 66.6±0.8 68.0±0.8
SSL methods - Best performing models’ comparison
ICT [26] 47.7±0.9 53.5±0.8 64.1±0.8 67.8±0.8
Π model [25] 45.9±0.8 56.2±0.8 67.1±0.8 69.0±0.8
MixMatch [27] 45.1±0.8 56.0±0.8 67.6±0.8 68.4±0.8
Semixup (Ours) 46.9±0.9 58.8±0.8 69.7±0.8 71.0±0.8
Fully SL - Trained on the full OAI (31,922 samples)
Our SL‡ (Sec. III-B) 70.9±0.8
by 2.2% even when trained on 2 times less labeled data than
the baseline was. With 1000 labeled samples per KL grade,
our SSL method reached the BA of 71% that was comparable
to the result of the SL baseline trained on the full OAI setting
(over 6 times more data used).
50 100 500 1000
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Fig. 5. Graphical comparison of Semixup and the baseline methods
(MOST dataset). The bars indicate the 95% confidence intervals,
SL+ indicates our fully SL models equipped with either SAM-HV or
SAM-VH, and * and ** indicate the statistically significant difference
(p < 0.05 and p < 0.001, respectively). The dash line indicates the
BA of the fully SL model with SAM-HV trained on the full OAI
dataset.
Besides comparing to the SL settings, we also compared
Semixup to the state-of-the-art SSL baselines. On the test set,
IEEE TRANSACTIONS ON MEDICAL IMAGING, 2020 8
(a) 500 / KL grade (b) 1000 / KL grade
Fig. 6. Confusion matrices showing performance (%) of our models
trained with Semixup on the test set (MOST dataset) in two labeled
data settings (a) and (b).
TABLE IV
COMPARISON OF OUR BEST MODELS TRAINED WITH Semixup AGAINST
OUR WELL-TUNED SL MODEL WITH SAM-HV.
Method # labels KC MSE AUC (KL ≥ 2) AP (KL ≥ 2)
Semixup
250 0.708 1.080 0.880 0.861[0.692, 0.724] [1.000, 1.022] [0.869, 0.891] [0.849, 0.872]
500 0.789 0.810 0.933 0.916[0.776, 0.801] [0.764, 0.860] [0.926, 0.940] [0.906, 0.925]
2,500 0.877 0.442 0.967 0.956[0.870, 0.884] [0.416, 0.466] [0.962, 0.972] [0.950, 0.962]
5,000 0.878 0.458 0.972 0.959[0.870, 0.885] [0.430, 0.487] [0.968, 0.976] [0.953, 0.965]
SL (full OAI) 31,922 0.881 0.440 0.974 0.963[0.873, 0.889] [0.414, 0.471] [0.969, 0.978] [0.958, 0.969]
our method outperformed the others in the data settings of 100,
500, and 1000 labels per KL grade. In the data setting of 2500
labeled images (7.8% of the full OAI size), Semixup yielded a
BA 2.1% higher than the best SSL baseline, MixMatch, with
the same labeled data amount, and 0.7% higher than the best
SSL baseline, the Π model, with twice the amount of labeled
data. In addition, Semixup achieved the highest average BAs
in the data settings having at least 100 labeled images per KL
grade (Suppl. Table S3).
The comparisons between Semixup and each of the baseline
models across different labeled data settings are graphically
illustrated in Figure 5. The best models of Semixup in the
cases of 100 and 1000 labels per KL grade significantly
outperformed all the baselines (p < 0.05). In the case of 500
labeled samples per KL grade, Semixup was significantly better
than the SL baseline and ICT with the same amount of labels.
Furthermore, our method also surpassed the SL baseline that
was trained with twice more labeled data (1000 samples per
KL grade). The statistical analyses indicate that SL model
trained on the full OAI dataset did not differ significantly
from the Semixup models that were trained with 500 and 1000
labeled samples per KL grade (p-values were of 0.054 and
0.368, respectively). The details of the statistical testing are
presented in Suppl. Table S4.
We finally note here that we also evaluated larger amounts
of labeled data. However, we observed a saturation of per-
formance increase with their further addition to the training.
Therefore, we omitted these results from the manuscript, but
they can be found in Supplement (Suppl. Section S5-C).
3) Detection of Early Radiographic Osteoarthritis: Fig-
ure 6 presents the confusion matrices of our 2 best models.
Here, we evaluate the accuracy of our method to detect early
OA (i.e., KL = 2). With 500 and 1000 labels per KL grade,
Semixup was able to detect early OA with 58% and 74%
accuracies. Notably, without the doubtful OA (KL = 1), we
achieved a substantially high BA of 79.25%.
With regard to detection of radiographic OA (KL ≥ 2), Fig-
ure 7 and Table IV show how our SSL model with 500 labels
per KL grade was comparable to the well-tuned SL model
trained on the large training set (more than 12 times labeled
samples). The detailed comparisons with respect to different
amounts of unlabeled data are presented in Suppl. Figure S1
and Suppl. Figure S2.
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Fig. 7. Comparison of the best models of trained with Semixup on
radiographic OA detection task (KL ≥ 2). The models were trained
with 50, 100, 500, or 1000 labeled examples per KL grade.
E. Ablation Study
1) Impact of Consistency Regularization Terms: Because
our in- and out-of-manifold regularizer comprises several
individual losses, it is essential to understand the impact of
each of them onto the method’s performance. To assess the
contributions of each used regularizer – (4), (5), and (6), we
consecutively removed each of them from our loss function.
Table V shows this ablation study. Here, we report the best
validation performance among 6 different unlabeled data set-
tings. The results show that Semixup performs better when all
the regularizers are used jointly.
TABLE V
ABLATION STUDY OF REGULARIZATION TERMS USED IN Semixup.
THE VALUES ARE BAS (%).
Method # data / KL grade
100 500
Semixup w/o in-manifold terms 60.8 73.1
Semixup w/o out-of-manifold term 60.8 72.0
Semixup w/o interpolation consistency 60.8 73.4
Semixup 65.6 74.1
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2) Balancing of Regularization Coefficients: Table V shows
that all the consistency regularization terms used in our method
in are needed to reach good performance. However, it is
unclear what practical effect the balancing of these terms may
have on the performance of our method. To gain insights into
what value ranges of these coefficients are appropriate, we
performed additional sensitivity analyses of these hyperparam-
eters by varying the values used in our experiments.
Firstly, we showed the trade-off between the interpolation
consistency term and the rest (Figure 8). Secondly, we showed
the effect of balancing in- and out-of-manifold consistency
regularization terms (Figure 9). All the experiments in this
subsection demonstrate the performance on the validation set
in the case of 2500 labeled samples (500 per KL-grade), and
the same amount of unlabeled samples.
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Fig. 8. Sensitivity analysis of balancing interpolation consistency
term’s coefficient versus the in- and out-of-manifold ones. We report
the average balanced accuracy on validation set over 5 random seeds
for the case of 2500 labeled, and 2500 unlabeled samples. The
weights of in- and out-of-manifold terms were set to the same value.
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Fig. 9. Relationship between in- and out-of manifold terms. Inter-
polation consistency term’s coefficient was set to 4, and the sum of
in- and out-of-manifold consistency terms’ weights was set to 2. We
evaluated the average balanced accuracy on the validation set over 5
different random seeds for 2500 labeled, and 2500 unlabeled samples.
The solid line and the band indicate the mean and standard deviation,
respectively.
V. DISCUSSION AND CONCLUSIONS
In this study, we presented a novel SSL method – Semixup.
This method leverages in- and out-of-manifold consistency
regularization, and we demonstrated its application in the task
of automatic grading of knee OA severity. Furthermore, we
also proposed a novel state-of-the-art architecture for this task.
The core novelty of this work lies in using mixup for
generating out-of-manifold samples in close proximity of data
manifold, and then ensuring consistent predictions made by
a neural network on such samples and the ones drawn from
the data manifold itself. We experimentally showed that the
proposed technique helps to train more robust models in
limited data regimes even when unlabeled data is not available.
To be specific about the label efficiency and robustness, we
have shown that the Semixup-trained model using 5000 labeled
samples (1000 per KL-grade) performs comparably to the
well-tuned supervised baseline trained on the full OAI dataset
(Suppl. Table S4, p = 0.368). Furthermore, Table III and
Table IV show that our SSL model has overlapping confidence
intervals with the SL model according to various metrics,
which also supports this statement.
Another novelty of this work is the proposed pooling
approach that allows to efficiently process large feature maps,
thereby leveraging fine-grained information required for knee
OA grading. Our work demonstrated not only the new method
for SSL, but also an efficient baseline for supervised setting
when the amount of training samples is limited. To our
knowledge, this is the first work that systematically studied
the problem of learning robust classifiers for knee OA severity
assessment in the limited data regime.
We note that while we leveraged the domain knowledge
to develop a base CNN architecture (Siamese network), our
SSL method is not constrained to any specific domain. Thus,
we think that Semixup can be used with other data (e.g., in
CT or MRI related tasks). However, we also highlight that
this requires an experimental evidence, producing which is
beyond the scope of our study. To facilitate the applications
of our method in other fields, we release the source code at
https://github.com/MIPT-Oulu/semixup.
From the methodological point of view, our work has
several important insights. Firstly, the results shown in Suppl.
Table S3 indicate that none of the evaluated SSL methods
consistently scale in performance with scaling the amounts of
unlabeled data. Thus, we suggest that it is sufficient to use
as many unlabeled samples. The experiments shown in this
work (Figure 9) show that the out-of-manifold consistency
regularization is rather more important than the in-manifold
one. Here, we point to the recent work by Mao et al. [55]
in the realm of domain adaptation, which showed that using
consistency regularization of mixed-up samples imposes a
locally-Lipschitz constraint to the model in the regions of close
proximity to the data manifold. To conclude, we believe that
further exploiting this type of consistency regularization can
help in the other domains.
Besides all the aforementioned benefits, this study has
several limitations. Specifically, we did not use EMA in our
methods as it is costly to train and the methods using EMA
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would require significantly more computational power than
their competitors. Another limitation of this study is that we
did not leverage the power of SAM-VH and SAM-HV in our
model. We foresee potential improvements of our results if
both of these pooling schemes are used, e.g. by ensembling
the results produced by models trained with SAM-VH and
SAM-HV, respectively.
A general criticism also applies to our work. While consid-
ering SSL to be a powerful tool, we also confirm the concerns
previously raised Oliver et al. [36]. Specifically, we emphasize
that a thorough evaluation of SSL vs SL should always be
done, and one might always reach the best possible perfor-
mance when using the former one. Therefore, we think that
a further research on the stability of SSL methods is needed.
However, our results show that SSL was still outperforming
SL, especially in the low-data regime.
From a clinical point of view, using composite KL grades
as a reference can also be considered a limitation, thus we
suggest future studies to focus on OARSI grading of the
knee joints [45], [56]. Finally, another clinical limitation of
this work is that OA is typically graded at a late stage,
when it is already present, and we think that the next steps
should rather focus on developing models for predicting OA
progression [57] using SSL and partially labeled data. These
data are available in hospital archives and can be leveraged at
a low cost.
To conclude, we would like to highlight the clinical im-
plications of our work. Firstly, we demonstrated that highly
accurate KL grading can be done with only small amounts of
labeled data, which allows small research teams and medical
device vendors to build generalizable models suitable for
clinical use. Secondly, the proposed method can significantly
reduce routine work done by radiologists, which on the societal
level can lead to cost savings while at the same time improving
the quality of health care. Thirdly, we expect the proposed
method and the network architecture to generalize to other
domains, such as hip and hand OA. Finally, we think that this
study is an important step towards data efficient medical image
recognition, which is currently lacking thoroughly validated
methodologies.
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SUPPLEMENT
A. Experimental Details
All our experiments were conducted on V100 NVidia GPUs.
We used PyTorch, Collagen [58], and SOLT [59] libraries in
our codebase. To train all the models, we utilized the Adam
optimizer [60] with a learning rate of 1e-4 and without weight
decay regularization. Except for the SL baseline model [21],
which had a dropout of 0.2 in the bottleneck of the model, we
set the dropout rate to 0.35, and used it in multiple blocks
our model. Note that we did not use Exponential Moving
Averaging (EMA) [37] in any methods. For Semixup, we
sampled 1 pair of random augmentations (i.e., Nt = 2) and
1 mixing operator (i.e., Nm = 1) for each knee image. We set
the parameter α to 0.75, and the unsupervised weight vector
w to [2, 2, 4]> (Supplementary Algorithm 1).
In the pre-processing step, we transformed images by ran-
dom Gaussian noise, rotation, cropping, and Gamma cor-
rection augmentations, whose parameters are described in
Suppl. Table S1. A description of our network architecture
is described in Suppl. Table S2. Detailed implementations of
related methods are expressed in Suppl. Section S5-B.
B. Baseline Methods
We reimplemented the previous SSL methods (https://
github.com/MIPT-Oulu/semixup) in a common codebase as
suggested by [36]. All the baseline methods used the same
architecture and pre-processing operators as our approach. We
trained each method with a batch size of 40 for 500 epochs,
each of which is a full pass through labeled data.
The weight of consistency regularization terms, w, varied
among the methods. As such, for Π-model, we searched it
through the set {1, 10, 50}, and found that it worked well
with w = 1. In ICT, we varied w from 0 to 100 using a
sigmoid ramp-up schedule within the first 80 epochs as in [26].
Following Verma et al., we did not use mixup for labeled
data in ICT. For MixMatch, we used 2 augmentations, a
sharpening hyperparameter of 0.5 (T in the original paper), and
a Beta(α, α) distribution with α of 0.75. We run a search for
its unsupervised coefficient from {1, 10, 50} based on [27], and
found the coefficient of 10 to be the best choice. In addition,
we trained mixup using a Beta(α, α) distribution with α of
0.75.
TABLE S1
ORDERED LIST OF AUGMENTATIONS
Order Augmentation Probability Parameter
1 Gaussian noise 0.5 0.3
2 Rotation 1 [-10, 10]
3 Padding 1 5%
4 Cropping 1 128×128
5 Gamma correction 0.5 [0.5, 1.5]
Algorithm 1: Semixup
Data: Xul: combined labeled and unlabeled examples
Data: (Xl,Y): labeled examples
Input: fθ : a neural network with parameters θ.
Input: α: parameter of Beta distribution
Input: w: weights of consistency terms
Input: NT : the number of iterations
Input: Nc: the number of classes
Input: Nb: batch size
1 for t = 1 . . . NT do
2 Bl ←− {(xi, yi)}Nbi=1 ⊂ (Xl,Y), Bul ←− {xi}Nbi=1 ⊂ Xul
3 Ll,Lu,←− 0, 0
4 for xi ∈ Bul do
5 Sample xj ∈ Bul , λ ∼ Beta(α, α), T and T ′ ∼ p(τ)
6 λ←− max(λ, 1 − λ)
7 xmix ←− Mixλ(T xi, xj)
8 pmix ←− Mixλ( fθ (T xi), fθ (xj))
9 Lu ←− Lu + w(0) ‖ fθ (T xi) − fθ (T ′xi)‖22
10 Lu ←− Lu + w(1) ‖ fθ (xmix) − fθ (T xi)‖22
11 Lu ←− Lu + w(1) ‖ fθ (xmix) − fθ (T ′xi)‖22
12 Lu ←− Lu + w(2) ‖ fθ (xmix) − pmix ‖22
13 end
14 for (xi, yi) ∈ Bl do
15 Sample (xj, yj) ∈ Bl , λ ∼ Beta(α, α)
16 xmix ←− Mixλ(xi, xj)
17 Ll ←− λLce (xmix, yi) + (1 − λ)Lce(xmix, yj)
18 end
19 L ←− 1Nb Ll + 1NbNc Lu
20 UpdateStep(θ, ∇θL)
21 end
TABLE S2
DETAILED DESCRIPTION OF OUR ARCHITECTURE.
Layer name Output shape Layer
Input 128x128
Conv1 1 128x128 ConvBlock 3x3, 32, S = 1
Conv1 2 128x128 ConvBlock 3x3, 32, S = 1
Conv1 3 128x128 ConvBlock 3x3, 32, S = 1
Dropout 1 128x128 Dropout
Conv2 1 64x64 ConvBlock 3x3, 64, S = 2
Conv2 2 64x64 ConvBlock 3x3, 64, S = 1
Dropout 2 64x64 Dropout
Conv3 1 32x32 ConvBlock 3x3, 128, S = 2
Conv3 2 32x32 ConvBlock 3x3, 128, S = 1
Dropout 3 32x32 Dropout
Conv4 1 16x16 ConvBlock 3x3, 256, S = 2
Conv4 2 16x16 ConvBlock 3x3, 256, S = 1
Dropout 4 16x16 Dropout
SAM 1x1 SAM block
Merge 512 Concat
Dropout 5 512 Dropout
Output 5 Linear, Softmax
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Fig. S1. ROC curves and AUC of models trained by Semixup using N labeled
samples per KL grade. Each subplot shows the results of 6 models trained on
6 different amounts of unlabeled data. (a) N = 5 × 50. (b) N = 5 × 100. (c)
N = 5 × 500 (d) N = 5 × 1000.
TABLE S3
RESULTS (BA MEANS AND STANDARD ERRORS,%) ON AN INDEPENDENT
TEST SET DERIVED FROM THE MOST DATA FOR ALL THE SSL MODELS
WITH 10 DIFFERENT RANDOM SEEDS. HERE, WE VARIED THE AMOUNT OF
LABELS PER KL GRADE AS WELL AS THE AMOUNT OF UNLABELED DATA
IN EACH SETTING (24 SETTINGS PER EACH SSL METHOD). THE RESULTS
IN BOLD ARE THE BEST ONES IN EACH SETTING. THE UNDERLINE
HIGHLIGHTS THE SECOND BEST MODELS. THE BOTTOM PART OF THE
TABLE SHOWS THE AVERAGE PERFORMANCE ACROSS ALL UNLABELED
DATA CONFIGURATIONS.
Method # unlabeled # labels / KL grade (N/5)
data 50 100 500 1000
ICT [26]
1N
42.9±0.4 48.9±1.2 63.2±0.6 65.9±0.6
Π model [25] 44.2±0.7 54.5±0.7 64.3±0.5 65.3±0.4
MixMatch [27] 41.8±1.1 54.5±0.6 64.7±0.3 66.0±0.6
Semixup (Ours) 46.3±0.9 56.3±1.5 66.4±0.5 67.5±0.5
ICT [26]
2N
41.5±0.8 48.7±0.9 63.3±0.6 65.2±0.4
Π model [25] 44.2±0.5 54.0±0.8 64.0±0.6 65.5±0.5
MixMatch [27] 40.2±1.3 54.8±0.6 65.1±0.6 65.4±0.7
Semixup (Ours) 42.9±3.5 56.2±1.2 66.1±0.5 66.1±0.4
ICT [26]
3N
45.0±1.5 50.4±0.8 64.0±0.6 65.6±0.4
Π model [25] 45.1±0.4 54.7±0.5 65.2±0.6 65.8±0.6
MixMatch [27] 42.0±1.1 52.9±1.3 64.6±0.3 66.4±0.4
Semixup (Ours) 43.5±2.9 57.6±0.7 66.3±0.6 67.3±0.4
ICT [26]
4N
43.9±0.8 50.0±1.1 63.4±0.4 64.8±0.4
Π model [25] 45.1±0.7 55.3±0.6 64.1±0.5 65.9±0.4
MixMatch [27] 43.3±0.9 53.9±0.6 65.0±0.5 65.8±0.3
Semixup (Ours) 48.2±0.8 57.9±0.6 65.9±0.5 66.1±0.4
ICT [26]
5N
44.7±1.4 50.9±0.9 63.0±0.7 64.9±0.5
Π model [25] 45.8±0.5 53.1±0.7 64.4±0.6 64.2±0.4
MixMatch [27] 41.7±0.8 53.1±0.9 63.2±0.4 65.2±0.2
Semixup (Ours) 44.4±2.5 58.4±0.5 66.0±0.5 66.1±0.6
ICT [26]
6N
44.5±1.0 52.3±0.7 63.3±0.7 64.8±0.6
Π model [25] 45.4±0.4 53.4±0.5 64.4±0.6 66.1±0.5
MixMatch [27] 41.0±1.4 53.9±1.0 64.3±0.5 65.8±0.4
Semixup (Ours) 46.3±1.5 58.1±0.8 66.2±0.6 67.0±0.5
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Fig. S2. PR curves and AP of the models trained by Semixup using N labeled
samples per KL grade. Each subplot shows the results of 6 models trained on
6 different amounts of unlabeled data. (a) N = 5 × 50; (b) N = 5 × 100; (c)
N = 5 × 500; (d) N = 5 × 1000.
TABLE S4
STATISTICAL COMPARISONS USING ONE-SIDED WILCOXON SIGNED-RANK
TEST. SL+ INDICATES OUR FULLY SL MODELS EQUIPPED WITH EITHER
SAM-HV OR SAM-VH. SL‡ INDICATES OUR MODEL WITH SAM-HV. *
AND ** SIGNS CORRESPOND TO p < 0.05 AND p < 0.001, RESPECTIVELY.
Main method Compared method p-value
Name # labels Name # labels
Semixup
250
SL+
250
5.4e-2
Π model [25] 1.5e-1
ICT [26] 6.3e-1
MixMatch [27] 5.4e-2
500
SL+
500
5.2e-5 **
Π model [25] 1.6e-3 *
ICT [26] 1.1e-4 **
MixMatch [27] 5.2e-5 **
2,500
SL+
2,500
7.5e-4 **
Π model [25] 8.4e-2
ICT [26] 2.6e-4 **
MixMatch [27] 1.2e-1
SL+
5,000
3.7e-2 *
Π model [25] 2.5e-1
ICT [26] 6.8e-2
MixMatch [27] 1.6e-1
5,000
SL+
5,000
2.0e-3 *
Π model [25] 2.0e-2 *
ICT [26] 5.8e-4 **
MixMatch [27] 2.6e-3 *
SL‡ 35,000 Semixup (Ours) 2,500 5.4e-25,000 3.7e-1
C. More Labeled Data
In this section, we extend the number of labeled samples
to assess how much Semixup could improve. In detail, we
added 2 more data settings that had 2, 000 and 3, 000 labels
per KL grade. In the latter setting, the highest feasible number
of unlabeled data M is 30, 000 (i.e., 2N) since it uses all
valid OAI data. Hence, we merely conducted 2 comparisons
throughout different amounts of labeled data as in Suppl.
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Figure S3. On the independent test set, we observed that the
data setting of 2, 000 labels per KL grade helped to gain a
slightly improvement, while the another setting tended to be
saturated or even decrease the performance.
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Fig. S3. Semixup performance on the MOST with different amounts,
N , of labeled data. M is the number of unlabeled samples. We run
with 10 different random seeds.
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Fig. S4. Workflow for splitting OAI data.
