ABSTRACT Signature files act as a filter on retrieval to discard a large number of non-qualifying data items. Linear hashing with superimposed signatures (LHSS) provides an effective retrieval filter to process queries in dynamic databases. This study is an analysis of the effects of reflecting the term occurrence and query frequencies to signatures in LHSS. This approach relaxes the unrealistic uniform frequency assumption and lets the terms with high discriminatory power set more bits in signatures. The simulation experiments based on the derived formulas explore the amount of page savings with different occurrence and query frequency combinations at different hashing levels. The results show that the performance of LHSS improves with the hashing level and the larger is the difference between the term discriminatory power values of the terms, the higher is the retrieval efficiency. The paper also discusses the benefits of this approach to alleviate the imbalance between the levels of efficiency and relevancy in unrealistic uniform frequency assumption case.
INTRODUCTION
Signature files act as a filter on retrieval to discard a large number of non-qualifying data items [2] . In this paper we consider a signature file organization method, linear hashing with superimposed signatures (LHSS), which is designed for dynamic databases [7, 81. This study is an analysis of the effects of reflecting the term occurrence and query frequencies to signatures in LHSS environment. The proposed approach relaxes the unrealistic uniform frequency assumption and lets the terms with high discriminatory power set more bits in signatures. The paper provides the derivation of the performance evaluation formulas to measure the efficiency of the new approach and presents the design and results of a set of simulation experiments. The experiments prove that the new approach improves the retrieval efficiency. Also discussed are the further benefits of the approach to alleviate the potential imbalance between the levels of efficiency and relevancy.
The paper is organized as follows. Section 2 explains LHSS and its performance evaluation formulas. Section 3 explores the potential improvement in retrieval efficiency of LHSS considering term characteristics. Section 4 provides the results of the simulation experiments for performance evaluation and Section 5 discusses relevancy efficiency issues. presents the conclusion of the study. 
LINEAR HASHING WITH SUPERIMPOSED SIGNATURES (LH S S)
Linear hashing is an efficient way to organize partitioned dynamic files [4]. A related method, which is originally introduced by Zezula, is linear hashing with superimposed signatures [SI.
2.1
The Method LHSS provides a method for mapping signatures to storage pages and processing the queries to find qualifying signatures. The primary component of LHSS is a split function which converts the key of each signature into an integer in the address space (0, 1, ..., n-1) where 2h-1 c n 5 2h is satisfied for some integer h. The hashing function is defined as follows [6, 7 )
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(1 1 where bi is the value of the ith binary digit of the object signature, f is the signature size,h is the hashing level, n is the number of addressable (primary) pages and Si is the object signature i.
For the initial condition h= 0, n= 1, and g(Si, 0, 1) is defined as 0. In simple terms, the hashing function, g, uses the last h or (h-1) bits of a signature to determine the number of the addressable page where signature Si is to be stored. If the storage limit of a primary page is exceeded, an overflow page is created, linked to the primary page and the last signature that has caused the overflow is placed in the overflow page and, a "split" is initiated, i.e. a new primary page is created. A split pointer, SP (with an initial value of 0), keeps track of the next primary page to be split Whenever a split takes place, all signatures on the page pointed to by SI? together with those in the associated overflow page@) are rehashed. The nature of the hashing function guarantees that the rehashed signatures either rcmain in the same page or are transferred to the page that has just been created. The hashing level is increased by one just before page zero is split and following each split process, the new value of SP is computed as SP = (SP + 1) mod Note that at a given time in the signature file it is possible to have pages which are hashed at levels h and (h-1). Note also that linear hashing is space efficient and does not lead to many overflows [4].
During query processing a page qualifies if all bit positions that are set in the query signature are also set in the page signature. For simplictty, if we assume that n = ph and if there is a query signature with k 1s in its h-bit suffix, then i t is necessary to access 2h-k primary pages (and the associated overflow pages). More number of 1s in the last h-bit suffix of a query makes the query processing faster. Note that even if a signature in the selected page seems to qualify the query the associated data object might not contain all query terms. Hence a false drop resolution is required using the original query before the qualifying objects are returned to the user. 2.2 Performance Evaluation Zezula and his coworkers have shown that the number of page savings can be computed as a function of the number of addressable pages (n), the hashing level (h), and the query weight (w(Q)) provided that the signature size is kept fixed at f [6,8].
Let €[no. of bits (w(Q), h)] be the expected number of bits set in the h-bit suffix of the query signature.
where P( j ) is the probability that j bits are set in the h-bit suffii of the query and can be written as follows.
Next lets define probability of access savings, P(w(Q), h), as the proportion of the number of pages that do not need to be accessed (while processing a particular query) to the total number of addressable pages. Hence
where npa is the number of pages accessed, n is the number of addressable pages in the signature file. Note that only 2h-E[no-Of bits(w(Q)l h)l number of pages need to be accessed. So when 2h= n
and therefore
The final step is to find an expression for, N(n, h, w(Q)), the total number page savings. Let R(h) denote the number of addressable pages hashed with level h. Then
Finally, the total number of page savings, N(n, h, w(Q)), is defined as the number of pages that need not be accessed for a given query and can be expressed as follows.
3. LHSS BASED ON TERM CHARACTERISTICS Now we will explore the potential improvement in the retrieval efficiency of LHSS using a signature extraction method which considers the term occurrence and query frequencies as opposed to the case with standard superimposed signatures. The primary case with superimposed signatures will be referred to as "single m case," SM, where m stands for the number of bits set by each term. In the second method, which will be referred to as "multiple m case," MM, terms are grouped into disjoint subsets based on their discriminatory power.
The number of bits set by the terms in one set is the same and is a function of the occurrence and query frequencies. 3.1 Detalled Analysis Faloutsos and Christodoulakis [3] have suggested partitioning all possible terms in the database into ns disjoint subsets S1, S2, ..., Sns according to their discriminatory power where S1 n S2 n S3 n ... n Sns = 41 andS1 U S2 U S3 U...U Sns = SwhereS is the set of all terms in the database. Furthermore, qi is the probability that a single term query is from Si and Di is the expected number of distinct terms of set Si in a record where and D is the expected number of distinct terms in a record. 3.1.1 SM Case In this case, each term sets the same number of 1s in a signature. The optimal value of the number of bits set by each term, m, which minimizes the false drop probability, can be computed as
when there is no partitioning or when *=42 =..,= qns D1 D2 Dns is satisfied. We observe that the weight of a single term query will be equal to m since each term sets the same number of bits in the query signature. Hence f In2 w(Q) = m = -D and using equation (2) E[no. of bits (m, h)] = where Next, the value of E[no. of bits (m, h)] is plugged into equation (6) to compute the probability of access savings, which in turn is substituted into equation (7) to find the total page savings. 3.1.2 MM Case For this case, the optimal number of bits set by each term in the set Si, which minimize the false drop probability, can be computed as follows [3] . Note that, since the number of terms set by each term differ, the weight of a single term query can no longer be represented by a constant. However, we can use the number of bits set by each term together with its query frequency to derive an expression for the expected query weight. The value of E[no.of bits] is used in equation (6) to compute the probability of access savings,'which in turn is substituted into equation (7) to find the total page savings. We also define the percent savings, PS, as the ratio of the total number of savings to the total number of accessible pages multiplied by 100. That is PS = N(n1 hl w(Q)) 100 n PS is used as the measure of the performance of the retrieval efficiency in the following experimental analysis..
EXPERIMENTAL EVALUATION Experiment 1.
The purpose of this experiment is to compare the performance of SM and MM in terms of retrieval efficiency measured by percent savings (PS) at different qi/Di combinations. Signature size is set to 80. The Di values are kept constant (D1 = 11, D2 = 14) while changing the values for qis to create different Di/qi combinations. To make our analysis tractable, the number of distinct terms in a record is kept below a reasonable limit and a consistent value for the signature length is used. This, however does not create a loss of generallty but helps us get rid of the unnecessary complexlty. (we also make use of the 80-20 % rule which is a representative of many real life situations.) The q1 and 92 values for three experimental cases, are (0.90, 0.10), (0.80, 0.20) , and (0.60, 0.40), respectively.
The results of the experiment are summarized in Figure 1 . The performance of SM is constant in all cases regardless of the changes in the qi values. This is because the value for the optimal m depends on D only (see equation 8) . This provides us a reference line against which we can compare the performance of MM. The MM cases prove to be more efficient than the SM case. The outcome is consistent with our expectations: treating terms differently depending on their discriminatory values enables us to access fewer pages when the query contains a term with high discriminatory value. The savings are relatively low with terms with low discriminatory power but this does not affect the overall performance since such terms are rarely specified in the queries. Figure 1 also indicates that the percent savings increase with the hashing level for both SM and MM cases, however, MM provides more savings at each level of h. The high performance of MM can be accounted for the significant difference between the discriminatory power of the terms represented by the qi/Di ratios. We are better off when we adjust our signature extraction method to treat terms differently. Notice that the performance of MM improves as the difference between the query frequencies increases, provided that the occurrence frequencies are kept constant. Experiment 2. Our concern in this experiment is to check if it is possible to make generalizations on the amount of savings that can be achieved at particular Di/qi levels. Table I. shows the Di and qi values for each of the four selected cases. Let Dij be the value of Di in the jth case and qij be the value uf qi in thejth case where 1 5 i 5 2, 1 5 j 5 4. The comparisons of case 1 and case 2 in terms of percent savings is provided in Table II . Note that D l l / q l l = D21/q21 = D12/q12 = D22/q22 = 50 and therefore not only MM case converges to SM within each case, but also the performance of case 1 turns out to be the same as that of case 2. but this does not guarantee that the percent savings will be identical. In fact the savings in case 3 are higher than those in case 4. Note that in case 3, higher query frequency is coupled with lower occurrence frequency which is desired, whereas in case 4, the high query frequency is coupled with a relatively high Occurrence frequency which degrades the overall performance. Although the latter case is not typical in real life, the analysis shows that not only the value of the Di/qi ratio but also the relative size of its components determine the level of savings. Table II . Percent Savings when D l l / q l l = D21/q21 = D12/q12 = D22/q22 = 50 I case I I case2 I Table 111 . Percent Savings when D13/q13 = D14/q14 = 12.5, D23/q23 = D24/q24 = 70 Figure 2 shows that the percent savings decrease as the signature size increases as indicated by equation (9) . Notice that, since qi and Di values are kept constant throughout the experiment, the second operand on the right hand side of this equation becomes a constant. As the value of f increases, the mi values also increase, but with a lower rate. Consequently, the proportion of the bits set in a single term query becomes slightly lower which results in a relatively low reduction in the search space which accounts for the drop in percent savings. However, the associated false drop probability is lower due to the decrease in the degree of overlapping and cluttering in the signatures. Apparently, the choice of the signature size depends on the compromise between the required percent savings and the allowable false drop rate. Experiment 4. The purpose of this experiment is to observe the change in percent savings when the terms are grouped into three disjoint subsets (MM3) rather than two (MM2).
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Four cases will be considered (lA, l B , 2A, 28) as depicted in Table IV . where the signature size equals to 80. In cases l.A and 2.A, terms are grouped into two disjoint subsets where S2 includes all non-discriminatory terms and the "rest" of the terms which have relatively high discriminatory power are all grouped in S1. In cases l . B and 2.8, the terms are further to be able to discriminate the terms with high discriminatory power from those with medium discriminatory power. Figures 3 and 4 clearly indicate that MM3 outperforms MM2 in both cases. The savings achieved through MM3 and MM2 are far above the savings provided by SM. Note also that the amount of increase in percent savings for an incremental increase in the hashing level is considerably high in MM3, relatively modest in MM2 and significantly lower in SM. Between the two cases where MM2 is used, the savings in case 2.A outperform those in case l.A. Similarly, within the two MM3 cases, the savings in case 2.8 are higher than those in case 1 .B. This is because the distinction among the term discriminatory power values is sharper in cases 2.A and 2.B, which enables these two cases to provide the highest savings for MM2 and MM3, respectively. The comparison of MM2 and MM3 cases indicate that it is worthwhile to apply more specific treatment to terms as long as there really is a significant difference among their discriminatory power values. 5. EFFICIENCY RELEVANCY C 0 N S I D E RATIONS When SM is used, the number of bits set by each term is identical. When a single term query is specified in a query, the query weight is constant and equals m. Hence the expected number of bits in the last h-bit suffix of the query signature is the same regardless of the term discriminatory power values. This, in turn, means that the number of page accesses is the same for all terms. When a term with a low discriminatory power is specified in a query, a long list of documents will be returned. (Notice that terms with low discriminatory power are the ones that appear in many documents.) Yet a large portion of the returned documents will not be of interest to the user. Hence the resulting relevancy will be very IOW. In contrast, when a term with high discriminatory power is used in the query, only a few documents, most of which will be relevant, are returned to the user, and the relevancy level will be significantly high.
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The above situation which is typical in the SM case indicates an obvious imbalance between efficiency and relevancy. For the same number of page accesses (i.e. for the same level of efficiency), it is possible to end up with low or high values of relevancy depending on the frequency characteristics of the query term. The more significant the difference between the discriminatory power of the terms, the more severe is the imbalance described above. Now, let us observe how MM can alleviate the level of this imbalance: when MM is used, the terms with high discriminatory power set more bits than those with low discriminatory power. Hence, the number of page accesses required for these two cases will differ in the first place. Consequently, the terms with high discriminatory power provide relatively more page savings which will be consistent with the high level of the resulting relevancy. On the other hand, terms with low discriminatory power will somehow be penalized because now they will be setting fewer bits. The resulting page savings will be low together with the undesirably low relevancy level. The way to achieve high efficiency coupled with high relevancy is to increase the query weight. This can be accomplished by using terms with high discriminatory power in the queries or by constructing term phrases from non-discriminatory terms.
In an IRS, the former can be supported by an on-line thesaurus providing group of related specific terms under more general, higher level class indicators; the latter can be implemented by automatic phrase construction [l; 5, p. 2991.
CONCLUSION
Signature files act as a filter on retrieval to discard a large number of non-qualifying data objects. Linear hashing with superimposed signatures, LHSS, provides an efficient retrieval filter to process queries in dynamic databases [7, 8] . In LHSS each term sets a fixed number of b l positions in the signatures, regardless of their occurence and query frequencies.
This study provides an analysis of the effects of relaxing the unrealistic uniform frequency assumption and applying different treatments to terms based on their occurrence and query frequencies. In this approach terms with high discriminatory power, which are typically characterized by low Occurrence frequency coupled with high query frequency are allowed to set more bits in signatures. This in turn increases the query weight and results in an improvement in retrieval efficiency. The terms with low discriminatory power, on the other hand, set fewer bits and hence produce low weight queries for which the amount of page savings is also low. However, because queries are usually composed of terms with high discriminatory power, the gains in the former case more than offset the decrease in savings in the latter case.
Our experiments explore the amount of page savings with different occurrence and query combinations at different hashing levels. The results show that the performance of LHSS improves with the hashing level and the larger is the difference between the term discriminatory power values of the terms, the higher is the retrieval efficiency. The choice of the signature size depends on the compromise between the required percent savings and the tolerable false drop rate. In the paper we also discuss the benefits of this approach to alleviate the imbalance between the levels of efficiency and relevancy in unrealistic uniform frequency assumption case.
