Abstract. The accuracy of optical 3-D shape measuring system using fringe projection is associated with many factors and usually derived from calibrated reference objects. But such kind of result is a systematic assessment which is useless when considering typical complex surfaces where measurement errors tend to be different due to variances of measuring distance, object reflectivity and curve surface. In this paper, we present a method based on phase error and binocular stereo vision in order to estimate 3-D measurement error. The relationship between 3-D measurement error and system parameters is described at first according to classical binocular stereo vision and photogrammetric principles. An algorithm of phase error calculation is proposed which is focused on captured wavelength and the 3-D measurement error is then generated. We present results derived from practical experiments which demonstrate the acceptance of this method.
Introduction
The structured light (SL) based upon fringe projection is one of the most important techniques in optical three-dimensional (3-D) shape measurement [1] . A mature method for accurate 3-D measurement is to use two cameras instead of just one which can obtain pixel-to-pixel phase matching. In this method, the 3-D reconstruction procedure uses corresponding points between the left and right images [2] , which are extracted from epipolar lines [3] . Since the procedure is just derived from two images and calibrated parameters, the 3-D errors are consisting of two parts: (1) the phase matching errors of corresponding points, and (2) the uncertainty of calibration [4] . Because the errors result from calibration are related to certain calibration process and tend to be predictable, they will not be discussed in this paper.
The high-accurate dense 3-D points are the advantage of fringe projection method and many other active vision measurements. Several sinusoidal patterns with shifted phases are used for projection onto target objects and then the deformed sinusoidal patterns are captured through two cameras from different directions thus a pixel-to-pixel phase matching is acquired and 3-D points are reconstructed through triangulation [4] . As the projection device is involved, the accuracy is contributed by many projection factors such as ambient light noise, object reflectivity and curve surface [5] . Currently, the acceptance of 3-D accuracy is based on calibrated reference objects which represent a deterministic whole-field measurement accuracy [6, 7, 8, 9] , while practically the 3-D measurement errors are associated with measuring distance, object curve surface and reflectivity that can be predicated [5] . To estimate 3-D errors, which are useful in path planning and high accuracy registration, this paper presents a method for a two-camera fringe projection 3-D measurement system using calibrated parameters and phase matching errors.
In Section 2, an error transfer function is established based on binocular stereo vision principle. In Section 3, an algorithm is proposed to calculate accurate phase matching errors which determine the 3-D errors. Experiments in Section 4 indicate the estimating ability of the method and the conclusions are given in Section 5.
Error Transfer Function
In contrast to single-camera SL techniques, the binocular stereo vision based on fringe projection uses two cameras for triangulation. A light projector here is just providing pixel-to-pixel information. Typically, the two cameras are set to be similar in performance. We use a linear perspective projection model and ignore the error of calibration. An example of the model is shown in Figure  1 (a). There are three coordinate systems: (1) the 3-D world coordinate o-xyz, (2) the left camera coordinate O1-X1Y1, which is a 2-D pixel coordinate, and (3) the right camera coordinate O2-X2Y2, which is also a 2-D pixel coordinate. When the corresponding points P1-X1Y1 and P2-X2Y2 are matched, the object point p (x, y, z) can be calculated in triangulation as
where f1 and f2 are the lens focuses, L is the baseline between two optical centers o1 and o2, α1 and α2 are the angles between optical axes and x axis, ω1 and ω2 are the angles between optical axes and horizontal perspective lines. According to classic error analysis theory, the total 3-D error of point p is written as 
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From Eq. 3 we can see that the 3-D error depends on δX and δY which are the matching errors. Considering the demand of fast measuring procedure, an epipolar line rectification is applied on the measurement system [3] . An example of the rectified system model is shown in Figure 1(b) , where the two pixel coordinates are set to be coplanar. The optical axes are parallel and the corresponding points share the same vertical coordinates in order to simplify matching procedure into one dimensional searching. Therefore, we substitute α1=α2=0.5π, f1=f2= f , and δY=0 into Eq. 3 and Eq. 4.
Phase Matching Error Estimation
In this paper, we adapt the multi-wavelength sinusoidal phase shifting measuring profilometry. The pattern of the projection plane is expressed as horizontal sinusoidal wave in Figure 1(c) . After the pattern is projected, the captured images can be expressed as
where AC (XC, YC) is the average intensity relating to the pattern brightness and background illumination, BC (XC, YC) is the intensity modulation relating to pattern contrast and surface reflectivity which is also sensitive to measuring distance and curve surface. The total number of phase shifts is N, and the phase shift index is n. After applying the unwrapping algorithm [10] , we obtain the continuous phase map ϕ (XC, YC) illustrated in Figure 2 (a) as
An example of phase matching is shown in Figure 1(c) where the epipolar rectification is applied in advance. Unlike the single camera SL systems, the optical center (oP) of the projector is free of calibration. The matching error of two phases contributes to the final 3-D error. Since the two phase maps share the same vertical coordinates, we assume that there is no matching error in vertical direction which is discussed in Section 2, so we obtain
where σPIXEL is the horizontal phase matching error and dPIXEL represents the physical pixel size(one side length). We assume that each pixel phase has an error of σϕ, than σPIXEL can be quantified as 
where K is the temporal captured wavelength of the current phase pixel which varies across the field of view, as a result of different measuring distance and curve surface. Figure 2(b) is an example of changeable captured wavelength in a phase map. In order to calculate K, we propose an approximated algorithm by the following equation
where ϕR and ϕL represent the neighbor right and left phases. The procedure is illustrated in Figure  2 (c). According to [11] , the phase error σϕ of the phase map should be
where σ is the system noise, and BC can be calculated from the set of different shifts phase map [10] .
Substituting Eq. 9 and Eq. 10 into Eq. 8, we obtain the phase matching error as
Now the total 3-D error can be rewritten as
Note that the statistic variance σ is not the exact measurement result, the Δxyz here represents the estimated 3-D error.
Experiments
In our experiments, we compare the 3-D errors calculated by our method with the typical fitting errors. The system and the captured images are shown in Figure 3 The method proposed in this paper is applied to the test view where the measurement distance is about 290 mm to the baseline. The 3-D error estimation result applied on the 3-D data is shown in Figure 4 (a) varies from 0.006 mm to 0.060 mm. To verify the accuracy of the estimation, we calculate the fitting error of each sphere by a standard deviation, which is assumed to be the accurate reference, and compare the root mean square of the estimation with it, as shown in Figure 4(b) . The reference errors and the estimated errors share the same trend via different sphere objects. An additional error exists between them which is considered as the uncertainy of system noise that may be differed from cameras and needs to be further studied. The comparison indicates that the proposed estimation method is reliable. 
Conclusions
In this paper, we present a detailed method for 3-D error estimation based on binocular stereo vision measurement using fringe projection. An error transfer function is built and we focus on the accurate calculation of phase matching error. A simplified algorithm for calculating captured wavelength is developed, in order to provide a more precise estimation under the consideration of changing wavelength due to reflectivity and curve surface. Experiments are conducted to compare the estimation errors to the reference errors. The results prove the reliability of the method.
