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RÉSUMÉ. Dans cet article, nous nous intéressons aux moyens de rendre le déploiement d’un inter-
giciel auto-adaptatif. Le type d’intergiciel que nous avons considéré ici est hiérarchique (structure de
graphe) et distribué. Les infrastructures de grilles/cloud étant dynamiques (perte et ajout de nœuds),
un déploiement statique n’est pas la solution idéale car en cas de panne, il est souvent nécessaire de
reprendre tout le processus de déploiement; or cette opération est très coûteuse. Nous avons donc
proposé un algorithme auto-stabilisant pour que l’intergiciel puisse retrouver un état stable sans in-
tervention extérieure, au bout d’un temps fini, lorsqu’il est confronté à des pannes transitoires. Pour
avoir une idée plus précise des caractéristiques de l’algorithme, nous avons conçu un simulateur. Les
résultats des simulations montrent qu’un déploiement, sujet à des pannes transitoires, s’auto-adapte.
ABSTRACT. In this paper, we have proposed a rules-based self-stabilizing algorithm to manage a
faulty deployment. Thus, after the detection of an unstable deployment, caused by some transients
faults (joining of new nodes or deletion of existing nodes which may modify the deployment topology),
the system will eventually recover a stable state, without external help, but only by executing the
algorithm. We have designed an ad hoc discrete event simulator to have a deeper insights of our
proposed self-adaptive algorithm. Results of our simulated experiments show that, a deployment,
subjected to transients faults which make it unstable, adapt itself.
MOTS-CLÉS : Systèmes distribués, auto-stabilisation, intergiciel, DIET, simulateur, Machine à états
finis, déploiement.
KEYWORDS : Distributed systems, autonomic systems, self-stabilization, middleware, DIET, simula-
tor, finite state machine, software deployment.
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1. Introduction
Un système distribué est une collection d’entités de calcul, autonomes, interconnec-
tées [2]. De tels systèmes permettent d’échanger des données, de partager des ressources,
d’améliorer nos capacités de calcul [20], etc.
Cependant, ils sont difficiles à concevoir, à contrôler, à maintenir car constitués
d’une variété de composants (logiciels et physiques) complexes qui sont susceptibles de
tomber en panne ou de subir des variations de leurs paramètres.
Pour supporter l’hétérogénéité du matériel et des réseaux tout en offrant une vue
unique aux utilisateurs, ces systèmes sont généralement organisés au moyen d’une couche
logicielle, appelée intergiciel (middleware) [3]. L’intergiciel est une couche logique qui
se situe entre une couche de haut niveau (utilisateurs et applications) et une couche de bas
niveau (systèmes d’exploitation, gestionnaires de ressources et autres protocoles de com-
munication). Les intergiciels sont de différents types et rendent différents services [8, 22].
Pour bénéficier de ses services, un intergiciel doit d’abord être déployé.
Le déploiement de logiciel [10, 5] désigne l’ensemble des tâches à exécuter pour
rendre un système logiciel fonctionnel. C’est une tâche complexe, surtout sur une infra-
structure distribuée.
L’environnement sur lequel les intergiciels sont déployés évolue, de même que les
intergiciels eux mêmes en tant que système dynamique. Que se passe t-il par exemple si
une partie des processus qui constituent l’intergiciel cesse de fonctionner pour une raison
quelconque ?
Si le déploiement est statique, alors le seul moyen de réagir aux événements dont les
effets peuvent dégrader la qualité du service fourni est de refaire tout le processus de
déploiement. Cette opération est cependant assez coûteuse.
Une meilleure solution consisterait à faire de sorte que le déploiement puisse s’auto-
adapter et éviter autant que possible de reprendre tout le processus de déploiement. Il
s’agit donc de concevoir ou de rendre un système auto-adaptatif [18, 13]. Un tel système a
la capacité de modifier en temps réel son comportement de manière autonome (totalement
ou en partie) pour s’adapter aux variations de son environnement.
1.1. Problématique
Notre objectif est d’ajouter des capacités d’auto-adaptation à un intergiciel existant
(qui n’a pas été conçu dans une perspective d’informatique autonome) afin que son dé-
ploiement soit auto-adaptatif. Le déploiement auto-adaptatif est constitué globalement de
plusieurs aspects comme le résume la Figure 1.
Un des aspects concerne le déploiement initial. C’est un ensemble de tâches (descrip-
tion des ressources, de l’application, algorithmes de planification, transfert des fichiers,
configuration des machines, installation des librairies,...), dont l’objectif final est le dé-
ploiement de rendre l’application disponible aux utilisateurs. Cet ensemble de tâches fait
usage de plusieurs informations d’entrée et d’outils de déploiement.
L’autre aspect concerne l’auto-adaptation. Pour ce dernier aspect, une fois que l’in-
tergiciel est déployé et en cours d’utilisation, il faut savoir détecter les situations qui néces-
sitent une adaptation, ensuite il faut écrire des algorithmes dont l’exécution (une réaction
à la variation du contexte) aura pour effet une adaptation.
Nous serons donc amené à définir ce qu’est un déploiement “stable" qui correspond
à une situation dans laquelle l’intergiciel déployé peut fournir le service (parfois avec une
qualité dégradée) pour lequel il est déployé.
2  ARIMA - volume 25  - 2016
Figure 1. Vue générale d’un déploiement auto-adaptatif
A chaque fois que le déploiement est instable, cet état sera détecté et les mécanismes
d’auto-adaptation devront s’activer pour qu’en fin de compte le déploiement retrouve un
état stable.
1.2. L’intergiciel DIET
L’intergiciel DIET [8] nous sert de cas d’utilisation, et les travaux décrits dans ce
manuscrit lui sont appliqués.
Figure 2. Hierarchie multi-MA de DIET.
DIET est un intergiciel GridRPC [21]. Un des objectifs de l’API GridRPC est de
définir clairement une syntaxe et une sémantique pour les intergiciels de grilles de calcul
basés sur le modèle RPC (Remote Procedure Call) [4].
L’architecture par composant de DIET est structurée de manière hiérarchique pour
améliorer le passage à l’échelle comme illustrée à la Fig. 2. DIET est implémenté en
CORBA [17] et est constitué de plusieurs types de composants. Un Client est une applica-
tion qui utilise l’infrastructure DIET pour résoudre un problème en utilisant une approche
GridRPC. Un SED (Server Daemon) joue le rôle de fournisseur de services. Il exporte ses
fonctionnalités via une interface de service de calcul standardisée. Un seul SED peut of-
frir plusieurs services de calcul. Le troisième composant de DIET, les agents, facilitent la
localisation et l’invocation des services et donc l’interaction entre les clients et les SeDs.
La hiérarchie des agents fournit des services de haut niveaux comme l’ordonnancement
et la gestion des données. Ces services permettent un passage à l’échelle grâce à leur
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distribution dans la hiérarchie des agents composés d’un agent maître (Master Agent ou
MA) et de plusieurs agents locaux (Local Agents ou LA). Plusieurs hiérarchies peuvent
être inter-connectées pour former une plate-forme multi-MA.
2. Architecture proposée
Dans cette section, nous décrivons l’architecture proposée pour le déploiement auto-
adaptatif d’une application à base de composants (en l’occurrence l’intergiciel DIET).
Cette architecture est une adaptation du modèle de boucle de contrôle MAPE-K [18].
Nous commentons les différents modules qui sont numérotés, comme indiqué sur la Fi-
gure 3. Les numéros ne définissent pas un ordre mais un moyen pour identifier les blocs.
Figure 3. Architecture pour le déploiement auto-adaptatif d’intergiciel
Algorithmes de planification (2) : la fonction d’un algorithme de planification consiste
à répartir les composants de l’intergiciel sur les ressources de la plate-forme qui satisfont
leurs besoins (si possible) et de sorte que les objectifs prédéfinis par l’utilisateur soient
atteints. Pour ce faire, les algorithmes ont besoin de connaître :
– les paramètres de l’utilisateur (1) qui expriment les préférences de l’utilisateur
(contraintes sur le déploiement, qualité de service,...) ;
– une description de l’intergiciel (6) qui doit être déployé ;
– une description de l’infrastructure (7) sur laquelle l’intergiciel sera déployé. La
description concerne les ressources et leurs relations.
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La sortie des Algorithmes de planification (2) est un plan de déploiement (3), ex-
primé dans un format donné (en XML par exemple). Il précise pour chaque instance (d’un
composant de base de l’intergiciel) qui sera déployée, les ressources qui lui sont allouées.
Le convertisseur (4) : ce module convertit le fichier de déploiement (exprimé dans un
format générique) en un fichier au format compris par l’outil de déploiement particulier
utilisé (5). Il faut prendre de (3) les informations pertinentes et créer l’entrée de l’outil
de déploiement (5) qui exécute les opérations de bas niveau du processus de déploie-
ment [10] comme le transfert de fichiers, la configuration des ressources ciblées, l’activa-
tion des processus, etc. Après les actions de (5), nous obtenons une hiérarchie d’instances
de composants de l’intergiciel , en cours d’exécution sur les ressources de l’infrastructure
physique qui leur ont été allouées par les algorithmes de planification.
A partir de ce moment, nous avons un déploiement initial, avec un intergiciel qui est
disponible à l’utilisation.
Informations de surveillance (8) : elles sont recueillies à travers des sondes et
concernent aussi bien l’état des processus que des ressources physiques sur lesquelles
s’exécutent les processus.
A partir des informations recueillies (8), on peut analyser l’état du déploiement, créer
une image du déploiement courant (représentation formelle du déploiement courant sous
la forme d’un graphe par exemple) (10), connaître l’état des ressources physiques (11),
leurs charges (12).
Ces informations, déduites des données issues du monitoring du système déployé,
permettent d’évaluer l’état du déploiement (stable ou instable). Si le déploiement est in-
stable, les actions associées à une ou plusieurs des règles constituant l’algorithme d’auto-
adaptation (13) sont exécutées. Cette exécution peut comporter des actions qui fassent
appel aux outils de déploiement et d’autres actions exécutées directement par les proces-
sus.
3. Déploiement initial
Une fois l’intergiciel déployé, on souhaite qu’il puisse réagir de manière autonome,
lorsqu’il se trouve dans un état instable (un déploiement dans cet état est considéré comme
non efficace), pour retrouver un état stable. Nous avons donc deux problématiques :
– réaliser un déploiement initial ;
– gérer l’adaptation du déploiement obtenu.
D’une manière générale, les besoins pour un déploiement initial de DIET sont résu-
més par la Figure 4.
Les algorithmes de planification utilisent comme entrées les descriptions de l’inter-
giciel et de l’infrastructure cible et éventuellement, des paramètres de l’utilisateur. Ils
fournissent en sortie un plan de déploiement dans un format donné. Nous avons proposé
un formalisme que nous voulons générique pour décrire l’intergiciel DIET et les infra-
structures sur lesquelles il est susceptible d’être déployé.
Ces descriptions sont nécessaires pour réaliser un déploiement initial ; et correspondent
aux modules (6) et (7) de l’architecture proposée (Figure 3). Ces descriptions sont dé-
taillées dans [9].
Plusieurs travaux liés à l’intergiciel DIET ont été réalisés. Ceux décrits dans [12, 14]
proposent des moyens d’obtenir un plan de déploiement initial pour l’intergiciel DIET.
Des algorithmes de planning y sont proposés pour obtenir de manière automatique, un
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Figure 4. Déploiement initial de DIET
plan de déploiement sur des plates-formes homogènes ou hétérogènes. GoDIET [7] est
un outil de déploiement spécifique à DIET. Cependant, d’autres outils de déploiement
non spécifiques à DIET comme ADAGE [19] et TUNe [6] peuvent être utilisés [14] pour
le déployer.
4. Auto-adaptation
Dans cette section, nous décrivons un algorithme auto-adaptatif dont l’objectif est
d’ajouter des capacités d’auto-adaptation à un intergiciel existant ; lesquelles capacités
devront permettre au déploiement de l’intergiciel de s’auto-adapter lorsque certains évé-
nements sont détectés. Une preuve du caractère auto-stabilisant de l’algorithme est aussi
proposée.
4.1. Modèle d’un déploiement
L’intergiciel, une fois déployé, peut être modélisé par un graphe non orienté G =
(V,E) où V désigne l’ensemble des processus et E l’ensemble des liens entre processus.
Une arête (u, v) ∈ E si et seulement si il existe un lien entre u et v. Dans ce modèle,
l’existence d’un lien entre deux processus signifie que les deux processus sont voisins.
Ce lien implique aussi que, si l’un des deux processus se termine (terminaison normale
ou anormale), l’autre processus détectera cet événement (un processus qui se terminent
envoient un message EXIT à tous les processus avec lesquels il a un lien). Les proces-
sus communiquent uniquement par échange de messages. Un processus peut envoyer un
message à un autre s’il connaît son adresse. Chaque processus a un identifiant unique et
conserve une liste des adresses de ses voisins qu’il met à jour en fonction des messages
reçus et des tests effectués.
Le code de l’algorithme auto-adaptatif est constitué d’un ensemble fini de règles de la
forme :
si (Gardei) alors Actioni
[1]
Les processus sont indépendants dans l’exécution des actions dès lors que les gardes
sont vraies (démon synchrone). Autrement dit, l’exécution des actions au niveau d’un
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processus ne dépend pas d’un autre processus. Les règles sont définies pour chaque type
de composant. L’algorithme n’est pas uniforme car tous les processus n’exécutent pas le
même code.
Intuitivement, cet algorithme a pour objectif de maintenir un déploiement “toujours
vivant” et stable.
4.2. Définitions et Notations
Avant de décrire l’algorithme, nous allons fournir un ensemble de définitions qui cla-
rifient ce que signifie dans notre cas un nœud stable et un déploiement stable. Rappelons
que ces définitions sont liées à l’intergiciel DIET (cf. section 1.2) qui nous sert de cas
d’utilisation.
Définition 1 (Nœud stable) Un nœud est dans un état stable s’il n’est pas en train d’exé-
cuter les actions associées à une règle de l’algorithme. En effet, l’exécution par un nœud
des actions associées à une règle a lieu à la suite de la détection d’un état instable du
nœud.
De manière générale, un nœud est dit stable si son état est légitime (correct). La si-
gnification exacte de ce qui est jugé légitime ou pas dépend de la nature du problème
à résoudre.
Définition 2 (Déploiement stable) Un déploiement est une hiérarchie de nœuds qui com-
muniquent par échange de messages. Un déploiement est stable lorsque tous les nœuds
sont stables.
Un déploiement stable (tous les nœuds son stables) a les caractéristiques suivantes :
– il respecte les règles de hiérarchie des composants de l’intergiciel. Ces règles im-
posent qu’un MA ne puisse être le père que d’un MA, d’un LA ou d’un SED ; qu’un
LA ne puisse être le père que d’un LA ou d’un SED ; qu’un SED ne puisse avoir de fils
(c’est une feuille dans la structure arborescente de la hiérarchie) ; qu’un Client ne puisse
se connecter qu’à un MA ou un SED ;
– tous les éléments sont connectés entre eux (le déploiement a une structure de graphe
et il y’a une seule composante connexe, pour un déploiement efficace) ;
– il n’y a pas de chaîne d’agents (pour des raisons d’efficacité) ; une chaîne d’agents
est constituée (au minimum) d’un agent qui a un seul fils de type agent ;
– aucun agent n’est en surcharge (pour des raisons d’efficacité également). La sur-
charge est mesurée par rapport au nombre d’enfants de l’agent concerné (un seuil est
fixé).
4.3. Spécification de l’algorithme
L’algorithme est constitué des règles suivantes, regroupées en fonction du type de
composant. Toutes les instances d’un composant exécutent le même programme (les
règles définies pour ce type de composant). Chaque règle est constituée d’une partie
condition qui exprime la détection d’une situation, et d’une partie action correspondant
aux instructions d’auto-adaptation à exécuter lorsque cette situation est détectée. Dans
certains cas, une instance a besoin, en plus de son état interne (ses variables locales) d’une
information externe. Nous supposons donc l’existence d’un oracle capable de fournir ce
type d’information et qui joue le rôle d’un service de découverte de ressources. Ainsi, la
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fonction découverte de ressources est assuré par un autre système extérieur à l’algorithme
mais que ce dernier peut interroger.
4.3.1. Règles définies pour les instances de type Client
Trois règles sont définies pour le composant client :
La règle R1 définit comment un client réagit lorsqu’il détecte la perte d’une connexion
avec un MA et que le client a l’information qu’il existe au moins un autre MA dans le
déploiement. Dans ce cas, le client se connecte à un autre MA, sélectionné de manière
aléatoire, parmi ceux dont il a connaissance.
Client règle 1: R1
1 if Client ∧ (MA_lost == V rai) ∧ (#MA > 0) then
2 sélectionner un MA et se connecter;
3 end
La règle R2 définit comment un client réagit lorsqu’il détecte la perte d’une connexion
avec un MA et que le client a l’information qu’il n’existe plus de MA dans le déploiement.
Dans ce cas, le client crée un fils MA.
Client règle 2: R2
1 if Client ∧ (MA_lost == V rai) ∧ (#MA == 0) then
2 créer un fils MA ;
3 end
La règle R3 définit comment un client réagit lorsqu’il détecte la perte d’une connexion
avec un SED. Dans ce cas, il soumet sa requête de nouveau à un MA.
Client règle 3: R3
1 if Client ∧ (SeD_lost == V rai) then
2 soumettre de nouveau la requête ;
3 end
4.3.2. Règles définies pour les instances de type MA
Cinq règles sont définies pour le MA :
La règle R4 définit comment réagit un MA lorsqu’il détecte qu’il n’a pas de fils et qu’il
a l’information qu’il existe au moins un autre MA que lui même dans le déploiement.
Dans ce cas, il se suicide.
MA règle 4: R4
1 if MA ∧ (#MA_children == 0) ∧ (#MA > 1) then
2 #MA = #MA− 1;
3 end
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La règle R5 définit comment réagit un MA lorsqu’il détecte qu’il n’a pas de fils et
qu’il a l’information qu’il est l’unique MA du déploiement. Dans ce cas, il crée un fils de
type SED.
MA règle 5: R5
1 if MA ∧ (#MA_children == 0) ∧ (#MA == 1) then
2 créer un fils de type SED ;
3 end
La règle R6 définit comment réagit un MA réagit lorsqu’il détecte qu’il a un fils
unique de type MA ou LA (une chaîne d’agents). Dans ce cas, il exécute la fonction
Fusionner(MA,MA_child). La fonction Fusionner(x, y) (ligne 2, R6) connecte les
fils de y comme fils de x et supprime y.
MA règle 6: R6
1 if MA ∧ (#MA_children == 1) ∧ (MA_child_type == (MA ∨LA)) then
2 Fusionner(MA,MA_child) ;
3 end
La règle R7 définit comment réagit un MA lorsqu’il détecte qu’il est la racine d’un
sous arbre du déploiement (cela signifie qu’il n’a pas de père de type MA) et qu’il a
l’information qu’il existe au moins un autre sous-arbre qui a une racine de type MA et
que les deux sous-arbres sont déconnectés. Dans ce cas, le MA qui a détecté l’événement
se connecte en tant que fils à l’un des MA, racine d’un des autres sous-arbres. Ainsi le
nombre de sous-arbres sera réduit de un (1).
MA règle 7: R7
1 if MA ∧ ({#pere / TypeDuPere = MA} ==
0) ∧ ({#sous− arbre / TypeRacine = MA} > 1) then
2 sélectionner une des racines de type MA comme père;
3 end
La règle R8 définit comment réagit un MA lorsqu’il détecte qu’il est surchargé.
MA règle 8: R8
1 if MA ∧ (MA_charge ≥ MA_seuil_charge) then
2 Partitionner l’ensemble de ses fils en deux sous-ensembles A et B tels que : ;
3 | card(A)− card(B) | ≤ 3 ;
4 créer un agent comme père de tous les éléments pour chaque sous-ensemble ;
5 les racines (2 agents) des sous arbres nouvellement créés deviennent les fils du
MA ;
6 end
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La surcharge est simulée en fixant un seuil pour le nombre de fils que peut avoir une
instance. On a une surcharge lorsque le seuil est dépassé. Dans ce cas, le MA surchargé
réduit sa charge (donc le nombre de ses fils) en créant deux agents qui deviendront ses
deux seuls fils et en distribuant l’ancienne charge (ses anciens fils) entre ses deux nou-
veaux fils. Ainsi, après l’opération, ses anciens fils qui étaient à l’origine de la surcharge,
se retrouvent comme ses petits fils et le MA n’a plus que deux (nouveaux) fils.
4.3.3. Règles définies pour les instances de type LA
Six règles sont définies pour le LA. Les règles définies pour le LA sont presque les
mêmes que celles définies pour le MA puisque tous les deux sont des agents et jouent
presque le même rôle. Le LA a six (6) règles au lieu de cinq comme pour le MA. Cette
règle supplémentaire, R13, gère le cas où un LA détecte qu’il n’a pas de père et qu’il
a l’information qu’il n’existe aucun MA dans le déploiement. Les autres règles du LA,
à savoir, R9, R10, R11, R12, R14 peuvent être respectivement interprétées de la même
manière que les règles suivantes du MA, R4, R5, R6, R7, R8 en remplaçant MA par LA
et agent (qui peut être un MA ou un LA) par LA.
La règle R9 (similaire à MA R4) définit comment réagit un LA lorsqu’il détecte qu’il
n’a pas de fils et qu’il a l’information qu’il existe au moins un autre LA que lui même
dans le déploiement. Dans ce cas, il se suicide.
LA règle 9: R9
1 if LA ∧ (#LA_children == 0) ∧ (#LA > 1) then
2 #LA = #LA− 1 ;
3 end
La règle R10 (similaire à MA R5) définit comment réagit un LA lorsqu’il détecte
qu’il n’a pas de fils et qu’il a l’information qu’il est l’unique LA du déploiement. Dans ce
cas, il crée un fils de type SED.
LA règle 10: R10
1 if LA ∧ (#LA_children == 0) ∧ (#LA == 1) then
2 créer un fils de type SED ;
3 end
La règle R11 (similaire à MA R6) définit comment réagit un LA lorsqu’il détecte
qu’il a un fils unique de type LA (une chaîne de LA). Dans ce cas, il exécute la fonction
Fusionner(LA,LA_child). La fonction Fusionner(x, y) (ligne 2, R11) connecte les
fils de y comme fils de x et supprime y.
LA règle 11: R11
1 if LA ∧ (#LA_children == 1) ∧ (LA_child_type == LA) then
2 Fusionner(LA,LA_child) ;
3 end
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La règle R12 (similaire à MA R7) définit comment réagit un LA lorsqu’il détecte
qu’il est la racine d’un sous arbre du déploiement (ce qui signifie qu’il n’a pas de père)
et qu’il a l’information qu’il existe au moins un autre sous-arbre qui a une racine de type
MA ou LA et que les deux sous-arbres sont déconnectés. Dans ce cas, le LA qui a détecté
l’événement se connecte en tant que fils à l’un des agents (MA ou LA), racine d’un des
autres sous-arbres. Ainsi le nombre de sous-arbres sera réduit de un (1).
LA règle 12: R12
1 if LA ∧ (#pere == 0) ∧ (#{sous− arbre : TypeRacine =
(LA ∨ MA)} > 1) then
2 sélectionner une des racines (de type MA ou LA) comme père;
3 end
La règle R13 définit comment réagit un LA lorsqu’il détecte qu’il n’a pas de père et
qu’il a l’information qu’il est l’unique agent dans le déploiement. Dans ce cas, il crée un
MA comme père.
Cette règle est spécifique au LA, car la même situation pour un MA est normale et
signifie juste qu’il n y a pas de client connecté. En d’autres termes, un MA peut ne pas
avoir de père car pouvant être la racine d’une hiérarchie stable alors qu’un LA doit avoir
un père car il ne peut être la racine d’une hiérarchie stable.
LA règle 13: R13
1 if LA ∧ (#pere == 0) ∧ (#{sous− arbre : TypeRacine =
(LA ∨ MA)} == 1) then
2 créer un MA comme père ;
3 end
La règle R14 (similaire à MA R8) définit comment réagit un LA lorsqu’il détecte
qu’il est surchargé. La surcharge est simulée en fixant un seuil pour le nombre de fils que
peut avoir une instance. On a surcharge lorsque le seuil est dépassé. Dans ce cas, le LA
surchargé réduit le nombre de ses fils de la manière décrite au niveau de la règle MA R8 en
prenant en compte le fait qu’un LA ne peut avoir que des fils de deux types : LA et SED,
contrairement au MA qui peut en avoir de trois types. En plus, les agents nouvellement
créés sont tous de type LA alors que pour le MA ils pouvaient être de type LA ou MA.
En fin de compte, si le processus s’est bien déroulé, le LA qui était surchargé se
retrouve avec deux fils de type LA et ses anciens fils deviennent ses petits-fils.
4.3.4. Règles définies pour les instances de type SED
Trois règles sont définies pour le SED :
La règle R15 illustre la réaction d’un SED qui n’est pas en train d’exécuter une tâche
(job), qui n’a pas de père et qui a l’information qu’il n’ y a pas d’agent dans le déploie-
ment. Dans ce cas, il crée un MA comme père.
La règle R16 illustre la réaction d’un SED qui n’est pas en train d’exécuter une tâche
(job), qui n’a pas de père et qui a l’information qu’il existe au moins un agent dans le
déploiement. Dans ce cas, il sélectionne un des agents comme père.
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LA règle 14: R14
1 if LA ∧ (LA_seuil ≥ LA_seuil_charge) then
2 Partitionner l’ensemble de ses fils en deux sous-ensembles A et B tels que : ;
3 | card(A)− card(B) | ≤ 3 ;
4 créer un LA comme père de tous les éléments pour chaque sous-ensemble ;
5 les racines (2 LA) des sous arbres nouvellement créés deviennent les fils du LA
;
6 end
SED règle 15: R15
1 if SED ∧ (#pere == 0) ∧ (execute tache ==
Faux) ∧ (#{MA, LA} == 0) then
2 créer un MA comme père ;
3 end
SED règle 16: R16
1 if
SED ∧ (#pere == 0) ∧ (execute tache == Faux) ∧ (#{MA, LA} > 0)
then
2 sélectionner un des agents (MA ou LA) comme père ;
3 end
La règle R17 illustre la réaction d’un SED qui est en train d’exécuter une tâche et qui
n’a pas de père. Dans ce cas, il continue l’exécution pendant au maximum un temps fini
T, fixé par l’utilisateur. T peut représenter le temps estimé pour exécuter une tâche.
SED règle 17: R17
1 if SED ∧ (#pere == 0) ∧ (execute tache == V rai) then
2 continuer l’exécution pour un temps maximum de T unités de temps ;
3 après quoi, l’exécution de la tâche courante est supposée être terminée ;
/* T est un paramètre définit par l'utilisateur. */
/* L'exécution d'une tâche est supposée être finie au
maximum dans un temps T. Il n'y a donc pas de calcul
infini */
4 end
Les effets de chacune des règles sont résumés dans le Tableau 1.
4.4. Preuve d’auto-stabilisation de l’algorithme
Le concept d’auto-stabilisation dans les systèmes distribués a été introduit en 1974 par
E. W. Dijkstra [15].
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Tableau 1. Effets des règles
Élément Id règle Effet de la règle
Client R1 #sous-arbre - 1
R2 #MA + 1
R3 re-soumettre requête
MA R4 #MA - 1
R5 #SED + 1
R6 #Agent - 1
R7 #sous-arbre - 1
R8 #Agent + 2
LA R9 #LA - 1
R10 #SED + 1
R11 #LA - 1
R12 #sous-arbre - 1
R13 #MA + 1
R14 #LA + 2
SED R15 #MA + 1
R16 #sous-arbre - 1
R17 exécution pendant T unités de temps au maximum
Définition 3 (Algorithme auto-stabilisant) Un algorithme est dit auto-stabilisant si quel
que soit son état initial, il atteindra un état correct (légitime), après un nombre fini
d’étapes.
Pour valider le caractère auto-stabilisant d’un algorithme, il faut montrer que les pro-
priétés de convergence et de clôture [1] sont vérifiées.
Définition 4 (Convergence) La propriété de convergence stipule que quelque soit l’état
initial, un système exécutant un algorithme auto-stabilisant va atteindre un état légal au
bout d’un nombre fini de transitions.
Définition 5 (Clôture) La propriété de clôture stipule qu’une fois un système auto-stabilisant
a atteint un état légal, et en l’absence de fautes, les transitions le laisseront dans un état
légal.
Un système auto-stabilisant doit tolérer les pannes transitoires (des processus et des
liens). Une panne transitoire peut corrompre les données en mémoire des processus (va-
riables, pointeur de programme), les canaux de communication, mais sans corrompre le
code qui est exécuté. Les pannes considérées sont celles qui peuvent induire une mo-
dification de la topologie du réseau (nouveaux nœuds qui rejoignent le réseau ou bien
disparition de nœuds), une corruption des variables des processus (par exemple la liste
des voisins), rupture de liens entre voisins.
Considérant l’algorithme distribué, spécifié sous la formes des règles définies à la
Section 4.3, nous allons fournir une esquisse de preuve (sketch of proof), montrant que
l’algorithme est auto-stabilisant (Définition 3) ; ce qui signifie dans ce contexte qu’un
déploiement de DIET, dont les instances exécutent les règles définies précédemment,
soumis à des pannes transitoires, retrouvera un état stable après un temps fini.
Pour cela, nous allons montrer les deux propriétés de convergence (Définition 4) et
de clôture (Définition 5) de l’algorithme.
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4.4.1. Preuve de la propriété de convergence
Pour prouver qu’un déploiement sujet à des pannes transitoires va retrouver un état
stable dans un temps fini, il suffit de prouver les propriétés suivantes :
– P1 : le nombre de sous-arbres diminue ;
– P2 : la création de nouvelles instances se termine ;
– P3 : la suppression d’instances se termine ;
– P4 : l’exécution d’une tâche se termine.
preuve de P1 :
– on peut constater qu’aucune des règles (cf. Tableau 1) n’a pour effet d’augmenter le
nombre de sous-arbres ;
– au même moment, les règles suivantes ont pour effet de diminuer le nombre de
sous-arbres : Client R1, MA R7, LA R12, SED R16 ;
– ainsi, le nombre de sous-arbres est constant (dans ce cas il est égal à 1) ou diminue.
CQFD.
preuve de P2 :
– l’exécution de chacune de ces règles conduit à la création d’une ou de deux ins-
tances : Client R2, MA [R5, R8], LA [R10, R13, R14] et SED R15 ;
– aucune de ces règles ne peut créer un sous-arbre déconnecté de celui qui contient
l’instance exécutant la règle ; elles peuvent juste ajouter une ou deux instances à un sous
arbre existant ;
– lorsqu’un agent (MA ou LA) n’a pas de fils, il crée un fils de type SED. De ce fait,
une fois que MA R5 ou LA R10 est exécutée, la situation qui nécessite son exécution
disparaît. L’exécution de ces règles ne créent pas de chaîne d’agents/ LA ni d’agents sans
fils ;
– lorsqu’un client perd la connexion avec un MA, il crée un MA en exécutant la règle
Client R2 une fois. Le MA créé par cette règle va exécuter la règle MA R5 une fois ;
– lorsqu’un agent est surchargé, il crée deux nouveaux agents en exécutant une fois
soit la règle MA R8 (si c’est un MA), soit la règle LA R14 (si c’est un LA). Chacun des
agents nouvellement créés a un père et au moins un fils. Par conséquent, si un agent nou-
vellement créé (par une des règles ci-dessus) n’est pas surchargé, il ne va exécuter aucune
règle qui a pour effet une création d’instance. Si par contre un agent nouvellement créé est
surchargé, il va exécuter lui aussi les règles ci-dessus et ne sera plus surchargé. Ainsi, de
manière générale, après un nombre fini d’étapes, on aura des agents nouvellement créés
par une des règles MA R8 ou LA R14 qui ne seront pas surchargés ;
– lorsqu’un SED est isolé et qu’il n’y a pas d’agent dans le déploiement, il exécute la
règle SED R15. Après cette opération, #{Agent} ≥ 1 et cette règle ne s’exécutera plus
parce qu’il y a au moins un agent ;
– On peut donc dire que la création de nouvelles instances se termine car à chaque
fois, l’exécution d’une règle qui a pour effet une création d’instances élimine la situation
qui avait nécessité cette exécution. CQFD.
preuve de P3 :
– l’exécution de chacune des règles suivantes a pour effet la suppression d’une ins-
tance : MA R4, MA R6, LA R9, LA R11, LA R12 ;
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– un agent sans fils est supprimé (MA R4, LA R9) sauf s’il est l’unique agent du
déploiement (MA R5, LA R10) ;
– chaque agent créé par MA R8 ou LA R13 ou LA R14 a au moins un fils. Par consé-
quent, pour chacun de ces agents, les règles MA R4 ou LA R9 ne seront pas exécutées ;
– un MA créé par Client R2 ne sera pas supprimé mais va exécuter MA R5 ;
– toute chaîne d’agents est supprimé (MA R6, LA R11). Le nombre d’agents dans un
déploiement est fini, et donc la suppression des chaînes se termine en un temps fini ;
– ainsi, on peut dire que la suppression d’instances se termine. CQFD.
preuve de P4 :
– la règle SED R17 montre que tout calcul par un SED se termine au bout d’un temps
fini. CQFD.
A partir de P1,P2,P3,P4, nous pouvons dire qu’une configuration correcte sera at-
teinte par le déploiement quelque soit la configuration initiale. En effet,P1,P2,P3 montrent
qu’il arrivera un moment où le graphe qui modélise un déploiement sera constitué d’une
seule composante connexe (P1), qu’il n’y a plus de création de nouvelles instances (P2),
ni de suppression d’instances (P3). Cela signifie que le nombre d’instances devient constant.
A partir de ce moment, les seules règles dont les gardes peuvent être vraies sont celles qui
n’ont ni d’effet de création ni de suppression, à savoir les deux règles : Client R3 et
SED R17. Or, P4 montre que l’exécution de SED R17 se termine au bout d’un temps
fini. Quant à la règle Client R3, elle est exécutée une fois et l’instance qui l’exécute (re-
soumettre une requête à un MA) recevra une réponse positive (adresse d’un SED) ou
négative (si aucun SED ne peut exécuter sa requête).
Ainsi, au bout d’un temps fini, toutes les instances seront stables, le déploiement aussi.
En conclusion, on peut dire qu’un déploiement de l’intergiciel, sujet à des pannes transi-
toires, retrouvera une configuration stable au bout d’un temps fini.
4.4.2. Preuve de la propriété de clôture
Pour rappel, la propriété de clôture dispose qu’un déploiement stable reste stable en
l’absence de fautes transitoires.
Dans notre cas, un déploiement est stable lorsque toutes les instances sont stables. Une
instance est stable lorsqu’il n’est pas en train d’exécuter une règle. Lorsqu’une instance
est stable (ses voisins aussi sont stables), les seuls événements qui peuvent le rendre in-
stable sont les fautes transitoires comme la perte d’un voisin (ce qui n’arrivera pas puisque
les voisins sont stables), l’ajout de nouvelles instances (ce qui n’arrivera pas car lorsque
le déploiement est stable, le nombre d’instances est constant et il n’y a pas de nouvelles
créations), la perte de connexion avec un voisin, etc. Donc, en l’absence de fautes tran-
sitoires, une instance stable reste stable, et par conséquent le déploiement reste stable.
CQFD
5. Simulations et résultats
5.1. Description du simulateur
Nous avons conçu un simulateur Ad hoc pour faire une évaluation de certaines proprié-
tés de l’algorithme décrit dans la section précédente (comme le temps de stabilisation).
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Le simulateur a été programmé avec le langage Erlang [11]. Dans un système pro-
grammé avec Erlang, le “travail” est réalisé par les processus. Le processus est l’élément
de base, qui exécute les tâches.Les processus communiquent entre eux par échange de
messages. L’échange de messages peut se faire de manière synchrone ou asynchrone.
Pour résumer, le simulateur peut réaliser plusieurs actions. Les plus importantes, et
celles que nous avons utilisées le plus sont les suivantes : créer un déploiement (une hié-
rarchie de processus, chaque processus représentant une instance d’un élément de DIET),
créer un événement de simulation (capable de rendre instable un déploiement stable), af-
ficher l’état global du déploiement (stable ou instable), de manière périodique, avec le
nombre d’instances stables, le nombre d’instances instables et le nombre total d’instances
du déploiement.
Le simulateur se compose de trois parties principales :
Un serveur de déploiement : Cet élément centralisé a une vue globale du déploie-
ment. C’est l’élément qui joue le rôle d’oracle et qui répond aux requêtes relatives à la
découverte de ressources.
Un serveur de détection de la stabilité du déploiement : Il sert à détecter l’état
global d’un déploiement (stable ou instable).
Un déploiement : Un déploiement est une hiérarchie d’instances qui a une structure
de graphe. Chaque instance se comporte comme un automate à états finis. Les instances
ne peuvent communiquer entre elles que par passage de messages.
Comme décrit dans la Section 1.2, l’intergiciel DIET est composé de quatre types
de composant de base, dont les instances constituent un déploiement. Ces composants de
base sont : Client, MA, LA, SED.
Nous avons utilisé un Automate à États Finis (AEF dans la suite du document) [23]
pour modéliser chacun de ces composants.
La Figure 5 illustre le comportement générique d’un AEF et les types de transitions
qu’il peut effectuer entre l’état initial (pris une seule fois durant le cycle de vie), l’état
stable (un seul état stable) et les différents états instables (le nombre dépend du type de
l’élément de DIET simulé).
Chaque instance vérifie de manière périodique ses liens avec ses voisins. Si après un
certain nombre de tentatives, la vérification échoue, l’instance met à jour ses variables
locales en supprimant de la liste des voisins l’instance avec qui la vérification a échoué,
et recalcule son état.
De même, chaque instance lance de manière périodique, une opération de mise à jour
de son état même si aucun message n’est reçu et traité, ni aucun événement détecté.
Le simulateur est décrit de manière détaillée dans [16](Chapitre 5).
5.2. Résultats des simulations
Toutes les simulations ont été réalisées sur une machine ayant les caractéristiques
matérielles suivantes : Processeur Intel(R) Xeon(R) X5570 @ 2.93GHz avec 16 coeurs
et 33 GB de RAM, avec le système d’exploitation Debian GNU/Linux 7 (wheezy), et la
version Erlang R15B01 (erts-5.9.1).
Pour toutes les simulations effectuées, nous avons utilisé cinq machines virtuelles Er-
lang (que nous appelons aussi nœuds erlang) déployées sur la même machine physique.
Les nœuds erlang sont connectés entre eux sous la forme d’un graphe complet, formant
ainsi une sorte de cluster. Ainsi, tout processus déployé sur un des nœuds peut communi-
quer avec un autre processus déployé sur le même nœud ou sur un autre nœud s’il connaît
son adresse. Par manque d’espace, nous allons décrire une seule simulation.



















Figure 5. Transitions possibles entre les états d’un AEF
5.2.1. Effet du changement de topologie par alternance d’ajout et de
suppression d’instances
L’idée de cette simulation est de partir d’un déploiement stable et d’alterner les deux
événements suivants : l’ajout de nouvelles instances et la suppression d’instances. A
chaque fois qu’un de ces événements est appliqué, on attend que le déploiement retrouve
un état stable et on applique l’autre l’événement.
Pour cela, nous créons d’abord un déploiement stable.
A partir de ce déploiement stable, on tue 100 SEDs choisis de manière aléatoire, et on
attend que le système retrouve un état stable. Une fois que le système est redevenu stable,
on ajoute 100 SEDs et on attend encore que l’état stable soit atteint pour alterner ces
deux opérations. Durant toute la simulation, le nombre total d’AEF stables et le nombre
total d’AEF instables sont enregistrés de manière périodique. Pour dessiner les courbes,
on a réduit les plages pendant lesquelles le système est stable. La courbe sur la Figure 6
montrent les variations des valeurs enregistrées au cours de la simulation.
On peut faire quelques observations sur la courbe de la Figure 6. La première est
qu’après l’application de chaque événement de simulation qui modifie la topologie (ajout
ou suppression), le déploiement retrouve un état stable (nombre d’instances instables égal
à zéro) au bout d’un certain temps.
On peut aussi observer que l’effet de l’action de suppression d’instances est plus spon-
tané que celui de l’ajout. Ceci peut s’expliquer par le fait qu’après une action d’ajout, les
instances nouvellement créées ont besoin de s’initialiser avant que le processus d’auto-
adaptatif ne commence. Or, pendant cette phase d’initialisation (le temps que cela prend
peut varier d’une instance à une autre, en fonction de leur type et des données initiales,
mais dans tous les cas, ce temps est non nul), les instances ne sont pas encore enregis-
trées au niveau du serveur qui détecte la stabilité même si l’instance est connue par le
serveur de déploiement. C’est après la phase d’initialisation et une première mise à jour






















T = Tuer 100 SEDs   A = Ajouter 100 SEDs
Instances instables
Figure 6. Alternance des événements “tuer 100 SEDs (T)” et “ajouter 100 SEDs (A)”.
variation du nombre d’instances instables.
de son état que l’instance (maintenant dans un état stable ou instable) peut exécuter les
instructions d’adaptation.
Une instance qui se termine, exécute quant à elle, moins d’opérations qu’une instance
qui s’initialise. Une instance qui se termine envoie des messages exit à ses voisins (avec
qui elle a un lien) et un message de mise à jour des variables au serveur de détection de
la stabilité.
6. Conclusion
Dans cet article, nous avons présenté un travail visant à ajouter des capacités d’auto-
adaptation à un intergiciel de grille/cloud existant. A cette fin, nous avons proposé un
algorithme distribué dont l’objectif est de ramener tout déploiement instable à un état
stable au bout d’un nombre fini d’étapes. Nous avons proposé une preuve du caractère
auto-stabilisant de l’algorithme. Nous avons aussi conçu un simulateur pour la valida-
tion de l’algorithme. Les simulations effectuées montrent que le système s’auto-adapte et
recouvre un état stable après une perturbation.
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