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Zusammenfassung
Warum kann ich keinen Roboter kaufen, der meine Blumen gießt? Eine in diesen Zei-
ten nicht ungewo¨hnliche Frage bedenkt man, dass es bereits erschwingliche Roboter
gibt, die fu¨r uns staubsaugen oder Rasen ma¨hen. Jedoch welche Probleme stellen sich
eigentlich einem Roboter, der diese Funktionalita¨t beherrscht, und ist dieses nur mit
hochpreisigen Forschungsrobotern mo¨glich?
Da als Zwischenschritt zum Blumengießen zuna¨chst einmal das Greifen einer Gieß-
kanne notwendig ist, ist der Schwerpunkt dieser Arbeit die Komposition geeigneter
Algorithmen, die es dem performanzlimitierten NAO Roboter ermo¨glicht, unbekannte
Objekte zu explorieren und zu greifen. Dabei stellen die verschiedenen Limitierungen
des Roboters eine besondere Herausforderung dar. Dieses gilt insbesondere, da der vor-
gestellte Ansatz autonom und online arbeitet, sodass NAO also ohne externen Rechner
oder fremde Hilfe selbststa¨ndig agieren kann.
Ein zentrales Element des Systems sind einige vorberechnete Tabellen, die die Er-
reichbarkeit unterschiedlicher Ko¨rperteile des Roboters darstellen und dazu dienen die
Gesamtperformanz des vorgestellten Systems zu optimieren. Dabei finden diese Tabel-
len nicht nur Verwendung bei der Greifbewegungsplanung, sondern auch in der fu¨r die
Exploration notwendigen Ansichtenplanung. Sie dienen zudem als Bindeglied zwischen
den stark limitierten Freiheitsgraden und der in der Realita¨t beno¨tigten Bewegungs-
freiheit.
Im Detail besteht die Exploration aus verschiedenen Teilfunktionen, die nacheinander
ausgefu¨hrt sogenannte Greifkandidaten aus einer Umgebungskarte extrahieren. Dazu
werden mit Hilfe eines eigens montierten 2-D Laserscanners lokale Umgebungsaufnah-
men erstellt und an eine globale Umgebungskarte registriert. Innerhalb dieser globa-
len Umgebungskarte gilt es dann diejenigen Regionen zu extrahieren, an denen Griffe
mo¨glich sind. Greifbare Regionen ko¨nnen nicht nur komplette Objekte sein, sondern
auch geeignete Teilstu¨cke, wobei ein Teil als geeignet gilt, wenn es in die Hand des
Roboters passt. Dabei werden Regionen auf Basis eines Regionenbildungsansatzes in
Kombination mit objektorientierten Hu¨llquadern gefunden und anhand eines spezi-
ellen Oberfla¨chenapproximationsverfahrens als greifbar besta¨tigt. Letztlich folgt eine
Ansichtenplanung zum Zweck der Informationsmaximierung einzelner Greifkandidaten,
sofern diese nicht zuvor als greifbar verifiziert werden konnten.
Schließlich stelle ich einen Ansatz fu¨r die Greiffunktion vor, bei dem kollisionsfreie Grif-
fe anhand der zuvor approximierten Oberfla¨che abgeleitet und in einem zweiphasigen
Prinzip Ganzko¨rperbewegungen geplant werden. Dabei wird der finale Handbewegungs-
plan anhand eines A* Algorithmus gefunden, wobei im Besonderen eine Mo¨glichkeit
vorgestellt wird, die es der Planung ermo¨glicht in 3-D statt in 6-D zu planen und
trotzdem anhand Heuristik und Kostenfunktion die 6-D Bewegung der Hand sowie
Hinderniskollisionen zu modellieren.
Letztlich untersuche ich entgegen vieler anderer Arbeiten in den Ergebnissen neben der
Erfolgsquote und der Ausfu¨hrungsdauer die Pra¨zision der einzelnen Teilsysteme und
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Eine der gro¨ßten Visionen der Menschheit sind Maschinen, die sich genau wie wir in
der Welt bewegen und mit dieser interagieren. Roboter beeindrucken uns. Wir tra¨umen
davon, dass sie uns unterstu¨tzen, uns Arbeit abnehmen, uns in Gefahrensituationen
retten oder auch unser Freund sein ko¨nnen. Obwohl die Bezeichnung Roboter erst im
20. Jahrhundert in unseren Sprachgebrauch aufgenommen wurde, so ist die Idee bereits
aus der Antike bekannt. So pra¨sentierte zum Beispiel Leonardo Da Vinci bereits im 15.
Jahrhundert seinen Humanoid Automaton, ein mechanischer Automat in Gestalt eines
Ritters (vgl. Abbildung 1.1, links).
Obwohl humanoide Roboter heutzutage rasant an Fa¨higkeiten gewinnen, so existiert
noch immer keiner, der unsere Vision des helfenden Automaten vollsta¨ndig erfu¨llen
kann. Dennoch demonstrieren Roboter bei Wettbewerben wie der DARPA Robotics
Challenge oder dem RoboCup@Home beeindruckende Leistungen. So sind sie zum Bei-
spiel in der Lage sich zweibeinig u¨ber Tru¨mmerfelder fortzubewegen, Tu¨ren zu o¨ffnen,
Blumen zu gießen (vgl. Abbildung 1.1, rechts) oder Omelette zu kochen, um nur einige
ihrer Fa¨higkeiten zu nennen.
Betrachten wir die Ta¨tigkeit des Blumengießens. Wa¨hrend wir Menschen problemlos
in der Lage sind unsere Blumen zu gießen, so stellt allein diese Aufgabe einen Roboter
vor ein großes Problem. Denn zum Blumengießen braucht man eine Gießkanne, welche
in der Regel in verschiedenen Formen und Farben in unserer Welt vorkommen. Erha¨lt
der Roboter also die Aufgabe eine vor ihm stehende unbekannte Gießkanne zu greifen,
so muss er erst mal herausfinden, wie diese am besten anzufassen ist. Da ihm die Form
und Farbe der Kanne jedoch im Vorfeld nicht bekannt ist, muss er diese zuna¨chst
explorieren.
Um diese Art von Aufgaben lo¨sen zu ko¨nnen, sind viele Roboter mit Tiefensensoren
wie Laserscannern ausgestattet. Mit Hilfe dieser Sensoren ko¨nnen sie dann eine 3-D
Vermessung durchfu¨hren, die zum Ziel hat die Umgebung in Form von 3-D Modellen
zu repra¨sentieren. Um vollsta¨ndige Modelle zu erhalten, muss dazu die Umgebung
von verschiedenen Ansichten betrachtet werden, welche jeweils anhand des aktuellen
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Abbildung 1.1 (Links) Da Vincis Humanoid Automaton1; (Rechts) Robo-
Cup@Home Teilnehmer Cosero der Universita¨t Bonn2.
Informationsstandes geplant werden ko¨nnen.
Anhand dieser Modelle werden dann im na¨chsten Schritt geeignete Griffe abgeleitet,
indem die Krafteinwirkungen der Finger an bestimmten Positionen am Objekt berech-
net werden. Ko¨nnen dabei Fingerpositionen ermittelt werden, die einen stabilen Griff
garantieren, so ist das letzte zu lo¨sende Problem, die Planung der Bewegung der Hand
vom Ausgangspunkt zu dieser Griffpose, ohne dabei das zu greifende Objekt wegzu-
stoßen oder mit Hindernissen wie dem eigenen Ko¨rper zu kollidieren.
In den Medien sehen wir heutzutage viele Roboter, die diese Art von Aufgaben ver-
richten ko¨nnen, jedoch obwohl es sicherlich fu¨r viele Menschen eine Erleichterung im
Alltag darstellen wu¨rde, gibt es noch keine humanoiden Haushaltsroboter als Endpro-
dukt. Neben dem Sicherheitsaspekt liegt dieses daran, dass die meisten Roboter dieser
Art der Forschung entstammen und zudem enorm hohe Produktionskosten verursa-
chen. Denn es heißt, um so vielfa¨ltiger die Fa¨higkeiten eines Roboters sind, desto mehr
Rechenkraft und Pra¨zision beno¨tigt er.
Trotzdem gibt es bereits einige Haushaltsroboter, die in der Lage sind sehr spezielle
Aufgaben fu¨r uns zu erledigen, wie zum Beispiel die Staubsauger- oder Rasenma¨her-
roboter. Bei diesen Robotern sind die Fa¨higkeiten genau auf eine Aufgabe unter sehr
genau spezifizierten Bedingungen reduziert, was anscheinend die Produktionskosten
gering ha¨lt. So kann ein Staubsaugerroboter keine Gegensta¨nde anheben, um beispiels-
weise unter der Teppichkante zu saugen oder eine Treppe hinabsteigen, um den Boden
jeder Etage zu reinigen. Denn dafu¨r wa¨ren mehr Sensoren, Motoren und natu¨rlich
Rechenkraft notwendig.
1 Foto aus http://commons.wikimedia.org, Fotograf: Erik Mo¨ller
2 Foto aus http://www.nimbro.net, Fotograf: Volker Lannert
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Abbildung 1.2 Aldebarans NAO greift eine Gießkanne.
Nun stellt sich mir die Frage, ob tatsa¨chlich nur besonders hoch entwickelte Roboter, in
der Lage sind unbekannte Objekte zu explorieren und zu greifen oder ob es nicht auch
Mo¨glichkeiten gibt, dieses mit einem eher kostengu¨nstigen Roboter wie Aldebarans
NAO (vgl. Abbildung 1.2) durchzufu¨hren. Im Vergleich zu den anderen Robotern han-
delt es sich bei NAO zwar auch um einen Forschungsroboter, der aber bereits in Serie
produziert wird. Natu¨rlich ko¨nnen seine niedrigen Produktionskosten nur dadurch er-
zielt werden, dass Einschra¨nkungen in seiner Beweglichkeit, Pra¨zision, Sensorik sowie
Rechenkraft in Kauf genommen werden mu¨ssen, was natu¨rlich zu einigen Problemen
bei der anspruchsvollen Aufgabe des Greifens von unbekannten Objekten fu¨hren kann.
Dabei wird das gro¨ßte Problem durch die stark limitierte Prozessorleistung bestimmt,
da dieses in langen Berechnungszeiten resultiert. Des Weiteren ergeben sich Probleme in
der Erreichbarkeit von Objekten, da NAOs Arme nur u¨ber fu¨nf Freiheitsgrade verfu¨gen,
wodurch die Rotation der Hand in Abha¨ngigkeit zu ihrer Position steht. Auch bei der
3-D Vermessung von Objekten ist das Problem der Erreichbarkeit sichtbar, denn es
mu¨ssen Mo¨glichkeiten gefunden werden, dass NAO ohne Balanceverlust die Ru¨cksei-
te eines Objekts explorieren kann. Letztlich ergeben sich auch Genauigkeitsprobleme,
dadurch, dass die Sensoren die Motorstellungen zwar in hoher Pra¨zision messen, die
Motoren aber nur mit geringerer Pra¨zision angesteuert werden ko¨nnen.
1.1 Beitrag der Arbeit
Der Hauptbeitrag dieser Arbeit ist die Komposition und Erweiterung geeigneter Al-
gorithmen, um mit einem limitierten und somit kostengu¨nstigen humanoiden Roboter
greifbare unbekannte Objekte oder Teile auf Basis von Tiefeninformationen zu extra-
hieren und anschließend tatsa¨chlich zu greifen. Insbesondere von Bedeutung ist:
Autonomie. Das vorgestellte System ist in der Lage online auf dem stark performanz-
limitierten humanoiden Roboter NAO autonom zu arbeiten. Insbesondere stehen
3
Kapitel 1. Einleitung
dabei, die durch die Limitierungen verursachten Probleme im Vordergrund, wel-
che es zu analysieren und lo¨sen gilt. Externe Zugriffe auf das System dienen nur
der U¨berwachung und nicht der Teleoperation, so dass keinerlei externe Berech-
nungen oder Steuerung durchgefu¨hrt werden.
Erreichbarkeit. Einzelne roboterabha¨ngige Aspekte werden zum Zweck der Zeitop-
timierung oﬄine vorberechnet und dem System zur Verfu¨gung gestellt. Eine sol-
che Tabelle repra¨sentiert den Arbeitsraum einzelner Ko¨rperteile des Roboters,
aber keine greifobjektbezogenen Daten. Insbesondere wurde der Arbeitsraum der
Hand, des Oberko¨rpers und des Laserscanners in solchen Tabellen abgelegt. Die-
se werden in einem Nachbearbeitungsschritt kombiniert, um auf diese Weise eine
globalere Darstellung der Erreichbarkeit zu erhalten.
Exploration. Der Explorationsteil des Systems ist in der Lage mit Hilfe eines Tie-
fensensors und den Erreichbarkeitstabellen geeignete Bewegungen zu planen und
auszufu¨hren, um eine Karte seiner direkten Umgebung kollisionsfrei aufzubauen.
Allerdings ist das Ziel greifbare Teilstu¨cke an unbekannten Objekten zu extrahie-
ren und nicht eine vollsta¨ndige Karte seiner Umgebung zu erstellen. Somit soll
das System nur Kartenregionen na¨her untersuchen an denen die Existenz von
greifbaren Teilstu¨cken nicht ausgeschlossen werden kann. Dabei ist ein greifbares
Teilstu¨ck als derjenige Teil an einem Objekt definiert, der von der Roboterhand
vollsta¨ndig umgriffen werden kann und von einem Ring aus leerem Raum umge-
ben ist. Des Weiteren ist das Ergebnis der Exploration die Transition von Tie-
fenbildinformationen in strukturierte Polygonnetze, die die Oberfla¨che greifbarer
Teilstu¨cke repra¨sentieren.
Greifen. Der Themenbereich Greifen umschließt die Griffplanung sowie die Greifbewe-
gungsplanung. Dabei werden fu¨r greifbare Teilstu¨cke auf Basis der zuvor erstellten
Polygonnetze und den Erreichbarkeitstabellen Greifpunkte abgeleitet und selek-
tiert, welche dann in stabile kollisionsfreie erreichbare Griffe u¨berfu¨hrt werden.
Des Weiteren wird anhand eines A* Algorithmus ein optimaler kollisionsfreier
Greifbewegungspfad geplant.
1.2 Gliederung der Arbeit
Diese Arbeit ist so gegliedert, dass ich zuna¨chst in Kapitel 2 die Grundlagen einiger
Algorithmen vorstelle, die an verschiedenen Stellen der Arbeit verwendet werden. In
Kapitel 3 will ich dann einen kleinen U¨berblick u¨ber bereits bestehende Manipulations-
systeme bieten, wobei im Vordergrund die Vielfalt der Einsatzgebiete, der Fa¨higkeiten,
sowie der eingesetzten Verfahren steht. Einen detaillierten Stand der aktuellen For-
schung der einzelnen Hauptthemen Exploration und Greifen befindet sich jeweils zu
Beginn der korrespondierenden Kapitel 6 und 7.
Die eigentliche Beschreibung meines Systems beginnt mit Kapitel 4, wobei ich zuna¨chst
einen U¨berblick u¨ber das Zusammenspiel der einzelnen Prozesse meines Systems geben
will. Des Weiteren beschreibe ich in diesem Kapitel die verwendete Hardware und die
damit verbundenen Anforderungen an das System.
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Das Gesamtsystem kann in drei große Bereiche unterteilt werden, wobei jeder Be-
reich in einem eigenen Kapitel beschrieben wird. Dabei beschreibe ich in Kapitel 5 die
Grundfunktionalita¨t des Systems, welches die Bewegungssteuerung und die vorberech-
nete Erreichbarkeit verschiedener Ko¨rperteile beinhaltet, in Kapitel 6 die eingesetzten
Verfahren um Tiefeninformationen in Greifkandidaten beziehungsweise Oberfla¨chenap-
proximationen umzusetzen und in Kapitel 7 die Griff- und Greifbewegungsplanung.
In Kapitel 8 pra¨sentiere ich anschließend Experimente, die Erfolg und Pra¨zision des






In diesem Kapitel stelle ich einige sehr bekannte Verfahren vor, die zur Lo¨sung un-
terschiedlicher Probleme in meiner Arbeit verwendet werden. Ich beginne dabei mit
der Berechnung von objektorientierten Hu¨llquadern (Abschnitt 2.1), die in Kapitel 6
zur groben Definition von Greifkandidaten verwendet werden. Ein Greifkandidat stellt
dabei eine Teilpunktwolke dar, die es na¨her zu untersuchen gilt.
Ein besonderer Vorteil dieser Darstellung ist es, dass anhand des Trennachsenverfah-
rens (Abschnitt 2.2) unter Verwendung nur weniger Rechenoperationen Kollisionstests
durchgefu¨hrt werden ko¨nnen, welche fu¨r die Ansichtenplanung in Abschnitt 6.5 und
der Greifbewegungsplanung in Abschnitt 7.2.2 von Bedeutung ist. Zur Generation von
Greifpunkten werden Teilpunktwolken in Polygonnetze u¨berfu¨hrt, die anhand des in
Abschnitt 2.3 vorgestellten Gla¨ttungsoperator gegla¨ttet werden.
Auf Grund einiger Ungenauigkeiten des verwendeten Robotermodells mu¨ssen einzel-
ne aufgenommene Punktwolken aneinander registriert werden, welches anhand eines
Iterative Closest Point-Algorithmus durchgefu¨hrt wird. Einen U¨berblick des eingesetz-
ten Verfahrens wird dazu in Abschnitt 2.4 beschrieben und in Abschnitt anhand einiger
Beispiele 6.2.2 erla¨utert.
Letztlich verwende ich zur Greifbewegungsplanung den sehr bekannten A* Algorith-
mus, dessen Grundlagen zur Erinnerung in Abschnitt 2.5 kurz beschrieben werden.
2.1 Objektorientierte Hu¨llquader (OBB)
Hu¨llko¨rper sind einfache geometrische Ko¨rper, die komplexere Objekte umschließen.
Sie dienen oft als vereinfachte Darstellung von komplexen Objekten und ko¨nnen so-
mit viele Algorithmen wie zum Beispiel Kollisionsberechnungen in der Computergrafik
beschleunigen. Insbesondere Hu¨llquader, betrachtet in einem globalen Koordinatensy-
stem, ko¨nnen dabei entweder beliebig rotiert (OBB) oder zum Koordinatensystem aus-
gerichtet sein (AABB). OBBs umschließen ihren Inhalt oft enganliegender als AABBs
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und repra¨sentieren das Objekt somit deutlich exakter.
Um an eine Punktmenge in R3 eine OBB anzupassen kann ein auf Kovarianzen basie-
render Ansatz verwendet werden. Dabei wird auf Basis der Punktwolke eine Kovarianz-
matrix aufgestellt, bei der die senkrechten Eigenvektoren die Rotation des Hu¨llquaders
definieren.
Eine Kovarianzmatrix (Formel 2.3 und 2.2) ist in der Stochastik eine Matrix, die alle
paarweisen Korrelationen der Komponenten eines Zufallsvektors (Formel 2.1) entha¨lt.





Cov(Xi, Xj) = E[(Xi − E(Xi))(Xj − E(Xj))], i, j = 1 . . . n (2.2)
∑
=
Cov(X0, X0) . . . Cov(X1, Xn)... . . . ...
Cov(Xn, X1) . . . Cov(Xn, Xn)
 (2.3)





und somit folgt aus den Formeln 2.2 und 2.3 Kovarianzmatrix C in
Formel 2.4.
C =
E[(x− E[x])(x− E[x])] E[(x− E[x])(y − E[y])] E[(x− E[x])(z − E[z])]E[(y − E[y])(x− E[x])] E[(y − E[y])(y − E[y])] E[(y − E[y])](z − E[z])]
E[(z − E[z])(x− E[x])] E[(z − E[z])(y − E[y])] E[(z − E[z])](z − E[z])]

(2.4)






Dabei ist E[k] der Erwartungswert der Zufallsvariable, welcher in diesem Fall mit dem
arithmetischen Mittel der Zufallsvariable gleichgesetzt werden kann. Es folgt also mit
Formel 2.5:
C =




2.2. Trennachsensatz fu¨r Kollisonstest zweier OBBs







Somit ergibt sich aus den Formeln 2.6, 2.7, 2.5 und 2.2:















Mit Hilfe der Eigenwertberechnung ko¨nnen anschließend die drei senkrechten Eigen-
vektoren aus der Kovarianzmatrix extrahiert werden, welche als Richtungsvektoren des
Hu¨llquaders fungieren. Des Weiteren ist der Mittelpunkt des Hu¨llquaders das bereits
berechnete arithmetische Mittel der einzelnen Komponenten des Zufallsvektors. Bleibt
nur noch die Ausdehnung des Quaders zu bestimmen. Dabei werden alle Punkte mit
Hilfe des neuen Mittelpunkts und der Richtungsvektoren in das lokale Koordinatensy-
stem des Quaders transformiert und anhand dessen maximaler und minimaler Werte
die Ausdehnung jeder Dimension bestimmt.
Dieses Verfahren wird in Abschnitt 6.3.1 zur Extraktion potenziell greifbarer Teilstu¨cke
aus einer Punktwolke verwendet. Dabei wird die Kovarianzmatrix inkrementell berech-
net, in dem alle Summen der Formel 2.8 inkrementell summiert und zwischengespei-
chert werden.
2.2 Trennachsensatz fu¨r Kollisonstest zweier OBBs
Das Separating Axis Theorem ist ein Korollar des Hyperplane Separation Theorem von
Herman Minkowski. Dabei besagt das Hyperplane Separation Theorem fu¨r R3, dass fu¨r
zwei disjunkte konvexe Polygone A und B mindestens eine trennende Ebene existiert,
die parallel zu einer Oberfla¨che von A oder B ist oder zu derjenigen Ebene, die jeweils
durch eine Kante von A und einer Kante von B aufgespannt wird. Als Folgerung davon
ist eine Trennachse jede Achse, die senkrecht zu dieser Ebene steht, denn umgekehrt
existiert zu jeder Trennachse auch immer eine zu ihr senkrecht stehende Ebene.
Bei dem Separating Axis Theorem wird eine Achse n nur dann als Trennachse zweier
konvexer Punktmengen A und B bezeichnet, wenn die Projektionen beider Punktmen-
gen auf die Achse n disjunkt sind. Des Weiteren sind die beiden Punktmengen nur dann
disjunkt, wenn eine Trennachse existiert, die senkrecht zu einer durch das Hyperplane
Separation Theorem definierten Ebene ist.
In der Arbeit von Gottschalk [1] findet sich auf Basis dieser beiden Theoreme eine
Implementierung, die mit mo¨glichst wenigen Rechenoperationen testen kann, ob zwei
OBBs disjunkt zueinander sind. Dabei beginnt der Autor zuna¨chst mit der einfachen
Formulierung, bei dem jeweils alle acht Eckpunkte beider OBBs auf mo¨gliche Tren-
nachsen abgebildet werden und untersucht die resultierenden Intervalle (denn OBBs
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sind geschlossene Regionen) bezu¨glich ihrer Disjunktion. Dazu kann jeweils anhand der
Minima und Maxima der Intervalle festgestellt werden, ob eine U¨berlappung vorliegt.
Des Weiteren mu¨ssen speziell bei Hu¨llquadern insgesamt 15 Trennachsen untersucht
werden, na¨mlich jeweils drei Oberfla¨chen pro Quader und neun verschiedene Kanten-
kombinationen.
Da nach dem Hyperplane Separation Theorem eine trennende Ebene parallel zu ei-
ner Oberfla¨che oder einer Ebene ist, die von einer Kante des einen und einer Kante
des anderen Quaders aufgespannt wird, mu¨ssen parallele (bzw. doppelte) Kanten oder
Oberfla¨chen selbstversta¨ndlich jeweils nur einmal untersucht werden. Nach Gottschalk
ko¨nnen das in etwa bis zu 225 Skalarprodukte (675 Multiplikationen und 550 Additio-
nen) und 450 Vergleiche werden.
Als Optimierung zeigt Gottschalk, dass die halbe La¨nge rA des projizierten Intervalls
einer OBB A auf eine mo¨gliche Trennachse n gleich der La¨nge der Summe aller auf die
Trennachse projizierten Quaderachsen ist. Diese halbe Intervallla¨nge rA kann mit For-
mel 2.9 fu¨r eine OBB A mit dem Mittelpunkt cA den orthogonal zueinanderstehenden
normierten (||eA1 || = 1) Quaderachsen (eA1 , eA2 , eA3 ), welche als Matrix die Rotation der
Box relativ in globalen Koordinaten angibt, sowie den zugeho¨rigen Achsenhalbla¨ngen
(a1, a2, a3) berechnet werden.
rA =
a1|eA1 · n|+ a2|eA2 · n|+ a3|eA3 · n|
|n| (2.9)
Mit Hilfe der Halbla¨ngen der projizierten Intervalle und der Tatsache, dass der Mit-
telpunkt einer OBB in seiner Projektion auf die Trennachse wiederum die Mitte eines
Intervalls ergibt, kann anhand des Abstands s (Formel 2.11) der projizierten Mittel-
punkte und den Halbla¨ngen der Intervalle rA und rb Formel 2.10 formuliert werden.
Diese Formel besagt, dass zwei Intervalle In(A) und In(B) disjunkt sind, wenn der
Abstand zwischen den Mittelpunkten zweier zugeho¨riger OBBs A und B gro¨ßer ist als
die Summe der Halbla¨ngen rA und rb beider Intervalle.
s > rA + rB (2.10)
s =
|cA · n− cB · n|
|n| =
|(cA − cB) · n|
|n| (2.11)
Im Fall von zwei Quadern A und B ko¨nnen die zu untersuchenden Trennachsen drei
verschiedenen Fa¨llen zugeordnet werden. Denn entweder ist die Achse n perpendikular
zu einer Quaderoberfla¨che von A (n = eAi ), zu einer Quaderoberfla¨che von B (n = e
B
i )
oder zu einer Ebene, die von einer Kante jedes Quaders aufgespannt wird (n = eAi ×eBj
mit i, j ∈ {1, 2, 3}).
Beispielhaft, mit i = 2 und n = eA2 eingesetzt in Formel 2.10, wird der erste Testfall
durch Formel 2.12 definiert. Da die Quaderachsen von A orthogonal zueinander und
normiert sind, vereinfacht sich Formel 2.12 zu Formel 2.13. Der zweite Testfall (n = eBi )
erfolgt analog.
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|cA − cB) · eA2 | >(a1|eA1 · eA2 |+ a2|eA2 · eA2 |+ a3|eA3 ·RA2 |)
+ (b1|eB1 · eA2 |+ b2|eB2 · eA2 |+ b3|eB3 · eA2 |)
(2.12)
|(cA − cB) · eA2 | >a2 + (b1|eB1 · eA2 |+ b2|eB2 · eA2 |+ b3|eB3 · eA2 |) (2.13)
Da im dritten Testfall die zu testende Trennachse durch ein Kreuzprodukt zweier Kan-
ten von jeweils einem Quader gewonnen wird (Formel 2.14), schla¨gt Gottschalk vor
anhand der Eigenschaften des Spatprodukts u · (v×w) = w · (u×v) = v · (w×u) alle
Spatprodukte so umzustellen, dass die Kreuzprodukte jeweils von demselben Quader
stammen, sodass Formel 2.14 in Formel 2.15 u¨berfu¨hrt wird und dann zu Formel 2.16
vereinfacht werden kann. Dabei wurde fu¨r dieses Beispiel n = eA1 × eB2 definiert.
|(cA − cB) · (eA1 × eB2 )| >(a1|eA1 · (eA1 × eB2 )|+ a2|eA2 · (eA1 × eB2 )|+ a3|eA3 · (eA1 × eB2 )|)
+(b1|eB1 · (eA1 × eB2 )|+ b2|eB2 · (eA1 × eB2 )|+ b3|eB3 · (eA1 × eB2 )|)
(2.14)
|(cA − cB) · (eA1 × eB2 )| >(a1|eB2 · (eA1 × eA1 )|+ a2|eB2 · (eA2 × eA1 )|+ a3|eB2 · (eA3 × eA1 )|)
+(b1|eA1 · (eB2 × eB1 )|+ b2|eA1 · (eB2 × eB2 )|+ b3|eA1 · (eB2 × eB3 )|)
(2.15)
|(cA − cB) · (eA1 × eB2 )| >(a2|eB2 · eA3 |+ a3|eB2 · eA2 )|) + (b1|eA1 · eB3 |+ b3|eA1 · eB1 )|)
(2.16)
Fu¨r die ersten beiden Testfa¨lle vereinfachen sich die beno¨tigten Rechenoperationen
auf 4 absolute Werte, 15 Multiplikationen sowie 6 Additionen und im dritten Testfall
sind es 5 absolute Werte, 19 Multiplikationen sowie 16 Additionen. Da von den ersten
beiden Testfa¨llen jeweils 3 und dem dritten Testfall 9 verschiedene Kombinationen
durchgefu¨hrt werden, ergibt das insgesamt 69 absolute Werte, 261 Multiplikationen
und 180 Additionen.
Das kann allerdings noch weiter minimiert werden, wenn man Quader B in einem
durch Quader A definiertes Koordinatensystem umrechnet. Somit stellt dann der Mit-
telpunkt von Quader A den Ursprung dar (cA = [0, 0, 0]⊤) und seine Rotation ist eine
Einheitsmatrix und die Quaderachsen somit Einheitsvektoren. Eingesetzt in Formel
2.13 vereinfacht sich der erste Testfall zu Formel 2.18 und somit mu¨ssen nur noch 4







 | >a2 + (b1|eB1 ·
01
0
 |+ b2|eB2 ·
01
0




|cBy | >a2 + (b1|eB1,y|+ b2|eB2,y|+ b3|eB3,y|) (2.18)
Analog fu¨r die anderen Testfa¨lle durchgefu¨hrt, verringert sich die Anzahl der Ope-
rationen auf insgesamt 69 absolute Werte, 117 Multiplikationen und 87 Additionen,
wobei die Transformation von B in ein von A definiertes Koordinatensystem von 36
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Multiplikationen und 27 Additionen bereits mitgeza¨hlt wurde. Somit ist dieses Verfah-
ren durch seine besonders niedrige Anzahl an Operationen gut geeignet, um auch eine
große Anzahl an OBBs bezu¨glich ihrer Kollisionen zu untersuchen.
2.3 Laplace Gla¨ttung
Die Laplace Gla¨ttung (Buell et. al [2] und Field [3]) ist ein Verfahren, dass in einem Po-
lygonnetz Sto¨rungen wie Rauschen gla¨tten kann. Dieses Verfahren zeichnet sich beson-
ders dadurch aus, dass bei relativ wenigen Iterationen bereits starke Gla¨ttungseffekte
erzielt werden ko¨nnen.
In der einfachsten Form ist dieser Gla¨ttungsfilter durch die Formel 2.19 definiert, wobei
zur Gla¨ttung eines Knotens pi des Polygonnetzes Q das arithmetische Mittel aller










Um den Gla¨ttungseffekt pro Iteration beeinflussen zu ko¨nnen wird mit Formel 2.20 λ
als Skalierungsfaktor mit 0 ≤ λ ≤ 1 eingefu¨hrt.





(pk − pi) (2.20)
Um demmit dieser Definition unvermeidbarem Schrumpfen entgegen zu wirken, ko¨nnen
nach Taubin [4] zwei verschiedene Skalierungsfaktoren verwendet werden. Dabei bleibt
der bereits bekannte Faktor λ positiv und ein neu eingefu¨hrte Faktor µ wird negativ
gewa¨hlt, sodass 0 ≤ λ ≤ −µ gilt. Iterationsweise abwechselnd in Formel 2.20 anstelle
des λ eingesetzt, erzeugt dies einen Low-Pass-Filter Effekt, wobei die Oberfla¨chen-
kru¨mmung als Frequenz fungiert.
2.4 Iterative Closest Point (ICP) Algorithmus
Der Iterative Closest Point Algorithmus dient dazu, um die Koordinatentransforma-
tion zwischen zwei 3-D Punktwolken zu berechnen beziehungsweise eine Punktwolke
geometrisch in einem iterativen Verfahren an die andere Punktwolke anzuna¨hern. Das
Vorgehen in der einfachsten Variante ist dabei, dass ausgehend von einer initialen
Transformation in jeder Iteration fu¨r jeden Punkt der einen Wolke der ku¨rzeste Ab-
stand zu einem Punkt in der anderen Wolke ermittelt wird und durch Anpassung der
Transformationsparameter, zum Beispiel u¨ber ein Least-Squares-Verfahren, die qua-
dratische Summe dieser Absta¨nde minimiert wird.
Im Allgemeinen wird der ICP-Algorithmus in sechs Hauptschritte unterteilt: Punkts-
elektion, Punktpaarung, Punktpaarbewertung, Punktpaarablehnung, Zuweisung einer
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Fehlermetrik und die Fehlerminimierung. Dabei gibt es derzeit nach Rusinkiewicz et al.
[5] fu¨r jeden dieser Schritte eine Vielzahl von Variationen, die den ICP-Algorithmus zu
einer besonderen Wandelbarkeit verhelfen. Zum Beispiel ko¨nnen allein bei der Punktse-
lektion immer alle verfu¨gbaren Punkte verwendet werden ([6]), gleichma¨ßig ausgewa¨hlte
Punkte ([7]) oder zufa¨llig ausgewa¨hlte Punkte [8]. Es ko¨nnen aber auch informiertere
Verfahren eingesetzt werden, wie die Selektion von Punkten anhand der Intensita¨t ihrer
Gradienten ([9]).
Auch in dem Schritt der Punktpaarung ko¨nnen mindestens zwei prominente Methoden
genannt werden, wie zum Beispiel die Punkt-zu-Punkt-Paarung ([6]), welche die simple
Prozedur der Berechnung der ku¨rzesten Strecke zwischen einem Punkt der einen Wolke
und einem Punkt der anderen Wolke darstellt oder die Paarung von Punkt-zu-Ebene
([10]), wobei ein Punkt der einen Wolke jeweils mit einer Oberfla¨che der anderen Wolke
gepaart wird und eine Oberfla¨che jeweils die Tangentialebene eines Punktes darstellt.
Fu¨r diese Arbeit habe ich mich dazu entschieden zuna¨chst den ICP-Algorithmus in sei-
ner simpelsten Variante, also unter Verwendung aller Punkte mit einer Punkt-zu-Punkt
Paarung und Fehlermetrik, zu verwenden, da er hier nur dazu dienen soll, vorhandene
Ungenauigkeiten bezu¨glich der berechneten Aufnahmeposition des Laserscanners zu
korrigieren und nicht den Roboter am Objekt zu lokalisieren.
Unter Verwendung aller Punkte (Punktselektion) der Punktwolke A, die es gilt an die
Punktwolke B geometrisch anzuna¨hern, ist der erste Schritt die Punktpaarung, die bei
einer Punkt-zu-Punkt Paarung nach Besl et al. [6] Formel 2.21 zu erfu¨llen hat. Das
heißt es muss fu¨r jedes a ∈ A der Abstand zu jedem b ∈ B berechnet und die jenigen
a und b ausgewa¨hlt werden, dessen Distanz minimal ist. Dieses kann im schlimmsten
Fall in einem Aufwand von O(NANB) enden, wobei N jeweils die Anzahl der Elemente
der angegebenen Punktwolke entspricht.
bi = argmin
b∈B
|b− ai| a ∈ A (2.21)
Um nun die Punktwolke A an die Punktwolke B zu registrieren, muss eine Rotation R
und eine Translation t gefunden werden, die die Absta¨nde zwischen allen Punktpaa-





|Rai + t− bi|2 R ∈ SO(3), t ∈ R3 (2.22)
Die Lo¨sung nach Besl et al. [6] und Horn [11] beginnt damit die beiden Zentroiden der
beiden Punktwolken mit Formel 2.23 zu ermitteln und dann alle Punkte der Punkt-












a′i = ai − ca b′i = bi − cb (2.24)
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ai − nca =
n∑
i=0




ai = 0 (2.25)
Wenn man nun die Formel 2.24 fu¨r beide Punktwolken in Formel 2.22 einsetzt, la¨sst
sie sich zu Formel 2.26 umformen.
n∑
i=0
|Rai + t− bi|2 =
n∑
i=0




|Ra′i − b′i|2 + n|Rca − cb + t|2 (2.27)
Durch Anwendung der in Formel 2.25 dargestellten Terme la¨sst sich Formel 2.26 dann
in Formel 2.27 u¨berfu¨hren. Dieses fu¨hrt dazu, dass die optimale Translation von der
durch die Minimierung gefundenen Rotation (Formel 2.28) definiert wird und somit
die Rotation getrennt gefunden werden kann.





|Ra′i − b′i|2 (2.29)
Somit kann dann die optimale Rotation durch die Minimierung von Formel 2.29 ge-
funden werden, was in der folgenden von Horn [11] und Jia [12] entnommenen Lo¨sung
anhand von Quaternionen erledigt wird. Dazu wird Formel 2.29 zuna¨chst u¨ber die Bi-
nomischen Formeln in Formel 2.31 u¨berfu¨hrt, wobei dann nur noch der hintere Teil in
Abha¨ngigkeit zu der gesuchten Rotationsmatrix steht und somit auch nur noch dieser
Teil zur Lo¨sung verwendet werden muss.
n∑
i=0

























Wenn man nun die Rotation nicht durch eine Rotationsmatrix, sondern als Einheits-
quaternions darstellt, kann das Problem auch durch eine Maximierung gelo¨st wer-
den. Na¨mlich ist dann das Einheitsquaternion q˘ gesucht, welches Formel 2.32 maxi-
miert. Dabei ist q˘ =
[
q0 q1 q2 q3
]⊤






3 = 1 und q0 ≤ 0 und
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q˘∗ =
[
q0 −q1 −q2 −q3
]⊤
und somit die Konjugation von q˘. Außerdem bezeich-
net a˘′i ein Quaternion mit Vektorteil, das durch a
′














Durch Anwendung des Quaternion Produkts, sowie die U¨berfu¨hrung in die zu den
Quaternionen a˘′i und b˘
′




i, la¨sst sich Formel






































0 −b′i,1 −b′i,2 −b′i,3






b′i,3 −b′i,2 b′i,1 0

(2.34)
Damit ist die Lo¨sung auch schon so gut wie gefunden, denn A˘′⊤i B˘
′
i ergibt die symme-
trische 4x4 Matrix N (siehe Formel 2.34) und anhand dessen gro¨ßtem Eigenwert sich
das gesuchte Quaternion q˘ ablesen la¨sst. Denn wenn die Matrix N u¨ber Eigenwerte
λ0, λ1, λ2, λ3 mit λ3 ≤ λ2 ≤ λ1 ≤ λ0 verfu¨gt und die zugeho¨rigen Eigenvektoren durch
e0, e1, e2, e3 definiert sind, dann ist q˘ = µ0e0 + µ1e1 + µ2e2 + µ3e3 und somit eine
lineare Kombination dieser Vektoren. Diese Definitionen zusammen mit Formel 2.33
und Formel 2.34 resultieren dann in Formel 2.35, welche maximal wird, wenn µ0 = 1
und µ1 = µ2 = µ3 = 0. Somit entspricht q˘ also dem Eigenvektor, der zu dem gro¨ßten
Eigenwert geho¨rt.













Letztlich kann eine Rotationsmatrix aus einem Quaternion q˘ mit Formel 2.36 konstru-
iert werden, wodurch dann zusammen mit Formel 2.28 Punktwolke A an B registriert
werden kann.
q20 + q21 − q22 − q23 2(q1q2 − q0q3) 2(q1q3 − q0q2)2(q1q2 + q0q3) q20 + q21 − q22 − q23 2(q2q3 − q0q1)





Der A* Algorithmus von Peter E. Hart et. al [13] ist ein sehr bekanntes und ha¨ufig
verwendetes Verfahren um effizient optimale Wege in einem Graphen zu ermitteln.
Optimal bedeutet dabei, dass jeweils der kostengu¨nstigste Weg in einer informierten
Suche gefunden wird und effizient, dass im Unterschied zum Dijkstra-Algorithmus in
einem Graphen nicht immer jeweils der na¨chste kostengu¨nstigste Knoten zur Evaluati-
on ausgewa¨hlt wird, sondern anhand einer Heuristik- (h(n)) und einer Kostenfunktion
(g(n)) der jeweils na¨chste wahrscheinlich gu¨nstigste Knoten. Dazu wird jedem mo¨gli-
chen na¨chsten Knoten n eine Evaluationsfunktion (Formel 2.37) zugewiesen, wobei die
Kostenfunktion g(n) angibt, wie hoch die tatsa¨chlichen Kosten sind, um vom Startkno-
ten zum Knoten n zu gelangen und die Heuristik h(n) abscha¨tzt, wie hoch die Kosten
wahrscheinlich sein werden, um vom Knoten n zum Zielknoten zu gelangen.
f(n) = g(n) + h(n) (2.37)
Damit der A* Algorithmus tatsa¨chlich mit einem optimalen Weg terminiert, ist es not-
wendig, dass die Heuristik zula¨ssig ist. Das heißt, dass die gescha¨tzten Kosten zwischen
Knoten n und Zielknoten immer niedriger (oder gleich) als die tatsa¨chlichen Kosten
zum Ziel sind. Als Beispiel ko¨nnte man hier eine Landkarte mit Straßen anfu¨hren,
wobei die Heuristik die Entfernung zwischen zwei Sta¨dten als Luftlinie berechnet, die
tatsa¨chlichen Kosten aber abha¨ngig der Straßenfu¨hrung gro¨ßer sind.
Wenn eine Heuristik nicht nur zula¨ssig, sondern auch konsistent ist (Formel 2.38),
dann sollten die gescha¨tzten Kosten (h(n)) eines Knotens n zu seinem Zielknoten nicht
gro¨ßer als die tatsa¨chlichen Kosten zwischen Knoten n und einem Nachfolgeknoten n′
(g(n, n′)) addiert mit den gescha¨tzten Kosten von Knoten n′ zum Zielknoten sein.
h(n) ≤ g(n, n′) + h(n′) (2.38)
Ist eine Heuristik nicht zula¨ssig, so kann sie außerdem nicht konsistent sein. Ist eine
Heuristik konsistent, so ist sichergestellt, dass fu¨r einen einmal abgearbeiteten Knoten
kein gu¨nstigerer Pfad vorhanden ist. Das heißt auf Basis dieser Konsistenz kann der A*
Algorithmus durch eine sogenannte closed list effizienter implementiert werden, wobei




Da einer der Hauptschwerpunkte meiner Arbeit die Komposition von geeigneten Me-
thoden zum Explorieren und Greifen unbekannter Objekte ist, mo¨chte ich in diesem
Kapitel zuna¨chst einige a¨hnliche Gesamtsysteme vorstellen. Ich beginne dazu in Ab-
schnitt 3.1 mit Systemen, die genau wie meine Arbeit, fu¨r den Roboter NAO entworfen
wurden und erla¨utere die Einschra¨nkungen, die dabei notwendig waren.
Wie in so vielen Bereichen ist oftmals der Wettbewerb dafu¨r verantwortlich, dass be-
sonders herausragende Leistungen abgerufen werden. So ist das auch bei dem ja¨hrlich
stattfindenden internationalen Wettbewerb RoboCup@Home, bei dem Universita¨ten
der ganzen Welt mit selbst entwickelnden Robotern und Softwaresystemen antreten.
Der Schwerpunkt liegt dabei in der Objektmanipulation, was ich im Detail in Abschnitt
3.2 beschreibe.
Bei der DARPA Robotics Challenge (Abschnitt 3.3), die ku¨rzlich eine besonders große
mediale Aufmerksamkeit erregen konnte, handelt es sich ebenfalls um einen internatio-
nalen Wettbewerb. Der Schwerpunkt liegt dabei in der Objektmanipulation in Kata-
strophenregionen, wobei das Unglu¨ck von Fukushima als Anlass diente. Teilnehmende
Systeme ko¨nnen bei diesemWettbewerb unter einigen Einschra¨nkungen im Datentrans-
fer semiautonom gesteuert werden.
Anders als beim RoboCup@Home werden bei diesem Wettbewerb große Geldsummen
umgesetzt, sodass ausschließlich hochentwickelte Robotersysteme unter den Teilneh-
mern zu finden sind. Insbesondere interessant dabei ist, dass anscheinend in realen
unvorhersehbaren Umgebungen oftmals eher auf die Teleoperation statt auf Autono-
mie gesetzt wird.
Letztlich beschreibe ich in Abschnitt 3.4 einige hochentwickelte Servicesysteme aus der
Forschung, was einen Einblick in aktuelle Systeme unter Laborbedingungen bietet.
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3.1 Gesamtsysteme mit NAO
Wa¨hrend viele Arbeiten existieren, bei denen Roboter zuvor erkannte Objekte greifen,
so gibt es doch nur sehr wenige Arbeiten, die dazu einen NAO Roboter verwenden.
Dieses mag unterschiedliche Gru¨nde haben. Einer davon ko¨nnte die geringe Prozessor-
leistung sein, ein anderer die untermotorisierte Hand.
In der Arbeit von Mellmann et al. [14] wird zum Beispiel das Problem der untermo-
torisierten Hand so umgangen, dass die Hand gar nicht, beziehungsweise nur indirekt,
zum Greifen verwendet wird. Dazu wurde NAOs Hand so modifiziert, dass sich dort
statt der Finger eine rechteckige Platte mit einem Kraftsensor befindet. Ein Griff ist
demnach nur zwei-ha¨ndig auszufu¨hren, sodass ein Objekt zwischen den beiden Ha¨nden
eingeklemmt wird.
Das Hauptaugenmerk der Arbeit liegt darin eingeklemmte Objekte nicht zu zerdru¨cken,
welches die Autoren anhand der Kraftsensoren, sowie des Stromverbrauchs regulieren.
Des Weiteren werden Greifbewegungen anhand einer linearen Anna¨herung (Mellmann
et al. [15]) generiert, wobei die Zielposen anhand des Massenschwerpunkts des Objekts
abgeleitet werden. Nichtsdestotrotz ist der Greifraum bei dieser Arbeit stark einge-
schra¨nkt.
In der Arbeit von Ho¨ll et al. [16] wird NAOs Fa¨higkeit zur Hand-Augen-Koordination
untersucht. Dazu erha¨lt der Roboter einen farbigen Marker an seinem Daumen, der
genau wie das zu greifende Objekt, anhand eines Blob Erkennungsverfahren wiederer-
kannt wird. Schließlich wird Daumen- und Objektpose auf die Grundebene projiziert,
um so in 2-D die Bewegung des Daumens anhand eines Visual Servo Control -Ansatzes
(Chaumette et al.[17]) zu berechnen.
Letztlich lernt NAO in van der Wal et al. [18] das Greifen, anstatt es zu planen, wobei
verschiedene Lernverfahren wie Reinforcement Learning angewandt werden. Greifposen
werden in diesem Ansatz teleoperiert ausgewa¨hlt, sodass das Ergebnis nur durch einen
mo¨glichen Pra¨zisionsmangel der Motoren oder eine fehlerhaften Bewegungssteuerung
beeinflusst wird.
3.2 RoboCup@Home
Eine Vielzahl von online Manipulationssystemen treten ja¨hrlich beim RoboCup@Home
([19]) an. Dabei handelt es sich um einen internationalen Wettbewerb, bei dem Robo-
ter autonom verschiedene Greif- und Erkennungsaufgaben erfu¨llen mu¨ssen und keine
externen Zugriffe durch Menschen erlaubt sind. Des Weiteren mu¨ssen teilnehmende
Roboter u¨ber einen Manipulator verfu¨gen, also eine Hand mit Arm, aber du¨rfen sich
fahrend fortbewegen, sodass hier also keine humanoiden Roboter eingesetzt werden
mu¨ssen.
Ein besonders erfolgreiches teilnehmendes Team stammt dabei von der Universita¨t
Bonn, dessen Roboter Cosero den RoboCup@Home bereits mehrfach gewann. Cosero
ist mit zwei 2-Finger-Ha¨nden (2-DOF), zwei 7-DOF Armen, sowie einem Intel I7 Pro-
zessor ausgestattet. Des Weiteren verwendet er eine RGB-D Kamera zur Aufnahme
seiner Umgebung und ist dabei in der Lage basierend auf der Arbeit von Stu¨ckler et.
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al [20] Objekte zu erkennen und in Echtzeit zu verfolgen. Dazu wird anhand eines
RGB-D-Kamerabildes jeweils via RANSAC ([21]) die dominanteste horizontale Ebene,
wie zum Beispiel ein Tisch, von den restlichen Objektkandidaten abgetrennt. Die re-
sultierenden Teilpunktwolken werden dann a¨hnlich der Arbeit von Hsiao et al. [22] in
bewertete Greifposen u¨berfu¨hrt.
In einem neueren Ansatz ([23]) verwendet Cosero zur Erkennung bekannter Objek-
te sogenannte Multi-Resolution Surfel Maps([24]), um sich anhand RGB-D SLAM in
Echtzeit zu lokalisieren. In den vergangenen Jahren demonstrierte Cosero viele ver-
schiedene Fa¨higkeiten. Das Spektrum reicht dabei vom Kochen eines Omeletts in einer
Pfanne, dem Gießen einer Blume mit einer Gießkanne, dem Wu¨rstchen braten mit einer
Wu¨rstchenzange bis hin zum Biero¨ffnen mit einem Flascheno¨ffner.
Aber auch andere am RoboCup@Home teilnehmende Teams sind in der Lage beein-
druckende Aufgaben zu verrichten. So demonstrierte im Jahr 2012 der Roboter Jenny
des Teams b-it-bots der Bonn-Rheine-Sieg Universita¨t seine Fa¨higkeiten beim Aufra¨um-
en eines Zimmers. Insbesondere war der Roboter dabei in der Lage Flaschen aufzuheben
und diese in einen Kasten zu sortieren. Jenny ([25]) erkennt Objekte anhand eines tem-
plate matching-Verfahrens namens LINEMOD ([26]), welche sie anhand einer Growing
Neural Gas basierende Oberfla¨chenrekonstruktion in Kombination eines auf der Form-
Distribution basierenden Deskriptors kategorisiert ([27]). Davon abgeleitete Greifpunk-
te u¨bergibt sie an die SoftwareMoveIt! 3, welche dann die komplette Bewegungsplanung
u¨bernimmt.
Im Jahr 2015 demonstrierte der Roboter Lisa der Universita¨t Koblenz-Landau, seine
Fa¨higkeiten im Kochen von Ru¨hreiern, wobei anfallender Mu¨ll sofort in einer Ton-
ne entsorgt wurde. Lisa erkennt dabei Objekte in 3-D anhand eines Houghraum-
Abstimmungsverfahrens im Zusammenhang mit sogenannten Implicit Shape Models
([28], [29]), wobei einzelne Formmerkmale anhand von segmentierten Objekten erlernt
werden. Als Vorverarbeitung werden auch hier Teilpunktwolken gefunden, indem zuerst
die dominanteste Ebene der Szene ermittelt wird. Schließlich erfolgt die Bewegungs-
planung fu¨r Greifbewegung im Konfigurationsraum anhand eines A* Algorithmus.
Da laut dem Regelwerk des RoboCup@Home ([30]) unbekannte Objekte bei einigen
zu lo¨senden Aufgaben nur zum Erzielen von Bonuspunkten existieren, und somit alle
Aufgaben durch die Wiedererkennung bekannter oder bekannt-a¨hnlichen Objekte zu
lo¨sen sind, scheint es bei der Erkennung von Greifpunkten auf unbekannten Objekten
beim RoboCup@Home noch keine signifikante Forschung zu geben.
3.3 DARPA Robotics Challenge
Bei diesem Wettbewerb ging es darum in einem kurzen Zeitraum (2012 - 2015) Roboter
und Software zu entwickeln, die in der Lage sind Menschen bei Katastrophen behilflich
zu sein. Neben Aufgaben wie dem Fahren eines Autos und Aussteigen aus diesem, gab
es auch eine Reihe von Aufgaben, bei denen die Roboter etwas greifen mussten. So
sollte zum Beispiel eine Tu¨r geo¨ffnet, ein Ventilrad gedreht, ein Loch mit einem Bohrer
oder Sa¨ge in eine Wand gesa¨gt werden und letztlich einen Sto¨psel aus einem Rohr
3 http://moveit.ros.org/
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gezogen und zuru¨ckgesteckt werden.
Das humanoide Robotermodell DRC-HUBO trat bei den DARPA Challenge 2015 und
2013 jeweils gleich in zwei verschiedenen Teams mit Namen TEAM KAIST und TEAM
DRC-HUBO an, dabei handelt es sich teilweise um eine Kollaboration zwischen den
Instituten Korea Advanced Institute of Science and Technology und Mechanical Engi-
neering and Mechanics, Drexel University (vgl. Lou et. al [31]).
Eine zugeho¨rige aus dem amerikanischen Raum stammende Arbeit von Zucker et al.
[32] beschreibt die im Jahr 2013 eingesetzte Software sowie die verwendete DRC-HUBO
Version. Diese verfu¨gt u¨ber insgesamt 32 Freiheitsgrade, wobei jeweils sieben pro Arm
verbaut sind. Des Weiteren besitzt der Roboter eine 3-Finger-Ha¨nde, welche, genau
wie bei NAO, von einem einzigen Motor geo¨ffnet und geschlossen wird. Im Gesamten
verfu¨gt der Roboter u¨ber deutlich kra¨ftigere Motoren und ist mit 1,47m in etwa dreimal
so groß wie NAO und mit einem Gewicht von 52 kg in etwa zehnmal so schwer.
Bei DRC-HUBOs Bewegungssteuerung kommt laut Zucker ein trajektorienbasierender
Ansatz zum Einsatz, wobei einzelne Trajektorien u¨ber eine analytische Lo¨sung der in-
versen Kinematik in tatsa¨chliche Gelenkwinkel umgesetzt werden. Insbesondere beim
Laufen werden genannte Trajektorien dann mit Hilfe eines klassischen Zero-Moment-
Point (ZMP) basierenden Ansatzes ([33]) dynamisch generiert. Trajektorien fu¨r alle an-
deren Bewegungen werden aus statisch stabilen Roboterposen zusammengesetzt, wobei
die Stabilita¨t bei Transition von Pose zu Pose anhand des ZMP gewa¨hrleistet wird.
Die DARPA Robotics Challenge folgt dem Ziel Roboter in nicht fu¨r Menschen betret-
bare Gebiete senden zu ko¨nnen. Da in diesen Gebieten viele unvorhergesehene Ereignis-
se geschehen ko¨nnen, ist in diesem Zusammenhang die Mo¨glichkeit zur Teleoperation
zwingend notwendig, sodass die teilnehmenden Systeme semiautonom agieren du¨rfen.
Folglich kommen bei vielen teilnehmenden Systemen sogenannte Operatorenprogram-
me zum Einsatz, in denen unterschiedliche Aspekte von menschlichen Operatoren u¨ber-
nommen werden. Bei DRC-HUBO ist dieses Programm beispielsweise in drei Bereiche
unterteilt, die je von einem Menschen bedient werden:Trajectory Designer, Execution
Manager und Perception Manager. Dabei wird von der Perzeption bis hin zur Bewe-
gungsplanung teleoperiert.
Dieses gilt aber nicht fu¨r alle teilnehmenden Teams, denn bei anderen werden die
Roboter nur teilweise ferngesteuert und nicht komplett auf Automation verzichtet.
Zum Beispiel wird bei dem Team Tartan Rescue ([34]) der Carnegie Mellon University
die Planung der Greifbewegung anhand eines RRT-Algorithmus aus der Arbeit von
Berenson et al. [35] durchgefu¨hrt, sodass der menschliche Operator nur die Zielpose
auswa¨hlt.
Auch im Themenbereich der automatischen Objekterkennung lassen sich bei der
DARPA Robotics Challenge einige wenige Ansa¨tze finden. Zum Beispiel wird beim
Team Hector ([36]) der Technischen Universita¨t Darmstadt, genau wie bei dem Ro-
boter Jenny vom RoboCup@Home, das automatische template-matching-Verfahren
LINEMOD ([26]) zur Objekterkennung verwendet und nur bei schlechten Lichtbe-
dingungen Objekte per Operatorenprogramm manuell klassifiziert. Zur Greifplanung
kommt dann die Software GraspIt! ([37]) zum Einsatz, welche fu¨r verschiedene geome-
trische Figuren vorberechnete Griffe bereitha¨lt.
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Da bei der DARPA Robotics Challenge technisch sehr hochwertige und leistungsstarke
Roboter teilnehmen, wird anhand des vorsichtigem Einsatzes der automatischen Ob-
jekterkennung und Bewegungsplanung der Schwierigkeitsgrad der gestellten Aufgaben
deutlich. Dieses wird insbesondere dadurch unterstrichen, dass bei einigen Aufgaben
vorher bekannte Szenen und Objekte zum Einsatz kamen, sodass die Roboter nicht
immer in vo¨llig unbekannter Umgebung agieren mussten.
3.4 Servicesysteme in der Forschung
In diesem Bereich lassen sich eine Vielzahl von Explorations- und Greifsysteme finden,
aber leider nur wenige Arbeiten, die einen guten U¨berblick u¨ber die eingesetzten Ver-
fahren eines solchen Gesamtsystems bieten. Dieses ko¨nnte daran liegen, dass fu¨r eben
diese Systeme viele unterschiedliche Systemteile notwendig sind, die auf Grund ihres
Umfangs von vielen unterschiedlichen, teilweise auch wechselnden, Wissenschaftlern
bearbeitet werden.
Wie umfangreich ein solches System sein kein, zeigt die Arbeit von Ru¨hr et al. [38].
Dabei werden die unterschiedlichen Systemteile beschrieben, die notwendig sind, dass
zwei PR2 Roboter4 in einer Ku¨che zusammen Pfannkuchen braten ko¨nnen. So muss
zum Beispiel eine vorher unbekannte Pfannkuchenmixflasche anhand von selbststa¨ndig
im Internet gesuchten Bildern wiedererkannt werden. Es mu¨ssen Schranktu¨ren gegrif-
fen und geo¨ffnet werden, Teller und Besteck genommen und zum Tisch gebracht wer-
den, Pfannkuchenteig in die Pfanne gegeben werden, sowie Pfannkuchen gebraten und
gewendet werden. Dabei kommen allein zur Erkennung der einzelnen Objekte unter-
schiedliche Verfahren zum Einsatz, sodass beispielsweise die Erkennung der Pfannku-
chenmixflasche auf Basis eines SIFT-Verfahrens ([39]) geschieht, bei einer Schranktu¨r
jedoch zuna¨chst die Ebene der Tu¨r gesucht wird, um anhand dieser Teilpunktwolken zu
identifizieren, in denen auf Basis eines RANSAC Verfahrens Linien identifiziert werden
ko¨nnen, dessen Mitte dann als Greifpunkt fungiert.
Ebenfalls ein PR2 Roboter wird in der Arbeit von Klingbeil et al. [40] verwendet, um
Objekte u¨ber eine Scannerkasse zu ziehen. Dabei werden unbekannte Objekte unvoll-
sta¨ndiger 3-D Punktwolken anhand ihrer Greifbarkeit untersucht, indem die gesamte
Szene durch eine Anzahl von Schnittebenen unterteilt wird. Das Ziel ist es anhand
dieser Schnittebenen Greifpunktepaaren an Objektteilen in 2-D zu finden, die a¨hnlich
zu meinem Ansatz in die 2-Finger-Hand des Roboters passen. Dabei sind vielverspre-
chende Greifpunktpaare dadurch definiert, dass sie in 3-D geha¨uft entlang einer Linie
auftreten, welche anhand von RANSAC verifiziert wird.
Ein weiterer bekannter Serviceroboter ist Justin ([41], [42]) vom Deutschen Zentrum
fu¨r Luft- und Raumfahrt. Justin ist neben dem dynamischen Fangen eines Balls an-
hand der Analyse der Ballflugbahn ([43]) und der Zubereitung eines Kaffees mit einer
Kaffeepadmaschine ([44]) auch in der Lage Ta¨tigkeiten wie das Putzen einer Fenster-
scheibe durchzufu¨hren ([45]). Bei Letzterem sind die zu erfu¨llenden Teilaufgaben das
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In diesem Szenario wa¨hlt Justin Griffe fu¨r seine 4-Finger-Hand anhand einer soge-
nannten Capability Map (Zacharias et al. [46]) aus, welche eine speicheroptimierten
Darstellung der Erreichbarkeit der Roboterhand darstellt. In einem Verfahren a¨hnlich
zu der Arbeit von Vahrenkamp et al. [47], bei der Ganzko¨rperposen anhand einer inver-
sen Erreichbarkeitsinformation ausgewa¨hlt werden, wird hier die Roboterpose anhand
einer sogenannten Target-Region gefunden. Letztlich werden Ganzko¨rperbewegungen
auf Basis der Erreichbarkeitstabelle mit Hilfe eines A* Algorithmus in einer Auflo¨sung
von 0,05m geplant.
Insgesamt zeigt sich, dass die Servicerobotik sehr heterogene Steuerungen bestehend




In diesem Kapitel will ich einen U¨berblick des eingesetzten Systems geben, wobei ich
sowohl software- als auch hardwareseitige Aspekte vorstelle. Ich beginne dabei mit der
Beschreibung des eingesetzten Rahmenwerks und der Systemprozesse in Abschnitt 4.1.
Dabei u¨bernehmen einzelne Systemprozesse jeweils verschiedene Funktionen, welche
ich in Abschnitt 4.2 im Detail vorstelle.
In Abschnitt 4.3 folgt dann ein Einblick in NAOs Ausru¨stung. Dabei stelle ich neben
NAOs Rechenleistung in Abschnitt 4.3, die Anordnung und Kraft der eingesetzten
Motoren in Abschnitt 4.3.1 vor und diskutiere dann in Abschnitt 4.3.3 die Leistung
und Qualita¨t des verwendeten Tiefensensors.
Letztlich unterliegt NAO einigen Einschra¨nkungen, sodass ich in Abschnitt 4.4 eini-
ge Anforderungen definiere, denen greifbare Objekte (Abschnitt 4.4.2) und zugeho¨rige
Griffe (Abschnitt 4.4.1) gerecht werden mu¨ssen. Diese Einschra¨nkungen entstehen im
Wesentlichen durch die Konstruktion von NAOs Ha¨nden, sowie einiger Aufnahmepro-
bleme des verwendeten Tiefensensors.
4.1 Systemprozesse
Mein System basiert auf dem B-Human Rahmenwerk, wie es in Ro¨fer et al. [48] be-
schrieben wird. Bei diesem Rahmenwerk sind einzelne Systembestandteile in unter-
schiedliche Prozesse unterteilt, sodass diese parallel und in verschiedener Wiederho-
lungsrate zueinander ausgefu¨hrt werden ko¨nnen.
So wird zum Beispiel B-Humans Fußballprogramm in die Prozesse Motion, Cognition
und Debug unterteilt, wobei der Motion-Prozess mit einer Wiederholungsrate von
100Hz und der Cognition-Prozess in 60Hz ausgefu¨hrt wird. Die verwendeten Wieder-
holungsraten basieren auf den Frequenzen in denen die Kameras Bilder bereitstellen
und NAOs Betriebssystem Gelenkwinkeldaten entgegennehmen kann, sodass eine opti-


















Abbildung 4.1 Die im System verwendeten Prozesse, wobei DCM (Device Com-
munication Manager) den hardwarenahen Betriebssystemteil
bezeichnet, der Gelenkwinkeldaten verarbeitet.
Debuginformationen, welche per TCP/IP von einem externen PC ausgelesen werden
ko¨nnen.
Als Adaption dieses Rahmenwerkes verwendete ich in meinem System eine a¨hnliche Un-
terteilung der Prozesse, sodass ich auch einen Bewegungssteuerungsprozess in 100Hz
verwende und einen sogenannten Planungsprozess, der in einer Frequenz von 10Hz
abla¨uft. Dabei entspricht die 10Hz-Frequenz der Aufnahmefrequenz eines kompletten
2-D Scans des verwendeten Tiefensensors. Zudem u¨bernimmt der Planungsprozess von
der Verarbeitung der Tiefeninformationen bis hin zur Planung der endgu¨ltigen Greif-
bewegung alle anfallenden Aufgaben, sodass diese parallel zur Bewegungssteuerung
ausgefu¨hrt werden.
Auf diese Weise kann der Planungsprozess mit Hilfe sogenannter Repra¨sentationen per
Interprozesskommunikation den Bewegungssteuerungsprozess u¨ber die na¨chsten anzu-
fahrenden Ziele informieren, und wa¨hrend dessen Abarbeitung ungesto¨rt in seiner deut-
lich langsameren Frequenz neue Ziele berechnen. Dieses ist insbesondere von Vorteil, da
derzeit vereinzelte Berechnungen des Planungsprozesses um ein Vielfaches langsamer
als die genannten 10Hz passieren und somit die Bewegungssteuerung, solange diese
eine Liste von Zielen abzuarbeiten hat, nicht angehalten werden muss.
In Anlehnung zu der in [48] dargestellten Abbildung, welche die Prozesse in B-Humans
Fußballprogramm verdeutlicht, wird in Abbildung 4.1 das Zusammenspiel der in mei-
nem System verwendeten Prozesse angezeigt. Dabei ist der hardwarenahe Teil von





In dem verwendeten Rahmenwerk sind einzelne Programmteile in Repra¨sentationen
und Module unterteilt. Dabei stellen Module Routinen dar, die einzelne Aufgabe wie
zum Beispiel die Planung einer Greifbewegung durchfu¨hren und Repra¨sentationen Da-
tenstrukturen, welche als Eingabe und Ausgabe dieser Module fungieren. Der Aus-
tausch von Repra¨sentationen zwischen einzelnen Modulen erfolgt dann u¨ber ein soge-
nanntes Blackboard ([49]), welches eine zentrale Speichereinheit fu¨r alle Datenstruktu-
ren darstellt. U¨ber dieses Blackboard ko¨nnen einzelne Repra¨sentationen auch per Inter-
prozesskommunikation zwischen Modulen verschiedener Prozesse ausgetauscht werden.
In meinem System kommen im Wesentlichen drei verschiedene Hauptmodule zum Ein-
satz, welche in Abbildung 4.2 dargestellt sind. Die zwei Hauptmodule Exploration und
Greifen des Planungsprozesses sind dabei analog zur Abbildung 4.1 blau markiert und
die Bewegungssteuerung orange.
Im Unterschied zum Bewegungssteuerungsmodul, welche in jeder Ausfu¨hrung einmal
komplett durchlaufen wird, sind die beiden Module des Planungsprozesses in weitere
Funktionen unterteilt, wovon genau eine pro Zyklus ausgefu¨hrt wird. Dabei entschei-
det jeweils das Modul in jedem Zyklus auf Basis der Datenlage, welche Funktion als
Na¨chstes auszufu¨hren ist. Einzelne Funktionen ko¨nnen dabei neben einer einmaligen
Ausfu¨hrung auch u¨ber mehrere Zyklen hintereinander ausgefu¨hrt werden, sodass zum
Beispiel die Umgebungsaufnahme aus einer Abfolge von Tiefeninformationen besteht,
statt einer einzelnen Aufnahme.
In der Abbildung sind Repra¨sentationen durch graue Kreise dargestellt. Des Weiteren
markieren große Pfeile, dass ein Modul eine bestimmte Repra¨sentation anfordert oder
befu¨llt. Somit erha¨lt zum Beispiel das Explorationsmodul die Tiefensensorinformatio-
nen als Eingabe und produziert 3-D Modelle und Bewegungspla¨ne als Ausgabe. Letztere
werden dann als Eingabe in die Bewegungssteuerung gegeben, welche in jedem Zyklus,
unabha¨ngig vom Planungsprozess, Pla¨ne abarbeitet. Als Ausgabe produziert diese ne-
ben Gelenkwinkeldaten einen Abarbeitungszustand, welcher in die Planungsmodule
gegeben und dort als Entscheidungshilfe fu¨r die na¨chste auszufu¨hrende Funktion ver-
wendet wird.
Der Funktionsablauf ist durch schwarze Pfeile dargestellt, wobei gestrichelte Pfeile je-
weils ein alternatives Ergebnis darstellen. Denn kann kein Greifkandidat identifiziert
werden, so kann auch kein 3-D Modell erstellt werden. Folglich sollte die Szenerie aus
einer anderen Perspektive untersucht werden. Da die Bewegungssteuerung in einem
eigenen Prozess ausgefu¨hrt wird, reiht sich diese nicht in die Abfolge der Planungsmo-
dule ein, sondern la¨uft auf Basis der Bewegungspla¨ne parallel nebenher. Bei dem Feld
Grundfunktionalita¨t handelt es sich im U¨brigen nicht um ein Modul, sondern um einen
Verweis auf das zugeho¨rige Kapitel dieser Arbeit.
Bewegungssteuerung. Die Bewegungssteuerung la¨uft parallel zum Planungsprozess
und erha¨lt u¨ber eine Repra¨sentation Bewegungspla¨ne als Eingabe. Bewegungs-
pla¨ne sind dabei Trajektorien, die Bewegungspfade einzelner Ko¨rperteile, wie
zum Beispiel die Hand des Roboters, in kartesischen Koordinaten beschreiben.








































rien in einer Liste, die von der Bewegungssteuerung abgearbeitet wird. Folglich
setzt die Bewegungssteuerung Ko¨rperteilposen in Gelenkwinkel um und reicht
diese an das hardwarenahe Betriebssystem weiter. Da einige Funktionen des Pla-
nungsprozesses, wie zum Beispiel die Umgebungsaufnahme, davon abha¨ngig sind
welche Bewegung zu welchem Zeitpunkt tatsa¨chlich ausgefu¨hrt wird, produziert
die Bewegungssteuerung außerdem eine Ausgabe, die den Abarbeitungszustand
der einzelnen Trajektorien angibt.
Ansichtenplanung. Auf Basis der bisher aufgenommenen Daten und der berechne-
ten 3-D Modelle werden in dieser Funktion Posen fu¨r den Tiefensensor berechnet,
die den Informationsgehalt einer zuku¨nftigen Messung maximieren. Dabei werden
Sensorposen aus einer vorberechneten Erreichbarkeitstabelle u¨berpru¨ft und auf
Basis des zu erwartenden Informationszuwachs bewertet. Als Ausgabe werden Be-
wegungspla¨ne fu¨r den Kopf beziehungsweise die Sensorpose und den Oberko¨rper
berechnet und an die Bewegungssteuerung u¨bergeben. Falls in den bisher auf-
genommenen Daten keine Greifkandidaten gefunden werden konnten, ha¨lt diese
Funktion eine Reihe von vordefinierten uninformierten Bewegungssteuerungen
vor, sodass diese Funktion auch als Startpunkt des Systems fungiert.
Umgebungsaufnahme. Die Aufgabe dieser Funktion ist es aufgenommene Tiefen-
informationen zu filtern und in eine probabilistische Karte einzutragen. Die
Ausfu¨hrung dieser Funktion erstreckt sich dabei u¨ber mehrere Ausfu¨hrungszy-
klen, sodass die Szenerie aus unterschiedlichen Perspektiven aufgenommen wer-
den kann. Als Start- und Stoppsignal dient dabei die Ru¨ckmeldung der Bewe-
gungssteuerung, sodass Daten aufgenommen werden, sobald der Roboter seinen
Kopf bewegt. Sobald die fu¨r die Umgebungsaufnahme vorgesehenen Bewegungs-
pla¨ne abgearbeitet wurden, wird die Aufnahme angehalten und die produzierte
Karte an ein globales Koordinatensystem registriert.
Identifikation Greifkandidaten. Diese Funktion wird immer direkt nach der Um-
gebungsaufnahme aufgerufen und hat die Aufgabe Teilstu¨cke in der Karte zu
identifizieren, die von der Roboter Hand umgriffen werden ko¨nnen. Dabei kommt
ein Regionenbildungsansatz in Kombination mitObjektorientierten Bounding Bo-
xen (OBB) auf Basis des Vorwissens der Handgro¨ße zum Einsatz. Das Ziel der
Funktion ist es in der Karte grob Regionen herauszufiltern, bei denen Greifpunk-
te zu vermuten sind, sodass alle anderen Bereiche der Szenerie ignoriert werden
ko¨nnen. Des Weiteren soll eine erste Anna¨herung an die Objektlage gefunden
werden, welche in einem spa¨teren Schritt iterativ optimiert werden soll. Falls kei-
ne Greifkandidaten identifiziert werden ko¨nnen, wird der Aufruf der Funktion zur
Ansichtenplanung veranlasst, sodass weitere Aufnahmen der Szene durchgefu¨hrt
werden.
Oberfla¨chenapproximation. Auf Basis der zuvor berechneten OBBs und der zu-
meist lu¨ckenhaft aufgenommenen Karten hat diese Funktion die schwierige Auf-
gabe fu¨r die Greifkandidaten Oberfla¨chen zu approximieren. Folglich ist das Ziel
dieser Funktion 3-D Modelle in Form von Polygonnetzen zu erstellen und somit
die bisherige Darstellung zu verfeinern. In einem iterativen Verfahren werden da-
zu einzelne OBBs anhand ihrer Lageinformationen in Scheiben unterteilt und auf
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Basis der Objektkanten innerhalb dieser Scheiben Skelettpunkte definiert, welche
die Lageinformation der na¨chsten Iteration enthalten.
Als weiteres Ziel u¨bernimmt die Oberfla¨chenapproximation die Aufgabe die na¨he-
re Umgebung der Oberfla¨che bezu¨glich eines vorhandenen Freiraums zu unter-
suchen. Denn ein Objektteil ist nur umgreifbar, wenn es umgeben von einem
Ring aus freiem Raum ist. Fu¨r einen Greifkandidaten kann es anschließend zu
den Ergebnissen kommen, dass er entweder als greifbar verifiziert oder abge-
lehnt wird. Dabei unterteilt sich eine Ablehnung in die Fa¨lle, dass noch nicht
betrachtete Areale oder belegte, aber nicht zum Objekt geho¨rende Areale, bei
den Oberfla¨chen existieren. Im Falle dass kein Greifkandidat verifiziert werden
konnte, wird eine na¨here Betrachtung veranlasst, indem die Funktion zur Ansich-
tenplanung aufgerufen wird. Falls abgelehnte Greifkandidaten existieren, dessen
Oberfla¨che noch nicht ausreichend betrachtet wurde, werden die Informationen
zur Planung der Ansichten verwendet.
Griffgeneration. Diese Funktion hat die Aufgabe anhand der approximierten Ober-
fla¨chen geeignete Greifpose zu generieren, welche anhand der durch die Polygon-
netze definierten Oberfla¨chennormalen gefunden werden. Da aber insbesondere
die Ra¨nder eines Greifkandidaten durch andere in der Szene vorhandene Objek-
te beschra¨nkt sein ko¨nnen, ist nicht jeder Punkt auf einer Oberfla¨che garantiert
greifbar. Denn ein Schrankgriff ist zum Beispiel an einer Seite an einem Schrank
befestigt, sodass die Hand nur aus bestimmten Richtungen angesetzt werden
kann. Daher werden hier durch Hindernisse unerreichbare Greifposen mit einer
U¨berpru¨fung erkannt und aussortiert.
Griffselektion. Um den Aufwand zur Planung einer erfolgreichen Greifbewegung ge-
ring zu halten, werden mit Hilfe dieser Funktion alle im vorherigen Schritt gene-
rierten Griffe anhand von Erreichbarkeitstabellen bezu¨glich ihrer physikalischen
Erreichbarkeit untersucht und bewertet. Diese Erreichbarkeitstabellen werden auf
Basis von NAOs Freiheitsgraden (DOF) und dessen Beweglichkeit oﬄine vor-
berechnet und als Repra¨sentation im Speicher vorgehalten. Des Weiteren wer-
den bei der Griffselektion nicht nur mo¨gliche Handposen, sondern auch mo¨gliche
Oberko¨rperposen in Betracht gezogen. Daher werden in diesem Schritt mo¨gliche
Ganzko¨rperposen anhand mo¨glicher Handposen bewertet und das Anfahren ei-
ner solchen Oberko¨rperpose veranlasst. In dem Fall, dass fu¨r keinen Griff eine
physikalische Erreichbarkeit festgestellt werden kann, so wird dieses an die Ex-
ploration gemeldet, welche dann weitere Ansichten berechnet, um die Szenerie
na¨her zu untersuchen.
Greifbewegungsplanung. Falls bei der Griffselektion physikalisch erreichbare Griffe
verifiziert wurden, ist der letzte Schritt die tatsa¨chliche Planung einer Greifbewe-
gung. Dabei wird mit Hilfe eines A* Algorithmus auf Basis der Erreichbarkeitsta-
bellen unter Einbeziehung von Hindernissen ein optimaler Handpfad gesucht. Ein
so gefundener Handpfad wird anschließend in einen Be´zierpfad umgewandelt, um
eine glatte Bewegung zu erreichen und danach an die Bewegungssteuerung als
Bewegungsplan u¨bergeben. Da NAO in seiner Beweglichkeit stark eingeschra¨nkt
ist und es somit in den Randbereichen des Arbeitsraums zu großen Bewegungsein-
schra¨nkungen kommt, ko¨nnen Hindernisse die Erreichbarkeit bestimmter Griffe
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verhindern, sodass in sehr seltenen Fa¨llen kein Handpfad gefunden werden kann.
In dem Fall erfolgt wie bei der Griffselektion eine Ru¨ckmeldung an die Explorati-
on, welche dann veranlasst, dass die Szenerie zum Finden anderer Greifkandidaten
weiter untersucht wird.
4.3 Systemausru¨stung
Da es einer der Beitra¨ge dieser Arbeit ist, dass das gesamte System auf einem ko-
stengu¨nstigen humanoiden Roboter online ausgefu¨hrt werden kann, will ich im Folgen-
den einen U¨berblick u¨ber dessen Hardware und den damit verbundenen Problemen
geben. Der verwendete Roboter ist dabei der NAO V4 der Firma Aldebaran Robotics
([50]), welcher mit einem 1,6GHz Intel ATOM Prozessor (Z530) bei 1GB Arbeitsspei-
cher sowie 2GB Festplattenspeicher ausgestattet ist.
Folglich ist sein Prozessor vielen anderen Robotersystem deutlich unterlegen. Außerdem
handelt es sich bei dem Prozessor um einen Single Core, sodass eine Beschleunigung
durch paralleles Rechnen wie mit openMP nicht verwendet werden kann. Leider verfu¨gt
er auch nicht u¨ber eine Grafikkarte, sodass dorthin auch keine Berechnungen ausgela-
gert werden ko¨nnen. Rundum betrachtet ist ein heutiges Mobiltelefon leistungssta¨rker
als NAO, was wahrscheinlich am deutlichsten die Herausforderung meiner Arbeit un-
terstreicht.
4.3.1 Aktuatoren
Bei NAO V4 sind drei verschiedene Motorentypen mit jeweils einer langsameren und
einer schnelleren U¨bersetzung verbaut. Die einzelnen Typen unterschieden sich dabei
in ihrem Haltemoment sowie der Umlaufsgeschwindigkeit, sodass also unterschiedlich
kra¨ftige Motoren verbaut sind. Insgesamt verfu¨gt NAO u¨ber 25 Motoren, welche u¨ber
das hardwarenahe Betriebssystem des Herstellers mit einer zweiten nicht na¨her spezi-
fizierten CPU koordiniert werden.
Im Detail (vgl. Abbildung 4.3) sind jeweils fu¨nf Motoren vom sta¨rksten Typ mit einem
Haltemoment von ca. 68mNm und einem Nennmoment von 16,1mNm pro Bein ver-
baut. Dabei wurde insbesondere fu¨r das Kniegelenk sowie die Kippgelenke an Fu¨ßen
und Oberschenkel die etwas langsamere und somit sta¨rkere U¨bersetzung gewa¨hlt, da
hier voraussichtlich die meisten Kra¨fte wirken.
In NAOs Armen sind jeweils sechs Motoren verbaut, wobei davon jeweils vier Motoren
vom Typ 2 sind. Dabei handelt es sich um einen etwas schwa¨cheren Motor im Vergleich
zum Motor Typ 1, sodass hier nur 14,3mNm Haltemoment sowie 6,2mNm Nennmo-
ment wirken. Letztlich sind Motoren vom Typ 3 die schwa¨chsten Motoren, welche u¨ber
einen Haltemoment von 9,4mNm sowie einen Nennmoment von 4,9mNm verfu¨gen. Sie
sind jeweils in den Handgelenken sowie zum Schließen der Hand zusta¨ndig. Dabei wer-
den alle drei Finger u¨ber Seilzu¨ge von nur einem Motor gesteuert, sodass alle Finger
nur gleichzeitig bewegt werden ko¨nnen. Außerdem sind die Finger nur richtig fest, wenn
die Hand komplett geschlossen ist, da sie ja an Seilen befestigt sind. Es gibt leider keine
Sensoren, die die Stellung der Finger messen ko¨nnen.
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Abbildung 4.3 NAOs Motoren mit Drehachsen und Motorentypen (Bild:
Aldebaran Robotics [50]).
Bei der Anordnung der Motoren findet sich bei NAO im Vergleich zu vielen anderen
Robotern eine Besonderheit, denn seine Hu¨fte wird nur durch einen einzelnen Motor
kontrolliert (HipYawPitch in Abbildung 4.3). Da dieses Gelenk fu¨r die Umdrehung
der Beine um ihre eigene Achse zusta¨ndig ist, heißt das also, dass beide Beine nur
gleichzeitig nach außen oder nach innen gedreht werden ko¨nnen. Da ich in meiner
Arbeit davon ausgehe, dass beide Fu¨ße des Roboters stationa¨r bleiben, ist dieses fu¨r
die Bewegungen, die der Roboter vollfu¨hren soll, kein weiteres Hindernis.
Durch diesen Aufbau entsteht aber trotzdem ein gro¨ßeres Problem, da die Stellungen
der Hu¨fte nicht korrekt gemessen werden ko¨nnen. Da ja ganz offensichtlich zwischen
Motor und den beiden Rotationsachsen ein Getriebe verbaut ist, so kann man anneh-
men, dass da auch potenziell nicht messbares Spiel vorhanden ist. Da nun aber die
Hu¨fte ein wichtiges Glied in der kinematischen Kette ist, die hier auch verwendet wird,
um die Oberko¨rperpose zu scha¨tzen, ist dabei auch mit Abweichungen zu rechnen.
Eine weitere Besonderheit ist, dass der Arm nur 5-DOF aufweist, sodass die Orien-
tierung der Hand bei festem Oberko¨rper nicht unabha¨ngig von der Position gewa¨hlt
werden kann. Das letzte Gelenk der Kette ist dabei das Handgelenk, welches um die
Richtung des Unterarms dreht, sodass im Kern fu¨r Position und Richtung des Unter-
arms nur 4-DOF statt 5-DOF zur Verfu¨gung stehen.
4.3.2 Maße und Gewichte
NAOs Gesamtgewicht betra¨gt ca. 5,2 kg, wovon allein der Torso inklusive der Batterie
in etwa ein Fu¨nftel ausmacht. Des Weiteren wiegt ein kompletter Arm von der Schulter



























Abbildung 4.4 U¨berblick u¨ber NAOs Maße und Gewichte.
ca. 1,2 kg und der Kopf ca. 0,6 kg.
NAOs Spannweite bei ausgestreckten Armen betra¨gt ca. 60 cm, wobei jeder Arm von
der Schulter bis zur Handinnenfla¨che 20 cm lang ist. Das heißt greifbare Objekte mu¨ssen
sich innerhalb eines maximalen Radius von ca. 20 cm zur Schulter befinden oder zum
Beispiel durch das Neigen des Oberko¨rpers dahin transportiert werden.
Letztlich sind NAOs Beine im ausgestrecktem Zustand in etwa 24 cm lang, was zusam-
men mit dem Oberko¨rper mit einer La¨nge von in etwa 18 cm den Arbeitsraum der Hand
deutlich erho¨ht. Genauere Angaben zu Maßen und Gewichten finden sich in Abbildung
4.4.
4.3.3 Integrierte Sensoren
NAO verfu¨gt u¨ber eine ganze Reihe von Sensoren, die fu¨r diese Arbeit eher sekunda¨r
oder gar nicht von Bedeutung sind und aus diesem Grund nicht na¨her spezifiziert
werden. Neben zwei Kameras, Ultraschallsensoren und Bodenkontaktsensoren (Force
Sensitive Resistors), welche ich gar nicht fu¨r meine Arbeit verwende, verfu¨gt NAO auch
u¨ber drei Beschleunigungssensoren (x-, y- und z-Achse), sowie zwei Gyroskope (x- und
y-Achse). Diese dienen mir zur Scha¨tzung der Oberko¨rperlage, wobei ich eine vom
Hersteller bereitgestellte Routine ([50]) verwende. Des Weiteren verfu¨gt jeder verbaute
Motor auch u¨ber einen Sensor, der die Stellung eines Motors mit einer Pra¨zision von 0,1◦
angeben kann, wobei aber ein vermutlich deutlich gro¨ßerer Fehler durch Gelenkspiel
hinzukommt.
4.3.4 Tiefensensor
Zur Erfassung der Umgebung habe ich meinen NAO mit einem 2-D Laserscanner aus-
gestattet. Dazu habe ich einen Hokuyo URG04-LX Scanner verwendet, der nach Spezi-
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Abbildung 4.5 Entwickelte Laserscannerhalterung fu¨r einen HokuyoURG04-LX
Scanner.
fikation ([51]) u¨ber eine Scanbreite von 240◦, eine Messreichweite zwischen 20mm und
4000 mm, sowie einer Winkelauflo¨sung von 0,36◦ verfu¨gt. Ein einzelner Laserstrahl er-
reicht dabei eine Auflo¨sung von 1mm. Die Pra¨zision ist im gesamten Messbereich eines
Strahls (20mm bis 4000mm) mit einer Abweichung von ca. ±3% angegeben und ein
kompletter Scan wird innerhalb von 100ms (10Hz) aufgenommen.
Obwohl Aldebaran neben NAO auch Zubeho¨r wie einen speziellen Kopf mit Laserscan-
nerhalterung anbietet, wurde speziell fu¨r diese Arbeit eine eigene Halterung entwickelt.
Dies begru¨ndet sich darin, dass der Laserscanner so an dem Kopf angebracht werden
muss, dass Scans im Nahbereich, also im Arbeitsbereich der Hand, ermo¨glicht werden
ko¨nnen. Dieses ist jedoch bei der vom Hersteller angebotenen Version nicht der Fall,
da dabei der Laserscanner so angebracht ist, dass sich die Laserebene parallel zur Bo-
denebene befindet, wenn die Motoren des Roboterkopfs in Nullstellung sind. Da laut
Hersteller die maximalen Stellungen des Kippgelenks im Nacken nach vorne bei ca.
29◦ und nach hinten bei ca. −38◦ liegen, wird mit diesem Aufbau der von der Hand
erreichbare Bereich nahezu ausgeschlossen.
Aus diesem Grund habe ich eine Laserscannerhalterung aus kleinen Metallprofilen und
Kunststoffplatten entwickelt, die einen Scanner bei einer Neigung von ca. 45◦ am Kopf
des Roboters befestigt (Abbildung 4.5). Dabei habe ich versucht mo¨glichst wenige
und leichte Materialien zu verwenden, um das zusa¨tzliche Gesamtgewicht von Scanner
und Halterung so klein wie mo¨glich zu halten, sodass spa¨ter die Nackenmotoren nicht
u¨berbelastet werden. Dieses liegt trotzdem bei ca. 400g, was auf der in Abbildung 4.4
dargestellten Massenverteilung noch hinzukommt.
In den Arbeiten von Okubo et al. [52] und Kneip et al. [53] wird die Genauigkeit
des verwendeten Scanners bei verschiedenen Aufnahmewinkeln und Untergru¨nden un-
tersucht. Eines der Ergebnisse beider Arbeiten ist, dass insbesondere gla¨nzende oder
sehr dunkle Oberfla¨chen zu sehr hohen Messungenauigkeiten fu¨hren, sodass diese mit
diesem Laser gar nicht verwendbar sind.
Des Weiteren wird herausgestellt, dass der Einfallwinkel des Lasers auf der Oberfla¨che
eine große Rolle bezu¨glich der Genauigkeit spielt, sodass bei steigendem Winkel die
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Genauigkeit abfa¨llt. Die Autoren stellen fest, dass besonders ab Einfallwinkeln gro¨ßer
30◦ die Genauigkeit so stark abfa¨llt, dass die Daten nahezu nicht mehr verwendbar
sind.
Auch in meiner Arbeit kommt es diesbezu¨glich zu Problemen, insbesondere dann, wenn
sich ein la¨ngliches Objekt senkrecht stehend nahe vor dem Roboterko¨rper befindet.
Denn in diesem Aufbau ist der Laserscanner besonders ungu¨nstig am Kopf angebracht,
sodass bei einer initialen Umgebungsaufnahme viele Daten als unbrauchbar herausge-
filtert werden, was weitere Umgebungsaufnahmen aus anderen Perspektiven zur Folge
hat oder Artefakte in der Karte erscheinen.
Daru¨berhinausgehend wird von Okubo das sogenannte Mixed-Pixel Problem unter-
sucht, das mit dem verwendeten Laser eher ha¨ufig und bei beliebigen Distanzen auf-
tritt. Dieses Problem tritt per Definition immer an Oberfla¨chenkanten auf, wobei von
einem Laserstrahl sowohl Kante als eine weiter dahinter liegende Oberfla¨che gemessen
wird. Das Resultat ist eine Messung, die zwischen den beiden wahren Distanzen liegt.
Trotz der kleineren Probleme des verwendeten Laserscanners la¨sst sich kaum ein an-
derer kleiner Sensor finden, der im Arbeitsbereich von bis zu 30 cm eine a¨hnliche hohe
Auflo¨sung aufweist. Der Arbeitsbereich der wohlbekannten Kinect ([54]) hat zum Bei-
spiel einen Arbeitsbereich von 0,8m bis 3,5m, der sich unter Einschra¨nkungen maximal
auf 0,5m bis 9,7m erweitern la¨sst. Da NAO ca. 64 cm hoch ist, wa¨ren damit also nur
Objekte im Bereich vom Fußboden bis zum Knie erkennbar.
Eine Alternative wa¨re die PMD CamBoard Nano Tiefenbildkamera ([55]), die nicht
nur besonders klein und leicht ist, sondern auch u¨ber einen Arbeitsraum von 0m bis
2m verfu¨gt und somit perfekt fu¨r NAO wa¨re. Jedoch ist die Auflo¨sung horizontal im
Vergleich zum Hokuyo Laserscanner etwas grober. Denn bei einem Sichtfeld von 90◦ x
68◦ und einer Auflo¨sung von 160x120 Pixeln betra¨gt der Abstand zwischen den Pixeln
in etwa 0,56◦.
Bei großer Lichteinstrahlung ko¨nnen Lens-Flare Effekten beziehungsweise Zerstreu-
ungseffekten auftreten, welche in der Arbeit von Hertzberg et. al [56] zur Erstellung
eines Sensormodells fu¨r die CamBoard Nano untersucht werden. Im Vergleich dazu ist
der von mir verwendete Hokuyo Laserscanner wie in der Arbeit von Kneip et al. [53]
festgestellt wird, eher robust gegenu¨ber Lichteinfall.
4.4 Systemanforderung
In einem System, das in der Lage ist selbststa¨ndig Szenen zu explorieren und vorher
unbekannte Objekte zu greifen, sollten eigentlich keine Anforderungen an das Objekt
gestellt werden. Da aber, wie im vorherigen Abschnitt beschrieben, NAO u¨ber einige





Griffe ko¨nnen nach Trinkle [57] und Borst et. al [58] in zwei Hauptkategorien unterteilt
werden: formumschließend und kraftumschließend.
Dabei ist ein formumschließender Griff eigentlich nur eine spezielle Form eines kraftum-
schließenden Griffs, na¨mlich genau dann, wenn ein Objekt so umgriffen wird, dass die
Finger keinerlei Kraft auf das Objekt ausu¨ben, aber der Griff trotzdem nicht durch
externe Sto¨rkra¨fte gebrochen werden kann. Das heißt also, dass durch die reine Posi-
tionierung der Finger jegliche Bewegung des Objekts verhindert wird. Ein solcher Griff
ist immer stabil.
Kraftumschließende Griffe hingegen sind Griffe, bei denen die wirkenden Kra¨fte an
einigen wenigen Kontaktpunkten, also der Fingerpositionen, in der Lage sind, a¨ußere
Sto¨rungen wie der Schwerkraft entgegen zu wirken. So eine Kontaktkraft besteht aus
Andruckkraft und Reibungskraft, die von der Andruckkraft abha¨ngt. Das heißt also,
dass die Kraft an den Kontaktpunkten ausreichend groß sein muss, um jegliche Ob-
jektbewegung und somit einen Bruch des Griffes zu verhindern. Also reicht bei einem
solchen Griff die reine Positionierung der Finger ohne Krafteinwirkung nicht aus, damit
ein Griff stabil ist.
NAOs Finger sind auf Grund der Seilzugkonstruktion nur im komplett geschlossenen
Zustand in der Lage tatsa¨chlich Kraft auszuu¨ben. Ist die Hand nur halb geschlossen
oder geo¨ffnet, so sind die Seilzu¨ge schlaff und somit auch die Finger. Das bedeutet, dass
das Halten eines Objekts zwischen zwei Fingern nur mit maximaler Kraft ausgefu¨hrt
werden ko¨nnte.
Da es keine Sensoren zur Messung der Fingerstellungen gibt und der Wechsel von
schlaffen Fingern zu strammen Fingern in unvorhersehbaren Fingerposen resultiert,
erscheinen somit kraftumschließende Griffe eher unmo¨glich. Somit sollen in meiner
Arbeit nur formumschließende Griffe ausgefu¨hrt werden, was hier Griffe sein sollen, bei
denen NAO Objekte zwischen Handinnenfla¨che und Fingern bei voller Krafteinwirkung
verklemmt.
4.4.2 Objektspezifikation
Auf Grund der beschriebenen Sensorik, sowie NAOs Ha¨nden, mu¨ssen greifbare Objekte
einige Randbedingungen einhalten. Zum einen sollte die Objektoberfla¨che matt, struk-
turarm und undurchsichtig, sowie von heller Farbe sein, da es andernfalls zu gro¨ßeren
Fehlmessungen des Laserscanners kommen kann. Des Weiteren ko¨nnen sehr filigrane
Objektteile auf Grund der Pra¨zision des verwendeten Laserscanners nicht oder nur un-
ter Umsta¨nden erfasst werden. Somit sollten greifbare Objektteile also im Durchmesser
nicht zu klein sein, um den Anforderungen des Sensors zu genu¨gen.
Auf Grund der Einschra¨nkungen, der NAOs Ha¨nde unterliegen, muss ein Objekt in die
Hand des Roboters passen, damit es umschließend gegriffen werden kann. Also ist ein
potenziell greifbares Objekt in seiner Form beschra¨nkt. Allerdings nur insofern, dass
ein greifbares Objekt einen ausreichend langen Teil enthalten muss, der umgreifbar und
freistehend ist. Das heißt, dass der Durchmesser nicht zu groß ist und er umgeben von
einem zylindera¨hnlichen Bereich aus freiem Raum ist.
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Abbildung 4.6 Auswahl an Objekten, die u¨ber Regionen verfu¨gen, die NAO
komplett umgreifen kann.
Konkret bedeutet das also fu¨r ein Objekt, dass es zum einen seine Oberfla¨chenbeschaf-
fenheit die Aufnahmequalita¨t des Laserscanners nicht sto¨rt und aus diesem Grund
strukturarm, von heller Farbe, nicht spiegelnd und undurchsichtig ist und zum ande-
ren einen greifbaren Teil hat, der folgenden Kriterien gerecht wird:
• Durchmesser von 1,5 cm - 2,5 cm
• Mindestla¨nge von 6,0 cm
• Maximaler Kru¨mmungsradius von 0,33 cm
• Minimaler Freiraum zur Oberfla¨che von mindestens 2 cm
Auf Basis dieser Kriterien habe ich vier Objekte ausgewa¨hlt, deren Greifen hier expe-
rimentell untersucht wird. Dabei handelt es sich, wie auch in Abbildung 4.6 zu sehen






In diesem Kapitel stelle ich die beiden wichtigsten Grundfunktionalita¨ten des Systems
vor. Dabei beginne ich in Abschnitt 5.1 mit der Bewegungssteuerung, die Trajektorien
in kartesischen Koordinaten fu¨r verschiedene Ko¨rperteile entgegennimmt und anhand
der inversen Kinematik (Abschnitt 5.1.3) in Gelenkwinkel umsetzt. Dabei kommt eine
geometrische Lo¨sung zum Einsatz.
In Abschnitt 5.2 stelle ich das Prinzip der Erreichbarkeitstabellen vor, welche inspiriert
durch die Arbeit von Zacharias et al [46] und [59], erreichbare Ko¨rperteilposen entha¨lt.
Diese Erreichbarkeitstabellen stellen eine wichtige Voraussetzung fu¨r die in den Ka-
piteln 6 und 7 vorgestellten Bewegungsplanungen dar. Denn anhand dieser Tabellen
kann nicht nur die Selektion erreichbarer Griffe (Abschnitt 7.3) erheblich beschleunigt
werden, sondern auch die Bewegungsplanung, indem zum Beispiel in Abschnitt 7.4 eine
Erreichbarkeitstabelle die Basis fu¨r eine A*-Suche bildet.
Da entgegen vieler Arbeiten, die eine Ansichtenplanung anhand einer sogenannten View
Sphere vornehmen, in meinem Ansatz die Erreichbarkeit einer Laserscannerpose eine
große Rolle fu¨r den Erfolg der Ansichtenplanung spielt, so dient mir dazu eine Er-
reichbarkeitstabelle als Basis. Dabei ko¨nnen einzelne erreichbare Laserscannerposen
bezu¨glich ihres Informationszuwachses gezielt bewertet werden.
5.1 Roboterbewegungen
Meine in [60] beschriebene trajektorienbasierte Bewegungssteuerung, wurde fu¨r die-
se Arbeit so weiterentwickelt, dass komplette Bewegungspla¨ne bezu¨glich bestimmter
Roboterko¨rperteile wie zum Beispiel den Ha¨nden, des Kopfs oder des Oberko¨rpers ent-
gegengenommen werden, die dann nacheinander abgearbeitet werden. Ein sogenannter
Bewegungsplan besteht dabei aus einer Anzahl Einzelphasen, welche als Be´zierkurve





Die Bewegungspla¨ne werden von unterschiedlichen Modulen des Gesamtsystems er-
zeugt und an die Bewegungssteuerung u¨bergeben. Zum Beispiel erstellt die Greifpunk-
terkennung Bewegungspla¨ne fu¨r den Oberko¨rper und den Kopf, welche geeignet sind,
um ein Objekt aus anderen Perspektiven zu betrachten und die Greifplanung dann
Pla¨ne fu¨r den Oberko¨rper und die Hand, welche dazu geeignet sind, bestimmte Greif-
punkte mit der Hand zu erreichen.
Insgesamt ko¨nnen Bewegungspla¨ne parallel fu¨r bis zu vier verschiedene Ko¨rperteile
erzeugt und unabha¨ngig voneinander von der Steuerung umgesetzt werden: einen fu¨r die
linke Hand, einen fu¨r die rechte Hand, einen fu¨r den Kopf und einen fu¨r den Oberko¨rper.
Dabei besteht ein Bewegungsplan fu¨r eine Hand jeweils aus einer 7-D Trajektorie fu¨r
die Bewegung (6-D) und fu¨r den Zustand (1-D), der angibt, ob die Hand geo¨ffnet oder
geschlossen ist. Des Weiteren besteht der Oberko¨rperplan aus einer 5-D Trajektorie
fu¨r die translatorische Bewegung (3-D) und die Richtung (2-D) und der Kopfplan
nur aus einer 2-D Trajektorie fu¨r seine Richtung. Ein Bewegungsplan eines einzelnen
Ko¨rperteils steht in keiner Abha¨ngigkeit zu den Bewegungspla¨nen anderer Ko¨rperteile,
sodass unterschiedliche Ko¨rperteile unabha¨ngig voneinander bewegt werden ko¨nnen.
Konkret ist ein Bewegungsplan durch mehrere zusammengesetzte kubische
Be´zierkurven (Formel 5.1) definiert. Dabei bezeichnet ∆t einen Zeitraum in Millise-
kunden, der auf ein Intervall abgebildet wird, fu¨r den gilt 0 ≤ t ≤ 1. Des Weiteren
werden, die beiden ersten Kontrollpunkte p0,i und p1,i einer aktuell abzufahrenden Kur-
ve bi(ti) jeweils durch die letzten beiden Kontrollpunkte p3,i−1 und p2,i−1 der vorherigen
Kurve bi−1(ti−1) definiert, um mindestens zweimal stetige Differenzierbarkeit in jedem
Punkt gewa¨hrleisten zu ko¨nnen und somit keine ruckartigen Beschleunigungsa¨nderun-
gen akzeptieren zu mu¨ssen. In dem Fall i = 0, es existiert also zu einer Kurve keine
Vorga¨ngerkurve, werden die Kontrollpunkte durch die aktuell angefahrenen Ko¨rper-
teilposen initialisiert, sodass pro Bewegungsplanphase jeweils nur die beiden letzten














Die Hauptaufgabe der Bewegungssteuerung ist es Bewegungspla¨ne, welche die Bewe-
gung von Gliedmaßen in kartesischen Koordinaten beschreiben, in Gelenkwinkelsa¨tze
umzusetzen. Dazu erha¨lt sie, wie auch in Algorithmus 1 skizziert wird, neue Bewe-
gungspla¨ne (motionP lan[]) und ha¨ngt sie, unter Einhaltung der Formel 5.1, ans Ende
des jeweils aktuell auszufu¨hrenden Plans currentP lan[j] des Ko¨rperteils j an. Dabei
geben jointMeasured[] die gemessenen Gelenkwinkel und jointCommanded[] die zu




procedure run(jointMeasured[], motionPlan[], jointCommanded[], currentPlan[])
for j ← 0 . . . 3 do
append(currentPlan[j], motionPlan[j])
t← (currentT ime− currentP lan[j].startT ime)/currentP lan[i].first().∆t
calcInvKin(currentPlan[j].first().b(t), jointCommanded[])
if t ≥ 1 and !currentP lan[j].empty() then
currentP lan[j].popF irst()
currentP lan[j].startT ime← currentT ime
addController(jointMeasured[], jointCommanded[])
Der aktuelle Plan currentP lan[j] eines Ko¨rperteils entha¨lt neben der Liste der Bahn-
kurven einen Zeitstempel startT ime, welcher angibt, wann damit begonnen wurde,
die jeweils erste Bahnkurve in der Liste abzuarbeiten. Anhand von diesem Zeit-
stempel, der aktuellen Zeit currentT ime und der Gesamtdauer der aktuellen Kur-
ve currentP lan[j].f irst().∆t kann dann der Fortschritt auf der Bahnkurve b(t) mit
0 ≤ t ≤ 1 berechnet werden (Formel 5.1).
Das Ergebnis von b(t) stellt die zu setzende Pose des zugeho¨rigen Ko¨rperteils dar.
Anhand dieser Pose kann dann mit Hilfe der inversen Kinematik die tatsa¨chliche Ge-
lenkwinkelkonfiguration der kinematischen Kette des Ko¨rperteils berechnet, welche als
jointCommanded[] an das hardwarenahe Steuerungsprogramm weitergegeben wird.
Immer dann wenn das Ende einer Bahnkurve b(t) erreicht wurde, also t ≥ 1, wird diese
aus dem aktuellen Plan entfernt, sodass die folgende Kurve dann an erster Stelle der
Liste steht und die Ausfu¨hrung mit dieser Kurve fortgesetzt werden kann. Sobald keine
weiteren Kurven mehr verfu¨gbar sind, verbleiben jeweils die vorherigen Gelenkwinkel in
der Datenstruktur jointCommanded[], sodass das zugeho¨rige Ko¨rperteil des Roboters
an der aktuellen Stelle anha¨lt, solange bis ein neuer Plan dafu¨r erhalten wird.
Da es insbesondere in den Armgelenken zu einem sehr großen Spiel von bis zu 5◦
kommen kann (vgl. [61]), werden die berechneten Gelenkwinkel am Ende des Durchlaufs
anhand eines I-Regler aus den Formeln 5.2 und 5.3 korrigiert. Dabei wird die Stellgro¨ße
u(t) zum Zeitpunkt t anhand des integrierten Fehlers e(t) und einem konstanten Faktor
kI bestimmt. Der Fehler wird dabei aus dem im vorherigen Zeitschritt berechneten
Gelenkwinkel fu¨r ein Gelenk g und dem zuletzt tatsa¨chlich gemessenen Wert ermittelt.
Dieser Regler wurde gewa¨hlt, da er die Abweichung zum einen vollsta¨ndig eliminieren
kann und zum anderen sehr langsam regelt. Eine langsame Regelung ist hier erwu¨nscht,




e(t)dt e(t) = jointCommanded[g]t−1 − jointMeasured[g]t (5.2)
newJointCommanded[g](t) = jointMeasured[g]t + u(t) (5.3)
5.1.3 Inverse Kinematik
In meiner Arbeit setze ich fu¨r alle inversen Kinematiken geometrische Lo¨sungen ein, da
sich diese unter den mir hier vorliegenden Bedingungen sehr einfach berechnen lassen.
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Da auf Grund der 2-DOF des Kopfes keine inverse Kinematik notwendig ist, stelle ich
im Folgenden nur meine Lo¨sungen fu¨r die Oberko¨rperpose sowie Handpose vor.
Oberko¨rperpose
In meinem Ansatz nehme ich an, dass die Fu¨ße des Roboters stationa¨r und parallel
zur Bodenebene sind. Das heißt, dass sich die Fußposen in Ausrichtung und Positi-
on in Relation zum Ursprung (vgl. Abbildung 5.1) nicht vera¨ndern sollen. Da eine
Oberko¨rperpose einerseits in Relation zum Ursprung, aber auch anderseits in Relation
zu den Fu¨ßen betrachtet werden kann, so ko¨nnen umgekehrt zwei Fußposen auch in
Relation zur Oberko¨rperpose betrachtet werden. Somit gilt es also zwei Fußposen in
einem von einer bestimmten Oberko¨rperpose UT definierten Koordinatensystem zu fin-
den, die sich einerseits an den festen Posen UFl und
UFr (6-D) in Relation zum Ursprung
befinden und andererseits eine kinematische Kette definieren, die den Oberko¨rper an
die gesuchte Pose verschiebt.
Folglich ist der erste Schritt der inversen Kinematik die Fußposen in dem Koordinaten-
system der gesuchten Oberko¨rperpose auszudru¨cken. In Formel 5.4 wird diese Umfor-
mung zuna¨chst nur fu¨r die translatorische Position eines Fußes T f relativ zur Torsopose
berechnet, dabei bezieht sich Ut immer auf die einzelnen translatorischen Komponen-
ten (t = [txtytz]
⊤) der Torsopose UT und U f auf die translatorischen Komponenten der
Fußpose UFl. Des Weiteren geben trotX , trotY und trotZ die Rotationswinkel des Torsos
um die jeweilige Achse in dem Ursprungskoordinatensystem an. Ich gebe hier nur die
Lo¨sung fu¨r den linken Fuß an, da die Lo¨sungen fu¨r den rechten Fuß analog dazu erfolgt.
Formel 5.5 errechnet daher die translatorische Position des linken Fußes relativ zu
der Position des ersten Beingelenks der kinematischen Kette, von da an die inverse
Kinematik sehr einfach geometrisch gelo¨st werden kann.
T f =
1 0 00 − cos trotX sin trotX
0 − sin trotX − cos trotX
 − cos trotY 0 − sin trotY0 1 0
− sin−trotY 0 − cos trotY
 (−Ut− U f) (5.4)




Bei dem verwendeten Robotermodell ist die Nullstellung das Gelenkes Leg1 so definiert,
dass die Drehachse von Leg0 zuna¨chst nicht senkrecht auf Leg1 und Leg2 steht. Des-
wegen mu¨sste im na¨chsten Schritt dem bisher noch unbekannten Winkel des Gelenks
Leg1 ein Versatz von 45◦ addiert werden (und am Ende der Berechnung wieder abge-
zogen werden), sodass die Drehachsen von Leg1, Leg2 und Leg0 einen gemeinsamen
Schnittpunkt ha¨tten, also schlicht die Nullstelle von Leg1 verschoben ist.
In diesem Fall wu¨rde na¨mlich die Drehachse von Leg0 senkrecht auf den Drehachsen von
Leg1 und Leg2 stehen und somit die Rotation des Fußes um die Z-Achse des Fußgelenks






































Abbildung 5.1 Darstellung der zur lo¨senden kinematischen Kette einer
Oberko¨rperpose im globalen Koordinatensystem.
Ansatz nicht erwu¨nscht ist, muss hier, anders als in der in [62] beschriebenen und zum
Großteil hier verwendeten Methode, dieser Schritt nicht gemacht werden, sodass das
Gelenk Leg0 bei 0◦ als fest angenommen werden kann.
Mit den Transformationen aus 5.4, und 5.5 kann nun also direkt θLeg1 berechnet werden.





aufgespannt. Der gesuchte Winkel θLeg1 la¨sst sich auf Grund des Satzes des Pythagoras
mit Hilfe des Tangens finden. Da der Arkustangens bei diametrisch entgegengesetzten










Im na¨chsten Schritt werden die Gelenkwinkel von Leg2 und Leg3 bestimmt. Dazu
wird zuna¨chst analog zu der Berechnung von θLeg1 der Winkel in Richtung der x-
Achse von leg1f berechnet. Dabei wird ein rechtwinkliges Dreieck mit den Katheten√
leg1f2y +
leg1f2z und






In Abbildung 5.2 ist das rechtwinklige Dreieck zur Berechnung von α in roter Farbe
eingezeichnet. Des Weiteren zeigt diese Abbildung ein blaues rechtwinkliges Dreieck,
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welches dazu dient, einen Winkel β zu berechnen. Der Winkel β bildet durch die Addi-
tion mit α den gesuchten Winkel θLeg2. Im Prinzip wird also zu dem Winkel zwischen
Aufha¨ngungspunkt T leg1 und leg1f ein Versatz addiert, der durch den von Leg3 verur-
sachten Knick entsteht.
Bei den Seitenla¨ngen des blauen Dreiecks in Abbildung 5.2 handelt es sich um die
La¨ngen zwischen Leg2 und Leg3 (in der Abbildung als thighLength bezeichnet), zwi-
schen Leg3 und leg1f (in der Abbildung als tibiaLength bezeichnet), sowie zwischen
Leg2 und leg1f (in der Abbildung als diagonal bezeichnet). Da es sich bei dem blauen
Dreieck nicht um ein rechtwinkliges Dreieck handelt, aber alle drei Seiten des Dreiecks
bekannt sind, ko¨nnen mit Hilfe des Kosinussatzes die gesuchten Winkel β und γ gefun-
den werden. Dazu wird β durch Einsetzen der La¨ngen in die Formel des Kosinussatzes
mit Formel 5.9 erhalten und schließlich θLeg2 durch Einsetzen von α und β in 5.10.
Da die Arkuskosinus Funktion nur umkehr-eindeutig zur Kosinus Funktion ist, wenn
Formel 5.8 gilt, wird cos β aus Formel 5.9 auf den Bereich [−1, 1] begrenzt, sodass β ∈
[0, pi] ist. Das hat den Nebeneffekt, dass nicht erreichbare Fußpositionen ausgeschlossen
werden.
arccos : [−1, 1] ↦→ [0, pi] (5.8)
cos β =
thighLength2 + diagonal2 − tibiaLength2
2thighLengthdiagonal
cos β ∈ [−1..1] (5.9)
θLeg2 = α + β (5.10)
Um im na¨chsten Schritt θLeg3 berechnen zu ko¨nnen, wird der in der Abbildung 5.2
als γ bezeichnete Winkel beno¨tigt. Wenn θLeg3 = 0, dann bilden Unterschenkel und
Oberschenkel des Roboters eine Gerade und γ = 180◦. Der gesuchte Winkel θLeg3 stellt
also die Inversion von γ dar. Somit handelt es sich bei dem gesuchten Winkel θLeg3 um
den Winkel zwischen dieser Gerade und der Seite tibiaLength des blauen Dreiecks der
Abbildung 5.2, also θLeg3 = pi − γ. Der Winkel γ wird in den Formeln 5.11 u¨ber den
Kosinussatz analog zu β berechnet.
cos γ =
thighLength2 + tibiaLength2 − diagonal2
2thighLengthtibiaLength
cos γ ∈ [−1..1] (5.11)
Als letztes mu¨ssen θLeg4 und θLeg5 berechnet werden. Da die Fu¨ße jeweils entgegenge-
setzt zum Rest des Ko¨rpers rotiert werden mu¨ssen, werden die Rotationen der bisheri-
gen Gelenke (Leg1, Leg2 und Leg3) in einer Rotationsmatrix zusammengefasst (siehe
Formel 5.12) und anschließend transponiert. Dabei bezeichnen Rx und Ry jeweils Dreh-
matrizen um die x- beziehungsweise y-Achse.
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Abbildung 5.2 Berechnung der Dreiecke, welches von Ober- und Unterschenkel
aufgespannt werden. Das rote Dreieck dient zur Berechnung von
α und das blaue Dreieck zur Berechnung von β und γ.
TA = (Rx(θLeg1)Ry(θLeg2 + θLeg3))
⊤ (5.12)
Aus der Rotationsmatrix TA wird mit Hilfe von 5.13 die Ausrichtung des Fußes um
seine Y-Achse ermittelt, um den gesuchten Winkel θleg4 zu erhalten. Dabei bezieht
sich a auf die einzelnen Komponenten der Matrix TA. Da das Ergebnis nun genau
entgegengesetzt zum Oberko¨rper rotiert ist, aber noch nicht planar auf dem Fußboden
aufsetzt, muss an dieser Stelle noch die Oberko¨rperrotation trotY addiert werden. θleg5
wird analog durch Formel 5.14 ermittelt.





−1 + trotY (5.13)





−1 + trotX (5.14)
Handpose
Die inverse Kinematik fu¨r die Ha¨nde berechnet aus einer 6-D Pose der Hand die Gelenk-
winkel der fu¨nf Armgelenke. Sie erha¨lt dabei eine translatorische Handposition (3-D)


































Abbildung 5.3 Darstellung der beiden kinematischen Ketten zur Definition der
Handposen in dem lokalen durch die Oberko¨rperpose definierten
Koordinatensystem.
Im ersten Schritt ermittle ich anhand der Rotation (TRh) und Position (
Th) der Hand
die zugeho¨rige Ellbogenposition Tel, um danach die Ausrichtung des Oberarms aus
dem resultierten Vektor ermitteln zu ko¨nnen. Dabei repra¨sentiert SRh in Formel 5.15
die Rotationsmatrix des Handkoordinatensystems in Schulterkoordinaten, wobei die
Rotation der Schulter und des Torsos in Weltkoordinaten a¨quivalent ist. Mit Hilfe
dieser Matrix und der bekannten La¨nge des Unterarms lu kann dann die Ellbogenpo-
sition in Schulterkoordinaten berechnet werden, wobei T s die Position der Schulter in
Torsokoordinaten ist.
Sel = Th− TRh
lu0
0
− T s (5.15)
In Formel 5.16, 5.17 berechne ich als na¨chstes die konkreten Gelenkwinkel fu¨r Arm0
und Arm1. Dabei beschreibt das Gelenk Arm0, wie auch in Abbildung 5.3 dargestellt
ist, eine Drehung um die y-Achse und Arm1 eine Drehung um die z-Achse. Da bei dem
Arm anders als bei den Beinen nicht alle Gelenke kollinear zu seinen Nachbargelenken
sind, muss bei 5.17 noch ein Winkelversatz subtrahiert werden. Dieser Winkelversatz
entsteht durch den Versatz ly, welcher den Abstand auf der y-Achse zwischen Ellbo-
genposition und Schulterposition angibt. Da die La¨nge des Oberarms lo bekannt ist,
kann hier ein rechtwinkliges Dreieck aufgespannt werden und anhand der Seitenla¨ngen
der Winkelversatz berechnet werden. Da es sich bei diesem Versatz um einen festen
















Um im na¨chsten Schritt in Formel 5.18 die Richtung des Unterarms Sh − Sel, wel-
che in Schulterkoordinaten vorliegt, in Ellbogenkoordinaten umzurechnen, berechne
ich zuerst die Rotationmatrix des Ellbogenkoordinatensystems in Schulterkoordinaten,
welche invertiert die Rotation von Schulterkoordinaten in Ellbogenkoordinaten angibt.
ELh = (Ry(θarm0)Rz(θarm1))
−1(Sh− Sel) (5.18)
Der resultierende Richtungsvektor ELh gibt dann die Richtung des Unterarms in Ell-
bogenkoordinaten an, was ich beno¨tige, um mit Hilfe des Arkustangens in Formel 5.19
und 5.20 die beiden Winkel θarm2 und θarm3 des Unterarms gegeben der Rotation des









Als letztes fehlt nun noch θarm4, welches die Drehung des Handgelenks definiert. Dazu
muss zuna¨chst berechnet werden, wie sich, gegeben der bisher berechneten Winkel,
die Nullstellung des Handgelenks verha¨lt. Dazu stelle ich zuna¨chst die Rotationsmatrix
SR˜h in Formel 5.22 auf, welche alle bisherigen berechneten Gelenkwinkel beru¨cksichtigt,
sodass a aus Formel 5.23 die Richtung der Nullstellung des Handgelenks angibt und
zusammen mit b eine Ebene konstruiert werden kann, die orthogonal zur der durch die
Kinematik berechneten Unterarmrichtung steht. Dabei sind die drei Einheitsvektoren













Den gesuchten Drehwinkel des Handgelenks mit Richtung c finde ich dann, indem
ich c mit a als x-Achse und b als y-Achse in Formel 5.21 auf die Ebene orthogonal
projiziere und dann mit Hilfe des Arkustangens den gesuchten Winkel θarm4 erhalte.
Dabei bezeichnen die Multiplikationen in Formel 5.21 das Skalarprodukt.
θarm4 = atan2(c · b, c · a) (5.21)
SR˜h = Ry(θarm0)Rz(θarm1)Rx(θarm2)Rz(θarm3) (5.22)
a = SR˜hj b =
SR˜hk c =
SRhj (5.23)
Diese Vorgehensweise beru¨cksichtigt alle vier Quadranten im Koordinatensystem, so-
dass zum einen nicht immer nur der kleinste Winkel zwischen zwei Vektoren berechnet
wird, sondern auch das korrekte Vorzeichen. Des Weiteren wandele ich durch die Pro-
jektion der zu setzenden Richtung c des Handgelenks eine eventuell nicht erreichbare




In dieser Arbeit werden eine Anzahl vorberechneter Tabellen bezu¨glich der Erreich-
barkeit beziehungsweise des Arbeitsraums des Laserscanners, des Oberko¨rpers sowie
der Ha¨nde verwendet. Durch die teilweise limitierte Bewegungsfreiheit der einzelnen
Ko¨rperteile erweisen sich in diesem Zusammenhang vorberechnete Tabellen insbeson-
dere dann als nu¨tzlich, wenn es darum geht festzustellen, ob bestimmte Ko¨rperteilposen
erreichbar sind, ohne fu¨r jede Pose die inverse Kinematik berechnen zu mu¨ssen. Folglich
soll hier eine Zeitoptimierung durchgefu¨hrt werden.
Die Notwendigkeit von Erreichbarkeitstabellen wird besonders deutlich, wenn man die
Bewegungsfreiheit von NAOs Ha¨nden betrachtet (vgl. Abschnitt 4.3.1). Denn NAOs
Arme verfu¨gen nur u¨ber 5-DOF statt 6-DOF, sodass nicht jede Pose erreichbar ist. Es
bietet sich also an die Erreichbarkeit der Hand vorauszuberechnen und in einer Tabelle
abzulegen.
In meinem Ansatz habe ich verschiedene Erreichbarkeitstabellen fu¨r verschiedene
Ko¨rperteile vorberechnet, welche miteinander konkateniert werden ko¨nnen, um aus
einzelnen lokalen Tabellen globale Tabellen zu berechnen. Im Mittelpunkt steht dabei
ein eher geringer Speicherverbrauch bei hoher Informationsdichte.
Des Weiteren beachte ich den Umstand, dass NAO zwar Motorstellungen mit einer
Pra¨zision von 0,1◦ messen kann, aber auf Grund seiner Beschaffenheit beim Erreichen
einer bestimmten Motorstellung eine deutlich niedrigere Pra¨zision aufweist. Insbeson-
dere bei den Armen kann es zu deutlich gro¨ßeren Abweichungen kommen. Dieses macht
die Trennung zwischen Handerreichbarkeits- und Oberko¨rpererreichbarkeitstabelle not-
wendig, denn so kann durch die Konkatenation beider Tabellen eine globale Hander-
reichbarkeitstabelle berechnet werden, man hat jedoch auch Zugriff auf die Teiltabellen.
Auf diese Weise wird zum Beispiel ein zweiphasiges Prinzip mo¨glich, bei dem zuna¨chst
grob eine Oberko¨rperpose gewa¨hlt wird, welche dann angefahren wird, um anschließend
mit tatsa¨chlich gemessenen Motorstellungen in einer detaillierten lokalen Erreichbar-
keitstabelle der Hand eine finale Handpose zu verifizieren.
5.2.1 Grundsa¨tzliche Datenstruktur
Alle Tabellen sind in a¨hnlicher Weise aufgebaut, sodass es sich jeweils um eine Diskre-
tisierung des Arbeitsraums durch einen Wu¨rfel handelt, welcher gleichma¨ßig in kleinere
Wu¨rfel unterteilt ist. Diese kleineren Wu¨rfel dienen dann als Region, welche Informa-
tionen bezu¨glich der Erreichbarkeit des Ko¨rperteils bereithalten.
Des Weiteren sind auch die mo¨glichen Richtungen pro Wu¨rfel diskretisiert, sodass der
Speicheraufwand minimiert wird. Dazu werden zuna¨chst gleichma¨ßig verteilte Punkte
auf einer Einheitskugel mit Hilfe eines Spiralalgorithmus von Saff et al. [63](Formel
5.24) in spha¨rischen Koordinaten (θ, φ), 0 ≤ θ ≤ pi, 0 ≤ φ ≤ 2pi berechnet, die dann als
diskrete Richtungen verwendet werden. Dabei ist n die Gesamtanzahl der zu berech-
neten Punkte.
Die Idee von Saff in Formel 5.24 ist es, die Kugel in n horizontale Ebenen mit 2/(n−1)
























Abbildung 5.4 Schematischer Grundaufbau der Erreichbarkeitstabellen.
entstehen. Jeder dieser Breitengrade entha¨lt genau einen Spiralpunkt, wobei jeweils
der erste und der letzte Breitengrad einem der zwei Pole entspricht. Um nun den k-ten
Spiralpunkt zu erhalten, wird aufwa¨rts von Punkt (θk−1, φk−1) entlang des zugeho¨rigen
Großkreises, also dem La¨ngengrad, zum na¨chsten Breitengrad gesprungen und dann
auf diesem gegen den Uhrzeigersinn eine von k abha¨ngige Distanz weitergelaufen, um
Punkt (θk, φk) zu erreichen.
θk = cos
−1 hk hk = −1 + 2(k − 1)









(mod2pi) 2 ≤ k ≤ n φ1 = φn = 0
(5.24)
Da, wie in den folgenden Abschnitten 5.2.2 und 5.2.3 beschrieben, alle Ko¨rpertei-
le immer u¨ber eine translatorische Position und mindestens eine Richtung verfu¨gen,
speichert eine Erreichbarkeitstabelle fu¨r jeden Wu¨rfel, ob dieser mit einer Ko¨rperteil-
richtung k mit 0 ≤ k ≤ n erreicht werden kann. Eine schematische Abbildung zur
verwendeten Datenstruktur ist dazu in Abbildung 5.4 dargestellt.
In dieser Abbildung repra¨sentiert der große Wu¨rfel den gesamten translatorischen Er-
reichbarkeitsraum und jeder Teilwu¨rfel eine erreichbare translatorische Region. Jeder
dieser Wu¨rfel entha¨lt einen 32-Bit und einen 16-Bit Integer, die als Zeiger auf einen
Speicherbereich in einem Datenarray dienen. Innerhalb dieses Datenarrays liegen alle
Information aller erreichbaren Wu¨rfel hintereinander, wobei hier pro Wu¨rfel eine unter-
schiedlich große Anzahl von 16-Bit Integern abgelegt ist. Jeder dieser Eintra¨ge ist ein
Verweis auf einen u¨ber die Spiralpunkte (Formel 5.24) berechneten Richtungsvektor,
welcher die Richtung des Ko¨rperteils angibt.
Unter Verwendung dieser Struktur kann eine Tabelle problemlos um weitere Daten-
elemente erweitert, sowie in eine Datei ausgelagert werden. Zudem ko¨nnen Abfolgen
gleicher Richtungsvektoren im Datenarray gefunden und u¨berlagert werden, wodurch




Die Erreichbarkeitstabelle des Oberko¨rpers ist eine Diskretisierung des Arbeitsraums in
10mm große Wu¨rfel, wobei jeder Wu¨rfel eine erreichbare Translation des Oberko¨rpers
repra¨sentiert. Fu¨r jeden Wu¨rfel, also eine erreichbare translatorische Oberko¨rperposi-
tion, werden außerdem die mo¨glichen Rotationen des Oberko¨rpers als Richtungsvektor
gespeichert. Dabei ist der Ursprung der Tabelle so definiert, dass er dem mittleren
Punkt in der Bodenebene zwischen den Fu¨ßen entspricht.
Des Weiteren sind nur solche Oberko¨rperposen erlaubt, bei denen die Fu¨ße stationa¨r
in Translation und Rotation bleiben, also sich nicht von oder auf der Stelle bewegen.
Gegeben dieser Definition und dem Aufbau des Roboters ist eine Rotation um die
senkrechte Achse des Oberko¨rpers, also eine Hu¨ftdrehung, nicht zu bewerkstelligen,
sondern nur um die beiden Horizontalen, sodass ein Richtungsvektor zum Beschreiben
der Rotation tatsa¨chlich ausreichend ist.
Konkret heißt das also, dass die Erreichbarkeitstabelle fu¨r jeden Wu¨rfelmittelpunkt
speichert, ob der Oberko¨rper diesen Mittelpunkt mit einer Oberko¨rperrichtung k mit
0 ≤ k ≤ n erreichen kann. Dabei ist die translatorische Position des Oberko¨rpers
jeweils der Versatz zwischen dem bereits in Abbildung 5.3 gezeigtem Ursprung zum
globalen Ursprung (vgl. Abbildung 5.1) zwischen den Fu¨ßen des Roboters und die
Oberko¨rperrichtung die Rotation des Ko¨rpers um diesen.
Um eine solche Tabelle zu erstellen, berechne ich fu¨r jede in der Tabelle vorhandene
Teilwu¨rfelmitte und jede Oberko¨rperrichtung k eine Oberko¨rperpose und finde eine
passende Gelenkwinkelkonfiguration anhand der in Abschnitt 5.1.3 beschriebenen in-
versen Kinematik. Das Ziel ist es nicht alle mo¨glichen Oberko¨rperposen zu ermitteln,
sondern eine gut verteilte Anzahl garantierter Posen. Denn auf diese Weise kann ich
verhindern, dass ein Diskretisierungsfehler entsteht, sodass nur NAOs Motorpra¨zision
die exakte Oberko¨rperpositionierung beeinflusst. Dieses ist fu¨r die Oberko¨rpererreich-
barkeitstabelle besonders wichtig, da diese als Basis zur Konkatenation mit anderen
Erreichbarkeitstabellen verwendet werden soll und sich somit vorhandene Diskretisie-
rungsfehler addieren wu¨rden.
Jede berechnete Gelenkwinkelkonfiguration wird dann im na¨chsten Schritt bezu¨glich
ihrer tatsa¨chlichen Erreichbarkeit untersucht. Zum einen wird dazu fu¨r jedes Gelenk der
Konfiguration gepru¨ft, ob sich der berechnete Winkel innerhalb der durch die Spezifi-
kation ([50]) definierten Gelenkwinkelgrenzen befindet und zum anderen ob mit dieser






Diese statische Stabilita¨t pru¨fe ich, indem ich die Position des voraussichtlichen Mas-
senschwerpunkts mit Formel 5.25 berechne. Dabei ist mtotal die Summe aller Gewichte
der einzelnen festen durch die Gelenke verbundenen Glieder des Roboters und pi die
Position des Schwerpunkts eines bestimmten Gliedes und mi dessen Einzelgewicht. Da
an dieser Stelle die zuku¨nftigen Kopf- und Handposen noch nicht bekannt sind, wer-
den fu¨r diese verschiedene prototypische Gelenkwinkelkonfiguration gewa¨hlt, die alle
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Abbildung 5.5 Darstellung der Erreichbarkeitstabelle des Oberko¨rpers durch
die erreichbaren Oberko¨rperrichtungen pro Region.
Extremfa¨lle abdecken, sodass bei jeglicher Stellung eine stabile Haltung garantiert ist.
Nach Bra¨unl [64] ist statische Balance bei einem humanoiden Roboter genau dann
gegeben, wenn sich der Massenschwerpunkt auf die Bodenfla¨che projiziert innerhalb
eines durch die Fußfla¨chen aufgespannten Polygons befindet. Dieses Polygon kann in
diesem Fall sehr einfach definiert werden, da die Fu¨ße jederzeit stationa¨r bleiben und
somit schlicht die Fußkanten in einer konvexen Hu¨lle zusammengefasst werden mu¨ssen.
Da es in der Realita¨t einige Gelenkwinkelkonfigurationen gibt, die als gerade noch
stabil zu betrachten sind, aber in der Realita¨t durch kleine Sto¨rungen zum U¨berkippen
fu¨hren, habe ich dieses Polygon ein wenig kleiner als die tatsa¨chliche Auflagefla¨che der
Fu¨ße definiert. Außerdem musste ich leider einige stark nach vorne geneigte Haltungen
manuell aussortieren, da diese zwar zu einer stabilen Haltung fu¨hrten, diese jedoch auf
Grund des Extragewichts des Laserscanners nicht ausreichend lange gehalten werden
konnten, bevor die Motoren wegen U¨berlastung abschalteten.
Die mit diesen Methoden berechnete Erreichbarkeitstabelle ist in Abbildung 5.5 dar-
gestellt, wobei erreichbare Wu¨rfel nur durch ihre erreichbaren Oberko¨rperrichtungen
markiert werden. In dieser Abbildung sind des Weiteren Richtungen eines Teilwu¨rfels,
der u¨ber eine niedrige Erreichbarkeit verfu¨gt, blau eingezeichnet und Richtungen
von Teilwu¨rfeln mit steigender Erreichbarkeit auch mit steigender Farbtemperatur
markiert. Ausschlaggebend fu¨r die Fa¨rbung ist dabei die Anzahl der erreichbaren
Oberko¨rperrichtung pro Wu¨rfel, wobei ein rot markierter Eintrag dem maximalen Er-
reichbarkeitswert dieser speziellen Tabelle entspricht und nicht der maximalen Anzahl
aller mo¨glichen Richtungen.
Des Weiteren la¨sst sich Abbildung 5.5 entnehmen, dass bei einer stationa¨ren Fußposi-
tion nur ein vergleichsweise kleiner Raum erreichbar ist. Insbesondere stark nach vorn
geneigte Haltungen mussten leider aus Stabilita¨tsgru¨nden aussortiert werden, was zum




Um den Erreichbarkeitsraum der Hand darzustellen, halte ich zwei verschiedene Er-
reichbarkeitstabellen vor. Dabei habe ich die Datenmengen in eine hoch aufgelo¨ste
lokale und in eine niedrig aufgelo¨ste globale Tabelle getrennt. Die globale Tabelle
berechnet sich dabei aus der Kombination der lokalen Handerreichbarkeits- und der
Oberko¨rpererreichbarkeitstabelle (vgl. Abschnitt 5.2.4). Das Koordinatensystem der
lokalen Tabelle befindet sich im Schultergelenk, sodass eine globale Tabelle durch die
Konkatenation von einer Oberko¨rperpose mit der lokalen Tabelle entsteht.
Die lokale Erreichbarkeit der Hand ist a¨hnlich zu dem im Abschnitt 5.2.1 beschriebe-
nen Prinzip aufgebaut, jedoch mit der Erweiterung, dass die Rotationen der Hand pro
Wu¨rfel jeweils durch zwei Richtungsvektoren repra¨sentiert werden. Dabei entspricht
der erste Richtungsvektor der mo¨glichen Richtung des Unterarms und der zweite Rich-
tungsvektor der Richtung des Handgelenks an seiner Nullstelle. Auf diese Weise wird
also fu¨r jede mo¨gliche Handausrichtung pro Wu¨rfel jeweils ein Koordinatensystem ge-
speichert.
Des Weiteren gibt es bei der Erstellung einer solchen Handerreichbarkeitstabelle einen
Unterschied im Vergleich zu der Erstellung der Tabelle des Oberko¨rpers, denn hier
wird nicht jeder Wu¨rfel mit jeder mo¨glichen Ausrichtung durchlaufen, sondern u¨ber
alle Gelenkwinkelkonfigurationen iteriert. Diese Maßnahme begru¨ndet sich darin, dass
bei den 4-DOF eines Armes, die dafu¨r zusta¨ndig sind die Translation und Richtung des
Unterarmes zu bestimmen, die erreichbaren Posen stark eingeschra¨nkt sind und viele
Wu¨rfelmitten tatsa¨chlich nicht exakt erreicht werden ko¨nnen. Aus diesem Grund wird
die Pose der Hand per Vorwa¨rtskinematik anhand jeder Gelenkwinkelkonfiguration in
einer Auflo¨sung von 0,5◦ ermittelt, um so erreichbare Wu¨rfel mit zugeho¨rigen Rich-
tungen zu bestimmen. Da hier mit einem Diskretisierungsfehler in Translation sowie
Rotation der Hand zu rechnen ist, habe ich hier eine kleinere Wu¨rfelgro¨ße von 6mm
gewa¨hlt.
In Abbildung 5.6 wird die vorberechnete Handerreichbarkeitstabelle mit der bereits
in Abbildung 5.5 verwendeten Markierungen dargestellt. Zur besseren U¨bersicht ha-
be ich in der Abbildung pro Wu¨rfel jeweils nur die erreichbaren Unterarmrichtungen
eingezeichnet und die auch in der Tabelle gespeicherten Handgelenkrichtungen weg-
gelassen. Dabei kann nur ein recht kleiner gut (gelb) bis sehr gut (rot) erreichbarer
Bereich ausgemacht werden, was die Limitierung des verwendeten Roboters deutlich
widerspiegelt.
An dieser Stelle mo¨chte ich noch einen weiteren Gedanken zur Tabellenerstellung
einfu¨gen, der aus zeitlichen Gru¨nden leider nicht mehr in die Arbeit aufgenommen
werden konnte. Denn im Nachhinein betrachtet ko¨nnte zur Erstellung der Karte auch
ein Mischverfahren aus vorwa¨rts und inverser Kinematik angewendet werden, indem
nur u¨ber die ersten zwei DOF, also die Schultergelenke, per Vorwa¨rtskinematik iteriert
wird, um dann per inverser Kinematik alle diskreten Unterarmrichtungen zu berechnen.
Dieses minimiert zwar nur unwesentlich den Diskretisierungsfehler, aber man ko¨nnte
eine besser ausgefu¨llte Tabelle in ku¨rzerer Zeit berechnen. Denn man wu¨rde ja garan-
tiert jede diskrete Unterarmrichtung u¨berpru¨fen und wa¨re nicht darauf angewiesen,
dass die fu¨r die Vorwa¨rtskinematik eingestellte Abtastrate der Gelenke diese Richtun-
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Abbildung 5.6 Darstellung der Handerreichbarkeitstabelle durch die erreichba-
ren Unterarmrichtungen der Hand pro Region in einem Koordi-
natensystem zur Schulter des Roboters.
gen vielleicht trifft beziehungsweise viele unno¨tige Konfigurationen u¨berpru¨ft werden.
Der Nebeneffekt wa¨re dann auch, dass die Rechenzeit stark minimiert wird, da fu¨r
jede Schulterkonfiguration nur noch die n Richtungen, also die Spiralpunkte, berechnet
werden.
5.2.4 Globale kombinierte Erreichbarkeitstabellen
Wie bereits erwa¨hnt, kann die globale Handerreichbarkeitstabelle durch die Konkate-
nation von Oberko¨rpererreichbarkeits- und lokaler Handerreichbarkeitstabelle berech-
net werden, beziehungsweise eine zu u¨berpru¨fende Handpose anhand des Oberko¨rper-
koordinatensystems in das Koordinatensystem der lokalen Handerreichbarkeitstabelle
u¨bertragen werden. Da dieses zum Ermitteln einer Greifpose fu¨r viele unterschiedli-
che Oberko¨rperposen durchgefu¨hrt werden mu¨sste, kann es dabei schnell zu la¨ngeren
Rechenzeiten kommen. Außerdem ist es denkbar, dass eine bestimmte Handpose von
mehreren unterschiedlichen Oberko¨rperposen erreicht werden kann, sodass also eine
bestimmte Greifpose mehrmals u¨berpru¨ft werden wu¨rde.
Globale Erreichbarkeitstabelle der Hand
Es bietet sich also an verschiedene Erreichbarkeitsinformationen in einer globalen Ta-
belle zusammenzufassen, sodass, wenn bei einer Erreichbarkeitspru¨fung eine bestimmte























































Abbildung 5.7 Darstellung der Datenstruktur der globalen Handerreichbarkeit-
stabelle.
ser Handpose zugeordnet sind, auch als erreichbar gelten. Das heißt, ich habe eine
globale Handerreichbarkeitstabelle vorberechnet, indem ich jede Oberko¨rperpose der
Oberko¨rpererreichbarkeitstabelle mit der lokalen Handerreichbarkeitstabelle konkate-
niert habe und die resultierenden Handposen in eine Tabelle mit globalem Ursprung
eingetragen habe.
Wie auch in der Abbildung 5.7 dargestellt wird, wird innerhalb der globalen Hander-
reichbarkeitstabelle fu¨r eine Handpose alle Oberko¨rperposen gespeichert, von der aus
diese Handpose erreichbar ist, sodass also jede Handpose a¨hnlich zu dem in der Ar-
beit von Vahrenkamp et. al [47] beschriebenen Prinzip eine inverse Tabelle erha¨lt, die
die Basisposen beinhaltet. Die verwendete Diskretisierung entspricht dabei dem in Ab-
schnitt 5.2.1 beschriebenen Prinzip, wobei hier eine Auflo¨sung von 15mm verwendet
wurde.
Ein Wu¨rfel in dieser kombinierten Tabelle entha¨lt als Datenelement die Unterarm-
richtung, sowie eine Liste von 4-D Oberko¨rperposen, welche in einer flachen Integer
Darstellung zusammengefasst sind. Eine schematische Darstellung dazu findet sich in
Abbildung 5.7. Dabei habe ich die in Abbildung 5.4 dargestellte Datenstruktur so er-
weitert, dass das Datenarray nicht nur eine Liste von 16-Bit Integern entha¨lt, sondern
ein Tripel von zwei 16-Bit Integern und einem 32-Bit Integer. Wie zuvor entha¨lt jeder
Teilwu¨rfel der translatorischen Darstellung einen Zeiger bestehend aus einem 32-Bit
und einem 16-Bit Integer, der auf einen Speicherbereich des Datenarrays zeigt.
Einer der 16-Bit Integer, der in dem Datenarray gespeicherten Tripel, entha¨lt dann
die Richtungsangabe des Unterarms. Die verbleibenden Integer dieses Tripels mar-
kieren einen Speicherbereich in einem weiteren Datenarray, der innerhalb von 32-Bit
Integern die 4-D Informationen (3-D Translation und 1-D Richtung) der zugeordneten
Oberko¨rperposen entha¨lt. Zum besseren Versta¨ndnis habe ich in der Abbildung 5.7
den Zusammenhang zur Oberko¨rpererreichbarkeitstabelle eingezeichnet, jedoch sind
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innerhalb der 4-D Informationen bereits alle Daten der Oberko¨rperreichbarkeitstabelle
enthalten.
Mit Abbildung 5.7 wird dann auch die Begru¨ndung fu¨r die gro¨bere Auflo¨sung deutlich,
denn hier vergro¨ßert sich logischerweise die Datenmenge um ein Vielfaches, was mit
NAOs eher kleinem Arbeitsspeicher problematisch werden kann. Des Weiteren entsteht
ein Problem durch die Konkatenation der Tabellen, da sich dabei als Konsequenz der
Diskretisierungsfehler vergro¨ßert. Eine Alternative wa¨re es wa¨hrend der Tabellenbe-
rechnung fu¨r jede Oberko¨rperpose alle erreichbaren Handposen erneut auszurechnen
statt die Tabellen zu konkatenieren. Dieses resultiert jedoch in langen Berechnungszei-
ten, wobei der Nutzen eher klein ist.
Da NAO allerdings unter Problemen bei der Motorpra¨zision leidet, kann nicht ange-
nommen werden, dass alle beteiligten 16 DOF exakt genug erreicht werden ko¨nnen,
sodass es in der Realita¨t bei der tatsa¨chlich erreichten Handpose zu Fehlern im Zenti-
meterbereich kommen kann. Somit ist eine globale Handerreichbarkeitstabelle im Falle
des NAOs, selbst bei exakter Berechnung, nur als Anhaltspunkt zu verstehen und Be-
darf in jedem Fall vor der finalen Greifentscheidung einer detaillierten U¨berpru¨fung.
In meiner Arbeit verwende ich deswegen ein zwei Phasen Prinzip, indem zuna¨chst
in der globalen Tabelle nach Anhaltspunkten u¨ber potenziell zum Greifen geeignete
Oberko¨rperposen gesucht werden, um diese dann tatsa¨chlich einzunehmen und dann
anhand der tatsa¨chlich gemessenen Motorpositionen in der lokalen Handerreichbarkeit-
stabelle eine finale Handpose zu verifizieren. Auf diese Weise reduziere ich das Problem
der nicht exakt erreichten Motorstellungen auf 5-DOF, na¨mlich die des Arms.
Somit dient die globale Tabelle als grobe Suche mo¨glicher Greifposen und zugeho¨ri-
ger Oberko¨rperposen, welche als Anhaltspunkte zur tatsa¨chlichen Greifpose dienen.
Auf diese Weise muss nicht jede potenzielle Greifpose anhand jeder Oberko¨rperpo-
se bezu¨glich seiner Erreichbarkeit in der zugeho¨rigen lokalen Handerreichbarkeitsta-
belle berechnet werden, sodass der Rechenaufwand reduziert werden kann. Denn je-
de Greifpose muss nur einmal u¨berpru¨ft werden, statt dem Produkt der Anzahl der
Oberko¨rperposen. Des Weiteren ko¨nnen auf Basis dieser globalen Tabelle, wie in Ab-
schnitt 7.3 na¨her beschrieben, Oberko¨rperposen eine Bewertung bezu¨glich ihrer Eig-
nung als Ausgangspose zum Greifen erhalten, sodass danach nur wenige potenzielle
Oberko¨rperposen angefahren und somit Greifposen auch nur wenige Male u¨berpru¨ft
werden mu¨ssen.
Da ich also bei der globalen Tabelle mit einem gro¨ßeren Diskretisierungsfehler rechne
und diese somit als Vorfilterung fu¨r die tatsa¨chliche Greifposenverifizierung dient, habe
ich zur Reduktion der Datenmenge jeweils nur die Unterarmrichtung pro Kartenregion
gespeichert. Dieses reduziert den Speicherbedarf um ein Vielfaches, da so Handpo-
sen anhand ihrer Unterarmrichtung zusammengefasst und nicht zusa¨tzlich durch ihre
Handgelenkrichtung aufgeteilt werden. Außerdem werden in die globale Tabelle nur
erreichbare Handposen eingetragen, die sich in positiver Richtung, also vor dem Robo-
ter, befinden. Trotzdem bela¨uft sich die Tabellengro¨ße derzeit auf 410MB, was fast die
Ha¨lfte des verfu¨gbaren Arbeitsspeichers des NAOs ausmacht.
Eine vollsta¨ndigere hochauflo¨sendere globale Handerreichbarkeitstabelle inklusive in-
verser Darstellung kann bis zu 5GB umfassen, wie in der parallel entstandenen Arbeit
von Burget et al. [65] beschrieben. Auf Grund dieser Datenmengen findet Burgets An-
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Abbildung 5.8 (links) Globale Handerreichbarkeitstabelle in Frontalansicht und
(rechts) in Seitenansicht als Durchschnitt zur besseren Darstel-
lung.
wendung vollsta¨ndig auf einem externen Computer statt.
In Abbildung 5.8 findet sich eine Darstellung der globalen Handerreichbarkeitstabelle.
Da, wie bereits in der Erreichbarkeitstabelle des Oberko¨rpers abzulesen ist, nach vorn
geneigte Richtungen auf Grund der Stabilita¨t stark eingeschra¨nkt sind, findet in dieser
Richtung auch nur eine kleine Tabellenerweiterung statt. Jedoch konnte die Ausdeh-
nung des gesamten Erreichbarkeitsbereichs zur linken und rechten Seite sowie in unterer
und oberer Richtung deutlich verbessert werden. Besonders wichtig ist allerdings, dass
die Tabelle u¨ber mehr gelbe (gut erreichbare) und rote (sehr gut erreichbare) Bereiche
verfu¨gt, sodass hier mit großer Wahrscheinlichkeit gu¨ltige Gelenkwinkelkonfigurationen
gefunden werden ko¨nnen beziehungsweise im mittleren Bereich eine besonders gute Ab-
deckung zu erwarten ist.
Globale Erreichbarkeitstabelle der Laserscannerpose
Neben der kombinierten Handerreichbarkeitstabelle kommt in meinem System noch
eine weitere kombinierte Erreichbarkeitstabelle zum Einsatz. Dabei handelt es sich um
eine globale Tabelle der Laserscannerposen (vgl. Abbildung 5.9), die genau wie die glo-
bale Handerreichbarkeitstabelle inverse Erreichbarkeitsinformationen bezu¨glich mo¨gli-
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Abbildung 5.9 Globale Erreichbarkeitstabelle des Laserscanners mit Position
und Ebenennormale.
cher Oberko¨rperposen entha¨lt. Diese Tabelle ist einerseits notwendig, da auf Grund von
mo¨glichen Kollisionen mit den Schultern auch die 2-DOF des Kopfes nicht jede beliebige
Konfiguration erreichen ko¨nnen und andererseits auf diese Weise globale Laserscanner-
posen bei unterschiedlicher Oberko¨rperpose zusammengefasst werden ko¨nnen.
Diese Tabelle wird auf Grund der geringen Bewegungsfreiheit von 2-DOF nicht durch
die Kombination zweier Tabellen, sondern fu¨r jede Gelenkwinkelkombination in einem
Abstand von 0,5◦ und fu¨r jede Oberko¨rperpose der Oberko¨rpererreichbarkeitstabel-
le berechnet. Dabei wird neben den Oberko¨rperhaltungen jeweils die translatorische
Position des Laserscanners sowie die Normale der Laserscannerebene als Richtungsin-
formation in die Tabelle eingetragen. Auf diese Weise stellt die Tabelle eine Diskreti-
sierung mo¨glicher Beobachtungsebenen beziehungsweise Ansichten dar und kann von






In diesem Kapitel beschreibe ich meinen Ansatz zur Exploration von unbekannten Ob-
jekten oder Objektteilstu¨cken zum Zweck einer Greifplanung. Ich beginne dabei, nach-
dem ich in Abschnitt 6.1 einen kurzen U¨berblick u¨ber andere Arbeiten dieses Themas
gebe, mit der Umgebungsaufnahme in Abschnitt 6.2. Dabei werden Tiefeninforma-
tionen in einer probabilistischen Karte gesammelt, welche schrittweise vervollsta¨ndigt
werden sollen. Die Vervollsta¨ndigung dieser Umgebungskarte erfolgt dabei anhand einer
Ansichtenplanung (Abschnitt 6.5), die gezielt Bereiche der Karte na¨her untersucht, an
denen greifbare Teilobjekte vermutet werden. Dabei ist das Ziel mit mo¨glichst wenigen
Aufnahmezyklen sogenannte Greifkandidaten zu verifizieren und nicht eine komplette
Umgebungskarte aufzubauen.
Um in einer Umgebungskarte Greifkandidaten zu identifizieren, kommt ein Regionen-
bildungsansatz zum Einsatz (Abschnitt 6.3.1), der die Ausdehnung einzelner Regionen
anhand von OBBs bewertet und nur solche Regionen akzeptiert, die der Spezifikation
greifbarer Objekte genu¨gen (vgl. Abschnitt 4.4.2). Da die Darstellung von Greifkandi-
daten durch Boxen insbesondere bei gekru¨mmten Objekten oft unzureichend ist, er-
folgt in Abschnitt 6.4 eine U¨berfu¨hrung der Teilpunktwolken in Polygonnetze, welche
als Eingabe der Ansichtenplanung sowie zur Definition von Griffen verwendet werden.
Da die Umgebungskarte schrittweise aufgebaut wird, ko¨nnen Teilpunkten von Greif-
kandidaten unvollsta¨ndig sein, sodass fu¨r die Verwendung von Polygonnetzen als Basis
der Ansichtenplanung unbekannte Oberfla¨chen sinnvoll erga¨nzt werden mu¨ssen. Aus
diesem Grund kommt, inspiriert durch die Arbeiten von Goron et al. [66] und Meyers
et al. [67], in Abschnitt 6.4.1 ein Verfahren zum Einsatz, bei dem Teilpunktwolken in
Ebenen zerlegt werden, in denen eine 2-D Kantensuche durchgefu¨hrt wird.
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6.1 Stand der Wissenschaft
Bei der Exploration von unbekannten Szenen zum Zweck der Entdeckung von greif-
baren Objekten sind im Wesentlichen zwei Probleme zu lo¨sen. Zum einen muss eine
Unterscheidung gefundenen werden, um anhand potenziell unvollsta¨ndig aufgenomme-
ner Szenen Regionen in denen greifbare Objekte vermutet werden von der Umgebung
abzutrennen. Zum anderen muss eine Strategie gewa¨hlt werden, anhand derer eine
Szene effizient zu explorieren ist. Es muss also eine Planung der jeweils na¨chsten An-
sicht fu¨r jede Umgebungsaufnahme gefunden werden, die gezielt unbekannte Bereiche
untersuchen kann.
6.1.1 Ansichtenplanung
Im Allgemeinen ko¨nnen die verschiedenen Ansichtenplanungssysteme nach Kriegel [68]
und Scott et al. [69] in die Kategorien oberfla¨chenbasiert, volumenbasiert und global
eingeteilt werden. Des Weiteren wird dabei in modellbasierte Ansa¨tze und nicht modell-
basierte Ansa¨tze unterschieden. Da das Ziel meiner Arbeit das Explorieren und Greifen
unbekannter Objekte ist, und somit keine oﬄine modellierten Modelle der Objekte vor-
handen sein sollen, konzentriere ich mich im Folgenden auf Ansa¨tze ohne Verwendung
oﬄine modellierter Objekte. Des Weiteren dient meine Exploration nicht der Erstel-
lung einer globalen vollsta¨ndigen Karte, sondern der Untersuchung von Regionen, in
denen Greifpunkte vermutet werden, sodass auch globale Ansa¨tze von der Diskussion
ausgeschlossen werden.
Oberfla¨chenbasierte Ansichtenplanung
Bei oberfla¨chenbasierenden Ansichtsplanungssystemen werden anhand von oberfla¨chen-
spezifischen Daten wie Oberfla¨chennormalen geeignete Ansichten berechnet und aus-
gewa¨hlt. Zum Beispiel werden diese Oberfla¨chennormalen in der Arbeit von Munkelt
[70] anhand eines Polygonnetzes abgeleitet. Unter Beru¨cksichtigung der Messungenau-
igkeit und der Verdeckung durch andere Oberfla¨chen werden dabei alle beobachtbaren
Oberfla¨chen mit zugeho¨rigen Ansichtenursprung in einer Matrix festgehalten und in
das Minimierungsproblem u¨berfu¨hrt bei dem die kleinste Menge von Ansichtspunkten
gefunden werden soll, die die Anzahl beobachtbarer Oberfla¨chen maximiert. Indem fu¨r
unbekannte Objekte geeignete geometrische Grundfiguren wie Kugeln verwendet wer-
den, ist das System in der Lage diese in ein Grobmodell zu u¨berfu¨hren und anschließend
detaillierter zu untersuchen und zu digitalisieren. Ein modellbasierendes a¨hnliches Ver-
fahren wurde zuvor von Scott [71] beschrieben.
Sogenannte Occlusion Edges einer Oberfla¨che werden als weiteres Auswahlkriterium in
der Arbeit von Garcia et al. [72] vorgestellt. Dabei handelt es sich um Kanten in einem
Polygonnetz, die im Vergleich zu anderen Kanten ungewo¨hnlich lang sind und somit auf
unvollsta¨ndige Informationen hinweisen. In einem Abstimmungsverfahren werden dabei
diejenigen Oberfla¨chen, die u¨ber diese ungewo¨hnlichen Kanten verfu¨gen, zur na¨heren
Betrachtung ausgewa¨hlt und zugeho¨rige Normalen in einem Normalenhistogramm in
Form einer spha¨rischen Diskretisierung abgelegt.
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Da die spha¨rische Diskretisierung auch eine Diskretisierung der mo¨glichen Ansichten
entspricht, kann anhand des Histogramms die na¨chste Ansicht abgeleitet werden. Die
spha¨rische Diskretisierung der mo¨glichen Ansichten, auch als View Sphere bekannt, ist
ein popula¨res Verfahren bei der Ansichtenplanung fu¨r Sensoren an Roboterarmen mit
vielen Freiheitsgraden.
Der Ansatz diejenigen Fla¨chen zu inspizieren, die am Rand zu unbekannten Bereichen
liegen, wird in der Arbeit von Chen et. al [73] vertieft. Dabei werden Ansichten fu¨r
noch nicht betrachtete Objektbereiche anhand des fortgefu¨hrten Trends der bereits
bekannten Oberfla¨che gewa¨hlt. Dazu wird die Kru¨mmung der bekannten Oberfla¨che
analysiert und so auf die Oberfla¨che der unbekannten Bereiche geschlossen. Die Sen-
sorpose wird so gewa¨hlt, dass der Sichtvektor senkrecht zur gescha¨tzten Oberfla¨che
steht. Der verwendete 3-D Sensor wird dabei mit ein 6DOF Arm bewegt und kann jede
Position rund um das Objekt erreichen. Ein a¨hnlicher Ansatz wird in Kriegel et. al [74]
vorgestellt.
Volumenbasierte Ansichtenplanung
Bei volumenbasierenden Ansa¨tzen werden Ansichten in der Regel anhand des Informa-
tionszustands statt der geometrischen Objekteigenschaften gewa¨hlt. Dazu werden mei-
stens die vom Sensor aufgenommenen Daten in eine Voxeldiskretisierung wie Occupancy
Maps oder Octrees u¨berfu¨hrt. In vielen Ansa¨tzen erhalten einzelne Voxel dabei eine
Wahrscheinlichkeit, die angibt, ob ein Voxel als belegt, unbelegt oder unbekannt be-
trachtet werden kann. Ansichten werden dann so gewa¨hlt, dass sie die Ungewissheit
einer solchen Karte minimieren. Dieses geschieht oft in mathematischen Information
Gain-Frameworken, wie zum Beispiel in der Arbeit von Stachniss et al. [75].
In den View Sphere basierenden Ansa¨tzen von Wong et. al [76] und Connolly [77]
werden zum Beispiel fu¨r unbekannt klassifizierte Voxel alle Ansichten berechnet, die
diesen Voxel potenziell betrachten ko¨nnen und anhand der Gesamtanzahl der potenziell
beobachtbaren unbekannten Voxel pro Ansicht entschieden. Um die Anzahl potenzieller
Ansichten pro unbekanntes Voxel zu reduzieren, verwenden die Autoren die Normalen
der Voxelseiten, welche als Betrachtungsrichtung fungieren. In beiden Varianten ist das
Maß zur Reduzierung der Ungewissheit auf die Anzahl der unbekannten beobachtbaren
Voxel reduziert.
In der Arbeit von Massios et al. [78] wird die Idee der Occlusion Edges auf die Vo-
xeldiskretisierung angewandt und neben den ha¨ufig verwendeten Voxelklassifizierungen
von belegt, unbelegt und unbekannt die weitere Klassifizierung der OcclusionPlane hin-
zugefu¨gt. Diese markieren unbekannte Voxel, in deren Nachbarschaft unbelegte Voxel
vorhanden sind. Jede potenzielle Beobachtungsrichtung erha¨lt dann anhand der sicht-
baren Voxel eine Bewertung, die aus einem Sichtbarkeits- und einem Qualita¨tsfaktor
besteht. Dabei gibt der Sichtbarkeitsfaktor die Anzahl aller OcclusionPlane und beleg-
ten Voxel an. Der Qualita¨tsfaktor hingegen berechnet sich aus dem Winkel zwischen
der Beobachtungsrichtung und den lokalen Oberfla¨chennormalen (5x5x5 Nachbarschaft
aller belegten Voxel). Die Autoren wollen auf diese Weise erreichen, dass einerseits un-




Wa¨hrend in den meisten Ansa¨tzen davon ausgegangen wird, dass auf Grund der Frei-
heitsgrade des Sensorarms, die vielversprechendste Sensorpose auch erreichbar ist,
bescha¨ftigen sich nur wenige Arbeiten mit dem Problem eingeschra¨nkter Erreichbar-
keit oder der Anwesenheit von Hindernissen. Eine der wenigen Arbeiten, die dabei
erwa¨hnt werden sollte, ist der Ansatz von Triebel et. al [79] bei dem ein Sensor an
einem 4-DOF Arm befestigt ist. Hier werden Tiefeninformationen in einer probabili-
stischen Karte gesammelt, welche anschließend in OBBs zerlegt werden. Um einzelne
OBBs na¨her zu explorieren werden dann unter Beru¨cksichtigung der Kollisionen zu an-
deren OBBs mehrere erreichbare Explorationspfade entlang der Boxkanten geplant und
bewertet. Die Bewertung erfolgt dabei anhand des erwarteten Informationszuwachses
(Stachniss et al. [75]).
6.1.2 Objektmodellierung
Wenn es darum geht, von einer Punktwolke Oberfla¨chen zu konstruieren kann man
auf zwei unterschiedliche Probleme stoßen. Einerseits sind je nach verwendetem Sensor
und Aufnahmestrategie die Punkte in der Punktewolke verrauscht oder nicht dicht
gepackt und andererseits muss unterschieden werden welche Punkte zu welchem Objekt
geho¨ren.
Geht der Objektmodellierung eine Ansichtenplanung voraus, ist davon auszugehen,
dass die Aufnahme in den Zwischenschritten unvollsta¨ndig ist, sodass Ansa¨tze wie
von Edelsbrunner et al. [80] und Bajaj et al. [81], die vollsta¨ndige unstrukturierte
Punktwolken anhand von α-shapes in Polygonnetze u¨berfu¨hren nicht oder nur unter
Umsta¨nden verwendbar sind.
Besser geeignet ist die Arbeit von Hoppe et al. [82], bei der fu¨r jeden Punkt und dessen
lokalen Punktnachbarschaft einer unstrukturierten Punktwolke lokale tangente Ebenen
berechnet werden, die zuna¨chst eine grobe Oberfla¨chenapproximation bilden, anhand
dessen eine diskrete volumetrische Darstellung erzeugt wird. Das finale Polygonnetz
wird dann anhand dieser Darstellung und dem Marching-Cube Algorithmus ([83]) be-
rechnet. Dieses Verfahren setzt trotz einer unvollsta¨ndig aufgenommenen Punktwolke
eine gewisse Punktwolkendichte voraus, sodass das initiale Grobmodell erzeugt werden
kann.
Ebenfalls dichte unvollsta¨ndige Punktwolken setzt die Arbeit von Rusinkiewitz et. al
[84] voraus. Dabei werden Tiefeninformationen in einem 2-D Gitter in Form eines
Tiefenbildes aufgenommen und fu¨r jedes Bild lokale Oberfla¨chennormalen berechnet,
welche u¨ber einen ICP-Algorithmus mit Punkt-zu-Ebene-Metrik in Echtzeit aneinan-
der registriert werden. Fu¨r jedes strukturierte Tiefenbild werden dabei Oberfla¨chen-
dreiecke anhand der Analyse der Absta¨nde benachbarter Pixel berechnet, indem die
Absta¨nde eines Tripels eine bestimmte Schwelle nicht u¨bertreten du¨rfen. In einem off-
line Verarbeitungsschritt werden, nach Aufnahme und Registrierung aller Tiefenbilder,
die resultierenden Teilpolygonnetze mit einem Mesh Zippering Algorithmus ([85]) zu
einem finalen Netz zusammengefasst. Dabei ist die Aufgabe u¨berlappende Oberfla¨chen
zu identifizieren und die Polygonnetze iterativ aufeinander zurecht zu schneiden.
In vielen Ansa¨tzen wird davon ausgegangen, dass sich genau ein Objekt im Sichtbe-
reich befindet, welches scheinbar in der Luft schwebt und die Anwesenheit von anderen
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Dingen, wie zum Beispiel die Grundfla¨che, auf der ein Objekt liegt, ignoriert. Des Wei-
teren angenommen, dass Punktwolken mit hoher Dichte aufgenommen werden ko¨nnen
und durch ungenaue Sensoren auftretende Probleme unzureichend behandelt. Das ist
natu¨rlich in der Realita¨t nicht der Fall.
Um diese Probleme zu lo¨sen, wird bei vielen Ansa¨tzen wie von Richtsfeld et al.[86] vor-
ausgesetzt, dass sich das zu rekonstruierende Objekt auf einer Grundfla¨che wie einem
Tisch befindet, welcher anhand von Methoden wie RANSAC ([87]) aus der Punktwolke
extrahiert wird. Auf diese Weise lassen sich auf dem Tisch liegende Objekte in Teil-
punktwolken unterteilen, die dann wiederum an geometrische Formen wie Zylinder,
Kugeln, Boxen und A¨hnliches angepasst werden. Dabei zeigt die Arbeit von Rusu et
al. [88] dass auch fu¨r unvollsta¨ndig aufgenommene Punktwolken mit niedriger Dichte
akkurate Objektrepra¨sentationen gefunden werden, die sich auch aus mehreren geome-
trischen Formen zusammensetzen ko¨nnen. Beide Arbeiten sind in der Lage, Objekte
anhand einer unvollsta¨ndig observierten Szene zu rekonstruieren, sodass sie auf einem
einzelnen 3-D Tiefenbild arbeiten ko¨nnen. Hier steht also die Zeitoptimierung einer
Echtzeitanwendung im Vordergrund.
Dieser Ansatz wird in der Arbeit von Goron et al. [66] vertieft, wobei die Tischebene als
Grundebene verwendet wird, um parallele Ebenen zu bilden, die die komplette Szene
schneiden. Einzelne Teilpunktwolken werden auf diese Weise in Scheiben geschnitten,
um so eine Abfolge von 2-D Projektionen der Punktwolke zu erhalten. Innerhalb dieser
Ebenen werden dann wiederum per RANSAC 2-D Kreise und Linien herausgefiltert,
welche anschließend zu einem 3-D Modell kombiniert werden. Trotz des Performanzvor-
teils durch die Projektion in 2-D beschra¨nkt sich dieser Ansatz auf die Rekonstruktion
von zylindrischen oder boxartigen Objekten und ist nicht in der Lage diese zu kombi-
nieren. Allerdings wird auch hier keine vollsta¨ndig observierte Szene beno¨tigt, sodass
Objekte in einem einzelnen 3-D-Tiefenbild rekonstruiert werden ko¨nnen.
Der Prozess der Zerlegung von Objekten in eine Abfolge von Schnittebenen ist laut
Hoppe et al. [82] aus dem medizinischen Bereich bekannt, bei denen Testobjekte in
du¨nne Scheiben zerlegt werden, um sie auf diese Weise anhand ihrer Konturen zu digi-
talisieren. Dabei entstehen bei komplexen Strukturen, wie in Meyers et al. [67] beschrie-
ben, Probleme bei der Zuordnung von Konturen von Scheibe zu Scheibe, insbesondere
bei vera¨stelten Objekten.
6.2 Umgebungsaufnahme
In meinem Ansatz ist die Umgebungsaufnahme die Umsetzung der u¨ber den Laserscan-
ner aufgenommenen Distanzdaten in eine probabilistische Karte. Der Aufnahmeprozess
ist dabei in zwei Schritte unterteilt, wobei der erste Schritt die Aufnahme der Rohda-
ten und die Filterung ist und der zweite die Registrierung der Daten an die bereits
bekannte Umwelt. Diese bereits bekannte Umwelt wird durch eine globale Karte re-
pra¨sentiert, die alle Umgebungsinformationen entha¨lt und ihren Ursprung am globalen
Ursprung der Szene hat. Jede weitere Umgebungsaufnahme wird in einer zweiten, in
meinem Ansatz lokal genannten, Karte gesammelt.
Eine einzelne Umgebungsaufnahme besteht aus mehreren Aufnahmen, die von unter-
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schiedlichen Laserscannerposen aber bei gleicher Oberko¨rperpose aufgenommen wer-
den. Somit werden also mehrere Aufnahmen in einer lokalen Umgebungskarte gesam-
melt, die dann im zweiten Schritt an die globale Karte registriert wird. Die Registrie-
rung soll dabei nur kinematische Ungenauigkeiten korrigieren und nicht eine komplette
Lokalisierung durchfu¨hren.
Fu¨r die probabilistischen Karten verwende ich eine Implementierung von Wurm et al.
[89] namens Octomap, bei der probabilistische Karteneintra¨ge als Octree strukturiert
sind. Ein besonderes Merkmal dieser Karte ist es, dass sie Belegungswahrscheinlichkei-
ten fu¨r unterschiedliche Auflo¨sungen automatisch umrechnen kann. Dank dieser Fa¨hig-
keit trage ich Messwerte in einer Auflo¨sung von 3mm in die Karte ein, kann aber
spa¨ter mit einer Auflo¨sung von 6mm rechnen und erhalte auf diese Weise dichtere
Punktwolken.
6.2.1 Filterung
Auf Grund der in Abschnitt 4.3.4 erwa¨hnten Messpra¨zision mit einer Abweichung von
±3%, sowie demMixed-Pixel Problem, ist es notwendig eine Filterung der Daten durch-
zufu¨hren, bevor diese in die Umgebungskarte eingetragen werden. Dieses ist notwen-
dig, obwohl die probabilistische Karte bereits durch die Berechnung der Unsicherheit
unwahrscheinliche Messungen filtert, um bereits wa¨hrend der initialen Umgebungsauf-
nahme zu vermeiden, dass Mixed-Pixels in die Karte gelangen.
Zudem habe ich, um lange Aufnahmezyklen zu vermeiden, die Parameter der Um-
gebungskarte so gewa¨hlt, dass ein als belegt gemessener Voxel, der vorher unbekannt
war, zuna¨chst eine recht niedrige Unsicherheit erha¨lt, welche dann aber schnell ansteigt,
wenn der gleiche Voxel als Na¨chstes unbelegt gemessen wird. Auf diese Weise agiert
die Umgebungskarte auch bei wenigen vorherigen Messungen sehr reaktiv, wird aber
immer zuverla¨ssiger, umso mehr Messungen durchgefu¨hrt werden. Allerdings werden
Mixed-Pixels dadurch, insbesondere bei den ersten Messungen, schnell als belegt in die
Karte eingetragen, welche dann teilweise schwer wieder zu entfernen sind.
Aus diesem Grund werden einzelne Scans durch einen Linienfilter, wie in der Arbeit
von Ro¨fer [90] (zuerst verwendet von Musto et al. [91]) vorverarbeitet. Dieser Linien-
filter erfu¨llt zum einen die Aufgabe, dass einzelne Messungen einer Linie zugeordnet
werden, welche dann spa¨ter u¨ber ein Linienrasterungsverfahren in die lokale Karte ein-
getragen werden ko¨nnen und somit das Rauschen minimiert wird. Zum anderen tra¨gt
er dafu¨r Sorge, dass benachbarte Messungen, die zu weit voneinander entfernt sind,
nicht miteinander verbunden werden beziehungsweise alleinstehende Voxel, die durch
das Mixed-Pixel Problem entstehen, herausgefiltert werden.
Der Algorithmus geht dabei so vor, dass beginnend mit der ersten Messung alle Messun-
gen in 3-D Punkte transformiert und dann einem Segment zugeordnet werden. Dabei
sollen die einzelnen Messungen zu ihren Nachbarmessungen einen gewissen Abstand α
nicht u¨berschreiten. Sobald dieses der Fall ist, wird anhand der ersten Messung und
der letzten Messung in dem vorher gefundenen Segment ein Liniensegment konstruiert.
Im na¨chsten Schritt werden dann die einzelnen dem Segment zugeho¨rigen Messungen
bezu¨glich ihrer Abweichung untersucht. Dazu wird der Abstand zwischen Messung
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und Linie berechnet und sobald der Abstand eine gewisse Gro¨ße ϵ u¨berschreitet, das
Segment an dieser Stelle geteilt. Die beiden resultierenden Teilsegmente werden dann
wieder bezu¨glich der Abweichung untersucht und gegebenenfalls geteilt, solange bis
entweder kein Teilsegment mehr gebildet werden kann oder ein passendes Segment
gefunden wird. Dabei kann kein Teilsegment mehr konstruiert werden, wenn die Anzahl
der verbleibenden Messungen eine gewisse Untergrenze unterschreitet. Diese Messungen
werden dann nicht der Ausgabe zugefu¨gt und als fehlerhaft verworfen. Danach fa¨hrt
der Algorithmus mit den na¨chsten noch nicht untersuchten Messungen fort.
Die resultierenden Liniensegmente werden mit einem 3-D Bresenham Algorithmus wie
in der Arbeit von Kaufman et. al [92] in der Kartenauflo¨sung von 3mm gerastert und
mit den von der Octomap bereitgestellten Funktionen in die Karte eingetragen.
Anwendungsbeispiel der Linienfilterung
Im linken Teil der Abbildung 6.1 habe ich den beschriebenen Linienfilterungsalgorith-
mus anhand tatsa¨chlicher Messungen der verwendeten Hardware angewendet. Dabei
kennzeichnen blaue Punkte die einzelnen Messungen und rote Linien die approximier-
ten Liniensegmente. Das betrachtete Objekt ist der Griff der Gießkanne. Die Abbildung
zeigt, dass alle unerwu¨nschten Messungen aussortiert werden konnten.
Die Approximation mit einer Abweichung von maximal 5mm erscheint zudem in den
meisten Fa¨llen als ausreichend, da es bei einer angegebenen Abweichung von ±3%
bereits bei einem tatsa¨chlichen Abstand von 200mm zu einer Abweichung von ±6mm
kommen kann, welche dann erfolgreich als solche erkannt werden wu¨rde. Bei dichteren
tatsa¨chlichen Absta¨nden wu¨rde die Abweichung so klein ausfallen, dass es sich bei einer
Kartenauflo¨sung von 3mm im schlimmsten Fall um das Nachbarvoxel handeln wu¨rde,
was akzeptabel ist.
In meinem Ansatz habe ich α mit einem Wert versehen, der in etwa dem Abstand
zwischen zwei 800mm langen Laserstrahlen mit Winkelauflo¨sung von 0,36◦ entspricht.
Dieses deckt den definierten und in Abbildung 6.1 (rechts) dargestellten Arbeitsbereich
vollkommen ab. Fu¨r einen allgemeineren Ansatz wa¨re es jedoch empfehlenswert diesen
Wert abha¨ngig von der gemessenen Distanz zu berechnen.
Arbeitsbereich
Da NAO u¨ber stark limitierte Prozessorkraft verfu¨gt, soll nicht die gesamte Umgebung
aufgenommen werden, sondern nur der Teil der Umgebung an dem Greifpunkte wahr-
scheinlich sind. Ich habe aus diesem Grund NAOs Arbeitsbereich auf die in Abbildung
6.1 (rechts) dargestellten Bereich beschra¨nkt. Die Seitenla¨ngen dieses Bereichs betra-
gen in der Ho¨he 70 cm in der Breite 50 cm und in der Tiefe 30 cm. Alles, was außerhalb
liegt, ist bei einer stationa¨ren Position des Roboters nicht erreichbar und wird somit
auch nicht in die Karte eingetragen.
Somit werden nur Messungen, die innerhalb des Arbeitsbereichs liegen, von dem Lini-
enfilter verarbeitet und alle Messungen, die außerhalb sind, als frei in die Karte ein-
getragen. Dies ist in Abbildung 6.1 (rechts) gru¨n markiert, dabei wird die tatsa¨chliche
Messung mit dem Arbeitsbereich geschnitten und jegliche Voxel, die von der Messung
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Abbildung 6.1 (Links) Anwendung des Linienfilters auf die Messungen mit α =
5 und ϵ = 5 in Millimetern sowie einer Mindestsegmentla¨nge
von 3 Messungen; (rechts) NAOs Arbeitsbereich (schwarz) sowie
außerhalb liegende Messstrahlen (gru¨n) und innerhalb liegende
Messstrahlen (rot).
betroffen sind und innerhalb des Arbeitsbereichs liegen als frei markiert. Rote Strahlen
in der Abbildung markieren Voxel, die aus der Rasterung der Liniensegmente berechnet
wurden und als belegt eingetragen werden. Alle anderen Voxel entlang dieses Strahls
werden als frei in die Karte eingetragen. Die sichtbaren Lu¨cken resultieren von abge-
lehnten Liniensegmenten und den somit abgelehnten Messungen. Da dabei nicht klar
ist, welcher Teil des Strahls tatsa¨chlich frei ist, wird hier gar nichts eingetragen.
6.2.2 Registrierung
Das Ziel der Registrierung ist es hardwarebedingte Ungenauigkeiten zu korrigieren. Die-
se Ungenauigkeiten resultieren vermutlich von nicht messbarem Spiel in der Hu¨fte des
Roboters. Da es das Ziel meiner Arbeit ist, unbekannte Objekte von einer stationa¨ren
Position aus zu greifen und sich somit nicht um ein Objekt herum zu bewegen, soll
die Registrierung auch keine Lokalisierung der Roboterpose vornehmen. Daher ko¨nnte
dieser Schritt bei einem pra¨ziseren Robotermodell problemlos weggelassen werden und
stellt fu¨r meine Arbeit somit nur eine eher nebensa¨chliche Hilfestellung dar.
Das Vorgehen ist dabei, dass NAO zuna¨chst eine initiale Umgebungsaufnahme
durchfu¨hrt, welche nach der Filterung in die bisher leere globale Umgebungskarte ein-
getragen wird. Ich habe dabei darauf geachtet, dass diese Umgebungsaufnahme von
einer Pose ausgefu¨hrt wird, in der nicht messbare Sto¨rgro¨ßen mo¨glichst wenig Einfluss
auf die Sensordaten nehmen. Dabei habe ich eine sitzende Pose gewa¨hlt, da dann das
Hu¨ftgelenk und auch alle anderen Beingelenke am wenigsten belastet werden. Zudem
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ist der Abstand zwischen Ursprung und Laserpose dabei am niedrigsten, sodass Abwei-
chungen in der Rotation der Oberko¨rperpose den kleinstmo¨glichen Sto¨rfaktor erreichen
sollten.
Im na¨chsten Schritt wird anhand des in Abschnitt 6.5 beschriebenen Verfahren die
na¨chste Umgebungsaufnahme berechnet. Dabei wird neben einem Kopfbewegungspfad
eine fu¨r diese Umgebungsaufnahme feste Oberko¨rperpose gewa¨hlt und dann der be-
rechnete Vorgang ausgefu¨hrt. Die dabei gesammelten Sensordaten werden dann in eine
neue leere, also lokale, Umgebungskarte eingetragen, welche dann mit dem in Ab-
schnitt 2.4 beschriebenen ICP Verfahren an die vorher aufgenommene globale Umge-
bungskarte registriert und anschließend u¨bertragen wird. Um die Berechnungszeit der
Punktabsta¨nde zu minimieren, wurde dabei auf die von der Octomap bereitgestellten
Funktion zur Bildung einer Bounding Box innerhalb der Karte zuru¨ckgegriffen, sodass
pro Punkt jeweils nur ein kleines Fenster untersucht werden muss.
Anwendungsbeispiel
In Abbildung 6.2 wird im oberen Teil ein typisches Szenario dargestellt. Dabei sind
Voxel der globalen Umgebungskarte als blaue Ka¨stchen eingezeichnet und Voxel der
lokalen Karte als gru¨ne. Es handelt sich im oberen Beispiel um eine Ansicht von oben
auf eine Gabel, die waagerecht auf einer Tasse liegt, welche auf einem kleinen Tisch
steht (vgl. Abbildung 4.6).
Des Weiteren ist im linken Bild das Szenario vor der Registrierung dargestellt, wobei
erkennbar ist, dass hier ein Rotationsfehler um die senkrecht zum Boden stehende
Achse vorliegt. Dieses ist ein deutlicher Hinweis auf eine nicht messbare Gro¨ße im
Hu¨ftgelenk, da dieses an der Rotation der Fu¨ße um eben diese Achse beteiligt ist.
Ob diese Abweichung auftritt, ha¨ngt jedoch natu¨rlich immer von der Aufnahmepose
beziehungsweise der Oberko¨rperpose ab und wie stark das Hu¨ftgelenk dabei belastet
wurde.
Im rechten Teil der Abbildung ist dann das Szenario nach der Registrierung zu be-
trachten, wobei zu erkennen ist, dass der verwendete ICP-Algorithmus in der Lage
war die Sto¨rung nahezu auszugleichen. Anders jedoch bei dem unteren Beispiel, einer
Draufsicht auf eine auf dem Tisch stehende Kanne (vgl. Abbildung 4.6). Dabei wurde
um die Registrierung na¨her zu untersuchen zusa¨tzlich die Kalibrierung des Roboters
manipuliert, um die eintretenden Sto¨rungen zu vergro¨ßern. Als Ergebnis tritt hier eine
starke Abweichung der translatorischen Position auf.
Mit dem Blick auf die untere rechte Abbildung, nachdem die Registrierung durch-
gefu¨hrt wurde, wird hier ein bekanntes Problem der verwendeten ICP-Variante sehr
deutlich. Na¨mlich, dass hier die beiden Karten an nur sehr wenigen Stellen u¨berlappen
und dadurch nach der Registrierung ein Rotationsfehler eingefu¨hrt wird. Der obere Teil
der Kanne scheint zwar trotzdem recht gut angepasst zu sein, die Tischplatte unten
hingegen nicht. Dieses ist insbesondere fu¨r die nicht dargestellten frei gemessenen Be-
reiche problematisch, da diese mo¨glicherweise an Stellen verschoben werden, die in der
Realita¨t noch gar nicht betrachtet wurden.
Um dieses Problem zu umgehen, wurde jeder Umgebungsaufnahme jeweils zu Beginn
eine kurze Kopfbewegungssequenz hinzugefu¨gt, die NAO sich einmal umsehen la¨sst,
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Abbildung 6.2 (links) Globale (blau) und lokale Umgebungskarte (gru¨n) (hier in
6mm Auflo¨sung) von echten Sensordaten vor der Registrierung
und (rechts) danach. Im oberen Beispiel ist eine typische hard-
warebedingte Ungenauigkeit dargestellt und im unteren wurde
zu Testzwecken die Ungenauigkeit ku¨nstlich erho¨ht.
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welche in der Regel die U¨berlappung ausreichend vergro¨ßert. Da des Weiteren bei
besonders spiegelsymmetrischen Szenarien a¨hnliche Effekte auftreten ko¨nnen, wurden
diesen Szenen weitere fu¨r die Objekterkennung und Greifplanung uninteressante Ob-
jekte hinzugefu¨gt. In dem oberen Teil der Abbildung 6.2 ist daher ein Zollstock am
unteren Rand zu sehen.
6.3 Identifikation von Greifkandidaten
Sobald eine Umgebungskarte verfu¨gbar ist, ist der na¨chste Schritt die Identifikation zum
Greifen geeigneter Teilstu¨cke in der Karte. Die Hauptanforderung an diesen Schritt ist
es aus den Voxeln in der Octomap geeignete Regionen zu extrahieren, die den Anfor-
derungen fu¨r greifbare Objekte genu¨gen. Dabei kann eine extrahierte Region auch ein
Teilstu¨ck eines gro¨ßeren Objekts wie der Griff an einer Gießkanne sein. Das bedeutet,
dass in diesem Schritt nicht komplette zusammenha¨ngende Regionen ermittelt wer-
den sollen, sondern jene Teilstu¨cke, die in die Hand des Roboters passen. Dazu habe
ich ein einfaches Region Growing Verfahren mit dem Vorwissen u¨ber die maximalen
Dimensionen eines greifbaren Objekts sowie OBBs kombiniert.
Das Ziel dieses Schritts ist es potenziell greifbare Regionen zu finden und nicht die
gesamte Karte in Regionen zu unterteilen oder diese vollsta¨ndig durch einfachere geo-
metrische Figuren wie OBBTrees zu beschreiben. Jedoch ergibt sich als Nebenprodukt,
dass alle als Greifkandidaten abgelehnten OBBs eine grobe Repra¨sentation der restli-
chen Umgebung darstellen, welche zur Kollisionsvermeidung genutzt werden ko¨nnen.
6.3.1 Greifkandidaten anhand Regionenbildung
Als Grundlage fu¨r diesen Schritt dient ein simpler schwellenbasierter Region Growing
Ansatz, wie er zum Beispiel in der Arbeit von Zucker [93] beschrieben wird. Dabei wird
einem Startvoxel ein eindeutiger Bezeichner (label) zugewiesen und Unterschiede wie
zum Beispiel die Farbintensita¨t mit der Nachbarschaft verglichen. Bei ausreichender
A¨hnlichkeit werden entsprechende Nachbarn mit dem label des Startvoxels bezeichnet
und dann wiederum alle Nachbarn u¨berpru¨ft. Sobald sich kein passender Voxel mehr in
der Nachbarschaft befindet, wird mit dem na¨chsten noch nicht mit einem label verse-
henden Voxel als na¨chster Startvoxel fortgefahren, bis alle Voxel abgearbeitet wurden.
Diese Vorgehensweise kann auch dem Algorithmus 2 entnommen werden, wobei die
Prozedur similar(m,v) nicht nur u¨berpru¨ft, ob ein Voxel bereits beschriftet wurde, son-
dern auch wie sehr es dem Startvoxel a¨hnelt. Diese Prozedur ko¨nnte zum Beispiel den
Unterschied der Farbintensita¨t untersuchen oder auch, ob ein Voxel belegt oder frei ist.
In der verwendeten Octomap kann ein Voxel zwei Hauptzusta¨nde haben: belegt oder
unbelegt. Falls ein Voxel noch nie betrachtet wurde, so ist es zuna¨chst gar nicht in
der Karte enthalten und gilt somit als unbekannt. Dabei ist unbekannt als derjenige
Zustand definiert, wenn nicht klar ist, ob ein Voxel frei oder unbelegt ist und somit die
Belegungswahrscheinlichkeit bei 0, 5 liegen wu¨rde. Falls ein Voxel zuna¨chst als belegt
erkannt wurde und danach als unbelegt, so kann es je nach Belegungswahrscheinlichkeit
auch wieder unbekannt werden.
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Algorithmus 2 Simple Region Growing
procedure regionGrow
label← 1
for x← 0 . . . n do
for y ← 0 . . . n do
for z ← 0 . . . n do
if voxel[x][y][z].label = 0 then
label← label + 1
queue.init()





procedure addNeighbors(k, v, queue[], label)
voxel[k.x][k.y][k.z].label← label
for x← −1 . . . 1 do
for y ← −1 . . . 1 do
for z ← −1 . . . 1 do
m← voxel[k.x+ x][k.y + y][k.z + z]
if x ̸= 0 and y ̸= 0 and z ̸= 0 and m.label = 0 then
if similar(m, v) then
q← {k.x+ x, k.y + y, k.z + z}
queue.push(q)
Da mit der verwendeten Hardware nur Tiefeninformation und keine Farbinformation
gesammelt werden ko¨nnen, bleiben also nur die Zusta¨nde belegt, unbelegt und un-
bekannt als Unterscheidungsmerkmal einzelner Objekte. Dieses ist wiederum auf den
ersten Blick fu¨r einen Regionenbildungsansatz eher unzureichend, da Objekte in der
Regel auf einem Untergrund wie zum Beispiel einem Tisch stehen und nicht in der
Luft schweben, sodass Untergrund und Objekt oftmals eine große zusammenha¨ngende
Region ergeben ko¨nnten. Zudem sollen in meiner Arbeit nicht nur kleine umgreifbare
Objekte gefunden werden, sondern auch umgreifbare Objektteile wie der Griff einer
Kanne. Da außerdem u¨ber die Szene weiter nichts bekannt ist, als dass sich dort greif-
bare Objekte oder Teilstu¨cken von diesen befinden, so ko¨nnen auch keine weiteren
Annahmen u¨ber eventuell vorhandene Tische oder A¨hnliches getroffen werden.
Aus diesem Grund habe ich dem einfachen Regionenbildungsansatz aus Algorithmus
2 als weiteres Kriterium das Vorwissen u¨ber die maximale Gro¨ße einer greifbaren Re-
gion zugefu¨gt. Dazu werden mit Hilfe des in Abschnitt 2.1 beschriebenen Verfahrens
objektorientierte Hu¨llquader fu¨r eine zu findende Region in jedem Expansionsschritt
ermittelt. Diese OBB wird dabei fu¨r alle Voxel, die der Region bereits zugeordnet
wurden, und dem neu hinzuzufu¨genden Voxel berechnet. Die drei Seitenla¨ngen der re-
sultierenden OBB werden dann untersucht, ob sie den maximal erlaubten Seitenla¨ngen
eines greifbaren Teilstu¨cks widersprechen (vgl. Abschnitt 4.4.2). Dieser Schritt wird von
der Prozedur addNeighbors() in Algorithmus 3 durchgefu¨hrt, welche die gleichnamige
Prozedur des einfachen Regionbildungsansatzes aus Algorithmus 2 ersetzt.
Bei Algorithmus 3 wird innerhalb der Prozedur CheckVoxel mit obb.add(q) jeweils die
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aktuelle OBB der Region berechnet und mit obb.remove(q) wieder auf den vorheri-
gen Stand zuru¨ckgesetzt. Dieses kann in zwei unterschiedlichen Situationen passieren.
Einerseits, wenn die aktuell la¨ngste Seitenla¨nge einen gewissen Wert u¨bersteigt und
andererseits, wenn der Mittelpunkt der aktuellen OBB zu nahe an einer der bereits als
Greifkandidaten akzeptierten Regionen liegt.
Algorithmus 3 OBB Region Growing
procedure addNeighbors(k, queue[], obb, obbList[], label)
voxel[k.x][k.y][k.z].label← label
for x← −1 . . . 1 do
for y ← −1 . . . 1 do
for z ← −1 . . . 1 do
m← voxel[k.x+ x][k.y + y][k.z + z]
if x ̸= 0 and y ̸= 0 and z ̸= 0 and m.label ̸= label then
q← {k.x+ x, k.y + y, k.z + z}
if !checkVoxel(q, queue, obb, obbList) then
return false
return true
procedure checkVoxel(q, queue[], obb, obbList[])
obb.add(q)
if obb.getLongestExtent() > maxExtent then
obb.remove(q)
return true
else if obb.getLongestExtent() ≤ maxExtent then
if obb.getOtherExtent(0) > maxRadius then
return false
if obb.getOtherExtent(1) > maxRadius then
return false
for all o ∈ obbList do





Im ersten Fall, wenn die la¨ngste Halbseitenla¨nge der aktuellen OBB einen bestimmten
Wert maxExtent u¨berschreiten wu¨rde, so soll dieser Voxel nicht mehr der Region hin-
zugefu¨gt und auch dessen Nachbarn nicht weiter expandiert werden. Stattdessen sollen
Voxel Vorrang haben, die eine Region in die beiden verbleibenden Richtungen wei-
ter expandieren. Dabei ist die Idee, dass sobald eine Seitenla¨nge die minimale La¨nge
eines greifbaren Objektteils erreicht hat, die beiden anderen Seitenla¨ngen bei einem
tatsa¨chlichen greifbaren Teilstu¨ck den definierten maximalen Durchmesser nicht u¨ber-
schreiten ko¨nnen. Denn ein greifbares Teilstu¨ck ist so definiert, dass die umgreifbare
Achse deutlich la¨nger als der Durchmesser ist und somit bei einem tatsa¨chlichen greif-
baren Teilobjekt niemals in einer anderen Richtung als der umgreifbaren Achse die
la¨ngste Seitenla¨nge gefunden werden kann.
Im zweiten Fall wird dafu¨r Sorge getragen, dass eine Region nicht weiter in Richtung
einer anderen bereits als Greifkandidaten extrahierten Region expandiert, da es an-
sonsten zu einer Ha¨ufung von sehr a¨hnlichen Greifkandidaten an der gleichen Stelle
kommen kann. Dabei ist jedoch eine U¨berlappung durchaus erwu¨nscht, da es insbe-
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sondere bei gebogenen Objekten, wie zum Beispiel dem Griff einer Schublade, zu eher
unglu¨cklichen OBB Konstellationen kommen kann. Denn je nachdem ob zuerst in x, y
oder z Richtung expandiert wird, kann es vorkommen, dass zuna¨chst eine Region an
der Ecke des Griffs gefunden wird, da diese, wie auch in Abbildung 6.3 zu sehen ist,
zufa¨llig genau den Abmaßen eines greifbaren Teilstu¨cks entspricht und in der Realita¨t
auch tatsa¨chlich vom Roboter greifbar ist.
Angenommen in Abbildung 6.3 wu¨rde am Griff zuna¨chst die linke OBB extrahiert
werden, dann ko¨nnte, bei einer exklusiven Verteilung der Punkte auf die Regionen, die
La¨nge des mittleren Griffteils nicht mehr ausreichend sein, um die Mindestla¨nge der
umgreifbaren Achse zu erreichen. Dieser Teil des Griffes stellt in diesem Zusammen-
hang allerdings den eher besser greifbaren Teil des Objekts dar. Aus diesem Grund
werden die Punkte nicht exklusiv verteilt, sondern in jedem Expansionsschritt nur
u¨berpru¨ft, ob der Nachbarpunkt bereits der aktuellen Region angeho¨rt, also dem aktu-
ellen label, und nicht bereits einer anderen Region, also label > 0, zugeordnet wurde.
Da es dadurch natu¨rlich zu besonders großen U¨berschneidungen kommen ko¨nnte, wird
ein Mindestabstand einer aktuellen OBB zu allen andern OBBs gefordert, sodass falls
dieses durch eine Expansion unterschritten werden wu¨rde, dieser Nachbarpunkt nicht
hinzugefu¨gt und auch nicht weiter expandiert wird.
Zum Zweck einer Kollisionsu¨berpru¨fung bei der Bewegungsplanung halte ich als Re-
sultat der Regionenbildung zwei OBB Listen vor. Dabei besteht die eine Liste aus ak-
zeptierten Greifkandidaten, die u¨ber ein Oberfla¨chenapproximationsverfahren in eine
detaillierte Darstellung u¨berfu¨hrt werden sollen und die andere Liste aus allen OBBs,
die auf Grund ihrer Gro¨ße als Greifkandidaten abgelehnt wurden. Sie stellen eine grobe
Darstellung der restlichen nicht greifbaren Szene dar.
Auf eine Bewertung, wie gut die berechnete OBB die Punktwolke umschließt, wie zum
Beispiel in der Arbeit von Huebner et al. [94], habe ich meinem Ansatz verzichtet.
Dieses wu¨rde nicht nur die Regionenbildung stark verlangsamen, sondern auch runde
oder eckige aber trotzdem greifbare Objektteile als Greifkandidat aussortieren. Zu-
dem stellt sich eine solche Bewertung bei nicht dicht gepackten Punktwolken, wie sie
mir hier vorliegen, als eher schwierig dar. Des Weiteren wird im folgenden Schritt
Oberfla¨chenapproximation in Abschnitt 6.4 fu¨r eine detaillierte Oberfla¨chendarstellung
gesorgt, sodass eine u¨ber die hier vorgestellte Regionenbildung gefundene OBB nur als
Anhaltspunkt dient.
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Abbildung 6.3 Extrahierte OBB (gelb) eines Schranks mit Schubladengriff in




Im na¨chsten Schritt werden aus den in Abschnitt 6.3 gefundenen potenziell greifbaren
Teilstu¨cken der Karte Außenhu¨llen in Form von Polygonnetzen gebildet. Diese sollen
dazu dienen, die gefundenen groben OBBs bzw. Greifkandidaten in eine genauere Dar-
stellung zu transformieren und somit spa¨ter anhand dieser Oberfla¨che beziehungsweise
deren Oberfla¨chennormalen tatsa¨chliche Griffe zu generieren.
Das Ergebnis ist ein nicht regula¨res strukturiertes Polygonnetz P mit pt,l ∈ P , 0 ≤
t ≤ n und 0 ≤ l ≤ m, wobei jedes durch pt,l, pt+1,l und pt,l+1 beschriebenes Dreieck
eine Oberfla¨che definiert. Das Ziel dieses Schritts ist es außerdem die Greifkandidaten
zu untersuchen, ob die Bedingung, dass ein greifbares Teilstu¨ck mit einem Ring aus
freiem Raum umgeben ist, erfu¨llt wird oder noch erfu¨llt werden kann.
Eines der zu lo¨senden Probleme bei diesem Schritt ist, dass nach einer initialen Um-
gebungsaufnahme in der Regel nur ein Teil der Vorderseite eines potenziell greifbaren
Teilobjekts bekannt ist und somit entschieden werden muss, ob es sinnvoll ist dieses
Objekt mit einer weiteren Umgebungsaufnahme na¨her zu untersuchen oder ob andere
Teilobjekte vielversprechender sind. Es muss also ein Maß gefunden werden, was an-
gibt, wie interessant ein Teilobjekt ist. Des Weiteren sind Teilobjekte auf Grund der
Kartenauflo¨sung und Gro¨ße nur durch einige wenige Voxel definiert und trotz Filter-
mechanismen und probabilistischer Karte oftmals stark verrauscht, sodass Ausreißer
zur Oberfla¨chendefinition ausgeschlossen werden mu¨ssen.
Um von einer Punktwolke Oberfla¨chen beziehungsweise Polygonnetze zu approximie-
ren, wird in vielen Ansa¨tzen, wie zum Beispiel bei Bodenmu¨ller [95], zuna¨chst fu¨r jeden
Voxel eine zugeho¨rige Oberfla¨chennormale mit Hilfe eines Least-Squares Ansatzes an-
hand der Nachbarschaft approximiert, um mit ihrer Hilfe Fla¨chenzugeho¨rigkeiten zu
sortieren. Dieses Vorgehen setzt voraus, dass in der lokalen Umgebung eines Voxels
eine ausreichende Menge von Nachbarvoxeln vorhanden ist, die zudem ausreichend ge-
nau aufgenommen wurde. Bei einer Kartenauflo¨sung von 3mm beziehungsweise 6mm
und einem zu findenden Objekt mit Durchmesser von 15mm - 25mm, ist bei diesem
Ansatz allerdings kein Spielraum, um auf eventuell vorhandenes Rauschen Ru¨cksicht
zu nehmen, sodass mit großer Wahrscheinlichkeit mit Abweichungen bei den appro-
ximierten Normalen zu rechnen wa¨re. Aus diesem Grund gehe ich in meiner Arbeit
genau andersherum vor, sodass ich mit Hilfe der bereits vorhandenen Informationen
u¨ber die Lage eines Teilobjekts, a¨hnlich der Arbeit von Goron et al.[66], Teilobjek-
te durch einzelne Scheiben beziehungsweise Ebenen approximiere, die dann zu einem
Polygonnetz zusammengefasst und gegla¨ttet werden, um auf diese Weise gegla¨ttete
Oberfla¨chennormalen zu erhalten.
Somit kann das generelle Vorgehen meines Oberfla¨chenapproximationsverfahren in die
folgenden Hauptschritte unterteilt werden:
• Definition von Schnittebenen anhand berechneter Skelettierung




Dabei wird auf Basis der Definition eines greifbaren Teilstu¨cks (vgl. Abschnitt 6.3)
zuna¨chst angenommen, dass die la¨ngste Achse eines Hu¨llquaders die zu umgreifende
Achse des Teilobjekts darstellt und es sich somit um die Skelettierung dieses Teilstu¨cks
handelt. Das heißt, dass ich zuna¨chst annehme, dass die Skelettierung eines greifbaren
Teilobjekts durch ein einzelnes Liniensegment repra¨sentiert werden kann, um diese
dann durch mehrfache Durchfu¨hrung der drei Hauptschritte iterativ zu verbessern.
Folglich wird die Skelettierung bereits in der zweiten Iteration durch mehrere ku¨rzere
Liniensegmente repra¨sentiert, welche dann wiederum optimiert werden, sodass auch
gebogene greifbare Teilstu¨cke, wie die Ecke eines Schrankgriffes korrekt dargestellt
werden.
Bevor ich mit der Beschreibung der Teilschritte fortfahre, mo¨chte ich zuna¨chst noch
einige Formeln zur genaueren Definition eines Greifkandidaten und seines Polygon-
netzes einfu¨hren. Ich definiere das Polygonnetz P in Formel 6.1 als eine Abfolge von
Schnitten S, die jeweils ein Tripel darstellen und eine Anzahl m Oberfla¨chenpunkte p
enthalten, sowie einen Mittelpunkt c und einer Normale sn, welche die Schnittebene
beziehungsweise den Verlauf der Skelettierung darstellen.
P = {S0 . . . Sn} S = [{p0 . . .pm}, c, sn] (6.1)
Die Repra¨sentation eines Greifkandidaten soll am Ende durch eine Abfolge von
Teilapproximationen dargestellt werden, die entlang der Skelettierung angeordnet sind.
Jede Teilapproximation ist durch zwei einzelne Scheiben dargestellt, die letztendlich die
beno¨tigten Oberfla¨chendreiecke enthalten. Eine Teilapproximation kann man sich so-
mit also auch als ein Wu¨rstchenstu¨ck vorstellen. Dazu definiere ich in Formel 6.2 einen
Greifkandidaten als GK durch eine Anzahl h Teilapproximationen A. Jede Teilappro-
ximation in Formel 6.3 wird aus zwei benachbarten Scheiben St und St˜ berechnet und
stellt ein Tripel bestehend aus den beiden Mittelpunkten ct und ct˜ der beiden Scheiben
sowie einer Menge von Oberfla¨chendreiecken D dar.
GK = {A0 . . . Ah} (6.2)
A = f(St, St˜) = [{D0 . . . Df}, ct, ct˜]
mit t˜ = t− 1 und 1 ≤ t ≤ n (6.3)
Jedes Oberfla¨chendreieck D wird durch die Kombination der einzelnen Oberfla¨chen-
punkte zweier Schnittebenen gebildet, somit folgt mit Formel 6.1 Formel 6.4. Dabei
werden benachbarte Oberfla¨chenpunkte zweier benachbarter Scheiben so zusammen-
gefasst, dass sie die drei Punkte enthalten, die das Dreieck aufspannen, den Dreiecks-
mittelpunkt dc, die Dreiecksoberfla¨chennormale dn, sowie den Oberfla¨chenzustand z.
Dabei stellt der Zustand eine anhand durch die Analyse des Umfelds gewonnene Klas-
sifizierung des Dreiecks dar.
D = [[pt,l,pt˜,l,pt,l˜],dc,dn, z]
mit z ∈ {unbekant, belegt, frei} und p ∈ P und l˜ = l − 1 oder l˜ = l + 1 (6.4)
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6.4.1 Definition von Schnittebenen
Da die Skelettierung die Datenreduktion eines Bildes und somit die Reduktion aller Vo-
xel eines Objekts auf sogenannte Skelettpunkte beziehungsweise Skelettliniensegmente
darstellt, mu¨ssen bei einer korrekten Skelettierung zu jedem Skelettpunkt Oberfla¨chen-
punkte existieren, die diesen um die tatsa¨chliche Oberfla¨che erweitern. Da ich hier die
Skelettierung durch Liniensegmente repra¨sentiere, kann ich fu¨r jeden Punkt eines Lini-
ensegments eine Schnittebene definieren und erwarte, dass es sich dabei auch um einen
orthogonalen Durchschnitt des Objekts handelt. Somit folgt, dass jede Schnittebene
zu einem Skelettpunkt alle zugeho¨rigen orthogonalen 2-D Außenkanten des Objekts
entha¨lt, gegeben es handelt sich tatsa¨chlich um eine korrekte Skelettierung. Diese Au-
ßenkanten gilt es dann in einer Kantensuche zu finden.
Um nun also fu¨r ein potenziell greifbares Teilstu¨ck das Polygonnetz P aufzustellen,
wird im ersten Schritt die la¨ngste Achse der zugeho¨rigen OBB, also die initiale Ske-
lettlinie, in der Kartenauflo¨sung gerastert und fu¨r jeden mit Formel 6.5 resultierenden
Punkt ct eine Schnittebene aufgespannt. Dabei ist in Formel 6.5 e1 die nicht normierte
la¨ngste Achse einer OBB beziehungsweise die Normale jeder Schnittebene, a einer der
Ausgangspunkte der la¨ngsten Achse einer OBB, µ die Schrittgro¨ße auf der Strecke,
welche durch g die Rastergro¨ße der Karte und der Gesamtla¨nge der Achse |e1| definiert
wird, und t der aufgerundete Schrittintervall.
ct = a+ µte1 µ =
g






Jede durch ct und |e1| definierte Ebene bildet dann eine Schnittebene, in der es gilt,
die Außenkanten des Objekts zu extrahieren. In welchem Bereich diese Außenkante
zu finden ist, ko¨nnte man anhand der bisher bekannten Ausdehnung der zugeho¨rigen
OBB abscha¨tzen. Denn diese definiert neben der la¨ngsten, potenziell umgreifbaren
Achse, auch die beiden anderen Achsen e0 und e2, anhand derer der Maximalabstand
eines Kantenvoxels zu dem Mittelpunkt ct innerhalb der Schnittebene abgelesen werden
ko¨nnte.
Da ich bei der Kantensuche allerdings bereits komplette Schnittebenen als nicht greifbar
aussortieren mo¨chte und deswegen mindestens um den in Abschnitt 4.4.2 definierten
minimalen Freiraum weitersuchen will, verwende ich hier zuna¨chst einen festen Radius
r, der sich aus dem maximalen Durchmesser eines greifbaren Teilstu¨cks und eben diesem
minimalen Freiraum zusammensetzt. Dabei muss jedoch spa¨ter nicht unbedingt der
gesamte Bereich untersucht werden, da dieses wiederum von den tatsa¨chlich gefundenen
Kantenvoxeln abha¨ngt.
Diese Gro¨ße dient also lediglich zur Definition eines Kreises in der Schnittebene (Formel
6.7 und 6.6), anhand dem einzelne Punkte gerastert werden ko¨nnen. Also definiere ich
hier eine Reihe von sternfo¨rmig angeordneten Strecken, die ich wiederum rastern und
resultierende Voxel bezu¨glich ihrer Belegung untersuchen kann. Folglich dient die Gro¨ße
dieses Kreises lediglich zur Definition des Winkelabstands zwischen diesen Strecken,
wobei ich in Kartenauflo¨sung eine mo¨glichst lu¨ckenlose Verteilung erreichen mo¨chte.
Da ein Kreis symmetrisch ist, muss die Rasterung nur fu¨r einen Halbkreis mit den For-
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meln 6.7 und 6.6 berechnet werden, sodass mit Formel 6.8 und 0 ≤ l ≤ 2m die entge-
gengesetzten Richtungen definiert werden ko¨nnen. Dabei gibt φ den Abstand zwischen
den Punkten als Winkel an und o den abgerundeten Schrittintervall.
f(o)t = r cos(φo)e2 + r sin(φo)(e2 × e1) (6.6)
φ = arccos
(
r2 + r2 − g2
2r2
)








f(l)t if l ≤ m
−f(l −m)t if l > m
(6.8)
Die gesuchten Kantenvoxel mu¨ssen sich dann innerhalb der Schnittebene zwischen Mit-
telpunkt ct und Kreispunkt kt,l befinden, also auf den durch Formel 6.9 definierten
Strecken.
pt,l = ct + λkt,l 0 ≤ λ ≤ 1 (6.9)
Somit wird mit Formel 6.5, 6.8 und 6.9 die Approximation der Oberfla¨chenpunkte ei-
nes Zylinders um die Skelettierung beziehungsweise in der ersten Iteration die la¨ngste
Achse der zu untersuchenden OBB definiert. Parameter t gibt dabei die Schnittebene
und Parameter l die Position auf dem Kreis in der Schnittebene an, sodass jeweils
pt,l, pt+1,l, pt,l+1, pt+1,l+1 ein Viereck beziehungsweise zwei Dreiecke im Polygonnetz
bilden, womit die Struktur des gesuchten Polygonnetzes definiert ist und nun nur noch
die tatsa¨chlichen Absta¨nde dieser Punkte zu der zugeho¨rigen Skelettierung gefunden
werden mu¨ssen. Da sich die tatsa¨chliche Oberfla¨che innerhalb dieses Zylinders verbirgt,
kann man sich den na¨chsten Schritt so vorstellen, als ob man aus einem Stu¨ck Rund-
holz ein kleineres Objekt herausschnitzt. Dabei soll die Nachbarschaftsbeziehungen der
Zylinderpunkte erhalten bleiben und somit die Struktur des Netzes.
6.4.2 Kantensuche
Im vorherigen Schritt wurden eine Anzahl t Schnittebenen mit zugeho¨rigen Mittelpunkt
ct und jeweils einer Anzahl l sternfo¨rmig angeordneten Strecken pt,l definiert, von denen
es nun als na¨chstes gilt, die Schnittpunkte mit denjenigen Voxeln zu finden, die einen
U¨bergang von belegt zu unbelegt oder unbekannt darstellen. Ein Schnittpunkt mit
einem Voxel ist dabei der Lotfußpunkt des Voxelmittelpunkts auf der Strecke.
Um diese Schnittpunkte zu finden, wird jede Strecke pt,l u¨ber einen Bresenham-
Algorithmus in der Auflo¨sung der Karte gerastert und ausgehend von ct der tatsa¨chli-
che Voxelstatus (belegt, frei, unbekannt) getestet, solange bis entweder ein Kantenvoxel
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anhand des U¨bergangs ermittelt werden konnte oder eine dynamisch festgelegte Ge-
samtla¨nge pro Strecke erreicht wurde. Da eine Strecke parallel mit ihrer entgegengesetz-
ten Strecke abgearbeitet wird, kann in jedem Schritt anhand der eventuell gefundenen
Kantenvoxeln und dem Abarbeitungsfortschritt der aktuell gemessene Durchmesser des
Objekts berechnet werden, welcher als dynamisches Abbruchkriterium fungiert, wie es
auch in Algorithmus 4 vereinfacht dargestellt wird.
Algorithmus 4 Kantensuche
procedure findBorder(center, direction)
λborder ← null, λfree ← null, λfirst ← null
µborder ← null, µfree ← null, µfirst ← null
up← initBresenhamScan(center, direction)
down← initBresenhamScan(center,−direction)
while up.getNext(u) or down.getNext(d) do
if !checkStatus(u, up, λborder, λfirst, λfree) then return false
if !checkStatus(d, down, µborder, µfirst, µfree) then return false
if λborder = null then
λborder ← −µfirst
up.setEnd(maxSize− µborder)
if µborder = null then
µborder ← −λfirst
down.setEnd(maxSize− λborder)
if λborder + µborder > maxSize then return false
return λborder, µborder
procedure checkStatus(p, segment, αborder, αfirst, αfree)
γ ← segment.intersectWith(p)
if isOccupied(p) then
if segment.isUnknown(αfree, noiseFactor) then
αborder ← γ, αfree ← null
segment.setEnd(αborder +minFree)




if αfirst ̸= null then αfree ← γ − αborder
if αfree > minFree then line.setEnd(αborder)
return
Algorithmus 4 wird fu¨r jede anhand Formel 6.8 definierte Richtung zusammen mit dem
zugeho¨rigen Mittelpunkt ct als Eingabe ausgefu¨hrt. Er berechnet jeweils fu¨r die ein-
gegebene Richtung und dessen inverse dasjenige λ zu Formel 6.9, dass sich mit einem
Kantenvoxel schneidet und u¨berpru¨ft gleichzeitig, ob ausreichend Freiraum außerhalb
der Kante gemessen werden kann. Sollte dabei ein weiteres belegtes Voxel gefunden
werden, so wird der vorher als nicht belegt markierte Bereich αfree mit einer Funktion
isUnknown() dahingehend untersucht, ob er unter Beachtung einer gewissen Sto¨rgro¨ße
noiseFactor u¨berwiegend aus unbekannten oder unbelegten Voxeln besteht. Ist dieses
der Fall, so wird das gefundene belegte Voxel als neues Kantenvoxel markiert. Andern-
falls ist hier nicht genu¨gend Freiraum vorhanden, sodass die Kante abgelehnt wird und
somit die ganze Schnittebene, denn hier lassen sich keine Greifpunkte mehr finden.
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Abbildung 6.4 Drei Anwendungsbeispiele der Kantensuche: erfolgreich verifi-
zierte Kanten; Kanten, wenn der Schnittebenenmittelpunkt au-
ßerhalb des belegten Bereichs liegt; Abgelehnte Kanten.
In diesem Zusammenhang bezeichnet null jeweils einen Nullpointer, welcher am Ende
auch anzeigt, dass in einer Richtung keine Kante gefunden werden konnte.
Um die Vorgehensweise der Kantensuche na¨her zu erkla¨ren, habe ich in Abbildung
6.4 drei vereinfachte Beispiele dargestellt. Dabei stellt jeder große schwarze Kasten
eine Schnittebene dar und jeder blaue Kasten eine OBB, die natu¨rlich nicht unbedingt
an die Achsen angepasst sind. Die schwarzen Pfeile sind dabei jeweils zwei der durch
Formel 6.9 definierten Strecken und die schwarzen Kreise durch Formel 6.7 definiert.
Des Weiteren werden unbekannte Bereiche durch graue Ka¨stchen dargestellt, belegte
Bereiche durch rote und nicht ausgefu¨llte Ka¨stchen sind unbelegte Bereiche.
Die drei Beispiele stellen typisch eintretende Fa¨lle dar, wobei auf der linken Seite
der einfachste Fall skizziert ist. Dabei wurde ein Objekt bereits fast vollsta¨ndig in die
Karte eingetragen und fu¨r jede zu u¨berpru¨fende Strecke ist jeweils der weit entfernteste
Voxel das tatsa¨chliche Kantenvoxel, da dabei immer ein U¨bergang von belegtem Voxel
zu unbelegtem Voxel auftritt. Des Weiteren konnte fu¨r jede Strecke der notwendige
Mindestfreiraum gemessen werden.
Im mittleren Beispiel wird fu¨r eine Suchstrecke kein belegtes Voxel gefunden, da dabei
der Mittelpunkt außerhalb des tatsa¨chlichen Objekts liegt. Dieses kann bei der Ecke
eines Schrankgriffes vorkommen, wenn in der ersten Iteration die Skelettlinie stark von
der Realita¨t abweicht. Wa¨hrend der Abarbeitung der Richtungen wird bei diesem Bei-
spiel in der Richtung nach unten ein potenzielles Voxel als Kantenvoxel definiert, das
im folgenden Verlauf bezu¨glich seines Freiraums u¨berpru¨ft wird. Wa¨hrenddessen wer-
den in der oberen Richtung weiterhin keine belegten Voxel ermittelt. Sobald das untere
Kantenvoxel erfolgreich als solches identifiziert wurde, wird die Suche in die untere
Richtung gestoppt aber nach oben weitergesucht. In diesem Fall wird solange gesucht,
bis die Suchstrecke zwischen dem unteren Kantenvoxel und dem aktuell abgearbeiteten
Voxel der oberen Richtung den Durchmesser eines greifbaren Teilstu¨cks u¨berschreitet.
Anhand dieses Beispiels werden die Vorteile der parallelen Abarbeitung der Richtung
mit seiner inversen deutlich. Denn indem ich pro Richtung jeweils das erste und letzte
gefundene belegte Voxel als potenzielles Kantenvoxel markiere, kann ich der Richtung,
in der kein Kantenvoxel gefunden wurde, das erste gefundene belegte Voxel der ge-
genu¨berliegenden Richtung zuordnen. Somit habe ich den Vorteil, dass ich immer von
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der Objektmitte in Richtung Außenkante suche, und kann so gegebenenfalls die Such-
strecke verla¨ngern, um zu pru¨fen, ob genu¨gend Freiraum existiert, aber trotzdem den
aktuellen Gesamtdurchmesser berechnen. Das ist im Besonderen vorteilhaft, wenn sich
der Mittelpunkt der Schnittebene sehr weit außerhalb des tatsa¨chlichen Objekts befin-
det.
Im letzten Beispiel mo¨chte ich zeigen, dass bereits bei der Kantensuche komplette
Schnittebenen als ungreifbar ablehnt werden ko¨nnen. Denn in der Richtung, die nach
unten zeigt, werden zuna¨chst zwei belegte Voxel gefunden, wobei eines tatsa¨chlich ein
Kantenvoxel ist. Danach folgen zwei unbelegte Voxel und dann wieder ein belegtes, wo-
bei hier direkt u¨berpru¨ft werden kann, ob der Freiraum zwischen den belegten Voxeln
ausreichend fu¨r eine Umgreifung des Objekts ist. Aus diesem Grund wird der Such-
vorgang nicht nach einer erfolgreich gefundenen Kante abgebrochen, sondern um den
Mindestfreiraum fu¨r eine Oberfla¨che weitergesucht. Da hier auf dem Weg nur unbelegte
Voxel gemessen werden, wird das letzte gefundene belegte Voxel dann nicht als neues
Kantenvoxel markiert, sondern stattdessen die Schnittebene abgelehnt, da hier keine
Griffe mehr mo¨glich sind.
Wenn in der unteren Richtung der Freiraum zwischen den belegten Voxeln groß genug
wa¨re, dann erga¨be sich in diesem Beispiel ein weiteres Problem in der entgegenge-
setzten Richtung, da bei der Suche in dieser Richtung nach dem belegten Voxel erst
nur unbekannte Voxel folgen und dann wiederum belegte Voxel. Diese kommen dann
weiterhin als Kantenvoxel in Frage und werden dem Intervall hinzugefu¨gt, sodass der
Durchmesser des Objekts deutlich zu groß wird. So liegt hier auch ein Hinweis auf ein
nicht umgreifbares Objekt vor und die Schnittebene wu¨rde verworfen werden.
Sobald alle Schnittebenen verarbeitet sind, suche ich das gro¨ßte Intervall aufeinander-
folgender als greifbar klassifizierte Schnittebenen und u¨berpru¨fe, ob die La¨nge dieses
Intervall noch groß genug ist, dass die Hand des Roboters dort platziert werden kann,
und u¨bergebe dieses Intervall an die Polygonnetzgla¨ttung.
In Abbildung 6.5 ist das Ergebnis der Kantensuche anhand des bereits bekannten Bei-
spiels des Schubladengriffs dargestellt. Die einzelnen Schnittebenen sind dabei durch
ihre Achsen (gru¨n und rot) eingezeichnet, welche in der hier dargestellten ersten Ite-
ration des gesamten Verfahrens zuna¨chst entlang der Achsen der zugeho¨rigen OBBs
verlaufen. Die Kantensuche ist hier noch nicht optimal ausgefallen, wie zum Beispiel
in der linken Seite des Griffs deutlich zu erkennen ist. Denn dabei werden Teile der
Schrankwand in das Suchintervall aufgenommen, sodass der Griff an der Stelle zuna¨chst
als nicht in die Hand passend klassifiziert wird.
Zudem scheint an der rechten Seite des Griffs die Oberfla¨che nicht geschlossen zu sein,
da hier die blau markierten Kartenareale durchscheinen. Zur na¨heren Untersuchung
habe ich diesen Griffteil in Abbildung 6.6 als eine Abfolge von Projektionsebenen dar-
gestellt. Kantenpunkte sind dabei jeweils analog zu den farblichen Oberfla¨chen der Ab-
bildung 6.5 eingezeichnet und durch schwarze Linien verbunden, die die approximierten
Kanten darstellen. Zudem markieren jeweils gelbe und blaue Linien die abgesuchten
Strecken innerhalb der Ebene, wobei blaue Linien ungu¨ltige Richtungen darstellen.
Denn ko¨nnen in einer Richtung und in ihrer Inversen keine Kantenvoxel ermittelt wer-
den, so kann hier zuna¨chst auch keine Kante eingetragen werden.
Dies ist zum Beispiel bei dem rechten rot dargestellten Griffteil in Abbildung 6.5 der
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Abbildung 6.5 Vorla¨ufiges Polygonnetz nach der initialen Kantensuche; Abge-
lehnte Teilapproximationen sind durch nicht eingefa¨rbte Poly-
gonnetze dargestellt.
Abbildung 6.6 Einzelne Kanten als Projektion auf ihre Schnittebenen, dabei
zeigen blaue Strecken Kantensuchen an, bei denen keine Kanten




Fall, wobei die linke Ebenenfolge in Abbildung 6.6 eben diesen Teil darstellt. Denn
dabei liegt der Mittelpunkt der Schnittebene zuna¨chst außerhalb der tatsa¨chlichen
Objektkanten, sodass als Folge nicht jede Richtung innerhalb der Schnittebene das
Objekt schneidet. Das Resultat sind Lo¨cher in der Oberfla¨che, welche es im na¨chsten
Schritt zu fu¨llen gilt.
6.4.3 Polygonnetzgla¨ttung
Sofern keine Lo¨cher vorhanden sind, also fu¨r jede Strecke ein Kantenvoxel ermittelt
werden konnte, handelt es sich bei dem Ergebnis der Kantensuche noch immer um
das vorher durch die Schnittebenen und dessen Strecken pt,l definierte Polygonnetz.
Denn die Anordnung der Strecken ist unvera¨ndert, da jede Strecke nur in ihrer La¨nge
verku¨rzt ist. Bei denjenigen Netzen, bei denen Lo¨cher vorhanden sind, bleiben wie
bereits erwa¨hnt einige Kanten undefiniert, welche es nun anhand der gewonnen Daten
abzuscha¨tzen gilt.
Des Weiteren fa¨llt beim Vergleich der roten und der gru¨nen Oberfla¨che in Abbildung 6.6
auf, dass die Absta¨nde zwischen den einzelnen Kantenpunkten pro Schnittebene stark
variieren, sodass beim zugeho¨rigen Polygonnetz stark unterschiedliche Fla¨chengro¨ßen
auftreten. Dies ist insbesondere bei dem roten Griffteil der Fall, was spa¨ter bei der
Berechnung der na¨chsten Skelettierung zu negativen Effekten fu¨hren kann. Somit ist
das na¨chste Ziel nicht nur abzuscha¨tzen, welche Werte die undefinierten Richtungen
erhalten mu¨ssen, sondern auch eine gleichma¨ßige Verteilung von Kantenpunkten pro
Kante pro Schnittebene.
Die letzte Anforderung an diesen Schritt ist, dass jede Objektkante in jeder Schnit-
tebene konvex sein sollte, denn die anhand der Schnittebenen aufgebauten und dann
gegla¨tteten Polygonnetze sollen spa¨ter als Grundlage zur Generierung von geeigne-
ten Greifhandposen verwendet werden. Wu¨rden hier konkave Objektkanten zugelassen
werden, so ko¨nnte man spa¨ter Oberfla¨chennormalen erhalten, die innerhalb einer Ker-
be liegen, was in dem hier vorliegenden Fall ungeeignet ist. Denn ich mo¨chte hier
Objektteile finden, die vollsta¨ndig von NAOs Hand umgreifbar sind, sodass eine Ober-
fla¨chennormale die Richtung der Handinnenfla¨che definiert und ein resultierender Griff
immer ha¨lt.
Reduktion durch Projektion
Im ersten Schritt projiziere ich alle Punkte mit Formel 6.10, die fu¨r eine Schnittebene
gefunden wurden auf die zugeho¨rige Ebene. Die dafu¨r notwendigen Projektionsach-
sen leite ich dazu anhand der bekannten Achsen der zugeho¨rigen OBB ab. Diese er-
mittle ich einfach anhand der Kreuzprodukte in Formel 6.11. Dabei verwende ich die
zur ku¨rzesten Ausdehnung geho¨rige Richtung e0 der vorliegenden OBB und berechne
anhand der Richtung der Skelettlinie sn erst Richtung v, die dann bereits eine der
gesuchten Projektionsachsen darstellt und auf jeden Fall orthogonal zu der Skelettli-
nie ist. Anhand dieser Richtung und der Skelettlinie kann dann per Kreuzprodukt die
zweite Projektionsachse u berechnet werden. In der ersten Iteration sind die Achsen














v = sn× e0 u = v× sn (6.11)
Ich mache dieses auf diese Weise, da ich mo¨chte, dass die einzelnen Projektionsachsen
der einzelnen Schnittebenen zueinander homogen sind, denn auf diese Weise zeigen
die Achsen innerhalb der Schnittebene immer in die gleiche Richtung, wie es auch in
Abbildung 6.5 und 6.6 zu sehen ist. Dies ist wichtig, da diese Achsen dann spa¨ter die
Nahtkante innerhalb der Ebene markieren, anhand dessen sich das gesuchte Polygon-
netz mit ihrer Kantendefinition rekonstruieren la¨sst.
Eine Alternative Mo¨glichkeit zur Bildung einer Orthogonalbasis findet sich in der Ar-
beit von Eberly [96], wobei die Richtung der Achsen anhand der Magnituden der Kom-
ponenten der Ebenennormalen entschieden werden und man diese dann noch so dia-
metrisch korrekt umkehren mu¨sste, dass die gewu¨nschte Homogenita¨t zwischen den
Ebenen erreicht wird. Die verwendete Berechnung hat sich trotz minimal gro¨ßerem
Rechenaufwand als simpler erwiesen, da dabei keine Fallunterscheidung notwendig ist.
Durch die Verwendung der orthogonalen Projektion aller Kantenpunkte auf ihre Schnit-
tebene liegen mir diese Kantenpunkte nun in 2-D vor, sodass ich jeweils pro Schnit-
tebene eine 2-D konvexe Hu¨lle CHt berechnen kann. Dies hat zum Effekt, dass mir
nun auch fu¨r undefinierte Kantenbereiche eine abgescha¨tzte Kante vorliegt. Außer-
dem konnten innere Punkte eliminiert werden, sodass ich bereits an dieser Stelle einen
Gla¨ttungseffekt erziele. Dies ist zula¨ssig, da selbst wenn das Objekt tatsa¨chlich nach
Innen gewo¨lbt wa¨re, nur die a¨ußeren Ausmaße interessant sind, weil Objekte nur als
greifbar klassifiziert werden, wenn sie komplett umgriffen werden ko¨nnen.
Rekonstruktion der Kantenpunkte
Da nun pro Schnittebene unterschiedlich viele Kantenpunkte u¨brig bleiben oder auf
Grund von Lo¨chern von vornherein weniger Kantenpunkte definiert waren, ist der
na¨chste Schritt die Rasterung beziehungsweise die Rekonstruktion der Kantenpunk-
te entlang der konvexen Hu¨lle.
Dazu definiere ich zuna¨chst fu¨r jede Schnittebene den Nahtkantenpunkt. Dabei hilft
es mir, dass ich bereits bei der Projektion geeignete Projektionsachsen gewa¨hlt habe,
sodass die Nahtkante immer entlang der x-Achse (rot in Abbildung 6.7) zu finden ist.
Vorher muss lediglich noch eine Transformation des Ebenenmittelpunkts geschehen,
was anhand des arithmetischen Mittels aller Kantenpunkte von CHt erledigt wird.
Anhand der Richtung der x-Achse und dem neuen Ebenenmittelpunkt kann nun eine
Gerade aufgestellt werden, dessen Schnittpunkt in positiver Richtung mit den durch
CHt definierten Kanten berechnet werden kann. Dieser Schnittpunkt dient dann als
Nahtpunkt und alle weiteren l − 1 Kantenpunkte ko¨nnen anhand des Umfangs u von
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Abbildung 6.7 Rekonstruierte Kanten als Projektion auf ihre Schnittebenen.
CHt und dem Punktabstand a =
u
l
entlang CHt gerastert werden. Dabei gibt l die An-
zahl der zu rekonstruierenden Kantenpunkte an, welches gleich der Anzahl der Strecken
der Kantensuche aus Formel 6.8 ist.
Als Ergebnis in Abbildung 6.7 la¨sst sich bereits einen kleinen Gla¨ttungseffekt fest-
stellen, der sich auch in der Abbildung 6.8 widerspiegelt. Des Weiteren konnten al-
le undefinierten Richtungen abgescha¨tzt werden, sodass zum Beispiel bei dem roten
Griffstu¨ck die fehlenden Oberfla¨cheninformationen anhand der vorhandenen Daten
sinnvoll erga¨nzt werden. In dieser Abbildung habe ich die Nahtkanten unausgefu¨llt
gelassen, sodass sich diese nachvollziehen lassen. Dabei fa¨llt auf, dass die Nahtkanten
zackig und teilweise versetzt sind, was sich in der noch nicht optimalen Skelettierung
begru¨ndet.
Gla¨ttung in 3D
Da die resultierenden Netze noch sehr unregelma¨ßig sind, folgt als vorletzter Schritt
des Verfahrens eine Gla¨ttung nach Laplace (vgl. Abschnitt 2.3). Dazu transformiere ich
zuna¨chst alle Kantenpunkte von der Projektionsebene anhand des Ebenenursprungs
und den Projektionsachsen zuru¨ck in 3-D und stelle das Polygonnetz P auf.
Durch die Rekonstruktion der Kantenpunkte im vorherigen Abschnitt, liegen diese
praktischerweise an dieser Stelle schon in der angedachten Sortierung vor, sodass nur
die Umkehrung der Projektion durchgefu¨hrt werden muss. Darauf folgt dann also die
Anwendung des Gla¨ttungsoperators, der bereits nach wenigen Iterationen, in einer
recht passablen Oberfla¨chenapproximation, wie in Abbildung 6.9, resultiert. Anhand
des Polygon P berechne ich nun alle Oberfla¨chendreiecke und die zugeho¨rigen Normalen
und repra¨sentiere sie als Greifkandidaten GK aus Formel 6.2.
Bei den in Abbildung 6.9 dargestellten Oberfla¨chenapproximationen sind noch einige
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Abbildung 6.8 Vorla¨ufige Polygonnetze nach Kantenrekonstruktion; Durchsich-
tige Oberfla¨chen geho¨ren zu Schnittebenen, die im Durchmesser
zu groß fu¨r eine Umgreifung sind.




Oberfla¨chenteile durchsichtig eingezeichnet. Diese geho¨ren zu Schnittebenen, die bei
der Kantensuche als nicht greifbar verworfen wurden, da diese Schnittebenen den Griff
diagonal schneiden und somit der Durchmesser zu groß wird. Anhand dieses Beispiels
wird deutlich, warum mehrere Iterationen notwendig sind, denn die initiale Skelettie-
rung weicht hier noch deutlich von der tatsa¨chlichen Skelettierung ab.
Als letzten Schritt werden also Vorbereitungen fu¨r die na¨chste Iteration des Verfahrens
getroffen, sodass anhand der nun gegla¨tteten Kantenpunkte pro Schnittebene und dem
arithmetischen Mittel dieser, die zugeho¨rige Skelettierung aktualisiert wird. Das heißt
also, dass ich nun u¨ber eine Liste aktualisierter Schnittebenenmittelpunkte verfu¨ge,
die als Liniensegmente dargestellt die na¨chste Skelettierung definieren. Dabei ist jeder
aktualisierter Schnittebenenmittelpunkt ein Skelettpunkt, sodass die neue Ebenennor-
male einer neuen Schnittebene durch zwei aufeinanderfolgenden Schnittebenenmittel-
punkten definiert werden kann. Diese werden dann wie zuvor gerastert, woraufhin dann
wiederum die Kantensuche folgt und so weiter.
6.4.4 Klassifizierung von Oberfla¨chendreiecken
Sobald die Oberfla¨chenapproximation abgeschlossen ist, ko¨nnen die resultierenden
Oberfla¨chendreiecke des zugeho¨rigen Polygonnetzes in die Kategorien greifbar, nicht
greifbar oder unentschieden klassifiziert werden. Das Ergebnis ist dabei nicht nur die
Klassifizierung einzelner Oberfla¨chendreiecke, sondern auch die Klassifizierung kom-
pletter Teilapproximationen und somit des gesamten Greifkandidaten.
Eine Mo¨glichkeit zur Klassifizierung der Dreiecke ist es zu u¨berpru¨fen, ob die einzelnen
Strahlen der Kantensuche der zugeho¨rigen Schnittebenen auf freie, belegte oder un-
bekannte Bereiche gestoßen sind und die Klassifizierung abzuleiten. Dabei tritt jedoch
das Problem auf, dass bei gekru¨mmten Oberfla¨chen Schnittebenen so zueinanderstehen
ko¨nnen, dass im Bereich zwischen den Ebenen einige bisher noch nicht untersuchte Be-
reiche verbleiben ko¨nnen. Ich meine damit die Kru¨mmung entlang der Skelettlinie, wie
zum Beispiel bei der Ecke eines Schrankgriffs, und nicht die Kru¨mmung der einzelnen
Teilapproximationen um ihre Skelettierung.
Um dieses Problem zu behandeln, soll nun die na¨here Umgebung in den Bereichen zwi-
schen den einzelnen Schnittebenen u¨berpru¨ft werden. Dieses fu¨hre ich auf Basis der zu
den Oberfla¨chendreiecken existierenden Oberfla¨chennormalen durch, wobei ein Dreieck
jeweils von den Kantenpunkten zweier aufeinanderfolgender Schnittebenen aufgespannt
wird. Entlang dieser Oberfla¨chennormalen werden in der La¨nge des Mindestfreiraums
anhand eines Bresenham-Algorithmus alle Voxel gerastert und bezu¨glich ihrer Belegung
untersucht. Da auf Grund der gegla¨tteten Oberfla¨che einige Kantenvoxel nicht komplett
von der Oberfla¨che eingeschlossen sind, werden bei dieser Suche alle als Kantenvoxel
markierten Voxel u¨bersprungen und der Suchintervall entsprechend verla¨ngert.
Werden bei dieser Suche ausschließlich unbelegte Voxel gefunden, so wird das zugeho¨ri-
ge Oberfla¨chendreieck als greifbar markiert und werden alle Oberfla¨chendreiecke einer
Teilapproximation als greifbar identifiziert, so gilt die gesamte Teilapproximation auch
als greifbar. Werden ausreichend viele aufeinander folgende Teilapproximationen als
greifbar markiert, so gilt das gesamte Objekt als greifbar, wobei nur diejenigen Ober-
fla¨chen gegriffen werden ko¨nnen, die entsprechend markiert wurden.
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Falls bei der Suche mindestens ein als unbekannt klassifiziertes Voxel gefunden wurde,
so wird zuna¨chst die Belegung der benachbarten Voxel gepru¨ft. Denn befinden sich
dort ausschließlich unbelegt klassifizierte Voxel, so gehe ich davon aus, dass es sich da-
bei um Rauschen handelt, und werte dieses Voxel auch als unbelegt. Andernfalls wird
das zugeho¨rige Oberfla¨chendreieck als unentschieden klassifiziert, da in der Richtung
der Normalen unbekannte Areale gefunden wurden. Die zugeho¨rige Oberfla¨chennorma-
le dient dann spa¨ter als Blickrichtung, von der das Objekt na¨her betrachtet werden
muss. Die zugeho¨rige Teilapproximation kann als Folge dann auch nicht als greifbar
klassifiziert werden.
Wird letztlich bei der Suche ein belegtes Voxel gefunden, das weder bereits als Kan-
tenvoxel markiert ist, noch alle Nachbarvoxel als unbelegt klassifiziert wurden, so wird
das zugeho¨rige Oberfla¨chendreieck als nicht greifbar klassifiziert. Außerdem gilt dann
auch die ganze Teilapproximation als nicht greifbar, da sie ja bereits bei einem nicht
greifbaren Oberfla¨chenteil nicht komplett umgreifbar sein kann.
Insgesamt kann mit diesem Verfahren nicht gewa¨hrleistet werden, dass bei beliebi-
ger Kru¨mmung entlang der Skelettlinie tatsa¨chlich jedes Voxel im Mindestfreiraum
bezu¨glich der Belegung untersucht wird. Insbesondere bei eher spitzen Kru¨mmungen
ko¨nnen einige nicht untersuchte Bereiche verbleiben, weswegen spitze Kru¨mmungen
u¨ber die Objektspezifikation in Abschnitt 4.4.2 ausgeschlossen werden.
Allerdings sind spitze Kru¨mmungen im Allgemeinen fu¨r NAO problematisch, da seine
Finger auf Grund ihrer Gro¨ße im Kru¨mmungsbereich nicht mehr zwischen die Objekt-
teile passen wu¨rden. Somit stellt die Schrankgriffecke tatsa¨chlich die maximal mo¨gliche
umgreifbare Kru¨mmung dar, dessen Mindestfreiraum auch vollsta¨ndig untersucht wer-
den kann, wie in den folgenden Beispielen gezeigt wird.
6.4.5 Anwendungsbeispiel
Die Abbildungen 6.5, 6.7 und 6.9 stellen bereits die erste Iteration des vorgestellten
Verfahrens vor. Insbesondere fallen bei diesen Abbildungen immer wieder die Randbe-
reiche des Griffs auf, da dabei Voxel, die eher zur Schrankwand geho¨ren, teilweise in
die Oberfla¨chenapproximation mit aufgenommen wurden. Somit werden viele Bereiche
zuna¨chst als nicht greifbar abgelehnt (in den Abbildungen jeweils nicht ausgefu¨llt dar-
gestellt), da diese, auf Basis einer unzureichenden Skelettierung in der ersten Iteration
im Durchmesser zu groß werden.
Um an diesen Stellen die Skelettierung zu verbessern, nehme ich eben diese abgelehn-
ten Schnittebenen, wie in Abbildung 6.9 am deutlichsten dargestellt, trotzdem in das
Gla¨ttungsverfahren auf. Dieses resultiert im zweiten Durchlauf nach der Kantensuche
in Abbildung 6.10. Dabei ist im Vergleich zu dem Ergebnis der Kantensuche der ersten
Iteration (vgl. Abbildung 6.5) bereits eine deutlich bessere Approximation festzustel-
len. Zum einen hat die Oberfla¨che keine Lo¨cher und zum anderen ist insbesondere der
gelbe Griffteil nicht mit der Schrankwand vermischt. Lediglich bei dem roten Griffteil
lassen sich noch Bereiche finden, die als nicht in die Hand passend abgelehnt werden.
Dieses scheint jedoch eher das Ergebnis einer Fehlmessung des Lasers zu sein.
Auf Grund der besseren Skelettierung in der zweiten Iteration sind im Schritt der Kan-
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Abbildung 6.10 (links) Vorla¨ufige Polygonnetze nach Kantensuche der zweiten
Iteration; (rechts) Vorla¨ufige Polygonnetze nach Kantenrekon-
struktion der zweiten Iteration.
Abbildung 6.11 Gegla¨ttete Polygonnetze nach Durchlauf der zweiten Approxi-
mationsiteration.
tenrekonstruktion (Abbildung 6.10) im Vergleich zur Kantensuche (Abbildung 6.10)
weniger große Vera¨nderungen sichtbar, als es bei der ersten Iteration der Fall war.
Hier ist lediglich eine leichte Gla¨ttung erkennbar, da hier nur einige innen liegende
Kantenvoxel eliminiert wurden und keine Lo¨cher approximiert werden mussten.
Schließlich folgt die Gla¨ttung anhand des Laplace-Operators, die in einer recht sauber
gegla¨tteten Oberfla¨che resultiert (Abbildung 6.11). Dabei scheint jedoch an mehreren
Stellen fast eine halbe Kastenla¨nge verloren gegangen, was bei der in der Abbildung
verwendeten Kartenauflo¨sung in etwa 3mm entspricht. Eine genauere Untersuchung
dieses Themas findet sich bei den Ergebnissen in Kapitel 8.
Leider scheinen die Oberfla¨chen nach mehrfacher Anwendung des Verfahrens jeweils
an den Ra¨ndern etwas zusammenzuschrumpfen, wie es in Abbildung 6.12 dargestellt
wird. Dies ko¨nnte voraussichtlich durch einen komplexeren Gla¨ttungsoperator in 3-D
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Abbildung 6.12 Gegla¨ttete Polygonnetze nach Durchlauf (links oben) der drit-
ten, (rechts oben) der vierten, (links unten) der fu¨nften und
(rechts unten) der zehnten Iteration.
behoben werden. In dieser Arbeit wurde sich fu¨r alle spa¨teren Tests jedoch mit insge-
samt zwei Iterationen begnu¨gt, da sich außer dem Schrumpfen ohnehin nichts mehr zu
vera¨ndern scheint.
Auf der linken Seite der Abbildung 6.13 wird das Ergebnis der Dreiecksklassifikation
der approximierten Oberfla¨che nach der zweiten Iteration des Verfahrens dargestellt.
Dabei markieren hell- und dunkelgru¨ne Linien Oberfla¨chennormalen von Dreiecken, die
als greifbar klassifiziert wurden und blaue Linien Normalen von Dreiecken, die als un-
entschieden klassifiziert wurden. In der Darstellung repra¨sentiert die La¨nge der Linien
nicht den tatsa¨chlich untersuchten Bereich, sodass greifbar markierte Dreiecke durch
ku¨rzere Normalen dargestellt werden, damit es einfacher ist, die la¨nger dargestellten
Normalen der als unentschieden klassifizierten Dreiecke zu entdecken. Ein horizontaler
Durchschnitt der tatsa¨chlich u¨berpru¨ften Voxel findet sich in Abbildung 6.13 auf der
rechten Seite. Dabei wird deutlich, dass hier auch bei den stark gekru¨mmten Ecken
des Objekts ausreichend Voxel u¨berpru¨ft wurden, sodass sich dabei eine geschlossene
Voxelhu¨lle von etwa 2 cm Dicke feststellen la¨sst.
Des Weiteren werden als greifbar markierte Dreiecke (beziehungsweise die Dreiecks-
normalen), die zu einer greifbaren Teilapproximation geho¨ren, als hellgru¨ne Linien
dargestellt und dunkelgru¨n, wenn die zugeho¨rige Teilapproximation durch unbekannte
Bereiche als nicht greifbar klassifiziert wurde. Auch greifbare Dreiecke (Normalen) von
Teilapproximationen, die nicht zum gro¨ßten Intervall von aufeinanderfolgenden greifba-
ren Teilapproximationen geho¨ren, sind dunkelgru¨n markiert. Außerdem spielt auch die
farbliche Markierung der eingezeichneten Oberfla¨che eine Rolle, denn diese markiert,
wie viel Prozent der Intervall der greifbaren Teilapproximationen im Vergleich zur ur-
spru¨nglichen Gesamtla¨nge (inklusive der durch die Kantensuche aussortierter Bereiche)
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Abbildung 6.13 (links) Oberfla¨chennormalen mit Klassifizierung; (rechts) Hori-
zontaler Durchschnitt, der wa¨hrend der Klassifizierung unter-
suchten Voxel. Hier kann kein Greifkandidat verifiziert werden,
da noch unbekannte Regionen in Objektna¨he vorhanden sind.
einnimmt. Das Farbspektrum reicht dabei von Rot bis Gelb, wobei rote Oberfla¨chen
nicht greifbar und gelbe greifbar sind.
Da das Objekt in Abbildung 6.13 noch nicht greifbar ist, sind alle Oberfla¨chen rot
eingezeichnet. Das heißt also, dass keine Teilapproximation greifbar ist, da u¨berall noch
unbekannte Bereiche gefunden wurden (blaue Normalen). Folglich kommen hier neben
blauen Oberfla¨chenormalen auch nur dunkelgru¨n eingezeichnete Oberfla¨chennormalen
vor, denn keine Teilapproximation konnte verifiziert werden. Hier muss also eine weitere
Umgebungsaufnahme erfolgen.
Nachdem das Objekt ein weiteres Mal per Laserscanner betrachtet wurde, ergibt sich
Abbildung 6.14. Dabei werden nur noch vereinzelt Dreiecke auf Grund von unbekann-
ten Regionen als nicht greifbar klassifiziert. Außerdem wurde mindestens ein Dreieck
einer Teilapproximation auf Grund von nicht zum Objekt geho¨renden belegten Voxeln
im Mindestfreiraumbereich als nicht greifbar klassifiziert, was zur Folge hat, dass alle
anderen Dreiecke dieser Teilapproximation diese Klassifizierung u¨bernommen haben,
welche in der Abbildung rot markiert sind.
In diesem Beispiel ko¨nnen bei einem der beiden Greifkandidaten ausreichend aufeinan-
derfolgende greifbare Teilapproximationen gefunden werden. Dieses spiegelt sich auch
in der Farbgebung der Oberfla¨che wieder, welche hier deutlich als gelb zu identifizieren
ist. Damit sind in etwa 80% bis 100% der Teilapproximationen greifbar und aufein-
anderfolgend, sodass diese Objekte als Na¨chstes der Greifplanung u¨bergeben werden,
statt wie im vorherigen Beispiel eine Ansichtenplanung durchzufu¨hren und das Objekt
mit dem Laserscanner na¨her zu betrachten.
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Abbildung 6.14 Greifbares Polygonnetz (gelb).
6.5 Ansichtenplanung
Das Ziel dieses Schritts ist es einen Kopfbewegungspfad zu berechnen, der ausgehend
von einem konkreten Greifkandidaten, mit den verschiedenen Laserscannerebenen ma-
ximal viele bisher unbekannte Bereiche in Na¨he dieses Kandidaten betrachtet. Eines
der Probleme dabei ist, dass Umgebungsaufnahmen nur aus einer festen Oberko¨rper-
haltung durchgefu¨hrt werden ko¨nnen, da andernfalls starke Ungenauigkeiten auftreten,
weil NAO stark schwanken kann, wa¨hrend er seinen Oberko¨rper bewegt.
Des Weiteren ist die Erreichbarkeit der mo¨glichen Kopfposen beziehungsweise Lasers-
cannerposen eingeschra¨nkt, sodass optimale Ansichten oftmals nicht erreichbar sind.
Insbesondere sind dabei Frontalansichten der Objektru¨ckseiten oftmals ausgeschlossen,
sodass eine Bewertung fu¨r semioptimale Ansichten gefunden werden muss.
In meinem Ansatz geht es mir nicht darum die gesamte Szene zu explorieren, sondern
nur diejenigen Bereiche, die die Verifizierung eines Greifkandidaten ermo¨glichen. Das
Ziel ist dabei nicht nur die Oberfla¨che dieses Kandidaten zu untersuchen, sondern
auch den Mindestfreiraum, der fu¨r eine Umgreifung des Kandidaten erforderlich ist.
Da NAOs Rechenzeit stark begrenzt ist, habe ich dazu ein Verfahren implementiert,
das anhand einer Heuristik Laserscanebenen wa¨hlt, die gezielt den Freiraum um einen
Greifkandidaten herum verifizieren, und vernachla¨ssige die restliche Szene. Ich gehe
dabei davon aus, dass diese implizit erfasst wird.
89
Kapitel 6. Exploration
6.5.1 Oberko¨rperposen und Beobachtungsebenen
Wie in Abschnitt 5.2.4 beschrieben, existiert neben der globalen Erreichbarkeitstabelle
der Hand in meinem System auch eine globale Erreichbarkeitstabelle des Laserscan-
ners. Ein Eintrag in dieser Tabelle entha¨lt dabei jeweils die Normale und Position einer
Laserscannerebene in globalen Koordinaten. Somit entha¨lt die Erreichbarkeitstabel-
le also die Diskretisierung mo¨glicher globaler Beobachtungsebenen, von denen es gilt
geeignete Ebenen auszuwa¨hlen.
Die Diskretisierung der Laserscannerposen ist notwendig, da anders als in View Sphere
basierten Ansa¨tzen (Wong et. al [76] und Connolly [77]), eine eingeschra¨nkte Erreich-
barkeit bei der Laserscannerpose vorliegt und zudem der Laserscanner nicht um seine
eigene Achse gedreht werden kann. Folglich ko¨nnen die mo¨glichen Laserscannerposen
nicht durch eine einfache geometrische Figur beschrieben werden.
Da wa¨hrend einer Umgebungsaufnahme der Oberko¨rper des Roboters nicht bewegt
werden kann, muss zusa¨tzlich eine fu¨r einen Kopfbewegungspfad feste Oberko¨rper-
pose gewa¨hlt werden, dessen erreichbaren Beobachtungsebenen die Betrachtung von
unbekannten Bereichen in Objektna¨he maximieren. Da aber alle erreichbaren Beobach-
tungsebenen einer Oberko¨rperpose nicht immer einen Informationsgewinn darstellen,
soll dabei auch eine Auswahl getroffen werden, sodass im finalen Kopfbewegungspfad
nur diejenigen Ebenen enthalten sind, die tatsa¨chlich einen Informationsgewinn dar-
stellen.
Folglich teilt sich das Verfahren in die Wahl einer geeigneten Oberko¨rperpose, die an-
hand der globalen Beobachtungsebenen mit inverser Erreichbarkeitsinformation der
Oberko¨rperpose ausgewa¨hlt wird und in die Wahl geeigneter lokaler Beobachtungs-
ebenen. Ein finaler Kopfbewegungspfad wird also immer nur fu¨r eine bestimmte
Oberko¨rperpose gewa¨hlt, wobei ein Eintrag dieses Pfades einer einzelnen aus der glo-
balen Erreichbarkeitstabelle abgeleiteten informationsmaximierenden Laserscannerpo-
se entspricht. Ein Kopfbewegungspfad ist also eine Abfolge von Laserscannerposen und
kein klassischer sweep. Dabei werden konkrete Kopfgelenkwinkel durch einfache Geo-
metrie abgeleitet, indem anhand des durch die Oberko¨rperpose definierten Ursprungs
des Kopfgelenks und der bekannten Transformation des Laserscanners zu diesem Ge-
lenk in Nullstellung die Winkelversa¨tze zur erreichenden Laserpose berechnet werden.
Ich gehe davon aus, dass der O¨ffnungswinkel des Laserscanners von 240◦ ausreichend
ist, dass bei beliebiger Pose der Beobachtungsebene vollsta¨ndige 2-D Scans im Arbeits-
raum durchgefu¨hrt werden ko¨nnen. Dieses ist zula¨ssig, da sich der nicht aufnehmende
Bereich des Scanners am hinteren Teil befindet, der Kopf sich horizontal nur zwischen
−120◦ und 120◦ bewegen kann und sich selbst bei sitzender Haltung keine Kopfpose
(Laserscannerpose) erzeugen la¨sst, bei der der Arbeitsbereich mit der Laserebene so
geschnitten wird, dass der nicht aufnehmende Bereich die Szene observieren wu¨rde.
Ich gehe des Weiteren davon aus, dass ein Voxel immer von mindestens zwei Laserstrah-
len getroffen werden kann. Wie bereits zuvor in Abschnitt 6.2.1 festgestellt, betra¨gt die
La¨nge zwischen zwei Strahlen in einer Entfernung von 800mm in etwa 5mm, sodass
bei dem verwendeten Arbeitsbereich und einer Kartenauflo¨sung von 6mm die Aussage
im Schnitt zutreffend ist. Folglich ist im Schnitt auch die Aussage zutreffend, dass ein
Voxel nicht so zwischen zwei Laserstrahlen liegt, dass es nicht observiert wird. Da ich
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des Weiteren mit Hilfe des Linienfilters Messreihen als Liniensegmente darstelle, die
gerastert in die Umgebungskarte eingetragen werden, wird auch fu¨r weiter entfernte
Messungen sichergestellt, dass Zwischenbereiche approximiert werden.
Folglich kann ich die genaue Darstellung der einzelnen Laserstrahlen innerhalb einer Be-
obachtungsebene vernachla¨ssigen, sodass zur Definition einer solchen Ebene tatsa¨chlich
nur Laserscannerposition und Ebenennormale notwendig sind. Denn Zwischenbereiche
werden approximiert und der nicht aufnehmende Sensorbereich kann auf Grund der
Bewegungsfreiheit die Szene nicht observieren.
Alle im Folgenden als Laserstrahlen bezeichnete Strahlen entsprechen somit nicht
den tatsa¨chlichen Laserstrahlen und ko¨nnen theoretisch auch zwischen zwei tatsa¨chli-
chen Strahlen liegen, was aber aus genannten Gru¨nden vernachla¨ssigbar ist. Zudem
ist es auch fraglich, wie exakt einzelne Strahlen bei dem verwendeten Laserscanner
tatsa¨chlich die angegebene Winkelauflo¨sung einhalten.
6.5.2 Gewa¨hlter Ansatz
In meinem Ansatz zur Ansichtenplanung verwende ich eine Kombination aus ober-
fla¨chen- und volumenbasierter Planung. Dabei liegt mir, a¨hnlich zu den Ansa¨tzen von
Chen et. al [73] und Kriegel et. al [74], eine Oberfla¨chenapproximation vor, die auch
eine Scha¨tzung der noch nicht betrachteten Oberfla¨chen beinhaltet, sodass anhand der
Oberfla¨chennormalen eine Bewertung von Betrachtungsrichtungen vorgenommen wer-
den kann ([78]). Eine Betrachtungsrichtung soll dabei ein einzelner Laserstrahl sein.
Also ko¨nnen Laserstrahlen, die Oberfla¨chen frontal betrachten, eine bessere Bewertung
erhalten als andere, sodass einzelne Beobachtungsebenen nicht nur anhand des In-
formationszuwachses ausgewa¨hlt werden, sondern auch anhand der Qualita¨t einzelner
Laserstrahlen.
Des Weiteren ist in den mir vorliegenden Szenen mit der Anwesenheit von Hindernis-
sen zu rechnen, denn der Schrankgriff ist zum Beispiel an einer Schrankwand befestigt.
Dabei ko¨nnen nicht nur Laserscanner und Schrankwand miteinander kollidieren, son-
dern es gibt auch Laserscannerposen, die so liegen, dass die Schrankwand die Sicht
verdeckt. Aus diesem Grund u¨berpru¨fe ich die Sichtbarkeit der Laserstrahlen einer Be-
obachtungsebene, indem ich alle Voxel entlang der Strahlen bezu¨glich ihrer Belegung
untersuche.
Im Detail verwende ich zur Bestimmung des Informationsgewinn der einzelnen Beob-
achtungsebenen ein durch die Arbeiten von Stachniss et al. [75] und Triebel et. al [79]
inspiriertes Verfahren. Dabei wird der Informationsgewinn einer Zelle c in einer proba-
bilistischen Karte durch eine Messung z mit der Formel 6.12 bestimmt, wobei H(c) die
Entropie der Zelle vor der neuen Messung z und H(c|z) danach berechnet. Des Weite-
ren handelt es sich bei X um eine diskrete Zufallsvariable fu¨r die gilt X ∈ x1, . . . , xn









Bei der verwendeten Octomap wird fu¨r jede Zelle die Wahrscheinlichkeit angegeben,
mit der diese belegt ist, sodass bei einer Wahrscheinlichkeit p = 0 eine Zelle als unbelegt
und umgekehrt bei p = 1 als belegt gilt. Das heißt, eine Zelle kann in einer vereinfachten
Form also nur einen der zwei Zusta¨nde frei oder belegt haben. Somit handelt es sich
bei der Unsicherheit um eine bina¨re Entropie wie in Formel 6.13. Das bedeutet die
Unsicherheit ist am gro¨ßten, wenn eine Zelle mit der Wahrscheinlichkeit von p = 0, 5
belegt ist, also weder belegt noch unbelegt ist.
H(X) = −p log2 p− (1− p) log2(1− p) (6.13)
Fu¨r eine Messung an einer Position l berechnet sich der Informationsgewinn dann als
Summe der Informationsgewinne I(ck|zl) fu¨r alle in der Messung enthaltenen Zellen. Da
vorher aber nicht bekannt ist, was gemessen wird, mu¨sste laut [75] u¨ber alle mo¨glichen
Messungen integriert werden.
Da die Integration aller mo¨glichen Messungen exponentiell u¨ber die La¨nge der Strahlen
wa¨chst, ist dieser Ansatz leider sehr rechenintensiv. Aus diesem Grund habe ich eine
vereinfachte Form verwendet, welche auch in der Arbeit von Thrun et al. [97] unter dem
Namen Binary Infomation Gain nach zu lesen ist. Dabei wird der Informationsgewinn
nur fu¨r die bisher noch nicht betrachteten Voxel berechnet. Da nicht betrachtete Voxel
in dem Zustand unbekannt sind, kann dabei die gro¨ßtmo¨gliche Entropie von 1 bei einer
Belegungswahrscheinlichkeit von 0,5 festgestellt werden. Folglich kann sich die Entropie
unabha¨ngig der tatsa¨chlichen Messung nur minimieren, denn entweder tendiert die
Belegungswahrscheinlichkeit gegen 1 (belegt) oder gegen 0 (frei). Anhand Formel 6.13
bedeutet das, dass in beiden Fa¨llen die Entropie in Richtung 0 tendiert.
6.5.3 Informationsgewinn einzelner Beobachtungsebenen
Im ersten Schritt wa¨hle ich anhand des Bekanntheitsgrads eines Greifkandidaten einen
na¨her zu explorierenden Kandidaten aus. Dieses erfolgt u¨ber die prozentuale Anzahl
der als greifbar eingestuften Oberfla¨chendreiecke, sodass immer dasjenige Objekt aus-
gewa¨hlt wird, u¨ber das die meisten Informationen vorliegen. Der Ablauf gestaltet sich
dann so, dass jede Laserscannerposition mit Beobachtungsebene v in der vorberechne-
ten Erreichbarkeitstabelle des Laserscanners bezu¨glich Hinderniskollisionen untersucht
und dann mit denjenigen Oberfla¨chennormalen des konkret zu untersuchenden Greif-
kandidaten geschnitten wird. Dabei werden nur solche Oberfla¨chennormalen beru¨ck-
sichtigt, in deren Richtung vorher unbekannte Voxel vermerkt wurden.
Um dieses zu bewerkstelligen, lege ich zuna¨chst mit Formel 6.14 und Formel 6.15 ei-
ne Menge UGK an, die alle Dreiecke D aller Approximationen A eines Greifkandi-
daten GK entha¨lt, die zuvor als unbekannt klassifiziert wurden. Ich definiere dabei
D ⊆ A ⊆ GK. Alle in UGK enthaltenden Dreiecke verfu¨gen somit u¨ber Oberfla¨chen-
normalen, in dessen Richtung zuvor innerhalb des Mindestfreiraums unbekannt klassi-
fizierte Voxel gefunden wurden.
UGK = {D ∈ GK|D = [[⋆, ⋆, ⋆], ⋆, ⋆, unbekannt]} (6.14)
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D = [[pt,pt˜,l,pi,l˜],dc,dn, z] z ∈ {unbekant, belegt, frei} (6.15)
Da auf Grund von eventuell vorhandenen Hindernissen nicht alle Beobachtungsebenen
der vorberechneten Tabelle auch tatsa¨chlich erreichbar sind, lege ich auch dafu¨r eine
Menge V mit Formel 6.16 an. In diesem Zusammenhang soll eine mo¨gliche physikalische
Kollision zwischen Szenenobjekten und Laserscanner u¨berpru¨ft werden. Dabei bezeich-
ne ich die Erreichbarkeitstabelle des Laserscanners mit B und die Menge aller als OBB
vorliegenden Hindernisse als O. Außerdem verwende ich alle OBBs unabha¨ngig davon,
ob diese als Greifkandidaten abgelehnt wurden oder nicht. Des Weiteren ist eine Be-
obachtungsebene durch ein Tripel definiert, welches mit lc die Laserscannerposition,
mit ln die Normale der Laserscannerebene und mit BC die Menge der zugeho¨rigen
Oberko¨rperposen angibt.
V = {v ∈ B|¬collides(v, O)}
v = [lc, ln, BC] BC = {bc0 . . . bcj}
(6.16)
Da die Ausmaße des Laserscanners bekannt und unvera¨nderlich sind, kann ich anhand
lc und ln eine OBB ableiten und diese mit Hilfe des Trennachsenprinzips aus Abschnitt
2.2 und allen anderen in der Szene vorkommenden OBBs auf Kollisionen u¨berpru¨fen.
Dabei wird die Rotation der OBB des Laserscanners um die Ebenennormale beliebig
gewa¨hlt, was gu¨ltig ist, da der Laserscanner um seine Ebenennormale rotationssym-
metrisch ist und zu allen Hindernissen ein ausreichender Mindestabstand eingehalten
werden soll. Somit erhalte ich mit V die Menge aller kollisionsfreien erreichbaren glo-
balen Beobachtungsebenen.
Als Na¨chstes mu¨ssen alle Schnittpunkte zwischen allen in UGK definierten und als
Strecken dargestellten Oberfla¨chennormalen und allen in V enthaltenen Beobachtungs-
ebenen berechnet und u¨berpru¨ft werden, ob resultierende Laserstrahlen sichtbar sind.
In diesem Zusammenhang bezeichne ich einen Laserstrahl als sichtbar, wenn sich zwi-
schen unbekannten Voxeln und Laserscannerpose keine belegten Voxel befinden, also
eine freie Sicht vorliegt.
Dazu bilde ich im Fall, dass eine Beobachtungsebene eine als Stecke dargestellte Ober-
fla¨chennormale schneidet, aus Schnittpunkt und Ursprung einen Strahl, von dem es
gilt den Informationsgewinn und die Sichtbarkeit zu bestimmen. Dabei wende ich eine
objektbezogene Heuristik an, sodass ich nur den Informationszuwachs in der na¨heren
Umgebung des Objekts messe. Dabei wird jeder Voxel, der vom Strahl geschnitten
wird, auf die zugeho¨rige Skelettierung des Greifkandidaten projiziert und u¨berpru¨ft,
ob sich die Projektion innerhalb einer der Teilstu¨cke befindet und ob die La¨nge des
Projektionsvektors kleiner als der zur Umgreifung geforderte Mindestfreiraum ist. Es
werden also zu jedem Skelettierungsabschnitt Zylinder gebildet, in dem sich ein Voxel,
der fu¨r den Informationsgewinn geza¨hlt wird, befinden muss.
Um dieses im Detail zu erla¨utern, habe ich Algorithmus 5 eingefu¨hrt, der fu¨r jedes
v ∈ V aufgerufen wird. Dieser Algorithmus beginnt damit, dass eine leere Liste list
angelegt wird, um wa¨hrend der Suche alle als unbekannt klassifizierten Voxel zu sam-
meln, die sich innerhalb des Mindestfreiraums des Greifkandidaten befinden und von
einer bestimmten Beobachtungsebene v betrachtet werden ko¨nnen. Diese Liste soll si-
cherstellen, dass jedes Voxel genau einmal zur Berechnung des Informationszuwachses
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einer einzelnen Beobachtungsebene verwendet wird.
Des Weiteren lege ich fu¨r jeden zu untersuchenden Laserstrahl eine Liste rayList an,
die alle objektnahen unbekannten Voxel eines Laserstrahls sammelt. Diese zweite Liste
ist notwendig, da ich erst nach der erfolgreichen Abarbeitung eines Laserstrahls ent-
scheiden kann, ob ein Laserstrahl sichtbar ist und auch erst dann unbekannte Voxel
zum Informationszuwachs za¨hlen mo¨chte.
Folglich ko¨nnen Voxel der Liste rayList auch erst nach der Abarbeitung eines La-
serstrahls der Liste list hinzugefu¨gt werden, da diese Liste nur sichtbare unbekannte
Voxel enthalten soll. Auf diese Weise kann die Abarbeitung eines Laserstrahls sofort
unterbrochen werden, falls er ein Voxel trifft, dass bereits in der Liste list enthalten
ist, da dann sichergestellt ist, dass der Bereich zwischen Voxel und Laserscannerpose
bereits bezu¨glich der Sichtbarkeit u¨berpru¨ft wurde.
Algorithmus 5 Check View
procedure checkView(v, UGK, GK)
list.init( )
gain← 0
for d← getFirst(UGK) to SizeOf(UGK) do
if s←intersectPlaneWithSegment(v, d) then
if prob(s) > thresfree and prob(s) < thresocc then
quality ← ||v.lc− s|| · d.dn + 1
if quality ≥ 0.5 then
rayList.init( )
while c← bresenhamScan(s, v.lc) do




if prob(c) > thresfree and prob(c) < thresocc then






gain← gain+ SizeOf(rayList) quality
return gain
Um nun eine Oberfla¨chennormale mit einer Beobachtungsebene v zu schneiden
(intersectP laneWithSegment(v, d)), muss diese zuna¨chst als Strecke dargestellt wer-
den. Diese Strecke berechne ich fu¨r ein Dreieck D ∈ UGK anhand des Dreieckmit-
telpunkts dc, der Oberfla¨chennormalen dn und der La¨nge des Mindestfreiraums eines
Greifkandidaten. Dieses hat zum Ziel, falls eine Oberfla¨che beziehungsweise ein Dreieck
von keiner mo¨glichen Beobachtungsebene frontal betrachtet werden kann, unter gewis-
sen Bedingungen zumindest die Umgebung der Oberfla¨che observieren zu ko¨nnen. Falls
also ein Schnittpunkt s resultiert, so bilde ich anhand Laserscannerposition v.lc und
Schnittpunkt s ein Segment, das einen Laserstrahl von Schnittpunkt zu Laserscanner
darstellen soll.
Dieses fu¨hre ich iterativ fu¨r alle Dreiecke in UGK durch, sodass alle Schnittpunk-
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te die theoretischen Laserstrahlen einer Beobachtungsebene definieren. Anhand dieser
Laserstrahlen soll als Na¨chstes der Informationszuwachs einer Beobachtungsebene fest-
gestellt werden, indem der Informationszuwachs der einzelnen Strahlen berechnet wird.
Dabei muss ein Laserstrahl jedoch die Vorbedingung erfu¨llen, dass am Schnittpunkt
ein unbekanntes Voxel gefunden wurde. Dieses folgt der Idee, dass eine Oberfla¨chen-
normale die Richtung ausgehend von der Objektoberfla¨che anzeigt, in der unbekannte
Areale vorhanden sind. Trifft ein Laserstrahl bereits beim Schnittpunkt kein solches
Voxel, dann ist es auch nicht zu erwarten, dass zwischen Schnittpunkt und Laserpose
unbekannte Voxel in Objektna¨he vorhanden sind. Falls diese Annahme nicht zutrifft, so
gehe ich davon aus, dass diese unbekannten Voxel von einer anderen Oberfla¨chennor-
male angezeigt und somit von einem anderen Laserstrahl abgedeckt werden. Natu¨rlich
werden Oberfla¨chennormalen, die vollsta¨ndig innerhalb der Laserscannerebene liegen
abweichend zum vereinfacht dargestellten Algorithmus 5 trotzdem akzeptiert.
Erfu¨llt der Schnittpunkt eines Laserstrahls die Vorbedingung, so wird anhand des Fak-
tors quality u¨berpru¨ft, wie sich die Richtung des Strahls und die Richtung der Ober-
fla¨chennormale zueinander verhalten. Dazu bilde ich das Skalarprodukt der beiden
Richtungen und akzeptiere nur Strahlen deren Winkel zu den Oberfla¨chennormalen
kleiner als eine bestimmte Grenze sind. Diese Grenze ko¨nnte zum Beispiel bei 0 (falls
−1 ≤ quality ≤ 1) liegen, was bedeuten wu¨rde, dass die Richtungen nur in spitzen
Winkeln zueinander stehen du¨rfen. Ich mo¨chte hier allerdings auch eine Anzahl an
stumpfen Winkeln erlauben, da es sich gezeigt hat, dass die Bewegungsfreiheit des Ro-
boters in einigen Situationen die Ansicht bei ausschließlich spitzen Winkeln verhindert.
In Algorithmus 5 inkrementiere ich den berechneten Faktor quality um eins, um das
Ergebnis in einen positiven Bereich zu verschieben, da dieser Faktor spa¨ter auch zur
Qualita¨tsbewertung dienen soll. Somit gilt hier 0 ≤ quality ≤ 2.
Nur, wenn ein Laserstrahl alle Vorbedingungen erfu¨llt, darf dieser anhand eines
Bresenham-Algorithmus gerastert und jedes resultierende Voxel bezu¨glich seiner Bele-
gungswahrscheinlichkeit untersucht werden. Die Rasterung erfolgt dabei iterativ, vom
Schnittpunkt zur Laserpose, wobei in jeder Iteration ein Voxel c resultiert.
Fu¨r jedes Voxel c wird nun mit prob(c) anhand der probabilistischen Karte gepru¨ft, ob
die Belegungswahrscheinlichkeit oberhalb der Grenze liegt, ab der ein Voxel als belegt
gilt. Ist dieses der Fall, so gilt der Laserstrahl als nicht sichtbar und alle fu¨r diesen
Strahl gesammelten Informationen werden verworfen und die Abarbeitung des Strahls
abgebrochen.
Im anderen Fall, also Voxel c gilt nicht als belegt, wird gepru¨ft, ob es sich um ein
als unbekannt klassifiziertes Voxel handelt. Ist dieses der Fall, wird zusa¨tzlich gepru¨ft,
ob sich das Voxel innerhalb der na¨heren Umgebung des zu untersuchenden Greifkan-
didaten befindet. Dazu projiziere ich c auf jedes durch die Teilapproximationen des
Greifkandidaten GK definierte Skelettsegment (isInMinFreeCyl(c, GK)). Befindet
sich die Projektion von c innerhalb eines der Skelettsegmente, so berechne ich den
Abstand anhand des Lotfußpunkts von c zu diesem Segment. Anhand dieses Abstands
kann nun entschieden werden, ob sich das Voxel innerhalb des Mindestfreiraums befin-
det, also ob es objektnah ist.
Ist ein Voxel c als objektnah und unbekannt verifiziert, so wird u¨berpru¨ft, ob es be-
reits von einem anderen Laserstrahl getroffen wurde, indem dessen Existenz in list
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abgefragt wird. Ist dieses nicht der Fall, so wird der Informationszuwachs des Laser-
strahls erho¨ht, indem c der Liste rayList hinzugefu¨gt wird, und die Abarbeitung des
Laserstrahls fortgesetzt. Sobald ein Laserstrahl vollsta¨ndig gerastert wurde, wird der
Informationszuwachs der Beobachtungsebene (gain) anhand der Anzahl der Elemente
von rayList sowie dem Qualita¨tsfaktor quality inkrementiert.
Falls Voxel c bereits in der Liste list enthalten war, so wurde dieses Voxel schon
von einem anderen Laserstrahl abgearbeitet. Da in Liste list alle bereits gefundenen
unbekannten objektnahen Voxel aller bereits abgearbeiten Laserstrahlen einer Beob-
achtungsebene v enthalten sind, bedeutet die Wiederentdeckung eines bereits hinzu-
gefu¨gtem Voxel mit großer Wahrscheinlichkeit eine U¨berdeckung zweier Laserstrah-
len. Denn Laserstrahlen sind hier, wie bereits erwa¨hnt, durch die Schnittpunkte zwi-
schen Beobachtungsebene und Oberfla¨chennormalen definiert. Dieses kann also zum
Beispiel vorkommen, wenn zwei Oberfla¨chennormalen so nahe einander sind, dass des-
sen Schnittpunkt mit der Beobachtungsebene im Voxelraum auf das gleiche Voxel fa¨llt.
Somit ko¨nnen sich Laserstrahlen u¨berdecken, was zur doppelten U¨berpru¨fung von Vo-
xeln fu¨hren kann. Um dieses zu verhindern, wird, falls ein unbekannt klassifiziertes
Voxel in Objektna¨he wiederentdeckt wird, die Abarbeitung des Strahls abgebrochen.
Jeglicher Informationszuwachs, der vor diesem Event gesammelt wurde, wird anschlie-
ßend zusammen mit dem Qualita¨tsfaktor dem gain hinzugefu¨gt, sodass auch bei rich-
tungsgleichen Strahlen mit hintereinanderliegenden Schnittpunkten alle Voxel in die
Bewertung einfließen ko¨nnen.
Letztlich bleibt noch die Erla¨uterung des Qualita¨tsfaktors quality. Dabei erha¨lt der In-
formationszuwachs jedes Laserstrahls a¨hnlich zu dem Verfahren von Massios et al. [78]
einen Bonus beziehungsweise Malus, je nachdem wie die Messqualita¨t durch den Win-
kelversatz zur Oberfla¨chennormale beeintra¨chtigt wird. Dabei erha¨lt ein Laserstrahl
einen steigenden Bonus bei sinkendem Winkelversatz und einen steigenden Malus bei
steigendem Winkelversatz. Stehen Oberfla¨chennormale und Laserstrahlrichtung nahe-
zu senkrecht zueinander erha¨lt der Laserstrahl weder Bonus noch Malus. Daraus folgt,
dass der Informationszuwachs von Strahlen mit Frontalansicht besser bewertet wird,
sodass ich forcieren kann, dass gesamte Beobachtungsebenen, die Dreiecke eher frontal
betrachten ko¨nnen, vorgezogen werden.
Da quality immer positiv ist, erhalte ich mir trotzdem die Mo¨glichkeit im schlimmsten
Fall Laserstrahlen und somit auch indirekt Beobachtungsebenen zu verwenden, die in
stumpfen Winkeln zu den Oberfla¨chennormalen stehen. Obwohl diese Laserstrahlen
die Oberfla¨che nicht betrachten ko¨nnen, so ko¨nnen sie trotzdem den Mindestfreiraum
untersuchen, was ebenfalls ein Informationszuwachs darstellt. Dieses ist insbesonde-
re wichtig, wenn auf Grund der Bewegungsfreiheit nur Beobachtungsebenen mo¨glich
sind, die in stumpfen Winkeln zur Objektoberfla¨che stehen, da auf diese Weise trotz-
dem ein Beobachtungspfad resultiert, anstatt zur na¨chsten Umgebungsaufnahme eine
uninformierte Bewegung verwenden zu mu¨ssen.
6.5.4 Informationsgewinn von Oberko¨rperposen
Der letzte Schritt meiner Ansichtenplanung ist die konkrete Wahl der Beobachtungs-
ebenen, sowie NAOs Oberko¨rperpose. Dabei soll diejenige Oberko¨rperpose gewa¨hlt
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werden, die maximalen Informationszuwachs verspricht und anhand der von dieser Pose
aus erreichbaren Beobachtungsebenen ein Kopfbewegungspfad abgeleitet werden. Auf
Grund von NAOs Beschaffenheit ko¨nnen, wie bereits erwa¨hnt, Umgebungsaufnahmen
leider nur von einer festen Oberko¨rperhaltung aufgezeichnet werden, da andernfalls
starke Sto¨rungen durch die Oberko¨rperbewegung auftreten.
Dazu wird in Algorithmus 6 zuna¨chst eine Menge bodyV ote angelegt, die fu¨r jede
mo¨gliche Oberko¨rperpose ein Element bereitha¨lt, das den Informationszuwachs g einer
Oberko¨rperpose und eine Liste viewList von lokalen Beobachtungsebenen v beinhal-
tet. Auf diese Weise kann ich fu¨r jede Oberko¨rperpose eine Liste von Beobachtungs-
ebenen sammeln und diese spa¨ter als Eingabe fu¨r den Kopfbewegungspfad verwenden.
Somit bewerte ich nicht nur, welchen Informationsgewinn ich mit einer bestimmten
Oberko¨rperpose erhalten kann, sondern konkret einen Kopfbewegungspfad.
Algorithmus 6 calculateIG
procedure calculateIG(V, UGK, GK)
bodyVote.init( )
bestPose← bodyVote.end( )
for v ← getFirst(V) to SizeOf(V) do
vg ← checkViewPoint(v, UGK, GK)
for bc← getFirst(v.BC) to SizeOf(v.BC) do




Das Vorgehen ist dabei so, dass fu¨r jedes v ∈ V , was die zuvor ermittelte Menge
aller kollisionsfreien globalen Beobachtungsebenen darstellt, der Informationszuwachs
vg anhand Algorithmus 5 berechnet wird. Dieser Wert vg wird dann als Na¨chstes dem
Informationszuwachs jeder Oberko¨rperpose hinzugefu¨gt, die die Beobachtungsebene v
erreichen kann.
Wie in Formel 6.16 dargestellt ist die Menge aller Oberko¨rperposen, von denen aus eine
Beobachtungsebene erreichbar ist, jeweils als Menge BC in dem Element v enthalten.
Somit ist also der na¨chste Schritt alle Oberko¨rperposen der Liste v.BC zu durchlaufen
und jeweils den Informationszuwachs g des korrespondierenden Elements in der Liste
bodyV ote anhand vg zu inkrementieren, sowie v der Liste viewList hinzuzufu¨gen. Da-
bei kann jeweils beim Einfu¨gen oder Aktualisieren eines Elements in die Liste bodyV ote
anhand des Informationszuwachses g festgestellt werden, ob diese Oberko¨rperpose der-
zeit u¨ber den gro¨ßten Informationszuwachs verfu¨gt, sodass bestPose immer auf das
beste Element von bodyV ote zeigt.
Am Ende der Abarbeitung aller in V enthaltenen Beobachtungsebenen zeigt bestPose
also auf dasjenige Element von bodyV ote, das den ho¨chsten Informationszuwachs ver-
spricht. Alle dieser Oberko¨rperpose zugeordneten Beobachtungsebenen bilden somit
den na¨chsten Beobachtungspfad, welcher in Abbildung 6.15 als blaue Linie dargestellt
wird.
Die Reihenfolge der Abarbeitung der einzelnen Ebenen wird derzeit anhand ihrer geo-
metrischen Position bestimmt. Des Weiteren werden, wie bereits erwa¨hnt, konkrete
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Abbildung 6.15 Beobachtungsspfad (blau) einer Ansichtenplanung als Weg des
Laserscanners.
Kopfgelenkwinkel anhand der durch die Oberko¨perpose definierte Pose des Nackenge-
lenks, sowie der bekannten Transformation zwischen Laserscannerpose und den Kopf-
gelenkwinkeln in Nullstellung und der tatsa¨chlich zu erreichenden Laserscannerpose
bestimmt.
6.5.5 Anwendungsbeispiel
Zur Demonstration des Ergebnisses der beschriebenen Ansichtenplanung verwende ich
das bereits aus der Oberfla¨chenapproximation bekannte Beispiel des Schrankgriffs und
zeige in Abbildung 6.16 die Transition von Abbildung 6.13 zu Abbildung 6.14. Ich habe
dabei, um die U¨bersichtlichkeit der Abbildung zu steigern, die Darstellung der einzelnen
Oberfla¨chen weggelassen und zeige stattdessen die Voxeldarstellung (belegt in blau,
sichtbar und unbekannt in rot, nicht sichtbar und unbekannt in weiß/durchsichtig), die
durch die Laserscannerposen aufgespannten Beobachtungsebenen (orange bis gelb),
sowie die verifizierten theoretischen Laserstrahlen (schwarz).
Die oberen beiden Darstellungen in Abbildung 6.16 zeigen die gewa¨hlte Oberko¨rperpo-
se (NAO Modell) und die zugeho¨rigen Laserscannerebenen fu¨r das Schrankgriffbeispiel
aus zwei verschiedenen Perspektiven. Dabei zeigt der Farbverlauf von orange nach gelb
den Informationszuwachs pro Ebene an, wobei gelbe Ebenen den gro¨ßten Zuwachs
des Beobachtungspfads repra¨sentieren. Des Weiteren sind in den unteren beiden Dar-
stellungen der Abbildung Detailansichten der erwarteten Sicht eingezeichnet, wobei
unbekannt klassifizierte Voxel jeweils nur fu¨r die na¨here Umgebung des aktuell zu un-
tersuchenden Greifkandidaten eingezeichnet wurden. Denn nur diese za¨hlen in meinem
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Abbildung 6.16 Ergebnis der Ansichtenplanung des Schrankgriffbeispiels mit
vereinfacht dargestellten Laserscannerebenen und theoreti-
schen Laserstrahlen sowie erwartete sichtbare unbekannte Vo-




Abbildung 6.17 (Links) Gewa¨hlter Beobachtungsebenen mit potenziell sicht-
baren Voxeln (rot); (Rechts) Verbleibende unbekannte Voxel
(weiß) nach der Umgebungsaufnahme.
Ansatz fu¨r die Verifikation eines Greifkandidaten, weswegen die Ansichtenplanung auch
nur gezielt diese untersuchen soll.
Anhand Abbildung 6.16 ist erkennbar, dass die Ansichtenplanung nicht erwartet
tatsa¨chlich alle unbekannt klassifizierten Voxel mit dem gewa¨hlten Kopfpfad sehen zu
ko¨nnen. Da jedoch in der Realita¨t nach Ausfu¨hrung dieses Kopfpfades das zugeho¨rige
Teilstu¨ck als greifbar klassifiziert werden kann, gibt es also eine Diskrepanz zwischen
Erwartung und Realita¨t. Diese begru¨ndet sich in der Diskretisierung beziehungswei-
se der Auflo¨sung der Erreichbarkeitstabelle des Laserscanners, welche als Grundlage
zur Ansichtenplanung verwendet wird. Denn auf diese Weise werden nur einige we-
nige Wegpunkte eines Beobachtungspfades untersucht. In der Realita¨t wird jedoch
durch die Bewegung des Laserscanners von Beobachtungsebene zu Beobachtungsebene
tatsa¨chlich viel mehr von der Umgebung aufgezeichnet.
Außerdem handelt es sich bei Abbildung 6.16 um ein Beispiel, bei dem alle Laser-
strahlen in stumpfen Winkeln zu den Oberfla¨chennormalen stehen. Wu¨rde man hier
die Einschra¨nkung machen, dass nur Laserstrahlen mit spitzen Winkeln zur Oberfla¨che
akzeptiert werden, dann ko¨nnen keine Beobachtungsebenen ausgewa¨hlt werden. Dieses
habe ich in einem Gegentest u¨berpru¨ft. Da allerdings Abbildung 6.14 eine verifizier-
te greifbare Oberfla¨che zeigt, ko¨nnen offensichtlich auch bei eher stumpfen Winkeln
ausreichend unbekannte Areale betrachtet werden.
Auch in dem Beispiel in Abbildung 6.17 werden mit dem berechneten Beobachtungs-
pfad in der Realita¨t mehr unbekannt klassifizierte Voxel betrachtet als erwartet. Denn
anstatt nur den mittleren Teil der Voxel auf der ru¨ckwa¨rtigen Seite des Gießkannen-
ausgusses zu entdecken, werden alle sich dort befindlichen Voxel gesehen. Trotzdem
kann anschließend an dieser Stelle kein Greifkandidat verifiziert werden, da Voxel auf
der unteren Seite des Ausgusses noch nicht ausreichend exploriert wurden.
Da bei einer Umgebungsaufnahme immer die gesamte Karte aktualisiert wird und nicht
nur den zu explorierenden Teil, ko¨nnen in Einzelfa¨llen andere Bereiche der Karte als
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Abbildung 6.18 (Links) Beobachtungsebenen fu¨r einen Schrankgriff mit Lu¨cke
und (Rechts) in Detailansicht; Irrtu¨mlich wird hier angenom-
men, dass ein Blick durch die Lu¨cken mo¨glich ist.
Greifkandidat verifiziert werden als erwartet. In dem vorgestellten Beispiel ist dies am
Gießkannengriff (gelb) der Fall. Dieser Teil wurde zuvor nicht zur Detailansicht aus-
gewa¨hlt, da u¨ber den Gießkannenausguss mehr bekannt war. Der Gießkannenausguss
konnte jedoch nicht vollsta¨ndig exploriert werden, wohingegen dieses mit dem Gieß-
kannengriff mo¨glich gewesen wa¨re. Hier wa¨re als zuku¨nftige Arbeit eine detailliertere
Analyse der Greifkandidaten wu¨nschenswert anstatt schlicht das bekannteste Objekt
zu verwenden.
In Abbildung 6.18 zeige ich letztlich ein Beispiel eines weiteren Schrankgriffversuchs,
bei dem nach der initialen Aufnahme einige Bereiche am Griff u¨bersehen wurden. Dieses
resultiert darin, dass die Ansichtenplanung an dieser Stelle auf unbekannt klassifizierte
Voxel trifft und zuna¨chst davon ausgeht, dass hier durchgesehen werden kann. Dieses
hat einen Einfluss auf die gewa¨hlte Oberko¨rperpose, sodass hier nicht wie in Abbildung
6.16 eine starke Neigung zur Seite erfolgt, sondern NAO sich eher mittig leicht nach
vorne beugt. Folglich ko¨nnen in diesem Beispiel weniger als unbekannte klassifizierte
Voxel gesehen werden als erwartet, was spa¨ter eine weitere Umgebungsaufnahme zur






In diesem Kapitel beschreibe ich, nach einer U¨bersicht verwandter Arbeiten in Ab-
schnitt 7.1, die eingesetzten Verfahren, die anhand der zuvor verifizierten Greifkan-
didaten geeignete Griffe ableiten und geeignete Handbewegungspfade berechnen. Da-
zu erha¨lt die Griffgenerierung eine Liste von verifizierten Greifkandidaten, welche an-
hand der in Abschnitt 6.4 berechneten Oberfla¨chenapproximation in ein Polygonnetz
u¨berfu¨hrt wurden, sowie eine Liste von mo¨glichen Hindernissen. Anhand dieser Greif-
kandidaten gilt es dann Greifposen abzuleiten, welche dahingehend untersucht werden
mu¨ssen, ob diese physikalisch vom Roboter greifbar sind und ob es dabei zu Kollisionen
mit anderen Objekten kommen kann (Abschnitt 7.2).
Auf Grund von NAOs mangelnder Motorpra¨zision setzte ich zur Griffselektion in Ab-
schnitt 7.3 ein zweiphasiges Prinzip ein, bei dem zuna¨chst bewertete Oberko¨rperposen
gewa¨hlt werden, die die Anzahl mo¨glicher Greifposen maximieren. In der zweiten Phase
wird dann eine dieser Oberko¨rperposen tatsa¨chlich angefahren und in einer detaillierte-
ren Untersuchung mo¨gliche Greifposen in einem Koordinatensystem zur Schulter erneut
u¨berpru¨ft, was ich in Abschnitt 7.3.3 beschreibe. Auf diese Weise kann die Anzahl der
involvierten Motoren auf die im Arm verbauten Motoren reduziert werden, so dass
als Folge auch eine mo¨gliche Diskrepanz zwischen der tatsa¨chlichen Handpose und der
anzusteuernden Greifpose minimiert wird.
Wie bereits im Abschnitt 4.4.1 erwa¨hnt, ist NAO nur in der Lage formumschließende
Griffe auszufu¨hren, so dass es zwar Griffe an unterschiedlichen Posen gibt, aber das
Kriterium der Stabilita¨t von allen Griffen gleich gut erfu¨llt wird. Folglich muss eine
Greifpose nur die Kriterien der Erreichbarkeit und der Kollisionsfreiheit erfu¨llen, da
Stabilita¨t immer vorausgesetzt werden kann. Da auf Grund von NAOs Bewegungs-
freiheit der Hand nicht jeder Griff gleich gut erreicht werden kann, dient mir in Ab-
schnitt 7.3.3 das Kriterium der Erreichbarkeit zur Bewertung. Dabei ist ein Griff, der
physikalisch mit wenigen Abweichungen zu erreichen ist, einem Griff, bei dem große
Abweichungen entstehen ko¨nnten, vorzuziehen.
Letztlich beschreibe ich in Abschnitt 7.4 die Planung der Greifbewegung. Dabei kommt
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ein A* Algorithmus zum Einsatz, der einzelne Pfade auf Basis der lokalen Handerreich-
barkeitstabelle findet. Initial sucht mein A* Algorithmus dabei im dreidimensionalen
translatorischen Raum und modelliert die Bewegung der Handrotation sowie Hinder-
niskollisionen innerhalb der Heuristik- und Kostenfunktion.
7.1 Stand der Wissenschaft
Das Greifen eines Objekts kann in zwei Hauptprobleme unterteilt werden. Da wa¨re zum
einen die Generation und Bewertung von Griffen, die eine stabile Haltung des Objekts
ermo¨glichen und zum anderen die Planung der Handbewegung, die eine kollisionsfreie
Ansteuerung von Ausgangspose zum Ziel gewa¨hrleistet.
7.1.1 Griffplanung
Zur Bewertung eines Griffes wird im Allgemeinen eine große Vielfalt von unterschied-
lichen Verfahren zur Feststellung des Qualita¨tsmaßes eingesetzt. Dabei kommen nach
Roa et al. [98] am ha¨ufigsten auf Fingerkontaktposen beruhende Bewertungen zum
Einsatz, wie das Verfahren zur Berechnung des Volumens des Grasp Wrench Spaces
(Miller et al.[99]), das Griffe anhand ihrer Stabilita¨t evaluiert. Andererseits werden aber
auch auf Handposen beziehungsweise Gelenkwinkelkonfigurationen basierende Verfah-
ren eingesetzt, wie zum Beispiel in der Arbeit von Klein et. al [100], in der optimale
Endeffektorposen anhand ihres Abstands zu singula¨ren Gelenkwinkelkonfigurationen
evaluiert werden. Die Wahl des richtigen Qualita¨tsmaßes ha¨ngt dabei immer von der
Konstruktion des Manipulators sowie der genauen Greifanwendung ab.
Um Griffe bewerten zu ko¨nnen, mu¨ssen jedoch erst mal Griffe generiert werden. Dieses
kann je nach Anzahl und Beweglichkeit der Finger sehr rechenintensiv sein, so dass bei
vielen Greifsystemen vorberechnete Grifftabellen verwendet werden. Bei diesen, auch
datengetrieben genannten, Ansa¨tzen werden Griffe nach Bohg et al.[101] ha¨ufig anhand
bestimmter Grundregeln, Objekten und Roboterbeschaffenheiten oﬄine generiert und
anschließend simuliert. Auf Basis der Simulation werden dann Qualita¨tsmaße berech-
net, so dass die generierten Griffe nach Qualita¨t sortiert in einer Datenbank gespeichert
werden ko¨nnen. Diese Datenbank kann dann verwendet werden, um in konkreten Greif-
situationen Griffe online auswa¨hlen zu ko¨nnen.
Ein besonders bekannter datengetriebener Ansatz findet sich in GraspIt! (Miller et.
al [37]), bei dem Griffe oﬄine fu¨r einfache geometrische Figuren wie Kugeln, Zylinder
oder Boxen vorberechnet werden. Online ko¨nnen dann, wie in der Arbeit von Hu¨bner
et al. [102], komplexe Objekte in diese zuvor definierten geometrischen Figuren zerlegt
und optimale Griffe in der GraspIt! Datenbank ausgewa¨hlt werden. In Hu¨bner et al.
[94] werden dazu Punktwolken anhand eines sogenannten Fit-and-Split-Verfahren in
Minimum Volume Bounding Boxen zerlegt.
Einen Schritt weiter geht die Arbeit von Goldfeder et al. [103], bei der komplexe Objekte
wie zum Beispiel ein Kelch oﬄine vormodelliert und zusammen mit bewerteten Griffen
in einer Datenbank abgelegt werden. Diese vormodellierten komplexen Objekte gelten
dann als Prototyp, die u¨ber einen ICP-Algorithmus an a¨hnlich geformte aber nicht
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gleiche Objekte registriert werden, um dann anhand der U¨bereinstimmungen gu¨ltige
Griffe auszuwa¨hlen.
In sogenannten analytischen Griffgenerierungsverfahren werden geeignete Griffe an-
hand von Generalisierungen oder Heuristiken online berechnet. Im Unterschied zu den
datengetriebenen Ansa¨tzen liegt hier der Schwerpunkt in der Generierung eines sta-
bilen Griffs, der nicht unbedingt optimal sein muss. In der Arbeit von Nguyen [104]
werden zum Beispiel fu¨r ein polyedrisches Objekt mo¨gliche Fingerkontaktstellen auf die
Untersuchung des Unterschieds der Winkel der einzelnen Fla¨chennormalen reduziert.
Das Ziel ist dabei diejenigen Objektseiten zu finden, auf die Finger platziert werden
sollten, um einen stabilen Griff zu erhalten. Dabei steigt die Rechenintensita¨t mit der
Anzahl der Objektseiten.
Fu¨r komplexere durch Polygonnetze repra¨sentierte Objekte bietet sich eher ein An-
satz wie in der Arbeit von Ding et al. [105] an, bei dem die Objektoberfla¨che in eine
Anzahl von Kontaktkandidaten diskretisiert wird, von denen in einem randomisier-
ten Verfahren Kontaktkandidatensets ausgewa¨hlt werden. Diese werden jeweils iterativ
ausgetauscht, solange bis ein stabiler Griff anhand der Kontaktmomente nachgewiesen
werden kann.
Alle vorgestellten Ansa¨tze haben es gemeinsam, dass sie das Problem der Griffplanung
fu¨r eine Multifingerhand untersuchen, bei denen die Fingerpositionierung unterschiedli-
che Griffe zulassen. Da NAOs Finger durch die Handkonstruktion keinerlei unterschied-
liche Positionierung oder verschiedene Krafteinwirkungen zulassen, kann fu¨r NAOs
Hand bei einha¨ndigen Greifen genau ein Griff in Betracht gezogen werden. Na¨mlich die
Verklemmung eines Objekts zwischen Fingern, Daumen und Handinnenfla¨che. Da bei
geschlossener Hand die Finger also genau eine Stellung erreichen ko¨nnen, bleibt also
nur derjenige Kontaktpunkt mit dem Objekt zu finden, an dem die Handpose so zum
Objekt ausgerichtet ist, dass die Finger es umgreifen ko¨nnen.
7.1.2 Greifbewegungsplanung
Greifbewegungsplanungsverfahren ko¨nnen derzeit in zwei Kategorien unterteilt wer-
den: sampling- oder optimierungsbasierte Planungsverfahren. Dabei sind im Moment
auf Grund der Einfachheit und den schnell gefundenen Resultaten samplingbasierte
Planungsverfahren am beliebtesten.
In der Arbeit von Kavraki et al. [106] werden zum Greifen geeignete Ganzko¨rperbewe-
gungen in einem zweiphasigen samplingbasierten Prinzip anhand von probabilistischen
Roadmaps im Konfigurationsraum geplant. In der sogenannten Lernphase werden dazu
in einem Graphen einzelne gu¨ltige Konfigurationen und geeignete Transitionen einge-
tragen, welche fu¨r die zweite Phase als Grundlage zur tatsa¨chlichen Bewegungsplanung
verwendet werden.
Ganz ohne Lernphase kommen Ansa¨tze, wie der besonders verbreitete Rapid-Exploring
Random Tree-Algorithmus (RRT-Algorithmus) aus der Arbeit von Lavalle [107] aus.
Dabei wird der Bewegungsraum in einem iterativen randomisierten Verfahren wa¨hrend
der Wegplanung aufgebaut. Im Basisalgorithmus wird dazu zum Beispiel fu¨r jeden
neuen Knoten eine randomisierte Konfiguration erstellt, welche bezu¨glich einiger Be-
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dingungen wie Hinderniskollisionen und Zielkonfigurationsdistanz ausgewa¨hlt werden.
Eine Weiterentwicklung des Basisalgorithmus mit dem Namen RRT-Connect findet
sich in der Arbeit von Kuffner et al. [108], bei dem statt eines Weges jeweils zwei Wege
geplant werden, die sich in der Mitte treffen.
Indem die Auswahl mo¨glicher Konfigurationen auf statische stabile Konfigurationen
begrenzt wird, zeigen die Autoren in der Arbeit von Kuffner et al. [109] einen RRT-
Connect Bewegungsplaner, der in der Lage ist dynamisch stabile Ganzko¨rperbewe-
gungen fu¨r humanoide Roboter zu erzeugen. Im Prinzip werden dabei aus einer vor-
berechneten Tabelle statisch stabiler Roboterposen zielbringende kollisionsfreie Posen
wa¨hrend des Planungsprozesses gezogen, so dass hier die Idee der Lernphase einer
Roadmap einfließt, jedoch die Transitionen zwischen den Posen via RRT-Connect er-
mittelt werden. In der Arbeit von Burget et al.[110] konnte dieses Prinzip erfolgreich
fu¨r den NAO angewandt werden, wobei die Zielfindung und Planung jedoch von einem
leistungsstarken externen PC u¨bernommen wurde.
Obwohl samplingbasierende Bewegungsplanungen in der Theorie als probabilistisch
vollsta¨ndig gelten, so erreichen sie praktisch keine optimalen Lo¨sungen. Eine Alter-
native sind optimale Suchalgorithmen wie der A* Algorithmus, die mit einer oﬄine
berechneten Diskretisierung des Bewegungsraums angewandt werden ko¨nnen. Dabei
besteht jedoch, wie in der Arbeit von Karaman et al. [111] aufgezeigt, die Schwie-
rigkeit eine Diskretisierung zu finden, die einerseits eine ausreichende Darstellung des
Arbeitsraums widerspiegelt und andererseits die Performanz des Planers optimiert. So-
mit wird ha¨ufig, wie in der Arbeit von Brooks et al. [112] kritisiert, optimale Planung
auf optimal in der gewa¨hlten Diskretisierung reduziert.
Um bei hoch aufgelo¨sten Arbeitsra¨umen in kurzer Zeit zu nahezu optimalen Ergebnis-
sen zu gelangen, wird in der Arbeit von Likhachev et al. [113] eine A* Suche vorgestellt,
die nach dem Any-Time-Prinzip iterativ verfeinert wird. Dabei wird ein Gewichtungs-
faktor fu¨r die Heuristik eingefu¨hrt, der dieser eine ho¨here Bewertung verleiht und dazu
fu¨hrt, dass initial weniger Knoten expandiert werden mu¨ssen ([114]). Iterationsweise
wird dann der Gewichtungsfaktor minimiert und mit der resultierenden Bewertung
weitere Knoten entlang des zuvor gefundenen Wegs u¨berpru¨ft, um auf diese Weise
den gesamten Weg zu optimieren. In der Arbeit von Menon et al. [115] wird dieses
Prinzip auf kinodynamische Greifbewegungen mit Schwerpunkt der Zeitoptimierung
u¨bertragen.
7.2 Generierung von Griffkandidaten
Das Ziel der Griffgenerierung ist es, anhand der zuvor gefundenen Oberfla¨chenapproxi-
mationen mo¨gliche Handposen zu berechnen. Dazu muss noch einmal auf das vorherige
Kapitel 6 verwiesen werden, denn das resultierende Polygonnetz dient mir hier als Ba-
sis zur Bestimmung der Handposen fu¨r die Griffe. Ein Polygonnetz eines als greifbar
klassifizierten Objektteils ist, wie bereits beschrieben, in eine Anzahl von Teilappro-
ximationen unterteilt, denen jeweils eine Anzahl an Oberfla¨chendreiecken zugeordnet
sind.
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7.2.1 Wahl der Handpose
Die Oberfla¨chennormale eines Oberfla¨chendreiecks gibt die Richtung an, in der die
Handinnenfla¨che die Oberfla¨che bei einem Griff beru¨hren soll. Somit bildet also der
Dreiecksmittelpunkt dc den zu greifenden Punkt auf der Oberfla¨che und seine Normale
dn die zu greifende Richtung. Damit ist dann aber noch nicht bekannt, wie die Hand
sich um die Richtung der Handinnenfla¨che rotieren soll.
Um diese Information zu ermitteln, betrachte ich zuna¨chst, wie sich die den Ober-
fla¨chendreiecken zugeho¨rigen Scheibenmittelpunkte verhalten. Denn alle Scheibenmit-
telpunkte stellen das approximierte Skelett des Objekts dar. Anhand dieser Skelett-
linien ko¨nnen Ru¨ckschlu¨sse daru¨ber gezogen werden, wie sich das Objekt im Raum
ausdehnt und wie die Hand letztendlich rotiert werden muss.
Da also zwei aufeinanderfolgende Scheiben St und St˜ u¨ber zwei Mittelpunkte ct und
ct˜ verfu¨gen, die eine Skelettlinie slt,t˜ = ct + λ(ct˜ − ct) mit 0 ≤ λ ≤ 1 definieren und
bekannt ist, dass ein Objekt la¨nglich und umgreifbar ist, gibt mir die Richtung der
Skelettlinie in etwa die Rotation der Hand um die Oberfla¨chennormale eines mo¨glichen
Griffs an.
In dem Fall, dass ein perfekter Zylinder gemessen worden wa¨re, wa¨re ich an dieser
Stelle schon fertig, da dann die Skelettlinie orthogonal zur Oberfla¨chennormalen sein
mu¨sste. Da ich hier aber zum einen mit Ungenauigkeiten in den Messungen anhand von
Rauschen oder a¨hnlichem zu rechnen habe und zum anderen das zu greifende Objekt
gar nicht zwingend ein Zylinder sein muss, gibt mir die Skelettlinie zuna¨chst nur eine
ungefa¨hre Richtung an, die nicht unbedingt orthogonal zur Oberfla¨chennormale ist.
Um nun orthogonale Richtungen aus meinem ungefa¨hren Richtungen zu erhalten, ver-
wende ich die Richtung der Skelettlinie und bilde anhand der Dreiecksoberfla¨chennor-
malen dn eine Ebene mit einer Normalen la = dn× ct˜−ct||ct˜−ct|| . Der resultierende Vektor
la ist dann nicht nur garantiert orthogonal zu dn, sondern gibt bereits zusammen mit
seiner Inversen die beiden mo¨glichen Richtungen des Unterarms an. Es muss hier auch
immer die inverse Unterarmrichtung betrachtet werden, da beide Varianten mo¨gliche
Griffe sind.
Fu¨r jedes Oberfla¨chendreieck des Polygonnetzes mit Dreiecksmittelpunkt dc mit Ober-
fla¨chennormale dn berechnet sich ein mo¨glicher Griff dann mit Formel 7.1, wobei g die
translatorische Pose der Handinnenfla¨che darstellt und URh seine Rotation in globalen
Koordinaten. Dabei ist µ ein fester Parameter, der einen kleinen Sicherheitsabstand
(von ca. 1,5 cm) zwischen Handinnenfla¨che und Objektoberfla¨che darstellt, der spa¨ter
ein versehentliches Wegstoßen des Objekts verhindern soll.







Nachdem nun die Menge aller Griffe berechnet ist, gilt es als Na¨chstes zu u¨berpru¨fen,
ob an dieser Stelle u¨berhaupt kollisionsfrei zu Greifen ist. Dazu scha¨tze ich zuna¨chst
anhand der vom Griff abgeleiteten potenziellen Handpose, wie sich die Finger dazu ver-
halten werden, und repra¨sentiere ihre Posen in Form einer OBB, da sie in ausgestreck-
ter Form tatsa¨chlich einer Box mit abgerundeten Kanten gleichen. Die Fingerposen
ko¨nnen leider nicht exakt berechnet werden, da NAO diese in der geo¨ffneten Haltung
nicht in einer festen Pose halten kann. Zudem gibt es keinerlei Sensoren zur Messung.
Tatsa¨chlich ko¨nnen die Finger sogar wa¨hrend der Armbewegung ein wenig wackeln.
Da wa¨hrend einer Greifbewegung die Hand die ganze Zeit geo¨ffnet und als fest ange-
nommen wird, sind auch die Versa¨tze zur Handinnenfla¨che bekannt und ko¨nnen in ei-
nem Koordinatensystem zur Handinnenfla¨che vorberechnet werden. Sobald die genaue
Position g und Rotation URh der Handinnenfla¨che bekannt ist, ko¨nnen die Fingerposen
anhand dieser bekannten Gro¨ßen im globalen Koordinatensystem berechnet und OBBs
abgeleitet werden.
Um nun zu ermitteln, ob es Kollisionen mit anderen in der Szene vorhandenen Objek-
ten gibt, bediene ich mich hier den in Abschnitt 6.3.1 berechneten OBBs und berechne
mo¨gliche Kollisionen, indem ich u¨berpru¨fe, ob eine Trennachse existiert (vgl. Abschnitt
2.2). Dabei verwende ich allerdings nur diejenigen OBBs, die als Greifkandidat nicht in
Frage gekommen sind und sich innerhalb eines bestimmten Radius zur Greifpose befin-
den. Die verwendeten OBBs sind dabei auch diejenigen, die bereits bei der Erstellung
auf Grund ihrer Gro¨ße abgelehnt wurden und stellen mit Sicherheit kein vollsta¨ndiges
Teilobjekt dar. Diese OBBs sind demnach als unspezifiziertes Hindernis zu betrachten
und sollten mit großem Abstand gemieden werden.
Nun bleibt nur noch zu u¨berpru¨fen, ob eine Kollision mit einem Greifkandidaten vor-
liegt. Da ich von diesen auf Grund der berechneten Oberfla¨che deutlich mehr Infor-
mationen ihrer Ausmaße habe und der Roboter an das zu greifende Objekt mit seiner
Hand nah genug herankommen muss, lohnt es sich hier einen detaillierten Kollisionstest
durchzufu¨hren. Da dieser Test spa¨ter jedoch auch wa¨hrend der Wegplanung verwendet
werden soll, ist auch dieser Vorgang zeitkritisch zu betrachten.
Aus diesem Grund wird anhand der einzelnen Teilapproximationen, deren Oberfla¨chen-
punkte und deren Skelettlinien ein Zylinder approximiert, anstatt das tatsa¨chliche Po-
lygonnetz zu verwenden. Auf diese Weise erhalten Greifkandidaten eine deutlich besser
approximierte geometrische Figur im Vergleich zu der urspru¨nglich berechneten OBB.
Insbesondere gebogene oder geschwungene Objekte werden dadurch besser repra¨sen-
tiert.
Die Radien dieser Zylinder werden dabei jeweils anhand des gro¨ßten gefundenen Ab-
stands zwischen Oberfla¨chenpunkten und Skelettlinie ermittelt. Dabei kann es bei fla-
chen aber breiten Objekten zwar dazu kommen, dass sie an manchen Stellen zu groß
repra¨sentiert werden. Dieses hat aber auf Grund des notwendigen Sicherheitsabstands
und den in Abschnitt 4.4.2 spezifizierten gro¨ßten Breite eines greifbaren Objektteils
keinen negativen Effekt, da der zu greifende Punkt immer außerhalb liegt. Denn der
gro¨ßte Durchmesser eines als greifbar klassifizierten Objektteils darf maximal 2,5 cm
groß sein, somit liegt der maximale Radius einer Scheibe bei 1,25 cm, der Sicherheits-
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Abbildung 7.1 (Links) Darstellung aller Hindernisse in einer Szene mit einer
Gießkanne und (Rechts) ausgewa¨hlte kollisionsfreie Griffe fu¨r
einen verifizierten Greifkandidaten.
abstand zwischen Handfla¨che und Objektoberfla¨che liegt bei 1,5 cm, so dass sich der
zu greifende Punkt, selbst bei einem Objekt dessen kleinste Breite bei 0 liegt, immer
noch außerhalb des u¨berrepra¨sentierten Hindernisses befindet.
Da ein Kollisionscheck zwischen OBB und Zylinder deutlich rechenintensiver als ein
Kollisionscheck zwischen zwei Zylindern ist, verwende ich fu¨r die Fingerposen sowie
Handpose an dieser Stelle auch Zylinder und ermittle dann den ku¨rzesten Abstand
zwischen den einzelnen Zylinderachsen. Unterschreitet dieser Abstand den summierten
Durchmesser beider Zylinder, so gehe ich von einer Kollision aus.
7.2.3 Anwendungsbeispiel
In Abbildung 7.1 ist eine Szene dargestellt, in der Griffe fu¨r einen Gießkannengriff gene-
riert werden sollen. Dabei sind im linken Bild alle Hindernisse durch Zylinder oder ob-
jektorientierte Ka¨sten dargestellt. Im Detail sind rote OBBs nicht als Greifkandidaten
zugelassene OBBs, welche nicht na¨her spezifizierte Hindernisse darstellen. Des Weiteren
stellen orangefarbige Zylinder Objekte dar, deren Oberfla¨che approximiert, aber nicht
unbedingt als greifbar verifiziert wurden. Zudem sind auch die eigenen Ko¨rperteile des
Roboters durch orangefarbige Zylinder markiert.
Die Hand wurde aus verschiedenen in rot, gru¨n, gelb und blau dargestellten Zylindern
modelliert, welche fu¨r die Kollisionsu¨berpru¨fung zwischen Zylindern verwendet werden.
Da es auch Kollisionsu¨berpru¨fungen zwischen OBBs gibt, erha¨lt die Hand eine zweite
Modellierung durch OBBs.
Im rechten Bild der Abbildung 7.1 findet sich die Darstellung generierter kollisionsfrei-
er Griffe fu¨r die Gießkannenszenerie. Eine schwarze Linie markiert dabei die Richtung
der Oberfla¨chennormale beziehungsweise die Richtung der Handinnenfla¨che und eine
blaue Linie die Richtung der lokalen Skelettierung. Beide Richtungen zusammen bilden
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Abbildung 7.2 Ansicht generierter Griffe fu¨r einen Schubladengriff aus zwei Per-
spektiven.
dann das Koordinatensystem der Handpose, wobei die dritte auf den beiden bisherigen
Richtungen senkrecht stehende Richtung die Unterarmrichtung darstellt. Da es bei der
Unterarmrichtung immer zwei Mo¨glichkeiten gibt und dieses das Bild sehr unu¨bersicht-
licher gestalten wu¨rde, sind diese Richtungen nicht eingezeichnet.
Da ein greifbarer Objektteil als ein Objekt definiert ist, das von freiem Raum umgeben
ist, sind fu¨r jedes Objekt theoretisch rundherum Griffe zu finden, außer wenn die Hand
mit anderen Objekten kollidieren wu¨rde. In Abbildung 7.1 sind aus diesem Grund unter
dem Gießkannengriff keine Greifpunkte generiert worden.
In Abbildung 7.2 greife ich fu¨r eine Detailansicht noch einmal das aus der Oberfla¨chen-
approximation bekannte Beispiel des Schubladengriffs auf, anhand dessen die Kollisi-
onsvermeidung bei der Griffgenerierung besonders deutlich wird. Dabei passt die Robo-
terhand nicht zwischen Griff und Schubladenwand, so dass nur Griffe auf der vorderen
Seite des Schubladengriffs generiert werden. Als Resultat a¨hnelt der greifbare Bereich
einem halbierten Zylinder.
7.3 Griffselektion
In der in Abschnitt 5.2.4 beschriebenen kombinierten Erreichbarkeitstabelle der Hand,
befinden sich fu¨r jede mo¨gliche Handpose auch mo¨gliche Oberko¨rperposen, die diese
Handkonfiguration ermo¨glichen. Anhand dieser Tabelle und den ausgewa¨hlten kolli-
sionsfreien Griffen kann nun fu¨r jeden Griff entschieden werden, ob dieser von dem
Roboter tatsa¨chlich physikalisch erreicht werden kann.
7.3.1 Globale Erreichbarkeitspru¨fung
Dazu wird zuna¨chst in der globalen Handerreichbarkeitstabelle diejenige Region u¨ber-
pru¨ft, in die die translatorische Position des Griffs fa¨llt. Falls diese Region erreichbar ist,
werden dann alle dort gespeicherten Unterarmrichtungen bezu¨glich ihrer Abweichung
zur tatsa¨chlich erwu¨nschten Unterarmrichtung untersucht. Da immer auch die inverse
Unterarmrichtung einen gu¨ltigen Griff darstellt, verwende ich hier die Oberfla¨chen-
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normale dn und die Richtung der Skelettlinie sr und u¨berpru¨fe ob beide Richtungen
senkrecht auf der aus der Erreichbarkeitstabelle extrahierten zu testenden Unterarm-
richtung l˜a stehen und wie groß die Abweichung ist. Dazu verwende ich einfach das
Skalarprodukt in Formel 7.2.
d0 = l˜a · dn d1 = l˜a · sr (7.2)
Im idealen Fall ist die Abweichungen d0 = 0 und d1 = 0, was bedeuten wu¨rde, dass
die zu testende Unterarmrichtung tatsa¨chlich senkrecht auf beiden Richtungen steht.
In der Realita¨t ist dieser Fall natu¨rlich relativ selten, so dass ich hier eine Toleranz
eingefu¨hrt habe, unter der eine Richtung noch als passend betrachtet wird. Ich gehe
also davon aus, dass eine zu testende Unterarmrichtung nur ungefa¨hr senkrecht auf
beiden Richtungen stehen muss.
Da das Handgelenk des Roboters leider keine 360◦ Drehung vollfu¨hren kann, sondern
seine Limits bei ca. ± 104◦ liegen, muss auch diesbezu¨glich eine Erreichbarkeitsu¨ber-
pru¨fung durchgefu¨hrt werden. Allerdings ist, wie zuvor erwa¨hnt, aus Speicherplatz-
gru¨nden in der globalen Tabelle auf die Information der Handgelenkrotation verzichtet
worden, so dass hier leider auf die detaillierte lokale Handerreichbarkeitstabelle zuge-
griffen werden muss.
Dazu wird anhand der zu testenden Unterarmrichtung alle zugeordneten Oberko¨rper-
posen in der globalen Tabelle ermittelt. Jede dieser Oberko¨rperposen wird dann mit
der lokalen Erreichbarkeitstabelle der Hand konkateniert und eine lokale Erreichbar-
keitspru¨fung durchgefu¨hrt. Somit werden Griffe also zuna¨chst grob akzeptiert und dann
in der detaillierten Tabelle, mit deutlich geringerem Diskretisierungsfehler, genauer
u¨berpru¨ft. Da eine Detailu¨berpru¨fung nur fu¨r zuna¨chst grob akzeptierte Griffe durch-
gefu¨hrt wird, ist diese Vorgehensweise immer noch deutlich schneller als fu¨r jeden Griff
jede Oberko¨rperpose mit jeder lokalen Erreichbarkeitstabelle zu u¨berpru¨fen.
7.3.2 Lokale Erreichbarkeitspru¨fung mit Handgelenk
Um nun konkret zu u¨berpru¨fen, ob das Handgelenk des Roboters tatsa¨chlich so rotiert
werden kann, dass ein Griff ermo¨glicht wird, werden also zuna¨chst alle Oberko¨rperpo-
sen, die einen bestimmten Griff zulassen, aus der globalen Handerreichbarkeitstabelle
extrahiert. Diese sind, wie in Abschnitt 5.2 beschrieben, als 32Bit Zahl gespeichert und
ergeben entschlu¨sselt die Position und Richtung des Oberko¨rpers in globalen Koor-
dinaten an. Ich forme diese Richtung in eine Rotationsmatrix URt um, welche dann
die Rotation des Oberko¨rpers relativ zu den globalen Koordinaten angibt und erhalte
somit auch die Rotation der Schulter, da diese fest mit dem Oberko¨rper verbunden
ist. U¨ber einen als festen vorliegenden Abstandsparameter la¨sst sich dann auch die
Transformation der Schulter US zum Ursprung berechnen.
Mit US ist dann der Versatz zwischen dem globalen Koordinatensystem und dem Schul-
terkoordinatensystem definiert, so dass ich auch den zu untersuchenden Greifpunkt mit
Translation g und Rotation URh aus Formel 7.1 in dieses Koordinatensystem trans-
formieren und anhand der lokalen in Schulterkoordinaten vorliegenden Erreichbarkeit-
stabelle der Hand evaluieren kann. Dazu wird fu¨r einen Griff Sg (Schulterkoordinaten)
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die zusta¨ndige translatorische Region ermittelt und dann jede dort abgelegte Unter-
armrichtung, wie zuvor, anhand Formel 7.2 bezu¨glich der Orthogonalita¨t zu den durch
den Greifkandidaten definierten Richtungen untersucht. Auch hier wird ein Grenzwert
verwendet, der ungefa¨hre Orthogonalita¨t als gu¨ltig akzeptiert.
Passiert eine Unterarmrichtung diesen Test, so untersuche ich im na¨chsten Schritt die
zu der Unterarmrichtung abgelegte Handgelenkrichtung (in Motornullstellung). Dazu
konstruiere ich zuna¨chst anhand der durch SRh definierten Richtung des Unterarms
la und der aus der Tabelle entnommenen ungefa¨hren Handgelenknullrichtung h die
fehlende dritte Achse (b = la × h) und berechne in der von b und h aufgespannten
Projektionsebene mit Formel 7.3 den Winkel zwischen h und Sdn, wobei Sdn der Hand-
gelenkrichtung des zu erreichenden Griffs beziehungsweise der Oberfla¨chenormalen in
Schulterkoordinaten entspricht. Dieses Vorgehen wurde bereits bei der inversen Kine-
matik verwendet und hat den Vorteil, dass auch bei nur quasi-orthogonal stehenden
Handgelenkrichtungen gu¨ltige Ergebnisse berechnet werden ko¨nnen.
α = atan2(Sdn · h, Sdn · b) (7.3)
Der Ergebniswinkel α in Formel 7.3 ist dann der Winkelversatz zwischen der Handge-
lenkrichtung in Nullstellung und der durch den Griff definierten zu setzenden Handge-
lenkrichtung. Verha¨lt sich dieser innerhalb der durch den Motor vorgegebenen Limits,
so ist dieser Griff tatsa¨chlich erreichbar.
7.3.3 Selektion von Oberko¨rperposen
Das Ziel dieses Schrittes ist es anhand der globalen Erreichbarkeit eine bewertete Liste
von Oberko¨rperposen zu erstellen, von denen eine Pose vor der Wahl des endgu¨ltigen
Griffs tatsa¨chlich angesteuert werden soll. Dabei erhalten einzelne Oberko¨rperposen
immer dann einen Bonus, wenn ein Griff von einer bestimmten Oberko¨rperpose aus als
global erreichbar klassifiziert wird. Somit sammele ich also fu¨r jede Oberko¨rperpose in
einer großen Tabelle, wie viele Griffe fu¨r jede Pose erreichbar sind, sodass ich, nach-
dem alle Griffe u¨berpru¨ft wurden, anhand dieser Tabelle feststellen kann, in welcher
Oberko¨rperpose am meisten Griffe erreicht werden ko¨nnen.
An dieser Stelle mo¨chte ich noch nicht endgu¨ltig entscheiden, welcher Griff tatsa¨chlich
ausgefu¨hrt werden soll, da auf Grund der Pra¨zisionsproblematik der Motoren eine vor-
gegebene Oberko¨rperpose eventuell nur mit Abweichungen erreicht werden kann. Da
bereits sehr geringe Abweichungen der Oberko¨rperrotation dazu fu¨hren ko¨nnen, dass
der Roboter spa¨ter in der Gro¨ßenordnung von Zentimetern neben das eigentliche Ziel
greift, soll zuna¨chst eine bestimmte Oberko¨rperpose tatsa¨chlich angesteuert werden,
um dann mit der gemessenen Oberko¨rperpose eine weitere U¨berpru¨fung der Griffe
anhand der detaillierten lokalen Erreichbarkeitstabelle der Hand durchzufu¨hren (Ab-
schnitt 7.3.2).
Somit dient mir die Liste der nach Griffanzahl bewerteten Oberko¨rperposen als Rei-
henfolge der anzufahrenden und zu u¨berpru¨fenden Posen. Ich beginne dabei mit der
Oberko¨rperpose, die am meisten Griffe erreichen kann. Nur in dem Fall, wenn eine
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Oberko¨rperpose wider Erwarten in der endgu¨ltigen U¨berpru¨fung keine Griffe finden
kann, wird die Oberko¨rperpose mit den zweitmeisten erreichbaren Griffen angefahren,
solange bis eine bestimmte kleine Anzahl an Posen angefahren und getestet wurde.
7.3.4 Finale Griffe
In dem Fall, dass bei einer tatsa¨chlich angesteuerten Oberko¨rperpose bei der endgu¨lti-
gen Griffu¨berpru¨fung anhand der lokalen Erreichbarkeit (Abschnitt 7.3.2) Griffe ge-
funden werden, so werden alle validen Griffe in einer weiteren Liste gespeichert. Diese
Liste ist die finale Liste aller in der aktuellen Oberko¨rperhaltung mo¨glichen erreichba-
ren Griffe, die anhand einer Bewertungsfunktion sortiert werden.
Da es sich bei jedem Griff immer um einen formumschließenden Griff handelt, ist je-
der resultierende Griff ein gu¨ltiger und stabiler Griff, so dass eigentlich alle Griffe als
gleichwertig betrachtet werden ko¨nnten. Da aber nicht jeder Griff gleich exakt erreicht
werden kann, so dient mir fu¨r die Bewertung der Griffe das Kriterium der Erreich-
barkeit. Dabei definiere ich einen Griff als gut erreichbar, wenn die Abweichungen in
Formel 7.2 mo¨glist klein sind. Das heißt, dass in der Erreichbarkeitstabelle eine passen-
de Unterarmrichtung gefunden werden kann, die orthogonalnah zu Oberfla¨chennormale
und Skelettline steht. Somit ist ein Griff optimal erreichbar, wenn d0 + d1 = 0 gilt.
7.4 Planung einer Greifbewegung
Sobald feststeht, welche Griffe mit welcher Bewertung in Frage kommen, muss der
tatsa¨chliche Weg der Hand geplant werden. Beginnend mit dem am besten bewerteten
Griff, wird dazu anhand des dreidimensionalen Rasters der lokalen Erreichbarkeitsta-
belle der Hand mit dem in Abschnitt 2.5 beschriebenen A* Algorithmus gearbeitet.
Dabei verwende ich die einzelnen Regionen der Erreichbarkeitstabelle als Knoten und
expandiere zuna¨chst nur auf Basis der 3-D Informationen, also der translatorischen
Position einer Region, da dieses um ein Vielfaches schneller ist, als eine Planung in
6-D.
Des Weiteren ist auf Grund der Bewegungsfreiheit des Arms von nur 5-DOF die trans-
latorische Position der Hand nicht unabha¨ngig von dessen Ausrichtung. Insbesondere
die Unterarmrichtung steht dabei in Abha¨ngigkeit zur 3-D Position, so dass sich Un-
terarmrichtungen benachbarter Kartenregionen stark a¨hneln. Somit la¨sst sich die Un-
terarmrichtung fu¨r einen Knoten auf dem Weg zwischen Start und Ziel auch einfach
so wa¨hlen, dass zum Beispiel immer diejenige Unterarmrichtung ausgewa¨hlt wird, die
sich am na¨chsten zur Zielrichtung befindet. Denn alle translatorischen Knoten zwi-
schen Start und Ziel stehen in Abha¨ngigkeit zur Unterarmrichtung und somit wird die
Unterarmrichtung des Startknotens implizit in die Richtung des Zielknotens u¨berfu¨hrt.
Somit plane ich also tatsa¨chlich in 3-D statt in 6-D aber modelliere innerhalb der
Kostenfunktion und Heuristik die genaue Ausrichtung des Unterarms, wobei ich diese
auf Basis der erreichbaren Unterarmstellung pro Knoten so auswa¨hle, dass sie sich am
na¨chsten zur Zielstellung befinden. Ich stelle mir das so vor, als ob ein Vehikel immer
nur vorwa¨rts statt seitwa¨rts fahren kann, so dass zu jedem Schritt auf dem Weg jeweils
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auch eine Drehung berechnet werden muss.
7.4.1 Expansion
Im Expansionsschritt wird fu¨r einen zu expandierenden Knoten n anhand der Erreich-
barkeitstabelle gepru¨ft, ob er erreichbar ist und danach, ob er kollisionsfrei ist. Dazu
wird zuna¨chst unter den aus der Erreichbarkeitstabelle extrahierten Unterarmrichtun-
gen fu¨r einen Knoten n, die am besten passendste kollisionsfreie Unterarmrichtung
anhand von Regel 7.4 ausgewa¨hlt.
Dabei repra¨sentiert p die gesuchte Unterarmrichtung als Element der zu Knoten n
zugeordneten Menge an Unterarmrichtungen, u eine beliebige Unterarmrichtung des
Knotens n und g die Unterarmrichtung des Zielknotens. Die gesuchte Unterarmrichtung
soll diejenige Richtung sein, dessen Abstand zur Zielunterarmrichtung am geringsten
ist.
min(n) = {p ∈ n|∀u ∈ n : ||p− g|| ≤ ||u− g||} (7.4)
Des Weiteren wird fu¨r die Handgelenkausrichtung, also die Rotation des Handgelenks
um die Unterarmachse, jeweils die vom Zielknoten vorgegebene Richtung gewa¨hlt und
fu¨r jede Unterarmrichtung gepru¨ft, ob die gewu¨nschte Handgelenkausrichtung in dieser
Konfiguration erreichbar ist. Dazu wird die in Abschnitt 7.3 beschriebene Erreich-
barkeitspru¨fung auf Basis der Daten in der lokalen Erreichbarkeitstabelle der Hand
durchgefu¨hrt. Kann keine gu¨ltige Konfiguration gefunden werden, so wird der gesamte
Knoten abgelehnt. Im Expansionsschritt wird neben der Wahl der besten Unterarmrich-
tung auch die Kollisionsfreiheit eines potenziellen na¨chsten Knotens u¨berpru¨ft. Dabei
teste ich anhand des in Abschnitt 7.2.2 beschriebenen Prinzip, ob mit der gewa¨hlten
Unterarmrichtung u¨berhaupt eine Kollision vorliegt, und lehne den Knoten gegebenen-
falls komplett ab. Ich mache dieses jeweils fu¨r die final gewa¨hlte Handrotation und
nicht fu¨r jede fu¨r diesen Knoten mo¨gliche Handrotation, um an dieser Stelle einige
Rechenzeit zu sparen. Ich gehe dabei davon aus, dass Unterarmrichtungen einer Regi-
on, wie auch in Abbildung 5.6 gezeigt, nahe aneinander liegen, so dass falls bei einer
Richtung eine Kollision festgestellt wurde, alle anderen nahen Richtungen potenziell
kollisionsgefa¨hrdet sind. Somit ist es sinnvoll diese Handregion komplett als mo¨glichen
Knoten zu verwerfen, statt spa¨ter auf Grund von Bewegungsungenauigkeiten oder Dis-
kretisierungsfehlern Kollisionen zu riskieren.
Da die Erreichbarkeitstabelle der Hand u¨ber eine Auflo¨sung von 6mm verfu¨gt, ko¨nnen
bei einem Weg-Planungs-Verfahren, das Knoten nur ablehnt, wenn es zu einer Kollision
kommen wu¨rde, Wege entstehen, die sehr nahe an Hindernissen vorbeifu¨hren. Das wa¨re
dann zwar der optimale Weg, jedoch ist es eher fraglich, ob die tatsa¨chliche Bewegung
dann auch kollisionsfrei das Ziel erreicht.
Als Lo¨sung dieses Problems ko¨nnte man einfach alle Hindernisse u¨berrepra¨sentieren, al-
so vergro¨ßern, und die Wegplanung auf diese Weise zu einem gro¨ßeren Abstand zwingen.
Das ist aber in den meisten Fa¨llen eher schwierig, da dieses dazu fu¨hren ko¨nnte, dass
eine Zielpose dann unerreichbar ist, da sich diese in der Regel nahe an einem Hindernis
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befindet. Aus diesem Grund habe ich mich dazu entschieden Knoten in Hindernisna¨he
gro¨ßere Kosten zu zuweisen, so dass es der Wegplanung mo¨glich ist alle Zielposen zu
erreichen, aber an Hindernissen entlangfu¨hrende Wege unattraktiv werden.
Dazu berechne ich fu¨r alle durch Zylinder dargestellte Hindernisse jeweils den ku¨rzesten
Abstand dk zwischen den Zylinderachsen aller k verschiedenen Zylinderkombinationen
und berechne mit Formel 7.5 einen Malus, der ab einem bestimmten Abstand thk bei
kleiner werdenden Absta¨nden zwischen den Achsen ansteigt. Die Gro¨ße des Schwell-
werts thk habe ich dabei als die Summe beider Radien plus einen Abstandsfaktor
gewa¨hlt, der dem erwu¨nschten minimalen Abstand zwischen den Zylinderoberfla¨chen





thk −min(dk, thk) (7.5)
Da Hindernisse neben Zylindern auch als OBBs repra¨sentiert werden, mu¨ssen auch
zwischen diesen OBBs Absta¨nde berechnet werden. Um auch diese Berechnung in die
eigentliche Kollisionsu¨berpru¨fung zu integrieren, u¨berpru¨fe ich fu¨r alle in Abschnitt
2.2 beschriebenen 15 Fa¨lle, ob eine Trennachse existiert. Sofern dabei Trennachsen
gefunden werden, berechne mit Formel 7.6 anhand des Abstands s zwischen den auf die
Trennachsen projizierten Mittelpunkten beider OBBs und der Summe der Halbla¨ngen
(rA, rB) der projizierten Intervalle die Gro¨ße des Abstands d.
d = s− rA + rB (7.6)
Da der Abstand d dann jeweils die untere Schranke des tatsa¨chlichen Abstands dar-
stellt, verwende ich von allen gefundenen Trennachsen jeweils den gro¨ßten Abstand,
der dann die gro¨ßte untere Schranke darstellt. Diese ist dem tatsa¨chlichen Abstand
am na¨chsten, sodass ich ihn analog mit Formel 7.5 als Abstandsmalus verwende. Auch
hier fu¨hre ich die Berechnung fu¨r alle OBB Kombinationen durch und summiere den
gefundenen Malus.
Um den tatsa¨chlichen Abstand zwischen zwei OBBs anhand des Trennachsenverfah-
rens zu ermitteln, wa¨re es notwendig mehr als nur 15 Trennachsen zu berechnen. Dieses
resultiert dann aber in einer gro¨ßeren Rechenlast. Da ein geringfu¨gig zu klein berechne-
ter Abstand nur zu einem gro¨ßeren hindernisnahen Bereich fu¨hrt, bei dem fu¨r Knoten
Extrakosten berechnet werden, betrachte ich die Berechnung der zusa¨tzlichen Fa¨lle als
nicht notwendig.
7.4.2 Heuristik- und Kostenfunktion
Das Ziel meiner hier vorgestellten Wegplanung ist ein optimaler Weg. Ein optimaler
Weg bedeutet fu¨r mich in diesem Zusammenhang nicht nur der ku¨rzeste Weg fu¨r die
Hand, sondern auch der ku¨rzeste Weg fu¨r den Ellbogen. Da der Roboter in seiner Bewe-
gung eingeschra¨nkt ist und pro Knoten eher wenige verschiedene Unterarmrichtungen
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verfu¨gbar sind, muss im na¨chsten Schritt analysiert werden, wie sich der Ellbogen von
Knoten zu Knoten verha¨lt.
Da fu¨r jeden Knoten im Expansionsschritt eine Unterarmrichtung anhand der Regel
7.4 gewa¨hlt wird und diese sich nicht mehr vera¨ndert, solange sich der Zielknoten nicht
vera¨ndert, hat jeder Knoten wa¨hrend der Planung eine feste Unterarmrichtung. Da es
in meinem Szenario auf Grund des Laserscanners auch keine dynamischen Hindernisse
geben kann, kann auch davon ausgegangen werden, dass die Kollisionsberechnung fu¨r
jeden Knoten wa¨hrend eines Planungsvorgangs unvera¨nderlich ist.
Auf Basis dieser Annahme habe ich die Kostenfunktion 7.7 formuliert, welche fu¨r einen
Knoten n′ die Kosten des aktuellen Weges vom Startknoten bis zu diesem berechnet
und außerdem die Kosten der Unterarmbewegung beru¨cksichtigt. Dabei summiere ich
jeweils die Distanz (dist(n′, n)) zwischen dem Vorga¨ngerknoten n und Knoten n′, die
Winkeldistanz zwischen den Unterarmrichtungen (angDist(n′, n)), die bisherigen Ko-
sten zwischen Startknoten und Knoten n, sowie die Abstandsmali beider Hindernisarten
(Zylinder und OBB) mit Formel 7.5.
c(n′) = c(n) + dist(n′, n) + angDist(n′, n) +m(n′) (7.7)
Analog dazu berechne ich die Heuristik mit Formel 7.8, wobei die Distanz zwischen dem
Knoten n′ und dem Zielknoten g berechnet wird, sowie die Winkeldistanz zwischen der
gewa¨hlten Unterarmrichtung des Knotens n′ und die des Zielknotens.
h(n′) = dist(n′, g) + angDist(n′, g) (7.8)
Bei der verwendeten Heuristik handelt es sich ganz offensichtlich um eine zula¨ssige
Funktion da bei Heuristik und Kosten jeweils die gleichen Metriken verwendet werden.
Des Weiteren handelt es sich zudem auch um eine konsistente Heuristik, so dass bei der
Implementierung des Algorithmus die effiziente Implementierung mit Hilfe einer closed
list verwendet werden konnte.
7.4.3 Gla¨ttung der Greifbewegung
Das Ergebnis des Planungsprozesses ist eine Liste von translatorischen Handpositio-
nen mit Unterarm- und Handgelenkrichtung, so dass der na¨chste Schritt eigentlich nur
die Ausfu¨hrung dieser Liste wa¨re. Wenn man aber nun jeden Knoten auf dieser Li-
ste nacheinander ansteuern wu¨rde, so wu¨rde eine recht zackige Bewegung resultieren.
Denn zum Beispiel bei der Verwendung einer linearen Interpolation zur Erstellung der
Bewegungstrajektorien zwischen den Knoten wu¨rde jeder Knoten durch ein Linienseg-
ment mit dem na¨chsten verbunden werden. Folglich ist auf Grund der Unstetigkeit in
den Anschlusspunkten mit Unterbrechungen in der Geschwindigkeit zu rechnen. Diese
Unstetigkeiten fallen je nach Geschwindigkeit, in der eine solche Trajektorie umgesetzt
wird, sta¨rker oder schwa¨cher ins Gewicht, so dass ein langsam ausgefu¨hrter Kopfbe-
wegungspfad nur wenig davon betroffen ist, aber ein schnell ausgefu¨hrter Handbewe-
gungspfad sehr stark.
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Aus diesem Grund approximiere ich fu¨r alle Knoten in der Liste den Weg der Hand
sowie den Weg des Ellbogens durch eine passende Anzahl kubischer Be´zierkurven, wie
es auch in meiner vorherigen Arbeit [61] beschrieben wird. Dabei beginne ich zuna¨chst
damit, alle Handpositionen des Weges an eine einzige kubische Be´zierkurve zu approxi-
mieren. Dazu verwende ich in Formel 7.9, a¨hnlich zu den Arbeiten von Itoh et al. [116]
und Herold [117], die Prozentanteile der La¨nge zwischen zwei benachbarten Punkten
pi und pi−1 im Vergleich zu der Gesamtla¨nge u¨ber alle n Punkte, um diese mit der
Funktion der kubischen Be´zierkurve 7.10 zu synchronisieren.
ti =
|pi − pi−1|∑n
j=1 |pj − pj−1|
1 ≤ i ≤ n (7.9)
b(t, C) = c0(1− t)3 + 3c1t(1− t)2 + 3c2t2(1− t) + c3t3 C = [c0, c1, c2, c3] (7.10)
Da nun bekannt ist, an welchen Punkt welcher Kurvenabschnitt der Be´zierkurve appro-
ximiert werden soll, kann Formel 7.11 aufgestellt werden, um mit Hilfe der Methode der





(pi − b(ti, C))2 (7.11)
Da Start und Endpunkt der Kurve jeweils durch den Start und Endpunkt der Hand-
positionsliste definiert werden, mu¨ssen nur die beiden mittleren Kontrollpunkte c1 und
c2 gefunden werden. Das vereinfacht die Lo¨sung, so dass jeweils die Ableitungen nach
c1 und c2 der Formel 7.11 null gesetzt und gelo¨st werden ko¨nnen, wie es in der Arbeit
von Kahn [119] durchgefu¨hrt wurde.
Sobald alle Kontrollpunkte der Kurve b(ti, C) bekannt sind, folgt im na¨chsten Schritt
eine U¨berpru¨fung bezu¨glich der Abweichungen zwischen den tatsa¨chlichen Datenpunk-
ten und dessen Approximation. Dazu wird ein weiteres Mal der Abstand zwischen
Datenpunkten und zugeho¨rigen nun bekannten Kurvenabschnitten berechnet und eine
Kurve, im Falle einer gro¨ßeren Abweichung abgelehnt.
Wurde eine Kurve abgelehnt, so teile ich die zugeho¨rigen Datenpunkte in zwei gleich
große Mengen und berechne im na¨chsten Schritt fu¨r jede dieser Teilmengen eine
eigene Approximation und u¨berpru¨fe dann erneut. Sobald eine Abfolge passender
Be´zierkurven gefunden wurde, werden diese an die Bewegungssteuerung (vgl. Absatz
5.1) u¨bergeben.
7.4.4 Anwendungsbeispiel
In Abbildung 7.3 ist eine Szene einer Gießkanne aus verschiedenen Perspektiven zu
sehen. Dabei sind verifizierte und abgelehnte Greifobjekte durch ihre Hindernisdar-
stellung als orangefarbige Zylinder, geplante Wegpunkte durch blaue Kugeln, geplante
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Abbildung 7.3 Verschiedene Ansichten eines geplanten Greifbewegungspfades.
Unterarmrichtungen durch blaue Linien, der approximierte Handwegpfad durch rote
Linien und der approximierte Ellbogenpfad durch schwarze Linien markiert. Des Wei-
teren sind jeweils in den unteren beiden Abbildungen zusa¨tzlich zum geplanten Weg
auch die gescha¨tzten Fingerposen als Zylinder eingezeichnet. Dabei sind gru¨ne und
gelbe Zylinder die Zeige- und Ringfingerposen und blaue die Daumenposen.
Es kann gezeigt werden, dass in diesem Szenario ein gu¨ltiger Weg geplant werden
konnte, der zu allen Hindernissen ausreichend Abstand einha¨lt. Des Weiteren sind
die einzelnen Unterarmrichtungen in Objektna¨he nahezu parallel, was bedeutet, dass
der Unterarm fru¨hzeitig die gewu¨nschte Zielstellung einnimmt. Folglich ko¨nnen große
Unterarmbewegungen in Objektna¨he verhindert werden, welche gro¨ßere Bewegungsun-
genauigkeiten verursachen ko¨nnten. Des Weiteren kann eine Approximation des Weges
als Be´zierkurve gezeigt werden, die nur geringe Abweichungen (kleiner als 10mm) zu
den tatsa¨chlich geplanten Wegpunkten entha¨lt. Sie garantiert dabei fu¨r jeden Kurven-
punkt eine mindestens zweifache stetige Differenzierbarkeit, so dass eine kontinuierliche
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Abbildung 7.4 (Links) Darstellung abgelehnter Knoten (rot) mit Hinderniskol-
lision; (Rechts) Darstellung aller expandierter Knoten.
ruckfreie Bewegung resultiert.
In Abbildung 7.4 sind die wa¨hrend der Planung expandierten Knoten eingezeichnet.
Dabei stellen rote Ka¨stchen Knoten dar, die im Expansionsschritt auf Grund von Hin-
derniskollisionen abgelehnt wurden und gru¨ne mo¨gliche Wegpunkte. Im Vergleich zu
dem gesamten Arbeitsraum der Hand wurde dabei nur ein kleiner Teil der Karte ex-
pandiert, so dass die Berechnungszeit geringgehalten werden konnte. Eine detaillierte







In diesem Kapitel fasse ich die durchgefu¨hrten Experimente zusammen und analysiere
das Ergebnis. Dabei betrachte ich zuna¨chst in Abschnitt 8.1 einzelne Faktoren des Ge-
samtsystems wie zum Beispiel die Erfolgsrate oder die Gesamtdauer. Ab Kapitel 8.2
untersuche ich Subsysteme, insbesondere um die nicht erfolgreichen Gesamtsystemver-
suche na¨her zu analysieren.
Alle Experimente wurden mit dem NAO online durchgefu¨hrt, sodass die limitierte Per-
formanz des NAOs sich auch in den Ergebnissen widerspiegelt. Des Weiteren wurden fu¨r
die in Abschnitt 4.4.2 dargestellten vier Szenen jeweils 15 Experimente durchgefu¨hrt,
anhand denen alle folgenden Daten erhoben wurden. Fu¨r jedes Objekt wurden pro Ver-
such verschiedene Posen ausgewa¨hlt, sodass unterschiedliche Explorationen und Griffe
durchgefu¨hrt werden mussten.
8.1 Gesamtsystem
In der Tabelle 8.1 sind die Erfolgsraten der einzelnen Szenen sowie die Gesamtdauer
pro Szene gegeneinander aufgestellt. Es kann bei 76,7% (73% - 80%) aller Fa¨lle ein
Objektteil erfolgreich exploriert und gegriffen werden und in bis zu 23,3% der Fa¨lle
sind Fehler passiert.
Diese Fehler a¨ußern sich in den meisten Fa¨llen durch kleinere Ungenauigkeiten, sodass
mal zu nahe oder mal zu weit entfernt vom Objekt gegriffen wurde. Dabei wurden in
keinem der Fa¨lle Objektteile als greifbar klassifiziert, die in der Realita¨t nicht umgegrif-
fen werden konnten. Allerdings traten bei zwei Fa¨llen Kollisionen mit der Umgebung
auf, was auf eine unzureichende Exploration zuru¨ckzufu¨hren war. Dabei wurden je-
weils im Randbereich der Umgebung einzelne Hindernisse nicht vollsta¨ndig betrachtet,
sodass diese bei der Greifbewegungsplanung auch nicht beru¨cksichtigt wurden.
Die Gesamtdauer eines Explorations- und Greifprozesses bewegt sich je nach Szene in
einem Bereich von 4min - 7min, welche im Detail in der zweiten Reihe der Tabelle 8.1
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Gabel Blume Schrank Kanne Einheit
Erfolgreiche Versuche 80 (12:3) 73 (11:4) 80 (12:3) 73 (11:4) Prozent (Erfolg:Fehler)
Gesamtdauer 4,25 ±1,82 5,06 ±2,05 6,85 ±2,9 5,09 ±2,54 min
Umgebungsaufnahmen 2,69 ±0,94 2,91 ±0,9 3,69 ±1,84 2,84 ±1,46 Anzahl
Tabelle 8.1 Erfolgsraten und Gesamtdauer im Mittel mit Standardabweichung.
aufgefu¨hrt sind. Die Daten beinhalten dabei die Dauer aller Zwischenbewegungen und
Umgebungsaufnahmen als Mittelwert mit Standardabweichung pro Szene. Im Mittel
u¨ber alle Versuche bela¨uft sich die Dauer des Gesamtsystems auf 5,29min ±2,5min.
Im Vergleich aller Angaben la¨sst sich eine gro¨ßere Abweichung bei den Schrankszenen
feststellen. Diese begru¨ndet sich darin, dass bei der Schrankszene im Mittel mehr Um-
gebungsaufnahmen beno¨tigt werden als bei den drei anderen Szenen, da auf Grund der
Schrankwand die optimale Betrachtung des Schubladengriffs durch mo¨glich Hinder-
niskollisionen verhindert wird. Eine optimale Betrachtung des Schubladengriffs wu¨rde
na¨mlich eine Umgebungsaufnahme von der Vorderseite und von der Ru¨ckseite erfor-
dern, wobei bei Letzterem in optimaler Haltung eine Kollision zwischen Schrankwand
und Laserscanner auftreten wu¨rde. Dieses resultiert dann darin, dass statt einer opti-
malen Betrachtung der Ru¨ckseite mehrere suboptimale Betrachtungen erfolgen.
In Abbildung 8.1 ist die Exploration und das Greifen eines Schubladengriffs als Bil-
derfolge dargestellt. Dabei zeigen die Bilder 1 und 2 zwei Roboterposen der initialen
Umgebungsaufnahme, welche uninformiert erfolgt und die Basis fu¨r die globale Um-
gebungskarte erzeugt. Dieser Schritt dauert in etwa 1min und la¨uft fu¨r jeden Versuch
gleich ab.
Die Bilder 3 und 4 zeigen zwei Roboterposen einer informierten Umgebungsaufnahme.
Dabei versucht der Roboter den unteren Teil des Schubladengriffs na¨her zu untersuchen
und hat aus diesem Grund eine nach hinten geneigte Pose eingenommen. Die Dauer
der informierten Umgebungsaufnahme ist immer von der Anzahl der geplanten Lasers-
cannerposen (Beobachtungsebenen) und den Absta¨nden zwischen diesen abha¨ngig. Im
Mittel bela¨uft sich die Dauer einer informierten Umgebungsaufnahme auf 54,7 s mit ei-
ner Standardabweichung von 36,1 s. Die hohe Standardabweichung besta¨tigt in diesem
Fall, dass informierte Umgebungsaufnahmen je nach Beobachtungspfadla¨nge sehr kurz
aber auch sehr lange dauern ko¨nnen.
Im Allgemeinen ist es zu erwarten, dass die Umgebungsaufnahme auf Grund des ver-
wendeten 2-D Laserscanners und der Befestigung von diesem an einer Pan-Tilt-Einheit
etwas la¨nger dauert. Denn um eine mo¨glichst dichte Punktwolke aufnehmen zu ko¨nnen,
mu¨ssen von der Pan-Tilt-Einheit viele nahe aneinander liegende Winkel angesteuert
werden, deren Ansteuerungsgeschwindigkeit durch die Aufnahmefrequenz des Lasers-
canners von 10Hz beschra¨nkt ist. Des Weiteren erho¨hen mehrere Messungen an einer
bestimmten Pose die Genauigkeit der verwendeten probabilistischen Karte, sodass ich
hier also bewusst sehr langsame Aufnahmebewegungen durchgefu¨hrt habe.
Mit Bild 8 der Abbildung 8.1 beginnt abschließend die Ausfu¨hrung der Greifbewe-
gung, welche mit Bild 12 in einem erfolgreichen Griff resultiert. Analog dazu zeigen




Abbildung 8.1 Bilderabfolge einer erfolgreichen Systemdurchfu¨hrung anhand
eines Schrankgriffs; (1 - 2) Initiale uniformierte Umgebungs-
aufnahme; (3-4 und 5-7) Informierte Teilaufnahmen; (8 - 12)
Ausfu¨hrung der Greifbewegung. Als Video verfu¨gbar: https:
//youtu.be/3dDk5jNj1D0.
Abbildung 8.2 Bilderabfolge einer erfolgreichen Greifbewegung anhand ei-




Abbildung 8.3 Bilderabfolge einer erfolgreichen Greifbewegung anhand ei-
ner Holzgabel. Als Video verfu¨gbar: https://youtu.be/
syNgGS9iBtI.
Abbildung 8.4 Bilderabfolge einer erfolgreichen Greifbewegung anhand ei-





Um zu messen, wie exakt die Hand des Roboters das Ziel erreicht hat, habe ich drei
verschiedene Datensa¨tze anhand der insgesamt 60 Versuche erhoben. Die erste Kenn-
zahl ist dabei die Pra¨zision, in der eine anhand der Erreichbarkeitstabelle als greifbar
klassifizierte Pose durch die inverse Kinematik umgesetzt werden kann. Also wie groß
ist der Diskretisierungsfehler.
Die zweite Kennzahl ist der Versatz zwischen den von der inversen Kinematik be-
rechneten Gelenkwinkel und den tatsa¨chlich erreichten Gelenkwinkeln der Hand. Also
inwieweit konnten die Motoren eine berechnete Konfiguration tatsa¨chlich erreichen.
Letztlich gibt die dritte Kennzahl an, wie groß der mit einer Schieblehre gemesse-
ne Abstand zwischen Objektoberfla¨che und Handinnenfla¨che in der Realita¨t ist. Die-
ses bezieht die verbleibenden Faktoren einer ungenauen Objektoberfla¨che und nicht
messbarem Gelenkspiels des Roboters ein.
8.2.1 Genauigkeit der Erreichbarkeitstabelle
Wie erla¨utert kann die Hand wegen DOF-Mangel nicht alle Posen erreichen, weshalb
in der Erreichbarkeitstabelle eine gewisse Toleranz enthalten ist. Der Fehler den diese
Toleranz verursacht soll hier untersucht werden.
Dazu berechne ich fu¨r erreichbar klassifizierte Handposen der lokalen Tabelle anhand
der in Abschnitt 5.1.3 beschriebenen inversen Kinematik zugeho¨rige Armgelenkwinkel.
Anhand dieser Gelenkwinkel berechne ich dann per Vorwa¨rtskinematik die u¨ber die
Kinematik erreichbare Handpose in kartesischen Koordinaten, sodass ich diese mit der
urspru¨nglich befohlenen Handpose aus der Tabelle vergleichen kann. Ich verwende fu¨r
den Vergleich jeweils die Translation der Posen und die Richtung des Unterarms, da
diese Gro¨ßen fu¨r die Erreichbarkeit hauptverantwortlich sind.
Die Abbildung 8.5 zeigt die erhobenen Daten unter Verwendung einer lokalen Erreich-
barkeitstabelle mit einer Wu¨rfelauflo¨sung von 6mm und einer Richtungsauflo¨sung von
5000 Richtungen pro Wu¨rfel. Es handelt sich dabei um die Tabelle, die auch in allen
Experimenten des Gesamtsystems verwendet wurde.
Auf der linken Seite der Abbildung 8.5 befinden sich die Abweichungen der Translation
zwischen den befohlenen Handposen aus der Tabelle und den per Ru¨ckwa¨rts- und
Vorwa¨rtskinematik berechneten Posen. Dabei entsteht im Mittel eine Abweichung von
2,83mm mit einer Standardabweichung 1,67mm.
Da der Fehler nicht normal verteilt ist, ist anzunehmen, dass er nicht zufa¨llig entsteht.
Tatsa¨chlich a¨hnelt die Verteilung eher einer Gleichverteilung, was bei der Verwendung
einer Diskretisierung naheliegend ist. Denn bei einer Diskretisierung werden gleich ver-
teilte Stichproben eingefu¨hrt, sodass hier auch ein gleich verteilter Fehler zu erwarten
war.
Auf der rechten Seite der Abbildung 8.5 befinden sich analog zur linken Seite die be-
rechneten Abweichungen der Unterarmrichtungen. Dabei ist die Abweichung als Win-
kel in Grad angegeben, welcher von den beiden zu vergleichenden Richtungsvektoren














































Abbildung 8.5 (Oben) Translatorische Abweichung der befohlenen und be-
rechneten Handposen und (unten) die zugeho¨rigen Abweichun-















































Abbildung 8.6 (Oben) Translatorische Abweichung der befohlenen und berech-
neten Handposen und (unten) die zugeho¨rigen Abweichungen




Standardabweichung von 1,11◦. Der Fehler ist auch hier nicht normal verteilt, sondern
eher gleich verteilt.
Abschließend betrachtet ist der durch die Diskretisierung entstehende Fehler vergleichs-
weise gering. Sofern im System keine weiteren Ungenauigkeiten vorliegen, sollten in der
Theorie alle Griffe erfolgreich sein. Da dem nicht so ist, ist anzunehmen, dass im System
weitere Ungenauigkeiten vorliegen.
Dennoch stellt sich mir die Frage, ob der Fehler minimiert werden kann. Denn falls der
Fehler auf Basis der Diskretisierung entsteht, sollte eine ho¨her aufgelo¨ste Erreichbar-
keitstabelle auch einen geringeren Fehler zur Folge haben. Um dieses zu u¨berpru¨fen,
habe ich anhand der Logdaten der zuvor durchgefu¨hrten Versuche neue Handposen an-
hand einer Erreichbarkeitstabelle mit einer Wu¨rfelgro¨ße von 3mm und einer Richtungs-
auflo¨sung von 5000 Richtungen pro Wu¨rfel verifiziert. Ich produziere dabei vergleich-
bare Ergebnisse, da ich in den Logdaten jeweils die aufgenommene Umgebungskarte
gespeichert habe, sodass hier tatsa¨chlich auf den gleichen Daten wie zuvor gearbeitet
werden kann.
Die Ergebnisse lassen sich in Abbildung 8.6 ablesen. Dabei ist der Mittelwert der trans-
latorischen Abweichung, sowie auch bei der Winkelabweichung tatsa¨chlich etwas kleiner
als bei der niedrig aufgelo¨sten Tabelle. Am deutlichsten ist die Verbesserung an der
translatorischen Abweichung zu erkennen, denn dabei gewinnt das System im Mittel
um ca. 1mm, also ca. ein Drittel, Pra¨zision.
Dadurch, dass ich bei der verwendeten Erreichbarkeitstabelle die Wu¨rfelgro¨ßen hal-
biert habe, hat sich die Gesamtanzahl der erreichbaren Wu¨rfel verachtfacht. Dieses
hat natu¨rlich auch einen weiteren Effekt auf das System, sodass auch die Greifplanung
mehr Knoten fu¨r den gleichen Weg zu untersuchen hat.
8.2.2 Genauigkeit der Motoren
In diesem Experiment mo¨chte ich die Diskrepanz zwischen der kommandierten und der
tatsa¨chlich gemessenen Handpose untersuchen. Dazu habe ich zuna¨chst per inverser Ki-
nematik Gelenkwinkelkonfigurationen berechnet, welche an die Motoren weitergegeben
wurden, um diese Pose tatsa¨chlich anzusteuern. Dabei wurde außerdem der in Ab-
schnitt 5.1.2 erwa¨hnte Regler zum Ausgleich des Spiels in den Armen eingesetzt. Dann
habe ich anhand der gemessenen Gelenkwinkelkonfigurationen per Vorwa¨rtskinema-
tik die zugeho¨rige Handpose in kartesischen Koordinaten berechnet, um als Ergebnis
vergleichbare Handposen zu erhalten.
Da die lokale Erreichbarkeitstabelle in einem Koordinatensystem zur Schulter vorliegt
und somit Greifposen und Handbewegungspla¨ne auch in diesem Koordinatensystem be-
rechnet werden, u¨berpru¨fe ich hier nur die Genauigkeit der Armmotoren. Ich gehe also
davon aus, dass das durch die Oberko¨rperlage definierte Koordinatensystem anhand
der Motorstellungen der Beine korrekt gemessen wurde. Ich kann außerdem unmessba-
res Spiel in den Roboterbeinen an dieser Stelle ausklammern, da ich alle Daten in das
gleiche Koordinatensystem u¨bertragen habe.
Anhand der Abbildung 8.7, in der die translatorischen Abweichungen eingezeichnet
























Abbildung 8.7 Gemessener Fehler der Handtranslation inklusive I-Regler zur
Spielkompensation.
gen kommt. Dennoch sind auch dabei in einigen Fa¨llen Abweichungen von fast 3mm
aufgetreten.
8.2.3 Tatsa¨chliche Genauigkeit
Nachdem ich in den vorherigen beiden Abschnitten die Motorpra¨zision der Arme und
den Erreichbarkeitsfehler untersucht habe, bleibt nun noch der tatsa¨chliche Fehler zu
bestimmen. Um dieses zu bewerkstelligen, habe ich bei jedem der durchgefu¨hrten Ex-
perimente den Abstand zwischen Handinnenraum und der Objektoberfla¨che mit einer
Schieblehre von Hand nachgemessen. Dieses misst die Gesamtgenauigkeit der ganzen
Sensor-Aktor-Kette.
In Abbildung 8.8 sind die bei den Versuchen aufgetretenen Abweichungen von der Ziel-
position als Abstand aufgefu¨hrt. Im Mittel erreicht das System dabei eine Abweichung
von 4,07mm, was in etwa der Summe der durch die Erreichbarkeitstabelle und die
Motorpra¨zision eingefu¨hrten Fehlern entspricht.
Bei der Standardabweichung von 3,72mm ist jedoch zu erkennen, dass noch weitere
Ungenauigkeiten auf das System einwirken. So liegen vereinzelte Messergebnisse im
Bereich von 10mm bis 15mm. Leider ist NAOs Handinnenraum mit ca. 25mm3 rela-
tiv klein, sodass potenziell vorkommende Fehler also den Spielraum nahezu komplett
ausnutzen.
Da bei diesen Messungen nicht nur die Motorpra¨zision und die Erreichbarkeitstabellen
einfließen, ist anzunehmen, dass entweder die Berechnung der Objektoberfla¨che inakku-























Abbildung 8.8 Von Hand nachgemessene Abweichungen der Absta¨nde zwischen
Handinnenfla¨che und Objektoberfla¨che.
8.3 Exploration
Das Ergebnis der Exploration ist ein Polygonnetz eines greifbaren Objektteils, das die
Oberfla¨che von diesem spezifiziert. Um die Effektivita¨t des verwendeten Verfahrens zu
untersuchen gibt es im Wesentlichen zwei Fragen zu kla¨ren. Na¨mlich wie hoch ist die
Pra¨zision und wie lange hat es gedauert. Insbesondere bei der Frage zur Erstellungs-
dauer ist ein wesentlicher Faktor die Effektivita¨t der Kopfbewegungssteuerung, welche
anhand aussagekra¨ftiger Beobachtungsebenen geplant wird.
8.3.1 Dauer
Die Exploration besteht neben der Umgebungsaufnahme, die wie bereits untersucht,
einen Großteil der beno¨tigten Gesamtzeit beansprucht, aus einer Reihe von Funktionen,
die die aufgenommenen Daten verarbeiten. Einige dieser Funktionen verarbeiten jeweils
alle Informationen der aktuellen Umgebungskarte und beno¨tigen, wie in Tabelle 8.2
aufgestellt, dementsprechend viel Berechnungszeit.
In Tabelle 8.2 sind jeweils die Ausfu¨hrungszeiten eines einzigen Aufrufes der jeweiligen
Funktion im Mittel mit Standardabweichung aufgefu¨hrt, sodass auch bei der Funktion
Aufnahme und Filterung die Dauer einer Aufnahme statt der Dauer einer Abfolge von
Aufnahmen aufgefu¨hrt ist. Letzteres wu¨rde zudem immer abha¨ngig von der La¨nge des
Beobachtungspfades sein und ist im Durchschnitt bereits in Abschnitt 8.1 beschrieben.
Da der Laserscanner Daten in einer Frequenz von 10Hz aufnimmt und die Funktion
Aufnahme und Filterung im Mittel 92ms beno¨tigt, ko¨nnen in der Regel alle Aufnah-
meframes verarbeitet werden ohne das System zu bremsen. Dieses ist fu¨r die Auf-
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Funktion Dauer in Sek.
Aufnahme und Filterung 0,092 ±0,01
Registrierung 9,6 ±6,9
Regionen bilden 2,5 ±1,4
Oberfla¨chenapproximation 0,14 ±0,05
Ansichtenplanung 28.7 ±26.8
Tabelle 8.2 Ausfu¨hrungsdauer jeweils eines Zyklus der Explorationsfunktionen
im Mittel mit Standardabweichung.
nahmefunktion besonders wichtig, da ansonsten einzelne Aufnahmen wa¨hrend eines
Beobachtungspfades u¨bersprungen und somit einzelne Details der Umgebung u¨berse-
hen werden wu¨rden. Alle anderen Funktionen des Systems sind weniger zeitkritisch, da
diese einerseits nicht zyklisch ausgefu¨hrt werden und andererseits kein weiterer Nachteil
als die Verzo¨gerung selbst entsteht.
Außerdem muss an dieser Stelle hervorgehoben werden, dass insbesondere bei der Re-
gistrierung derzeit noch keine zeitoptimierte Lo¨sung eingesetzt wird. Diese Funktion
ist aber, wie bereits erwa¨hnt, eigentlich nicht fu¨r dieses System vorgesehen gewesen
und ist auch als Letztes hinzugekommen. Somit blieb da leider fu¨r die Optimierung
nur sehr wenig Zeit.
Des Weiteren fa¨llt in der Tabelle 8.2 die Ansichtenplanung mit ihrer deutlich erho¨hten
Durchfu¨hrungsdauer auf. Dieses liegt zum Großteil daran, dass bei dem NAO mit
seinem ein-kernigen Intel Atom Prozessor keine Parallelverarbeitung der Karte durch-
gefu¨hrt werden kann. Somit mu¨ssen alle potenziellen Laserstrahl nacheinander gera-
stert und bezu¨glich mo¨glicher Verdeckungen der Sicht durch belegte Voxel untersucht
werden. Dieses ko¨nnte jedoch in einer zuku¨nftigen Version optimiert werden, indem
einzelne Laserstrahlen anhand der OBBs bezu¨glich Hinderniskollisionen gepru¨ft wer-
den. Dieses birgt jedoch die Gefahr, dass einzelne Strahlen abgelehnt werden, die in
Wirklichkeit eine freie Sicht erlauben wu¨rden.
8.3.2 Pra¨zision der approximierten Oberfla¨chen
In diesem Experiment habe ich mir fu¨r alle als greifbar verifizierte Objektteile in
Absta¨nden von etwa einem Zentimeter jeweils den gro¨ßten und kleinsten Durchmes-
ser des Polygonnetzes anhand der Skelettierung und der Schnittebenen vom System
ausgeben lassen. Zum Vergleich habe ich dann mit Hilfe einer Schieblehre die tatsa¨chli-
chen Durchmesser fu¨r die jeweiligen Bereiche nachgemessen und jeweils die Abweichung
zwischen den Messungen berechnet.
Ich mo¨chte auf diese Weise u¨berpru¨fen, wie exakt das tatsa¨chliche Objektteil appro-
ximiert wurde, ohne dabei die tatsa¨chliche Objektteilpose beru¨cksichtigen zu mu¨ssen.
Denn die Objektteilpose wird von der Motorenpra¨zision und der Roboterkalibrierung
beeinflusst, welche das Ergebnis verfa¨lschen ko¨nnten.
Die Ergebnisse der Messungen beziehungsweise die Abweichungen von dem tatsa¨chli-
chen Durchmesser sind in Abbildung 8.9 zusammengefasst. Dabei habe ich fu¨r jede
Szene die Ha¨ufigkeitsverteilung angegeben, mit der eine bestimmte Abweichung ge-
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Abbildung 8.9 Abweichungen des Durchmessers der Oberfla¨chenapproximatio-
nen in den Szenen der (links oben) Blume, (rechts oben) Gabel,
(links unten) Kanne und (rechts unten) Schrank als Ha¨ufigkeits-
verteilung.
messen wurde. Da die approximierten Oberfla¨chen auf Messwerten des Laserscanners
beruhen, deren Fehler in der Regel normal verteilt sind, ist auch fu¨r den Fehler der
Oberfla¨chenapproximation eine solche Verteilung zu erwarten.
Wie in Abbildung 8.9 zu erkennen ist, tendieren die gemessenen Fehler tatsa¨chlich in
Richtung Normalverteilung. Ein Test schla¨gt jedoch fehl, was daran liegen ko¨nnte, dass
hier von Hand nachgemessen wurde, sodass die Ergebnisse eventuell nicht ganz exakt
sind.
Des Weiteren la¨sst sich von den Abbildungen ablesen, dass in Einzelfa¨llen Fehler von
bis zu 1 cm auftreten ko¨nnen. Dieses Ergebnis deckt sich mit den Ergebnissen des
tatsa¨chlich gemessenen Abstands der Hand zur Oberfla¨che und ist wahrscheinlich zum
Großteil fu¨r fehlgeschlagene Greifprozesse verantwortlich.
Eine mo¨gliche Ursache dieser Abweichungen la¨sst sich mit großer Wahrscheinlichkeit in
der zur Oberfla¨chenapproximation verwendeten Umgebungskartenauflo¨sung von 6mm
finden. Da jedoch fu¨r das verwendete Approximationsverfahren eine eher dichte Punk-
tewolke beno¨tigt wird, welche bei einer Auflo¨sung von 3mm derzeit mit der Abtastrate
der Umgebungsaufnahme nicht gewa¨hrleistet werden kann, habe ich die Mo¨glichkeit
einer hochauflo¨senden Umgebungskarte zuna¨chst nicht weiter evaluiert.
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Bei einer Umgebungskartenauflo¨sung von 3mm mit ausreichend dichten Punktwolken,
mu¨ssten die Schrittgro¨ße der Pan-Tilt-Einheit des Roboterkopfes reduziert werden oder
einzelne Umgebungsaufnahmen mehrfach durchgefu¨hrt werden. Der erste Fall la¨sst sich
auf Grund der Stellgro¨ßen der verwendeten Motoren nicht oder nur unter Umsta¨nden
realisieren und im zweiten Fall wu¨rde sich die Gesamtdauer der Exploration um ein
Vielfaches erho¨hen. Diese ist jedoch schon vergleichsweise hoch.
8.3.3 Effektivita¨t der Ansichtenplanung
Da die Gesamtdauer der Exploration von der Anzahl durchzufu¨hrender Umgebungs-
aufnahmen abha¨ngig ist, will ich als letzten Test zur Exploration die Effektivita¨t der
Ansichtenplanung untersuchen. Denn umso effektivere Kopfbewegungspla¨ne und somit
Umgebungsaufnahmen geplant werden, umso schneller kann ein greifbarer Objektteil
als solches identifiziert werden.
Da wie bereits an der Standardabweichung in den Berechnungszeiten der Ansichten-
planung (vgl. Tabelle 8.2) deutlich wird, unterliegt die Dauer dieser Planung starken
Schwankungen. Das liegt daran, dass es von Szene zu Szene unterschiedlich viele Ober-
fla¨chenteile zu untersuchen gibt und von Umgebungsaufnahme zu Umgebungsaufnahme
immer weniger untersucht werden muss, da immer mehr u¨ber die Szene bekannt wird.
Fu¨r jede Szene ist immer direkt nach der initialen uninformierten Umgebungsaufnahme
am wenigsten bekannt, wenn man den Startzustand, bei dem gar nichts bekannt ist,
ausschließt. Das heißt, wenn die erste informierte Umgebungsaufnahme besonders ef-
fektiv ist, kann ein Objektteil bereits nach insgesamt zwei (uniformiert und informiert)
Umgebungsaufnahmen als greifbar verifiziert oder abgelehnt werden.
Es kann verschiedene Gru¨nde haben, dass ein Greifkandidat nach der zweiten Umge-
bungsaufnahme, nicht als greifbar verifiziert werden kann. Zum Beispiel ko¨nnen bei
la¨nglichen Objekten als Ergebnis der Regionenbildung leicht versetzte OBBs im Ver-
gleich zum vorherigen Zustand entstehen, bei denen Teile noch nicht betrachtet wurden.
Da Regionen ohne Verwendung von Informationen des vorherigen Explorationszyklus
in jedem aktuellen Zyklus immer in der gesamten Umgebungskarte gesucht werden,
variieren diese von Zyklus zu Zyklus in Pose und Ausmaße. Das heißt eine im vorhe-
rigen Zyklus gefundene OBB wird im na¨chsten Zyklus nahe aber nicht unbedingt an
der gleichen Stelle wiedergefunden.
Natu¨rlich kann der Greifkandidat auch gar nicht greifbar sein, sondern nach einer in-
itialen Umgebungsaufnahme nur so aussehen, weil zu diesem Zeitpunkt einfach noch
zu wenig u¨ber die Umgebung bekannt ist. In diesem Fall ist es oft gar nicht mo¨glich alle
unbekannten Voxel in Objektna¨he zu betrachten, da diese von anderen Objektteilen
verdeckt werden.
Um fu¨r meinen Test zur Effektivita¨t der Ansichtenplanung die zyklusbasierte Neube-
rechnung der Regionen auszuklammern, berechne ich jeweils fu¨r die na¨her zu betrach-
tende Oberfla¨che, wie viele als unbekannt definierte Voxel sich im zu u¨berpru¨fenden
Freiraum befinden, und verwende, nachdem die geplante Umgebungsaufnahme durch-
gefu¨hrt wurde, dieselbe Oberfla¨che und denselben Freiraum, um zu za¨hlen, wie viele









































































































































Reduktion von unbekannten Voxeln zwischen zwei
Umgebungsaufnahmen in Prozent
Abbildung 8.10 Darstellung der prozentualen Anteile aller als unbekannt klas-
sifizierter Voxel, die nach einer Detailansicht als belegt oder frei
klassifiziert werden konnten im Vergleich zu vorher fu¨r Szenen
mit (links oben) einer Blume, (rechts oben) einer Gabel, (links
unten) einer Gießkanne und (rechts unten) einem Schrankgriff
als Ha¨ufigkeitsverteilung der Versuche.
fla¨che, plane einen Beobachtungspfad, fu¨hre die Umgebungsaufnahme durch und ver-
wende anstatt einer aktualisierten Oberfla¨che, die zuvor verwendete Oberfla¨che, um
den Bekanntheitsgrad der Objektumgebung zu u¨berpru¨fen.
Ich habe diese U¨berpru¨fung jeweils nur fu¨r die erste informierte Umgebungsaufnahme
durchgefu¨hrt, da dabei wie anfangs erwa¨hnt, noch am wenigsten u¨ber die Szene be-
kannt und die Vergleichbarkeit zwischen den Versuchen am gro¨ßten ist. Somit kann
in Abbildung 8.10 abgelesen werden, in wie viel Prozent der durchgefu¨hrten Versuche
wie viel Prozent der unbekannten Voxel in Objektna¨he durch eine informierte Suche
in einen der beiden Zusta¨nde frei oder belegt u¨berfu¨hrt werden konnten, also vom La-
serscanner betrachtet wurden. In allen Versuchen waren die zur na¨heren Untersuchung
ausgewa¨hlten Greifkandidaten tatsa¨chlich greifbar.
Anhand Abbildung 8.10 kann gezeigt werden, dass die Ansichtenplanung in den Szenen
der Blume, der Gabel und der Gießkanne in ca. 45% - 52% der Versuche nach der
ersten informierten Umgebungsaufnahme ca. 90% - 100% der unbekannten Voxel in
der Umgebung eines Greifkandidaten als bekannt eingestuft werden konnten.
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Anhand des zweiten Gipfels in der Abbildung la¨sst sich die Aussage treffen, dass jeweils
in 20% - 30% der Versuche 40% - 70% der unbekannten Voxel als bekannt eingestuft
werden konnten. Diese Daten lassen vermuten, dass in diesen Fa¨llen kein perfekter Be-
obachtungspfad gefunden werden konnte, sondern eine Einteilung auf zwei verschiedene
Oberko¨rperposen mit zugeho¨rigen Beobachtungspfad erfolgte.
Die in der Abbildung 8.10 dargestellten Ergebnisse zu den Szenen der Blume, der Gabel
und der Kanne korrelieren mit den in Tabelle 8.1 aufgefu¨hrten Ergebnissen, die besa-
gen, dass bei den Versuchen dieser Szenen im Mittel 2-3 Umgebungsaufnahmen (inkl.
initialer Aufnahme) notwendig waren, um die Szene ausreichend zu explorieren. Au-
ßerdem ist in Tabelle 8.1 abzulesen, dass bei der Szene mit dem Schrank im Schnitt 3-5
Aufnahmen zur Exploration notwendig waren. Dieses spiegelt sich auch in Abbildung
8.10 wieder, in der aufgefu¨hrt ist, dass nach der ersten informierten Umgebungsauf-
nahme in ca. 32% der Fa¨lle 90% - 100% der unbekannten Voxel als bekannt eingestuft
werden konnten.
Da in der Szene mit dem Schrank, der Schrank selber als sto¨rendes Hindernis einwirkt,
ist es dabei auf Anhieb versta¨ndlich, dass in den meisten Fa¨llen kein perfekter Beob-
achtungspfad berechnet werden konnte. Doch auch bei den anderen Szenen ist nicht
immer der perfekte Beobachtungspfad gefunden worden.
Dieses begru¨ndet sich darin, dass in vielen Fa¨llen das Beugen u¨ber das Objekt hinweg
notwendig gewesen wa¨re, dieses aber in der Realita¨t nicht durchfu¨hrbar ist. Denn diese
Haltung kann, mit dem Extragewicht des Laserscanners, von dem Roboter nur fu¨r
eine sehr kurze Zeitspanne gehalten werden, bevor die Motoren wegen U¨berlastung
abschalten.
Somit handelt es sich um eine nicht stabile Haltung und wurden deswegen aus der Er-
reichbarkeitstabelle des Oberko¨rpers und somit auch als allen anderen Erreichbarkeit-
stabellen entfernt. Da aus diesem Grund diese Haltungen auch nicht von der Ansichten-
planung beru¨cksichtigt werden ko¨nnen, ersetzt die Planung diese mit den na¨chstbesten
Haltungen. Dabei handelt es sich oft um zur Seite verlagerte, leicht nach vorne gebeug-
ten Oberko¨rperhaltungen, wodurch in einem spitzen Winkel schra¨g von der Seite die
Ru¨ckseite des Objekts beobachtet werden kann.
8.4 Greifplanung
Als Letztes folgt nun die Analyse der Greifplanung. Dazu habe ich in Tabelle 8.3 einige
statistische Daten erhoben, die verarbeitete Knoten, Griffe und Dauer der einzelnen
Funktionen im Mittel mit Standardabweichung u¨ber alle 60 Versuche angeben. Da bei
der Greifbewegungsplanung die La¨nge der zu planenden Wege sowie die Anzahl der
einwirkenden Hindernisse stark schwanken, erhalte ich bei den Standardabweichungen
der verarbeiteten Knoten und der Planungsdauer recht hohe Streuungen. Gleiches gilt
fu¨r die Anzahl vorkommender Griffe und den zugeho¨rigen Verarbeitungszeiten.
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Gabel Blume Schrank Kanne Einheit
Planungsdauer (6mm) 0,29 ±0,15 0,38 ±0,23 0,45 ±0,24 0,58 ±0,47 s
Knoten (6mm) 2022 ±1731 2618 ±2135 2094 ±2664 3984 ±3936 Anzahl
Planungsdauer (3mm) 3,1 ±1,1 3,5 ±3 5,8 ±4,3 4,3 ±1,8 s
Knoten (3mm) 20878 ±12474 23945 ±27655 39908 ±39360 29296 ±24145 Anzahl
Oberko¨rperselektion (inkl.
Griffgenerierung)
16,1 ±6,4 9,4 ±5,5 6,7 ±3,5 11,8 ±7,8 s
Griffselektion (lokal) 0,49 ±0,19 0,28 ±0,17 0,2 ±0,11 0,36 ±0,24 s
Generierte Griffe 74349 ±29309 43169 ±25277 31199 ±15915 54728 ±36065 Anzahl
Tabelle 8.3 Statistische Daten der Greifbewegungs- und Griffplanung als Mittel
mit Standardabweichung.
8.4.1 Greifbewegungsplanung
Um einscha¨tzen zu ko¨nnen, inwieweit verschiedene Erreichbarkeitstabellenauflo¨sungen
das System beeinflussen, habe ich die Greifbewegungsplanung jeweils auf Basis der
Erreichbarkeitstabelle der Hand mit einer Auflo¨sung von 3mm und mit einer Auflo¨sung
von 6mm durchgefu¨hrt. Als Resultat stelle ich fest, dass bei der ho¨heren Auflo¨sung die
Planung in etwa 10-mal so lange dauert wie bei der 6mm aufgelo¨ste Karte und auch
10-mal so viele Knoten verarbeitet werden mu¨ssen. Somit kann man grob sagen, dass
die Planung in 6mm Auflo¨sung eine Berechnungszeit von bis zu 1 Sek beno¨tigt und in
3mm Auflo¨sung bis zu 10 Sek beno¨tigt.
In ca. 96% aller Versuche resultierte die Greifbewegungsplanung anhand des ersten
ausgewa¨hlten Griffs in einem erfolgreich geplanten Handbewegungspfad. Bei 60 Ver-
suchen heißt das, dass bei insgesamt 2 Versuchen fu¨r mehr als einen Griff Planungen
durchgefu¨hrt werden mussten, um einen gu¨ltigen Handbewegungspfad zu erhalten. Bei
diesen beiden Versuchen befand sich das Objekt jeweils am Rand der globalen Erreich-
barkeit, sodass durch die stark eingeschra¨nkte Bewegungsfreiheit in diesem Bereich im
Allgemeinen nur wenige Bewegungspfade gefunden werden konnten.
8.4.2 Selektion der Hand- und Oberko¨rperpose
Die Dauer der Selektion der Oberko¨rperpose ha¨ngt zum Teil von der Anzahl der zu
u¨berpru¨fenden Griffe ab, sodass eine hohe Griffanzahl auch zu hohen Verarbeitungs-
zeiten fu¨hrt. Dadurch, dass jedoch derzeit fu¨r jeden grob erreichbaren Griff und jede
zugeho¨rige Oberko¨rperpose immer ein Abgleich mit der detaillierten lokalen Hander-
reichbarkeitstabelle durchgefu¨hrt wird, der die Erreichbarkeit des Handgelenks pru¨ft,
braucht die Selektion der Oberko¨rperpose leider dennoch lange.
In 83% aller Fa¨lle fu¨hrte die Ansteuerung der am besten bewerteten Oberko¨rperpo-
se tatsa¨chlich zu einem erfolgreich geplanten Greifbewegungspfad. In 10% aller Fa¨lle
konnten erst nach Einnahme der zweiten Oberko¨rperpose gu¨ltige Griffe gefunden wer-
den und in den verbleibenden 7% wurden drei Oberko¨rperposen beno¨tigt. Hier liegt
offensichtlich eine Diskrepanz zwischen der geplanten Greifsituation und der spa¨ter
durch Ansteuerung der Oberko¨rperpose tatsa¨chlich hervorgerufenen Situation vor.
Die Gru¨nde fu¨r diese Diskrepanz sind in der Motorpra¨zision und nicht in der Erreichbar-
keit zu suchen. Denn bei der Erreichbarkeitstabelle des Oberko¨rpers wurde die inverse
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Kinematik zur Tabellenerstellung verwendet und keine Toleranz akzeptiert. Folglich
werden bei dessen Verwendung im Grunde nur die als kartesischen Koordinaten ge-
speicherten Daten wieder in Gelenkwinkel umgewandelt.
Da ich bereits ein Experiment zur Motorpra¨zision vorgestellt habe, verweise ich an
dieser Stelle auf dessen in Abbildung 8.7 zusammengefassten Messergebnisse. Dabei
kann es in Einzelfa¨llen zu einer Abweichung der Handposition von bis zu 3mm kom-
men. In dem hier vorliegenden Szenario der Pra¨zision der Oberko¨rperpose wu¨rde das
bedeuten, dass auch die Schulterpose um 3mm verschoben sein ko¨nnte. Folglich ko¨nnte
auch der Ursprung der lokalen Handerreichbarkeitstabelle im Vergleich zur geplanten
Oberko¨rperpose verschoben sein.
Bereits in diesem Szenario kann es also in einigen Fa¨llen vorkommen, dass in der lokalen
Handerreichbarkeitstabelle andere Regionen zur U¨berpru¨fung der Erreichbarkeit her-
angezogen werden, als es urspru¨nglich geplant war, sodass im schlimmsten Fall eben gar
kein gu¨ltiger Griff gefunden werden kann. Da zur Bestimmung von NAOs Oberko¨rper-
pose insgesamt 11-DOF zusta¨ndig sind, kann die Pra¨zision im Vergleich zu den Ha¨nden,
deren Pose durch 5-DOF definiert werden, tatsa¨chlich noch etwas niedriger sein, sodass
es bei extremen Posen auch zu gro¨ßeren Abweichungen kommen kann.
Bei der Wahl der lokalen Handpose werden alle Griffe anhand der lokalen Handerreich-
barkeitstabelle bezu¨glich ihrer Erreichbarkeit u¨berpru¨ft. Da dieses im Mittel um ein
Vielfaches schneller geschieht als bei der Selektion der Oberko¨rperposen, wird daran
deutlich, dass auch das Auswahlverfahren der Oberko¨rperposen von der Aufnahme der
Erreichbarkeit des Handgelenks profitieren ko¨nnte. Denn dann bestu¨nde die Auswahl
der Oberko¨rperposen auch nur aus dem Abgleich der Erreichbarkeit anhand der Tabelle
und eine detaillierte U¨berpru¨fung eines erreichbaren Griffs wa¨re nicht mehr notwendig.
Da die Aufnahme der Handgelenkrichtungen in die globale Handerreichbarkeitstabelle
den von der Tabelle beno¨tigten Speicher um ein Vielfaches vergro¨ßert wu¨rde, ist dieses
jedoch mit der verwendeten Tabellenstruktur derzeit nicht mo¨glich. Denn in diesem
Fall wa¨re NAOs Arbeitsspeicher fu¨r die Aufnahme aller Erreichbarkeitstabellen und
zusa¨tzlich der Umgebungskarte nicht ausreichend. Natu¨rlich ko¨nnte man die Auflo¨sung
der globalen Erreichbarkeitstabelle weiter verringern, doch dieses verringert, wie zuvor
gezeigt, auch die Pra¨zision, sodass man die Nutzbarkeit einer solchen Erreichbarkeit-
stabelle in Frage stellen mu¨sste.
8.5 Zusammenfassung der Ergebnisse
Zusammenfassend la¨sst sich sagen, dass das System in 76,7% der Fa¨lle bei verschiede-
nen Objekten in unterschiedlicher Lage ein erfolgreiches Greifen durchfu¨hren konnte.
Des Weiteren wurden Experimente durchgefu¨hrt, die die Genauigkeit der einzelnen
Subsysteme untersuchen, sowie der tatsa¨chliche Fehler anhand des Abstands der Hand
zur Objektoberfla¨che analysiert. Dabei konnte festgestellt werden, dass in jedem Sub-
system kleinere Abweichungen entstehen, die in der Summe in einigen Fa¨llen zum
Misserfolg des Systems gefu¨hrt haben ko¨nnten.
Im Detail entstehen allein bei der translatorischen Position der Hand in einem Koor-
dinatensystem zur Schulter im Mittel eine Abweichung von etwa 2,83mm ±1,67mm
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durch den Diskretisierungsfehler der Erreichbarkeitstabelle (6mm Auflo¨sung) und eine
Abweichung von etwa 0,86mm ±0,62mm durch die Motorpra¨zision. Da der Diskreti-
sierungsfehler in der kommandierten Handpose inbegriffen ist, entsteht also die Fehler-
summe von 5,98mm (Mittelwerte + Standardabweichungen). Außerdem ist die Summe
der jeweiligen Extremmessungen etwa 8,6mm.
Da die tatsa¨chlich gemessenen Abweichungen der Absta¨nde zwischen den komman-
dierten Handposen und den Objektoberfla¨chen mit einem Mittelwert von 4,07mm
±3,72mm gemessen wurden, spiegelt sich hier die Summe von Diskretisierungs- und
Motorpra¨zisionsfehler wieder. Jedoch la¨sst die vergleichsweise hohe Streuung weitere
Fehlerquellen vermuten.
Eine dieser weiteren Fehlerquellen la¨sst sich anhand der Oberfla¨chenapproximation fest-
stellen. Diese erreicht zum Beispiel beim Durchmesser der Approximation des Schrank-
griffs im Mittel eine Abweichung von −3,16mm ±4,06mm. Folglich lassen sich dadurch
auch die Extremwerte von 15mm der tatsa¨chlich gemessenen Abweichung des Abstands
zwischen Handpose und Objektoberfla¨che erkla¨ren. Obwohl die messbaren Genauig-
keitsabweichungen plausibel sind, bleibt mangels Messmethoden die Frage offen, in wie
weit das nicht vollsta¨ndig messbare Hu¨ftgelenk weitere Ungenauigkeiten in das System
einbringt.
Letztlich bleiben noch die Ausfu¨hrungszeiten des Gesamtsystems und den Teilfunktio-
nen zu diskutieren. Dabei betra¨gt die Ausfu¨hrungszeit inklusive aller Zwischenbewe-
gungen im Mittel 5,29min ±2,5min bei 3,2 ±1,4 Umgebungsaufnahmen, wobei jeweils
die Umgebungsaufnahmen mit 54,7 s ±36,1 s die meiste Zeit beno¨tigen. Leider lassen
sich, wie in Abschnitt 8.3.3 untersucht, nur in der Ha¨lfte aller Fa¨lle optimale Beobach-
tungspfade generieren, da ein Objekt auf Grund der eingeschra¨nkten Bewegungsfreiheit
oftmals gar nicht optimal betrachtet werden kann. Dieses resultiert dann in mehreren
suboptimalen Bewegungspfaden.
Die zweitgro¨ßte Ausfu¨hrungsdauer des Systems findet sich bei der Ansichtenplanung,
die im Mittel 28,7 s ±26,8 s betra¨gt. Zusammen mit der Registrierung die derzeit
9,6 s±6,9 s zur Ausfu¨hrung beno¨tigt, kann die komplette Explorationsausfu¨hrung oh-
ne Umgebungsaufnahme im schlimmsten Fall insgesamt 76,1 s (inkl. Regionenbildung,
Oberfla¨chenapproximation und Standardabweichung) dauern.
Bei der Greifplanung beno¨tigt die Funktion der Oberko¨rperselektion mit 9,3 s ±5,9 s im
Vergleich zu den anderen Funktionen am meisten Zeit. Da die Ausfu¨hrung der Greif-
bewegungsplanung und der lokalen Griffselektion in der Summe 0,7 s dauert, resultiert
also eine Gesamtdauer von 15,6 s.
Wenn man alle Mittelwerte und Standardabweichungen aller Funktionen addiert, ist
das in der Summe 9,55min bei 4 Umgebungsaufnahmen, wobei die initiale Umge-
bungsaufnahme immer 1min dauert. Da sich aber Beobachtungspfade daraus erge-
ben, wie viele unbekannte Bereiche noch zu betrachten sind, verku¨rzt sich dabei
die Ausfu¨hrungsdauer mit steigenden Informationsstand der Umgebung, sodass die





In meiner Arbeit habe ich ein Gesamtsystem fu¨r den kostengu¨nstigen performanzli-
mitierten NAO Roboter vorgestellt, das ihm die Fa¨higkeit verleiht autonom geeignete
unbekannte Objekte zu explorieren und anschließend zu greifen. NAO verwendet da-
bei neben den bereits vom Hersteller verbauten Aktoren und Sensoren einen selbst
montierten kostengu¨nstigen 2-D Laserscanner und verarbeitet entgegen vieler anderer
Arbeiten alle Daten online.
Ein Hauptschwerpunkt dieser Arbeit sind die Limitierungen des Roboters, die neben
dem eher leistungsschwachen Intel Atom Prozessor und den eingeschra¨nkten Freiheits-
graden bei Hand, Arm und Oberko¨rper die Vorberechnung der Erreichbarkeit in Form
von Tabellen notwendig machten. Da allerdings auch NAOs Arbeitsspeicher mit 1GB
im Vergleich zu anderen Rechnern eher klein ist, musste zur Darstellung der Tabellen
ein Format gefunden werden, welches einen ausreichenden Kompromiss zwischen Infor-
mationen, Datenmenge und Genauigkeit darstellt. Dieses war insbesondere wichtig, da
fu¨r den Explorationsschritt ausreichend Datenspeicher verbleiben musste, um neben
den Tabellen eine Umgebungskarte ablegen zu ko¨nnen.
Da die vollsta¨ndige Analyse einer Umgebungskarte rechnerisch sehr aufwendig ist, be-
schra¨nke ich mich in meiner Arbeit auf die Analyse zum Greifen geeigneter Teilstu¨cke,
wobei diese als diejenigen Regionen definiert sind, die von NAOs Hand umgreifbar sind.
Diese Entscheidung wird zudem davon unterstrichen, dass NAOs Finger so konstruiert
sind, dass ein Griff nur bei vollsta¨ndig geschlossener Hand stabil ist.
In diesem Zusammenhang werden geeignete Teilstu¨cke anhand eines Regionenbildungs-
ansatzes in Kombination mit objektorientierten Hu¨llquadern grob aus der Umgebungs-
karte extrahiert, die dann anhand eines Oberfla¨chenapproximationsverfahrens, welches
Greifkandidaten u¨ber Schnittebenen in 2-D projiziert, bezu¨glich ihrer Umgreifbarkeit
untersucht werden. Das Verfahren ist dabei in der Lage auch unbetrachtete Areale am
Objekt sinnvoll zu approximieren, sodass die resultierenden Oberfla¨chennormalen als
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Blickrichtung fu¨r die Ansichtenplanung verwendet werden ko¨nnen.
Als letzten Explorationsschritt folgt im Falle eines unvollsta¨ndigen Greifkandidaten die
Ansichtenplanung, welche in der Lage ist bei stark eingeschra¨nkter Erreichbarkeit der
Laserscannerposen Bewegungspla¨ne zu erstellen, die den erwarteten Informationszu-
wachs maximieren. Dazu wird eine Kombination aus oberfla¨chen- und volumenbasier-
ten Planung verwendet, die anhand einer globalen Erreichbarkeitstabelle des Lasers-
canners geeignete Laserposen bei einer stationa¨ren Oberko¨rperhaltung auswa¨hlt und
so mo¨gliche Bewegungsungenauigkeiten wa¨hrend der Umgebungsaufnahme minimiert.
Insbesondere modelliert die Ansichtenplanung pysikalische Hinderniskollisionen zwi-
schen Laserscanner und Szene sowie die Sichtbarkeit von Objekten innerhalb einzelner
Laserstrahlen.
Falls wa¨hrend der Exploration ein Greifkandidat als greifbar verifiziert wird, entscheidet
sich das System selbststa¨ndig eine Greifplanung durchzufu¨hren. Dazu werden kollisions-
freie Griffe anhand der Objektoberfla¨che generiert und auf Basis der Handerreichbar-
keitstabelle geeignete Ganzko¨rperbewegungspla¨ne erstellt. Dieses Verfahren teilt sich
in zwei Phasen auf, wobei zuna¨chst geeignete Oberko¨rperhaltungen in einem Abstim-
mungsverfahren auf Basis der Maximierung der globalen Erreichbarkeit gewa¨hlt und
angesteuert werden. In der zweiten Phase, nachdem die tatsa¨chlich gemessenen Mo-
torstellungen der Oberko¨rperhaltung bekannt sind, wird dann ein geeignete Hand-
bewegungspfad auf Basis einer lokalen Handerreichbarkeitstabelle mit Hilfe eines A*
Algorithmus erstellt. Im Besonderen konnten dabei Heuristik und Kostenfunktion so
gewa¨hlt werden, dass sie die Bewegung des Unterarms sowie Hinderniskollisionen mo-
dellieren.
Letztlich untersuche ich in den Ergebnissen den Erfolg, die Genauigkeit und die
Ausfu¨hrungsdauer des Systems. Dabei resultiert, dass das System in 76,6% aller Versu-
che erfolgreich in der Lage war ein zuvor exploriertes Objekt tatsa¨chlich zu greifen und
im Mittel 5,29min ±2,5min beno¨tigt. Diese Erfolgsquote liegt im Vergleich zu anderen
Greifsystemen mit NAO im Trend, denn zum Beispiel gibt die Arbeit von Ho¨ll et al.
[16] eine Erfolgsquote von 74% an, wobei eine Greifplanung ohne Ganzko¨rperbewe-
gung anhand bekannter Objekte durchgefu¨hrt wird. Hier werden also nur Bewegungen
fu¨r den 5-DOF Arm geplant und die Unsicherheit durch den restlichen Roboterko¨rper
ausgeklammert.
Im Vergleich zu anderen Systemen, wie zum Beispiel dem Kassierroboter in der Arbeit
von Klingbeil et al. [40], der a¨hnlich zu meiner Arbeit Greifpunkte an unbekannten
Objekten findet, die in die Roboterhand passen, kann sich der hier vorgestellte Ansatz
leider nur bedingt messen. Denn dabei ist eine Erfolgsquote von 91,6% ±4,1% ange-
geben. Jedoch ist der in dieser Arbeit verwendete Roboter ein PR2, welcher NAO um
ein Vielfaches in Performanz und Pra¨zision u¨berlegen ist.
Zuletzt bleibt noch die zeitliche Performanz meines Systems zu betrachten, wel-
che im Vergleich zu anderen Ansa¨tzen teilweise noch etwas nachsteht. Dieses liegt
hauptsa¨chlich daran, dass, wie bereits erwa¨hnt, eine Umgebungsaufnahme auf Grund
des 2-D Laserscanners nur sehr langsam passieren kann. Doch auch die Ausfu¨hrungdau-
er der Ansichtenplanung ist recht hoch, da dabei einzelne Ansichten anhand einzelner
Laserstrahlen bewertet werden. Einige andere Ansa¨tze erreichen bei vergleichbarer Pro-
zessorleistung ku¨rzere Ausfu¨hrungszeiten, wie zum Beispiel in Chen et al.[73]. Dabei
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werden zur Ausfu¨hrung nur 3 s - 5 s beno¨tigt, aber dafu¨r die Sichtbarkeit innerhalb
der einzelnen Laserstrahlen nicht berechnet und zusa¨tzliche kann die Erreichbarkeit
anhand einer View Sphere garantiert werden. Somit scheint NAO in diesem Punkt
am sta¨rksten unter seinen Limitierungen zu leiden. Denn wa¨re NAO in der Lage seine
Oberko¨rperpose wa¨hrend einer Umgebungsaufnahme zu wechseln, so ko¨nnten hier glo-
bale Beobachtungspfade erstellt und auf die Wahl einer bestimmten Oberko¨rperpose
verzichtet werden.
Auch bei der Greifplanung fa¨llt die Oberko¨rperposenselektion mit einer Ausfu¨hrungs-
dauer von 9,6 s ± 6,9s als recht lange auf und kann sich wahrscheinlich nicht mit den
hochentwickelten Robotersystemen messen. Jedoch kann sie sich mit anderen NAO
Greifsystemen messen. In der Arbeit von Burget et al. [110], bei der Greifbewegungen
anhand eines RRT-Connects geplant werden, beno¨tigt zum Beispiel der Schritt der Ziel-
generierung von Griffen an einem bekannten Tu¨rgriff inklusive Wahl der Oberko¨rper-
haltung in etwa 8,59 s ± 7,54s und die Greifbewegungsplanung 0,09 s ± 0,05s(inkl.
Ganzko¨rperbewegung). Diese Funktionen werden dabei allerdings extern auf einem In-
tel Core 2 Duo mit 3Ghz ausgefu¨hrt. Folglich erreicht mein Greifmodul nicht nur in
der Zielgenerierung sondern auch in der Greifbewegungsplanung mit etwa 0,58 s±0,47 s
auf einem Intel Atom eine leicht bessere beziehungsweise vergleichbare Performanz.
9.2 Ausblick
Am Ende bleiben noch einige Punkte fu¨r die Zukunft. So leidet derzeit die Oberko¨rper-
selektion darunter, dass in der globalen Handerreichbarkeitstabelle nur die Richtung
des Unterarms und nicht die des Handgelenks verzeichnet ist, sodass fu¨r mo¨gliche
Oberko¨rperhaltungen, die eine bestimmte Handpose erreichen ko¨nnen, ein Abgleich
mit der lokalen Handerreichbarkeitstabelle notwendig ist. Wenn diese Information in
die globale Erreichbarkeitstabelle integriert werden ko¨nnte, dann ko¨nnte an dieser Stel-
le die Ausfu¨hrungsdauer um ein Vielfaches verku¨rzt werden. Ich stelle mir dazu eine
Baumdatenstruktur vor, die a¨hnlich wie die Octomap ([89]) ein sogenanntes Pruning
durchfu¨hren kann, um auf diese Weise die Datenmenge noch weiter zu reduzieren.
Wenn man den Gedanken der Erreichbarkeitstabelle als Baumstruktur fortfu¨hrt, so
erga¨be sich auch ein Vorteil fu¨r die Greifplanung. Denn insbesondere bei der Greifbe-
wegungsplanung wa¨re es denkbar statt einer lokalen Erreichbarkeitstabelle mit fester
Auflo¨sung eine multiaufgelo¨ste Tabelle a¨hnlich zur Octomap zu verwenden. Auf diese
Weise ließen sich dabei fu¨r kollisionsunkritische Bereiche gro¨ber aufgelo¨ste Knoten un-
tersuchen und ansonsten feinaufgelo¨st arbeiten, was eine Verku¨rzung der Ausfu¨hrungs-
dauer darstellt. Außerdem ließe sich so im Nahbereich optimalere Bewegungspfade
finden, da hier Optimalita¨t in Abha¨ngigkeit zur Tabellenauflo¨sung steht.
Des Weiteren ko¨nnte die Ansichtenplanung in ihrer Ausfu¨hrungsdauer minimiert wer-
den, wenn man nicht jeden Laserstrahl im Voxelraum bezu¨glich der Sichtbarkeit un-
tersuchen wu¨rde. Einerseits ko¨nnte man dabei die Multiauflo¨sung der verwendeten
Octomap besser nutzen, indem man den Strahl wie in der Arbeit von Elseberg et al.
[120] in unterschiedlichen Auflo¨sungen rastert und somit stellenweise eine gro¨bere Abta-
strate erreicht. Andererseits ko¨nnte man auch nur im Nahbereich eines Greifkandidaten
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im Voxelraum arbeiten und ansonsten Kollisionen entlang der Laserstrahlen mit den
objektorientierten Hu¨llquadern suchen.
Einer der wichtigsten Punkte jedoch ist es, dass das vorgestellte System momentan
damit endet, dass ein Objekt erfolgreich gegriffen wird. Obwohl dieses eine wichtige
Fa¨higkeit ist, so fehlt hier noch der semantische Aspekt, also warum wird das Objekt
gegriffen? Dieses ko¨nnte einerseits geschehen, um Hindernisse aus dem Weg zu ra¨um-
en oder andererseits um dieses Objekt bezu¨glich ihrer Funktion oder ihrem Nutzen
zu analysieren. Dabei ko¨nnten anhand von Gro¨ße, Gewicht und Beweglichkeit weitere
Informationen u¨ber das Objekt gewonnen werden, um dieses Objekt einer Kategorie
zuzuordnen. Zum Beispiel la¨sst sich eine Schublade nur auf eine bestimmte Weise be-
wegen, sodass man sie nur am Griff herausziehen kann. Als Resultat vera¨ndert sich die
Umgebung, sodass ein neuer Ablageraum entsteht.
Letztlich wird meine hier vorgestellte Arbeit stark von der Motorkalibrierung beein-
flusst, sodass eine automatische Kalibrierung wie zum Beispiel in der Arbeit von Kast-
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