Abstract. We obtain optimal results in the problem of recovering the singularities of a potential from backscattering data. To do this we prove new estimates for the double dispersion operator of backscattering, the first nonlinear term in the Born series. In particular, by measuring the regularity in the Hölder scale, we show that there is a one derivative gain in the integrablity sense for suitably decaying potentials q ∈ W β,2 (R n ) with β ≥ (n − 2)/2. In the case of radial potentials, we are able to give stronger optimal results in the Sobolev scale.
Introduction and main theorems
In this paper we show that the non-smooth part of a complex potential q(x), x ∈ R n can be partially recovered from backscattering measurments of scattering solutions of the Schrödinger equation with Hamiltonian H = −∆ + q(x). A scattering solution is the response of the equation to plane waves e ikθ·x , k ∈ (0, ∞) of direction θ ∈ S n−1 . The main objective in inverse scattering is to reconstruct the potential q(x) from the far field measurements of the scattering solutions. There are different ways to do the measurements. In backscattering, the scattered wave produced by the interaction of the potential with the plane wave e ikθ·x is measured only in the direction −θ. This means essentially that we consider only the waves that are reflected back by the potential (the echoes). It is still an unknown if it is possible to recover the potential completely from the backscattering data. In this paper we center on results of partial recovery of q(x). A usual approach is to construct, using the scattering data, the Born approximation of the potential. We will denote it by q B (x). As we shall see in the next section q B is related to the potential through the Born series expansion,
where Q j (q) are certain multilinear operators describing the multiple dispersion of waves. We will define explicitly Q j (q) in the next section. We call Q 2 the double dispersion operator of backscattering.
It is known that if q is small in certain norms, then the difference q − q B is small in appropriate function spaces (see [7, 27] ). But for general potentials it has been shown that although q − q B is not small in general, at least it is smoother than q. This implies that the Born approximation contains the main singularities of the potential. This was originally shown in [19] in a different scattering problem (full data scattering) that is analogous to the backscattering problem.
As mentioned in [2] , this problem is specially well suited to consider complex potentials, since in this case the scattering solutions are defined only for high values of the energy k 2 . This implies that we can define the Fourier transform of the Born approximation only for high frequencies, and as a consequence, in general we will consider that q B (x) is defined modulo a C ∞ function. Of course, this ambiguity in the definition of q B has no effect when considering the regularity of q − q B .
Therefore, a central question is to determine with precision which singularities of q can be recovered from q B or from the scattering data. Essentially we want to determine which is the best ε(β) > 0, such that for every q ∈ W β,2 (R n ), β ≥ 0 we have that q − q B ∈ W α,2 (R n ) for all α < β + ε(β) (this would be an ε(β) − derivative gain). In backscattering there have been a great number of works addressing this problem. For real potentials we mention [16, 22] in dimension 2, and [23, 26] for dimensions 2 and 3. In [26] it is shown that the derivative gain ε(β) is always at least 1/2 for n = 2, 3. In [5] , using a certain modification of q B and of the Q j operators, they show that it is possible to take ε(β) = min(β − (n − 3)/2, 1) for n ≥ 3 odd and β ≥ (n − 3)/2. More recently, returning to the case of the Born approximation q B , in [14] it has been proved that it is possible to take ε(β) = min(β − (n − 3)/2, 1) for every dimension n ≥ 2 a and complex q (see Figure 1) .
Apart from the previous works, which use the Sobolev scale to measure the regularity of q − q B , in [2] they use the Hölder scale. With this approach they are able to obtain for complex potentials and n = 2, a whole 1 − derivative gain in the integrability sense. This should be the best possible result, as we will explain later. In a different spirit, the recovery of singularities from backscattering data has been studied also in [8, 9] without resorting to the notion of the Born approximation. Instead, the authors reconstruct the conormal singularities of q from the scattering data using the time domain approach to scattering.
Returning to the results in the Sobolev scale, by constructing certain radial counterexamples, in [14] it has been shown also that necessarily
This means that the fact that q must have an increasing amount of a priori regularity in the scale W β,2 (R n ) as n grows, is a feature of this problem. This is reasonable since the condition q ∈ L r , r > n/2 is necessary for the existence of scattering solutions, as mentioned previously. We want to address the regularity gap that still exists between the known positive results and the necessary condition (1.1). In this paper, under certain restrictions, we close the gap that analogously appears in the the regularity estimates of Q 2 (q), the worst element in terms of regularity of the Born series expansion. This in turn enables us to improve the recovery of singularities results for q − q B .
In the first result we restrict the range to β > (n − 2)/2, and, as in [2] , we use the Holder scale Λ α (R n ) to measure the regularity of Q 2 (q), instead of the Sobolev scale (see the end of this section for a rigorous definition of the functional spaces). Theorem 1.1. Let n ≥ 3 and assume that q ∈ W β,2
Sobolev inequality we have that
if γ > (n − 2)/2. By (1.1) ε(β) = 1 is the best possible result in the Sobolev scale when β > (n − 2)/2, and hence, Theorem 1.1 gives a weaker version of what is expected to be the best possible result. Actually we are able to prove a slightly better result than (1.2), an estimate for the Fourier transform of
. We can also obtain the optimal result in the Sobolev scale, but in exchange we have to assume that the potential is a radial function. Consider a constant C 0 > 0. Let 0 ≤ χ(ξ) ≤ 1, ξ ∈ R n be a smooth cut-off function satisfying χ(ξ) = 1 if |ξ| > 2C 0 and χ(ξ) = 0 if |ξ| < C 0 . We define the operator Q j by the relation
so that Q j (q) differs from Q j (q) in a smooth function.
Theorem 1.2. Let n ≥ 2 and β ≥ min(0, (n − 4)/2). Then there is a constant C > 0 such that the following estimate holds
, for all α < β + ε(β) and every q ∈ W β,2 (R n ) radial, if and only if
The same result has been obtained in the full data case without the restriction for radial potentials. See [1, Theorem 1.2] for the sufficient condition and [15, Theorem 1.3] for the necessary condition. As a consequence of the previous theorem, we obtain the following corollary of recovery of singularities for the Born approximation. Corollary 1.3. Let n ≥ 2 and let q ∈ W β,2 (R n ) be a compactly supported and radial function. Then we have that
See Figure 1 for a graphic representation of this results. The previous result gives a 1 − derivative gain in the range β > (n − 2)/2 which is the best possible result (except for the limiting case α = β + 1) by [14, Theorem 1.1] . Unfortunately, this is not the case in the range (n − 4)/2 ≤ β < (n − 2)/2, since, to get an optimal result, the estimates of the other Q j operators should be improved too.
Since the results of recovery of singularities of a potential are non quantitative in nature, to get Corollary 1.3 we don't need necessarily a quantitative estimate like (1.5), it is just enough to show that the right hand side is finite. Then, instead of asking q to be radial, we can consider potentials which satisfy the much weaker assumption that there is some radial function g ∈ W β,2 (R n ) such that | q(ξ)| ≤ g(ξ). This yields the following corollary. Corollary 1.4. Let n ≥ 2 and let q ∈ W β,2 (R n ) be compactly supported. Assume also that there exists some Figure 1 . The solid (blue) line represents the value of ε(β) for Q 2 (q) given by Theorem 1.2. The dashed line represents the previously known results of [14, 23] for general potentials, and the dot dashed (blue) line represents the regularity gain of q − q B given by (1.7).
To prove Theorem 1.1 and Theorem 1.2 we estimate the Fourier transform of Q 2 (q). In the next section, we will introduce the spherical operator S r (q), r ∈ (0, ∞) (see (2.9)) that involves integrals of q over the so called Ewald spheres. Then, since we have the formula of [14] 
the main task to bound Q 2 (q) is to improve the known estimates for S r (q), and then use the techniques developed in [14, 15] to control the principal value term. To estimate S r (q) it will be essential to understand certain geometric properties of the Ewald spheres. In the case of r = 1 we use a simple case of Santaló's formula in spheres for which we give a short proof in Section 4. The recovery of singularities from the Born approximation has been studied in other inverse scattering problems. The case of full data scattering, where all the information in the scattering amplitude is used to construct a Born approximation, has been studied in [17, 18, 19] for real potentials and in [1, 15] for complex potentials. Another important problem not having the radial symmetry of backscattering or full data scattering is the case of fixed angle scattering. In this case the recovery of singularities has been studied in [24] and [15] . Surprisingly, it features the same regularity gap that appears in backscattering between the positive and negative results in the Sobolev scale. We mention also that an analogue of the Born approximation has been introduced to study the recovery of singularities of live loads in Navier elasticity, see [3, 4] .
The question of uniqueness of the inverse scattering problem for backscattering data is still open. In [21] it has been proved for n = 3 that two potentials differing in a finite number of spherical harmonics with radial coefficients must be identical if they have the same backscattering data. The question of uniqueness for small potentials was studied in [20] . Generic uniqueness and uniqueness for small potentials has been obtained in [7, 27] for dimensions 2 and 3 and in [12] for n = 3. Similar results have been obtained in odd dimension n ≥ 3 in [28] and for even dimension in [29] .
Let's introduce formally the functional spaces used in the work. If
and α ∈ R, we introduce the (Bessel) fractional derivative operator D α given by the Fourier symbol ξ α , and the weighted Sobolev spaces
, α ≥ 0 are the Banach spaces given by the norm,
where we are decomposing α in its integer and fractional parts, α = m + σ with m ∈ N and σ ∈ [0, 1).
The Born series expansion
We begin by showing how to construct the scattering solutions, and later we will see how the Born approximation and series are defined. Consider a scattering solution u s (k, θ, x), k ∈ (0, ∞), θ ∈ S n−1 , of the stationary Schrödinger equation satisfying
where the last line is the outgoing Sommerfeld radiation condition (necessary for uniqueness). If q is compactly supported, a solution u s of (2.1) has the following asymptotic behavior when |x| → ∞
As mentioned in the introduction, u ∞ is the so called scattering amplitude or far field pattern, and it is given by the expression
where it is important to notice that u depends also on k and θ (for a proof of this fact when q ∈ C ∞ c (R n ) see for example [25, p. 53] ). Applying the outgoing resolvent of the Laplacian R k in the first line of (2.1), where
we obtain the Lippmann-Schwinger integral equation
The existence and uniqueness of scattering solutions of (2.1) follows from a priori estimates for the resolvent operator R k and the previous integral equation (2.4). In the case of real potentials, this can be shown with the help of Fredholm theory for k > 0, see for example [25, pp. 79-82] . Otherwise, since the norm of the operator T (f ) = R k (qf ) decays to zero as k → ∞ in appropriate function spaces, we can also use a Neumann series expansion in (2.4) which will be convergent for k > k 0 (in general k 0 ≥ 0 will depend on some a priori bound of q). For our purposes it is enough to consider q ∈ L r (R n ), r > n/2 and compactly supported. Notice that, by the Sobolev embedding, this is satisfied if q ∈ W β,2 (R n ) with β > (n − 4)/2. See [1, p. 511] for more details and references. We can introduce now the inverse backscattering problem. If we insert (2.4) in (2.2), we can expand the Lippmann-Schwinger equation in a Neumann series, as we mentioned before. Then we obtain the Born series expansion relating the scattering amplitude and the potential in the Fourier transform side.
where ξ = k(θ − θ) and the last is the error term. Since we are considering complex potentials, u ∞ (k, θ, θ ) is not defined for k ≤ k 0 as we have seen. Therefore we also have to ask k > k 0 in (2.5).
The problem of determining q from the knowledge of the scattering amplitude is formally overdetermined in the sense that the data u ∞ (k, θ, θ ) is described by 2n − 1 variables, while the unknown potential q(x) has only n. We avoid the overdetermination by reducing to the backscattering data, assuming only knowledge of u ∞ (k, θ, −θ), for all k > k 0 and θ ∈ S n−1 . There are other possible choices to deal with this difficulty and that gives rise to the fixed angle scattering problem and the full data scattering problem (see for example [1, 15] ). For backscattering data the problem is formally well determined, and the Born approximation q B is defined by the identity,
Since in the case of complex potentials u ∞ (k, θ, −θ) is not defined for k ≤ k 0 , from now on we consider that q B (x) is defined modulo a C ∞ function. By (2.6), the condition k > k 0 is equivalent to asking |ξ| > 2k 0 . Therefore, using the cut-off introduced before (1.4) with C 0 > 2k 0 , and assuming convergence of the series, we can write (2.5) as follows
where Q was defined in (1.4) and
The structure of Q j (q) has been recently studied in [14] . Let r ∈ (0, ∞), we introduce the operator
where Γ r (η) is the modified Ewald sphere,
We call S r the spherical operator of double dispersion since it involves a spherical integral and a radial parameter r. In [14, Proposition 3.1] it is shown that the Fourier transform of the double dispersion operator can be decomposed as a sum of a spherical operator and principal value operator P (q),
where
As a consequence, the main point to bound the double dispersion operator is to estimate S r (q). Higher order Q j operators have a similar, though more complex structure, see [14, Proposition 5.1].
We examine now the question of the convergence in Sobolev spaces of the Born series, an essential step to obtain results of recovery of singularities. Taking the inverse Fourier transform of (2.7), we can write, modulo a C ∞ function that
In fact, Theorem 1.3 and Proposition 2.1 of [14] imply directly the following result.
large enough, and that the following condition holds,
With this result we can show that to prove Theorem 1.1 it is enough to show esti-
3) gives the desired estimate for the series in the Λ α (R n ) norm. Corollary 1.3 follows in the same way from Theorem 1.2.
Before going to the next section, we want to highlight the following property of Sobolev norms that we will use frequently in this work.
and Plancherel theorem, see for example [10, Definition 30.2.2]. We will also use the inequality
, (this can be proved for example for integer values of β and extended by interpolation).
3. Proof of Theorem 1.1
To obtain estimates in the Hölder norm, we will use the inequality
(see Proposition A.2 in the Appendix for a short proof of this fact). By estimate (3.1), we have that (1.2) follows directly from the following proposition.
In the introduction we have mentioned that Theorem 1.1 is optimal in the sense that it represents a weaker version of what is expected to be the best possible result in the Sobolev scale. For the interested reader we mention that Proposition 3.1 is also optimal (except possibly for the limiting case α = β − (n − 2)/2). This can be verified applying the counterexamples given in [14, Section 5] , the only necessary change is to use the norm L Proof of T heorem 1.1. As mentioned before, the desired estimate for Q 2 (q) is obtained from Proposition 3.1 thanks to (3.1). The result of recovery of singularities follows then as has been outlined after Proposition 2.1.
3.1.
Estimate of the spherical operator. To prove Proposition 3.1 we begin estimating the spherical operator S r (q). To do that, we need the following result to change the order of integration in the algebraic submanifold of R n × R n defined by the equation |ξ − η/2| = r 2 |η/2| (recall the definition of Γ r (η) given in (2.10)). We leave the proof for the Appendix, see Lemma A.1.
where we denote by σ r,ξ the restriction of the Lebesgue measure to the hypersurface
If f r = 1, N r is the sphere of center 2ξ 1−r 2 and radius 2|ξ|r |1−r 2 | , otherwise for r = 1 it is an hyperplane. We also give the following lemma which is also proved in the Appendix by direct computation. Lemma 3.3. Let S ρ ⊂ R n be any sphere of radius ρ and let σ ρ be its Lebesgue measure. Let a, b ≥ 0 satisfy a + b > n − 1 and a < n − 1, for all x ∈ R n we have that
where the constant C a,b only depends on the parameters a and b.
To simplify later computations we define the operator
We can control the spherical operator if we estimate K r since
Lemma 3.4. Let n ≥ 3 and f 1 , f 2 ∈ W β,2 (R n ) with β > (n − 2)/2. Then the estimate
holds when α < β − (n − 2)/2.
Proof. We consider the case r = 1. The case r = 1 can be proved similarly, though we provide a somewhat more elegant estimate in Proposition 4.2, using a special case of Santaló's formula. In the first place, observe that the change of variables ξ = η − ξ leaves invariant the Ewald sphere Γ r (η), since it changes a point by its antipodal point on the sphere. We define Γ + r (η) := {ξ ∈ Γ r (η) : |ξ| ≥ |η − ξ|}, which is the half-sphere at greater distance from the origin. Then, using the mentioned change of variables we can reduce the integrals over Γ r (η) to integrals over Γ + r (η),
We are going to estimate only the first term since the estimate of the second follows simply by interchanging the roles of f 1 and f 2 . Let's denote it by I 1 .
We define the set
and here we have that |η| ≤ 2|ξ|. Consider now ε > 0 and fix β = α + (n − 2)/2 + 2ε. Changing the order of integration (Lemma 3.2) we obtain
where to get the last inequality we have applied Cauchy-Schwarz inequality in the ξ variables so that
. Now, let us consider the integral in N + r (ξ). Taking into account that ξ ε ≥ ξ − η ε , we multiply and divide by |η − ξ| 1/2 η − ξ (n−2)/2 before using Cauchy-Schwarz inequality in the η variable,
But, since n ≥ 3, we can apply Lemma 3.3 with a = 1 and b = n − 2 + 2ε to get (3.9)
where C does not depend in any way on the sphere N r (ξ). If we put together (3.8) and (3.9), using that |η| ≤ 2|ξ| and changing again the order of integration we get
where we have used in the last line the change of variables ξ = ξ − η. Therefore, if we change the order of integration for the last time, returning to (3.7) we finally obtain
where we have applied Lemma 3.3 to the integral in N r (ξ). Then the previous estimate yields
for α = β − (n − 2)/2 − 2ε. Taking ε > 0 as small as necessary, we recover the statement of the lemma.
Estimate of the principal value operator.
Proposition 3.5. Let n ≥ 3 and q ∈ W β,2 (R n ) with β > (n − 2)/2. Then we have that
We are going to reduce the proof of this proposition to the following couple of lemmas.
Lemma 3.6. Let q ∈ S(R n ), 1 ≤ p < ∞ and φ ∈ C ∞ (R n ). Then we have that
for any γ, ε > 0.
Lemma 3.7. Let q ∈ S(R n ). Then, (a) If r ∈ (0, ∞), β > (n − 2)/2 and α < β − (n − 2)/2, we have
(b) For every η = 0, ∂ r S r (q)(η) is smooth in the r variable. Moreover,
if r ∈ (1 − δ, 1 − δ) for some 0 < δ < 1 fixed. (c) Under the same conditions of (a), if we also have r ∈ (1 + δ, 1 − δ),
Proof. First of all, (a) follows directly from (3.5) and Lemma 3.4. Actually (3.11) holds for q ∈ W β,2 (R n ) and not only for the Schwartz class. (b) is the statement of [14, Lemma 4.4], and is proved in the mentioned paper by direct computation. Finally, (c) follows from taking the L 1 α−1 norm of (3.12). This yields
for every r ∈ (1 − δ, 1 + δ). Then we can apply Lemma 3.4 directly to the first term with f 1 = q = f 2 , and to the second, with f 1 = q and f 2 (x) = x i q(x),
where to get the last line we have used Remark 2.2.
Proof of P roposition 3.5. Let α < β − (n − 2)/2. Then we can choose an ε = ε(β, α) > 0 such that α + ε < β − (n − 2)/2. Hence by point (a) of the previous lemma we have
This, together with point (c) of the same lemma and Lemma 3.6 with p = 1, γ ≤ 1 and φ = 1 yields estimate (3.10) for q ∈ S(R n ). The extension for q ∈ W β,2 (R n ) follows by standard density arguments (P (q) is bilinear, so it is a slightly different case case from a linear operator, see for example [14, Lemma 5.3 
]).
Proof of Lemma 3.6. Fix some τ > 1 and 0 < δ < 1, and set (3.14)
Since q ∈ S(R n ), it can be seen that for every η = 0 fixed, S r (q)(η) is smooth in the r variable. Using that P.V. |1−r|<a dr 1−r = 0 for any 0 < a < ∞, we have
By Mikowski's inequality we obtain that
On the other hand, by the fundamental theorem of calculus we have
for s(t) = (r − 1)t + 1. And then, since |1 − r| < δ η implies the inequality
by Minkowski's inequality we obtain that
To estimate the remaining term P B (q) we need a dyadic decomposition in the r variable. We set N (η) = − log 2 (δ η −s ). Then,
If j = 0, 1, ..., N (η), for η fixed, the definition of N (η) implies that 2 j ≤ η s /δ, therefore
But observe that in the last line we have an operator of the kind
with 0 < λ ≤ 1. If we take any ε > 0, computing its L p α and applying Minkowski's integral inequality we obtain
where we have used that in the region where the characteristic function does not vanish
Hence, taking the L p α norm of (3.18) and applying estimate (3.19) yields
This is enough to conclude the proof, putting together (3.15), (3.16), (3.17) and (3.20).
Santaló's formula and the spherical term
In this section we give a proof of the estimate of the spherical term S r for the special case r = 1. The main tool is Santaló's formula in spheres, which enables us to adapt the arguments of [2] for dimension n ≥ 3. In this section we denote by σ the restriction of Lebesgue measure to S n−1 and S n−1 , independently of the dimension.
Proposition 4.1 (Santaló's formula). Let f be a L 1 (S n−1 ) function and θ ∈ S n−1 . Then if we define
we have that
Proof. We define the following positive and bounded functional on C(S n−1 ),
This means that by the Riesz representation theorem, there exists a Radon measure µ on S n−1 such that
But observe that if O is any orthogonal matrix we have that
which in turn implies, integrating in S n−1 both sides of the previous equation, that F is invariant under rotations. Therefore, the following property must hold in the measure representation of F (4.3)
One consequence of this fact is that all balls of the same radius in the sphere must have the same µ-measure, that is, µ is a uniformly distributed measure on S n−1 . This is a very rigid property for Radon measures. In fact, all uniformly distributed Radon measures must be equal up to a scalar factor (see [11, Proposition 3.1.5]) which implies that µ must be a multiple of the Lebesgue measure on S n−1 . To determine the constant it is enough to compute F (1).
Since r = 1 always in this section, to simplify notation we will drop the subindex 1, that is, we write S(q) := S 1 (q), Γ(η) := Γ 1 (η), N (ξ) := N 1 (ξ) and analogously for similar cases.
Proposition 4.2. Let n ≥ 3 and assume that q ∈ W β,2 (R n ) with β > (n − 2)/2. Then we have that
Proof. As in the proof of Lemma 3.4, by the symmetry in ξ and η − ξ, we have that
where we have used that in this region |ξ| ≤ |η| ≤ 2|ξ|. Let's change the order of integration using Lemma 3.2,
Now, if we change variables in the second integral by fixing v = η − ξ we have
If we write the first integral in (4.4) in spherical coordinates taking ξ = rθ, by CauchySchwarz inequality we obtain
where, using the definition of S n−2 θ given in (4.1), we have
Then Hölder inequality and Minkoswski's integral inequality yield
ds.
Now, using Santaló's formula (4.2) we have that
and hence, multiplying and dividing by s 1/2+ε and using Cauchy-Schwartz inequality we get
(to get the second line is where we have used implicitly the condition n ≥ 3, so that the exponent of s n−3 is non-negative). Using the estimate for F (r) in (4.5), and repeating again exactly the same reasoning to bound the resulting integral, we finally obtain
so choosing β = α + (n − 2)/2 + 2ε we obtain the desired result.
Proof of P roposition 3.1. It follows directly by (2.11), using Proposition 3.5 and Proposition 4.2.
Proof of Theorem 1.2
In this section we assume that q is a radial function. Since in Theorem 1.2 we estimate Q 2 (q), to simplify notation we define S r (q) := χS r (q) and K r ( f 1 , f 2 ) := χK r ( f 1 , f 2 ) as in (1.4) . We begin by giving estimates for the spherical operator S r (q) and its radial derivative in W α,2 (R n ). As in the case of section 3, we estimate first K r ( f 1 , f 2 ).
Lemma 5.1. Let n ≥ 2 and f 1 , f 2 ∈ W 2,β (R n ), and assume that | f 2 (ξ)| is a radial function. Then, if r ∈ (0, ∞), r = 1 and β 0 = min(−1/2, (n − 7)/4) we have that
for some γ > 0, possibly depending on β, if the following condition holds
In the proof we use the following couple of results about integration on spheres. Let h : (0, ∞) → C be a measurable function. Let x ∈ R n /{0} and b > 0, and consider the functional defined by the expression
where σ b is the Lebesgue measure of S b (x) ⊂ R n , the sphere of radius b and center x.
Proposition 5.2. There is a measure µ x,b on the real line, absolutely continuous with respect the Lebesgue measure, such that
Moreover, µ x,b satisfies
where χ x,b is the characteristic function of the interval (||x| − b| , |x| + b) and c n = |S n−1 |.
This formula is a result of [13] , a proof can be found also in [6] . With this proposition we can prove the following lemma.
Lemma 5.3. Let h as before and f (x) := h(|x|). Then, if r = 1 we have that
Proof. By (3.2) we know that N r (ξ) is a sphere of center 
On the other hand, if t ∈ (||x| − b|, |x| + b) we obtain the inequalities
and from (5.3), since |x| = |ξ|
which gives the desired result.
Lemma 5.4. Let S ρ ⊂ R n be any sphere of radius ρ and let σ ρ be its Lebesgue measure. Then for any 0 < λ ≤ (n − 1)/2, we have that
for any x ∈ R n , and for a constant C λ that only depends on λ.
The proof of this lemma is very similar to the proof of Lemma 3.3. For the detailed computations see [15, Lemma 3.3] .
Proof of Lemma 5.1. Since χ(η) = 0 for |η| ≤ 1 (see the definition of χ just before (1.4)), η ≤ 2|η| in the region where χ does not vanish. Then
where Γ − r (η) := {ξ ∈ Γ(η) : |ξ| < |η − ξ|} is the complementary of Γ + r (η) (introduced in Lemma 3.4). We begin with the estimate of I 1 .
Consider a parameter 0 < λ ≤ (n−1)/2. By Cauchy-Schwarz inequality and Lemma 5.4 we have that
Then, using that |η| ≤ 2|ξ| in Γ + r (η) and Lemma 3.2 to change the order of integration, yields
(notice that we need 2α − 1 + 2λ ≥ 0). From now on we fix λ such that (5.6)
Since | f 2 (ξ)| is a radial function, we can write that | f 2 (ξ)| = g(|ξ|) for an appropriate function g. Then we can apply Lemma 5.3 with h(t) = g(t) 2 t n−1−2λ to the second integral of (5.5), and this yields
Analogously for I 2 , by Cauchy-Schwarz inequality and Lemma 5.4 we have
Then, changing the order of integration (Lemma 3.2) and using that |η| ≤ 2|η − ξ| in Γ − r (η) gives
Therefore we can apply again Lemma 5.3, this time with h(t) = g(t) 2 t 2α−1+2λ and use (5.6) to get
Hence, putting together the estimates of I 1 and I 2 yields
Since we want to have the bound r ≤ (1 + r) 1−γ for some γ > 0, we need to ask λ − (n − 1)/4 < 1 and hence we need λ < (n + 3)/4. By (5.6), the condition 2α − 1 + 2λ ≥ 0 used in the proof implies we must have
Then, equation (5.1) follows directly from (5.7) in the range β ≥ (n − 2)/2. But, together with (5.6), the restrictions imposed on λ yield
We can discard the lower bounds for α using that
Therefore only the restriction α < β + 1 remains.
Otherwise, if β is in the range 0 ≤ β < (n − 2)/2, estimate (3.6) will follow if we add the extra condition (5.9) (n − 2)/2 − λ ≤ β.
Then, we have that β ≥ min(−1/2, (n − 7)/4) by the conditions on λ given in the left hand side of (5.8). Also, putting together (5.6) and (5.9) we get α ≤ 2β − (n − 4)/2, which is a stronger condition than α < β + 1 since we are in the range β < (n − 2)/2. Hence, we have obtained the ranges of parameters given in the statement.
We can estimate now the principal value term.
Proposition 5.5. Let n ≥ 2 and q ∈ W β,2 (R n ) be a radial function. Then we have that
, if the following condition holds
Proof. Let n ≥ 2 and assume that q ∈ S(R n ) is a radial function. Let's multiply (3.5) by χ(η) and apply Lemma 5.1. Then, if r ∈ (0, ∞) and r = 1, for each α in the range (5.10) we can choose an ε = ε(α, β) > 0 such that α + ε is smaller than the left hand side of (5.2). Hence Lemma 5.1 gives the estimate
, for some γ > 0, which can depend on β.
Also, multiplying (3.12) by χ(η) and taking the L 2 α−1 norm we get
assuming that r ∈ (1 + δ, 1 − δ), for some 0 < δ < 1 fixed. Then, if we also consider r = 1, we can apply again Lemma 5.1 to the first term on the right hand side with f 1 = f 2 = q, and to the remaining terms with f 2 = q to obtain
in the range (5.10) (we have used again Remark 2.2). This yields
, for r ∈ (1 + δ, 1 − δ), r = 1. Hence, we can apply Lemma 3.6 with p = 2 and φ(η) = χ(η) to obtain the desired estimate for P (q) and q in the Schwartz class. The extension for q ∈ W β,2 (R n ) follows by a density argument as we mentioned in the proof of Proposition 3.5.
Since Lemma 5.1 does not include the case r = 1, to estimate S(q) we need to study separately this case (we remind that S(q) = S 1 (q) as we defined in section 4). Proposition 5.6. Let n ≥ 2 and q ∈ W β,2 (R n ) be a radial function. Then we have that
, in the range (5.10).
Proof. We can reason exactly in the same way we did in Lemma 5.1 to arrive to equation (5.5) . Since now r = 1, this gives
the only difference is that N (ξ) is now an hyperplane and not a sphere. As in (4.5), in the second integral we introduce the change of variables v = η − ξ which translates the N (ξ) to the origin. Then we can take polar coordinates v = sθ in the resulting hyperplane.
With a slight abuse of notation we can write that q(sθ) = q(s), since q is radial. This yields
and hence
Using (5.6) and choosing the parameters as in the final part of Lemma 5.1 we get the desired result.
Proof of T heorem 1.2. Multiplying (2.11) by the cut-off χ(η) we get
Then Proposition 5.5 and Proposition 5.6 together with Plancherel theorem give the desired estimate for Q 2 (q). As mentioned in the introduction, the necessary condition for ε(β) was proved in [14, Theorem 1.4 ].
Proof of Corollary 1.4. By Proposition 2.1 and (2.12) it is enough to show that
for α < β + ε(β) and ε(β) given by (1.6). We sketch the main ideas of the proof. Observe that in Lemma 5.1, we have used only that | f 2 (ξ)| is a radial function. By (3.4) and the assumption that | q| ≤ g, we have
Hence applying Lemma 5.1 to the right hand side with f 2 = g yields K r ( f 1 , q) L 2 α < ∞. This estimate can be used to show that the L 2 α norms of S r (q) and ∂ r S r (q) are finite in the desired range of α, exactly with the same method used to obtain (5.11) and (5.13). Then, as we have shown in the proof of Proposition 5.5, we get P (q) L 2 α < ∞. The case of S(q) much simpler, just observe that, since we are assuming | q| ≤ g , (5.14) can be replaced by
| g(η − ξ)| 2 |η − ξ| n−1−2λ dσ ξ (η) dξ.
we want to write both forms in coordinates as similarly as possible . This can be achieved by using the structural relation Then we can write
Introducing this equation in the coordinate expressions of ω η ∧ dη and ω ξ ∧ dξ most products cancel out, and after some computations we obtain that Comparing both expressions we see that except for the sign, both volume forms on Φ differ by a |η|/|ξ| factor. This yields the desired result, returning to the notation with the measures σ a,b,η and σ a,b,ξ .
Proposition A.2. Let f ∈ S (R n ). Then we have that
Proof. Let m be the integer part of α, and γ any multi-index such that |γ| ≤ m. Then we have that
This means that we can reduce the proof to the case 0 < α < 1. Expressing f (x) as the inverse Fourier transform of f (ξ) we get
Then is enough to show that e iξ·t − 1
The previous inequality is immediate for |ξ| ≥ |t| −1 , so we consider |ξ| ≤ |t| −1 . In this case we have |ξ||t| ≤ 1 which implies |e iξ·t − 1| ≤ 2|ξ||t| ≤ 2|ξ| α |t| α , and this yields the desired result.
Proof of Lemma 3.3. Consider S ρ centred in the origin. Assume that x = 0, and take ω ∈ S ρ such that ω = x/|x|. Let P ω = {x ∈ R n : x · ω = 0}, and let P (z) := z − (z · ω)ω, be the projection of z ∈ R n on the plane P ω . Consider the half sphere comprised between the plane P ω and the parallel one that goes trough x. The Jacobian of the projection P restricted to S ρ is uniformly bounded in ρ if we exclude a small band of ρε width from it. Let's denote this region by S ρε (the half sphere minus the band). We have that since in the region S ρε the integrand has larger values than in the rest of the sphere (we are in the half which is closer to x , and it is possible to cover generously S n−1 with 2n pieces like S ρε ). Then we can use the change of variables z = P (y) to integrate in the corresponding region of the plane. Hence, since the integrand is a decreasing function,
where we have used that P (x) = 0.
