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ABSTRACT
The impact of diabatic heating on late winter frontogenesis is evaluated both through conceptual scaling and
the use of high-resolution Eta Model simulations of a strong but relatively dry cold surface front that occurred
during the Storm-scale Operational Research Meteorology Fronts Experiment Systems Test (STORMFEST)
project. Although skies were clear ahead of the front, it was trailed by an extensive area of cloud cover that
influenced frontal strength during the daylight hours by reducing solar insolation and sensible heat flux.
An Eta control simulation of the event agreed reasonably well with observations and indicated intensification
of the frontal temperature gradient during the daytime with a weakening at night. Additional simulations have
been done to investigate sensitivity to several diabatic processes. These tests include the role of cloud shading
on surface sensible heat flux, the role of soil moisture in the warm sector, and the role of evaporative cooling
of precipitation in the light precipitation area behind the cold front. All of these diabatic processes have a
measurable impact on the front, although soil moisture and cloud shading appear to play the most important
roles. The moisture and static stability of the frontal environment were unfavorable for precipitation along the
front, and the increase in frontal strength due to reduced surface sensible heat flux from extensive cloud shading
behind the front did not significantly influence near-front precipitation for this event.
1. Introduction
Late winter cold front activity is common in midlat-
itudes and important in forecasting considerations. A
large number of studies have evaluated various aspects
of these fronts. However, only a small amount of re-
search attention has been given to the impact of diabatic
processes on the characteristics of such fronts, partic-
ularly the intercomparison of their relative significance.
Variations in solar irradiance modify the surface sen-
sible heat flux, which can in turn change the frontal
temperature gradient. These effects may be induced by
differential cloud cover near the front reducing solar
irradiance reaching the surface (e.g., Businger et al.
1991; Koch et al. 1995; Segal et al. 1993; Miller et al.
1996; Blumen et al. 1996). Cloud cover confined pri-
marily to the cold side of a front reduces solar irradiance
reaching the surface there, consequently reducing sen-
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sible heat flux and enhancing the cross-front temperature
gradient.
Surface wetness on the warm side of a front likewise
affects the cross-front temperature gradient. It is worth
noting that the change of the dewpoint temperature for
a change in specific humidity is larger the lower the
temperature. Therefore, though in late winter the evapo-
transpiration on warm days is relatively small compared
to summer, its impact on the dewpoint might be larger,
and correspondingly support low cloud formation. In-
creased surface wetness results in a decrease in the day-
time temperature gradient and its related dynamical ef-
fects (Segal et al. 1993; Koch et al. 1997); however, the
increased surface wetness will likely enhance thermo-
dynamic forcing [see De Ridder (1997) and references
therein] in the frontal warm sector. Koch et al. (1997)
found that a reduction of soil wetness in the warm sector
ahead of a cold front in a simulated spring case increased
the precipitation due to a corresponding intensification
of the front’s dynamical effects (i.e., convergence).
There may be an optimal surface wetness that maxi-
mizes both available soil moisture for cloud formation
and the low-level convergence that enables the devel-
opment of a favorable convective environment. The role
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FIG. 1. Observed daily global solar irradiance on a horizontal sur-
face (106 J m22) for the months Jan–Apr at the indicated sites. Based
on U.S. Department of Energy (1981).
of surface wetness may be further complicated by the
role of soil moisture outside the local region where pre-
cipitation forms, where surface effects might influence
low-level moisture transport. Additional sensitivity sim-
ulations would be needed in order to evaluate the in-
terrelationship between surface wetness and cold front
potential rainfall activity. Likewise an attempt to gen-
eralize this interrelationship based on a conceptual mod-
el accounting for the main forcing would be useful.
Diabatic cooling from evaporation of precipitation,
as well as melting of precipitation, can yield substantial
dynamical forcing (e.g., Lin and Stewart 1991). The
timescale in which diabatic effects can become signif-
icant is much shorter than that for the effects driven by
solar radiation. It is of merit to compare these two types
of diabatic effects as related to frontal processes.
In late winter and early spring, the above effects can
play a significant role in frontal evolution. (Occasionally
the diabatic effect of snowcover may be of importance.)
During this period of the year, a latitudinal variability
in solar irradiance and sensible heat flux forcing is like-
ly. The frontal system of 9 March 1992 that passed
through the dense observational network established
over the central United States for the Storm-scale Op-
erational Research Meteorology Fronts Experiment Sys-
tems Test (STORMFEST) provides an example of such
a situation. As such, various aspects of the system have
been evaluated in several studies including Martin et al.
(1995), Wang et al. (1995), Miller et al. (1996), and
Blumen et al. (1996). In the study of Wang et al., a
standard diagnostic evaluation of the frontal event was
suggested, but no details of the relative importance of
the various diabatic processes maintaining the front
were provided. The Miller et al. and Blumen et al. stud-
ies consist of observational analysis and the use of an
analytic model designed to elaborate on the cloud shad-
ing thermal effect, while emphasizing surface temper-
ature related frontal characteristics. The accumulation
of research documentation for this cold front event pro-
vides an advantage in adopting this case for addressing
additional issues related to late winter cold fronts.
The goal of the present study is to focus on this frontal
case and to explore the impact of the previously de-
scribed diabatic effects and their interrelationships on
the development of the frontal system. First, a concep-
tual evaluation will be provided focusing on midlatitude
late winter cold fronts. It attempts to provide scaling of
basic properties of the diabatic effects. Next, a high-
resolution version of the National Centers for Environ-
mental Prediction (NCEP) Eta Model (e.g., Mesinger et
al. 1988; Janjic 1994) is used to simulate the observed
event, using the improved land surface scheme imple-
mented in the operational model in 1997 (Chen et al.
1996). This control case is then compared with various
simulations designed to explore sensitivity of the frontal
structure to diabatic heating. The simulations address
the effects of cloud shading, surface wetness, and evap-
orative cooling of the postfrontal rain. (Latent heating
from condensation also was addressed but a simulation
without it yielded unrealistic results, and therefore is
not discussed.) In addition, some attention is given to
evaluate the thermodynamic effect versus the dynamic
effect on frontal precipitation. An attempt is made to
generalize the results.
2. Conceptual evaluation of diabatic-related effects
on late winter cold fronts
To enhance the insight into the mechanism and the
significance of the diabatic forcing associated with late
winter fronts, we provide the following conceptual eval-
uation. Additionally, we describe frontal evolution func-
tions that are used later in the analysis of the model
results.
a. Surface thermal fluxes affecting frontal
temperature gradient
1) SOLAR RADIATION EFFECTS
The impact of cloud shading or soil wetness on dif-
ferential sensible heat flux–forced temperature gradients
(gradients modified by particular spatial distributions of
heat fluxes) is proportional to the magnitude of solar
irradiance, and is therefore related to the solar day of
the year. Figure 1 illustrates the daily observed clear
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sky global solar irradiance for the winter–early spring
period at various midlatitude sites in the central United
States. The daily values of solar irradiance range from
;10 3 106 J m22 in mid-January to ;25 3 106 J m22
in mid-April with a noticeable latitudinal dependence
in midwinter. (For comparison purposes, the mid-June
value is ;31 3 106 J m22.) The fraction of the solar
irradiance contributing to sensible heat flux, h, depends
on the Bowen ratio (ratio of sensible heat flux to latent
heat flux), and it is most commonly in the range 0.1–
10 (corresponding to a range from very wet to dry sur-
faces). The impact of daytime sensible heat flux on the
frontal temperature gradient is confined to the depth of
the winter convective boundary layer (WCBL), which
is likely to be relatively shallow compared to that in the
summer. The most pronounced effect is on temperature
near the surface, with effects diminishing almost line-
arly to zero at the top of the WCBL (Segal et al. 1993).
This behavior has to be accounted for while making
observational evaluations based on meteorological shel-
ter temperature, as the shelter temperatures indicate
cross-front gradients that are larger than the layer av-
eraged temperature gradients. Using Fig. 1 and esti-
mating h and the WCBL depth, one might scale the
corresponding daytime increase in the average WCBL
temperature. Adopting a WCBL depth of 1000 m and
h 5 0.25 (a mildly wet surface) as representative values,
then for the January–March period the average daily
temperature increase within the WCBL is 2.58–58C. This
suggests that the solar radiation related diabatic effect
for weak cold fronts would be relatively pronounced,
whereas for intense cold fronts it would be of less sig-
nificance.
The solar irradiance contribution to sensible heat flux
in the cold side of the front, when this region experi-
ences overcast conditions, is of secondary magnitude
regardless of the landscape characteristic of the surface.
If the cloud cover is only partial or negligible the dif-
ferential heating effect is reduced. When the warm sec-
tor area of the front consists of an extensive wet or
snow-covered surface, the contribution of solar radia-
tion to the thermal gradient of the front would tend to
be reduced.
2) LONGWAVE RADIATION EFFECTS
Cloud cover over the cold sector would increase in-
coming longwave radiation (LWR) at the surface. For
dense overcast consisting of low-level clouds the in-
crease might be as high as 20%. For a relatively high
value of incoming LWR (;300 W m22) the increase at
the surface would be 60 W m22 and associated with
about half of the magnitude of increase in the LWR flux
divergence within the layer between the cloud base and
the surface (Ye et al. 1989). This diabatic influence
might have a secondary effect of reduction of the cold
front thermal contrast for the entire cold front sector
volume, mostly when deep cold fronts are considered.
However, its impact on the shelter temperature might
be significant. Ye et al. (1989) estimated cloud radiative
effects on the nocturnal minimum shelter temperature
based on numerical modeling and observations, and sug-
gested an increase in the range 28–108C compared with
clear sky cases. Thus, for deep cold fronts with cloud
cover constrained to the cold sector one should consider
that shelter temperature observations might underesti-
mate frontal intensity.
3) SOIL HEAT STORAGE EFFECTS
Unlike spring and summer, in late winter a large por-
tion of the midlatitudes consists of bare soil. Sanders
(1955) pointed out that post-cold-frontal increases in
sensible heat flux, Hs, act to reduce the frontal temper-
ature gradients. Apparently no attempts have been made
to quantify this effect. The passage of the cold front
effectively generates a heat storage in the upper soil
layer relative to the postfrontal cooler atmosphere. For
scaling purposes it is reasonable to assume that (i) the
involved soil layer depth, hs, is roughly the layer af-
fected by the diurnal change of temperature (typically
in the late winter, hs values are 0.1–0.3 m), (ii) the
apparent temperature increase of the effectively gen-
erated soil thermal storage is DT/2, where DT is the
increase in the difference between the air and soil sur-
face temperature immediately following the passage of
the front. (For scaling purposes DT is equivalent to the
front’s warm–cold sector air temperature difference.)
The magnitude of the effectively generated soil thermal
storage, ST, can be estimated as ST 5 rscshsDT/2, where
rs is the soil density and cs is the soil specific heat. For
illustration we adopt hs 5 0.2 m, DT 5 158C (typical
of the front evaluated later), and a range of rs and cs
values as given in Garratt (1992, p. 291). For dry soil
ST ù 2 3 106 J m22, of which a large portion is con-
verted into sensible heat flux. [It is worth noting that
the estimated magnitude of ST is smaller compared with
the daily accumulated Hs estimated in section 2a(1).]
For wet soil, ST ù 4 3 106 J m22, however, a large
portion of it would be consumed during the daytime by
surface evaporation.
To provide initial quantification of the involved mod-
ifications in the surface values of Hs due to advection
of cold air, eight simulations were performed using a
1D version of the Eta Model. The initial conditions
resembled those described in section 3 for the warm
sector of the simulated front. In seven simulations, 158C
drops in the atmospheric temperature were introduced
at the times indicated in Fig. 2 to resemble the tem-
perature changes occurring with passage of an intense
cold front. In the simulations, daytime increases larger
than 200 W m22 were simulated immediately following
the introduction of the temperature drop; however, the
values declined gradually with time. The impact of day-
time temperature on Hs is noticeably larger than the
nighttime impact (Fig. 2). When a daytime temperature
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FIG. 2. Simulated diurnal sensible heat flux for the central United
States in 1D Eta version in which the atmospheric temperature was
dropped 158C at the indicated times (except in the control run).
drop is associated with cloud shading, a sensible heat
flux decrease is likely around midday. It is worth noting
that Hs reached a peak of about 250 W m22 in the control
run; however, values may reach above 400 W m22 for
dry soil.
b. Precipitation evaporative cooling affecting cold
sector temperature
The evaporation of precipitation (and likewise melt-
ing and sublimation) can result in significant cooling of
portions of the troposphere and has been shown to in-
fluence frontal behavior (Oliver and Holzworth 1953).
At least as early as 1945, Hamilton and Archbold (1945)
showed that microphysical cooling played a major role
in the development of mesoscale circulations associated
with convective systems. Although the precipitation
rates associated with late winter cold fronts may be
much smaller than those associated with warm season
convective systems, evaporative cooling can still be sig-
nificant due to the magnitude of the latent heat of con-
densation. For instance, assuming relatively typical late
winter values for temperature, 58C, and relative humid-
ity, 70%, the actual mixing ratio would be 1.8 g kg21
lower than the saturation mixing ratio. The equation for
evaporation of rainwater used in the microphysical mod-
el of Gallus and Johnson (1995) predicts a 0.6 g kg21
h21 increase in mixing ratio due to evaporation for a
light rainfall rate (2 mm h21) with this relative humidity.
The corresponding cooling rate would be 1.58C h21.
With no additional sources or sinks of heat or moisture,
the temperature would eventually fall to its wet-bulb
value, around 28C. The total cooling from evaporation
(38C) would occur in a period of roughly 3 h. If these
values were consistent in the WCBL, the cooling from
evaporation would be the same magnitude as the warm-
ing from the enhanced surface sensible heat flux [see
subsection 2a(1)]. During the warm season, convective
outflow boundaries due in large part to the evaporation
of rainfall often advance well ahead of cold fronts and
become a more important forcing mechanism for pre-
cipitation than the actual front. Thus it should be ex-
pected and as supported by studies reviewed in Lin and
Stewart (1991) that preferential rainfall evaporation on
the cold side of a front will help to maintain the front
intensity and possibly increase the cross-front vertical
circulation.
c. Time evolution of frontogenesis, frontal
convergence, and frontal moisture convergence
The modeling presented in this study enables sensi-
tivity evaluations to be carried out utilizing expressions
indicating temporal variations of the frontal thermal gra-
dient, convergence, and moisture convergence. Of par-
ticular interest is the frontal evolution associated with
daytime solar radiation related forcing, and its change
with the transition into the nocturnal period. As the
evaluations are made in this study in a cross-front di-
rection, the expressions are formulated adopting two-
dimensional symmetry. (As will be shown later, the tem-
perature gradient in the case simulated by the model
was primarily directed in the cross-front direction.) The
frontogenesis-related functions F( · ) reflect the tem-
poral variation of the horizontal gradient in the property
( · ) at the location of the front. The functions take the
form F( · ) 5 (D/Dt)[(]/]x)( · )], where x is the cross-
front direction. Following Garratt and Physick (1987)
D ] ]
5 1 c , (1)
Dt ]t ]x
where c is the frontal speed of propagation. The value
of F( · ) is therefore evaluated at any given time at the
frontal location.
The first frontogenesis function Fu is related to the
cross-front potential temperature gradient. It is a clas-
sical indicator of front strength introduced by Miller
(1948) and has been used in many studies. Adopting
Garratt and Physick (1987), its cross-front value is given
by
DuxF 5 5 2u u 2 (V 2 ci) · =(u ) 2 w u 1 Q ,u x x x x x xDt
(2)
where V 5 (u, w), = [ i(]/]x) 1 k(]/]z) with i and k
unit vectors along x and z, c is the frontal speed, and
Q is the diabatic heating rate (including microphysical
and radiative effects). The first term on the rhs is related
to horizontal convergence, the second relative advec-
tion, the third a tilting of isentropes from differential
vertical motion, and the fourth differential diabatic heat-
ing. The diabatic heating in the model can be due to
moist processes or radiation effects.
The second indicator Fu is related to temporal changes
in the convergence across a front. It provides a direct
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indication of lifting associated with the front (whereas
Fu provides only an indirect indicator of lifting inten-
sity). Following Garratt and Physick (1987), Fu is given
by
D(2u )xF 5u Dt
5 u u 2 (V 2 ci) · =(2u ) 1 w u 2 f yx x x x x x
Pxx1 2 F , (3)xzr
where similar notation is used as in Eq. (2). The first
term is related entirely to convergence, the second rel-
ative advection, the third tilting, the fourth Coriolis ef-
fects on the alongfront winds ( f is the Coriolis param-
eter), the fifth changes in pressure gradient across the
front, and the last term, friction. From considerations
of the potential impact of frontogenesis on precipitation,
Fu as an indicator of the time evolution of vertical mo-
tion should be seen as an improved indicator compared
with Fu.
As the most interesting evaluation of a cold front
would be related to its impact on precipitation, we pro-
pose a more direct indicator on this process than those
provided by Eqs. (2) and (3) above. As precipitation
potential is related to moisture convergence [(2uq)x] at
the frontal zone, we evaluate its temporal variation by
introducing
D[(2uq) ]xF 5uq Dt
D(2u ) Dq Dux5 q 2 u 2 q 1 uu qx x x xDt Dt Dt
Dq
2 u(V 2 ci) · =(q ) 1 uw q 2 u , (4)x x x 1 2Dt
x
where the first term is related to temporal changes in
convergence, the second to moistening or drying, the
third to acceleration in u in the presence of a moisture
gradient, the fourth to convergence acting in a moisture
gradient, the fifth to relative advection, the sixth to tilt-
ing, and the last term to differential moistening or drying
across the front.
3. Model configuration and initial conditions
To investigate the influence of several diabatic pro-
cesses on the frontal evolution of the 9 March case, a
high-resolution workstation version of the NCEP Eta
Model was used. The Eta Model was chosen because it
is currently the primary short-range forecasting model
used operationally in the United States, and the land
surface physics were markedly improved in 1997 with
the inclusion of a modified Oregon State University
(OSU) parameterization essentially similar to the Noil-
han and Planton (1989) scheme, which captures the
main biophysical controls on evapotranspiration (these
processes would be mostly pertinent in the warmer sec-
tion of the simulated domain). It was felt that the land
surface parameterization of the model could reasonably
simulate the important processes for this case. Multiple
1D, 2D, and 3D sensitivity experiments with the model
suggested no significant weaknesses in the model’s abil-
ity to simulate surface exchange processes important in
this event.
The moist physics in the model include the modified
Betts–Miller–Janjic convective parameterization (Betts
1986; Betts and Miller 1986; Janjic 1994) with both
shallow and deep convection, and an explicit cloud wa-
ter parameterization (Zhao 1991). Vertical turbulent ex-
change is calculated based on the Mellor–Yamada level
2.5 model (Mellor and Yamada 1974, 1982) with some
recent modifications (Lobocki 1993; Gerrity et al. 1994).
A seven-layer version of the modified OSU soil model
(e.g., Pan and Mahrt 1987; Holtslag and Ek 1996) with
a vegetation canopy is used for land surface physics.
Soil moisture and temperature are explicitly forecast for
the seven soil layers along with a surface skin temper-
ature. Evapotranspiration comprises three components,
including direct evaporation from the soil surface, direct
evaporation from wet vegetation (of intercepted rain or
dew), and transpiration from the vegetation canopy.
Three-dimensional runs were performed with 22-km
horizontal resolution in a roughly 2000 km 3 2000 km
domain centered on the midwestern United States (see
Fig. 4a). Vertical resolution generally varied from
around 125 m in the lowest of 32 model layers to around
1 km at model top. Initial and boundary data for the
simulations were supplied from 40-km data taken from
a prior 48-km Eta run initialized at 0000 UTC 9 March
1992. Integrations were carried out for 36 h. (Following
this period the front began to interact with ongoing con-
vective activity in the southeastern portion of the do-
main.)
The synoptic setting at the time of initialization can
be seen in Fig. 3a. At that time, an intense surface low
(994 mb) was centered in eastern Colorado with an ex-
tensive area of precipitation to its north and eastward
along and behind a slow-moving cold front that ex-
tended east-northeast into Iowa and Wisconsin. [More
extensive description of the synoptic pattern can be
found in Martin et al. (1995), Wang et al. (1995), and
Miller et al. (1996).] In the warm sector to the south of
the front, scattered intense convection was occurring.
Unseasonably warm temperatures covered most areas
south of the front (generally 168–228C), with tempera-
tures falling to around 08C in northern Minnesota, North
Dakota, western South Dakota, and westward. Soils
were generally unfrozen across the domain, with the
08C soil temperature line (not shown) located around
the 08C air temperature contour at 0000 UTC. In spite
of the relatively high temperatures in the warm sector,
the growing season had not yet begun in most areas and
vegetation was absent or dormant in all areas north of
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FIG. 3. Observations of the front on 9 Mar 1992 at (a) 0000 UTC
and (b) 2100 UTC. (a) Standard station plotting procedure is used
with standard frontal notation and pressure contoured with a 4-mb
interval. (b) From Miller et al. (1996), potential temperature (K) is
shaded (grayscale following label at right) with solid contours (every
3 K) and pressure is overlaid with dashed contours (5-mb interval).
Ground-relative vector winds are scaled by the arrow above the upper-
right corner. (c) Simulated potential temperature (contour interval 3
K) is shown at 2100 UTC.
Texas and Louisiana. Thus, evapotranspiration would
be similar in much of the domain to that associated with
bare soil.
Initial soil moisture and temperature data were taken
from the NCEP archived data for this case, and inter-
polated from the original two layers to the seven layers
used in the high-resolution version of the model. Grid-
ded fields of 8 soil types and 12 vegetation types were
determined from Environmental Protection Agency and
United Nations Food and Agriculture Organization da-
tasets, respectively. Topography data were provided
from a 30-s United States Geological Survey dataset.
Vegetation fraction in the model was prescribed based
on vegetation type and latitude.
A control simulation (CTL) was run for the event
using the above model configuration and initialization.
In addition, three sensitivity tests were performed to
evaluate the effects of cloud shading, soil wetness, and
evaporation of precipitation on the frontal evolution (see
Table 1).
4. Control simulation
a. Propagation and evolution of cross-front
temperature gradients
The control simulation addresses several objectives:
(i) validating that general observed features related to
the front are resolved, (ii) analysis of several forcing
processes related to the front, and (iii) establishing a
reference case for comparison with sensitivity simula-
tions.
The 22-km version of the Eta Model simulated the 9
March cold front well, with results agreeing closely with
available observations. An intense cyclone, with a
closed circulation through 500 mb, gradually moved
east-northeastward and weakened during the simulation.
As mentioned above, a cold front extending northeast
from the surface cyclone (Fig. 3a) was located across
portions of Nebraska, Iowa, and Wisconsin at the start
of the integration (0000 UTC). Observations showed
that the surface low pressure system had weakened
slightly by 2100 UTC (Fig. 3b) as it moved into Mis-
souri. The front accelerated somewhat during the day-
time hours (1500–2100 UTC) and the potential tem-
perature gradient intensified (Miller et al. 1996). At
2100 UTC, the leading edge of the cold air [determined
by Miller et al. (1996) to approximately follow the 287-
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Control run for 9–10 Mar 1992
As in CTL, however without cloud effects on radiation
As in CTL, however with a 50% decrease in volumetric soil moisture
As in CTL, however without evaporative cooling of precipitation
K contour] was located from southeastern Kansas north-
eastward across extreme northeastern Missouri, north-
western Illinois, and into Lake Michigan just north of
Chicago.
A comparison of the potential temperature observa-
tions at 2100 UTC (Fig. 3b) with the simulated potential
temperature field at 2100 UTC (Fig. 3c) shows that the
model simulated the general patterns well. Simulated
potential temperatures in the northern plains, however,
were up to a few degrees Celsius lower than observed.
It is possible that a small overestimate of cyclone in-
tensity in the model may have resulted in greater cold
air advection than observed here. The model did depict
the band of increased warmth ahead of the front, but
with a weakness in the southern part of the domain.
Some of the small-scale differences in this region may
be due to location errors of simulated convective cloud
cover. The model clearly shows the front with a sharp
u contrast. The simulated frontal speed was slightly un-
derestimated, particularly in the northeastern part of the
domain. The simulated cold front appears to lie up to
50–100 km northwest of the observed front. More de-
tailed observations in Miller et al. (1996) imply that the
model was already somewhat slow with the frontal po-
sition at 1200 UTC. Simulated mean sea level pressures
(not shown) agreed well with observations, with the
model cyclone only 1–2 mb deeper than that observed.
However, the region of lowest pressure extended farther
northeast in the model, and the increased southerly flow
in this region may have retarded the movement of the
front there.
During the first 12 h of the simulation, the front
moved slowly southeastward at 5 m s21 or less, ex-
tending from a surface low in central Kansas into ex-
treme southeastern Nebraska, eastern Iowa, and into
southeastern Wisconsin at 1200 UTC (see Fig. 4a). Sig-
nificant precipitation occurred during these first 12 h
along and north of the front (not shown). During the
daylight hours of 9 March, the front continued to move
southeastward, and the surface temperature (approxi-
mated using the lowest model layer ;70 m) gradient
along the front intensified. Whereas the peak tempera-
ture change over a roughly 100 km distance was 138C
at 1200 UTC, it reached 158C at 1800 UTC (Fig. 4b)
and peaked at around 178C at 0000 UTC 10 March (Fig.
4c). After sunset, the gradient rapidly weakened, and
by 0600 UTC, the peak change over a 100-km distance
was no more than 148C (Fig. 4d). The western portion
of the front, passing through Kansas and Oklahoma ac-
celerated to around 13 m s21 as it moved southeastward
between 1800 UTC 9 March and 0600 UTC 10 March.
The weakening of this portion of the front may have
been assisted by large-scale frontolysis as the surface
low weakened and moved well to the northeast of this
region, or by topographic effects. Frontal movement
farther east accelerated to 8–10 m s21 toward the south-
east.
The diurnal cycle in frontal temperature gradient in-
tensity was also shown in the observational studies of
this case (see Miller et al. 1996; Blumen et al. 1996).
Using hourly surface observations spaced 100–115 km
apart, the frontal gradient was shown to peak in the mid
to late afternoon hours with a gradient of roughly 108C
(100 km)21. (Much higher-resolution aircraft observa-
tions, reported in Miller et al., found the gradient peaked
around sunset at 88C km21.)
The depth of the front (implied by the temperature
gradient) also appeared to increase from 1200 UTC (Fig.
5a) to 0000 UTC (Fig. 5b). The vertical cross sections
shown in this figure were taken perpendicular to the
front, generally from around Huron, South Dakota, to
Quincy, Illinois, at 1200 UTC and from near Storm
Lake, Iowa, to Dyersburg, Tennesee, at 0000 UTC (lo-
cations are marked in Figs. 4a and 4c, respectively). The
strongest temperature gradient at 1200 UTC was about
1 km deep and oriented nearly vertically, although a
significant gradient did extend to nearly 2.4 km and
sloped rearward. By 0000 UTC, a strong temperature
gradient extended up to around 1.6 km. The gradient
was nearly vertical in the lowest 0.8 km, but sloped
significantly above that level. Some increase in the tem-
perature gradient occurred at all levels up to around 3.0
km.
Extensive cloud cover was observed in this event to
be confined primarily to locations behind the cold front,
or well ahead of it, with a broad zone (300–600-km
wide) of relatively clear skies along and just ahead of
the front [see Fig. 5 in Miller et al. (1996)]. The sim-
ulated field of shortwave radiation (without albedo af-
fects) reaching the surface at 1600 UTC (Fig. 6a), 1800
UTC (Fig. 6b), and 2000 UTC (Fig. 6c) agrees rather
well with the observations [Figs. 5, 17 in Miller et al.
(1996); Fig. 2 in Blumen et al. (1996)]. Shortwave ra-
diation was reduced significantly in a zone 300–500 km
wide just behind the cold front (shown with a dashed
line). No reduction was occurring in the clear region
extending from Oklahoma northeastward into south-
eastern Iowa and parts of western Illinois. In the regions
of thickest cloud cover, the shortwave radiation was
reduced by over 80% from clear sky values. It can also
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FIG. 4. Simulated surface temperature (lowest model layer, ;70 m) in K. Initialized at 0000 UTC
9 Mar and valid 9–10 Mar at (a) 1200 UTC, (b) 1800 UTC, (c) 0000 UTC, and (d) 0600 UTC.
Contour interval is 2 K. Solid lines indicate the locations of cross sections shown in Fig. 5.
FIG. 5. Vertical cross section of temperature (K) through front at (a) 1200 UTC 9 Mar and (b)
0000 UTC 10 Mar. Contour interval is 3 K. Cross section at 1200 UTC is taken from near Huron,
SD (HON), to Quincy, IL (UIN). Cross section at 0000 UTC is from near Storm Lake, IA (SLB),
to Dyersburg, TN (DYR). The Eta step representation of topography in the cross section is
indicated by the darkening. The location of the cross sections is indicated by a solid line in Figs.
4a and 4c, respectively.
be seen in Fig. 6 that the reduction in simulated short-
wave irradiance was gradual over a roughly 100-km
distance behind the front. In addition, there were some
small regions (generally less than 50 km wide) just be-
hind the front, where skies were not yet cloudy. Al-
though observations do suggest a weakness in the cloud
cover in northwestern Missouri (Fig. 2 in Blumen et al.
1996) where the model was slowest to develop post-
frontal clouds, cloudiness in general was observed in
all regions behind the front. Taking into account the
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FIG. 6. Shortwave irradiance (W m22) reach-
ing the surface on 9 Mar at (a) 1600 UTC, (b)
1800 UTC, and (c) 2000 UTC. Contour interval
is 100 W m22. The approximated location of
the front is indicated by the dashed line.
movement of the front, this difference between simu-
lated and observed cloud cover would allow a few more
hours of generally unobstructed shortwave irradiance to
reach the surface at some points in the model (compared
to observations) before the thick postfrontal cloud cover
occurred.
b. Cross-front sensible and soil thermal fluxes
The combined effect of cross-front differential cloud
cover and advection of cold air over a relatively warm
surface resulted in significant gradients of surface sen-
sible heat flux within the frontal zone during the daytime
(Fig. 7a). Typical values in the Midwest at 2000 UTC
in generally clear regions were around 270 to 2140 W
m22 (negative sensible heat flux is directed upward).
These rather low magnitudes reflect the wetness of the
soil in this region on this date. Blumen et al. (1996)
report even lower values observed for the midday hours
from a Kansas site. The sensible heat flux did not vary
in a simple fashion across the front. Immediately behind
the front, cold air moved over a well-heated ground,
and shortwave radiation had not been reduced at the
surface as much as it had in regions over 100 km behind
the front. Therefore, sensible heat flux increased strong-
ly to magnitudes exceeding 280 W m22 in this zone.
Slightly farther behind the front, where thick cloud cov-
er greatly reduced the incoming shortwave radiation and
the ground had more time to cool, sensible heat fluxes
decreased to values below 70 W m22. Thus, a gradient
existed of around 210 W m22 over a distance of around
200 km. This value is consistent with the 2–3-K cooling
found to be attributable to cloud shading effects in a
sensitivity test discussed later.
The modifications in the sensible heat flux correspond
through the surface heat balance equation primarily to
modifications in the surface soil and latent heat flux
during the middle of the day and to soil heat flux alone
at other times. The rapid drop in the air temperature
behind the cold front as it passed some locations around
midday resulted in significant gradients of the soil heat
flux (Fig. 7b). At this time (2000 UTC), negative soil
heat fluxes (directed downward) of 90–150 W m22 were
occurring ahead of the front. Shortly behind the front,
these fluxes became positive with comparable magni-
tudes. Gradients as large as 200–250 W m22 or more
over a 100-km distance occurred along a large section
of the front. These gradients were comparable to, or
even exceeded, those found in the field of sensible heat
flux.
During the night a strong gradient continued to exist
in both the sensible (Fig. 7c) and soil (Fig. 7d) heat
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FIG. 7. Surface thermal fluxes across a well-developed portion of the front centered on Iowa
and Missouri: (a) surface sensible heat flux at 2000 UTC, (b) surface soil flux at 2000 UTC, (c)
same as in (a) except for 0600 UTC, (d) same as in (b) except for 0600 UTC. Contour interval
is 70 W m22 in (a) and (c) and 35 W m22 in (b) and (d). The approximated location of the front
is shown in each figure by a dashed line.
fluxes. Again, fluxes were largest in a region behind the
cold front where the temperature contrast between the
warmer ground and the air was greatest. The region of
greatest sensible heat flux was located somewhat farther
to the rear of the front at this time compared with 2000
UTC (Fig. 7a). This orientation of the maximum fluxes
was frontolytic for nearly all of the frontal zone (region
of significant temperature gradient) at this time. How-
ever, a rapid decrease in the fluxes farther to the north-
west would provide a frontogenetic contribution well
behind the cold front, and in portions of Iowa, this con-
tribution exceeded that found during the daylight hours.
The gradient in the soil fluxes was reduced slightly at
0600 UTC (Fig. 7d), with typical values near the front
peaking at 150 W m22 over a 100-km distance. The
gradient in the soil fluxes was located immediately be-
hind the front.
c. Precipitation
Simulated precipitation patterns (Fig. 8) are in rea-
sonable agreement with observed patterns reported in
Wang et al. (1995, Fig. 5). Although the temperature
gradients associated with this front were significant, im-
plying an intense frontal circulation (e.g., Miller 1948;
Sawyer 1956; Eliassen 1962), most of the precipitation
during the simulation occurred well to the north or the
south of the 9 March daytime position of the front. Ac-
cumulated precipitation during 6-hourly intervals of
1200–1800 UTC and 1800–0000 UTC 9–10 March can
be seen in Fig. 8. Convection just ahead of the front
dissipated early in the simulation (prior to 0600 UTC 9
March). During the morning (1200–1800 UTC), signif-
icant precipitation occurred either well behind the front
or deep in the warm sector in the southern Mississippi
River valley (Fig. 8a). During the afternoon and evening,
the model predicted only scattered light amounts closer
to the front (Fig. 8b). Observations showed that the front
remained relatively inactive. Simulated soundings in the
warm sector showed relatively small amounts of con-
vective available potential energy, as southwesterly sur-
face winds limited the low-level moisture.
d. Time evolution of frontal temperature gradient
(Fu)
The observational studies of Miller et al. (1996) and
Blumen et al. (1996) determined that a significant portion
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FIG. 8. Accumulated precipitation (mm) during 9–10 Mar for 6-hourly periods ending at (a)
1800 UTC and (b) 0000 UTC. Contours at 1 mm, and then with an interval of 4 mm below 32
mm, 8 mm above 32 mm. The approximated location of the front at the end of each 6-h period
is shown by a dashed line.
FIG. 9. Time series of (a) surface and (b) layer average vertically
integrated 850 mb–surface Fu in K (100 km)21 h21 averaged over a
portion of the frontal zone from 1200 UTC 9 Mar to 0600 UTC 10
Mar.
of the frontogenesis (Fu) during the daytime hours during
this event was caused by the effect of cross-front gradients
of diabatic warming associated with sensible heat transfer
at low levels. The observations used to evaluate fronto-
genesis, however, were mostly restricted to the surface.
Because this model run simulates the frontal evolution
adequately, we have used a similar frontogenesis equation
for temperature gradient [Eq. (2)], with model data to
evaluate the temporal and vertical variation in frontogen-
esis. As Eq. (2) may be applied at any altitude within the
front, to facilitate integrative evaluation of the frontogen-
esis, we also present F̂u 5 h21 Fu dz, where h is a scale
h#0
height for the frontal depth. The integrated frontogenesis
can then be compared with the surface frontogenesis, to
avoid any misleading impressions about the overall inten-
sity or evolution of a front that might be drawn from
surface data alone.
Figure 9 shows time evolution of the surface front-
ogenesis Fu and a layer average vertically integrated
frontogenesis for the period 1200 UTC 9 March to 0600
UTC 10 March. Both terms have been averaged from
all model grid points in the vicinity of the most intense
part of the front [defined as regions where the horizontal
temperature gradient exceeds 38C (32 km)21] between
378 and 448N (except at 1200 UTC when the region
was shifted northwestward to better fit the location of
the front). The integrated value is a roughly 25-mb layer
average determined by summing Fu at 25-mb intervals
from the surface upward through 850 mb (at most times,
frontogenesis above this level was weak). The surface
frontogenesis (Fig. 9a) was a maximum at 1800 UTC,
local noon, when the average value was nearly 2.0 K
(100 km)21 h21. The frontogenesis weakened after this
time and became comparable to the 1200 UTC value
around 0000 UTC. A secondary maximum, however,
occurred in the evening when values reached 1.5 K (100
km)21 h21 at 0400 UTC. Peak gridpoint values (figure
not shown) indicated much greater variability, with one
maximum in the late afternoon (2200 UTC) and a more
significant maximum during the evening hours (0400–
0600 UTC) when surface frontogenesis exceeded 7 K
(100 km)21 h21 in a small region as the front crossed
southern Lake Michigan.
The vertically integrated frontogenesis F̂u also reached
a peak at 1800 UTC (Fig. 9b) with a much more gradual
decrease than the surface frontogenesis after that time.
Whereas surface frontogenesis at 0000 UTC was nearly
as small as at sunrise (1200 UTC), the integrated front-
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FIG. 10. Time evolution of vertical profiles of Fu in K (100 km)21
h21 for (a) 9 Mar at 1200 UTC, 1800 UTC, 2000 UTC, and 2200
UTC, and (b) 10 Mar at 0000 UTC, 0200 UTC, 0400 UTC, and 0600
UTC.
ogenesis F̂u at 0000 UTC was still noticeably larger than
at 1200 UTC. This implies a time lag between the influence
of daytime diabatic effects at the surface compared with
these effects in a deeper lower-tropospheric layer.
Although the data are not shown, it is worthwhile to
discuss the relative roles of individual terms contrib-
uting to Fu [see Eq. (2)]. The locations of primary pos-
itive values of these terms varied significantly. In gen-
eral, the maximum values of Fu were located near the
maximum temperature gradient, with perhaps a small
displacement rearward from the axis of maximum gra-
dient. The convergence term, on average, was the largest
at all times, although at most times it was opposed
strongly by the relative advection term. At the surface,
for instance, advection was roughly 60% as large as the
convergence term at all times. The advection term was
even larger relative to the convergence during the morn-
ing and early afternoon hours at higher levels, with a
magnitude 80%–100% of the convergence at 850 mb at
1200 and 1800 UTC. Tilting effects were generally
small, although some reasonably large positive values
(roughly 20%–30% of the magnitude of the convergence
term) occurred during the 1800–0000 UTC period cen-
tered at around 900 mb, or near the top of the average
WCBL just behind the front. Averaged over the frontal
zone, the diabatic effect was also fairly small, and near-
surface values switched from frontogenetic to fronto-
lytic by 2000 UTC. However, the diabatic term evi-
denced significant variations near the front, and similar
to Blumen et al. (1996), was significant in some areas
where it provided the largest contribution to positive
frontogenesis. Areal averages may have been reduced
because of the zone just behind the front where diabatic
processes were frontolytic at the surface at most times,
apparently the result of enhanced sensible heat flux oc-
curring just behind the front where air temperatures fell
dramatically over previously heated ground.
The time evolution of the vertical profile of Fu in the
lower troposphere can be seen in Fig. 10. Although the
largest value of Fu did occur at the surface at the latest
time shown, 0600 UTC, at most other times the max-
imum frontogenesis was located at some level above
the surface. Although the potential temperature gradient
itself typically weakens with height above the surface,
the increased winds at these higher levels apparently
more than compensates for the weakened u gradient in
the Fu convergence term. At many times, the largest
value occurred near the top of the prefrontal WCBL,
around 900 mb. The lowest values of Fu near the surface
generally occurred at 1200 UTC, with a rapid increase
to the highest values at 1800 UTC. After this time, Fu
decreased fastest near the surface, and remained nearly
constant through about 0000 UTC at 900 mb.
e. Time evolution of frontal convergence (Fu)
The time evolution of frontal convergence, Fu, can
be determined using Eq. (3), and vertical profiles of the
terms in this equation averaged over the frontal zone
can be seen in Fig. 11. For the averaging used in this
figure, the frontal zone was defined similarly to that
described above for Fu except that all points with con-
vergence exceeding 6 3 1025 s21 were used. The dif-
ferent region was chosen because maximum frontal con-
vergence in this case occurred just ahead or near the
leading edge of the significant temperature gradient.
Thus, the fields of Fu and Fu are not collocated. At 1200
UTC (Fig. 11a), Fu was relatively constant with height.
The convergence term and the differential pressure gra-
dient were the largest positive contributors to Fu. Fric-
tion, relative advection, and the Coriolis term were all
generally frontolytic (negative Fu) at this time. At 1800
UTC (Fig. 11b) Fu had increased at 950 mb with a
pronounced maximum there. The general role of the
terms was the same as at 1200 UTC, but the pressure
gradient term had increased substantially, probably re-
flecting the influence of the differential daytime heating.
The magnitude of the friction term had also increased
substantially at both the surface, 950 and 925 mb due
to a deepening WCBL. Only gradual changes occurred
through 0000 UTC (Fig. 11c). The magnitude of fric-
tional effects slowly decreased at low levels, as did Fu,
except at the surface, where it increased slightly from
1800 UTC. The convergence term gradually strength-
ened during this time. During the evening (0400 UTC;
Fig. 11d), total Fu continued to decrease at low levels
but remained fairly constant at higher levels, with a
general increase at 850 mb. The increase was primarily
due to the increased convergence term. In general, the
variations in Fu are fairly small, with the most pro-
nounced feature being the general increase in the con-
vergent tendency at the surface from 1800 UTC to a
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FIG. 11. Vertical profiles of total convergence tendency Fu (TOT) and contributions from
convergence (CON), relative horizontal advection (HAD), Coriolis (COR), pressure gradient
(PGF), and friction (FRI) terms (in 1024 s21 h21) during 9–10 Mar at (a) 1200 UTC, (b) 1800
UTC, (c) 0000 UTC, and (d) 0400 UTC.
FIG. 12. Surface temperature (;70 m) difference (in K) between
CTL and RAD at 2200 UTC 9 Mar. Contour interval of 1 K is used.
(Solid line refers to cross sections shown in Figs. 13, 15, and 17.)
peak around sunset (2200–0000 UTC) with a rapid de-
crease afterward.
5. Role of diabatic processes determined through
3D sensitivity tests
To further investigate the role of solar irradiance-
forced diabatic heating in this frontal case, a series of
simulations were performed in an effort to isolate the
effect of cloud shading, surface wetness, and precipi-
tation evaporative cooling. The first simulation to be
discussed is one in which the presence of clouds was
excluded from the radiation portion of the code (RAD).
A second simulation was performed in which the vol-
umetric soil moisture was decreased by 50% across the
domain, to investigate both the effect on the postfrontal
cloud cover (if any) and the impact of the increased
warm sector sensible heat fluxes on the front evolution
(DRY). Additionally, because light precipitation was oc-
curring in the model behind the cold front, a simulation
was run in which the effect of evaporative cooling of
precipitation was excluded, to study the role of this
diabatic process on frontal behavior (EVP). Finally, it
is worth mentioning that an attempt to carry out a sim-
ulation in which condensation affects were excluded
yielded unrealistic fields, and therefore this case is not
considered in the sensitivity simulations.
a. Cloud shading
In a simulation that excluded cloud shading impacts
(beginning at 1200 UTC) on radiation reaching the sur-
face (RAD), the frontal temperature gradient near the
surface was moderately diminished, with a small de-
crease in frontal speed from CTL. The difference be-
tween the CTL surface air temperatures and the RAD
temperatures at 2200 UTC can be seen in Fig. 12. At
this time, cooling associated with cloud shading covered
a broad region behind the front.
Peak cooling occurred in isolated regions, which had
deviations of 38C, in agreement with the scaling in sec-
tion 2a(1). Enhanced cooling existed on the southeast
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FIG. 13. Vertical cross section (see Fig. 12 for location) of tem-
perature difference between CTL and RAD at 2200 UTC, taken per-
pendicular to the front from Norfolk, NE (OFK), to southeastern
Missouri (E VIH). Contour interval is 0.5 K.
side of the more general cooled region, so that cloud-
shading effects on maximum frontal temperature gra-
dient were maximized. In general, the cloud shading
intensified the frontal temperature gradient by 10%–
20%.
A shallow surface cold front with a relatively sharp
cross-front temperature difference may resemble locally
a density current (e.g., Shapiro et al. 1985; Keyser 1986;
Bluestein 1993). (Miller et al. 1996 observed such char-
acteristics at the leading edge of a section of the front,
which is considered in this study.) However, reserva-
tions about using the density current speed formula to
determine the frontal speed have been echoed by Smith
and Reeder (1988) and Koch et al. (1995). It is therefore
of interest to examine the correspondence between the
density current formulation estimated speed changes due
to diabatic effects and the changes in simulated front
speed. The speed, c, of the leading edge of a density
current with a cross-current discontinuous potential tem-
perature difference, Du, and characteristic depth of the
cold air sector, h, is proportional to (hDu)1/2. Using the
density current formulation, the frontal speed should be
affected by the increased gradient caused by the dif-
ferential diabatic heating related to cloud shading. The
28–38C enhanced temperature difference should increase
the frontal speed by around 10%. For this case, however,
that is equivalent to an increase in movement of 1 m
s21, which if constant over 12 h, should result in a
difference in frontal location of around 40 km by 0000
UTC 10 March. The increased temperature contrast at-
tributable to cloud shading, by contrast, was most sig-
nificant in the afternoon. Thus, adopting the gravity cur-
rent speed formulation one should expect any difference
in frontal location to be on the order of 20 km or less,
or no more than one model grid point. This does appear
to be the case, with some evidence at a few grid points
of a small increase in speed.
Figure 13 is a vertical cross section taken through the
front at 2200 UTC (from north of Norfolk, Nebraska,
to southeastern Missouri) showing the temperature dif-
ference between CTL and RAD (location of cross sec-
tion is marked in Fig. 12). Changes in temperature were
restricted to the lowest 1 km or so above ground level.
The cooling due to cloud shading covers a fairly broad
region. Some slight warming can be seen at around 1.6
km in height, reflecting a slightly less deep mixed layer
in the control run where cloud shading occurred.
Changes in frontal temperature gradients should man-
ifest themselves as changes in the strength of the frontal
circulation, which affects low-level convergence and
possibly precipitation. Both convergence and precipi-
tation fields from this simulation (not shown) imply this
to be true, with a 5% or so decrease in peak convergence
along the front when cloud shading was eliminated. The
impact on precipitation is more difficult to ascertain
since unfavorable larger-scale conditions minimized the
precipitation along the front in this case. However, in
the region of strongest low-level convergence over
northern Illinois, where some small amounts were sim-
ulated in the afternoon, a small but general decrease in
the precipitation of up to 2 mm occurred in association
with the decreased convergence in DRY compared to
CTL.
b. Soil moisture
To put the effects of cloud shading into perspective,
an additional simulation (DRY) was run in which the
initial volumetric soil moisture was reduced by 50%
from the CTL run. Much of the Midwest had a volu-
metric soil moisture content of around 0.3 (highly wet
soil) on 9 March. The reduction in soil moisture yielded
volumetric soil moisture values around the soil wilting
point and consequently resulted in substantial reduction
in evapotranspiration. Koch et al. (1997) found that the
intensity of a squall line linked to the frontal circulation
in a simulated springtime case was significantly in-
creased when a more appropriate soil moisture distri-
bution ahead of the front, one that was drier, was used.
Various studies have found that, thermodynamically, in-
creased soil moisture is conducive to formation of con-
vective precipitation (see, e.g., De Ridder 1997). The
results of Koch et al., however, suggest that changes in
dynamics may reverse the impact.
Increased sensible heat flux (accompanied by a cor-
responding decrease in the latent heat flux) due to the
decreased soil wetness allowed for significantly more
WCBL warming compared to CTL. By 1800 UTC,
much of the warm sector ahead of the cold front was
roughly 28–38C warmer than in CTL, and a slight in-
crease in frontal speed due to an increased temperature
gradient was apparent as a narrow band of cooling just
northwest of the main warm sector warming (not
Unauthenticated | Downloaded 12/20/20 12:54 AM UTC
1532 VOLUME 127M O N T H L Y W E A T H E R R E V I E W
FIG. 14. As in Fig. 12 except for the difference between DRY and
CTL at 2200 UTC 9 Mar.
FIG. 15. As in Fig. 13 except for the difference between DRY and
CTL.
shown). At 2200 UTC 9 March (Fig. 14), the increased
speed of the cold front was pronounced. Warming in
the warm sector was still substantial, although the peak
warming occurred around 2000 UTC. A zone just ahead
of the cold front had positive perturbations greater than
28C compared to CTL. A roughly 50–100-km band with
negative perturbations of 18–38C was evidence of the
increased frontal speed. These perturbations reached
48C at 0000 UTC. The increase in temperatures ahead
of the front was generally comparable to the decrease
that occurred behind the front due to cloud shading, 28–
38C, so that the gravity current speed formulation would
again predict only a 10% increase in speed. An analysis
of the surface temperature field shows the actual surface
front moved approximately 40 km farther to the south-
east by 0000 UTC 10 March compared to the control
run.
What explanation can be given for the more signifi-
cant increase in front speed compared to the effect of
cloud shading? Partially, some of the negative temper-
ature departures seen in Fig. 14 were due not only to
the faster speed of the front (some points experience
frontal passage earlier than in CTL), but also in response
to a contraction in the temperature gradient caused by
a more intense cross-front circulation. The contraction
should be conducive to an enhanced speed of the leading
edge of the front. Additionally, however, adopting the
gravity current formulation, frontal speed would also be
directly proportional to the height of the layer of sig-
nificant temperature gradient. Unlike the role of cloud
shading, which produces a few degrees Celsius of cool-
ing in a shallow layer near the surface, the reduction in
soil wetness allows enhanced warming ahead of the
front through a significantly deeper layer (see Fig. 15).
The warming extended upward to nearly 3 km in the
immediate vicinity of the front. The WCBL increased
in height by approximately 1 km in this simulation. The
greater depth of the layer of significant temperature gra-
dient would also act to increase the frontal speed in this
run. It thus appears that significant modification of soil
moisture in the warm sector ahead of a cold front can
have a more pronounced effect on frontal evolution than
diabatic processes that might produce cooling in the cold
sector. For the front simulated in this study, the gravity
current formulation reasonably explains changes in the
frontal movement due to diabatic effects.
c. Evaporation of precipitation
Because several studies have found that evaporation
of precipitation is normally a strong diabatic process in
the atmosphere, producing significant cooling rates, a
simulation (EVP) was run with evaporation (of rain or
snow) effects on temperature neglected. In the 9 March
case, observations showed precipitation was generally
absent from the immediate vicinity of the front, so that
this effect should be relatively small. However, spotty
light precipitation in the form of drizzle, freezing driz-
zle, and light snow did occur as close as 100 km behind
the front with more significant steady precipitation
through much of 9 March several hundred kilometers
north of the front (e.g., Wang et al. 1995; Figs. 5a,b),
and the evaporation of this precipitation could influence
the postfrontal cold pool. The simulated precipitation
fields shown in Fig. 8 appear to agree reasonably well
with observations. Even small amounts of precipitation,
such as the several millimeter amounts that did occur
in isolated areas nearer the front, can produce substantial
cooling due to the large latent heat of condensation.
Changes in the surface air potential temperature be-
tween CTL and EVP at 2200 UTC can be seen in Fig.
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FIG. 16. As in Fig. 12 except for the difference between CTL and
EVP at 2200 UTC 9 Mar.
FIG. 17. As in Fig. 13 except for the difference between CTL and
EVP.
16. Cooling occurred in several broad regions just be-
hind the cold front. In general, this cooling was slightly
less substantial than that associated with cloud shading,
and covered a significantly smaller region. It should be
noted that evaporative cooling played a more important
role within the southeast portion of the warm sector
where convection was occurring well ahead of the cold
front.
A vertical cross section through the front (Fig. 17)
showed that the cooling effect from precipitation evap-
oration was confined to an even more shallow layer than
that associated with cloud shading. Cooling behind the
front was confined to the lowest 1 km. Again some
warming can be seen just above the cool perturbation,
reflecting a less deep WCBL. Unlike the comparison
with the no cloud shading run, there are some regions
of cooling from precipitation evaporation extending to
2–3 km. These regions are disorganized and generally
have little impact on the primary front. Low-level con-
vergence was also strengthened slightly by the effect of
evaporation of precipitation, but as with cloud shading,
for this case there was little effect on near-frontal pre-
cipitation.
6. Discussion
The series of simulations described above isolated
both the effect that reduced sensible heat flux due to
cloud cover on the cold side of the front and the effect
that evaporation of precipitation had on the evolution
of low-level temperatures and frontal propagation. In
addition, the effect of soil wetness was also examined.
To gain a better understanding of the relative impor-
tance of these processes, several measures of fronto-
genesis (Fu, Fu, and Fuq) were computed again at several
levels in the vertical for the sensitivity cases. Figure 18
shows the time evolution of the vertical profile of Fu
for the CTL, DRY, RAD, and EVP simulations. It can
be seen that the deviations from the control run for each
sensitivity test vary with time. Significant increases in
Fu for the DRY run generally occurred during the day-
light hours with a maximum increase at 2000 UTC (Fig.
18c). The most significant increases tended to occur
toward the top of the WCBL. By 0000 UTC (Fig. 18e),
increases became negligible. The RAD run resulted in
a reduction of Fu during the daylight hours, with the
biggest departures occurring at 1800 UTC (Fig. 18b).
The impact could be as large as that associated with the
dry soil, although at most times, the reduction was
somewhat less than the increase that occurred with dry
soil. After sunset, some increase in Fu occurred since
the removal of cloud impacts on radiation allowed the
cold sector to cool faster than in the CTL run.
Unlike the DRY and RAD tests, the impact of pre-
cipitation evaporation was generally independent of
time. Throughout the daylight hours the reduction in Fu
from a neglect of evaporation was similar to that from
the neglect of cloud shading. During the evening, how-
ever, the reduced Fu continued with a maximum impact
at 0400 UTC (Fig. 18g). The change from the control
run at this time was as large as at any time in the other
sensitivity tests. In the model, more precipitation was
occurring close to the front at this time than at earlier
times (Fig. 8b). However, the precipitation amounts
were still fairly small, suggesting that even modest pre-
cipitation can result in evaporative cooling with signif-
icant impacts on frontal temperature gradient. In this
respect, the model results differ somewhat from the ob-
servational studies (e.g., Blumen et al. 1996), which
emphasized the role of cloud shading, and presumed
evaporative cooling, to be insignificant due to the lack
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FIG. 18. A comparison of the vertical profiles
of Fu in K (100 km)21 h21 averaged over a por-
tion of the frontal zone for CTL, DRY, RAD,
and EVP experiments during 9–10 Mar at (a)
1200 UTC, (b) 1800 UTC, (c) 2000 UTC, (d)
2200 UTC, (e) 0000 UTC, (f ) 0200 UTC, and
(g) 0400 UTC.
FIG. 19. Comparison of Fu in 1024 s21 h21 between CTL and DRY simulations during 9–10
Mar at (a) 1200 UTC, (b) 1800 UTC, (c) 2200 UTC, (d) 0000 UTC, and (e) 0200 UTC.
of rainfall. The difference might be partly explained by
the fact that the Blumen et al. study concentrated on
the period prior to 2300 UTC 9 March, and in the small
region centered on or immediately adjacent to Missouri.
Figure 18 implies that simulated precipitation evapo-
rative cooling was most significant after 0000 UTC.
Differences could also develop if the model overesti-
mated the amount of precipitation falling behind the
front, or produced precipitation in regions where none
was observed. Figures 5a and 5b in Wang et al. (1995)
generally support the model precipitation fields rela-
tively close behind the front, although they do suggest
precipitation was overestimated in the main band lying
several hundred kilometers behind the front.
A comparison of Fu and Fuq has been done for the
CTL and DRY simulations to gain insight into the in-
terrelationship between thermodynamic and dynamic
changes resulting from changes in soil moisture. As
discussed earlier, drier soil conditions generally inten-
sified both the frontal temperature gradient and the fron-
tal circulation. Unlike the springtime case in the south-
eastern United States studied by Koch et al. (1997),
however, little impact was simulated in DRY on the
precipitation near the front. Some increase in the con-
vergent tendency (Fu) in the dry soil run can be seen
at most times during the daylight hours (Fig. 19). Of
note, the largest increase was delayed until 0000 and
0200 UTC at lower levels. At this time the temperature
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FIG. 20. As in Fig. 19 but for Fuq in 1024 g kg21 s21 h21.
gradient tendency Fu in the two runs was comparable
(Fig. 18e). The increase diminished by 0400 UTC (not
shown). The increased impact of the drier soil on con-
vergence tendencies at 0000 and 0200 UTC (Figs.
19c,d) may be evidence of the dynamic impact of an
increased WCBL depth.
Vertical profiles of Fuq can be seen in Fig. 20. The
time tendency of moisture convergence along the front
may be the best quantity to determine which effect,
thermodynamic or dynamic, is of greatest importance.
An evaluation of all the terms in Eq. (4) (figure not
shown) finds that the first term is significantly larger
than all of the others. Thus, moisture convergence ten-
dencies were influenced strongly by flow convergence
tendencies. Relative advection of the moisture gradient,
and differential moistening in the cross-front direction,
occasionally also contributed to increasing moisture
convergence, with magnitudes typically no more than
5%–20% of the first term. However, relative advection
played a much more important role around 900 mb from
2000 UTC through 0200 UTC when its magnitude
reached 30%–80% of that of the first term.
In the dry soil run, Fuq is reduced near the surface at
all times (after 1200 UTC) except for 0200 UTC (Fig.
20e). Thus the thermodynamic impact is overriding the
improved dynamic effect seen in Fu (Fig. 18). Above
the surface, however, the moisture convergence tenden-
cy is generally greater in the dry soil run at most times.
Around 0000 UTC (Fig. 20d), there is a layer above
925 mb where the moisture convergence tendency de-
creases in the dry soil case; however, below 925 mb,
the tendency increases as at other times. The integrated
effect generally appears to favor more moisture con-
vergence, especially during the late afternoon and early
evening hours. Although the 9 March case lacked suf-
ficient larger-scale thermodynamics for significant fron-
tal precipitation, the tendency to increase integrated
moisture convergence with drier soil agrees with that
found in the case modeled by Koch et al. (1997). How-
ever, the relationship between precipitation and soil
moisture may be very sensitive to background condi-
tions, and caution must be used in generalizing the re-
sults from only two cases.
7. Conclusions
The impact of diabatic heating or cooling on frontal
evolution has been investigated using high-resolution
simulations of a dry front case that occurred in the mid-
western United States during STORMFEST 1992. Con-
ceptual evaluations suggest that cloud shading can mea-
surably influence frontal evolution in the late winter
period, as argued in the observational studies of this
event by Miller et al. (1996) and Blumen et al. (1996).
In addition, evaporation of precipitation results in cool-
ing that may comparably influence front evolution. For
weak fronts, these diabatic effects may become more
significant.
Soil moisture has been shown to impact frontal pre-
cipitation (Koch et al. 1997), but conceptual evaluations
suggest the effects may involve a complex interaction
between thermodynamic changes in the lower tropo-
sphere and dynamic changes. Drier soil increases sur-
face sensible heat flux, which intensifies frontal tem-
perature gradients in cases where cloud cover is re-
stricted to the cold side of a front. Dry soil may also
increase the frontal convergence and could alter the fric-
tionally influenced inertial oscillation, potentially in-
creasing frontal strength for a period during the night-
time hours.
Sensitivity simulations for this case found that cloud
shading and precipitation evaporation played generally
comparable roles in increasing the frontal temperature
gradient and circulation during the daylight hours. Both
processes maintained colder air in the cold sector, and
the increased temperature gradient resulted in some in-
crease in frontal speed, as implied by density current
theory. A reduction in soil moisture increased the sen-
sible heat flux in the warm sector, significantly increas-
ing the frontal temperature gradient. Although increases
in the traditional frontogenesis term (Fu) were similar
to the decreases experienced in the simulation without
cloud shading, the impact on frontal speed was greater,
and the temperature changes from the control run oc-
curred through a deeper layer. Overall, the gravity cur-
rent speed formula generally estimated well the changes
in the simulated frontal speed. Drier soil also resulted
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in an increase in the convergence tendency along the
front, a sign of the positive dynamic effect on frontal
intensity. Moisture convergence tendency, however, was
reduced at the surface indicating the dominating neg-
ative effect of reduced evapotranspiration on the ther-
modynamic environment. Through a deeper layer above
the surface, however, moisture convergence was no-
ticeably larger with drier soil, implying that the dynamic
changes were of greater significance than the reduced
latent heat flux associated with drier soil.
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