Abstract. We study the extraction of nonlinear data models in high dimensional spaces with modied self-organizing maps. Our algorithm maps lower dimensional lattice into a high dimensional space without topology violations by tuning the neighborhood widths locally. The approach is based on a new principle exploiting the specic dynamical properties of the rst order phase transition induced by the noise of the data. The performance of the algorithm is demonstrated for one-and two-dimensional principal manifolds and for sparse data sets.
Introduction
Articial neural networks provide convenient tools for reconstructing nonparametric data models from noisy data. Consider data representing a functional relation y = f(x) corrupted by noise, i.e. the observations are given by y = f(x) + , where is the noise which may or may not depend on x. Building a data model means extracting the systematic term f(x) from the noisy data. If the noise also aects the x values the problem transforms into the construction of principal manifolds (PMs) that model data distributions by providing a curvilinear coordinate system for a dimension reduced representation of the data. PMs, principal curves e.g., may be dened self-consistently by the requirement that each point on the PM is the average of the data points projecting to it, cf. [1] . Thus, the mean square deviations (MSD) of the data from the PM are minimized locally at each base point. Averaged over the input distribution, however, the PM is only a stationary point with respect to the MSD [1] , i.e. for some directions in the function space the PM belongs to, it is stable, for others unstable. So far there exist no explicit criteria for the existence, uniqueness and stability of PMs. It is known from the simulation of many data sets [1] that stability is guaranteed by local averaging the span of average being guided globally by cross validation [1] .
Kohonen's algorithm provides a nonlinear mapping of some lattice (representing the physical positions of neurons) into the data manifold in input space. Thus, a piecewise linear approximation of the desired curvilinear coordinate system is established (cf. [3, 4] ). Whether or not these coordinates reect the main features of the data or, more precisely, whether they are principal curves of the data becomes in the context of self-organizing maps (SOMs) a stability problem. For this problem { and in accordance with the empirical observations for principal manifolds { it could be shown [3, 5] that stability is ensured by a sucient range of local collaboration, i.e. by local averaging over a suciently wide span. This indicates the principal manifold are saddle points with respect to the MSD which are stable with respect to long ranged variations and unstable for short ranged variations. Averaging or neighborhood interaction stabilizes PMs because the short ranged deviations are suppressed. In [3, 4 ] stability problems have not been addressed, i.e. the neighborhood parameter has been assumed to vary only in the stable range. Since on the other hand the averaging disrupts the representation of specic data features, and thus tends to increase the MSD, the neighborhood coherence should not be to long-ranged.
The present paper focuses on a choice of this parameter that compromises between the requirements of smoothness and small MSD error. We start from Kohonen's unsupervised learning rule cf. [2] to develop a simple and robust algorithm for learning a good approximation of the principal manifold. As compared to the HS algorithm, it has the advantages of being on-line learning, not dimension specic and uses a locally dened width for the smoothing operation. This is important for data distributions with locally varying variance of the noise (multiplicative noise). Most importantly these widths are self-regulating. Our approach rests on a new principle which exploits the specic dynamical properties of the rst-order phase transition [3, 5] induced by the noise. The approach is shown to work also for sparse data sets and should therefore be favorable also in the case of high-dimensional inputs. 
where r = min f r ; r 0 gwith the additional constraints 1 r max .
The crucial point now is the determination of the local values r . The principal manifold can be mapped topographically onto the lattice because of the dimensions match by denition. However, with the data points scattering about the PM we have to compromise between two options. On the one hand the lattice should be mapped tightly to the PM which requires a small (curvature) if the PM is nonlinear. On the other hand the stiness and hence should be suciently large in order to avoid the folding due to the dimensional mismatch.
For the denition of the optimal r we exploit the dynamics of the phase transitions induced by the scattered data points. Namely, i f is lowered below a v alue crit the representation of the main data feature by the map gets distorted by other`noisy' features. The transition has has been shown earlier [5] to proceed through a either of two phases, one preserving and one violating topology. Since the latter is more pronounced, emerging folding into secondary features will be signaled immediately by topology violations. Concentrating on the rst and second winner the criterion for the occurrence of a fold is > 1 where = kr 0 0 r 00 k is the distance between the rst and second winner in the lattice.
In contrast to [6] , where the neighborhood width has been updated following an energy function resulting in the occurrence of local minima and a slow convergence, our approach here consists in keeping r uctuating around its critical value crit r . The result of the algorithm is given in terms of sliding averages over the uctuations rather than a convergent network state. For this purpose we decrement r at each step as 1 r = 0 1 NT r 8r (3) and reset whenever > 1 the 's in the vicinity of the topology distortion as r := max r ; exp 0 2 ( r0R ) 3 Sparse data sets
The above algorithm hinges on the abundance of data points which signal the folding via the topology violations. This may fail if the number of data points is small. For this case, a very sensitive criterion for the emergence of the critical uctuations was found to be a wavelet transform [7] of the map. foldings. At the critical point = crit the wavelength of the emerging folds is = 4 : 04l, where l is the average distance between the neurons in that region, cf. [3] . Choosing ! r 0 = u r 0 = 4 r 0 causes g r 0 to jump by an order of magnitude when r 0 drops below crit r 0 . Hence, g r 0 is the desired sensitive criterion for detecting the onset of the phase transition. In the algorithm we use (3) as before. If for the winner g r 0 exceeds a small threshold we use = r 0 in (4), observing 1 max , where = 1 : 2 is an empirical factor. In the simulations a control of is obtained from monitoring the uctuations of which optimally should stay in the region of a few percent.
Numerical simulations
We have applied the above algorithms to map both one-and two-dimensional lattices into higher-dimensional input spaces with inhomogeneous data distribu- 
Conclusion
The present contribution is dedicated to the problem of building nonlinear data models with a modied Kohonen learning rule which learns its own parameters. In particular, the neighborhood range of the output units, which determines the smoothness of the produced maps, is an essential prerequisite for the formation of principal manifolds in the input data set. Our algorithm solves the task of the determination of the neighborhood parameter stably and in a local manner. This is of importance for processing sparse data sets with spatial heterogeneities. Therefore, the algorithm appears to be well suited for more complex tasks. In particular, the algorithm was found to be also stable with higher-dimensional (up to d = 8) inputs. The application to real world data is underway.
