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Monotone ﬁnite difference schemes are proposed for nonlinear systems with
mixed quasi-monotonicity. Two monotone iteration processes for the correspond-
ing discrete problems are presented, which converge monotonically to the quasi-
solutions of the discrete problems. The limits are the exact solutions under some
conditions. A monotone ﬁnite difference scheme on uniform mesh with the accu-
racy of fourth order is constructed. The numerical results coincide with theoretical
analysis.  2002 Elsevier Science (USA)
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of nonlinear differential equations. Much work has been done for the qual-
itative analysis of these problems (see [1] and references therein). There
are also many numerical methods for solving them, such as Petrov–Galerkin
methods [2, 3], ﬁnite element methods [4, 5], and ﬁnite difference methods
[6–12]. The main merit of these methods is that the corresponding discrete
problems can be analyzed by the method of upper and lower solutions as
in continuous versions. Meanwhile, the corresponding iterations for solving
the resulting problems have the monotonicity and the geometric conver-
gence rates. These monotone iterations also provide the upper bounds and
the lower bounds of the exact solutions. Similar methods were developed
for ﬁnite difference schemes of parabolic boundary value problems [13–15]
and parabolic boundary value problems with time delays [16]. They were
also used for reaction–diffusion problems with nonlinear diffusion coefﬁ-
cients [17].
Many boundary value problems satisfy the maximum principle in the
continuous case. In view of numerical stability (i.e., no spurious oscilla-
tions), it is desirable that the corresponding discrete problems also satisfy
certain maximum principles. Such schemes are often known as mono-
tone schemes. Among the aforementioned schemes, the ﬁnite difference
schemes are monotone usually. However, they only possess the accuracy
of second order. In a recent paper [18], the authors proposed a monotone
ﬁnite difference scheme for a single equation, which not only has the same
advantages as the aforementioned schemes, but also possesses the accuracy
of fourth order. But it is more interesting to consider nonlinear systems.
The purpose of this paper is to generalize the above method to coupled
nonlinear systems with mixed quasi-monotonicity.
This paper is organized as follows. In Section 2, we propose a general
framework of monotone ﬁnite difference schemes. The corresponding dis-
crete problem is analyzed by the method of upper and lower solutions.
Two monotone iterations are given. Section 3 is devoted to a monotone
ﬁnite difference scheme on uniform mesh. In Section 4, we prove that this
scheme has the accuracy of fourth order. In the ﬁnal section, we present
some numerical results which coincide with the theoretical analysis.
2. GENERAL FRAMEWORK
Let I = x0 < x < 1 with the closure I, and let u = u1 u2     unT
be a vector function of x. The given function f x u ∈ 	C0I × Rn ∩
C1I × Rnn has the components fix u, 1 ≤ i ≤ n. Let aix ∈ C1I,
and assume that there exist certain positive constants α0 and α1 such that
α0 ≤ aix ≤ α1 for x ∈ I, and a′ix is bounded on I. Furthermore let
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l = diagl1     ln with
liuix = −
(
aixu′ix
)′
 u′ix =
dui
dx
x 1 ≤ i ≤ n
We consider a coupled problem; i.e., ﬁnding ux ∈ 	C0I ∩ C2In such
that
lux + f x ux = 0 x ∈ I
u0 = u1 = 0
(2.1)
To discretize (2.1), we introduce a set of mesh points xpN0 :
0 = x0 < x1 < · · · < xN−1 < xN = 1
Let Ip = xp−1 xpIp = 	xp−1 xp hp = xp − xp−1 h = max1≤p≤N hp,
Ih = xpN−11 , and Ih = xpN0 . Next let lh = diaglh 1     lhn and let
Ph = diagPh 1     Phn be certain linear discrete operators. Also let 
be the set of vector functions deﬁned on Ih; i.e.,
 = {uh  Ih −→ Rn}
Then the corresponding discrete problem is to ﬁnd uhx = uh 1x   ,
uhnxT ∈  such that
lhuhx + Phf x uhx = 0 x ∈ Ih
uh0 = uh1 = 0
(2.2)
One important property of l is that its inverse is nonnegative. More pre-
cisely (see [1]),
if
{
lux + cux ≥ 0 x ∈ I
ux ≥ 0 x = 0 1
then ux ≥ 0 for all x ∈ I (2.3)
where c is a nonnegative constant. The above property will be referred
to as the monotone property. Our goal is to construct a scheme that has
some monotone property analogous to (2.3). Such kinds of schemes will be
known as monotone schemes in this paper. Speciﬁcally, we say that (2.2) is
a monotone scheme, if the following conditions hold:
(H1) The operator Ph is nonnegative, i.e., if qx ≥ 0 for all x ∈ Ih,
then Phqx ≥ 0 for all x ∈ Ih;
(H2) For some nonpositive constant M0 independent of h, and all
M ≥M0, there exists a positive constant h0M such that for all h < h0M
and every i = 1 2     n, the system
lh iuh ix +MPh iuh ix ≥ 0 x ∈ Ih
uh i0 ≥ 0 uh i1 ≥ 0
implies uh ix ≥ 0 for all x ∈ Ih.
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Hereafter, we suppose that (2.2) is a monotone scheme with the param-
eters M0 and h0M. Clearly for all M ≥ M0 and h < h0M, the linear
problem
lhuhx +MPhuhx = gx x ∈ Ih
uh0 = uh1 = 0
is uniquely solvable.
To construct monotone convergent sequences for problem (2.2), we
assume that the function f x ux = f1x ux     fnx uxT pos-
sesses a mixed quasi-monotone property. Moreover, we rewrite ux and
fix ux in the split form
ux = uix 	uxbi  	uxdiT 
fix ux = fix uix 	uxbi  	uxdi
where bi and di are two nonnegative integers satisfying bi + di = n− 1, and
	uxσ denotes σ components of ux.
Deﬁnition 2.1. A vector function f x ux = f1x ux     fnx
uxT is said to be mixed quasi-monotone in a subset Ih × J of Ih × 
if for each i = 1 2     n there exist nonnegative integers bi and di with
bi + di = n − 1 such that fix uix 	uxbi  	uxdi is monotonically
nonincreasing in 	uxbi and monotonically nondecreasing in 	uxdi for
all x u ∈ Ih × J. When bi = 0 or di = 0 for all i f x ux is said to be
quasi-monotonically nondecreasing or quasi-monotonically nonincreasing in
Ih × J.
The subset J in the above deﬁnition is taken as the sector between a pair
of upper and lower solutions, which are deﬁned as follows.
Deﬁnition 2.2. Two vector functions u¯hx uhx ∈  are called cou-
pled upper and lower solutions of (2.2), if u¯hx ≥ uhx for all x ∈ Ih,
and
lhiu¯hix+Phifi
(
xu¯hix 	uhxbi 	uhxdi
)≥0 x∈Ih 1≤ i≤n
lhiuhix+Phifi
(
xuhix 	uhxbi 	u¯hxdi
)≤0 x∈Ih 1≤ i≤n
u¯hx≥0 uhx≤0 x=01
(2.4)
In the above deﬁnition, the inequality for vectors is always component-
wise. For the functions uh∗x u∗hx ∈  , we set
Kuh∗ u∗h ≡
{
uhx ∈   uh∗x ≤ uhx ≤ u∗hx x ∈ Ih
}

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Now we take the initial vector functions u¯0h x and u0h x and consider
the iteration
lh iu¯
m
h i x +MPh iu¯mh i x =MPh iu¯m−1h i x − Ph ifi
(
x u¯
m−1
h i x[
u¯
m−1
h x
]
bi

[
u
m−1
h x
]
di
)
 x ∈ Ih
lh iu
m
h i x +MPh iumh i x =MPh ium−1h i x − Ph ifi
(
x u
m−1
h i x (2.5)[
u
m−1
h x
]
bi

[
u¯
m−1
h x
]
di
)
 x ∈ Ih
u¯
m
h x = umh x = 0 x = 0 1
where 1 ≤ i ≤ n, and M is a constant speciﬁed later. It is clear that if M ≥
M0 and h < h0M, the above iteration is well deﬁned and the sequences
u¯mh x and umh x can be computed by solving a linear algebraic
system. In the following lemma, we show the monotone property of these
sequences.
Lemma 2.1. Let u¯hx uhx be a pair of coupled upper and lower solu-
tions of (2.2), and assume that
(i) f x ux is of mixed quasi-monotone property in Ih ×Kuh u¯h,
(ii) there exists a constant M independent of h such that
∂fi
∂ui
x u ≤ M x ∈ Ih u ∈ Kuh u¯h 1 ≤ i ≤ n
Let M∗ ≥ max MM0. Then for all h < h0M∗, the sequences u¯mh x
and umh x given by (2.5) with u¯0h x = u¯hx, u0h x = uhx and
M =M∗ possess the following monotone property
uhx ≤ umh x ≤ um+1h x ≤ u¯m+1h x
≤ u¯mh x ≤ u¯hx x ∈ Ih m = 1 2     (2.6)
Proof. Let w¯1h x = u¯0h x − u¯1h x = u¯hx − u¯1h x. By (2.4) and
(2.5),
lh iw¯
1
h ix +M∗Ph iw¯1h ix ≥ 0 x ∈ Ih 1 ≤ i ≤ n
Since w¯1h 0 ≥ 0 and w¯1h 1 ≥ 0, we have from the condition H2 that
w¯
1
h x ≥ 0 for all x ∈ Ih. This implies u¯1h x ≤ u¯0h x for all x ∈ Ih.
A similar argument using (2.5), the property of lower solutions, and the
mixed quasi-monotone property of f gives that u1h x ≥ u0h x and
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u¯
1
h x ≥ u1h x for all x ∈ Ih. Then the monotone property (2.6) follows
from an inductive argument as in [10].
In view of the monotone property (2.6), there exist the limits
lim
m→∞ u¯
m
h x = u¯∗hx limm→∞u
m
h x = u∗hx x ∈ Ih (2.7)
and uhx ≤ u∗hx ≤ u¯∗hx ≤ u¯hx for all x ∈ Ih. Letting m → ∞ in
(2.5), we ﬁnd that limits u¯∗hx = u¯∗h 1x     u¯∗hnxT and u∗hx =
u∗h 1x     u∗hnxT satisfy the following equations,
lh iu¯
∗
h ix + Ph ifi
(
x u¯∗h ix 	u¯∗hxbi  	u∗hxdi
) = 0
x ∈ Ih 1 ≤ i ≤ n
lh iu
∗
h ix + Ph ifi
(
x u∗h ix 	u∗hxbi  	u¯∗hxdi
) = 0 (2.8)
x ∈ Ih 1 ≤ i ≤ n
u¯∗hx = u∗hx = 0 x = 0 1
The limits u¯∗hx and u∗hx, called coupled quasi-solutions of (2.2), are
in general not exact solutions of (2.2). However, if f x ux is quasi-
monotonically nonincreasing in Ih × Kuh u¯h (that is, di = 0 for all 1 ≤
i ≤ n), then both u¯∗hx and u∗hx are the exact solutions of (2.2).
The result in the previous paragraph can be extended as follows. We
decompose the index set  = 1 2     n into the two subsets 1 =
µ1 µ2     µs and 2 = µs+1 µs+2     µn such that 1 ∩ 2 = φ and
1 ∪ 2 =  . Also split u ∈ Rn as u = ui 	ubi  	udiT , where
	ubi =

uµ1 uµ2     uµj−1 uµj+1     uµs
if i = µj ∈ 1 1 ≤ j ≤ s
uµs+1 uµs+2     uµs+j−1 uµs+j+1     uµn
if i = µs+j ∈ 2 1 ≤ j ≤ n− s
(2.9)
and
	udi =
{uµs+1 uµs+2     uµn if i = µj ∈ 1 1 ≤ j ≤ s
uµ1 uµ2     uµs if i = µs+j ∈ 2 1 ≤ j ≤ n− s
(2.10)
We note that in this case,
bi =
{
s − 1 if i ∈ 1
n− s − 1 if i ∈ 2
di =
{
n− s if i ∈ 1
s if i ∈ 2
(2.11)
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Theorem 2.1. Let u¯hx uhx be a pair of coupled upper and lower
solutions of (2.2), and assume that
(i) f x ux is of mixed quasi-monotone property in Ih × Kuh u¯h
with the splittings 	ubi and 	udi , given by (2.9) and (2.10), and
(ii) there exists a constant M independent of h such that
∂fi
∂ui
x u ≤ M x ∈ Ih u ∈ Kvh u¯h 1 ≤ i ≤ n
Let M∗ ≥ max MM0 and h < h0M∗. Also let u¯∗hx and u∗hx be the
limits in (2.7). Deﬁne the functions u˜hx = u˜h 1x     u˜hnxT and
uˆhx = uˆh 1x     uˆhnxT by
u˜h ix =
u¯
∗
hµj
x if i = µj ∈ 1 and j ∈ 1 2     s
u∗hµs+j x if i = µs+j ∈ 2 and j ∈ 1 2     n− s
and
uˆh ix =
u
∗
hµj
x if i = µj ∈ 1 and j ∈ 1 2     s
u¯∗hµs+j x if i = µs+j ∈ 2 and j ∈ 1 2     n− s
Then both u˜hx and uˆhx are solutions of (2.2) in Kuh u¯h.
Proof. We know that u¯∗hx and u∗hx are coupled quasi-solutions of
(2.2) in Kuh u¯h; that is, they satisfy the relation (2.8). By the splitting
(2.9) and (2.10), and the deﬁnitions of u˜hx and uˆhx, we get from (2.8)
that
lhiu˜hix+Phifi
(
xu˜hix	u˜hxbi 	u˜hxdi
)= 0 x∈Ih 1≤ i≤n
u˜hix= 0 x= 01
and
lhiuˆhix+Phifixuˆhix	uˆhxbi 	uˆhxdi= 0 x∈Ih 1≤ i≤n
uˆhix= 0 x= 01
The proof is completed.
To obtain a more efﬁcient process keeping the same monotone conver-
gence, we consider the iteration
lh iv¯
m
h i x +MPh iv¯mh i x =MPh iv¯m−1h i x − Ph ifi
(
x v¯
m−1
h i x[=
v
m−1
h x
]
bi

[
v
=
m−1
h
x
]
di
)
 x ∈ Ih
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lh iv
m
h i x +MPh ivmh i x =MPh ivm−1h i x − Ph ifi
(
x v
m−1
h i x[
v
=
m−1
h
x
]
bi

[=
v
m−1
h x
]
di
)
 x ∈ Ih
v¯
m
h x = vmh x = 0 x = 0 1 (2.12)
where 1 ≤ i ≤ n, and if 	=vm−1h xbi = 
=
v
m−1
hµ1
x     =vm−1hµs x
)
, then
=
v
m−1
hµj
x =
v¯
m
hµj
x if µj ≤ i− 1 and j ∈ 1 2     s
v¯
m−1
hµj
x if µj ≥ i and j ∈ 1 2     s
(2.13)
The deﬁnitions of 	v=
m−1
h
xbi , 	v=
m−1
h
xdi , and 	
=
u
m−1
h xdi are simi-
lar. In the above iteration, M is a constant speciﬁed later. If M ≥ M0 and
h < h0M, then the above iteration is well deﬁned, and the sequences
v¯mh x and vmh x can be computed by solving a linear algebraic
system.
Lemma 2.2. Let u¯hx uhx be a pair of coupled upper and lower
solutions of (2.2) and assume that the conditions of Lemma 2.1 hold. Let
M∗ ≥ max MM0. Then for all h < h0M∗, the sequences v¯mh x
and vmh x given by (2.12) with v¯0h x = u¯hx, v0h x = uhx, and
M =M∗ possess the following monotone property.
uhx ≤ vmh x ≤ vm+1h x ≤ v¯m+1h x
≤ v¯mh x ≤ u¯hx x ∈ Ih m = 1 2     (2.14)
Proof. Let w¯1h x = v¯0h x − v¯1h x = u¯hx − v¯1h x. By (2.4) and
(2.12),
lh 1w¯
1
h 1x +M∗Ph 1w¯1h 1x ≥ 0 x ∈ Ih 1 ≤ i ≤ n
Since w¯1h 10 ≥ 0 and w¯1h 11 ≥ 0, we have from the condition H2 that
w¯
1
h 1x ≥ 0 for all x ∈ Ih. This leads to v¯1h 1x ≤ v¯0h 1x for all x ∈Ih. A similar argument using (2.12), the property of lower solutions, and
the mixed quasi-monotone property of f gives that v1h 1x ≥ v0h 1x and
v¯
1
h 1x ≥ v1h 1x for all x ∈ Ih. Assume that for some i, 1 ≤ i ≤ n− 1,
v
0
h ix ≤ v1h ix ≤ v¯1h ix ≤ v¯0h ix x ∈ Ih (2.15)
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Then by (2.4) and (2.12),
lh i+1w¯
1
h i+1x +M∗Ph i+1w¯1h i+1x
≥ Ph i+1fi+1
(
x u¯h i+1x
[=
v
0
h x
]
bi+1

[
v
=
0
h
x]
di+1
)
−Ph i+1fi+1
(
x u¯h i+1x
[
v¯
0
h x
]
bi+1

[
v
0
h x
]
di+1
)

Moreover by (2.15),[=
v
0
h x
]
bi+1
≤
[
v¯
0
h x
]
bi+1

[
v
=
0
h
x
]
di+1
≥
[
v
0
h x
]
di+1

so we have from the mixed quasi-monotone property of f that
lh i+1w¯
1
h i+1x +M∗Ph i+1w¯1h i+1x ≥ 0 x ∈ Ih
It follows again from H2 that w¯
1
hi+1x ≥ 0 for all x ∈ Ih. This implies
v¯
1
h i+1x ≤ v¯0hi+1x for all x ∈ Ih. A similar argument gives that v1hi+1
x ≥ v0hi+1x and v¯1h i+1x ≥ v1hi+1x for all x ∈ Ih. Finally by induction,
v
0
h x ≤ v1h x ≤ v¯1h x ≤ v¯0h x x ∈ Ih
So the monotone property (2.14) follows from an inductive argument with
respect to m. This completes the proof.
In view of the monotone property (2.14), there exist the limits
lim
m→∞ v¯
m
h x = v¯∗hx limm→∞ v
m
h x = v∗hx x ∈ Ih
and uhx ≤ v∗hx ≤ v¯∗hx ≤ u¯hx for all x ∈ Ih. Letting m → ∞ in
(2.12), we know that the limits v¯∗hx and v∗hx are coupled quasi-solutions
of (2.2) in Kuh u¯h. Moreover, they reduce to the exact solutions of (2.2)
under the conditions of Theorem 2.1.
According to the analysis in the previous paragraph, if coupled upper and
lower solutions are used as the initial values of iterations, then iterations
(2.5) and (2.12) yield two monotone sequences which converge monoton-
ically to the coupled quasi-solutions. Moreover they reduce to the exact
solutions sometimes.
We now compare the sequences given by iterations (2.5) and (2.12). We
have the following result.
Theorem 2.2. Let the conditions of Lemmas 2.1 and 2.2 hold, and let({
u¯
m
h x
}

{
u
m
h x
})

({
v¯
m
h x
}

{
v
m
h x
})
608 wang and guo
be the sequences given by (2.5) and (2.12), with the same initial values(
u¯
0
h x u0h x
) = (u¯hx uhx) (v¯0h x v0h x) = (u¯hx uhx)
and the same constant M =M∗. Then
v¯
m
h x ≤ u¯mh x vmh x ≥ umh x x ∈ Ih m = 1 2     (2.16)
Proof. Let w¯mh x = u¯mh x − v¯mh x and wmh x = vmh x −
u
m
h x. By (2.5) and (2.12),
lh iw¯
m
h i x +M∗Ph iw¯mh i x
= M∗Ph i
(
u¯
m−1
h i x − v¯m−1h i x
)
+Ph ifi
(
x v¯
m−1
h i x
[=
v
m−1
h x
]
bi

[
v
=
m−1
h
x]
di
)
−Ph ifi
(
x u¯
m−1
h i x
[
u¯
m−1
h x
]
bi

[
u
m−1
h x
]
di
)
 (2.17)
Since [=
v
m−1
h x
]
bi
≤
[
v¯
m−1
h x
]
bi

[
v
=
m−1
h
x
]
di
≥
[
v
m−1
h x
]
di

we get from (2.17) and the mixed quasi-monotone property of f that
lh iw¯
m
h i x +M∗Ph iw¯mh i x
≥ M∗Ph i
(
u¯
m−1
h i x − v¯m−1h i x
)
+Ph ifi
(
x v¯
m−1
h i x
[
v¯
m−1
h x
]
bi

[
v
m−1
h x
]
di
)
−Ph ifi
(
x u¯
m−1
h i x
[
u¯
m−1
h x
]
bi

[
u
m−1
h x
]
di
)
 (2.18)
A similar argument leads to
lh iw
m
h i x +M∗Ph iwmh i x
≥ M∗Ph i
(
v
m−1
h i x − um−1h i x
)
+Ph ifi
(
x u
m−1
h i x
[
u
m−1
h x
]
bi

[
u¯
m−1
h x
]
di
)
−Ph ifi
(
x v
m−1
h i x
[
v
m−1
h x
]
bi

[
v¯
m−1
h x
]
di
)
 (2.19)
Consider the case m = 1. Since v¯0h x = u¯0h x = u¯hx for all x ∈ Ih, the
relations (2.18) and (2.19) imply that for 1 ≤ i ≤ n,
lh iw¯
1
h ix +M∗Ph iw¯1h ix ≥ 0 lh iw1h ix +M∗Ph iw1h ix ≥ 0
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This leads to that v¯1h x ≤ u¯1h x and v1h x ≥ u1h x for all x ∈ Ih. Now
assume by induction that for some m > 1,
v¯
m−1
h x ≤ u¯m−1h x vm−1h x ≥ um−1h x x ∈ Ih
Then by (2.17) and (2.18) we have that for 1 ≤ i ≤ n,
lh iw¯
m
h i x +M∗Ph iw¯mh i x ≥ 0 lh iwmh i x +M∗Ph iwmh i x ≥ 0
This leads again to that v¯mh x ≤ u¯mh x and vmh x ≥ umh x for all
x ∈ Ih. Then the inequalities in (2.16) follow from the induction.
Remark 2.1. According to Theorem 2.2, if the initial values are the same
pair of coupled upper and lower solutions, then the sequences given by the
iteration (2.12) converges faster than the sequences given by the iteration
(2.5).
3. A MONOTONE FINITE DIFFERENCE SCHEME ON
UNIFORM MESH
In this section, we derive a monotone ﬁnite difference scheme on uniform
mesh. Let
Jip =
( ∫ xp
xp−1
1
ait
dt
)−1

Using the local Green’s functions and an argument as in [2], we know that
the solution ux of (2.1) satisﬁes
−Jipuixp−1 + Jip + Jip+1uixp − Jip+1uixp+1
+%ui p = 0
ui0 = ui1 = 0 1 ≤ p ≤ N − 1 1 ≤ i ≤ n
(3.1)
where
%ui p = Jip+1
∫ xp+1
xp
fix ux
(∫ xp+1
x
dt
ait
)
dx
+ Jip
∫ xp
xp−1
fix ux
(∫ x
xp−1
dt
ait
)
dx
Now let h = hp, 1 ≤ p ≤ N , and
f
k
i xp uxp =
dk
dxk
fix ux
∣∣∣∣
x=xp

610 wang and guo
Let Hipx be the Hermite interpolation of fix ux on 	xp−1 xp+1
such that
Hipxq = fixq uxq q = p− 1 pp+ 1
H ′i pxp = f ′i xp uxp
Then
Hipx = ϕ¯p 1xfixp−1 uxp−1 + ϕ¯p 2xfixp uxp
+ ϕ¯p 3xfixp+1 uxp+1
− 1
h2
f ′i xp uxpx− xp−1x− xpx− xp+1
+ 1
2h3
(
fixp+1 uxp+1
− fixp−1 uxp−1
)x− xp−1x− xpx− xp+1
where
ϕ¯p 1x = −
x− xp
2h
+ x− xp
2
2h2
 ϕ¯p 2x = 1−
x− xp2
h2

ϕ¯p 3x =
x− xp
2h
+ x− xp
2
2h2

Furthermore
fix ux = Hipx +
1
24
f
4
i ξip uξip
× x− xp−1x− xp2x− xp+1 x ∈ 	xp−1 xp+1
where ξip lies between xp−1 and xp+1. Since
f ′i xp uxp =
1
2h
(
fixp+1 uxp+1 − fixp−1 uxp−1
)
− h
2
6
f
3
i ηip uηip
where ηip lies among xp−1, xp, and xp+1. We have that for x ∈ 	xp−1,
xp+1,
fix ux = ϕ¯p 1xfixp−1 uxp−1 + ϕ¯p 2xfixp uxp
+ ϕ¯p 3xfixp+1 uxp+1
+ 1
6
f
3
i ηip uηipx− xp−1x− xpx− xp+1
+ 1
24
f
4
i ξip uξipx− xp−1x− xp2x− xp+1
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By substituting the above formula into the expression of %ui p, we get
%ui p = Eipfixp−1 uxp−1 + Fipfixp uxp
+Gipfixp+1 uxp+1 + ri ph (3.2)
where
Eip = Jip+1
∫ xp+1
xp
ϕ¯p 1x
( ∫ xp+1
x
1
ait
dt
)
dx
+ Jip
∫ xp
xp−1
ϕ¯p 1x
(∫ x
xp−1
1
ait
dt
)
dx
Fip = Jip+1
∫ xp+1
xp
ϕ¯p 2x
(∫ xp+1
x
1
ait
dt
)
dx
+ Jip
∫ xp
xp−1
ϕ¯p 2x
(∫ x
xp−1
1
ait
dt
)
dx
Gip = Jip+1
∫ xp+1
xp
ϕ¯p 3x
(∫ xp+1
x
1
ait
dt
)
dx
+ Jip
∫ xp
xp−1
ϕ¯p 3x
(∫ x
xp−1
1
ait
dt
)
dx
and
ri ph =
1
6
f
3
i ηip uηipJip+1
×
∫ xp+1
xp
x− xp−1x− xpx− xp+1
(∫ xp+1
x
1
ait
dt
)
dx
+ 1
6
f
3
i ηip uηipJip
×
∫ xp
xp−1
x− xp−1x− xpx− xp+1
(∫ x
xp−1
1
ait
dt
)
dx
+ 1
24
Jip+1
∫ xp+1
xp
f
4
i ξip uξipx− xp−1x− xp2
× x− xp+1
(∫ xp+1
x
1
ait
dt
)
dx+ 1
24
Jip
∫ xp
xp−1
f
4
i ξip uξip
× x− xp−1x− xp2x− xp+1
(∫ x
xp−1
1
ait
dt
)
dx
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By inserting 32 into 31, we obtain
−Jipuixp−1 + Jip + Jip+1uixp − Jip+1uixp+1
+ Eipfixp−1 uxp−1 + Fipfixp uxp
+Gipfixp+1 uxp+1 + ri ph = 0
ui0 = ui1 = 0 1 ≤ p ≤ N − 1 1 ≤ i ≤ n
(3.3)
Now, for any discrete function qhx = qh 1x     qh nxT , we deﬁne
lh = diaglh 1     lh n Ph = diagPh 1     Ph n
with
lh iqh ixp = −Jipqh ixp−1 + Jip + Jip+1qh ixp
− Jip+1qh ixp+1
Ph iqh ixp = Eipqh ixp−1 + Fipqh ixp +Gipqh ixp+1
1 ≤ p ≤ N − 1 1 ≤ i ≤ n
Furthermore, let rph = r1 ph     rnphT . Then (3.3) becomes
lhuxp + Phf xp uxp + rph = 0 1 ≤ p ≤ N − 1
u0 = u1 = 0
(3.4)
By neglecting rph in (3.4), we obtain the following scheme
lhuhx + Phf x uhx = 0 x ∈ Ih
uh0 = uh1 = 0
(3.5)
We shall prove the monotonicity of scheme (3.5). To do this, we express
(3.5) in terms of matrices. Let Jh i = Jip q and let Dh i = Dip q be the
two tridiagonal matrices with the elements
J
i
pp−1 = −Jip Jipp = Jip + Jip+1 Jipp+1 = −Jip+1
1 ≤ p ≤ N − 1 1 ≤ i ≤ n
D
i
pp−1 = EipDipp = FipDipp+1 = Gip
Moreover let
Uh i = uh ix1     uh ixN−1T 
Fiuh = fix1 uhx1     fixN−1 uhxN−1T 
Qh iuh = −Ji 1uh i0 0     0−JiNuh i1T 
Bh iuh = Ei 1fi0 uh0 0     0GiN−1fi1 uh1T 
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Then scheme (3.5) can be described by
Jh iUh i +Dh iFiuh +Qh iuh + Bh iuh = 0 1 ≤ i ≤ n
uh0 = uh1 = 0 (3.6)
We now list some properties of matrices Dh i and Jh i.
Lemma 3.1. If α1 ≤
√
3α0, then Dh i ≥ 0.
Lemma 3.2. There exists a positive constant h∗ ≤ 1 such that for all h ≤
h∗, Dh i ≥ 0.
The proofs of the above two lemmas are similar to the proofs of
Lemmas 3.1 and 3.2 in [18] and are omitted here. It can be also checked
as in [18] that if there exist constants α2 ≤ 0 and α3 ≥ 0 such that
α2 ≤ a′ix ≤ α3 for all x ∈ I and 1 ≤ i ≤ n, then we can take
h∗ =

1 if α2 = α3 = 0,
min
{
2α30
α212α3 − 3α2

2α30
α213α3 − 2α2
 1
}
 otherwise.
Since Fip ≥ 0 for all i and p, we can compute the values of Eip and Gip
directly, to obtain a more precise value of h∗ in practical problems.
We next introduce the concept of monotone matrix. A matrixA = Apq
is called a monotone matrix if AZ ≥ 0 implies Z ≥ 0 for any real vector
Z. A necessary and sufﬁcient condition for the monotonicity of A is the
existence of the inverse A−1 ≥ 0 (e.g., see [19]). Now let h∗ be the same as
in Lemma 3.2, and set
h¯ =
{
1 if α1 ≤
√
3α0,
h∗ if α1 >
√
3α0.
(3.7)
Lemma 3.3. For any positive constant M and all
h < min
{
max
{(
8α0
M
)1/2

(
24α1α
2
0
3α21 − α20M
)1/2}
 h¯
}

the matrix Jh i +MDh i is monotone.
Lemma 3.4. If min−α0− 8α
3
0
α21
 < M ≤ 0 and h ≤ h¯, then the matrix
Jh i +MDh i is monotone.
The proofs of the above two lemmas are similar to those of Lemmas
3.3–3.6 in [18] and so are omitted here. The combination of Lemmas 3.1–3.4
leads to the following result.
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Theorem 3.1. Scheme (3.5) is monotone for all h ≤ h¯, with any nonpos-
itive constant M0 > min−α0− 8α
3
0
α21
, and
h0M
=

min
{
max
{(
8α0
M
)1/2
(
24α1α
2
0
3α21−α20M
)1/2}
h¯
}
 M>0,
h¯ min
{
−α0−
8α30
α21
}
<M≤0.
(3.8)
Proof. Lemmas 3.1 and 3.2 imply the positivity of Ph. Hence it sufﬁces
to show that (3.5) satisﬁes condition H2 with M0 and h0M given by (3.8).
To do this, let M ≥M0 > min
{−α0− 8α30α21 }, and assume that for 1 ≤ i ≤ n
lh iuh ix +MPh iuh ix ≥ 0 x ∈ Ih
uh i0 ≥ 0 uh i1 ≥ 0
(3.9)
In terms of matrices, (3.9) can be described by
Jh i +MDh iUh i ≥ −Qh iuh −MBh iuh
uh i0 ≥ 0 uh i1 ≥ 0
(3.10)
where Jh iDh iQh iuh, and Uh i are the same as in (3.6), and
Bh iuh = Ei 1uh i0 0     0GiN−1uh i1T 
By Lemmas 3.3 and 3.4, Jh i +MDh i is monotone for h < h0M. Next we
can follow the same line of reasoning as in [18] to show the nonnegativity
of the right side of (3.10). Therefore by the monotonicity of Jh i +MDh i,
we conclude that Uh i ≥ 0, which implies the condition H2.
By Theorem 3.1, all results in Section 2 are valid for (3.5). In particular,
we can construct the sequences by iterations (2.5) and (2.12), which con-
verge monotonically to the coupled quasi-solutions of (3.5). Moreover, the
coupled quasi-solutions reduce to the exact solutions under the conditions
of Theorem 2.1. We now give another sufﬁcient condition ensuring that the
coupled quasi-solutions of (3.5) are also the exact solutions.
Let zhx ∈  , and deﬁne
zhx∞ = max
1≤i≤n
max
x∈Ih
zh ix zhx2 = max
1≤i≤n
N∑
p=0
hz2h ixp
zhx21 = max1≤i≤n
N∑
p=1
zh ixp − zh ixp−12
h

We have the following results (see [2]).
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Lemma 3.5. If zh i0 = zh i1 = 0 and yixp ≥ α0h for 1 ≤ p ≤ N ,
then
N−1∑
p=1
−yixpzh ixp−1 + yixp + yixp+1zh ixp
− yixp+1zh ixp+1zh ixp
≥ α0
N∑
p=1
1
h
zh ixp − zh ixp−12
Lemma 3.6. If zh0 = 0 or zh1 = 0, then zhx ≤ zhx∞ ≤
zhx1.
Let
α4 = min
{
3α21 − α20
24α0α1

5
12
}
 α5 = min
{
5α1
6α0
 2
}

Theorem 3.2. Let uh ≤ u¯h, and assume that
(i) f x ux is of mixed quasi-monotone property in Ih ×Kuh u¯h,
(ii) there exists a constant M independent of h such that∣∣∣∣ ∂fi∂uj x u
∣∣∣∣ ≤ M x ∈ Ih u ∈ Kuh u¯h 1 ≤ i j ≤ n
and 2α4 + α5nM < α0, and
(iii) the functions u∗hx u¯∗hx ∈  are coupled quasi-solutions of
(3.5) in Kuh u¯h. Let h ≤ h. Then u¯∗hx = u∗hx for all x ∈ Ih, and
u¯∗hx (or u∗hx) is a unique solution of (3.5) in Kuh u¯h.
Proof. Let zhx = u¯∗hx − u∗hx for x ∈ Ih, and
gixp = fi
(
xp u¯
∗
h ixp
[
u¯∗hxp
]
bi

[
u∗hxp
]
di
)
− fi
(
xp u
∗
h ixp
[
u∗hxp
]
bi

[
u¯∗hxp
]
di
)
for 1 ≤ i ≤ n and 1 ≤ p ≤ N − 1. Then for 1 ≤ i ≤ n,
lh izh ixp + Ph igixp = 0 1 ≤ p ≤ N − 1
zh i0 = zh i1 = 0
Multiplying the above equation by zh ixp and summing the results over
all xp, we obtain from Lemma 3.5 that
α0
N∑
p=1
1
h
(
zh ixp − zh ixp−1
)2 ≤ −N−1∑
p=1
(
Ph igixp
)
zh ixp (3.11)
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Thanks to h ≤ h, we have from Lemmas 3.1 and 3.2 that
0 ≤ Eip ≤ Jip
∫ xp
xp−1
1
ait
(
t − xp2
4h
− t − xp
3
6h2
)
dt ≤ 5
12
h
Similarly
0 ≤ Fip ≤ 2h 0 ≤ Gip ≤
5
12
h
On the other hand, we also have that
0 ≤ Eip ≤ −
Jip+1
24α1
h2 + Jip
8α0
h2 ≤ 3α
2
1 − α20
24α0α1
h
and
0 ≤ Fip ≤
5α1
6α0
h 0 ≤ Gip ≤
3α21 − α20
24α0α1
h
The above estimates imply that
0 ≤ Eip ≤ α4h 0 ≤ Fip ≤ α5h 0 ≤ Gip ≤ α4h
Consequently,
−
N−1∑
p=1
(
Phigixp
)
zhixp
≤
N−1∑
p=1
zhixpPhi
(
n∑
j=1
∣∣∣∣ ∂fi∂uj xpθijxp
∣∣∣∣·zhjxp
)
≤ M
(
α4h
n∑
j=1
N−1∑
p=1
zhjxp−1·zhixp+α5h
n∑
j=1
N−1∑
p=1
zhjxp·zhixp
+α4h
n∑
j=1
N−1∑
p=1
zhjxp+1·zhixp
)
≤2α4+α5nMzhx2
where θi jxp is an intermediate value between u¯∗hxp and u∗hxp. Finally,
we obtain from (3.11) and Lemma 3.6 that
α0zhx21 ≤ 2α4 + α5nMzhx21
It follows from the boundary conditions that zhx = 0 for all x ∈ Ih. This
implies u¯∗hx = u∗hx and therefore u¯∗hx (or u∗hx) is a solution of (3.5)
in Kuh u¯h.
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To show the uniqueness of the solution we observe that if uhx is
another solution of (3.5) in Kuh u¯h, then the function whx = u¯∗hx −
uhx satisﬁes the following equations
lh iwh ixp + Ph i
(
fixp u∗hxp − fixp uhxp
) = 0
zh i0 = zh i1 = 0 1 ≤ p ≤ N − 1 1 ≤ i ≤ n
An argument as in the proof for zhx leads to whx = 0 for all x ∈ Ih.
This implies uhx = u¯∗hx and thus the uniqueness of solution follows.
The combination of Lemmas 2.1 and 2.2 and Theorem 3.2 leads to the
following result.
Theorem 3.3. Let u¯hx, uhx be a pair of coupled upper and lower
solutions of (3.5), and assume that
(i) f x ux is of mixed quasi-monotone property in Ih ×Kuh u¯h,
and
(ii) there exists a constant M independent of h such that∣∣∣∣ ∂fi∂uj x u
∣∣∣∣ ≤ M x ∈ Ih u ∈ Kuh u¯h 1 ≤ i j ≤ n
and 2α4 + α5nM < α0.
Let M∗ ≥ M and h < h0M∗, where h0M∗ is given in (3.8). Then the
sequences u¯mh x and umh x given by (2.5), with u¯0h x = u¯hx,
u
0
h x = uhx, and M =M∗, converge monotonically to the unique solu-
tion uhx of (3.5) in Kuh u¯h. Moreover,
uhx ≤ umh x ≤ um+1h x ≤ uhx ≤ u¯m+1h x ≤ u¯mh x ≤ u¯hx
x ∈ Ih m = 1 2    
The same result is valid for the iteration (2.12).
The following theorem gives an estimate for the convergence rate of the
sequences given by (2.5).
Theorem 3.4. Assume that the conditions in Theorem 3.3 hold, and
2α4 + α5n+ 1 M < α0
Let h < h0 M, where h0 M is given in (3.8), and let u¯mh x and
umh x be the sequences given by (2.5) with u¯0h x = u¯hx u0h x =
uhx, and M = M . Let also u¯∗hx and u∗hx be the limits of the sequences
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u¯mh x and umh x, respectively. Then∣∣∣u¯mh x − u¯∗hx∣∣∣2
1
+
∣∣∣umh x − u∗hx∣∣∣2
1
≤ γm
(∥∥∥u¯0h x − u¯∗hx∥∥∥2 + ∥∥∥u0h x − u∗hx∥∥∥2)
with
γ = 2α4 + α5n+ 1
M
2α0 − 2α4 + α5n+ 1 M
< 1
Proof. Let z¯mh x = u¯mh x − u¯∗hx and zmh x = u∗hx − umh
x for all x ∈ Ih. Then z¯mh x ≥ 0 and zmh x ≥ 0 for all x ∈ Ih. Let
g
m
i xp = fi
(
xp u¯
m
h i xp
[
u¯
m
h xp
]
bi

[
u
m
h xp
]
di
)
− fi
(
xp u¯
∗
h ixp
[
u¯∗hxp
]
bi

[
u∗hxp
]
di
)

We have that for all 1 ≤ i ≤ n,
lh iz¯
m+1
h i xp + MPh iz¯m+1h i xp = MPh iz¯mh i xp − Ph igmi xp
1 ≤ p ≤ N − 1
z¯
m+1
h i 0 = z¯m+1h i 1 = 0
Multiplying the above equation by z¯m+1h i xp, and summing the results over
all xp, we obtain from Lemma 3.5 that
α0
N∑
p=1
1
h
(
z¯
m+1
h i xp − z¯m+1h i xp−1
)2
+ M
N−1∑
p=1
(
Ph iz¯
m+1
h i xp
)
z¯
m+1
h i xp
≤ M
N−1∑
p=1
(
Ph iz¯
m
h i xp
)
z¯
m+1
h i xp −
N−1∑
p=1
(
Ph ig
m
i xp
)
z¯
m+1
h i xp
We have as before that
−
N−1∑
p=1
(
Ph ig
m
i xp
)
z¯
m+1
h i xp
≤ M
N−1∑
p=1
Ph i
(
z¯
m
h i xp +
∑
bi
z¯
m
h j xp +
∑
di
z
m
h j xp
)
z¯
m+1
h j xp
≤
(
α4 +
1
2
α5
)
M
(
bi + 1
(∥∥z¯mh x∥∥2 + ∥∥z¯m+1h x∥∥2)
+ di
(∥∥zmh x∥∥2 + ∥∥z¯m+1h x∥∥2))
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where
∑
bi
z¯
m
h j xp denotes the sum of bi components of z¯mh xp. The
meaning of
∑
di
z
m
h j xp is similar. Furthermore, it is easy to show that
M
N−1∑
p=1
(
Ph iz¯
m+1
h i xp
)
z¯
m+1
h i xp ≥ 0
M
N−1∑
p=1
(
Ph iz¯
m
h i xp
)
z¯
m+1
h i xp
≤
(
α4 +
1
2
α5
)
M
(∥∥z¯mh x∥∥2 + ∥∥z¯m+1h x∥∥2)
The above estimates imply that
α0
N∑
p=1
1
h
(
z¯
m+1
h i xp − z¯m+1h i xp−1
)2
≤
(
α4 +
1
2
α5
)
M
(
bi + 2
(∥∥z¯mh x∥∥2 + ∥∥z¯m+1h x∥∥2)
+ di
(∥∥zmh x∥∥2 + ∥∥z¯m+1h x∥∥2))
Similarly,
α0
N∑
p=1
1
h
(
z
m+1
h i xp − zm+1h i xp−1
)2
≤
(
α4 +
1
2
α5
)
M
(
bi + 2
(∥∥zmh x∥∥2 + ∥∥zm+1h x∥∥2)
+ di
(∥∥z¯mh x∥∥2 + ∥∥zm+1h x∥∥2))
Therefore,
α0
(∣∣z¯m+1h x∣∣21 + ∣∣zm+1h x∣∣21)
≤
(
α4 +
1
2
α5
)
n+ 1 M
(∥∥z¯mh x∥∥2 + ∥∥zmh x∥∥2
+ ∥∥z¯m+1h x∥∥2 + ∥∥zm+1h x∥∥2)
Furthermore using Lemma 3.6 yields that∣∣z¯mh x∣∣21 + ∣∣zmh x∣∣21 ≤ γm−1(∣∣z¯1h x∣∣21 + ∣∣z1h x∣∣21) m > 1
and ∣∣z¯1h x∣∣21 + ∣∣z1h x∣∣21 ≤ γ(∥∥z¯0h x∥∥2 + ∥∥z0h x∥∥2)
Then the conclusion follows.
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We can also give an estimate for the convergence rate of the sequences
given by (2.12) similarly.
4. THE CONVERGENCE OF MONOTONE FINITE
DIFFERENCE SCHEME
In this section, we deal with the convergence of the monotone ﬁnite
difference scheme (3.5). Let ux be the solution of (2.1), and let uhx be
the solution of (3.5). Further let ehx = uhx − ux for all x ∈ Ih. Then
we obtain from (3.4) and (3.5) that for 1 ≤ i ≤ n,
lh ieh ixp + Ph i
(
fixp uhxp − fixp uxp
)
= ri ph 1 ≤ p ≤ N − 1
eh i0 = eh i1 = 0
(4.1)
We now estimate ri ph. When h→ 0, the main part of ri ph is
Biph =
1
6
f
3
i ηip uηipB˜i ph
with
B˜i ph = Jip+1
∫ xp+1
xp
1
ait
(∫ t
xp
x− xp−1x− xpx− xp+1dx
)
dt
+ Jip
∫ xp
xp−1
1
ait
(∫ xp
t
x− xp−1x− xpx− xp+1dx
)
dt
Let git = 1ait . From the Taylor expansion of git at xp, we have
B˜i ph = Jip+1gixpB˜i p 1h + JipgixpB˜i p 2h +Oh5
with
B˜ip1h =
∫ xp+1
xp
(∫ t
xp
x− xp−1x− xpx− xp+1dx
)
dt
B˜ip2h =
∫ xp
xp−1
(∫ xp
t
x− xp−1x− xpx− xp+1dx
)
dt
Since J−1i q = gixph + Oh2 for q = pp + 1 and B˜i p qh = Oh5 for
q = 1 2, we have
B˜i ph = JipJi p+1g2i xph
(
B˜ip1h + B˜ip2h
)+Oh5
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It can be veriﬁed that B˜i p 1h + B˜i p 2h ≡ 0. This leads to
Biph =
1
6
f
3
i ηip uηipOh5 (4.2)
Suppose that for a certain positive constant C0,
max
0≤x≤1
∣∣f ji x ux∣∣ ≤ C0 1 ≤ j ≤ 4 1 ≤ i ≤ n (4.3)
Then it follows from (4.2) and (4.3) that for sufﬁciently small h, there exists
some positive constant C1 independent of h such that ri ph ≤ C1h5 for
all 1 ≤ p ≤ N − 1 and 1 ≤ i ≤ n.
Theorem 4.1. Let ux and uhx be the solutions of (2.1) and 35 in
Ku∗ u∗, respectively, and assume that
(i) there exists a constant M independent of h such that∣∣∣ ∂fi
∂uj
xη
∣∣∣ ≤ M x ∈ Ih η ∈ Ku∗ u∗ 1 ≤ i j ≤ n
and 2α4 + α5nM < α0 where α4 and α5 are the same as before.
(ii) (4.3) holds.
Then for sufﬁciently small h,
uhx − ux∞ ≤ uhx − ux1 ≤ C2h4
where C2 is a positive constant independent of h.
Proof. Multiplying (4.1) by eh ixp and summing the results over all
xp, we obtain
α0
N∑
p=1
1
h
(
ehixp−ehixp−1
)2≤2α4+α5nMehx21+C1N−1∑
p=1
h5ehixp
The last term is bounded by
C1
N−1∑
p=1
h9/2
(
h1/2eh ixp
) ≤ C21
4ε
h8 + εehx2 ∀ ε > 0
Hence by Lemma 3.6,
α0ehx21 ≤
(2α4 + α5nM + ε)ehx21 + C214ε h8
and the desired result follows.
Theorem 4.1 shows that scheme (3.5) has the accuracy of fourth order.
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5. NUMERICAL RESULTS
In this section, we present somenumerical results.We consider the problem
−u′′1x + f1x u1x u2x= 0 0 < x < 1
−u′′2x + f2x u1x u2x= 0 0 < x < 1
u1x = u2x= 0 x = 0 1
(5.1)
where fix u1 u2 = σiu1u2 − π2 sinπx − σi sin2 πx with σ1 = 003 and
σ2 = −002. It is easy to verify that u1x u2xT = sinπx sinπxT is
the analytical solution of (5.1). We use (3.5) to solve (5.1) numerically. In
this case, scheme (3.5) is reduced to
−uh 1xp−1 + 2uh 1xp − uh 1xp+1
+ h
2
12
f1xp−1 uh 1xp−1 uh 2xp−1
+ 10f1xp uh 1xp uh 2xp
+ f1xp+1 uh 1xp+1 uh 2xp+1 = 0 1 ≤ p ≤ N − 1
−uh 2xp−1 + 2uh 2xp − uh 2xp+1
+ h
2
12
f2xp−1 uh 1xp−1 uh 2xp−1
+ 10f2xp uh 1xp uh 2xp
+ f2xp+1 uh 1xp+1 uh 2xp+1 = 0 1 ≤ p ≤ N − 1
uh 10 = uh 20 = uh 11 = uh 21 = 0
(5.2)
It can be checked that (5.2) is monotone for all h and has a pair of coupled
upper and lower solutions,
u¯hx =
(
π2 + σ1
2
x1− x π
2 + 1
2
x1− x
)T
 vhx ≡ 0 0T 
Moreover,
0 ≤ ∂f1
∂u1
≤ 1
4
 0 ≤ ∂f1
∂u2
≤ 1
4
 −1
4
≤ ∂f2
∂u1
≤ 0
−1
4
≤ ∂f2
∂u2
≤ 0 in 	0 1 ×Kvh u¯h
Let N = 20. We ﬁrst compute the sequences u¯mh x and umh x
given by (2.5) with the initial iterations u¯0h x = u¯hx u0h x = uhx,
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TABLE I
The Sequences
{
u¯
m
h 025
}
and
{
u
m
h 025
}
m u¯
m
h 1025 u¯mh 2025 umh 1025 umh 2025
0 0.928087796 1.019025296 0.000000000 0.000000000
1 0.713776119 0.715130262 0.691380976 0.688478877
2 0.707302309 0.707328803 0.706740364 0.706592054
3 0.707114127 0.707114674 0.707099810 0.707094305
4 0.707108691 0.707108717 0.707108323 0.707108156
5 0.707108536 0.707108551 0.707108526 0.707108536
and M∗ = 14 . The numerical results at x = 025 are presented in Table I.
They show that u¯mh x is a monotonically nonincreasing sequence, and
umh x is a monotonically nondecreasing sequence. Next, we compute
the sequences v¯mh x and vmh x given by (2.12) with the same param-
eter M∗ and the same initial values. The numerical results at x = 025 are
shown in Table II. They show that v¯mh x is a monotonically nonincreas-
ing sequence, and vmh x is a monotonically nondecreasing sequence.
These results coincide with the analysis of monotonicity described in
Theorem 3.3. Also, we see from Tables I and II that the relation (2.16) in
Theorem 2.2 holds. Moreover, we can ﬁnd that the limits of u¯mh x and
umh x are the same. Indeed the condition of Theorem 3.3 is fulﬁlled in
this example, and so they converge to the unique solution.
To show the convergence of scheme (5.2), we take the tolerance ε = 10−7
in iterations. Namely, we take u¯m
∗
h x as the solution of (5.2) (denoted by
uhx) when u¯m
∗
h x − um
∗
h x∞ ≤ 10−7. Let Ei = max0≤p≤N uixp −
uh ixp. We list the maximum errors Ei in Table III, which indicate the
higher accuracy.
TABLE II
The Sequences
{
v¯
m
h 025
}
and
{
v
m
h 025
}
m v¯
m
h 1025 v¯mh 2025 vmh 1025 vmh 2025
0 0.928087796 1.019025296 0.000000000 0.000000000
1 0.713776119 0.714703857 0.691380976 0.688478877
2 0.707302309 0.707306883 0.706741395 0.706616538
3 0.707114066 0.707113781 0.707099888 0.707095552
4 0.707108687 0.707108685 0.707108327 0.707108203
5 0.707108536 0.707108550 0.707108527 0.707108537
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TABLE III
The Maximum Errors for (5.2)
N E1 E2
15 0.794243E–05 0.801261E–05
20 0.244081E–05 0.246266E–05
25 0.903914E–06 0.911988E–06
30 0.491437E–06 0.495984E–06
35 0.189501E–06 0.191206E–06
For comparison, we also use the following standard ﬁnite difference
scheme for solving (5.1),
−uh 1xp−1 + 2uh 1xp − uh 1xp+1
+ h2f1xp uh 1xp uh 2xp = 0 1 ≤ p ≤ N − 1
−uh 2xp−1 + 2uh 2xp − uh 2xp+1
+ h2f2xp uh 1xp uh 2xp = 0 1 ≤ p ≤ N − 1
uh 10 = uh 20 = uh 11 = uh 21 = 0
(5.3)
It can be checked that (5.3) is also monotone for all h, and all results for
(5.2) are also valid for (5.3). But it only possesses the accuracy of second
order. We use iteration (2.5) for solving (5.3), with the same parameter M
and the same initial values as in the previous example. The maximum errors
Ei of the solution of (5.3) and the solution of (5.1) are listed in Table IV.
We can see from Tables III and IV that scheme (5.2) gives much better
numerical results than scheme (5.3).
TABLE IV
The Maximum Errors for (5.3)
N E1 E2
15 0.362408E–02 0.365622E–02
20 0.204774E–02 0.206587E–02
25 0.130733E–02 0.131888E–02
30 0.909522E–03 0.917558E–03
35 0.667369E–03 0.673262E–03
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