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RESUMEN  
Este artículo presenta dos algoritmos, basados en estimación de estado, para la identificación de parámetros de líneas de trans-
misión. Las técnicas utilizadas se fundamentan en la inclusión de los parámetros de las líneas en el vector de estado y la solu-
ción del estimador de estado por mínimos cuadrados ponderados. En ambos casos se construyerón sistemas de potencia ficti-
cios que se componen de copias de la misma línea de transmisión para diferentes instantes de tiempo. Uno de los algoritmos 
usó mediciones de magnitud de voltaje y potencia activa y reactiva, mientras que el otro implementó mediciones fasoriales sin-
cronizadas de voltaje y corriente. Los algoritmos fueron evaluados utilizando mediciones simuladas en el sistema de 30 nodos 
de IEEE. Ambas soluciones identificaron la totalidad de los parámetros de las líneas con errores menores del 1%. 
Palabras clave: estimación de estado, estimación de parámetros, PMU, mínimos cuadrados.  
 
ABSTRACT 
This article presents two state-estimation-based algorithms for identifying transmission line parameters. The identification techni-
que used simultaneous state-parameter estimation on an artificial power system composed of several copies of the same trans-
mission line, using measurements at different points in time. The first algorithm used active and reactive power measurements at 
both ends of the line. The second method used synchronised phasor voltage and current measurements at both ends. The algo-
rithms were tested in simulated conditions on the 30-node IEEE test system. All line parameters for this system were estimated with 
errors below 1%. 
Keywords: state estimation, parameter estimation, PMU, least squares. 
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Introducción 
Los sistemas de potencia eléctrica operan con la ayuda de herra-
mientas de supervisión y control (SCADA: Supervisory Control and 
Data Acquisition System), conjunto de medidores y algoritmos que 
permite un funcionamiento seguro y económico del sistema. Uno 
de los componentes fundamentales del sistema de supervisión es 
el estimador de estado SE (State Estimator). El estimador de estado 
calcula las magnitudes y las fases de los voltajes en los nodos del 
sistema a partir de un conjunto redundante de mediciones, que 
incluyen voltajes nodales y flujos de potencia. Los estimadores de 
mínimos cuadrados ponderados fueron los primeros en proponer-
se a principios de los setenta y son los más usados actualmente 
(Abur y Celik, 1995; Alsac et ál., 1998; Meliopoulos et ál., 2001). 
A partir de ese momento un gran esfuerzo investigativo se ha en-
focado en solucionar los problemas inherentes al proceso de es-
timación, como la detección y eliminación de errores sistemáticos, 
el aumento en la velocidad de procesamiento el uso de con-
diciones del sistema para aumentar la confiabilidad de los re-
sultados, entre otros, Abur y Celik, 1991; Abur y Celik, 1995; 
Aschmoneit et ál., 1997; Korres, 2002; Kotiuga y Vidyasagar, 
1982; Singhand et ál., 1997; Singh y Alvarado, 1994; Zhang et ál., 
1992. No obstante, un problema básico para cualquier tipo de es-
timador es la necesidad de fijar valores para los parámetros del 
modelo π de la red de potencia. Con el fin de solucionar las ecua-
ciones del estimador se deben suponer valores exactos de estos 
parámetros para cada una de las líneas que componen el sistema 
de potencia. En la realidad esta condición muy difícilmente se 
cumple (Al-Othman y Irving, 2005; Van-Cutsem y Quintana, 
1988; Kusic y Garrison, 2004; Meliopoulos et ál., 2001; Zarco y 
Exposito, 2000). 
La estimación de parámetros es el proceso mediante el cual uno o 
varios parámetros de la red de los cuales se sospecha sobre su pre-
cisión se valoran a partir de otras mediciones. La estimación de pa-
rámetros es importante debido a que valores más precisos en los 
parámetros conducen a mejores resultados en el SE y en aplica-
ciones como análisis de seguridad, despacho económico y flujo de 
carga óptimo (Kusic y Garrison, 2004). Es un hecho común que las 
bases de datos de los parámetros con que cuentan las empresas 
tengan errores significativamente grandes debido a imprecisión de 
los datos reportados por los fabricantes, modificación de los circuí-
tos sin actualizar la base de datos, al desgaste de los materiales o 
cambios en las condiciones ideales con las cuales se calculó el mo-
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delo π (Alsac et ál., 1998; Meliopoulos et ál., 2001; Zarco y 
Exposito, 2000). Según Kusic (Kusic y Garrison, 2004), los errores 
en los parámetros debido a las desviaciones de los valores ideales 
de cálculo para una línea suelen estar entre un 25% y un 30%. El 
PE (Parameter Estimator) permite actualizar la base de datos y 
rastrear cambios de los parámetros a lo largo del tiempo, ya sean 
lentos debido al desgaste normal de los materiales, o rápidos, co-
mo los relacionados con el efecto corona (Alsac et ál., 1998) o 
compensación serie. 
La estimación de parámetros generalmente se desarrolla mediante 
dos metodologías. La primera ejecuta el PE posterior al SE (Van-
Cutsem y Quintana, 1988; Liu et ál., 1992), lo cual le da la ventaja 
de que el código principal del SE no es modificado. Una vez obte-
nido el resultado del SE, se analizan todos los residuos de las me-
didas, seleccionando aquellas mediciones que presentan los ma-
yores residuos. Dado que el proceso de la estimación de paráme-
tros es un problema local (Zarco y Exposito, 2000), se seleccionan 
las líneas cercanas al punto en donde se presentaron los residuos 
de las medidas más altos. Por medio de la relación lineal que 
existe entre los residuos de las medidas y los errores en los pará-
metros, y por medio de la matriz de sensibilidad del error, se ha-
llan los errores de los parámetros y se actualizan sus valores. Las 
diferencias entre los distintos métodos de este tipo está en la for-
mación del vector de errores (Zarco y Exposito, 2000). 
La segunda metodología ejecuta el PE al mismo tiempo que el SE, 
como es el caso de los métodos basados en el aumento del vector 
de estado (Liu y Lim, 1995; Zhong y Abur, 2005; Zhu y Abur, 
2006). Estos métodos aumentan el vector de estado al agregarle 
como estados adicionales a estimar un número Np de parámetros 
que se sospechan erróneos. Se han propuesto varias formas de so-
lución. La más común utiliza las ecuaciones normales del estima-
dor de estado por mínimos cuadrados ponderados (WLS, Weighted 
Least Square), como un caso particular del criterio de máxima ve-
rosimilitud (ML, Maximum Likelihood), en donde se asume que la 
función de densidad de los errores es normal (Alsac et ál., 1998; 
Meliopoulos et ál., 2001). Otra forma de solucionar la estimación 
de parámetros con el vector aumentado es por medio de la teoría 
del filtro Kalman en el estimador por WLS, el cual usa diversos 
conjuntos de mediciones. El uso de la teoría del filtro Kalman es 
un método recursivo que va estimando los parámetros del sistema 
a medida que se añade un nuevo conjunto de mediciones, es de-
cir, partiendo de un conjunto de mediciones dadas, el estimador 
basado en la teoría de Kalman estima los parámetros del sistema y 
sus respectivos valores de covarianza. En la estimación subsecuen-
te k+1, el valor de los parámetros hallados en k, se utilizan como 
pseudo medidas y su covarianza es la hallada en la estimación k 
(Debs, 1974). Dicha técnica para la estimación de parámetros tie-
ne en cuenta la variación que éstos tienen en función del tiempo. 
Sin importar cuál de las dos metodologías descritas para el estima-
ción de parámetros se use, la solución se deteriora a medida que 
se estima una mayor cantidad de parámetros (Zarco y Exposito, 
2000). En Olarte y Diaz (2008) se propone una nueva metodología  
capaz de estimar los parámetros de todas las líneas de una red sin 
que se deteriore la solución. Ésta se basa en la solución de un esti-
mador combinado de estados y parámetros, de mínimos cuadra-
dos ponderados, aplicado a un sistema ficticio en donde todas las 
líneas comparten los mismos parámetros del modelo π. Por otra 
parte, las PMU (Phasor Measurement Units) fueron introducidas a 
mediados de los años ochenta; estos instrumentos miden en forma 
sincronizada los fasores de secuencia positiva de tensión de un no-
do y los fasores de secuencia positiva de las corrientes de las líneas 
conectadas a él La sincronización de las medidas se logra utili-
zando el sistema de posicionamiento global (GPS). El primer proto-
tipo de PMU se construyó en Virginia Tech, tomando como base 
el desarrollo previo que se había hecho en los años setenta del relé 
de distancia de componentes simétricas (Phadke, 2002). 
Desde su aparición, la principal aplicación que se pensó para las 
PMU fue la estimación de estado (Phadke, 2002). Trabajos recién-
tes (Zhou et ál., 2006) han mostrado que la precisión de la esti-
mación de estado aumenta si se incluyen junto con las mediciones 
tradicionales de potencia y tensión, mediciones fasoriales sincroni-
zadas. Es un hecho la tendencia creciente de instalación de unida-
des de medición fasorial (Huang y Dagle, 2008), de continuar así 
se espera en un futuro tener mediciones fasoriales de tensión en la 
mayoría los nodos de un sistema, lo cual conduciría a un cambio 
en el proceso de estimación de estado. Pensando en esta aplica-
ción, los trabajos de investigación recientes se enfocan en estable-
cer la ubicación óptima de PMU para mejorar la observabilidad de 
la red y la detección de datos erróneos (Chen y Abur, 2006; Xu y 
Abur, 2004). Pero el espectro de posibilidades de investigación 
con PMU es amplio; existen aplicaciones para medición de fre-
cuencia, predictor de estabilidad de ángulo y tensión, protecciones 
adaptativas y mejoramiento de control, entre otras (Uhlen et ál., 
2008; Le et ál., 2008; Xue, 2008). Adicionalmente, la precisión de 
estos dispositivos es en muchos casos superior a la alcanzada por 
los elementos tradicionales de medición de voltaje y potencia 
(Komarnicki et ál., 2008). Estas características hacen interesante el 
uso de mediciones fasoriales en la estimación de parámetros. 
Este artículo está organizado así: inicialmente se presenta la solu-
ción de la estimación de estado por norma mínima. Posteriormen-
te se expone la estimación simultánea de estados y parámetros, se 
exhibe los algoritmos de estimación de parámetros desarrollados y 
se ofrece algunos resultados de simulación. Finalmente, se expo-
nen algunas conclusiones. 
Estimación de estado por minimización de la 
norma 
El proceso de estimación de estado puede formularse como un 
problema de minimización de la norma en unespacio vectorial n-
dimensional. Dado un conjunto de mediciones z ∈ , relaciona-
das con las variables de estado x ∈ por: 
  (1) 
donde F es alguna función no lineal y ε es un término que repre-
senta el error de medición. El problema de estimación de estado 
puede definirse como en Boyd (2004): 
 
donde es cualquier norma fija en . 
Esta formulación incluye los problemas de estimación más comu-
nes; ejemplo, si la norma es la norma euclidiana usual, 
 
entonces el problema de norma mínima se convierte en el proble-
ma de mínimos cuadrados (least square, LS). El problema de míni-
mos cuadrados ponderados (weighted least square, WLS) puede 
plantearse en esta forma también: 
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donde W es una matriz diagonal cuyos términos Wii dan pesos wi 
para la i-ésima medición. 
El estimador por valor absoluto ponderado (weighted least absolute 
value, WLAV), otro método usado en sistemas de potencia, mini-
miza la siguiente función objetivo: 
 
Este estimador puede además representarse como un problema de 
norma mínima, usando la norma uno. La formulación de norma 
mínima deja a un lado las preguntas acerca de la distribución de 
probabilidad de los errores de medición. Dado que el ruido y las 
características del error son muy pocas veces conocidas, este plan-
teamiento del problema de estimación puede ser de gran valor 
práctico. 
Solución de la estimación de estado por norma mínima 
La solución del problema de estimación de estado se obtiene 
(Alsac et ál., 1998) a través de un proceso iterativo en el cual se 
busca una solución del problema de estimación de estado no li-
neal a través de una sucesión de subproblemas lineales. Éste es un 
procedimiento bien establecido (Schweppe y Handschin, 1974). 
Estimación de estado en sistemas de potencia 
El problema de estimación de estado en sistemas de potencia 
puede definirse como: 
Dado un conjunto de mediciones que incluyen: 
-Mediciones nodales: magnitud de voltajes  e inyecciones de 
potencia activa y reactiva Pk, Qk para el nodo k. 
 
-Mediciones de líneas y transformadores: flujos de potencia activa 
y reactiva Pi j, Pji, Qi j y Qji para un elemento conectado entre i y j. 
y un vector de estado que incluye magnitud de voltajes en nodos 
Vk y ángulos de fase φk para el nodo k, encontrar los componentes 
del vector de estado que minimizan la norma del error. En este 
caso, el modelo matemático que relaciona los valores medidos y 
los calculados está dado por las ecuaciones de flujo e inyección de 
potencia en las líneas (Arrillaga y Arnold, 1990; Saadat, 1999). 
Estimación simultánea de estados y parámetros 
Una metodología ampliamente utilizada es la estimación 
simultánea de estados y parámetros por medio del aumento del 
vector de estado. Si se cuenta con suficientes mediciones, algunos 
parámetros se pueden incluir en el vector de estado. El modelo 
empleado en esta metodología es el siguiente: 
   (2) 
En donde z es el vector de mediciones, F es un vector de funcio-
nes que relaciona los estados x y los parámetros p con las medicio-
nes y ε es el vector de error en las mediciones. Los valores estima-
dos de x y de p se obtienen usando la siguiente expresión: 
  (3) 
A medida que el número de parámetros incluidos en el vector de 
estado aumenta, la convergencia del proceso se deteriora, por lo 
cual se deben escoger con anterioridad los parámetros que se 
deseen estimar. Una forma de hacerlo es por medio del residuo 
de las mediciones en la estimación clásica, ya que en términos del 
SE los errores en los parámetros tienen el mismo efecto que un 
error de medición. Así por ejemplo, los estimados de las medicio-
nes relacionados con alguna línea van a presentar un residuo me-
nor si los parámetros son correctos. Lo anterior se puede ver en la 
siguiente ecuación, en donde se ha hecho una manipulación sim-
ple de la ecuación (2) teniendo en cuenta el valor verdadero de 
los parámetros y el valor de los parámetros utilizado en la estima-
ción: 
 (4) 
En donde z, F, x y ε tienen el mismo significado explicado anterior-
mente, p es el valor verdadero de los parámetros, p0 es el valor e-
rróneo de los parámetros utilizado en la estimación de estado y el 
subíndice i representa la i-ésima medición. El término entre los 
corchetes cuadrados actúa como un error adicional en la i-ésima 
medición cuando la diferencia entre p y p0 es notable. 
El proceso de estimación puede resumirse en el siguiente algo-
ritmo: 




En esta sección se describen los algoritmos para la estimación de 
los parámetros de líneas de transmisión. La diferencia principal en-
tre los algoritmos radica en las mediciones que utilizan. El primer 
álgoritmo utiliza potencias activas y reactivas y el segundo se vale 
de mediciones fasoriales. Los dos algoritmos propuestos identifican 
los parámetros de una línea de transmisión aumentando el vector 
de estado y solucionando por WLS. El vector de estado se aumen-
ta con los tres parámetros del modelo π de la línea, r, x y ys. Por 
simplicidad en los cálculos en el modelo se utiliza la admitancia 
serie en lugar de la impedancia serie (Figura 1); al final del proceso 
se calcula el valor de la impedancia serie estimada. 
Identificación de parámetros usando mediciones de 
potencia 
El algoritmo aprovecha la gran cantidad de datos de potencia y 
tensiones que en un sistema de potencia se pueden obtener en los 
extremos de un mismo elemento (línea o transformador) en diver-
sos instantes. En cada tiempo se forma un grupo de seis medicio-
nes, dos correspondientes a magnitud de tensión en los extremos 
del elemento, dos a flujo de potencia activa desde un extremo ha-
cia el otro extremo del elemento, y las dos últimas al flujo de 
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potencia reactiva desde un extremo hacia el otro. Con estas me-
diciones se construye el sistema ficticio de la figura 2, el cual cons-
ta de q elementos, en donde cada uno corresponde a un conjunto 
de seis mediciones tomadas en instantes diferentes. El sistema de 
potencia mostrado es ficticio dado que es una composición de la 
misma línea q veces, además se supone que los parámetros son 
constantes. Por otra parte, en este sistema ficticio se ha forzado a 
que el ángulo de la tensión en todos los nodos R sea cero, ya que 
no se necesita encontrar los valores reales de las fases sino la 
diferencia angular entre los nodos. El resultado de la estimación de 
estado es un vector que contiene los tres parámetros y valores de 
las magnitudes y las fases del sistema, que sólo se tienen en cuenta 
para verificar la convergencia. Sin embargo, el resultado de la i-
dentificación puede contener un nivel significativo de error, por 
tanto se propone un proceso de remuestreo que reduce el error a 
valores típicamente menores al 1%. La idea es repetir la estima-
ción de parámetros tomando datos de forma aleatoria a partir de 
valores históricos de las mediciones. Por último, se halla el prome-
dio de los parámetros estimados. 
 
Figura 1.  Modelo π de una línea de transmisión. 
 
Figura 2.  Sistema de potencia ficticio 
Las ecuaciones que relacionan las mediciones (magnitudes de 
voltaje y potencias) con las variables de estado y los parámetros de 
una línea de transmisión se muestran a continuación, ecuaciones 
5-11: 




   (9) 
   (10) 
   (11) 
En donde e representa la parte real de las tensiones y f la parte 
imaginaria éstas. Con q conjuntos de mediciones se tendrían en 
total 6q ecuaciones que correspondenal sistema de potencia ficti-
cio. 
Mediciones fasoriales sincronizadas 
Al emplear mediciones fasoriales sincronizadas se obtienen las par-
tes reales e imaginarias de las tensiones en los extremos de cada 
línea y las corrientes que fluyen desde cada uno de los extremos 
hacia el otro, también en su parte real e imaginaria. En total se tie-
ne un conjunto de siete mediciones por fracciónde tiempo en una 
línea de transmisión, cuatro mediciones correspondientes a co-
rriente (parte real e imaginaria de dos corrientes) y tres mediciones 
correspondientes a tensión (parte real e imaginaria de una tensión 
y parte real de la otra tensión, pues se ha forzado la tensión del 
extremo R a tener ángulo cero). 
Para q fracciones de tiempo se tiene un total de 7q medidas y se 
requiere estimar tres parámetros y 3q variables de estado. Esto, 
dado que los parámetros son los mismos para los q elementos, pe-
ro al añadir un nuevo conjunto de medidas, se añade un conjunto 
de tres variables de estado nuevas a estimar. Al igual que para el 
algoritmo basado en mediciones de potencia, en este proceso las 
variables de estado estimadas sólo sirven para verificar convergen-
cia y asegurar un adecuado significado físico de las tensiones. 
En coordenadas rectangulares, las ecuaciones que relacionan las 
variables de estado y los parámetros con las mediciones para una 
línea de transmisión se obtienen a continuación. De la figura (1) se 
puede deducir que: 
 (12) 
 (13) 
las cuales se pueden separar en parte real e imaginaria, como se 





Por último, se presentan las ecuaciones que relacionan las varia-
bles de estado con ellas: 
 
  (18) 
   (19) 
   (20) 
en donde e representa la parte real de las tensiones y f la parte i-
maginaria de éstes. El conjunto de ecuaciones (14)-(20), es el mo-
delo matemático que representa una sola línea de transmisión. Si 
se tienen q conjuntos de mediciones, es decir q líneas de transmi-
sión ficticias, se tendrán 7q ecuaciones en el modelo. 
Resultados 
El rendimiento del algoritmo propuesto se verificó a través de si-
mulaciones sobre el sistema de prueba de 30 nodos de la IEEE. Se 
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estimaron todos los parámetros de líneas del sistema. Las medicio-
nes se simularon al adicionar señales de ruido a los valores exactos 
de los resultados del flujo de carga. Las señales de ruido que se a-
ñadieron fueron de dos tipos; la primera, de distribución normal, 
con el 95% de las mediciones de del valor exacto, para si-
mular un instrumento de medición clase 0,5, la segunda, una con 
una distribución uniforme de  del valor exacto. La distribu-
ción del error que se añade a los resultados no tuvo influencia re-
presentativa en el resultado final. Se simularon distintas condicio-
nes de carga para darle variabilidad a los conjuntos de datos. Por 
cada simulación realizada de una condición de carga se almacena-
ron potencias activas y reactivas, magnitud de tensión y fasores de 
tensiones y corrientes en ambos extremos de la línea. 
Algoritmo con mediciones de potencia 
Para mejorar los resultados de la estimación se utilizó el esquema 
de remuestreo, igual al que se propuso en (Olarte y Díaz, 2008) 
en el cual para un mismo elemento se hicieron 1.000 estimaciones 
de los valores de los parámetros. En cada estimación se construye-
ron conjuntos aleatorios de 25 datos (q = 25), el resultado fue 
almacenado. Al cabo de las 1.000 simulaciones el valor estimado 
final del parámetro se obtuvo como el promedio de las 1.000 esti-
maciones individuales. La precisión de los valores de los paráme-
tros estimados con este esquema es más alta que con una sola es-
timación, aun si tienen varios conjuntos de datos. El tiempo de e-
jecución de todo el proceso de estimación con remuestreo fue de 
sólo algunos segundos. Toda la programación fue hecha en 
MATLAB.  
En la figura 3 se pueden ver los histogramas de los valores estima-
dos de los parámetros R y X de la línea de transmisión que conecta 
los nodos 2 a 5 del sistema de prueba IEEE de 30 nodos; en los 
histogramas se aprecia que los valores estimados son muy cercanos 
a los reales. En la tabla 1 se observa que no hay gran diferencia 
entre los valores estimados dependiendo de si el error que se 
añade a las mediciones es normalmente ouniformemente 
distribuido. Para las restantes líneas se lograron estimaciones en el 
valor de las reactancias en todos los casos por debajo del 1%. La 
susceptancia tuvo un error máximo del 5% y la resistencia del 3%. 
Algoritmo con mediciones fasoriales  
La primera prueba consistió en hacer estimaciones sucesivas con 
un solo conjunto de mediciones (q = 1) para simular una estima-
ción en tiempo real. En la figura 4a se observa el resultado de esta 
prueba, en donde se puede apreciar la variabilidad del valor esti-
mado del parámetro X de la línea 2-5 al compararlo con el valor 
exacto representado por la línea roja. De lo anterior se concluye 
que no se obtiene buena precisión en el valor estimado del pará-
metro con un solo conjunto de mediciones. En la figura 4b. se 
muestra un histograma del error en porcentaje de las estimaciones 
sucesivas del parámetro X de la línea 2-5, en la cual se observa cla-
ramente que el error toma valores hasta del 5%. 
Ahora, si se toman conjuntos de tres mediciones, se obtienen los 
resultados señalados en la figura 5. Claramente, el error de la esti-
mación se reduce.  
Por lo tanto, tomando más conjuntos de datos para la estimación, 
los errores de los valores estimados se minimizan. 
La gráfica 6 muestra la varianza de los valores estimados en fun-
ción del número de conjuntos de datos utilizados. Se puede ver 
que la varianza no cambia significativamente tomando más de seis 
conjuntos de mediciones, abriendo posibilidades a la estimación 
en línea de parámetros. Para mejorar los resultados de la esti-
mación se utilizó el mismo esquema de remuestreo expuesto. La 
precisión de los valores de los parámetros estimados con este es-
quema es más alta que con una sola estimación, aun si se tienen 
varios conjuntos de datos. El tiempo de ejecución de todo el pro-
ceso de estimación con remuestreo fue de solo algunos segundos 






Figura 3. a. Histograma del valor estimado de la resistencia de la línea 2-5. 
Mediciones con errores normalmente distribuidos. Las líneas verticales muestran 
el valor estimado (discontinua) y el valor exacto (punteada) b. Histograma del 
valor estimado de la reactancia de la línea 2-5. Mediciones con errores 
normalmente distribuidos. Las líneas verticales muestran el valor estimado 
(discontinua) y el valor exacto (punteada). 
Tabla 1. Resultados de la estimación de los parámetros para la línea 2-5 
 
En los resultados de la estimación en las líneas de transmisión, la 
mayoría de los errores promedio de la estimación de la reactancia 
X estuvieron por debajo de 1%, excepto para la línea 21−22, el 
cual presentó un error promedio de 17,74%. Este considerable 
margen en esa línea se debe a que los parámetros de ella  son muy 
pequeños comparados con las demás, por tanto, una pequeña 
variación del valor del parámetro representa una alta variación en 
el porcentaje de error. En la estimación de los parámetros de la re-
sistencia y de la suceptancia en paralelo, en la mayoría de los ca-
sos el error promedio no supera el 4%. Como ejemplo se muestran 
los resultados para la estimación de los parámetros R y X de la lí-
nea que une los nodos 2 y 5; se tuvo en cuenta un error con distri-
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bución normal. La figura 7 muestra los histogramas para el valor 
estimado de los parámetros R y X. En estos dos casos, el valor esti-
mado es muy cercano al valor real. En la tabla 2 se resume la esti-
mación de los parámetros de la línea 2-5. Aquí se puede apreciar 






Figura 4. a. Estimación sucesiva del parámetro X de la línea 2-5. La línea roja 
muestra el valor exacto del parámetro. b. Histograma del error en la estimación 
sucesiva. 
Conclusiones 
Se desarrollaron dos algoritmos de estimación de parámetros de 
líneas de transmisión. Estos algoritmos no tienen problemas unmé-
ricos si el número de parámetros a estimar aumenta, ya que trata 
la estimación de parámetros como un problema local. Los algorit-
mos se diferencian en el tipo de mediciones con las cuales se va a 
hacer la estimación (mediciones convencionales de potencia y 
magnitud de tensión o mediciones fasoriales sincronizadas de ten-
siones y corrientes). Los algoritmos resuelven por mínimos cuadra-
dos el problema de estimación simultánea de estados y parámetros 
de un sistema de potencia ficticio formado por q copias de la línea 
de transmisión, en donde cada copia corresponde a un conjunto 
de mediciones en una fracción de tiempo determinado. Los algo-
ritmos se probaron usando mediciones del sistema de prueba IEEE 
de 30 nodos, las medidas fueron simuladas añadiendo errores nor-
malmente y uniformemente distribuidos al resultado exacto de flu-
jo de carga. Los resultados de la estimación de parámetros son 
prácticamente los mismos al comparar los resultados de ambas dis-





Figura 5. a. Estimación sucesiva (ventana móvil de 3 conjuntos de mediciones) 
del parametro X de la línea 2-5. La línea roja muestra el valor exacto del 
parámetro b. Histograma del error en la estimación sucesiva (ventana móvil de 3 
conjuntos de mediciones). 
 
Figura 6. Varianza de los valores estimados en función del número de grupos 
utilizados.  
Tabla 2. Resultados de la estimación de los parámetros para la línea 2-5 
 
En el algoritmo basado en mediciones fasoriales sincronizadas se 
encontró que en la mayoría de casos los parámetros pueden ser 
estimados con buena precisión mediante un pequeño número de 
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conjuntos de datos. Esto abre la posibilidad de tener estimación de 
parámetros en tiempo real. Se halló también que una ventana mó-
vil de q ≥ 6, en la mayoría de los casos, era suficiente para hacer 
una estimación secuencial de parámetros de las líneas de transmi-
sión. En el algoritmo basado en mediciones de potencia se hizo 
necesario implementar el esquema de remuestreo para mejorar los 
valores estimados de parámetros constantes. En todos los casos, el 
esquema de remuestreo puede ser usado para estimar los paráme-





Figura 7. a. Histograma de los valores estimados de la resistencia de la línea. 
Errores normalmente distribuidos. Las líneas verticales indican el valor estimado 
(discontinua) y el valor real (punteada) b. Histograma de los valores estimados 
de la reactancia de la línea. Errores normalmente distribuidos. Las líneas 
verticales señalan el valor estimado (discontinua) y el valor real (punteada). 
Al comparar el algoritmo basado en mediciones fasoriales sincroni-
zadas con el que usa mediciones de potencia, se evidenció que la 
razón de redundancia es mayor usando mediciones fasoriales, ya 
que ahora se tiene una medición para el ángulo de la tensión. Con 
esta razón de redundancia mayor, se pueden utilizar menos con-
juntos de datos en la estimación y aun así obtener buenos resul-
tados. 
Para el caso del algoritmo basado en mediciones fasoriales puede 
parecer que el requisito de tener unidades de medición fasorial 
(PMU) en los dos extremos de la línea es muy estricto. Sin embar-
go, las PMU se vuelven más competitivas con relés y otras unida-
des de medición. Los fabricantes de relés además están incorpo-
rando capacidades de sincrofasores en sus equipos. Por eso pronto 
puede set álgo común tener mediciones fasoriales sincronizadas 
disponibles para la mayoría de los elementos. Actualmente éstas 
ya están disponibles en subestaciones de transformación equipa-
das con PMU. Las estimaciones de parámetros también pueden 
realizarse con equipos portátiles. 
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