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（Alternating Least squares SCALing）によるプログラムによってその計算が実行されて
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SPSSにおける多次元尺度法(Multi Dimensional Scaling：MDS)は，従来は ALSCAL 
(Alternating Least squares SCALing)によるプログラムによってその計算が実行されている[1]．
昨今，PROXSCAL プログラムも追加されたことで[5][13][17]，ユーザの利便性が向上したよう
に窺える．本項では，主要疾患粗死亡率データを[12]，INDSCALモデル( IＮdividual Difference 
SCALing )を中心に重みなしユークリッド距離モデルでもシミュレーション分析することで，
PROXSCALアルゴリズムの最適性に検討を加える． 
PROXSCALは，Majorization method (MA) を活用したガットマン変換を反復公式に利用し
たアルゴリズムであるので，その最適化において ALSCAL などの従来のそれよりも優れている
ことになっている[8]．そこで，本稿では主要死因別粗死亡率データのリサンプリングを行ったシ
ミュレーション分析を実行し，クルスカルのストレス 1式を評価基準にして ALSCAL による解
とPROXSCAL解のストレス値をそれぞれ比較してPROXSCALアルゴリズムの最適性の優劣を





















ディスパリティの剥離が小さくなるように(Squared Distances Approaches)，すなわち 


















2 － 2 ．PROXSCAL
PROXSCALは，SPSSのCategoryオプションに搭載されているプログラムである
［17］．PROXSCALでは良い布置を求めるために，モデル適合度を良好にするための


























を布置行列とするとσｒ(Ｘ)は以下のように定義されて   





        ＝ηδ
２＋tr Ｘ’ＶＸ－２tr Ｘ’Ｂ(Ｘ)Ｘ 
         ≦ηδ




    ∇τ(Ｘ,Ｚ)＝∇(tr Ｘ’ＶＸ)－∇(２tr Ｘ’Ｂ(Ｚ)Ｚ) 
          ＝２ＶＸ－２Ｂ(Ｚ)Ｚ 
である．ここで，∇τ(Ｘ,Ｚ)＝０とおくと 
    ＶＸ＝Ｂ(Ｚ)Ｚ 
となり，行列Ｖは一般にランク落ちをするので，Ｖのムーアペンロース(一般)逆行列をＶ＋とす
るとＶ＋は一意に定まり，上式を行列Ｘについて解くと 
    Ｘ＝Ｖ＋Ｂ(Ｚ)Ｚ 
のように布置Ｘは求まる．よって，反復式は 
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2 － 3 ．両プログラムによるモデル適合度相違の具体例 
同一データをALSCALとPROXSCALで解析した場合のモデル適合度の相違を例証する
ために，つぎの具体例を示す．このアンケートデータは各種アルコール飲料に対して被験














本稿では， 2 相 2 元データの主要疾患粗死亡率データの行データの各年度を 1 相とみ
なして， 2 相 3 元データに変換してINDSCAL で解析する．そして，ALSCALアルゴ
リズム，及びPROXSCALアルゴリズムでそれぞれ分析した場合の解析結果の相違検討









ブデータに対して，順序尺度レベルの変換でPROXSCAL及びALSCALを適用して， 2  
次元布置及び 3 次元布置を得る．そして，それぞれ得られた布置のクルスカル第1式の
ストレス値を記録して，両アルゴリズムの最適性を検討する［15］．本項ではモデル適合

































までがケースの粗死亡率データからなる 63ｘ10 型のデータ行列である． 
最初に，上記のような手順を24回繰り返し(リサン リング)，作成された24個のサブデータに
対して，順序尺度レベルの変換でPROXSCAL 及び ALSCAL を適用して，2 次元 及び3 次元布置
を得る．そして，それぞれ得られた布置のクルスカル第１式のストレス値を記録して，両アルゴ
リズムの最適性を検討する[15]．本項ではモデル適合度の評価基準にストレス第1式を採用した．





















































変数７ 増加減少関数 10＋2(Ｘ－1) Ｘ≦31
70－2(Ｘ－31) Ｘ≧32
変数８ 増加減少関数 60＋1.2Ｘ Ｘ≦31
96－(Ｘ－32)1.1 Ｘ≧32
変数９ 減少増加関数 300－Ｘ1.2 Ｘ≦31
238＋(Ｘ－31)1.2 Ｘ≧32












データ構造を調べた．表 1 から当該データ行列の階数は 2 ないし 3 と見做せるので，当
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較して，必ずしも優れた解をもたらすと 結論できなか  
 
表2．ALSCALおよびPROXSCALのストレス1式の値 (順序尺度レベルの変換) 
NO ＡＬＳＣＡＬ PROXSCAL ＮＯ ＡＬＳＣＡＬ PROXSCAL
乱数１ 0.222 0.193 乱数１ 0.102 0.138
乱数２ 0.218 0.193 乱数２ 0.103 0.137
乱数３ 0.188 0.164 乱数３ 0.1 0.122
乱数４ 0.226 0.194 乱数４ 0.103 0.138
乱数５ 0.222 0.207 乱数５ 0.104 0.139
乱数６ 0.218 0.193 乱数６ 0.103 0.138
乱数７ 0.22 0.193 乱数７ 0.103 0.138
乱数８ 0.184 0.163 乱数８ 0.1 0.122
乱数９ 0.219 0.193 乱数９ 0.103 0.138
乱数１０ 0.217 0.183 乱数１０ 0.097 0.128
乱数１１ 0.22 0.193 乱数１１ 0.103 0.137
乱数１２ 0.219 0.195 乱数１２ 0.1 0.151
乱数１３ 0.212 0.181 乱数１３ 0.1 0.132
乱数１４ 0.227 0.182 乱数１４ 0.093 0.127
乱数１５ 0.219 0.193 乱数１５ 0.103 0.138
乱数１６ 0.184 0.163 乱数１６ 0.099 0.122
乱数１７ 0.219 0.193 乱数１７ 0.103 0.138
乱数１８ 0.184 0.164 乱数１８ 0.1 0.122
乱数１９ 0.2 0.174 乱数１９ 0.102 0.126
乱数２０ 0.217 0.183 乱数２０ 0.094 0.128
乱数２１ 0.2 0.173 乱数２１ 0.102 0.126
乱数２２ 0.212 0.181 乱数２２ 0.1 0.132
乱数２３ 0.225 0.195 乱数２３ 0.102 0.154















．ALSCALおよびPROXSCALのストレ 1式の値 (順序尺度レベルの変換) 
NO ＡＬＳＣＡＬ PROXSCAL ＮＯ ＡＬＳＣＡＬ PROXSCAL
乱数１ 0.222 0.193 乱数１ 0.102 0.138
乱数２ 0.218 0.193 乱数２ 0.103 0.137
乱数３ 0.188 0.164 乱数３ 0.1 0.122
乱数４ 0.226 0.194 乱数４ 0.103 0.138
乱数５ 0.222 0.207 乱数５ 0.104 0.139
乱数６ 0.218 0.193 乱数６ 0.103 0.138
乱数７ 0.22 0.193 乱数７ 0.103 0.138
乱数８ 0.184 0.163 乱数８ 0.1 0.122
乱数９ 0.219 0.193 乱数９ 0.103 0.138
乱数１０ 0.217 0.183 乱数１０ 0.097 0.128
乱数１１ 0.22 0.193 乱数１１ 0.103 0.137
乱数１２ 0.219 0.195 乱数１２ 0.1 0.151
乱数１３ 0.212 0.181 乱数１３ 0.1 0.132
乱数１４ 0.227 0.182 乱数１４ 0.093 0.127
乱数１５ 0.219 0.193 乱数１５ 0.103 0.138
乱数１６ 0.184 0.163 乱数１６ 0.099 0.122
乱数１７ 0.219 0.193 乱数１７ 0.103 0.138
乱数１８ 0.184 0.164 乱数１８ 0.1 0.122
乱数１９ 0.2 0.174 乱数１９ 0.102 0.126
乱数２０ 0.217 0.183 乱数２０ 0.094 0.128
乱数２１ 0.2 0.173 乱数２１ 0.102 0.126
乱数２２ 0.212 0.181 乱数２２ 0.1 0.132
乱数２３ 0.225 0.195 乱数２３ 0.102 0.154
乱数２４ 0.2 0.175 乱数２４ 0.103 0.128
2次元布置 3次元布置
  










のとき  p-value＝0.023で有意にPROXSCALのほうがストレス 1 式の値が小さくモデル
適合度が良好といえた（表 3 ）． 2 疾患除去によるデータ構造の単純化というデータ行
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3. 疾患を除いた場合のデータ  


































































表3. 左図：肺炎及び脳血管疾患を除いた場合 データ  










































乱数38 0. 128 0.0 643
乱数39 0. 104 0.0 574
乱数40 0. 168 0.0 952
乱数41 0. 2 . 098
乱数42 0.0 12 0. 0928
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