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To describe eigenstates in non-Hermitian crystalline systems, the non-Bloch band theory has
recently been established, and the generalized Brillouin zone (GBZ) has unique features which
are absent in Hermitian systems. In this Letter, we show that in one-dimensional non-Hermitian
systems with both sublattice symmetry and time-reversal symmetry, a topological semimetal phase
with exceptional points is stable. This stems from the unique features of the GBZ. We can relate the
motion of the exceptional points with the change of the value of a topological invariant characterizing
a topological insulator phase. It is also shown that the energy bands are divided into three region,
depending on the symmetry of the eigenstates.
Non-Hermitian quantum mechanics has been attract-
ing much attention in many fields of physics in the
past decades. Many experimental studies have realized
various physical systems with non-Hermitian effects1–19.
Among these experimental studies, appearance of ex-
ceptional points and rings where some energy eigenval-
ues become degenerate and the corresponding eigenstates
coalesce20,21, and intriguing phenomena have been ob-
served22–33. At such non-Hermitian degeneracy, since
the Hamiltonian is non-diagonalizable, these degenera-
cies are unique to non-Hermitian systems. As is mo-
tivated by these experimental studies, existence of ex-
ceptional points, rings, and surfaces, and phenomena in-
duced by them have been theoretically predicted in var-
ious physical systems34–61, and under some symmetries,
they are classified in terms of topology62–66.
Recent theoretical studies have been focusing on topo-
logical systems in solid state physics67–79. The bulk-
edge correspondence has been notably under debate80–110
since it seems to be violated in contrast to Hermitian sys-
tems. The main issue of the bulk-edge correspondence in
non-Hermitian systems is that there is a difference be-
tween the energy spectrum in a periodic chain and that
in an open chain. This difference is caused by the non-
Hermitian skin effect83. In Refs. 83 and 102, it was shown
that while the Bloch wave number k takes a real value in
a periodic chain, it becomes complex in an open chain,
and that the value of β ≡ eik is confined on a loop on
the complex plane so that continuum bands are repro-
duced in a large open chain. Then the loop of β is called
the generalized Brillouin zone (GBZ) Cβ , which is a gen-
eralization of the Brillouin zone in Hermitian systems.
We note that Cβ is deformed as the system parameters
change and that it can have cusps102. As a result, one can
establish bulk-edge correspondence between the topolog-
ical invariant defined in terms of Cβ and existence of the
topological edge states in some cases.
In this Letter, we show that the non-Hermitian modifi-
cation of the GBZ Cβ gives qualitative changes to physics
of topological semimetals (TSMs). Because of this mod-
ification, the TSM phase with exceptional points is sta-
ble in one-dimensional (1D) non-Hermitian systems. The
phase is topologically protected by both sublattice sym-
metry (SLS) and time-reversal symmetry (TRS), and
therefore, it disappears if either the SLS or the TRS is
broken. As system parameters change continuously, Cβ
is deformed so that gapless points always lie on Cβ , and
the system remains in the TSM phase. This TSM phase
can be regarded as an intermediate phase between a nor-
mal insulator (NI) phase and a topological insulator (TI)
phase characterized by a topological invariant. Then the
creation and annihilation of the exceptional points can
be related to the change of this topological invariant. We
also find that the continuum bands are divided into three
regions, where the energies become real, pure imaginary,
and complex, depending on the symmetry of the eigen-
states.
For illustration of the stabilization of the TSM phase,
in Fig. 1, we show an evolution of our model, whose
details are explained later, upon a change of a system
parameter µ. In Fig. 1(c-1)-(h-1), a gap in the system
closes if the GBZ Cβ goes through one of gap-closing
points represented by the red or blue dots and squares.
In particular, one can see from Figs. 1(e-1) and (f-1) that
as µ changes, Cβ is deformed so that it keeps the gap
closed. We also find that the phase transitions between
the NI and TI phases are qualitatively different from Her-
mitian systems. For example, in Fig. 3(b), at the phase
transition, the exceptional points come to the cusps, and
in total, the gap closes at three points on Cβ . These
novel behaviors never occur when the Bloch wave num-
ber takes real values. Since in such a case, the Brillouin
zone becomes a unit circle regardless of the values of the
system parameters, the Brillouin zone cannot hold the
gap-closing point (Figs. 2(c) and (d)), and the gap closes
only at isolated points along the µ-axis (Figs. 2(b) and
(e)).
In the following, we study a 1D non-Hermitian tight-
binding system with both the SLS and the TRS. For a
real-space Hamiltonian H , these symmetries are defined
as ΓHΓ−1 = −H, T H∗T −1 = H , where Γ and T are
unitary matrices. Here, due to the SLS, one can write
2FIG. 1. (a) Phase diagram in the non-Hermitian Kitaev chain with k ∈ C with the values of the parameters to be tb = 1.2, tf =
0.5,∆b = 0.3. At the red star (µ = −1.5922 and ∆f = 0.2), the gap closes, and a direct transition between two insulator
phases with w = 0 (white region) and w = 1 (blue region) occurs. The orange regions express the topological semimetal (TSM)
phase. (b) Continuum band along the black arrow (∆f = −0.7) in (a). Since it is a two-band model with the sublattice
symmetry, we only show |E| to see whether the gap closes. (c)-(h) Gap-closing points, generalized Brillouin zone, and motion
of the exceptional points along the black arrow in (a). The red (or blue) dots and squares express the gap-closing points of the
equation R+ (β) = 0 (or R− (β) = 0).
the Bloch Hamiltonian H (β) with 2N bands as
H (β) =
(
0 R+ (β)
R− (β) 0
)
, (1)
where R± (β) are N ×N matrices. Then the eigenvalue
equation det [H (β)− E] = 0 yields the bands symmetric
with respect to E = 0.
Next we mention the main point of the non-Bloch
band theory in Ref. 102. In non-Hermitian systems, the
Bloch wave number k becomes complex so that it de-
scribes continuum bands in a long open chain. The set
of k forms the GBZ Cβ . We note that the eigenvalue
equation det [H (β)− E] = 0 is an algebraic equation for
β with an even degree 2M in general, and we number
the 2M solutions of det [H (β)− E] = 0 so as to satisfy
|β1| ≤ · · · ≤ |β2M |. Then the condition for continuum
bands is given by
|βM | = |βM+1| , (2)
and the trajectories of βM and βM+1 give Cβ .
Now we describe the reason why the TSM phase is sta-
ble under the SLS and TRS. From the Bloch Hamiltonian
(1), a condition for a gap closing at E = 0 is decomposed
into two equations detR+ (β) = 0 and detR− (β) = 0.
Thanks to the TRS, detR± (β) are polynomials of β and
β−1 with real coefficients, and therefore, it follows that
any complex solutions of detR± (β) = 0 appear in com-
plex conjugate pairs (β, β∗). Then, if we suppose βM and
βM+1 form a pair of the complex conjugate solutions of
detR+ (β) = 0, they satisfy Eq. (2), meaning that βM
and βM+1 are on the GBZ, and the gap is zero. Even
when system parameters change, the gap remains zero
as long as this pair gives Mth and (M + 1)th largest
absolute values among the 2M solutions. In conclusion,
the gapless region in the non-Hermitian system with the
SLS and the TRS is robust against the change of system
parameters.
To study how the TSM phase appears, we investigate
the non-Hermitian Kitaev chain, which has been studied
in some previous works104,111–119. Its real-space Hamil-
tonian is written as
H =
∑
n
[
tbc
†
ncn+1 + tfc
†
n+1cn − i∆bc
†
nc
†
n+1 − i∆
∗
bcncn+1
+ i∆fc
†
n+1c
†
n + i∆
∗
fcn+1cn − µc
†
ncn
]
. (3)
This Hamiltonian reduces to that of the conventional Ki-
taev chain120 when tb = tf ≡ t ∈ R and ∆b = ∆f ≡ ∆ ∈
C.
We assume that the real-space Hamiltonian (3) sat-
isfies both the SLS and the TRS, which sets all the
parameters to be real. Then the Bloch Hamiltonian
H (β) is expressed as the off-diagonal form (1) with
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FIG. 2. (a) Continuum band and (b)-(e) Brillouin zone in the
non-Hermitian Kitaev chain with k ∈ R. The red (or blue)
dots express the gap-closing points of the equation R+ (β) = 0
(or R− (β) = 0). The values of parameters are tb = 1.2, tf =
0.5,∆b = 0.3, and ∆f = −0.7.
R± (β) = (tb ±∆b)β − µ + (tf ∓∆f ) β
−1, where β ≡
eik, k ∈ C. The eigenvalue equation is written as
det [H (β)− E] = E2 − R+ (β)R− (β) = 0. Since it is
a quartic equation for β, the condition for continuum
bands can be written as |β2| = |β3| when the solutions
satisfy |β1| ≤ |β2| ≤ |β3| ≤ |β4|
102. We note that the
GBZ is always a single loop encircling the origin on the
complex plane106,121.
The insulator phases of this system are classified in
terms of a Z topological invariant called winding number
w because it has the SLS, defined as102
w = −
w+ − w−
2
, w± =
1
2pi
[argR± (β)]Cβ , (4)
where [argR± (β)]Cβ means the change of the phase of
the functions R± (β) as β goes along the GBZ Cβ in a
counterclockwise way. As long as there is a gap at E = 0,
R± (β) never vanish along Cβ , and w is well defined.
Figure 1(a) shows the phase diagram of our model,
with the NI phase with w = 0 (white region), the TI
phase with w = 1 (blue region), and the TSM phase
(orange region). In the TSM phase, the gap closes at
E = 0, which means that the equation R+ (β) = 0 or
R− (β) = 0 holds somewhere on the GBZ Cβ . At such
a point on Cβ , the Hamiltonian cannot be diagonaliz-
able, and such point is called exceptional point. In other
words, the orange region represents that the system has
the exceptional points. We note that the TSM phase ap-
pears as an intermediate phase between the NI and TI
phases.
Now we explain the mechanism of the appearance of
this TSM phase. In our model, the solutions of the equa-
(a)
C
β
C
β
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FIG. 3. Schematic figure of (a) coalescence of the exceptional
points and (b) annihilation of the exceptional point at the
cusp, respectively. The yellow (or blue) dots express the gap-
closing points (or the exceptional points), and the red stars
are the cusps.
tions R± (β) = 0 are gap-closing points, shown as the
red and blue dots and squares in Figs. 1(c-1)-(h-1), and
they become the exceptional points when the GBZ Cβ
goes through them. Let β = βai (i = 1, 2, a = +,−)
denote the gap-closing points of Ra (β) = 0, with |β
a
1 | ≤
|βa2 |. In the regions A and B in Fig. 1(a), R− (β) = 0
has two complex-conjugate gap-closing points, satisfy-
ing β−1 =
(
β−2
)∗
, and their common absolute value∣∣β−1 ∣∣ = ∣∣β−2 ∣∣ is between the values of ∣∣β+1 ∣∣ and ∣∣β+2 ∣∣:∣∣β+1 ∣∣ ≤ ∣∣β−1 ∣∣ = ∣∣β−2 ∣∣ ≤ ∣∣β+2 ∣∣. Thus the condition (2) is
satisfied, and therefore, β−1 and β
−
2 are on Cβ and are
the exceptional points. The condition β−1 =
(
β−2
)∗
re-
mains satisfied even when the system parameter changes
because R− (β) = 0 is an algebraic equation with real
coefficients. Thus the exceptional points move along Cβ
as shown in Figs. 1(c-2)-(h-2), and the system remains
in the TSM phase. In the region C and D in Fig. 1(a),
a similar scenario holds true, by exchanging R+ (β) and
R− (β).
Because of this mechanism for the stabilization of the
exceptional points, annihilations (and likewise creations)
of them are limited to two patterns as shown in Figs. 3(a)
and (b). Figure 3(a) represents a coalescence of two ex-
ceptional points, and Fig. 3 (b) represents an encounter
between the gap-closing point and the cusp. In Fig. 3(a),
the two exceptional points meet and become two real
gap-closing points. It occurs on the real axis. This can
be seen in Fig. 1(g). On the other hand, the case of
Fig. 3(b) occurs when two complex-conjugate exceptional
points and one gap-closing point share the same absolute
value. Therefore the gap closes at three points on the
GBZ, for example, as shown in Fig. 1(d). At this point,∣∣β−1 ∣∣ = ∣∣β−2 ∣∣ = ∣∣β+2 ∣∣ is satisfied, and the ordering of the
absolute values of three gap-closing points β−1,2 and β
+
2
change, allowing the exceptional point to disappear and
the gap to open.
We can relate the creation and annihilation of the
exceptional points with the change of the value of the
winding number w defined in Eq. (4). For example,
through the motion of the exceptional points as shown
in Figs.1(c-1)-(h-1), we find that the number of the gap-
closing points inside the GBZ is changed. Then, from
Eq. (4), this motion changes the values of w+ and w− by
4FIG. 4. Generalized Brillouin zone and continuum bands in
the non-Hermitian Kitaev chain. TRS-unbroken region, STS-
unbroken region, and TRS/STS-broken region are shown in
green, in blue, and in orange, respectively. The values of the
parameters are tb = 1.2, tf = 0.5,∆b = 0.3,∆f = −0.7, with
(a) µ = 0.4 and (b) µ = 1.1.
1 and −1, respectively, resulting in the change of w by 1.
We show the detail of the argument in the Supplemental
Material122.
Finally we show that in non-Hermitian systems with
the SLS and TRS, the continuum bands are divided into
three regions in terms of the symmetry of the eigenstates.
In the first one, the energies are real, and eigenener-
gies of a time-reversal pair
(
|ψ〉 , T |ψ〉
∗)
are degenerate,
i.e., E = E∗, where |ψ〉 is an eigenstate of the Hamilto-
nian. In the second region, the energies are pure imag-
inary, and a pair of states |ψ〉 and ΓT |ψ〉
∗
related by
the sublattice-time-reversal symmetry (STS) is degener-
ate, i.e., E = −E∗. In the third region, the energies
are complex, and neither the time-reversal pair nor the
sublattice-time-reversal pair is degenerate. We call these
three regions TRS-unbroken region, STS-unbroken re-
gion, and TRS/STS-broken region, respectively. For ex-
ample, in the non-Hermitian Kitaev chain, we show the
above three regions (Figs. 4(a-2)-(b-2)).
Importantly, these regions are connected to each other
at the cusps or the exceptional points. In Fig.4(a-2) and
(b-2), three curves meet at one point, where the GBZ Cβ
have cusps represented by A1 and B1 (or A2 and B2). It
is consistent with the property of the cusp, where three
points on Cβ share the same energy. Furthermore, in
Fig. 4(b), the green and blue lines are connected at the
exceptional point with E = 0. Thus the exceptional point
connecting the real and pure-imaginary energies becomes
stable because such structure is topologically protected
by the symmetries.
In summary, we show that in 1D non-Hermitian sys-
tems with both the SLS and the TRS, the TSM phase
with exceptional points is stable, unlike Hermitian sys-
tems. The appearance of the TSM phase is attributed
to the unique features of the GBZ. It is shown that this
TSM phase can be regarded as an intermediate phase be-
tween the NI and TI phases. We also find that the con-
tinuum bands are divided into three regions in terms of
the symmetry of the eigenstates, and the regions change
only at the cusps and the exceptional points. Thus non-
Hermiticity brings about qualitative changes to the topo-
logical phase transition.
So far, we have treated the parameters ∆b and ∆f as
real. When ∆b,∆f ∈ C, both the SLS and the TRS
are broken. In this case, this system has only pseudo
particle-hole symmetry (PHS)110. We show that the non-
Hermitian systems with the pseudo PHS is classified in
terms of a Z2 topological invariant, and importantly, we
find that the pseudo PHS cannot stabilize the TSM phase
with exceptional points. We show some analyses in the
Supplemental Material122.
We note that whether such TSM phase appears or not
depends on symmetries of systems. When the systems
have either chiral symmetry, pseudo TRS, or PHS110, the
Bloch wave number becomes real, independent of any
boundary conditions101,122. Therefore the TSM phase
cannot stably exist under either of these symmetries.
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SI. MOTION OF THE EXCEPTIONAL POINTS
AND CHANGE OF THE VALUE OF THE
WINDING NUMBER
In this section, we show that in one-dimensional (1D)
non-Hermitian systems with both sublattice symmetry
(SLS) and time-reversal symmetry (TRS), the value of
the winding number changes through the creation and
annihilation of the exceptional points as shown in Fig. S1.
Here, for a real-space Hamiltonian H , the SLS and the
TRS are defined as
ΓHΓ−1 = −H, T H∗T −1 = H, (S1)
where Γ and T are unitary matrices representing the SLS
and the TRS, respectively.
A. General cases
First of all, we focus on a two-band model. Due to the
SLS, we can write down the Bloch Hamiltonian H (β) of
this system as
H (β) =
(
0 R+ (β)
R− (β) 0
)
, (S2)
where β ≡ eik, k ∈ C, and R± (β) are holomorphic func-
tions for β. In the following, without loss of generality,
we can write these functions as
R± (β) =
C±
βm
2m∏
i=1
(
β − β±i
)
, (S3)
(a)
C
β
C
β
(b)
Re(β)
Im(β)
Re(β)
Im(β)
FIG. S1. Schematic figure of (a) coalescence of the exceptional
points and (b) annihilation of the exceptional point at the
cusp, respectively. The yellow (or blue) dots express the gap-
closing points (or the exceptional points), and the red stars
are the cusps of the generalized Brillouin zone Cβ.
where C± are real constants due to the TRS. Then the
eigenvalue equation det [H (β)− E] = R+ (β)R− (β) −
E2 = 0 can be explicitly written as
C+C−
β2m
2m∏
i=1
(
β − β+i
) (
β − β−i
)
= E2, (S4)
which is an algebraic equation for β with a degree 4m.
Here, by numbering the solutions of Eq. (S4) so as to
satisfy |β1| ≤ · · · ≤ |β2M |, the condition for continuum
bands1 is given by
|βM | = |βM+1| , (S5)
and one can get the generalized Brillouin zone (GBZ) Cβ
from the trajectories of βM and βM+1. We note that Cβ
always encircles the origin on the complex plane2,3.
In this case, this system is classified in terms of a Z
topological invariant called winding number w, and it can
be defined as1
w = −
w+ − w−
2
, w± =
1
2π
[argR± (β)]Cβ , (S6)
where [argR± (β)]Cβ means the change of the phase of
the functions R± (β) as β goes along Cβ in a counter-
clockwise way. We note that as long as there is a gap at
E = 0, R± (β) never vanish along Cβ , and w is well de-
fined. On the other hand, when the gap closes at E = 0,
the gap-closing condition can be decoupled into two equa-
tions R+ (β) = 0 and R− (β) = 0 being satisfied some-
where on Cβ . At such a point, the Bloch Hamiltonian
(S2) cannot be diagonalizable, and such point is called
exceptional point. In this case, w is not well defined.
From Eq. (S3), we can rewrite this form as
w = −
N+zeros −N
−
zeros
2
, (S7)
where N±zeros expresses the number of the solutions β
±
i
of R± (β) = 0 inside Cβ , respectively. Furthermore it is
worth noting that from Ref. 2, when the system has a
gap around E = 0, we can get
1
2π
∫
Cβ
d log detH (β) = Nzeros −M = 0, (S8)
where Nzeros (= N
+
zero +N
−
zero) expresses the number of
solutions of the equation detH (β) = 0 inside Cβ . Equa-
tion (S8) tells us that the total number of the solutions
2of detH (β) = 0 inside Cβ , namely the number of the
gap-closing points inside Cβ , is unchanged as long as the
system has a gap.
Now we focus on two insulator phases separated by
the topological semimetal (TSM) phase with exceptional
points. When the system enters the TSM phase from
one of the insulator phases, the exceptional points are
created by the inverse process as shown in Fig. S1(a) or
(b). Then, after a further change of the system parame-
ters, the system becomes the other insulator phase from
the TSM phase, and here, the exceptional points are an-
nihilated by the process as shown in Fig. S1(a) or (b). If
the creation is by the inverse process of Fig. S1(a) and
the annihilation is by the process of Fig. S1(b) (or vice
versa), while the total number Nzeros (= N
+
zero +N
−
zero)
of the solutions of detH (β) = 0 inside Cβ is unchanged,
such a motion of the exceptional points change the value
of N+zeros and N
−
zeros by 1 and −1 (or by −1 and 1), re-
spectively, resulting in the change of w by 1 (or by −1).
Therefore we conclude that these insulator phases have
different values of w. We note that this scenario can be
extended to multi-band systems.
B. Non-Hermitian Kitaev chain
We show an example of the non-Hermitian Kitaev
chain with the SLS and TRS introduced in Eq. (4) in
the main text. This model has the Bloch Hamiltonian
H (β) as
H (β) =
(
0 R+ (β)
R− (β) 0
)
, (S9)
where
R± (β) = (tb ±∆b)− µ+ (tf ∓∆f )β
−1, (S10)
and all the parameters are real. We note that the gap
closes at E = 0 due to the SLS when either of the two
quantities R± (β) is zero. We show the phase diagram
of this model in Fig. S2(a) and its GBZ Cβ , the solu-
tions of the equations R± (β) = 0, and the motion of the
exceptional points in Fig. S2(c)-(h).
In the topological phase transition along the black ar-
row in Fig. S2(a), we show the position of the solutions
β+1 and β
+
2 of R+ (β) = 0 (and β
−
1 and β
−
2 of R− (β) = 0)
as the red (and blue) dots and squares, respectively, as
shown in Figs. S2(c-1)-(h-1). When we decrease the value
of the parameter µ, at µ = 2.683 (Fig. S2(g-1)), β+1 and
β+2 change from real values to complex values via coales-
cence, and it corresponds to a pair creation of the excep-
tional points. After the coalescence, β+1 and β
+
2 become
complex, with β+1 =
(
β+2
)∗
, and their common abso-
lute value is between the values of
∣∣β−1 ∣∣ and ∣∣β−2 ∣∣, mean-
ing that β+1 and β
+
2 stay on Cβ . Then, at µ = 0.5813
(Fig. S2(d-1)), the value of
∣∣β−2 ∣∣ becomes equal to that
of
∣∣β+1 ∣∣ (= ∣∣β+2 ∣∣), and after passing that point (i.e., µ be-
comes less than 0.5813),
∣∣β−1 ∣∣ < ∣∣β−2 ∣∣ < ∣∣β+1 ∣∣ = ∣∣β+2 ∣∣,
meaning that β+1 and β
+
2 are no longer on Cβ , and the
gap opens (Fig. S2(c-1)). At the phase transition point
µ = 0.5813 (Fig. S2(d-1)), three solutions β+1 , β
+
2 , β
−
2
share the same absolute value, and the gap closes at three
points on Cβ , and at such points, Cβ has cusps.
The change of the winding number w defined as
Eq. (S6) readily follows from the following argument.
In the normal insulator (NI) phase with w = 0, Cβ
surrounds one solution of R+ (β) = 0 and one solu-
tion of R− (β) = 0 (Fig. S2(h-1)). In this case, w± =
[argR± (β)]Cβ /2π = 0 because R± (β) is proportional to(
β − β±1
) (
β − β±2
)
/β. On the other hand, in the topo-
logical insulator (TI) phase with w = 1, there exist two
solutions ofR− (β) = 0 and no solutions ofR+ (β) = 0 in-
side Cβ (Fig. S2(c-1)), which leads to w− = 1, w+ = −1,
and w = 1 as expected. Therefore the creation and an-
nihilation of the exceptional points changes the number
of the solutions of R± (β) = 0 inside Cβ , and the value
of the topological invariant also changes.
We note that in addition to the topological phase tran-
sition between two insulator phases via the TSM phase,
a direct phase transition from the NI phase to the TI
phase is also possible as shown in the inset of Fig. S2(a).
Here the gap closes on the real axis, where R+ (β) and
R− (β) simultaneously become zero at this value of β.
SII. 1D NON-HERMITIAN SYSTEM WITH
PSEUDO PARTICLE-HOLE SYMMETRY
In this section, we investigate a 1D non-Hermitian sys-
tem with pseudo particle-hole symmetry (PHS) and show
that it is classified in terms of a Z2 topological invariant.
Here, for a real-space Hamiltonian H , this symmetry is
defined as
CH∗C−1 = −H, (S11)
where C is the unitary matrix. In the following, we focus
on a two-band model.
A. Two-band model
The Bloch Hamiltonian H (β) can be written as
H (β) = H0 (β) σ0 +
∑
i=x,y,z
Hi (β) σi, (S12)
where σ0 is a 2 × 2 identity matrix, σi (i = x, y, z) are
the Pauli matrices, and the complex Bloch wave number
is defined as β ≡ eik, k ∈ C. We assume that it satisfies
σx [H (β)]
∗
σ−1x = −H (β
∗) , (S13)
and then, the coefficients Hi (β) (i = 0, x, y, z) in
Eq. (S12) satisfy
[Hi (β)]
∗
= −Hi (β
∗) (i = 0, x, y) , [Hz (β)]
∗
= Hz (β
∗) .
(S14)
3FIG. S2. (a) Phase diagram in the non-Hermitian Kitaev chain with k ∈ C with the values of the parameters to be tb = 1.2, tf =
0.5,∆b = 0.3. At the red star (µ = −1.5922 and ∆f = 0.2), the gap closes, and a direct transition between two insulator phases
with w = 0 (white region) and w = 1 (blue region) occurs. The orange regions express topological semimetal (TSM) phase.
(b) Continuum band along the black arrow (∆f = −0.7) in (a). Since it is a two-band model with the sublattice symmetry,
we only show |E| to see whether the gap closes. (c)-(h) Solutions of the equations R± (β) = 0, generalized Brillouin zone, and
motion of the exceptional points along the black arrow in (a). The red (or blue) dots and squares express the solutions of
R+ (β) = 0 (or R− (β) = 0).
It is worth noting that Hi (β) (i = 0, x, y) are a pure
imaginary and Hz (β) is real when arg β = 0 and argβ =
π.
B. Z2 topological invariant
Such a system is classified in terms of the Z2 topolog-
ical invariant ν (= 0, 1), and for the Bloch Hamiltonian
(S12), we can define it as
ν =
1
2π
∫ βpi
β0
dβ
d
dβ
[argR+ (β)− argR− (β)] (mod 2) ,
R± (β) = Hz (β)± i
√
H2x (β) +H
2
y (β), (S15)
where β0 (or βpi) is the value of β at argβ = 0 (or
arg β = π) on the GBZ Cβ (for example, see Fig. S3).
In Eq. (S15), the integral contour β goes along Cβ , and
we select the branch cut of the square root so that the
both functions R± (β) becomes continuous on Cβ .
In the following, we assume that a system has a gap.
Here we note that two continuum bands are separated by
a line which determines a complex gap on the complex
energy plane. This gap is called a line gap5. In this
case, one can show that ν takes only 0 or 1. To this end,
we calculate the value of exp (2πiν). As mentioned in
Sec. SIIA, since the functions R± (β0) and R± (βpi) take
real values, we can rewrite the expression of exp (2πiν)
as
exp (2πiν) = exp {i [argR+ (βpi)− argR+ (β0)]}
× exp {i [argR− (βpi)− argR− (β0)]}
=
sgn [R+ (βpi)]
sgn [R+ (β0)]
sgn [R− (βpi)]
sgn [R− (β0)]
=
∏
β=β0,βpi
∏
σ=±
sgn [Rσ (β)]
=
∏
β=β0,βpi
sgn

 ∑
i=x,y,z
H2i (β)

 .
(S16)
Here we note that the quantities
∑
iH
2
i (β0) and∑
iH
2
i (βpi) are real. Since we assume presence of a line
gap, we conclude that
∑
iH
2
i (β0) and
∑
iH
2
i (βpi) have
the same sign, as we prove by contradiction in the fol-
lowing.
Suppose
∑
iH
2
i (β0) and
∑
iH
2
i (βpi) have different
signs. We can set∑
i=x,y,z
H2i (β0) > 0,
∑
i=x,y,z
H2i (βpi) < 0 (S17)
without loss of generality. First of all, we assume
4H0 (β) = 0 for simplicity. At β = β0, the energies are
E = ±ε0, ε0 =
√∑
iH
2
i (β0) > 0. Now we choose E =
ε0 =
√∑
iH
2
i (β0), and we change β along Cβ in a coun-
terclockwise way from β = β0 to β = βpi. Here, let C+
denote this path on the complex plane. Then, at β = βpi,
the energy is given by E = εpi =
√∑
iH
2
i (βpi) ∈ iR,
where the branch of the square root is chosen in such
a way that E =
√∑
iH
2
i (β) is continuous along C+.
Next we consider a path C− along Cβ in a clockwise
way from β = β0 to β = βpi. Because
[∑
iH
2
i (β)
]∗
=[∑
iH
2
i (β
∗)
]
, the energy at β and that at β∗ are complex
conjugate. Therefore, because (C+)
∗
= C−, the energy
at β = βpi along C− is E = ε
∗
pi = −εpi. Thus, by encir-
cling Cβ (= −C− + C+) once from βpi to βpi, the branch
changes from E = −εpi to E = εpi, meaning that the two
energies E = ±
√∑
iH
2
i (β) are continuously connected,
and there is no line gap, contradicting the assumption.
Thus we can conclude that
∑
iH
2
i (β0) and
∑
iH
2
i (βpi)
have the same sign. So far, we assume H0 (β) = 0, but
even in the case ofH0 (β) 6= 0, because this term does not
affect above argument, the above proof remains valid.
Therefore, from Eq. (S16), we can get exp (2πiν) = 1
and can conclude that the value of ν is an integer. As a
result, ν can take only 0 or 1 (mod 2), and we conclude
that ν can be interpreted as the Z2 topological invariant
in this system.
In particular, in Hermitian cases, we can greatly sim-
plify the formula of ν in Eq. (S15). The Bloch wave
number k becomes real, and the all coefficients included
in Eq. (S12) become real functions. In the following,
we replace Hi (β) by Hi (k) (i = 0, x, y, z) , k ∈ [−π, π].
Here the system has the conventional PHS represented
as
Hi (k) = −Hi (−k) (i = 0, x, y) , Hz (k) = Hz (−k) ,
(S18)
and Hi (k) (i = 0, x, y) become zero at k = 0 and k = π.
Furthermore we can get
arg
(
Hz − i
√
H2x +H
2
y
)
= − arg
(
Hz + i
√
H2x +H
2
y
)
,
(S19)
and then, Eq. (S15) can be rewritten as
ν =
1
π
∫ pi
0
dk
d
dk
arg
[
Hz (k) + i
√
H2x (k) +H
2
y (k)
]
=
1
π
[argHz (k)]
pi
0 . (S20)
Since Eq. (S18) tells us that both argHz (0) and
argHz (π) take 0 or π (mod 2π), Eq. (S20) can be further
rewritten as
ν =
{
0 if sgn [Hz (0)] sgn [Hz (π)] > 0,
1 if sgn [Hz (0)] sgn [Hz (π)] < 0,
(S21)
and we obtain the known formula6
(−1)
ν
= sgn [Hz (0)] sgn [Hz (π)] . (S22)
FIG. S3. Generalized Brillouin zone Cβ in the generalized
non-Hermitian Kitaev chain. The values of the parameters
are γ = 0, tb = 1.2, tf = 0.5, and µ = 1; (a) ∆b = 0.3 and
∆f = 0.8, and (b) ∆b = 0.3 + 0.5i and ∆f = 0.8 + 0.8i. The
points where Cβ intersects the positive and negative sides of
a real axis are denoted by β0 and βpi , respectively.
C. Generalized non-Hermitian Kitaev chain
In this subsection, we study the generalized non-
Hermitian Kitaev chain4. This system has the pseudo
PHS, and as we discussed previously, it can be classi-
fied in terms of the Z2 topological invariant ν defined in
Eq. (S15). The real-space Hamiltonian of this system can
be written as
H =
∑
n
[
tbc
†
ncn+1 − t
∗
bcnc
†
n+1 + tfc
†
n+1cn − t
∗
fcn+1c
†
n
− i∆bc
†
nc
†
n+1 − i∆
∗
bcncn+1 + i∆fc
†
n+1c
†
n + i∆
∗
fcn+1cn
+ (iγ − µ) c†ncn + (iγ + µ) cnc
†
n
]
, (S23)
where γ represents dissipation, tb and tf are asymmetric
hopping amplitudes, ∆b and ∆f are imbalanced pairing
amplitudes, and µ is a chemical potential. γ and µ are
real and, tb, tf ,∆b, and ∆f are complex. We note that
this Hamiltonian reduces to that of the non-Hermitian
Kitaev chain introduced in the main text when γ = 0,
and tb, tf ,∆b,∆f ∈ R.
Here, for the Bloch Hamiltonian H (β) in the form
(S12), the coefficients Hi (β) (i = 0, x, y, z) are given by
H0 (β) = iγ + iℑ (tb)β + iℑ (tf )β
−1,
Hx (β) = −i
[
ℜ (∆b)β −ℜ (∆f )β
−1
]
,
Hy (β) = i
[
ℑ (∆b)β −ℑ (∆f )β
−1
]
,
Hz (β) = ℜ (tb)β + ℜ (tf )β
−1 − µ. (S24)
Then we can explicitly write the eigenvalue equation
det [H (β)− E] = 0 as(
|∆b|
2
− |tb|
2
)
β2 + [2µℜ (tb)− 2i (E − iγ)ℑ (tb)]β
−2
[
ℜ
(
∆b∆
∗
f
)
+ ℜ
(
tbt
∗
f
)]
+ (E − iγ)
2
− µ2
+ [2µℜ (tf )− 2i (E − iγ)ℑ (tf )]β
−1
+
(
|∆f |
2 − |tf |
2
)
β−2 = 0. (S25)
5Since Eq. (S25) is a quartic equation for β, the condition
for continuum bands can be written as |β2| = |β3| when
the solutions of Eq. (S25) satisfy |β1| ≤ |β2| ≤ |β3| ≤ |β4|.
We note that the trajectories of β2 and β3 give the GBZ
Cβ . The examples of Cβ and the continuum bands are
given in Fig. S3 and in Fig. S4(a-3), respectively.
Let ℓ± denote the loops drawn by the functions R± (β)
on the complex plane when β goes along Cβ in a counter-
clockwise way. Equation (S15) tells us how to determine
the value of ν; when neither ℓ+ nor ℓ− surrounds the ori-
gin O on the complex plane, ν is equal to 0, and when
two loops simultaneously surrounds O, ν is equal to 1.
For example, in the case of Fig. S4(a-4), ν becomes 1. We
note that the system has the exceptional points when ei-
ther ℓ+ or ℓ− passes O, and ν is not well defined in this
case.
We can get the phase diagram in the generalized non-
Hermitian Kitaev chain as shown in Fig. S4(a) and can
confirm that the topological edge states appear when ν
takes the nonzero value as shown in Fig. S4(b). Therefore
we can establish the bulk-edge correspondence between
the Z2 topological invariant ν and existence of the topo-
logical edge states.
In this model, we can see that the pseudo PHS can-
not protect a TSM phase with exceptional points. For
simplicity, let the parameter γ be zero. We note that by
treating the parameters tb and tf as complex, one can
add H0 (β) term to the Bloch Hamiltonian H (β) in the
case of Fig. S4(a). In fact, for ℑ (tb) = ℑ (tf ) 6= 0 be-
ing infinitesimal values as an example, we can obtain the
phase diagram as shown in Fig. S4(b). We can confirm
that the TSM phase with exceptional points in Fig. S4(a)
disappears by adding H0 (β). We note that the excep-
tional points appear on the orange lines on the phase di-
agram. However, this exceptional point can be removed
by adding other perturbation terms. Therefore we con-
clude that the pseudo PHS cannot protect the TSM phase
with exceptional points.
SIII. RESTRICTION ON THE BLOCH WAVE
NUMBER BY EITHER PARTICLE-HOLE
SYMMETRY OR CHIRAL SYMMETRY
In this section, we show that in 1D non-Hermitian
tight-binding systems, some symmetries make the Bloch
wave number real even in an open chain. The previ-
ous work5 showed that it takes real values even in non-
Hermitian cases under pseudo time-reversal symmetry
(TRS) represented as
T HTT −1 = H, (S26)
where H is a real-space Hamiltonian, and T is a unitary
matrix. Here we show that PHS or chiral symmetry (CS)
also restricts the Bloch wave number to real values. In
the following, we focus on a 1D real-space tight-binding
FIG. S4. (a) Phase diagram and bulk-edge correspondence in
the generalized non-Hermitian Kitaev chain with γ = 0, tb =
1.2, tf = 0.5, and ∆b = 0.3 + 0.2i. We note that in this case,
H0 (β) = 0. We set the parameter ∆f as real. (a-1) Phase
diagram on the µ-∆f plane. The blue region represents a
topological insulator phase with the Z2 topological invariant
ν equal to 1, the white region represents a normal insulator
phase phase with ν = 0, and the orange region represents a
topological semimetal (TSM) phase with exceptional points.
Along the black arrow in (a-1) with ∆f = 0.2, we show the
results for (a-2) energy levels in a finite open chain and (a-3)
the continuum bands. The edge states are shown in red in
(a-2). (a-4) shows ℓ+ (red) and ℓ− (blue) on the R plane
with µ = 1 and ∆f = 0.2. These loops encircle the origin
on the complex plane, meaning that the value of ν is equal
to 1. (b) Phase diagram in the generalized non-Hermitian
Kitaev chain with H0 (β) 6= 0. The parameters are set as
ℜ (tb) = 1.2,ℜ (tf ) = 0.5,∆b = 0.3 + 0.2i, and ℑ (tb) = ℑ (tf )
takes infinitesimal values.
Hamiltonian
H =
∑
n
N∑
i=−N
q∑
µ,ν=1
ti,µνc
†
n+i,µcn,ν , (S27)
where the unit cell is composed of q degrees of freedom,
and the range of hopping is N . We note that this Hamil-
tonian can be non-Hermitian, meaning that ti,µν is not
necessarily equal to t∗−i,νµ. Then a Bloch Hamiltonian
H (β) is given by
[H (β)]µν =
N∑
i=−N
ti,µνβ
i, (µ, ν = 1, · · · , q) , (S28)
6where the complex Bloch wave number is defined as
β = eik, k ∈ C. We assume that the eigenvalue equation
det [H (β)− E] = 0 is an algebraic equation for β with
an even degree 2M , and 2M solutions of this equation
satisfy |β1| ≤ · · · ≤ |β2M |. Here the condition for con-
tinuum bands is written as |βM | = |βM+1|, of which the
detail is given in the main text and Ref. 1.
A. Particle-hole symmetry
The PHS5 is defined as
CHTC−1 = −H, (S29)
where C is unitary matrix. Here, for the real-space eigen-
value equation
H |ψ〉 = E |ψ〉 , (S30)
we can get
H (C |ψ′〉) = −E (C |ψ′〉) (S31)
due to the PHS. This is because the transposed matrix
HT has the same eigenvalues with H ; i.e., HT |ψ′〉 =
E |ψ′〉. Because of Eq. (S31), the energy eigenvalues ap-
pear in pairs: (E,−E). On the other hand, the hopping
matrix ti,µν satisfies the condition
q∑
σ,τ=1
(C)νσ t−i,στ
(
C−1
)
τµ
= −ti,µν (S32)
due to the PHS. Then we can obtain the constraint for
the Bloch Hamiltonian H (β) as
CHT (β) C−1 = −H
(
β−1
)
, (S33)
and by using Eq. (S33), the eigenvalue equation
det [H (β)− E] = 0 can be rewritten as
det
[
H
(
β−1
)
+ E
]
= 0. (S34)
On the other hand, det [H (β)− E] = 0 can be also
rewritten as
det [H (β) + E] = 0. (S35)
because the energy eigenvalues appear in pairs: (E,−E).
By the combination of Eqs. (S34) and (S35), it is shown
that the eigenvalue equation has the solutions in pairs:
(β, β−1). Therefore the condition for continuum bands
can be rewritten as
|βM | = |βM+1| = 1. (S36)
This represents that the Bloch wave number k takes real
values because
∣∣eik∣∣ = 1 is satisfied.
FIG. S5. Schematic figure of the non-Hermitian SSH model.
The dotted boxes indicate the unit cell.
B. Chiral symmetry
The CS5 is defined as
ΓH†Γ−1 = −H, (S37)
where Γ is unitary matrix. Here, for the real-space eigen-
value equation
H |ψ〉 = E |ψ〉 , (S38)
we can get
H (Γ |ψ′〉) = −E∗ (Γ |ψ′〉) (S39)
due to the CS. This is because the complex-conjugate
transposed matrix H† has eigenvalues E∗; i.e., H† |ψ′〉 =
E∗ |ψ′〉. Because of Eq. (S39), the energy eigenvalues ap-
pear in pairs: (E,−E∗). On the other hand, the hopping
matrix ti,µν satisfies the condition
q∑
σ,τ=1
(Γ)νσ t
∗
−i,στ
(
Γ−1
)
τµ
= −ti,µν (S40)
due to the CS. Then we can obtain the constraint for the
Bloch Hamiltonian H (β) as
ΓH† (β) Γ−1 = −H (1/β∗) , (S41)
and by using Eq. (S41), the eigenvalue equation
det [H (β)− E] = 0 can be rewritten as
det [H (1/β∗) + E∗] = 0. (S42)
On the other hand, det [H (β)− E] = 0 can be also
rewritten as
det [H (β) + E∗] = 0. (S43)
because the energy eigenvalues appear in pairs:
(E,−E∗). By the combination of Eqs. (S42) and (S43), it
is shown that the eigenvalue equation has the solutions in
pairs: (β, 1/β∗). Therefore the condition for continuum
bands also is given by Eq. (S36) in this case.
SIV. NON-HERMITIAN SSH MODEL
Our theory can apply to any 1D systems with both the
SLS and the TRS. In this section, we investigate the TSM
7phase with exceptional points in the non-Hermitian Su-
Schrieffer-Heeger (SSH) model as shown in Fig. S5. We
studied the topological phases and the bulk-edge corre-
spondence in Ref. 1. The real-space Hamiltonian of this
system is given by
H =
∑
n
[(
t1 +
γ1
2
)
c†n,Acn,B +
(
t1 −
γ1
2
)
c†n,Bcn,A
+
(
t2 +
γ2
2
)
c†n,Bcn+1,A +
(
t2 −
γ2
2
)
c†n+1,Acn,B
+t3
(
c†n,Acn+1,B + c
†
n+1,Bcn,A
)]
, (S44)
where t1, t2, t3, γ1, and γ2 are real. We note that this
system has both the SLS and the TRS represented as
Eq. (S1). The Bloch Hamiltonian H (β) can be obtained
by a replacement eik → β, similarly to Hermitian sys-
tems, as
H (β) =
(
0 R+ (β)
R− (β) 0
)
, (S45)
where R± (β) are given by
R+ (β) =
(
t2 −
γ2
2
)
β−1 +
(
t1 +
γ1
2
)
+ t3β,
R− (β) = t3β
−1 +
(
t1 −
γ1
2
)
+
(
t2 +
γ2
2
)
β, (S46)
respectively, and therefore, the eigenvalue equation can
be written as
R+ (β)R− (β) = E
2. (S47)
Here, since this system has the SLS, it can be character-
ized by the winding number w given by Eq. (S6).
Now we expect that the TSM phase with exceptional
points is stable in the non-Hermitian SSH model. In fact,
we can confirm that this TSM phase appears similarly to
the non-Hermitian Kitaev chain with both the SLS and
the TRS. In Fig. S6, we show the motion of the solutions
of the equations R± (β) = 0 as the system parameter
γ1 changes. When these points are on the GBZ Cβ , the
gap closes at E = 0. In this case, since either of two
quantities R± (β) is zero somewhere on Cβ , the solutions
of either of R± (β) = 0 express the exceptional points.
As γ1 changes between γ1 = 1.02 and γ1 = 2.706, Cβ
is deformed so that the exceptional points stay on Cβ .
Through the creation (at γ1 = 1.02) and annihilation (at
γ1 = 2.706) of the exceptional points, the number of the
solutions of R± (β) = 0 inside Cβ changes. Therefore
the value of w also changes. In fact, while w becomes
zero at γ1 = 2.8 (Fig. S6(g)), it takes one at γ1 = 0.1
(Fig. S6(b)).
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FIG. S6. (a) Phase diagram and continuum band in the non-
Hermitian SSH model with the values of the parameters to be
t1 = 1/3, t2 = 0.8, t3 = 1/5, and γ2 = 1 in an open chain. (b)-
(g) Motions of the solutions of the eigenvalue equation (S47)
for E = 0. The red dots express the solutions of the equation
R+ (β) = 0, and the blue dots express those of R− (β) = 0.
