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ABSTRACT
Flat panel displays continue to dominate the display market. Larger, higher
resolution flat panel displays are now in demand for scientific, business, and
entertainment purposes. Manufacturing such large displays is currently difficult and
expensive. Alternatively, larger displays can be constructed by tiling smaller flat panel
displays. While this approach may prove to be more cost effective, appropriate measures
must be taken to achieve visual seamlessness and uniformity.
In this project we conducted a set of experiments to study the perception and
mitigation of image artifacts in tiled display systems. In the first experiment we used a
prototype tiled display to investigate its current viability and to understand what critical
perceptible visual artifacts exist in this system. Based on word frequencies of the survey
responses, the most disruptive artifacts perceived were ranked. On the basis of these
findings, we conducted a second experiment to test the effectiveness of image processing
algorithms designed to mitigate some of the most distracting artifacts without changing
the physical properties of the display system. Still images were processed using several
algorithms and evaluated by observers using magnitude scaling. Participants in the
experiment noticed statistically significant improvement in image quality from one of the
two algorithms. Similar testing should be conducted to evaluate the effectiveness of the
algorithms on video content. While much work still needs to be done, the contributions
of this project should enable the development of an image processing pipeline to mitigate
perceived artifacts in flat panel display systems and provide the groundwork for
extending such a pipeline to realtime applications.
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1
INTRODUCTION
1.1 MOTIVATION
Increasingly larger and higher resolution flat panel displays are now in demand
for scientific, business, and entertainment purposes. Investigators at research institutions
use such advanced displays to view scientific data such as medical images or satellite
imagery. These displays could also be used in businesses to view multiple graphs at the
same time, large amounts of data, or highly detailed graphical presentations. They could
also be used in conference rooms such that multiple participants can interact with the
display and each other. Consumers might even use these displays for simplified
computer multitasking or more immersive videogame experiences, once they become
more affordable.
Large area displays generally provide more information at a time to a larger
viewing audience; however, the production costs of larger displays do not scale linearly
with the increase in display size. Due to the high price of individual large area displays,
smaller displays have been tiled in order to construct a larger display. Such tiled displays
have been constructed from projector systems, flat panel displays, and the combination of

1

the two. The tiling process introduces seams between the individual displays that disrupt
visual continuity. Efforts have been made by many researchers in order to mitigate the
visibility of these discontinuities. Most of these efforts have addressed the seamlessness
issues present in projector systems. While projector systems have low initial cost, the cost
of maintenance can be far from viable.
Flat panel displays such as liquid crystal displays (LCD), plasma displays, and
electronic paper displays (e.g. E Ink Corporation’s electrophoretic displays) continue to
dominate the display market. The domination is partly due to the reliability of flat panel
displays, especially liquid crystal displays (LCD), for longer periods of time. These
displays also conveniently mount into tiled arrays. However, the resultant tiled display
systems are not seamless due to the bezels, bordering each display. The bezels disrupt
image content by either breaking the image into multiple pieces or by removing the
information that would be displayed on the bezels (similar to looking though a window).
Few efforts have been made to construct seamless tiled displays from flat panel, direct
view displays other than to reduce the bezel size or adding information onto the bezels
using projectors.
Corning Incorporated is developing a new approach to the seamlessness issues
caused by bezels. Rather than decrease the physical size of the bezel, they hide the bezels
by redirecting some of the image content from the displays over the bezels. This
approach is successful in masking the bezels, but image content is still not completely
seamless.

2

1.2 OBJECTIVES
Corning Incorporated’s prototype seamless panorama display is a step toward a
cost effective and reliable method to create truly visually seamless tiled display systems.
The main goal of this work is to further develop the viability of this technology. To
accomplish this goal, two more focused objectives were developed: 1) to understand the
benefits and limitations of the technology, and 2) to preserve its benefits and increase its
appeal by overcoming its limitations.
The first objective was accomplished by conducting a carefully planned survey
where participants described their impressions of how well Corning Incorporated’s
prototype display represented various still image and video content. The results of this
survey were used to determine and rank the problems with the current technology. This
information provided the inspiration for developing algorithms to mitigate the top ranked
problems and accomplish the second goal. Finally, a psychophysical experiment was
used to determine whether the algorithms statistically improved the perceived visual
quality of the display.

1.3 THESIS OVERVIEW
Chapter 2 provides background information relevant to this thesis. This includes
an overview of tiled display systems, the efforts made to create visually seamless tiled
displays, and the aspects of the human visual system related to this research.
Chapters 3 and 4 cover the two projects conducted in this research. Chapter 3
covers the details of a survey conducted to determine the main strengths and weaknesses
of a prototype display as well as how this display might be best marketed. Chapter 4
describes the algorithms used to mitigate the weaknesses of the display determined from
3

the results of Chapter 3 and the methods used to evaluate the effectiveness of these
algorithms.
Lastly, Chapter 5 presents the conclusion, project contributions and future work.

4

2
BACKGROUND
For several decades, researchers developing tiled display systems have addressed
issues ranging from user interaction, display middleware, and synchronization to
geometric and colorimetric discontinuities near the display borders. This chapter begins
with a general overview of tiled display research and is followed by a more detailed
review of research addressing visual seamlessness in tiled display systems. Finally, some
of the characteristics of the human visual system relevant to this research are reviewed.

2.1 TILED DISPLAY SYSTEMS
Tiled display systems are large, high resolution displays composed of smaller,
lower resolution displays and the computer hardware, software, and peripherals used to
control them as a single display. Leigh et al. describe many of the approaches and trends
used in middleware architecture, userinteraction design, and display hardware
construction of tiled display systems [Leigh et al. 2013].

2.1.1 TILED DISPLAY MIDDLEWARE
Middleware is the hardware or software used to interface between the graphics
card and user application such that the collection of displays can be used as a single
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display. This task has been approached differently by several different display
middleware packages, including Distributed Multihead X (DMX), scalable adaptive
graphics environment (SAGE), Chromium, Equalizer, CrossPlatform Cluster Graphics
Library (CGLX), and Deep Computing Visualization (DCV). Some packages are
window managers that allow users to run and interact with multiple applications
simultaneously, while others are parallel graphics rendering frameworks that allow an
application to maximize the use of the display system’s resolution. Some of these
middleware packages are limited to using OpenGL or X11 applications. Some packages
are also limited to use of a single server which limits scalability. Other differences
include how many users the middleware package allows to interact with display at a
single time and how much application code must be modified to be used by the package.
These major differences between these middleware packages are discussed in more detail
in [Leigh et al. 2013]

2.1.1.1 INPUT AND INTERACTION
Conventional input control systems become more cumbersome as display size
increases. Different interface peripherals are used to improve users’ interaction
experiences with the display system by providing more intuitive control. For example, a
mouse works well for a user when a display encompasses the user’s central vision and the
user is familiar with the graphical user interface (GUI) of the application, but displays
encompassing more and more of the user’s field of view become difficult to navigate
with a mouse, especially if the GUI is new to the user. Instead, middleware such as
SAGE have incorporated alternative interaction devices (e.g. Nintendo’s Wii Remote)
that utilize sensors such as gyroscopes, accelerometers, and depth cameras for easier
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display navigation [http://www.sagecommons.org 2013]. To further avoid the frustration
of learning a new GUI, natural language queries might be used for voice control of the
display, similar to the Articulate’s methods used to translate natural language queries into
meaningful visualization [Sun et al. 2010]
Also, the scale of tiled displays lends itself well to collaboration and is by nature
less personal (the size of the display eliminates privacy). For these reasons, providing
desktop layout control system alternatives to conventional window managers enhances
the tiled display system experience. SAGE and other middleware solutions include
systems to partition tiled display systems for multiple user interaction (both vertical and
horizontal). Some middleware solutions, such as SAGE, also allow multiple device
interaction such that different users can use different input devices
[http://www.sagecommons.org 2013].
Tiled display systems generally perform better by incorporating different user
input peripherals for different interaction zones (see Figure 2.1), because drawbacks and
strengths exist for each pointing device. For example, a wireless mouse works well when
the user is seated at a desk located a reasonable distance from a display but becomes
extremely cumbersome when the user is standing a few feet away from the display
without access to a flat surface. Alternately, a pointing device such a the Nintendo Wii
Remote is not restricted by the accessibility of flat surfaces.
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FIGURE 2.1: Suitable modalities of interaction for four major interaction zones in front of
a scalable resolution display wall. Different interaction devices are more intuitive/useful
based on the distance the user is from the display [from Leigh et al.2013]

2.1.1.2 VIDEO AND GRAPHICS
Hardware for tiled display systems includes computer hardware, the constituent
displays, and any additional user interface peripherals and optical and imaging
components. The evolution of computer hardware, specifically advances in networking,
central processing units (CPU) and graphics processing units (GPU), has been essential in
the development of tiled display systems. Parallel rendering for realtime display of very
large, highresolution images over multiple displays required three major challenges to be
overcome: 1) coordination of CPUs and GPUs to consistently produce images in real
time, 2) communication among multiple CPUs and their GPUs, and 3) allocation of
resources such that the system can be well utilized [Li et al. 2000]. Increases in
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networking speeds and the advancements in parallelized processing in both CPUs and
GPUs have resulted in standalone computers that can control tiled display systems better
than the large supercomputers of the 1990s used to drive early tiled displays. The smaller
displays used to construct tiled displays could be various types of projectors (e.g. cathode
ray tube (CRT), liquid crystal displays (LCD), digital light projectors (DLP)) or flat panel
displays (e.g. flat panel LCDs, plasma displays, and electronic paper). Additional optics
and/or imaging components might be used to improve visual seamlessness. For example,
many tiled projector systems (like those discussed shortly) use cameras to measure the
distortions in a tiled display such that they can algorithmically correct the display output.
When selecting displays to construct a tiled display, some considerations include
1) the resolution of the displays, 2) the form factor, 3) initial cost, 4) maintenance cost, 5)
user interaction, 6) program scalability, 7) the ability to blend seams for image continuity
and text legibility. The next few sections will focus on several display systems designed
to be high total resolution, simple to setup, low cost, simple and inexpensive to maintain,
scalable, and visually seamless.

2.1.2 PROJECTORBASED TILED DISPLAYS
The early tiled displays developed in the 1990s were constructed from CRT
projectors, e.g. the CAVE [CruzNeira et al. 1993] and the Immersa Desk and Infinity
Wall [Czernuszenko et al. 1997, Kindratenko 2000]. Despite their relatively high
resolution and configurability, these projectors were eventually replaced by liquid crystal
display (LCD) and digital light processing (DLP) projectors because of their lower cost
and smaller size [Hereld et al. 2000]. Also, edgematched alignment of CRT projectors
can be quite difficult because their convergence drifts over time and corners are the most
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difficult areas to converge [Schikore et al. 2000]. LCD and DLP projectors presented
other challenges such as color accuracy, color and geometric uniformity, highcontrast,
and frequent and expensive maintenance to name a few [Hereld et al. 2000, Leigh et al.
2013]. Various efforts have been made to address these issues. Stone identifies primary
color and brightness appearance problems with tiled displays, their causes, and possible
solutions [Stone 2001]. Such problems include seams, color balancing, and spatial
variation due to nonuniform illuminations, view dependent variation, and polarization
artifacts. A few examples of how some of these issues have been addressed are given
next.

2.1.2.1 ACHIEVING COLOR UNIFORMITY
Color nonuniformity for display calibration is typically divided into luminance
(or brightness) and chrominance components (characterizing both the hue and chroma).
Brightness can vary spatially due to nonuniform illumination and nonuniform scattering
(caused by the directional optical properties of the projectors (e.g. vignetting) and
projection screen (e.g. screen gain). Additionally, bright seams form where adjacent
projectors overlap on the screen. Chrominance nonuniformity is usually the
consequence of gamut variation between projectors. Projectors can have different color
gamuts due to variations (such as age, manufacturing lot, component materials, etc) in
their light sources (bulbs), their color filters, and/or their digital processing schemes. For
example, the age of a tungsten bulb changes its spectral power distribution and color
filters composed of different materials generally have different spectral transmittance.
[Stone 2001, Brown et al. 2005]
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Often luminance nonuniformity is much more objectionable than chrominance
nonuniformities. Color nonuniformity can be measured both within a single display
and between constituent displays of a tiled display system, e.g. using an imaging
colorimeter, spot measuring with a colorimeter or spectrophotometer, or using a
calibrated camera as an imaging colorimeter. Photometric calibration can be used to
create color uniform displays by algorithmically restricting the output of display pixels to
the common gamut of all the display pixels (i.e. the maximum output of all pixels is
restricted to the maximum output of the dimmest pixel set to white and the minimum
output of all pixels is restricted to minimum output of the brightest pixel set to black);
however, perceived color uniformity can be achieved without complete photometric
uniformity and offers some benefits over absolute photometric seamlessness, e.g. the
overall display brightness can be significantly higher than what is required for absolute
photometric seamlessness. Examples of photometric calibration, both complete and
relaxed (to retain brightness and contrast) are described in more detail next.
Majumder and Stevens [2004] found that luminance varies significantly within
individual projectors and across multiple projectors while chrominance is relatively
uniform, especially between projectors of the same model. As a result, they developed a
luminance matching method to create photometrically uniform displays. Specifically,
their method used a camera to measure and map the luminance response (for each color
channel) of a multiprojector display system. The luminance output can be made uniform
by weighting each pixel such that the luminance response of each pixel is scaled to the
pixel with the most limited luminance response. The first step is to perform a one time
calibration. This calibration requires measuring the luminance response (the variation in
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luminance output with input signal at a given pixel location) using a luminance calibrated
camera. The measured response is then used to determine the common achievable
response and to ultimately generate an attenuation map to transform the measured
response to the common achievable response. The second step is to determine what part
of an image is to be displayed at a given pixel location and multiply it by the attenuation
map. This technique can be used for both individual and tiled display systems. The
algorithm performs two tasks: 1) it sets the maximum output of every pixel to the
luminance of the dimmest pixel when all pixels are set to white and 2) it sets the
minimum output of every pixel to the luminance of the brightest pixel when all pixels are
set to black. The results of their algorithm are shown in Figure 2.2 for three images
projected by a 2 x 2 array of four projectors. The top row shows the images before image
correction while the bottom row shows the images after implementing their luminance
matching algorithm. Color uniformity is improved but at the cost of overall brightness,
dynamic range, and therefore contrast.

FIGURE 2.2: The top row shows images before correction and the bottom row shows the
images after luminance matching for a 2 x 2 array of four projectors [from Majumder and
Stevens 2004]
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Unsatisfied with the drastic reduction of contrast and dynamic range of their
initial algorithm, Majumder and Stevens [2005] developed a new algorithm inspired by
the perceptual uniformity of individual displays. Normal projectors and flat panel LCDs
are not typically photometrically uniform, yet they appear visually uniform. This concept
led to an algorithm designed to smooth photometric discontinuities enough to be
perceptually seamless while minimizing the reduction in dynamic range and contrast.
They developed a gradient based smoothing algorithm with a smoothing parameter, λ.
This smoothing parameter is derived from the human contrast sensitivity function. The
number of display pixels subtended per degree of the eye is given by

dπ r
, where d is
180

the perpendicular distance between the display and the eye, and r is the resolution in
pixels per distance. For the maximum contrast sensitivity, at about 5 cycles per degree of
angle subtended on the eye, the number of display pixels per sinusoidal period is

dπ r
.
180 × 5

The smoothing parameter is the number of display pixel per period divided by the
contrast threshold, τ, that humans can tolerate per degree of visual angle (1% at peak
sensitivity):

λ=

dπ r
dπ r
=
180 × 5 × τ 900τ

(Eq. 2.1)

Again, the luminance response is measured, but the attenuation map alone does not
constrain pixels to the common achievable response. Instead the optimized display
luminance function is constrained three ways: 1) the output at a pixel location cannot
exceed the maximum achievable luminance, 2) maximize the dynamic range by
maximizing the integral (sum) of the display luminance function, and 3) constrain the
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quotient of the display luminance function and the smoothing parameter, λ, to be greater
than the derivative of the display luminance function (the parameter is used to create
smooth variation imperceptible to humans). The smoothing parameter is adjusted to find
the best tradeoff in perceptual uniformity and brightness/dynamic range. As the
smoothing parameter increases, the photometric uniformity increases while the contrast
and dynamic range decreases. When this parameter is set to infinity, the special case of
total photometric uniformity is achieved. An example of the application of the algorithm
using different values of the smoothing parameter is shown in Figure 2.3.

FIGURE 2.3: Results of Majumder and Stevens perceptual photometric calibration
algorithm on a 3 x 5 array of fifteen projectors. The display system before any correction
(top left). The result of applying the algorithm with the smoothing parameter set to 400
(bottom left). The result of applying the algorithm with the smoothing parameter set to
800 (top right). The result of photometric uniformity, i.e. applying the algorithm with the
smoothing parameter set to infinity (bottom right). The peak luminance drops as the
uniformity constraint is made more stringent, i.e as the smoothing parameter increases
[from Majumder and Stevens 2005]

A major disadvantage of both the photometric and perceptually photometric
seamlessness algorithms is the requirement of a photometrically calibrated camera which
can require expensive photometers and photometric standards. Bhasker, Juang, and
14

Majumder [2007] addressed this problem by developing a photometric selfcalibration
technique for a projectorcamera pair. They used an uncalibrated camera (unknown
intensity transfer function) to both extract the projector photometric parameters and
recover the camera’s intensity transfer function. The camera captured images of the
projector/screen system at multiple exposure times and projector intensity levels. Then
the captured images, along with the corresponding known exposure times and projector
intensity levels, are used to construct a linear set of equations. The solution to the
equations yields the projector’s transfer function, the camera’s transfer function, and the
spatially dependent attenuation factor due to the projector lens and the display screen.

2.1.2.2 ACHIEVING GEOMETRIC SEAMLESSNESS
In addition to the color issues, tiled projector systems also require geometric
alignment. Images produced from a projector would ideally form a perfect rectangle with
uniformly distributed pixels and therefore no geometric distortion. In this case, the only
requirement to produce a geometrically seamless display would be to position the
projector vertically and horizontally such that the images produced from adjacent
projectors just meet and are aligned. This assumes the projector’s optical axis is
perpendicular to the planar screen. If this is not the case, an oblique projection occurs
instead of an orthogonal projection. Areas of the screen closer to the projector will have
smaller pixels than areas of the screen farther from the projector. The resultant
trapezoidal image (resembling the keystone of an arch) is characterized by parallel lines
appearing skewed [Raskar 2000].
Real projectors not only suffer from projective distortions, but also from radial
and tangential distortions. The lenses used in projectors create changes in lateral
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magnification with increasing distance from the optical axis (radial distortion), resulting
in images exhibiting barrel distortion (decreasing magnification with distance from the
optical axis) or pincushion distortion (increasing magnification with distance from the
optical axis) [Pedrotti el al. 2007]. Tangential distortion, or image decentering, occurs
when the optical lens centers are not in the same line [RicolfeViala and Sanchez
Salmeron 2010].
Without tedious physical alignment of the projectors, geometric distortions occur,
e.g. keystoning and magnification differences. Still, no amount of physical alignment can
correct for the radial and tangential distortions, such as pincushion, caused by the lenses
in a projector system.
Raskar et al. [1999] and Raskar [2000] present methods to achieve geometric
calibration of projectorbased displays constructed from a collection of casuallyarranged
projectors and display surfaces. The techniques presented use cameras to recover the
display surface and the geometries of the projectors instead of requiring geometric
constraints to the display setup. The display surface and the projector geometries are
used for geometric registration to create seamless imagery for a variety of geometric
configuration. The techniques also include support for irregular display surfaces and
headtracked moving viewers. Additionally, they contributed improved rendering
efficiencies for special cases such as a static user or planar display surfaces and methods
to selfconfigure display and projector geometries.
Geometric alignment was also addressed by [Bhasker, Juang, and Majumder
2007]. They present a technique to achieve geometric alignment in the presence of
severe projector lens distortion using an inexpensive camera. Using rational Bezier
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patches, the technique applies a closedform model that relates the projectors in a planar
multiprojector display to cameras. The projector lens distortion is modeled by an affine
invariant nonrational Bezier patch. Then the projector, camera, and screen are related
linearly via a homography. A perspectiveinvariant rational Bezier patch models the
combination of these nonlinear and linear functions such that the different distortions
(keystoning, radial, and tangential distortions) are contained within a single closedform
function. They estimate a function that maps the projector coordinates to the camera
coordinates using a rational Bezier patch. Then a second function maps the camera
coordinates to the normalized screen coordinates. A homography can be used because
they use a planar screen. The resultant Bezier function is sparsely sampled to estimate
the function parameters which are used to warp the input image to the projector such that
image on the screen is geometrically aligned. The results of the algorithm are shown in
Figure 2.4.

FIGURE 2.4: The result of geometric registration on a 3 x 3 array of nine projectors. The
geometric registration is achieved using bicubic rational Bezier patches with sparse
correspondences. The top row is before registration and the bottom row is after
registration. Bhasker, Juang, & Majumder 2007
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2.1.3 FLAT PANEL TILED DISPLAY SYSTEMS
Despite the low initial cost and the development of effective geometric and
photometric calibration techniques for LCD and DLP projectors, the high maintenance
costs (especially frequent bulb replacement) and their large footprint made them
impractical for longterm use. As a result, flat panel displays have become more popular
for tiled display systems, especially LCDs. LCDs not only perform well for tens of
thousands of hours, they are easily mounted into tiled arrays and are also generally easily
aligned geometrically and photometrically (for a single viewing position).
The main disadvantages of LCDs and other flat panel displays are the bezels that
frame each panel and directionality of the displays. LCDs not only change in luminance
with viewing angle, but also chromaticity [Cheng 2007]. This poses a problem for large
displays where the viewing angle is large near the edges of the display or for displays
viewed simultaneously by several people from different positions. Bezels in tiled flat
panel display systems break up image content and can be especially disruptive to image
content like text, lines, or familiar shapes that span multiple displays. Several examples
of flat panel display tiling are described next.

2.1.3.1 SINGLESCREEN FLATPANEL TILED DISPLAYS
During the early development of LCDs, manufacturing techniques limited LCD
production to relatively small displays by today’s standards. Several techniques were
developed to create large area displays using seamless tiling of smaller panels. For
example, Fukuhara et al. [1995] developed a prototype display that used short distance
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optics to magnify each panel into the imaging plane. The design used modified Fresnel
lenses; the apex of the Fresnel lens was planarized (the peaks were flattened) such that a
black mask could be applied to prevent ghosting. The design modification is shown
below in Figure 2.5. Figure 2.5ab shows the top view and a segmented side view of a
Fresnel lens (not to scale). A portion of the segmented side view is magnified and shows
the optical path from the LCD source to the image plane in Figure 2.5c. Notice the sharp
apex. The path of light used to produce a regular image is shown in blue. Due to
reflections within the lens, some light will reach the intended position on the image plane
while some of the light will produce a ghost image at another position. This is illustrated
by the two light paths shown in red. The paths that end with a letter ‘R’ are optical paths
producing regular images, while the path ending with the letter ‘G’ is an optical path
producing a ghost image. Finally, the modification of the Fresnel lens is shown in Figure
2.5d. Instead of the normal apex shown Figure 2.5c, the apex has been removed/
planarized and a mask has been applied. This mask blocks the path of light that would
produce the ghost image. Other techniques for seamless tiling of smaller flat panels
using mechanical processes are described in [Greene et al. 2000, Krusius et al. 2002,
Raman et al. 2004, and Terada et al. 2003]. All of these techniques are for tiling small
panels into a single display, i.e. the constituent panels are not standalone displays and the
manufacturing processes require a very small gap between panels to eliminate visibility
of discontinuities.
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a) Top view of a Fresnel lens

b) Segmented side view of a Fresnel Lens
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c) Detail views of a Fresnel lens and the modified Fresnel lens used by Fukuhara et al.
FIGURE 2.5: The design of LCD flat panel tiling system developed by Fukuhara et al.
1995 is compared with a general Fresnel lens. The top view of a Fresnel lens is shown in
a and segmented side view is shown in b. A portion of the segmented view is magnified
in c. Notice the sharp apex. Also, a LCD panel is shown as a light source and optical
paths are illustrated to show how ghost images are formed by a regular Fresnel lens. The
optical path shown in blue produces a regular image, R. The paths shown in red produce
both a regular image, R, and a ghost image caused by reflection within the lens, G.
Finally, the modification of the lens is shown in d. The apex has been planarized
(flattened). The applied black mask then blocks the optical path of the ghost image.
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2.1.3.2 PANORAMIC FLATPANEL TILED DISPLAYS
A number of flat panel tiled display systems have been created, but few have
addressed the occlusions, breaks, or other discontinues caused by bezels. Ebert et al.
[2010] propose one solution called Tiled++. Tiled++ uses a system of flat panel displays
and projectors. A tiled display wall is first constructed of flat panel LCDs and then the
missing information that is occluded by the bezels is projected onto the bezels. The result
of this technique and comparisons to the original content, an offset approach, and an
overlay approach are given in Figure 2.6. While information is recovered in Tiled++, the
color is not uniform between the displays and the bezels and the projectors cast the
shadows of the bezels onto the LCDs.

a)
b)
c)
d)
FIGURE 2.6: (a) Original image, (b) discontinuities due to the offset approach (diagonal
lines appear to be disconnected or incorrectly aligned), (c) overlay mode (pixels under
bezels have been eliminated, resulting in missing information/occlusion), and (d) missing
information provided by Tiled++ [Ebert et al. 2010]

Display manufacturers have approached the bezel problem by creating ultrathin
display bezels. In 2009, manufacturers such as NEC, Sharp, and Samsung introduced
LCD panels with bezel widths of about 2.53 mm per side. These displays permit less
objectionable disruptions in image content between displays at a significant increase in
display cost. While the bezels are less distracting, they still break up the image content
so techniques for creating visually seamless tiled LCD displays have been of interest.
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2.2 CHARACTERISTICS OF THE HUMAN VISUAL SYSTEM
The human visual system (HVS) has characteristics which are utilized extensively
in visual media processing, encoding, and display design. This section discusses some of
these characteristics and examples of how they have been practically incorporated into
designs.
Display resolution is one of the major selling points of new televisions, computer
monitors, and other consumer displays. Standards resolutions only give the number of
active pixels the display contains and whether the signal is interlaced or not, e.g. 1080I
means that a monitor has a resolution of 1920 pixels wide by 1080 pixels tall, but the
images are interlaced. Resolution alone does not determine whether an image will appear
smooth or pixilated. A more useful quantity is dots per inch (DPI). This can be
calculated from the resolution and screen size. DPI and viewing distance can then be
used to calculate the number of pixels per visual angle (the number of pixels per degree
on the retina). This rate can be used to determine whether individual pixels in a display
can be resolved by the human eye. The number of pixels per visual angle is needed
because the limiting factor of visual resolution is generally the photoreceptor (cone)
spacing on the retina. Williams 1988 estimated typical cone spacing in the retina to range
from a peak of about 0.535 minutes of arc at the center of the fovea to about 1.233
minutes of arc at 1.75 degrees from the center of the fovea. This corresponds to about
112 cones per degree as the minimum cone spacing and suggests that the maximum
visual resolution is Nyquist limited to about 56 cycles per degree. Therefore this
suggests displays with more than about 120 pixels per degree will not appear blurred or
pixilated.
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The visual resolution Nyquist limit only estimates the cutoff frequency that can be
detected by the fovea. Psychophysical studies have been used to determine the range of
frequencies to which the HVS is sensitive and how much contrast is necessary to detect
these frequencies. Spatial contrast sensitivity is the inverse of the contrast threshold
required for the HVS to detect a frequency. Typical luminance and chromatic contrast
sensitivity functions are shown in Figure 2.7. For luminance, the human contrast
sensitivity function (CSF) increases with spatial frequency until about 5 cycles per
degree. Then contrast sensitivity decreases until about 60 cycles per degree; this closely
agrees with the estimated limit predicted from the measured fovea cone spacing. Because
the sensitivity is low at higher frequencies, the number of pixels per visual angle needed
to create a smooth image can be reduced. This idea can be applied to lower contrast
displays and prints.

FIGURE 2.7: Typical spatial contrast sensitivity functions for luminance and chromatic
contrast [from Fairchild 2005]
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The decreasing sensitivity of the luminance CSF at low frequencies supports the
concept that the HVS has retinal and cortical mechanisms that are well adapted to
detecting sharp luminance discontinuities but not more gradual transitions [Palmer 1999,
Chapter 4]. This concept is used in the perceptually seamless tiled display of Majumder
and Stevens [2005] previously described. The edges created by sudden changes in
luminance are mitigated by smoothing these edges into gradual luminance changes. This
allowed their tiled projector system to display perceptually seamless images without
reducing the dynamic range as significantly as when complete photometric display
calibration is performed.
Additionally, the chromatic CSFs show a much lower cutoff in spatial frequency
(see Figure 2.7) [Murching and Woods 1994]. This property of the color contrast
sensitivity functions is often used in image compression and coding in order to reduce file
size and data transfer rates. For example, image and video compression standards such as
JPEG and MPEG utilize a luminancechrominance domain. Because the human visual
system is less sensitive to chromatic contrast, the chrominance channels are sampled at a
lower frequency than the luminance channel. Murching and Woods go a step further by
proposing an adaptive method of subsampling the chrominance channels based on local
high frequency energy content.
Contrast sensitivity is also affected temporally. Figure 2.8 shows typical temporal
CSF for luminance and chromatic contrast. Similar to the spatial CSF, the temporal
luminance CSF has a higher cutoff frequency and a generally higher sensitivity than the
chromatic temporal CSF. Also, the bandpass nature of the temporal luminance CSF
suggests that the HVS enhances temporal transients [Fairchild 2005].

24

FIGURE 2.8: Typical temporal contrast sensitivity functions for luminance and chromatic
contrast [from Fairchild 2005]
Daly expanded a spatiovelocity CSF model to include eyemovements
(specifically natural drift, smooth pursuit, and saccadic) [Daly 1998]. This investigation
was used to compare different television TV formats (interlace and progressive scan
formats of different resolutions and refresh rates). The model helped to understand the
tradeoff between blur and flicker at different viewing distances. For example, a 780I TV
at 60 fields/sec will perform better than a 1080P TV at 30 frames/sec when viewed at
farther distances (six times the height), while the 1080P will outperform the 780I TV at
closer distances (three time the height).
Contrast sensitivity measurements are obtained from observers viewing sinusoidal
targets; however, the HVS can perceive misalignments at higher angular frequencies than
modeled by the luminance CSF via the phenomenon of hyperacuity. Hyperacuity is the
human visual system’s ability to resolve spatial distinctions at a finer scale than the limits
of resolution governed by the anatomical spacing of photoreceptors on the retina
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[Westheimer 1975]. Theory suggests that complex parallel processing of photoreceptors
allow this phenomenon to occur. Westheimer and McKee [1977] determined the limit of
visual hyperacuity in terms of both spacing on the fovea and the conditions of the stimuli.
They concluded that the HVS is capable of spatial discrimination of only a few seconds
of arc and this is the lower limit of the relative localization of two feature components.
This suggests that very small misalignments between two features (e.g. lines, dots, and
other separate and individual features) can be detected via hyperacuity and therefore
hyperacuity places a stipulation on how well displays must align for visual seamlessness
for certain image content, especially text. Westheimer and McKee also measured the
maximum retinal velocities (deg/s) of the Landolt C and vernier targets that still permit
the same visual acuity as stationary targets for vertical, horizontal, and oblique
movement. They concluded that stationary objects are not prerequisite for good acuity.
Text on a LCD display can appear jagged when the offset between pixels is
greater than the hyperacuity threshold. To mitigate the appearance of the jagged edges,
researchers at Microsoft developed ClearType™. ClearType improves the readability of
fonts on displays containing a repeating pattern of addressable colored subpixels, i.e.
subpixels are manipulated to effectively increase the resolution of the display. This is
accomplished by their RGB decimation filtering method [Platt 2000, Betrisey et al.
2000]. The method starts by prefiltering each color channel of the multicolor input
image. For each color channel, the filtered color image is then sampled at the spatial
positions of the subpixels with the corresponding color. This strategy avoids the phase
error of standard antialiasing methods that blur the image. Figure 2.9 illustrates the
comparison of unfiltered text, text after standard antialiasing filtering, and text after
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ClearType’s filtering. Each rectangle represents the luminance of a red, green, or blue
subpixel. The unfiltered image exhibits jaggies while the antialiased filtered image sets
all three subpixels within a pixel to the same luminance, resulting in a blocky and
smeared appearance. Finally, the text after RGB decimation appears much smoother.

FIGURE 2.9: The comparison of unfiltered text (left), text after standard antialiasing
filtering, and text after ClearType’s RGB decimation (right) [from Betrisey et al. 2000].
Deshpande and Daly [2010] also studied hyperacuity in order to determine
synchronization threshold for ultra high resolution tiled displays presenting moving
images. An experiment was designed to obtain the synchronization mismatch acuity
threshold as a function of both object velocity and occlusion width (separation due the
bezel width). This threshold relates to distributed synchronization algorithms used to
display parts of an overall image on constituent panels of tiled display systems. They
found that perception of synchronization mismatch decreased with increasing bezel width
and increasing object velocity. They also developed a method for perceptual evaluation
of visual quality of natural video when synchronization mismatch is present in tiled
display systems with and without bezel separation. This experiment also showed that
more lax synchronization can be used in tiled display systems with bezels than systems
without bezels.

2.2.1 RELATIONS TO TILED DISPLAY SYSTEMS
Tiling displays creates larger, higher resolution displays but also introduces visual
problems ranging from geometric and color distortions to synchronization mismatch.
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Researchers have created displays that address these issues by considering the
performance of the HVS. By understanding some of the basic properties of the HVS and
utilizing opinions from human observers, imaging systems (including displays) can and
have been significantly improved. For this reason, we designed and conducted a visual
survey utilizing a prototype panoramic tiled display system to understand its current
strengths and weaknesses via human observations. The results were then used to develop
strategies to improve the display system with limited impact to its current strengths. This
survey and its results are described in the next chapter.
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3
PANORAMA DISPLAY SURVEY
3.1 OBJECTIVES
The goal of the work described in this thesis is to further develop the viability of
Corning Incorporated’s seamless display tiling system by 1) understanding the benefits
and limitations of the technology, and 2) preserving its benefits and increasing its appeal
by overcoming its limitations. To understand the benefits and limitations, a survey was
designed and conducted with two objectives in mind. The primary objective was to
determine and rank the perceived strengths and weaknesses of a prototype panoramic
display. Ranked results were then used to identify the most important problems to
mitigate. A secondary goal was to determine both the size and the arrangement that this
seamless tiled display technology would best be marketed, e.g. whether a desktop sized
or a TV sized display is more desirable. Participants’ judgments of the seamless display
tiling system were formed after viewing stimuli on the physical setup described next.
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3.2 PHYSICAL SETUP
A prototype panorama display was constructed from three 46 inch, 1080p displays
each fitted with a custom optical cover glass developed by Corning Incorporated. The
optical properties of the cover glass were designed to hide the display’s bezels by
projecting image content over them. The displays were mounted to a custom stand that
allowed viewing angle as well as the vertical and horizontal position of the displays to be
adjusted. The left and right displays were angled inward about 30 degrees. After the
panels were roughly aligned angularly and horizontally on the stand, the displays were
then aligned vertically to each other by adjusting the height of each display such that
horizontal lines appear continuous from the viewing position. The viewing position was
determined to be the intersection of the normal vectors of the center of each panel.
Finally, the optical hardware was finely adjusted mechanically such that image content
appeared as continuous as possible while minimizing the number of distorted or missing
pixels at the seams.
A schematic is shown in Figure 3.1. The system was controlled using a computer
1) equipped with a Sapphire HD 7950 flex edition graphics controller, and 2) running
AMD EyeFinity 2.0 and Window 7. EyeFinity is middleware that allows the individual
displays to be grouped as a single display rather than as three separate displays
(synchronization is handled by EyeFinity).
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FIGURE 3.1: Schematic of the panorama display setup.

3.3 SURVEY DESIGN
The verbal survey was divided into six sections. The information provided to the
participants and the exact questions asked are given in Figure 3.2. For clarity, the
motivation and methods of each section are discussed individually next; however, all six
sections were presented to a participant in a single setting. All verbal responses were
recorded with pen and paper by the survey proctor.
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1

2

3

4

5

6

Participant Information
Participant ID
Age
Gender
Occupation
Display Experience
Tell me about the the screens you own/use (TV, computer, tablets, phones, home, work, elsewhere).
How many?
What kinds?
How are they configured?
Do you have any experience with multiscreen or panoramic displays?
Orientation
We are developing new technology for creating panoramic display systems. They currently exist in a
variety of forms  using computer monitors on a desktop (show picture of a multiscreen desktop image
with seams, Figure 3.2a), and using TV monitors or projectors for larger formats (show picture of a 3
screen TV panorama with seams, Figure 3.2b). One of the distinctions in panorama systems is between
those that have seams between the panels as shown here, and seamless displays that show a continuous
image (show picture of seamless projection panorama display, Figure 3.2c). We're going to show you
some images and videos on a seamless panorama system we've developed and then ask you for your
impressions about the technology. Ok? Any questions?
Overall impressions
Show the stimuli set (ten image slide show, video demo reel, and video game clip)
On a scale of 110 (1 being could not be worse, 10 being could not be better), rate the overall quality of
your viewing experience:
What did you like?
What didn't you like?
What uses do you think this would be good for? (Suggestion: home, office, public spaces,
indoor/outdoor… Either TV or desktop scale. Horizontal, vertical, or array.)
Are there any uses it wouldn't be good for?
If cost was not a problem, on a scale of 110, how much would you want one (TV scale)?
If cost was not a problem, on a scale of 110, how much would you want one (desktop scale)?
Detailed quality evaluation
Show the stimuli (ten image slide show, video demo reel, and video game clip), one at a time
Stimulus Name
What is the overall quality rating (110)?
Name at least two good properties and rank them in terms of importance.
Name at least two bad properties and rank them in terms of importance.
Wrapup
What would you say is the best or most exiting thing about this kind of display?
If you could offer advice to the designers, what would you say is the most important thing to fix?
Do you have any other comments?

FIGURE 3.2: The questions asked and information provided to the survey participants in
each of the survey sections.

3.3.1 BIOGRAPHICAL INFORMATION
The purpose of this section was to obtain basic biographical information about the
participants, i.e. age, gender, and occupation. This information was mainly used to
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ensure the sample population participating in the survey was diverse. Additionally, the
information can be used to group participants together by similar characteristics to
investigate whether these characteristics influence an observer’s response. For example,
participants were classified as experts if they had an imaging science or color science
background and were classified as novices if they did not. Then the responses from the
expert and novice categories were compared to determine whether expertise influenced
participant responses.
No stimuli were used in this section; participants were simply asked (verbally) for
their age and occupation. If the participant was a student, they were asked for their
current field of study.

3.3.2 DISPLAY EXPERIENCE
The purpose of this section was to learn about the participant’s knowledge of and
experiences with display technologies, multidisplay systems, and panoramic display
systems. This information could be used to group participants together by characteristics
and be used to determine whether these characteristics influence participants’ responses
(as described in Section 3.3.1). Additionally, this can be used to understand the
responses of outliers. For example, a person who has never used a display before may
have very different responses from the majority of the population. The same might be
true for a participant who has studied tiled displays extensively. If outliers in the
responses should occur, this data can be used to find correlations between the data and
the observers’ responses.
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Like the first section, no stimuli were presented. Participants were asked how
many and what kinds of displays the participant owns and uses and whether the
participant has experience with multiscreen and/or panorama display systems.

3.3.3 ORIENTATION
The purpose of this section was to briefly describe what panoramic systems are
and the difference between seamed and seamless tiled display systems. Also, the
participants were informed that they will be asked to give their impressions of the still
images and digital video content to be shown. This section prepares the participants for
the rest of the survey.
During the description of panoramic systems, three different images were
presented to the observers to illustrate the concepts. These images are shown in Figure
3.3. The prompt used is given below. The bolded text in the prompt indicates an action
performed by the proctor that was not read aloud.
We are developing new technology for creating panoramic display systems. They
currently exist in a variety of forms  using computer monitors on a desktop (show
picture of a multiscreen desktop image with seams, Figure 3.3a), and using TV
monitors or projectors for larger formats (show picture of a 3screen TV
panorama with seams, Figure 3.3b). One of the distinctions in panorama
systems is between those that have seams between the panels as shown here, and
seamless displays that show a continuous image (show picture of seamless
projection panorama display, Figure 3.3c). We're going to show you some
images and videos on a seamless panorama system we've developed and then ask
you for your impressions about the technology. Ok? Any questions?
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a) <http://www.elitetradingcomputers.com/images/product/main/traderstationatlaselitewid900.jpg>

b) <http://rog.asus.com/wpcontent/uploads/2012/05/CG8580VG278triplemonitor799x212.jpg>

c) <http://unigine.com/devlog/130326_projectors.jpg>
FIGURE 3.3: The three images were printed. The prints were shown to help introduce
participants to the survey and its goals.
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3.3.4 OVERALL IMPRESSIONS (FIRST PASS)
The purpose of this section was to determine both the positive and negative
attributes of the display that are immediately most apparent. To accomplish this, first
twelve different stimuli were presented to each participant, including 1) ten still images,
2) one 40 second video clip consisting of four different scenes, and 3) a computer
generated animated clip from a video game. The order of 1, 2, and 3 was randomized
across observers as was the order of the ten still images. The still images were shown as
a slide show with each image being shown for 10 seconds. Once all three stimuli sets
were viewed only once, several questions were asked.
First, participants were asked to rate the overall quality of the viewing experience
on a scale of 110. Responses from this question indicate the performance of the display.
Low values suggest the technology needs to be greatly improved before it is marketable
while large values indicate the technology is ready to be sold. Then they were asked
what they did and did not like. The openended responses to these questions indicate
what are the immediately most apparent strengths and weaknesses of the display. Next,
participants were asked which applications the technology would be well suited and
which it would be ill suited. Responses from these questions provide further indication
of the display’s strengths and weaknesses. Also, these responses suggest how the
technology might best be marketed and may possibly contain a novel application for the
technology. Finally, the participants were asked how much they would want the display
on a scale of 110 at both a television scale and a desktop scale. These two questions
were designed to determine whether this type of display system is best marketed at a
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television or desktop scale, and to determine the overall marketability of the technology
as it currently exists.

3.3.4.1 STIMULI
The still images were chosen to have a wide variety of content such as light
scenes, dark scenes, landscapes, stilllife, portraits, high and low spatial frequencies, etc.
This variety of images provides an opportunity for a large number of issues to be
observed. With exception of the two screenshots, the images were obtained from a
variety of internet sources; therefore, the capture devices, postprocessing, and
compression used in creating these images was not controlled by the experimenters.
However, the experimenters strove to select images that would be representative of high
quality panoramic images that consumers would be likely to encounter from internet
sources.
These images were at larger display resolutions than the display and were
therefore cropped to the display’s native resolution (5760 x 1080). The ten still images
are shown as they were presented on the display in Figure 3.4. The reasoning for
choosing each of these images is briefly described next.
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a) Watches/ Hats

b) Lake

c) Night Scene

d) Map

e) China

f) Graph
FIGURE 3.4: The ten still image stimuli as they were presented on the prototype display
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g) Cityscape

h) Warehouse

i) Choir

j) Architect
FIGURE 3.4 (CONTINUED): The ten still image stimuli as they were presented on the
prototype display.

1. The image shown in Figure 3.4 a, referred to as Watches/Hats, was chosen
because it is a still life scene with both a fairly high contrast pattern and familiar
shapes. The structured pattern over the right seam is the result of the houndstooth
cap and the circular watch faces are familiar shapes displayed over the left seam.
2. The image shown in Figure 3.4 b, referred to as Lake, was chosen as an example
landscape. The scale, the natural yet bright and chromatic colors, the slowly
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varying color of the sky, and the more rapid changes in brightness of the island
were the main reasons this image was selected.
3. The image shown in Figure 3.4 c, referred to as Night Scene, was chosen because
of its very high contrast and it is overall quite dark.
4. The image shown in Figure 3.4 d, referred to as Map, was constructed to represent
a typical desktop environment of an average computer user. Multiple windows
are spread across the desktop with varying content, i.e. a social media page, an
application store, and a map website. The arrangement of the windows was
chosen to emulate a typical arrangement if no seams were present. The image
also contains some very saturated colors and some very bright colors (white).
Additionally, the image contains text and lines that span across multiple displays.
5. The image shown in Figure 3.4 e, referred to as China, was chosen because of the
candid people at different distances. Also, the image contains a patterned
structure in the pavement.
6. The image shown in Figure 3.4 f, referred to as Graph, was constructed to
represent a typical work desktop environment. Like Map, multiple windows are
spread across the desktop, except the content consists of a spreadsheet, a file
folder, and a data analysis/graphing environment. The majority of the scene is
bright and monochromatic with high contrast text and a thinlined graph.
7. The image shown in Figure 3.4 g, referred to as Cityscape, was chosen because of
the structure of the city buildings and the slowly varying color of the sky.
8. The image shown in Figure 3.4 h, referred to as Warehouse, was chosen because
of the visual complexity (busyness) of this interior.
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9. The image shown in Figure 3.4 i, referred to as Choir, was chosen because of the
human faces that span across the seams. The faces crossing the seam can easily
be compared to other faces in the image.
10. The image shown in Figure 3.4 j, referred to as Architect, was chosen because
people are shown candidly in an interior. This interior also contains many
interesting details from the posters on the wall and the items in the foreground.

The video clip was constructed from four cinematic scenes. These scenes were
chosen because they exhibit a wide variety of content while focusing on motion across
the seams, e.g. the camera panning across textured scenes and people walking and
running. Unfortunately, cinematic cameras are not readily available with sensors at the
same or higher resolution than the display’s native resolution; therefore the content was
limited to 4K resolution content cropped to the height of the display (1080 pixels). The
result was video with an aspect ratio of 3840 by 1080 pixels centered on the display
system. This covered the entire central panel and half of each the other two panels and
therefore more than covered the areas of interest near the seams. A frame of the video
clip as it was presented on the display is shown in Figure 3.5.

FIGURE 3.5: A frame of the video clip as it was presented on the display is shown. The
video did not fill the entire width of the display system, but it more than covered the area
of interest near the seams.
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Two other problems existing with this video content were the playback of the
video in real time and storage. Video content is generally stored in a highly compressed
form because uncompressed video requires an enormous amount of storage space and
transfer of such large files is inconveniently slow over typical networks. Also, transfer of
uncompressed video data within the hard disk/ graphics card/ display pipeline is too slow
to allow real time playback at large resolutions. For these reasons, compressed video was
used. Also, because of the growing popularity of streaming video, video acquired from
the internet represents a typical video source. As such, 4K resolution video was acquired
from the internet (youtube.com) and cropped. The final sequences were of generally high
quality without disturbing compression/coding artifact such that observers’ evaluations
were of the display.
The computer generated animated sequence (referred to as Tomb Raider)
contained content with various lighting effects, closeups of people across the seams as
well as landscape scenes containing people at a smaller scale. Because the content was
computer generated, the issues with resolution and playback speed were not as significant
as with the other video content. The content fit the display’s native resolution and
generally played back in real time.

3.3.5 DETAILED QUALITY EVALUATION (SECOND PASS)
The purpose of this section was 1) to allow comparison of the system’s
performance displaying different stimuli and 2) to determine both the positive and
negative attributes of the display that become apparent with more critical evaluation and
longer exposure to the stimuli. To accomplish this, the same stimuli used in Section 3.3.4
were presented to each participant, including 1) ten still images, 2) one 40 second video
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clip consisting of four different scenes, and 3) a computer generated animated clip from a
video game. The order of 1, 2, and 3 was again randomized across observers as was the
order of the ten still images. In order to allow more critical evaluation, the images and
video were shown one at a time and participants responded to a set of questions before
proceeding to the next stimulus. No limits were set for the viewing time of the images or
the number of times the video stimuli could be reviewed. The questions asked for each
stimulus are described next.
First, participants were asked to rate the overall quality of the viewing experience
on a scale of 110. Responses from this question indicate the performance of the display
for the particular stimulus. Low values suggest the technology needs to be greatly
improved for the image or video to appear of high image quality while large values
indicate the technology already shows the image and video with high quality. Then they
were asked to describe what they did and did not like about the display and rank the
importance of their comments. The openended responses to these questions indicated
what were the apparent strengths and weaknesses of the display, and the ranking indicates
which attributes were most important to the quality evaluation.

3.3.6 WRAPUP
The purpose of this section was to evaluate what participants thought were the
strongest and weakest attributes of the display after completing the survey. Also,
participants were given a chance to offer additional comments. This was accomplished
by simply asking the following three questions: 1) What would you say is the best or
most exiting thing about this kind of display?, 2) If you could offer advice to the
designers, what would you say is the most important thing to fix?, and 3) Do you have
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any other comments? Responses to the first two questions reveal the most important
strengths and weaknesses of the displays used in the participants’ evaluations. The third
question gives participants an opportunity to give additional critiques and opinions of the
display or offer suggestions for additional applications of the technology.

3.4 RESULTS AND ANALYSIS
3.4.1 BIOGRAPHICAL INFORMATION
The data collected in this section can be summarized as follows. Participants
ranged in age from 20 years to 83 years with mean, standard deviation, and median of
36.6 years, 15.4 years, and 33 years, respectively. Of the 25 participants, 13 were female
and six of those 13 had an expert (imaging or color science) background. Of the 12 male
participants, four had an expert background.

3.4.2 DISPLAY EXPERIENCE
Only two participants had seen (but not used) panorama displays before while 13
participants had used or seen extended desktops with two monitors. Observers also
varied widely in the number, type, and how they use their displays at home and work.

3.4.3 ORIENTATION
The third section of the survey was a verbal orientation and therefore had no
quantifiable results.

3.4.4 OVERALL IMPRESSIONS (FIRST PASS)
Data from this portion of the survey included both magnitude estimates (quality
and display scale preference) and verbal responses that were recorded with pen and
paper. The magnitude scales were analyzed graphically to determine the display quality
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perceived by participants and whether a particular display scale/size was preferred. The
verbal responses were evaluated using word frequency analysis to determine the critical
strengths and weaknesses of the display.
Individual rankings of quality, desire for a TV scale version of the display, and
desire for a desktop scale version of the display are shown in Figures 3.63.8. The
rankings are divided into expert responses (red) and novice responses (blue). These two
groups of responses are ordered left to right by increasing magnitude in order to compare
the distribution of expert responses to novice responses. The two distributions are quite
similar for all three magnitude estimates. Both distributions are characterized by a large
range of estimates. This is further supported by the statistics illustrated in Figure 3.9, the
mean of the opinions scores with error bars representing +/ one standard deviation from
the mean. Even at only one standard deviation, no separation exists between the opinion
scores of the experts and novices for their impressions of display experience quality,
desire to purchase television scale version of the display, or desire to purchase a desktop
scale version of the display. Note that the standard deviations of the opinion scores are
large which indicates the large variability and therefore a variety of opinions. This large
variability does not indicate a trend for preference for display scale either; desktop and
television scale versions of the display are equally desirable overall. Figure 3.9 also
shows a positive reaction to the display technology as all three mean rankings were above
5; however, the means were all also below 8. This indicates that the technology has
potential but needs to be improved before it is viable.
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FIGURE 3.6: Individual novices’ and experts’ rankings of quality are compared.
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Television Scale

10
Expert
Novice

8

6

4

2

0

Individual Participant Expertise

FIGURE 3.7: Individual novices’ and experts’ rankings of desire for a television size
version of the display version are compared.
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FIGURE 3.8: Individual novices’ and experts’ rankings of desire for a desktop size version
of the display are compared.
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FIGURE 3.9: Mean rankings of quality, desire for a TV size version of the display, and
desire for a desktop size version of the display are compared. The error bars represent
standard deviations.
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The recorded verbal responses in this section were used to understand the
reasoning behind the observer’s rankings. The openended nature of the verbal responses
led to a large amount of data to interpret. As such, these openended responses were
evaluated using word frequency evaluation. The general procedure is as follows. The
frequencies of words given by participant’s responses were first counted and tabulated.
Then conjunctions, articles, and other words unrelated to quality of the image were
omitted. The remaining words were grouped initially as synonyms; however, they were
further grouped as closely related words. For example, blur and sharpness are antonyms,
but if sharp were preceded by ‘not’, the resultant phrase (‘not sharp’) would be
synonymous to blur. As such, synonyms and antonyms were grouped together. Finally,
the synonymantonym pairs were further consolidated into groups of words related to a
common, distinct issue, e.g. ‘text’ and ‘buildings’ are grouped with ‘distortion’ because
text and buildings are problematic when they are distorted. Figure 3.10 illustrates this
analysis process.
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FIGURE 3.10: The word frequency analysis technique is exemplified. All observer
responses to a single question are concatenated into a single text document. Then the
frequency of each word in the document is counted and tabulated. The tables from left to
right show (1) identifying (in yellow) conjunctions, articles, prepositions, and other
words unrelated to the appearance of the display, (2) after the identified words have been
removed, synonym and antonyms are identified (images/scenes in yellow), (3) after the
first set of related word and there corresponding frequencies have been combined, words
related to a common issue are identified (resolution/detail in blue and size in yellow), and
(4) the group of word relating to the same issue are combined to give the final word
frequency rankings.
The results of the word frequency analysis are given in Table 3.1. The top ranked
words and groups of related words (all with a word frequency of at least 4) are given for
what participants liked (‘Good’) and did not like (‘Bad’). The entries highlighted in gray
represent words that were grouped together because they are related. The ranking of
participants likes showed that they responded well to the display because of its size,
format, resolution, ability to resolve detail, and immersive quality. Rankings of
participants dislikes showed that participants believe the appearance of the seams and the
display’s ability to represent people and human face needs to be improved. They also
believed that the distortions, blur, contrast, and missing content present in the display
need to be addressed.
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TABLE 3.1: The top ranked words and groups of related words used in participants’
responses to what they liked (left) and disliked (right) about their initial introduction to
the display are tabulated along with their corresponding frequencies.

3.4.5 DETAILED QUALITY EVALUATION (SECOND PASS)
The results of this section were used to determine whether certain stimuli
generated more positive or negative responses and to gain further insight to the strengths
and weakness of the display through participants’ more critical evaluations. The
magnitude rankings were used to compare stimuli preference. If participants generally
had a higher or lower opinion of a particular stimulus, then the image content can be
evaluated to determine if a particular image property influenced how well the panorama
system can display imagery. Also, the verbal responses can aid in this endeavor.
However, if image content does not significantly change observers’ opinion scores of the
display, then the verbal responses can still be concatenated and used to more critically
evaluate the strength and weakness of the display.
The mean magnitude rankings of both expert (red) and novice (blue) observers for
each stimulus are shown in Figure 3.11. Again, the error bars represent one standard
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deviation about the mean. The overlapping error bars suggest that image content did not
significantly alter participants’ opinions of the display, nor did observer expertise.
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FIGURE 3.11: Mean expert and novice rankings of image quality are compared. The
error bars represent on standard deviation.
Participants had as much time to observe each stimulus as they desired. As a
result, their verbal responses were generally more detailed and critical. Again, the verbal
responses were evaluated using the word frequency analysis technique described in
Section 3.4.4. Because opinion scores were not affected by image content, the top two
good properties from each observer for each stimulus were concatenated together and
evaluated as were the top two bad properties. The results of the word frequency analysis
for both the good and bad properties are given in Table 3.2. Participants are pleased with
the size, format, resolution, and immersive quality of the display. They were also pleased
with other properties, such as blur, contrast and color, but note that most participants
specified that these properties were all pleasing except in the areas of the seams. Table
3.2 also shows that the weaknesses of the display system were the seams and the
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associated distortions, missing content, blur, brightness, color and the ability to portray
people and faces.

TABLE 3.2: The top ranked words and groups of related words used in participants’
responses to what good properties (left) and what bad properties (right) were present in
their more critical evaluation of the display are tabulated along with their corresponding
frequencies.

3.4.6 WRAPUP
The verbal responses from this section were used to determine what participants
thought were the most important strengths of the technology that should maintained when
designers address what participants believed to be the greatest weaknesses of the display.
Again, the verbal responses were analyzed using the same word frequency analysis
described in Section 3.4.4. The results are given in Table 3.3. Participants generally
appreciate most the size, format, and immersive quality of the display. They also
generally believe that the seams along with the associated blur, missing content, color
and brightness issues, and distortions need to be addressed.
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TABLE 3.3: The top ranked words and groups of related words used in participants’
responses to what is the best property of the display (left) and what the designers need to
improve the most (right) are tabulated along with their corresponding frequencies.

3.5 CONCLUSIONS
Based on the result of the magnitude scaling in Section 3.4.4, participants find
value in the display technology and generally desire a panorama display system with no
preference in scale (based on Figure 3.9). However, the desirability has a large spread
and the mean score is still short of a perfect score of 10. This indicates that participants
have not reached a consensus on the desirability of the display and the technology has
some limitations which need to be addressed.
From the agreement between Tables 3.13.3, one can conclude that the biggest
issues of this display system result from the seams and the associated distortions, missing
content, blurring/contrast, brightness, and color issues. These top ranked problems were
chosen to be addressed. The display system modification methods used to mitigate these
problems are described in Chapter 4, along with the experiment used to evaluate the
effectiveness of these modifications of the display setup.
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4
ALGORITHMIC MITIGATION OF
SEAMLESSNESS PROBLEMS
Results from the survey suggest participants generally reacted positively to the
panoramic display, but were unhappy with specific attributes: 1) geometric distortions, 2)
missing content, 3) brightness changes, 4) color changes, and 5) blurring at the seams.
These attributes can be grouped into three specific image distortions: geometric,
photometric, and spatial. This chapter begins by describing both how these distortions in
the display were measured and the image processing algorithms developed to address
these problems. Finally, the chapter ends with a description of the method used to assess
the algorithms’ effectiveness and its results.

4.1 MEASURING DISTORTIONS AND DEVEOLPING
ALGORITHMS TO MITIGATE THEM
Five properties were defined as problems; however, the interdependencies of
some of these problems reduce the number of measures required. For example, the
missing content and geometric distortions at the seams can both be addressed by mapping
the pixel locations on the flat panel displays to the locations where they appear due to the

54

custom optics. This mapping is also known as a homography and is heavily used in
computer vision and in seamless tiled projector displays like those described in Chapter
2. For more information of homographies, refer to a multiple view geometry text such as
[Hartley and Zisserman 2003]
The mitigation of brightness and color changes can also be accomplished with a
single strategy. Brightness or lightness is a property of color. An opponent color space
requires chromaticities (rednessgreenness, yellownessblueness) in addition to lightness.
As such, brightness alone does not define a color, but it is a crucial aspect and may solve
the majority of the color changes at the seams. As described in Chapter 2, Majumder et
al. 2004, found that the major color differences between projectors were due to
differences in brightness while differences in chomaticities were negligible. A similar
situation could occur for the panorama system used in this study since the flat panel
displays are all the same make and model, i.e. the color filters should have very similar
spectral and color characteristics such that the main color differences are likely due to the
custom optics or the age of the backlights. Also, the human visual system has higher
spatial contrast sensitivity for luminance than chromatic contrast [Fairchild 2005];
therefore, addressing the brightness changes might resolve the majority of the color
changes at the seams. Additionally, addressing only brightness changes eliminates the
need for an expensive imaging colorimeter or the difficulties of characterizing a camera
as an imaging colorimeter.
Selecting a useful measure for blur is not as straight forward to address in this
panoramic system. Blur can be thought of as a lowpass spatial filter. The typical
process for reducing blur is to sharpen the image by applying the inverse filter, a high
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boost filter. For accuracy, the modulation transfer function, MTF, of the lowpass filter is
measured and used to calculate the highboost filter. Ideally, a pattern of known
modulation is projected by the display and then a camera system of known MTF images
the pattern after the custom optics. This process is repeated for all frequencies of interest.
The modulations measured by the camera and the input modulations can then be used to
construct a measurement of the MTF of the optics, which in turn can be used to create a
highboost filter. This procedure does not work for this system because the optics of the
display not only change the spatial frequency of the pattern, but they also vary the output
spatial frequency with location. To avoid this complication, a less frequency inclusive
method of blur reduction was used, unsharp masking. Unsharp masking was adapted to
this application by using a spatially varying masking weight, calculated from
measurements of local contrast, rather than a single weight. This algorithm is further
discussed later in this chapter.
These three properties were measured and utilized in two algorithms. The first
uses the measured geometric distortions to remap the image content such that it appears
undistorted when viewed through the display’s optics (for a particular viewpoint, or
‘sweet spot’). In a second algorithm, both the brightness and contrast are adjusted to
appear seamless.

4.1.1 MEASURING AND MITIGATING GEOMETRIC DISTORITIONS
To solve the problems of geometric distortion and missing content we need to
map display pixels to their output locations. Then input pixels of an image can be
remapped such that output image appears undistorted and continuous.
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Geometric distortions present in the display were measured using a digital single
lens reflex (DSLR) camera. The central portion of the camera was used to minimize the
effects of lens distortion. A bar target (alternating 1 green pixel (R = B = 0, G = 255) and
two black pixels (R = G = B = 0)) was shown on the display for 300 display pixels from
the edge of each seam. The bar targets were then imaged with the camera at an
appropriate distance and angle, i.e. the distance was close enough to the display that the
display pixels would not be aliased in the image and the camera was viewing the seam in
the same direction as would be seen from the ‘sweet spot’. Using the locations of the
green bars as measured in camera pixel coordinates, a map of the input pixels to output
locations was created (see Figure 4.1). The lines were bright enough to allow a threshold
to detect their location. However, normalizing the image by an image of the display at its
maximum output would improve the target detection, especially in noisy situations.
Normally a checkerboard, diamond pattern, or some other 2D pattern is used in order to
acquire both vertical and horizontal pixel locations in a single step, but symmetry was
assumed. A checkerboard pattern viewed on the display revealed that the custom optics
of this display are such that vertical distortions are negligible in comparison to the
horizontal distortions. Therefore a bar target, also later used to estimate spatially
changing contrast, was used.
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Pixel Location

Pixel Location

FIGURE 4.1: Mapping of input pixel horizontal location to the output position
(normalized to 600 pixels) created by the display optics is shown on the left. This
mapping was only used for areas near the seams where distortions are present. The top
right is a checkerboard image. The bottom right is the same checkerboard mapped to
output location, i.e. the image that would need to be delivered to the display to appear
undistorted.
A diagram of the geometric correction algorithm is shown in Figure 4.2. The
desired image content to be displayed is first segmented into seven sections. Distortions
due the display optics are isolated to regions near the sides of display panels. For this
reason, corrections only need to be applied at the seams, the left edge of the left display
panel, and the right edge of the right display panel. The three display areas between the
edges remain unchanged. The segments consisting of the edges and seams were warped
using the developed mapping to assign pixel values in the image segment to new
locations. The pixel values were interpolated using the original integer pixel locations to
create geometrically corrected image segments. The second, forth, and sixth segments
remain unaltered and are concatenated with the new geometrically corrected versions of
the other four segments into the new geometrically corrected image.
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FIGURE 4.2: The algorithm used to correct the geometric distortion and the display seams
is outlined.
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4.1.2 MEASURING AND MITIGATING LUMINANCNE AND CONTRAST
NONUNIFORMITY
To solve the problems of brightness and contrast loss we needed to first calibrate
a camera such that responses of each pixel were comparable. Then the camera could be
used to measure the luminance map of the display and estimate how the contrast varies at
the seams. The resulting luminance and contrast maps are then used to algorithmically
mitigate the perception of luminance and contrast changes.
The responses of pixels within a camera vary spatially and need to be calibrated
before it can be used to estimate contrast. Three primary reasons exist for the varying
response of the pixels: 1) lens falloff, i.e. irradiance decreases as a power of cosine of the
angle from the optical axis 2) nonuniformities/defects in the pixel array, and 3) the
combination of dark current and read noise. Dark current and read noise was corrected
by subtracting the median of several dark frames (at the same exposure time as the image
to be corrected) from an image. By using the same lens, the camera can be flatfielded
once to account for both lens falloff and pixel array nonuniformities. This was done by
first imaging a diffuse white target encompassing the entire field of view of the camera.
Then the ‘gain’ of each pixel is derived and used to normalize each darksubtracted
image. For measuring the photometric response of the camera used in this experiment,
light emitted from a direct current tungsten light source was directed into an integrating
sphere via fiber optics. The inside of the sphere then served as a flat field (diffuse,
uniform source). The camera then imaged this field. The setup is shown in Figure 4.3.
An ideal system with no lens falloff and the same linear responsivity for each
pixel would produce a completely flat, uniform image; therefore, nearly all the variation
in the dark subtracted image of the uniform field is due to the vignetting from the camera
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lens and the responsivity (charge/photon) variation between pixels. The combined effects
can be thought of as a single attenuation of signal for each pixel location. For all pixels
to have the same signal, some pixel signals need to be either amplified or attenuated. To
accomplish this, linear raw images of the flat field that have been dark subtracted were
first demosaiced. Each color channel was used to create a gain image (a map of scalars
for each pixel location that when multiplied by pixel response yields an image with equal
response at every pixel location). For each channel, the gain at a pixel is the maximum
pixel response of the channel divided by the pixel’s response. The resulting three
channel gain image was then multiplied by dark subtracted images to produce an image
with equal response at every location (a uniform, flat field would have the same pixel
value at every pixel location).
Once the camera is calibrated, the contrast can be estimated from the local
contrast measured from the imaged bar targets. This maximum contrast is measured at
the furthest bars targets from the seam and is normalized to have a contrast of unity. The
contrast measured at all other location is normalized by this same maximum contrast to
create a spatial map of the contrast changes. Finally, the spatial contrast map is inverted
to create a spatially varying contrast enhancement weight (see Figure 4.4) used in the
algorithms described shortly.
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FIGURE 4.3: This is an image of the setup used to calibrate pixel responsivity. Light from
a direct current, tungsten source (stabilized) is directed though a fiber optic cable into the
entrance port of an integrating sphere. The camera is located at the exit port such that
every pixel in the imaging sensor is entirely covered by the uniform field created by the
light source and sphere.
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FIGURE 4.4: Visualization of the spatially varying contrast weight is shown as a pixel
map. This represents how much of the unsharp mask at a particular pixel location should
be added to the original image such that the resultant image will appear to have uniform
contrast. Lighter areas therefore correspond to regions of the display with low contrast
(contrast needs to be enhanced) and darker areas correspond to display regions with high
contrast.
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Mapping the brightness/ luminance changes across the seam again requires the
pixel responses of the camera to be calibrated as described previously. The maximum
output of the display (each pixel set to R = G = B = 255) is imaged. To normalize the
display radiometrically, the image (in linear space) is divided by this white field and
multiplied by the minimum of the entire white field image such that the minimum of the
white field is the maximum output of every pixel.
This method creates a radiometrically uniform image. Unfortunately, this method
significantly decreases the brightness and therefore the contrast of the display. To
combat this issue, a perceptually uniform normalization can be used, similar to that used
in [Majumder and Stevens 2005]. As with most LCD and projector displays, the displays
used were not radiometrically uniform. However, Majumder and others have noted that
luminance projected onto the edge of a screen can be as much as seventy percent of the
luminance of the screen’s center and still look uniform. This is because the human visual
system is well adapted to detect rapid changes in luminance (edges) but not slowly
varying changes. As such, the luminance calibration map was designed to change the
luminance of the display from its maximum at the display centers to its minimum (at the
seams, 50 percent of the maximum) as a cosine function with a large period equal to the
number of pixels in one of the displays. The luminance change can be seen on a scaled
down version of the image, but the change is nearly if not completely imperceptible when
viewed at full scale. This allows a perceptually uniform luminance to be obtained
without the drastic brightness and contrast decreases.
The luminance and contrast correction is outlined in Figure 4.5. The pixel values
of an image are usually raised to a power (gamma factor) such that the image is rendered
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for the near logarithmic response of the human visual system. However, the contrast and
luminance of the display were measured with the linear response of a DSLR camera.
Care must be taken in order to use the measured data correctly. This is why the first step
is to linearize the image pixels by raising the digital count of each pixel to a gamma =
2.2.
Then the resultant image is multiplied by the luminance scale (the cosine
luminance map described previously). The resultant image will be referred to as the
linear luminance corrected image, or LLC.
Next, unsharp masking is applied as follows. The LLC image is blurred using a
lowpass filter; specifically, the image is convolved with an 11 x 11 pixel Gaussian
kernel normalized to 1 (see Figure 4.6). The blurred image is then subtracted from the
LLC to produce what would normally be the unsharp mask (the high frequency edge
information).
Many good resources exist for the specifics of unsharp masking, for instance
[Gonzalez and Woods 2008; Chapter 3]. However, some modifications need to be made
in order to create a spatially varying unsharp mask. One necessary step is to account for
the nonlinear perceptual response of contrast. To do this, a luminance/lightness map is
estimated for the image by simply taking the mean of the three color channel at each
pixel location in the blurred LLC. Then a gamma factor of 2.2 is applied to this
luminance estimate. This result is notated as the perceptual contrast weight in the
diagram.

64

The perceptual contrast weight is then multiplied by the difference image mask.
This step accounts for the contrast dependence due to the spatially varying luminance of
the image itself but not the spatially varying contrast of the display.
To account for the variance caused by the optics of the display, the image created
in the previous step is then multiplied by the contrast weight derived from the measured
contrast (Section 4.1.2). This resulting image is the weighted, spatially varying unsharp
mask that is added to the LLC image.
The unsharp masked image is then clipped to prevent hue shifts for color that
would otherwise go out of gamut. Finally, the inverse gamma factor is applied to
produce the luminance and contrast corrected image.
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FIGURE 4.5: The algorithm used to correct luminance and enhance contrast near the
display seams is outlined. (LLC refers to the linear luminance corrected image.)
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FIGURE 4.6: The two graphs show visualizations of the Gaussian kernel used to blur an
image for the unsharp masking process.

4.2 EXPERIMENT TO DETERMINE THE EFFECTIVEMESS OF
THE ALGORITHMS
A psychometric study was necessary to determine the effectiveness of our
algorithms. Image differences can be calculated between the original images/test patterns
and the processed images/test patterns, but these measurements do not account for the
processing performed by the human visual system. In order to understand how effective
the algorithms are at improving image quality, human observers must evaluate the
images. In this study, we use a standard method of evaluating image quality, difference
scaling.

4.2.1 OBJECTIVES
The experiment used to determine the effectiveness of the algorithms has three
goals. First, the experiment must provide appropriate data to determine whether the
algorithmic corrections described in Section 4.2 produce statistically significant
improvements to image quality. Second, the data will be used to determine whether
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image content, the algorithmic correction applied, or an observer’s expertise influences
an observer’s opinion of image quality. Finally, the results will be used to justify
whether these image corrections should be utilized.

4.2.2 METHODS
These experimental goals were accomplished using a difference estimation
experiment as described in [Keelan 2002] or [Engeldrum 2000]. With this method, a
fixed reference sample (the unprocessed image) is given with an assigned value and
stimuli are scaled by the observer to the reference sample. One of the problems with
magnitude or difference scaling is creating a metric that is intuitive for observers. Using
currency to assign value is a familiar concept to nearly any potential observer, both
novice and expert, and can be used to create clear and simple instructions [Farnand
2013]. The general format of the experiment used was the same as [Keelan 2002]
describes except the value assigned to the reference image was in terms of dollars.
Observers were then asked to assign prices to compare image quality.

4.2.3 STIMULI
The 50 stimuli used in the experiment consisted of five different versions of ten
different images. The original ten images (no image processing applied) are shown in
Figure 4.11 aj. The versions included the original image, a luminance/contrast enhanced
version of the original, a geometrically corrected version of the original using our
algorithm, a luminance/contrast enhanced version of the geometrically corrected version
using our algorithm, and a sharpened version of the original using commercial software
(Picasa 3) that does not use any of the measured spatially dependent properties. The
sharpened versions of the images were created to provide a reference general image
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quality enhancement to compare against the displayspecific enhancements provided by
our algorithms. To create the sharpened version of the images, they were first sharpened
twice using batch processing. Then the sharpest version of these two images that did not
introduce noticeable artifacts was selected as the stimulus. The image differences
between the original image and the processed images are shown in Figures 4.74.10. As
described in Chapter 3, the ten original images were chosen for the wide range of image
content, e.g. interiors, landscapes, faces, people, high and low spatial frequencies, light
and dark scenes, etc. These images and the image used for the tutorial are shown in
Figure 4.11. Images of all the stimuli as they appeared on the display are given in
Appendix A.
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a) Original

b) Luminance/Contrast Enhanced

c) Original Version on the Panoramic Display

d) Luminance/Contrast Enhanced Version of the Original on the Panoramic Display

e) Effects of the algorithm on a gray checkerboard
FIGURE 4.7: Luminance/Contrast Enhancement – The original and enhanced version of
the image are compared. The images are shown in (a) and (b), while (c) and (d) show the
panoramic display showing these images (as captured by the DSLR). In (e), a gray
checkerboard pattern as it appears on a display seam is shown on the left and the
enhanced version of the pattern is shown on the right.
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a) Original

b) Geometrically Corrected

c) Original Version on the Panoramic Display

d) Geometrically Corrected Version of the Original on the Panoramic Display

e) Effects of the algorithm on a gray checkerboard
FIGURE 4.8: Geometric Correction – The original and corrected version of the image are
compared. The images are shown in (a) and (b), while (c) and (d) show the panoramic
display showing these images (as captured by the DSLR). In (e), a gray checkerboard
pattern as it appears on a display seam is shown on the left and the corrected version of
the pattern is shown on the right.
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a) Original

b) Luminance/Contrast Enhanced and Geometrically Corrected

c) Original Version on the Panoramic Display

d) Luminance/Contrast Enhanced Version of the Geometrically Corrected Version

e) Effects of the algorithm on a gray checkerboard
FIGURE 4.9: Geometric Correction and Luminance/Contrast Enhancement – The original
and enhanced/corrected version of the image are compared. The images are shown in (a)
and (b), while (c) and (d) show the panoramic display showing these images (as captured
by the DSLR). In (e), a gray checkerboard pattern as it appears on a display seam is
shown on the left and the enhanced/corrected version of the pattern is shown on the right.
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a) Original

b) Sharpened

c) Original Version on the Panoramic Display

d) Sharpened Version on the Panoramic Display
FIGURE 4.10: Sharpening Using Commercial Software – The original and sharpened
version of the image are compared. The images are shown in (a) and (b), while (c) and
(d) show the panoramic display showing these images (as captured by the DSLR).
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a) Watches/Hats

b) Lake

c) Night Scene

d) Map
FIGURE 4.11: The ten original images used in the experiment and the image used during
the tutorial and in the practice trial are shown.
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e) China

f) Graph

g) Cityscape

h) Warehouse
FIGURE 4.11 (CONTINUED): The ten original images used in the experiment and the image
used during the tutorial and in the practice trial are shown.
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i) Choir

j) Architect

k) Tutorial/Practice
FIGURE 4.11 (CONTINUED): The ten original images used in the experiment and the image
used during the tutorial and in the practice trial are shown.

4.2.4 PROCEDURE
4.2.4.1 USER INTERFACE
The user interface for this experiment included the panorama display system, a
keyboard for data entry, and a set of speakers for additional feedback to the observers.
An image of an observer interacting with the user interface is shown in Figure 4.12.
Stimuli were displayed as shown in Figure 4.13. The blue area represents the full
displayable area on the panorama system. Near the upper left corner of the screen
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(marked by the red ‘x’), either a red ‘1’ or red ‘2’ is displayed to identify each stimulus in
a trial pair. A ‘1’ indicates the image with an assigned value of $2000 and a ‘2’ indicates
the image to which the observer assigns a value. Near the lower left corner of the screen
(marked by the red ‘y/50’), the trial number ‘y’ is displayed out of the total number of
trials, 50. The keyboard allows observers to switch between stimuli in a trial, enter in
their assessment for the trial, and proceed to the next trial. Keys used for data entry were
overlaid with phosphorescent painted paper with each key’s corresponding character
assignment marked in indelible ink (see Figure 4.14). This was done to improve
visibility of the keys in the dark room and thus simplify the observer’s task and shorten
the runtime. The task was also simplified by providing tones for certain key presses in
addition to the visual feedback. Further information on the keys and tones used during
the experiment are described later in the observer’s instructions.

FIGURE 4.12: An observer interacts with the experimental user interface.
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FIGURE 4.13: Stimulus Layout (Characters are not shown to scale.)

FIGURE 4.14: A wireless keyboard was modified for use in the dark room used during
the experiment.

4.2.4.2 TASK
Each observer performed 50 trials. For each trial the original image was shown
first and assigned a value of $2000. The observer then pressed the right arrow key to see
one of the five versions of the original image. After viewing both images in a trial, the
observer could toggle between the two using the left and right arrow keys as much as
desired. The left key always returned to image ‘1’ while the right key returned to image
‘2’. Pressing these keys not only toggled the images, but produced a confirmation tone
that a particular key had been pressed. This provided a third way to determine which
image in the trial was current (the first way was the red number in the upper left corner
and the second was the arrow key selected). Having ways to distinguish the images was

78

important for stimuli pairs containing images that appear very similar. Also, between
each press of an arrow key, a gray screen was presented for 1/60 seconds to simulate the
change of gaze that would occur when viewing displays sidebyside. Once the observer
was ready to assign a value to image ‘2’, the observer pressed the space bar to bring up a
gray screen waiting for keyed entry. This key press also had a unique confirmation tone.
Then the observer typed their estimated price using the number keys. Mistakenly typed
characters were deleted using the backspace key. Finally, the observer confirmed the
keyed entry by pressing the enter key. Trials containing the same original image were
run consecutively, but the order of the five versions used for image ‘2’ was randomized
as was the order of the ten original images.
A tutorial was used to introduce observers to the experiment and to help them
acclimate to the user interface and observer task. This helps mitigate errors during the
real trial caused by observers misunderstanding instructions or how the user interface
works. Additionally, the tutorial helps observers gain confidence in their decisions
[Fairchild 2013]. The tutorial begins with the proctor verbally introducing the participant
to panorama display systems and the experimental objectives. Then an image is
displayed that contains areas exemplifying some of the discontinuities/ artifacts caused
by the display system and the proctor directs the observer’s attention toward these areas.
This is followed by an image exemplifying some of the algorithmic mitigations of these
discontinuities applied to the original image. This alerts observers to where significant
changes between image pairs are likely to occur. Participants then receive their
instructions. The tutorial ends once the observer completes three practice trials. These
trials allow the user to become comfortable with the user interface and their gained
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confidence in the assessments reduces presentation order errors in the real trials, i.e. most
observers should have established a stable criterion by the end of the tutorial.
The instructions given to each observer are as follows:
Imagine you are shopping for a panorama display at a retail store, Best Buy for
example. You are looking at two different panorama systems, but the price is only labeled
for one of them. These displays will be simulated on this panorama display. You will
first see an image on a display, ‘1’, that costs $2000. Then you will be shown the same
image on a “different” display, ‘2’. The display number will be indicated in the upper
lefthand corner.
You will then be asked to estimate the price of the second display based on the
price of the first. Assign a higher price if the image quality of the second display is better
than the first, a lower price if the image quality of the second display is worse, and the
same price if the image quality is the same. How much better or worse is reflected in
how much higher or lower you price the second display. You can flip back and forth
between the two displays as much as needed using the left and right arrow keys (left for
display ‘1’ and right for display ‘2’). A different tone is also associated with each of
these key presses.
When you are ready to assign a value to the second display, press the space bar.
Wait until the gray screen appears and enter you price estimation using the number keys
near the top of the keyboard. You can use the backspace key if you make a mistake. To
confirm your estimate, press the enter key.
There will be fifty trials that in total should take approximately 20 minutes to
complete. The number of the current trial out of the total number of trials is located in

80

the lower lefthand corner of the display. Before the real trials begin, you will complete
three practice trials so you can become familiar with the controls and the task. You may
ask questions at any time during the experiment. [After the tutorial but before the real
trials, the proctor enters the observer identification number, gender, age, and occupation
(used to classify observers as expert or novice)]. Now you will begin the real trials.

4.2.4.3 OBSERVERS
Twentyfive observers participated in the experiment. Observers with
backgrounds in color science or imaging science were classified as experts. Ten
observers were considered expert while the other fifteen were classified as novice. The
sixteen male and nine female observers ranged in age from 18 to 70 years with a mean,
median, and standard deviation of 28.8, 25, and 12.0 years, respectively.

4.2.5 RESULTS AND ANALYSIS
Observer responses were analyzed using Matlab®’s multiway analysis of variance
(ANOVA), the function ‘anovan’. This technique tests the effects of multiple factors on
the mean of a vector by comparing the variance explained by factors to the remaining
variance that cannot be explained. In this case, the effects of image, algorithm, and
expertise on the mean of the price are tested. By performing the full analysis of variance,
the variance due to the interaction of these effects can also be tested. The output of the
ANOVA is shown in Table 4.1. The first column contains the effect or interaction of
effects. The second and third columns contain the sum of squares variance and the
degrees of freedom associated with each source. Column four is the mean squares (the
ratio of second column to the third column). The ratio of the mean squares of each
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source to the mean square error is given in column five. Probabilities for the F statistics
are given in the sixth column. Probabilities near zero cast doubt on the null hypothesis.
Assuming a 95 percent criterion for significance (p < 0.05), the algorithm, expertise, and
interaction of image and algorithm all contain main effects.
TABLE 4.1: Analysis of variance for the cost of second display. The low probabilities of
for the F statistic for algorithm, expertise, and the interaction of image and expertise
suggests at least one mean in each of the sources is significantly different from the rest,
i.e. a main effect exist due to these sources.

The statistics produced from the multiway ANOVA were used in Matlab’s
multcompare function to generate graphs of the mean price estimates with comparison
intervals around them. At a 95 percent confidence level, overlap of comparison intervals
between any two groups suggests no statistical difference between them, while groups
without overlapping comparison intervals are statistically different. The graph of mean
price for each image shows that image content did not significantly affect observers’
price evaluations and therefore preference, Figure 4.15. However, Figures 4.16 and 4.17
show that an observer’s expertise and the image processing algorithms did affect
observers’ price evaluations. As one might expect, experts were more critical of the
display as shown by their statistically lower pricing evaluations relative to novices.
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Image processing algorithms affected preference in the following ways (see Figure 4.17):
1. Sharpening using batch processing significantly enhanced image quality, as
expected.
2. Geometric correction and the combination of geometric and the luminance/
contrast correction enhanced image quality even more than sharpening.
3. Neither the original nor the luminance/contrast correction was significantly
preferred over the other.
4. Observers did not significantly prefer either the geometric correction or the
combination of geometric and luminance/contrast correction over the other.
5. Observations 3 and 4 suggest that the luminance/contrast correction did not
significantly improve the image quality either because no change was perceived
or the tradeoff between luminance/contrast uniformity and overall brightness
resulted in no significant preference.

Results from the multiway ANOVA suggest image preference was influenced by
the interaction of image and algorithm. The mean price and 95% confidence intervals for
the fifty combinations of image and image processing are shown in Figure 4.18. The
graph shows that the significance of algorithm on observer evaluation changes from the
overall trend (Figure 4.17) for some image content. Figure 4.19 contains the same means
and confidence intervals as Figure 4.18, but confidence intervals for different image
algorithm combinations are highlighted to accentuate some trends.
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FIGURE 4.15: The mean price and 95% confidence intervals for the ten images.

FIGURE 4.16: The mean price and 95% confidence intervals for novices and experts.
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FIGURE 4.17: The mean price and 95% confidence intervals for the 5 image processes.
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FIGURE 4.18: The mean price and 95% confidence intervals for the fifty combinations of
image and image processing.
In all of these graphs, confidence intervals in gray overlap with the blue
confidence interval while intervals in red do not overlap with the blue interval. Figure
4.19a shows that no significant difference exists between original images and their
corresponding luminance/contrast corrected versions. No significant difference exists
between the sharpened images and the corresponding original images. Also, no
significant difference exists between the sharpened images and the corresponding
luminance/contrast corrected version except for China. Figure 4.19b suggests that image
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processing did not significantly change observers’ evaluations of Warehouse or Night
Scene. Figure 4.19c shows the combination of geometry and luminance/contrast
corrections significantly improves Choir over the original and the luminance/contrast
correction but does not significantly differ from the geometric correction or sharpening.
Figure 4.19d shows that Lake is only improved over both the original and
luminance/contrast corrected version of Lake by the combination of geometry and
luminance/contrast corrections. Geometry alone improves Lake over the original, but not
the luminance/contrast corrections. Figure 4.19e shows that geometric correction
statistically improves both Map and Graph relative to sharpening while Figure 4.19f
shows that the combination of geometric and luminance/contrast correction improves
Graph relative to sharpening. Figure 4.19g shows that only the geometric correction
alone improves Cityscape relative to the original and luminance/contrast corrected
versions of the image. However, this correction is not statistically different from
sharpening or the combination of geometric and luminance/contrast corrections. Finally,
Figure 4.19h shows that both geometric correction and the combination of geometric and
luminance/contrast corrections statistically improve image quality of Architect relative to
the original and the luminance/contrast enhanced versions but not the sharpened version.
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Price ($)
a) No significant difference exists between original images and their corresponding
luminance/contrast corrected versions. No significant difference exists between the
sharpened images and the corresponding original images. Also, no significant difference
exists between the sharpened images and the corresponding luminance/contrast corrected
version except for China.

Price ($)
b) Price evaluations did not significantly differ between any of the image processing
Night Scene and Warehouse.
FIGURE 4.19: Detailed evaluation of the interaction of image and algorithm
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Price ($)
c) The combination of geometry and luminance/contrast corrections significantly
improves Choir over the original and the luminance/contrast correction but does not
significantly differ from the geometric correction or sharpening

Price ($)
d) Lake is only improved over both original and luminance/contrast corrected versions of
lake by the combination of geometry and luminance/contrast corrections. Geometry
alone improves Lake over the original, but not the luminance/contrast corrections.
FIGURE 4.19 (CONTINUED): Detailed evaluation of the interaction of image and algorithm
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Price ($)
e) Geometric correction statistically improves both Map and Graph relative to
sharpening.

Price ($)
f) The combination of geometric and luminance/contrast correction improves Graph
relative to sharpening.
FIGURE 4.19 (CONTINUED): Detailed evaluation of the interaction of image and algorithm
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Price ($)
g) Only geometric correction alone improves Cityscape relative to the original and
luminance/contrast corrected versions of the image. However, this correction is not
statically different from sharpening or the combination of geometric and
luminance/contrast corrections.

h) Both geometric correction and the combination of geometric and luminance/contrast
corrections statistically improve image quality of Architect relative to the original and the
luminance/contrast enhanced versions but not the sharpened version.
FIGURE 4.19 (CONTINUED): Detailed evaluation of the interaction of image and algorithm

91

4.3 SUMMARY
Two image processing techniques were developed to mitigate geometric
distortions, missing content, brightness changes, color changes, and blurring at the seams
in the panoramic display. These algorithms were evaluated by observers via a difference
estimation experiment. Sharpened images were also evaluated in the experiment because
they provide reference general image quality enhancement to compare the display
specific enhancements provided by our algorithms.
The results of the experiment showed that image content alone did not affect
observer evaluation of image quality. However, observer expertise, the image processing
algorithm, and the combination of the algorithm and image content did significantly
affect observer evaluations. On average, experts statistically priced the displays lower
relative to novices, suggesting experts are more critical of the display than novices.
Overall, observers found statistically significant improvements in image quality from
sharpening over the original and luminance/contrast correction but even greater
improvement from the geometric correction and the combination of the geometric and
luminance/contrast corrections. No significant overall difference was found between the
original image and the luminance/contrast correction. However, image quality
evaluations of these image processing techniques differ for different image content. For
example no statistical differences were found between the five versions of the Night
Scene or the five versions of Warehouse while the combination of geometric and
luminance/contrast enhancement significantly improved the image quality of Lake
relative to its original.
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These findings show that geometric correction should be incorporated into the
panoramic display system to significantly improve image quality. While the combination
of the geometry and luminance/contrast correction does not statistically improve overall
image quality relative to geometric correction alone, this combination should be
considered because at least for one image, Lake, the combination made significant
improvements to image quality relative to the luminance corrected image while geometry
alone did not. This suggests that the combination of these corrections will enhance
certain image content while not detracting from the image quality of content it does not
enhance. Finally, luminance/contrast correction alone should not be incorporated into the
display system because it does not statistically improve the overall image quality.
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5
CONCLUSIONS, PROJECT
CONTRIBUTIONS, AND FUTURE WORK
5.1 CONCLUSIONS AND PROJECT CONTRIBUTIONS
The goals of this work were to understand the performance of Corning’s seamless
panoramic display technology and use this understanding to aid its further development.
To understand both the current benefits and the limitations of the display technology, a
survey polling the opinions of a diverse set of participants was conducted. Analysis of
the survey utilized both magnitude scaling and word frequency analysis. The results of
this survey led to the conclusion that five primary issues need to be addressed to improve
the display system’s performance: 1) distortion 2) missing content, 3) brightness changes,
4) color differences, and 5) blurring.
Correcting these five primary issues was attempted through algorithmic
mitigation. The result was two algorithms, one for geometric correction (to correct
distortions and missing content) and one for correcting luminance changes and enhancing
local contrast (to correct brightness and color changes in addition to reducing blur).
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Finally, the efficacy of the algorithms developed was evaluated through a difference
scaling experiment. The geometric correction was found to significantly improve the
visual quality of still images projected on Corning Incorporated’s display system, even
more so than the improvement from commercial software sharpening techniques. The
luminance/ contrast correcting algorithm did not statistically improve or worsen the
image quality. This might be because either 1) the changes were so small that they were
imperceptible or 2) perhaps improvement to brightness, color, and contrast uniformity at
the seams is negated by the reduction in overall brightness of the display. Also, image
content specific trends were found. For example, while the luminance/contrast correction
alone does not statistically change image quality relative to the original, its combination
with geometric correction can create a statistically significant improvement for certain
image content.
The projects presented in this thesis utilized a survey and a perceptual image
quality experiment to estimate the overall opinions of a population. The difference
scaling allowed different image quality attributes to be ranked on the same scale. Display
engineers could apply these methods to easily and objectively help evaluate which image
processing techniques or optical designs are most viable. Multiple algorithms and optical
designs that affect image quality yet change different attributes of an image can be
compared in order to determine whether the algorithms or optical designs should be
incorporated into a new display. Rather than evaluating individual aspects of image
quality individually, observers’ total impressions of image quality are obtained, which are
the most important attributes to make most display systems commercially viable.
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The algorithms, designed in the second project, developed concepts and
techniques that were used to construct visually seamless tiled projector display systems.
Additionally, working knowledge of the human visual system, camera systems, computer
vision, and image processing techniques were incorporated into the algorithm designs.
Utilizing the developed algorithms in addition to Corning’s custom optical design have
resulted in great strides toward the ultimate goal of creating a visually seamless, tiled flat
panel display system.

5.2 FUTURE WORK
While the outcomes of the projects described in Chapters 3 and 4 have led to
statistically significant improvements in the appearance of Corning’s prototype panorama
display system, further endeavors will help improve image quality of new iterations of
this system while keeping design and manufacturing costs relatively low. Several such
future projects are described below.

5.2.1 IMPLEMENTATION FOR REAL TIME APPLICATIONS
The algorithms designed to mitigate geometric, brightness, and contrast
distortions can be implemented for real time application. The current algorithms have
only been applied and tested on still images because the processing time is too slow for
real time. Prerendering video content is also slow; Matlab is great for rapidly
prototyping algorithms, but not for computational speed. However, the current
algorithms can be implemented in real time by using other lower level languages,
especially those that utilize libraries such as Open Computer Vision (OpenCV) and Open
Graphics Library (OpenGL). Additionally, these processing steps could be encapsulated
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in the graphics processing units (GPUs) in standard video/graphics hardware such that all
video input to the display would receive the same processing.

5.2.2 PERCEPTUAL EXPERIMENTS FOR VIDEO
The perceptual experiments conducted in Chapter 4 tested the effects of
algorithmic correction on still images, but the impact of the algorithms on motion video
has not been evaluated. Additional perceptual experiments need to be conducted to study
the effectiveness of the algorithmic corrections on motion video.

5.2.3 INVESTIGATION OF VIEWING POSITION AND DISPALY
GEOMETRY EFFECTS
Observers for the survey and image evaluation were always seated in roughly the
same position and orientation to the panorama display and the calibration measurements
used in the algorithmic correction were acquired for this position. Calibrating the display
for a single position might be adequate for a display with only one viewer, but not
necessarily for multiple viewers. For example, the bezels can be seen at large angles
from the normal of one of the display panels. This implies that viewers left or right of the
designed viewing position might not perceive the same seamlessness as the viewer in the
‘sweet spot’. Also, LCDs can have dramatic color changes when viewed from large
angles from the optical axis [Sharma 2002]. These angular color changes may be
exacerbated near the bezels by the optics used to disguise them. For these reasons,
further measurements of the angular color dependencies may be necessary in order to
optimize the design of the display for multiple viewers. This includes not only the optical
design for a particular display configuration, but might also include design of the angular
separation between adjacent displays.
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5.2.4 SIMULATOR FOR PERCEPTUAL EXPERIMENTS
The optics used in Corning’s panoramic display system redirect light from the
displays in order to hide the bezels. As a result, the image content near the seams is
distorted both in geometry and color. As a secondary issue, the optics introduce
additional surfaces to the display that cause some undesired effects, such as shadows and
surface reflections. These issues create a desire for alternate optical designs and image
processing techniques. Creating a display system simulator to perform perceptual tests of
the effectiveness of new optical design and image processing techniques could greatly
expedite the development process. The goal of such a design tool would be a display that
can show images as they would appear through new optical designs and as they would
appear after image processing. This display could then be viewed by observers in
magnitude scaling, difference scaling, or other perceptual experiments to evaluate the
effectiveness of the optics and/or image processing algorithms, similar to the experiment
in Chapter 4.
A first generation simulator has been developed that can visually imitate some of
the phenomena, specifically magnification changes that occur at the seams and subpixel
structures that might become visible after these magnification changes. The
magnification changes are simulated by applying similar homography techniques used for
geometric correction in Chapter 4. The magnification changes caused by an optical
design can be calculated or measured and be used to create a pixel mapping. The results
of simulated Gaussian and exponential magnification changes are shown in Figure 5.1.
The image of a display’s subpixel structure and a corresponding model are shown in
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Figure 5.2. This model was used to simulate subpixel structure on an image as shown in
Figure 5.3.
The next generation of the simulator will be able to simulate spatially changing
brightness/luminance, perhaps through utilizing a high dynamic range display. Also,
more information about optical properties will be incorporated to simulate phenomena
such as the shadows and reflections resulting from a design. Such a simulator will allow
rapid iterative design and evaluation of nextgeneration visually seamless, tiled flat panel
displays.
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FIGURE 5.1: Simulated magnification changes on a test image.
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a) Example Subpixel Structure
b) Modeled Subpixel Structure
FIGURE 5.2: The structure of a pixel is simulated using 81 pixels (9 x 9 pixels).

a) Original

b) Simulated Subpixel Structure

d) Simulated Subpixel Structure (zoomed in) – notice the individual subpixels
FIGURE 5.3: An image with simulated subpixel structure appears much darker due to the
simulated black matrix. A brighter backlight will accommodate for the decreased
luminance.
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Displays have been tiled together to construct larger, higher resolution displays.
Benefits of such large display systems include: allowing more information to be
presented at one time to a larger audience, displaying immersive content, and utilizing
alternate user interface strategies that allow multiple users to interact with the displayed
content and each other. Tiled display systems can be constructed and maintained at
lower costs than single displays of the same size and resolution. The main shortcoming
of tiled display systems is the visual disruption caused by the seams where adjacent
displays meet. Efforts have been made by many researchers to mitigate the appearance
of these disruptions with most of these efforts focused in tiled projector based systems.
Fewer efforts have been made address the visual disruptions caused by the bezels
in flat panel displays. Corning Incorporated has developed a method to mask the bezels
by redirecting some of the image content over the bezels. This method is successful at
hiding the bezels, but visual discontinuities still exist near the seams. In an effort to
improve their method, a survey was conducted to investigate the strengths and limitations
of the display. Based on the results of the survey, three problems (geometric, luminance,
and spatial variation) were chosen to be addressed algorithmically. While image quality
was not significantly changed by our luminance/contrast algorithm, we found our
geometric correction significantly improved the still image quality even more than
sharpening using a commercial algorithm. While more studies need to be performed for
video content, we have contributed methods to improve the visual seamlessness of tiled,
flat panel displays.
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