Methods to determine fast-ion distribution functions from multi-diagnostic measurements by Jacobsen, Asger Schou
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners 
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 
• Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
• You may not further distribute the material or use it for any profit-making activity or commercial gain 
• You may freely distribute the URL identifying the publication in the public portal  
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
   
 
Downloaded from orbit.dtu.dk on: Nov 08, 2017
Methods to determine fast-ion distribution functions from multi-diagnostic
measurements
Jacobsen, Asger Schou; Naulin, Volker; Salewski, Mirko
Publication date:
2015
Document Version
Publisher's PDF, also known as Version of record
Link back to DTU Orbit
Citation (APA):
Jacobsen, A. S., Naulin, V., & Salewski, M. (2015). Methods to determine fast-ion distribution functions from
multi-diagnostic measurements. Department of Physics, Technical University of Denmark.
Methods to determine fast-ion
distribution functions from
multi-diagnostic measurements
PhD Thesis
Asger Schou Jacobsen
Abstract
Understanding the behaviour of fast ions in a fusion plasma is very important, since the
fusion-born alpha particles are expected to be the main source of heating in a fusion
power plant. Preferably, the entire fast-ion velocity-space distribution function would be
measured. However, no fast-ion diagnostic is capable of measuring the entire distribu-
tion function. The velocity space sensitivity of a fast-ion diagnostic is given by so-called
velocity-space weight functions. Here, the development of neutron emission spectrometry
weight functions is presented. By combining measurements from several fast-ion dia-
gnostic views, it is possible to infer the distribution function using a tomography ap-
proach. Several inversion methods for solving this tomography problem in velocity space
are implemented and compared. It is found that the best quality it obtained when us-
ing inversion methods which penalise steep gradients in the velocity-space distribution
function. The different inversion methods are used to study actual fast-ion measurements
from the ASDEX Upgrade tokamak. By calculating tomographies of the distribution be-
fore and after a sawtooth crash, it is possible to identify the parts of velocity-space where
the fast ions are affected the most. Finally, the first ever tomographies calculated using a
combination of measurements from different types of fast-ion diagnostics are presented.
i

Dansk resume
Det er meget vigtigt at forstå opførslen af energirige ioner i et fusionsplasma, da det er
forventet at energirige heliumkerner skabt i fusionsreaktionerne vil stå for hovedparten af
opvarmningen af plasmaet i et fusionskraftværk. Det ville være at foretrække at måle hele
hastighedsfordelingen af de hurtige ioner. Der er dog ingen hurtige ion måle-instrumenter
der er i stand til at måle hele fordelingsfunktionen. Sensitiviteten i hastighedsrum for et
hurtig ion måle-instrument er givet af såkaldte hastigheds-vægtfunktioner. Udviklingen
af vægtfunktioner for neutron spektrometri er præsenteret her. Det er muligt at udregne
hastighedfordelingen ved at kombinere målinger fra flere hurtige ion måle-instrumenter
i en tomografi. En række inversionsmetoder er implementeret for at løse dette tomo-
grafiproblem i hastighedsrum, og deres resultater er sammenlignet. Det viser sig at de
inversionsmetoder der minimerer stejle gradienter i hastighedsfordelingen giver de bedste
resultater. De forskellige inversionsmetoder er anvendt på målinger af de hurtige ioner
fra tokamaken ASDEX Upgrade. Ved at udregne tomografier af fordelingen før og efter
et savtands-crash, er det muligt at identificere hvilke områder i hastighedsrum der bliver
påvirket mest. De første tomografier udregnet for en kombination af målinger fra helt
forskellige typer hurtige ion måle-instrumenter er præsenteret.
iii
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Chapter 1
Introduction
The prospect of a stable, clean, CO2-free source of energy with a practically unlimited
supply of fuel has been driving fusion researchers for decades. Very fast fusion-born alpha
particles are foreseen to be the main source of heating in a fusion power plant. There-
fore, it is important to understand the behaviour of fast ions in a fusion plasma. Using a
single fast-ion diagnostic, it is impossible to experimentally determine the full phase-space
distribution function of the non-thermal ions present in a fusion plasma. Each such dia-
gnostic measures only parts of the velocity-space distribution, given by the orientation of
the instrument to the magnetic field and the type of diagnostic. Identifying which parts
of velocity-space is measured by a given diagnostic contributes to the understanding of
the measurements [1, 2]. This is made possible by the formulation of so-called fast-ion
weight functions which determine the velocity-space sensitivity of a given part of a meas-
ured spectrum [1,3–6]. The weight functions are used in the formulation of the following
forward problem: how will my spectrum look given a fast-ion velocity distribution func-
tion. This is illustrated as going from left to right in figure 1.0.1. Solving the opposite
problem, calculating the distribution which gives rise to a measured noisy spectrum is
significantly harder. This type of problem is called an inverse problem. It corresponds
to going from right to left in figure 1.0.1. A well-known example of an inverse problem
is tomography. Solving the inverse problem sketched in figure 1.0.1 has similarities to
conventional tomography. Thus it is dubbed velocity-space tomography.
During my PhD project I have been working on several aspects of improving and expand-
ing the method of velocity-space tomography of the fast-ion velocity distribution function
in a tokamak plasma. Specifically, my main focus has been divided into the following
three branches of this subject:
• First, I derived velocity-space sensitivity functions, so-called weight functions, for
neutron emission spectrometry. In principle this allows us to include measurements
of neutron energy spectra in the tomographies. Furthermore, the weight functions
allow an identification of the parts of velocity-space measured by a given diagnostic.
These results are published in papers I and II.
• Secondly, I have been working on improving the quality of the tomographies by
implementing a number of different inversion methods in order to determine which
1
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Figure 1.0.1: In the forward problem, synthetic spectra are calculated from a given fast-
ion distribution function. The inverse problem is to find the distribution function which
caused the measured noisy spectra. This is often a much harder problem to solve.
performs best for our specific problem. This is documented in paper III which has
been submitted recently.
• Finally, I have calculated tomographies using real measurements obtained by the
fast-ion Dα (FIDA) spectroscopy set-up at the ASDEX Upgrade tokamak in order
to investigate the effect of a sawtooth crash on the fast-ion population and its
dependence on velocity-space, see paper III and IV.
The above mentioned division of focus is reflected in this thesis, as I will present my
work in the three different areas. The common theme is the expansion, improvement
and application of the method of velocity-space tomography of the fast-ion distribution
function. The thesis is organized as follows. Chapter 2 contains background information
as well as a description of the status of velocity-space tomography before my project
started. Thus chapter 2 does not contain results obtained by me, but is needed in order
to make the rest of the thesis understandable and relate my work to the current status
of the field. Chapter 3 describes my derivation of neutron emission spectrometry weight
functions and gives examples of their applications. It also contains a description of how to
calculate instrument-specific weight functions taking the instrumental response function
of a specific instrument into account. Chapter 4 describes the work I have done on imple-
menting various inversion methods. Chapter 5 contains my studies using experimentally
measured fast-ion data. Conclusions are summarized in chapter 6 and chapter 7 describes
the possible next steps for the field of velocity-space tomography.
2
Chapter 2
Background
2.1 Nuclear fusion
Fusion is a nuclear process where two nuclei fuse together and produce a heavier nucleus.
If the sum of the two nuclei are lighter than iron, this process will release nuclear binding
energy in the form of energy of the products. However, in order to get the nuclei to
fuse, it is necessary to overcome the repulsive Coulomb force. This is done by heating
the fuel components to enormous temperatures, to give them sufficient kinetic energy to
overcome the energy-barrier and fuse together. If the two hydrogen isotopes deuterium
and tritium are used as fuel, temperatures between 100 million K and 200 million K are
needed. At such temperatures, all the fuel will be ionized forming a plasma. The plasma
needs to be confined since touching the walls of a reactor chamber will cool down the
plasma and potentially damage the wall. Currently, the most commonly used method of
plasma confinement is to suspend the plasma midair in a magnetic field of several Tesla
in a toroidally-shaped reactor chamber. Such magnetic fields are five orders of magnitude
greater than the magnetic field of the Earth.
The most widespread machine design is the so-called tokamak1 invented by Soviet scient-
ists in the 1960’ies. A sketch of a tokamak is shown in figure 2.1.1. In a tokamak the
magnetic field consists of a toroidal component created by external toroidal field coils and
a poloidal component created by a strong toroidal current in the plasma. This creates
a helically twisted magnetic field which confines the plasma. JET, the largest operating
magnetic confinement fusion device today, as well as the next-generation device ITER,
under construction in southern France, are both tokamaks.
2.2 ASDEX Upgrade
During my PhD, I have mainly been working with data from the tokamak ASDEX Up-
grade2 located in Garching near Munich. ASDEX Upgrade is a so-called medium sized
1The word tokamak is a Russian acronym meaning either toroidal chamber with magnetic coils or
toroidal chamber with axial magnetic field.
2The name ASDEX is an abbreviation of "Axial Symmetrisches Divertor EXperiment".
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Figure 2.1.1: Sketch of a tokamak. Taken from www.euro-fusion.org.
fusion device, with a major radius of 1.65 m and a minor radius of 0.5 m [7]. The toroidal
current producing the poloidal magnetic field component is of the order of 1 MA and the
toroidal magnetic field is around 2.5 T. A single fusion experiment in ASDEX Upgrade
usually lasts between 6 s and 10 s. Each such experiment is called a discharge. ASDEX
Upgrade is very well suited for analysing the behaviour of fast ions due to the large number
of fast-ion diagnostics installed. It also has several heating systems installed. These are
neutral beam injection (NBI) and electron- and ion cyclotron resonance heating (ECRH)
and (ICRH). For the work presented in this thesis, especially the NBI system is import-
ant. In NBI heating, ions are accelerated outside of the fusion reactor in a strong electric
field. The high-energy beam of ions is neutralized and injected into the plasma where
the neutral atoms are ionized in collisions or charge-exchange reactions. In subsequent
collisions, the high-energy NBI ions will slow down on the bulk plasma, thereby deliver-
ing energy. ASDEX Upgrade has eight different NBI beams, each capable of delivering
2.5 MW of heating power to the plasma. The eight beams are named Q1-Q8 ("Quelle"
is German for source). Q1-Q4 each have a maximum injection energy of 60 keV3. Q5-Q8
have a maximum injection energy of 93 keV. When accelerating deuterium ions in an NBI,
also D2 and D3 molecules are accelerated. When these enter the plasma, they are split
into single D ions, but with only half and third the energy each. Thus, a distribution of
D ions injected with an NBI will have three peaks, called the full, half and third energy
peaks. As will be explained later, the fast-ion diagnostic FIDA can only measures when
an NBI beam is turned on. At ASDEX Upgrade, the beam needed for the FIDA system
is the 60 keV beam Q3.
3In the fusion community, both energy and temperature are often given in eV. 1 eV equals around
11500 K.
4
CHAPTER 2. 2.3. FAST IONS
2.3 Fast ions
The focus in my PhD project has been on very fast ions with energies of 10 keV or more. In
general, the ion distribution in the plasma is considered as consisting of two components.
The main component is distributed according to a Maxwellian distribution given by
ft = nt
(
m
2pikBT
)3/2
exp
(
− mv
2
t
2kBT
)
, (2.3.1)
where nt is the density, m is the mass, vt is the velocity, T is the temperature and kB
is Boltzmanns constant. This component makes up most of the plasma and is called
the thermal or bulk ion distribution, and the ions are called the thermal ions. A typical
thermal ion temperature in the centre of ASDEX Upgrade is of the order of 5 keV. The
other component is the non-Maxwellian ions. These can have significantly higher energies.
Understanding their behaviour is important as the energetic fusion-born alpha-particles
are foreseen to be the main source of heating in a fusion power plant. Thus, if they are
lost due to instabilities or poor confinement before they transfer their energy to the bulk
plasma, it will be detrimental to the performance of the power plant. However, in current
machines only few alpha-particles are produced and the main sources of energetic ions
are NBI and ICRH.
2.3.1 Fast-ion instabilities
Several plasma instabilities have been observed to redistribute energetic ions both in
position and velocity-space [8–10]. Here, the sawtooth instability is described.
The sawtooth instability
A sawtooth crash is a periodic change in the magnetic field topology in the centre of the
plasma. It can occur when the central safety factor, q, drops below one [11]. q is a measure
of the helicity of a magnetic field line and is given by the number of times the field line goes
around the torus toroidally before it returns to a given position in the poloidal plane [11].
When q drops below one, a (1,1) kink mode can grow unstable which triggers the sawtooth
crash [12]. A theory describing the process was proposed by Kadomtsev. According to the
Kadomtsev model [11], the instability changes the magnetic field topology in the centre
of the plasma. The magnetic field topology evolution is sketched in figure 2.3.1 taken
from [13].
The drawings in figure 2.3.1 show poloidal cross sections of the plasma. The twisting
magnetic field lines have been unwound such that the q = 1 magnetic field lines appear
as coming straight out of the page, field lines with q < 1 go counter-clockwise and field
lines with q > 1 go clockwise. At t = 0 only the centermost point has q = 1. Due to an
increase in the toroidal current density, the q-value drops below one in the core as can be
seen for t = 16.5. This creates a (1,1) kink mode which shifts the entire core to the right.
In a small region, the magnetic flux surfaces are pressed together and the magnetic field
lines reconnect. On the opposite side of the cross section, a magnetic island is formed
5
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Figure 2.3.1: Poloidal cross sections of the magnetic field illustrating the princple of the
magnetic field topology change during a sawtooth crash. Taken from [13]
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and grows, assisting to push the core of the plasma into the reconnection region. After
the sawtooth crash, the plasma has returned to a situation where q > 1 everywhere.
The Kadomtsev model has been successful in explaining the sawtooth behaviour in small
fusion devices. However, some experimental findings in larger devices cannot be explained
by the model. According to the Kadomtsev model, a complete reconnection occurs, e.i.
the q value is above one on axis after the crash. However, in large machines, sawtooth
crashes with incomplete reconnection have been observed where the end result is a core
with q < 1 [11]. This is not completely understood. Furthermore, the crash time predicted
by the Kadomtsev model is longer than what is observed on larger devices.
After the crash, a lot of energy has been transported from the centre to the outer regions
of the plasma. Thus, a measure of the central electron temperature and density will
show sharp drops followed by a slower increase while the plasma recovers, followed by
another crash. A plot of the central electron temperature or density as a function of time
will look like sawteeth, hence the name of the instability. It has been observed that a
sawtooth crash redistributes the energetic ions away from the centre. Experiments on
several machines show that a sawtooth crash redistribute passing ions more compared to
trapped ions [2, 14,15].
2.3.2 Fast-ion diagnostics
Several different types of diagnostics exist for measuring the velocity of fast ions in a
fusion plasma. However, none are capable of measuring the entire velocity-distribution
function. It is only possible to deduce information of parts of the velocity-distribution
function from each diagnostic view.
Collective Thomson scattering
Collective Thomson scattering (CTS) measures the scattering of an injected probe beam
off fluctuations in, mainly, the electron density [2, 16–19]. The principle is sketched in
figure 2.3.2 from [20].
Figure 2.3.2: Sketch of the princple of a CTS diagnostic, from [20].
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An injected probe wave with wave vector ki is injected into the plasma. It interacts with
collective fluctuations in the plasma which sets up a scattered wave with wave vector ks
given by
ks = ki + kδ , (2.3.2)
where kδ is the wave vector of the resolved plasma fluctuations. The scattered wave is
then measured by a receiver. The angular frequency, ωδ, of the plasma wave is given by
ωδ = v · kδ , (2.3.3)
where v is the velocity of the fast ion setting up the fluctuation.
For very short injected wavelengths, the scattering will be determined by the properties of
the electrons. This is called Thomson scattering. For longer wavelengths, the scattering
is caused by the scattering off the collective motion of electrons moving under influence
of the ions. This is called collective Thomson scattering. The wavelength required for the
probe beam to work for CTS is given by the Salpeter parameter αS [21].
αS =
1
kδλD
> 1 , (2.3.4)
where λD is the Debye length and kδ is the magnitude of kδ. The Debye length is a
measure of the distance the electrostatic potential of a charged particle will affect the
surrounding plasma before being screened. It is given by
λD =
√
0kBT
q2n
, (2.3.5)
where kB is the Boltzmann constant, T is the temperature, q is the charge and n is the
density.
At ASDEX Upgrade, the CTS system uses one of the ECRH gyrotrons as source for
the probe beam. Most often this is done in a magnetic field configuration where the
corresponding electron cyclotron emission (ECE) resonance is outside the plasma in order
for the probe beam to affect the plasma as little as possible [22]. Recently, the CTS set-up
at ASDEX Upgrade was upgraded with a second receiver. In the standard configuration,
this receiver is oriented such that its field-of-view does not overlap the probe beam.
Instead it measures the background as a function of time, which significantly improves
the background subtraction capabilities [19].
Fast-ion Dα spectroscopy
Fast-ion Dα (FIDA) spectroscopy is a charge-exchange spectroscopic diagnostic on fast
deuterium [23]. The same principle can be used for other species of ions [24]. Electrically
neutral atoms are injected with a neutral beam injector, some of which undergo charge
exchange with the fast ions in the plasma. The now neutral fast atom is no longer
influenced by the magnetic field and will continue on a straight path. The fast neutral
can be created in an excited state or become excited through collisions. It will shortly
8
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thereafter decay and emit a photon. If the decay transition is from the n = 3 to the
n = 2 excited state, it is called a Balmer-α transition. The photon will have a wavelength
around 656 nm and can be measured by the FIDA diagnostic, if it is emitted towards
the detector. The emitted photon is Doppler shifted by the projection of the velocity of
the emitting fast neutral along the direction towards the diagnostic. The principle of the
FIDA diagnostic technique is sketched in figure 2.3.3 taken from [23]. FIDA diagnostic
Figure 2.3.3: Sketch of the princple of a FIDA diagnostic, from [23].
set-ups are installed in several fusion devices: five views at ASDEX Upgrade [25–27],
three views at DIII-D [28, 29], two views at NSTX [30], two views at MAST [31, 32] and
two views at LHD [24].
Neutron emission spectrometry
The energy of a neutron created in a fusion reaction depends on the relative velocity of
the reactants through conservation of momentum and energy. Neutrons are created in
the following reactions:
D + D → 3He + n (2.3.6)
D + T → 4He + n (2.3.7)
where D is deuterium, T is tritium, n is a neutron and 3He and 4He denote helium-3 and
helium-4, respectively.
Neutron emission spectrometry (NES) is a passive diagnostic method since it is not influ-
encing the plasma itself. Several diagnostic principles exist for determining the energy of
a neutron escaping the plasma. The detector with the best energy resolution is a time-
of-flight spectrometer. A time-of-flight spectrometer consists of two sets of scintillator
detectors placed at a given distance from each other. By correlating detections, it is
possible to identify events caused by a neutron being detected in both. The flight time
determines the neutron energy [33]. A second type of detector is a so-called compact
9
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spectrometer which consists of a single scintillator. By analysing the shape of the emitted
light pulse, it is possible to extract information about the energy of the neutron [34].
NES is not a localized measurement. Instead the neutrons can potentially be created in
any location in the plasma within the field-of-view of the instrument. Often, most neut-
rons are generated in so-called beam-target reactions between fast and thermal ions [35].
Hence the neutron rate scales linearly with the bulk ion and fast ion densities, and most
neutrons will normally be generated in the centre of the plasma.
A commonly used reference of the neutron energy is from the 1973 paper by H. Brysk [36].
Here, Brysk derives an expression of the neutron energy, En, from conservation of energy
and momentum in the center-of-mass frame
En =
1
2mnv
2
cm +
mHe
mn +mHe
(Q+K) + vcm cos(θ)
√
2mnmHe
mn +mHe
(Q+K) , (2.3.8)
where vcm is the velocity of the center-of-mass frame, Q is the energy released in the
fusion reaction (for a D-D reaction this is 3.27 MeV), K is the relative kinetic energy of
the reacting nuclei, θ is the angle between the velocity of the center-of-mass frame and
the velocity of the neutron in the center-of-mass frame and mHe and mn are the Helium
and neutron masses, respectively.
In this thesis, the focus is on neutrons from the D-D reaction and all examples are
calculated using parameter values relevant for this reaction. Nevertheless, the neutron
weight function derivation is valid for the D-T reaction or any other reaction directly
producing neutrons, as long as appropriate values are used.
2.4 Velocity coordinates
A few words are needed about the velocity-space coordinate systems used throughout
this thesis. The simplest is the
(
v‖, v⊥,1, v⊥,2
)
-coordinate system, where v‖ is the velocity
parallel to the magnetic field and v⊥,1 and v⊥,2 are velocities perpendicular to the magnetic
field. v⊥,1 and v⊥,2 are mutually perpendicular. Ions in a magnetic field are moving in a
spiralling motion along the magnetic field. Their perpendicular velocities are given by
v⊥,1 = v⊥ cos(γ) , (2.4.1)
v⊥,2 = v⊥ sin(γ), , (2.4.2)
where v⊥ is the total perpendicular velocity given by v⊥ =
√
v2⊥,1 + v2⊥,2 and γ is the gyro-
angle. Assuming the gyro-motion of the ions occurs on a shorter time-scale compared to
other important time scales, we can assume rotational symmetry around the magnetic
field line. This rotational symmetry allows a reduction of the problem from three to two
velocity dimensions by changing it to a cylindrical coordinate system and integrating out
the gyro-angle. Thus, all the
(
v‖, v⊥
)
-figures are two-dimensional with no implied third
direction. The Jacobian determinant for this transformation is v⊥. The ion density, n, is
10
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given by
n =
∫∫∫
f 3D dv‖dv⊥,1dv⊥,2
=
∫∫
v⊥f 3D dv‖dv⊥
∫
dγ
=
∫∫
2piv⊥f 3D dv‖dv⊥ =
∫∫
f 2D dv‖dv⊥ . (2.4.3)
Here the assumption of rotational symmetry is used in order to move the distribution
function outside the integral with respect to γ. The factor 2piv⊥ is included in the two-
dimensional distribution function. From here on I will only be working with the two-
dimensional distribution function, and therefore I will drop the 2D notation and simply
write it as f . Throughout this thesis, v‖ and v⊥ always refer to the velocities of the fast
ions.
In the fast-ion community, a commonly used coordinate system is the (E, p)-coordinate
system, where E is the kinetic energy of the ion and p is the pitch, defined as p = v‖
v
where v is the magnitude of the total ion velocity, v =
√
v2‖ + v2⊥. This coordinate system
is related to the
(
v‖, v⊥
)
-coordinate system by the following simple relations
E = 12m
(
v2‖ + v2⊥
)
, (2.4.4)
p = v‖√
v2‖ + v2⊥
, (2.4.5)
m
v‖ = p
√
2E
m
, (2.4.6)
v⊥ =
√
1− p2
√
2E
m
. (2.4.7)
The Jacobian determinant for the transformation from
(
v‖, v⊥
)
-coordinates to (E, p)-
coordinates is
det(J) = det

∂p
∂v‖
∂p
∂v⊥
∂E
∂v‖
∂E
∂v⊥

= det

1√
v2‖+v
2
⊥
− v
2
‖(
v2‖+v
2
⊥
)3/2 − v‖v⊥(
v2‖+v
2
⊥
)3/2
mv‖ mv⊥

= mv⊥
v
− mv
2
‖v⊥
v3
+
mv2‖v⊥
v3
= mv⊥
v
. (2.4.8)
The energy-pitch coordinate system is popular because the energy of the ions can be read
directly from the plot. The energy-pitch coordinate system is similar to the well-known
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polar coordinate system. Figure 2.4.1 shows how evenly distributed grid points in an
(E, p)-coordinate system map to a
(
v‖, v⊥
)
-coordinate system. Lines of constant energies
(a) (E, p)-coordinate system. (b)
(
v‖, v⊥
)
-coordinate system.
Figure 2.4.1: Illustration of how grid points map from (E, p) to
(
v‖, v⊥
)
.
are semicircles in
(
v‖, v⊥
)
-coordinates and lines of constant pitch are straight lines going
through origo. This uneven distribution of grid points in velocity-space is important to
take into account when implementing inversion methods which penalize steep velocity-
space gradients as explained in chapter 4.
Because of its widespread use, the tomographies calculated in this thesis are in energy-
pitch coordinates. However, the analytic derivations of the velocity-space sensitivity func-
tions take on the most simple form in
(
v‖, v⊥
)
-coordinates.
2.5 Velocity-space weight functions
The all-important starting point of any attempt to solve an inverse problem is a well-
defined forward problem. This goes for any inverse problem in any field of science. The
fast-ion velocity-space sensitivity functions, or weight functions, are just this; a formu-
lation of the forward problem. It is the function, w, which relates a part of a measured
spectrum, s (x1, x2, φ), to the fast-ion distribution function, f(E, p) [1]:
s (x1, x2, φ) =
∫∫
w (x1, x2, φ, E, p) f (E, p) dE dp . (2.5.1)
x1 and x2 denote what part of the spectrum this weight functions corresponds to, i.e. for
a neutron energy spectrum, x1 = En,1 and x2 = En,2 and s (En,1, En,2, φ) is the number
of neutrons with energies between En,1 and En,2. φ is the angle between the resolved
direction and the magnetic field.
The integrals in equation (2.5.1) are approximated with sums:
Sk =
∑
i
∑
j
Wi,j,kFi,j ∆E∆p . (2.5.2)
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i and j are summation indices of energy and pitch and k denotes the k’th measurement
variable bin. Reshaping W to a (1 × n) row matrix and F to a (n × 1) column matrix
and including ∆E∆p in W reduces equation (2.5.2) to
Sk = WkF . (2.5.3)
Given m data points in a spectrum, all m equations on the form of equation (2.5.3) can
be combined into a single linear algebra problem
S = WF , (2.5.4)
where S is a (m× 1) column matrix containing every measurement and W is a (m× n)
matrix dubbed the transfer matrix.
2.5.1 CTS weight functions
Prior to my PhD project, analytic weight functions had been derived for CTS [3]. In
[3], the main focus was on a derivation of differential weight functions which are valid
for a single Doppler shifted frequency. However, a real measurement will always be
associated with a range in the projected velocity according to the spectral resolution
of the instrument. Therefore, the derivation of CTS weight functions in the form they
are most often used today is sketched here. This derivation is very similar to that of
the Doppler-shifted part of the FIDA weight functions derived in [6]. CTS measures a
frequency spectrum, from which the projected ion velocity along kδ can be inferred [37].
The projected velocity is denoted u and the one-dimensional velocity-distribution along
kδ is denoted g(u). This velocity-space projection is illustrated in figure 2.5.1, a modified
version of figure 2 in [3]. The left figure shows the gyro-motion in the (v⊥,1, v⊥,2) plane.
Figure 2.5.1: Sketch of the projection of ion velocity along kδ. Modified version of a figure
from [3].
Because of the rotational symmetry, the v⊥,1- and v⊥,2-axes can be oriented freely. The
v⊥,1 axis is placed such that kδ lies in the
(
v‖, v⊥,1
)
plane. The gyro-angle is defined
such that v⊥,1 = v⊥ cos(γ) and v⊥,2 = v⊥ sin(γ). The right part of figure 2.5.1 shows
the
(
v‖, v⊥,1
)
-plane. The angle φ between the projection direction and the magnetic
13
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field line is the resolved angle or projection angle. This is the angle that determines the
shape of the weight functions. In this coordinate system the gyrating ion moves up and
down the vertical dashed line to the right. The yellow dots correspond to the extreme
velocity-coordinates the ion reaches during its gyro-orbit. The p index stands for point
and corresponds to the velocities of the ion illustrated by the red point. The projection
along kδ is also shown. The projection equation is
u = v‖ cos(φ) + v⊥ sin(φ) cos(γ) . (2.5.5)
If a certain γ solves equation (2.5.5) for given v‖, v⊥ and u, so too does 2pi − γ. From
equation (2.5.5) it is clear that a population of ions at a given position in velocity-space
will give rise to an entire spectrum in u due to the gyro-motion [3]. The CTS velocity-
space sensitivity for a projected velocity between u1 and u2 as a function of v‖, v⊥ and φ
is written as w
(
u1, u2, v‖, v⊥, φ
)
. It is defined as
w
(
u1, u2, v‖, v⊥, φ
)
= 1
u2 − u1
∫ u2
u1
pdfu du , (2.5.6)
where pdfu is the probability distribution function that an ion has a certain projected
velocity. The factor in front ensures that the weight function is per unit velocity. For
a given set of v‖, v⊥ and φ, pdfu depends only on the gyro angle γ. Thus, pdfu can be
written as
pdfu = pdfγ
∣∣∣∣∣dγdu
∣∣∣∣∣ , (2.5.7)
where
∣∣∣dγdu ∣∣∣ denotes the absolute value of the derivative of γ with respect to u. pdfγ is the
probability density function of the gyro-angle. An ion is equally likely to have any given
gyro angle, thus
pdfγ =
1
2pi . (2.5.8)
γ is isolated in equation (2.5.5):
γ = arccos
(
u− v‖ cos(φ)
v⊥ sin(φ)
)
. (2.5.9)
The derivative of γ with respect to u is
dγ
du = −
1
v⊥ sin(φ)
1√
1−
(
u−v‖
v⊥ sin(φ)
)2
= − 1
v⊥ sin(φ)
1
sin(γ) . (2.5.10)
Changing the integration variable in equation (2.5.6) from u to γ′ gives
w
(
u1, u2, v‖, v⊥, φ
)
= 1
u2 − u1
∫ γ(u2)
γ(u1)
1
2pi
∣∣∣dγ′du ∣∣∣
dγ′
du
dγ′ +
∫ 2pi−γ(u2)
2pi−γ(u1)
1
2pi
∣∣∣dγ′du ∣∣∣
dγ′
du
dγ′
 , (2.5.11)
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where the second integral arises because equation (2.5.5) is fulfilled for both γ and 2pi−γ
as mentioned earlier. The signs of the integrands in equation (2.5.11) depend only on γ
since φ is only defined between 0 and pi. For γ < pi equation (2.5.11) reduces to
w
(
u1, u2, v‖, v⊥, φ
)
= 1(u2 − u1)
1
2pi
(∫ γ(u2)
γ(u1)
(−1) dγ′ +
∫ 2pi−γ(u2)
2pi−γ(u1)
dγ′
)
= 1(u2 − u1)
1
2pi (γ (u1)− γ (u2) + 2pi − γ (u2)− 2pi + γ (u1))
= 1(u2 − u1)
γ (u1)− γ (u2)
pi
. (2.5.12)
Equation (2.5.12) can be understood as the fraction of the gyro-orbit which produces a
certain Doppler-shift along kδ divided by the velocity bin width u2−u1. Inserting equation
(2.5.9) in equation (2.5.12) gives the complete expression for CTS weight functions derived
for a u-interval.
w
(
u1, u2, v‖, v⊥, φ
)
=
arccos
(
u1−v‖ cos(φ)
v⊥ sin(φ)
)
− arccos
(
u2−v‖ cos(φ)
v⊥ sin(φ)
)
pi (u2 − u1) . (2.5.13)
In (E, p)-coordinates, equation (2.5.13) becomes
w (u1, u2, E, p, φ) =
arccos
(
u1
√
m
2E−p cos(φ)√
1−p2 sin(φ)
)
− arccos
(
u2
√
m
2E−p cos(φ)√
1−p2 sin(φ)
)
pi (u2 − u1) . (2.5.14)
An important note is that equation (2.5.14) is derived using the pitch definition p = v‖
v
.
At several fusion devices, pitch is defined positive in the co-current direction. At some
machines, including ASDEX Upgrade, the toroidal current and the toroidal magnetic field
are positive in opposite directions. At these machines the pitch is defined as p = −v‖
v
and
equation (2.5.14) becomes
w (u1, u2, E, p, φ) =
arccos
(
u1
√
m
2E+p cos(φ)√
1−p2 sin(φ)
)
− arccos
(
u2
√
m
2E+p cos(φ)√
1−p2 sin(φ)
)
pi (u2 − u1) . (2.5.15)
Figure 2.5.2 shows CTS weight functions calculated for various values of u and φ. The
distinct triangular shape of CTS weight functions is evident for all but φ = 90◦ which
contains no information on the parallel velocity. Figure 2.5.3 shows examples of CTS
weight functions calculated in (E, p)-coordinates. The weight functions in both figures
2.5.2 and 2.5.3 are plotted on a logarithmic scale. They are all calculated with ∆u =
0.5 × 105 m/s. It is evident how different parts of a given g(u) spectrum are sensitive
to different regions in velocity-space. When increasing values of the projected velocity u,
a CTS diagnostic is sensitive to ions with increasing energy. A toroidally oriented view
with a small angle to the magnetic field is sensitive to a rather narrow interval in v‖ and
pitch, whereas a radially oriented view with φ close to 90◦ is selective in v⊥ and energy.
This is the reason why it is beneficial to have multiple views with different angles to the
magnetic field. Finally it is shown that the weight functions for φ′ > 90◦ are mirrored
versions of the weight functions for φ < 90◦ with φ′ = 180◦− φ. This is also evident from
equation (2.5.13), which is symmetric for φ→ 180◦ − φ, v‖ → −v‖.
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(a) u = 0.5× 106 m/s, φ = 10◦ (b) u = 1× 106 m/s, φ = 10◦ (c) u = 2× 106 m/s, φ = 10◦
(d) u = 0.5× 106 m/s, φ = 45◦ (e) u = 1× 106 m/s, φ = 45◦ (f) u = 2× 106 m/s, φ = 45◦
(g) u = 0.5× 106 m/s, φ = 90◦ (h) u = 1× 106 m/s, φ = 90◦ (i) u = 2× 106 m/s, φ = 90◦
(j) u = 0.5× 106 m/s, φ = 135◦ (k) u = 1× 106 m/s, φ = 135◦ (l) u = 2× 106 m/s, φ = 135◦
Figure 2.5.2: Examples of CTS weight functions calculated in
(
v‖, v⊥
)
-coordinates for
different values of u and φ. The units of the CTS weight functions are [1/(m/s)].
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(a) u = 0.5× 106 m/s, φ = 10◦ (b) u = 1× 106 m/s, φ = 10◦ (c) u = 2× 106 m/s, φ = 10◦
(d) u = 0.5× 106 m/s, φ = 45◦ (e) u = 1× 106 m/s, φ = 45◦ (f) u = 2× 106 m/s, φ = 45◦
(g) u = 0.5× 106 m/s, φ = 90◦ (h) u = 1× 106 m/s, φ = 90◦ (i) u = 2× 106 m/s, φ = 90◦
(j) u = 0.5× 106 m/s, φ = 135◦ (k) u = 1× 106 m/s, φ = 135◦ (l) u = 2× 106 m/s, φ = 135◦
Figure 2.5.3: Examples of CTS weight functions calculated in (E, p)-coordinates for dif-
ferent values of u and φ. The units of the CTS weight functions are [1/(m/s)].
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2.5.2 FIDA weight functions
Numeric FIDA weight functions have been calculated since 2007 [1]. Recently, analytic
FIDA weight functions were formulated [4]. The FIDA weight functions are comprised of
two factors.
w
(
λ1, λ2
∣∣∣v‖, v⊥, φ) = R (v‖, v⊥) prob (λ1 < λ < λ2 ∣∣∣v‖, v⊥, φ) , (2.5.16)
where R
(
v‖, v⊥
)
is the total FIDA intensity per fast ion irrespective of wavelength.
It is a measure of the number of photons emitted due to the charge-exchange reac-
tion and detected in the FIDA instrument as a function of the velocity of the fast
ion. prob
(
λ1 < λ < λ2
∣∣∣v‖, v⊥, φ) is the probability that an emitted photon will have
a wavelength between λ1 and λ2 given the velocity of the fast ion and the angle between
the line-of-sight of the detector and the magnetic field in the measurement volume. The
probability part is influenced by three different physical effects. The first is a Doppler-shift
factor identical to the one for CTS derived in section 2.5.1. The second effect is Stark
splitting. This effect splits the spectral lines of an atom when it is placed in a strong
electric field. Here it is caused by the v × B electric field seen by the atom in its own
reference frame [25], where B is the magnetic field. The last effect arises because of the
charge exchange probability and the probability for the specific relaxation to occur [4].
Examples of numeric FIDA weight functions are shown in figure 2.5.4 in both
(
v‖, v⊥
)
-
and (E, p)-coordinates, for different wavelengths and φ-angles. The weight function are
calculated in (E, p)-coordinates and transformed onto (v‖, v⊥)-coordinates. The shaded
regions correspond to parts of velocity-space not included in the simulation of the weight
functions. An approximate overall shape of the weight functions are determined by the
Doppler-shift effect which is identical to the CTS weight functions. Therefore, the FIDA
weight functions in general resemble those for CTS. The triangular shape of the FIDA
weight functions in
(
v‖, v⊥
)
-space is evident in figures 2.5.4a-2.5.4c. The effect of the
Stark splitting is especially evident in figures 2.5.4a and 2.5.4g. It can be seen as the
spreading of the maxima in the weight functions. When comparing figures 2.5.4a-2.5.4c
to figure 2.5.2a-2.5.2c it is seen that the FIDA weight functions are not symmetric like the
CTS weight functions. This is caused by the charge-exchange probability which favours
parts of the gyro-orbit since it depends on the relative velocity [4].
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(a) λ = 658 nm, φ = 14◦ (b) λ = 660 nm, φ = 14◦ (c) λ = 662 nm, φ = 14◦
(d) λ = 658 nm, φ = 73◦ (e) λ = 660 nm, φ = 73◦ (f) λ = 662 nm, φ = 73◦
(g) λ = 658 nm, φ = 14◦ (h) λ = 660 nm, φ = 14◦ (i) λ = 662 nm, φ = 14◦
(j) λ = 658 nm, φ = 73◦ (k) λ = 660 nm, φ = 73◦ (l) λ = 662 nm, φ = 73◦
Figure 2.5.4: Examples of FIDA weight functions calculated in both
(
v‖, v⊥
)
- and (E, p)-
coordinates in units of FIDA intensity per fast ion.
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2.5.3 Neutron count detector weight functions
In reference [1], a weight function for the neutron diagnostic at the DIII-D tokamak in San
Diego is shown. This weight function describes a neutron count detector which simply
counts the number of neutrons irrespective of their energy. In paper I, I show how these
neutron count weight functions arise as the limiting case when the NES weight function
include all neutron energies.
2.5.4 Applications of velocity-space weight functions
The weight functions have additional applications besides velocity-space tomography. So
far, weight functions have been used in analyses in four different ways. The most simple
use is in an identification of the part of velocity space measured by a given diagnostic
[1,3–6,14,19,23,25–28,30,31,38–50]. The second use is together with an assumed fast-ion
distribution function. By plotting the product of a weight function and the distribution
function, i.e. the integrand of equation (2.5.1) it is possible to identify the ions which
produced a signal in a certain part of a measured spectrum [1,2,5,6,14,23,25,28,44–50].
The third use is to evaluate equation (2.5.4) as a very quick way to generate synthetic
spectra [3, 5, 6, 51–53]. Often, synthetic spectra are generated using a Monte Carlo code
which can be time-consuming. The final use is in an inversion of equation (2.5.4) in
fast-ion velocity-space tomography [3, 15,27,51–55].
2.6 Velocity-space tomography
Solving equation (2.5.4) is a mathematically ill-posed inverse problem. Ill-posed inverse
problems are encountered in many different fields of science. A problem is defined as well-
posed if its solution fulfils the three requirements of existence, uniqueness and continuity
with respect to the data [56]. The solution must exist, it should be unique and not change
drastically for small changes in the data. If the solution does not fulfil all three conditions,
it is ill-posed. Inverse problems are very often ill-posed [57]. To solve an ill-posed inverse
problem, it is necessary to regularize the problem or include some additional assumptions.
This will be explained further in chapter 4. A tomography problem is an example of an
inverse ill-posed problem. The most well-known use of tomography is in medical imaging
where an electromagnetic wave is sent through a patient. By rotating the source around
the patient, many different lines-of-sight are obtained. Measuring the transmitted fraction
of the radiation, it is possible to determine the internal structures. Thereby, an internal
cross sectional image can be produced.
In velocity-space tomography, it is not in the same way possible to rotate source and
detector around a stationary target. Instead, multiple measurements are performed sim-
ultaneously using several different lines-of-sight. Because of the gyro-motion of the ions
around the magnetic field lines, ions with many different velocities can give rise to a given
measured signal in a diagnostic. Thus, each individual data point in the measurements
is sensitive to a larger region of velocity-space compared to the simple straight lines of
20
CHAPTER 2. 2.6. VELOCITY-SPACE TOMOGRAPHY
conventional tomography. This makes it possible to cover the entire velocity-space us-
ing significantly fewer lines-of-sight compared to conventional tomography. On the other
hand, the broadly covering weight functions make it more difficult to resolve fine details in
the velocity-space distribution function. Before I started my project, velocity-space tomo-
graphy was calculated using a method called truncated singular value decomposition [51]
which is a method that expands the solution in basis functions with increasing frequency.
To reduce the effect of noise, the expansion is truncated such that the highest frequency
functions are not included, as these are dominated by the noise. Only tomographies us-
ing synthetic data had been calculated. Synthetic data is here defined as self-generated
artificial data which is useful for method development and testing.
21
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Chapter 3
Neutron emission spectrometry
weight functions
The energy of a neutron created in a fusion reaction between a fast ion and a thermal ion
depends on the relative velocity of the reactants. Thus neutron emission spectrometry
(NES) can be used to diagnose fast ions in a fusion plasma. To determine the velocity-
space sensitivity of the NES measurements, I derived NES weight functions analytically
and verified the results numerically. These results are valid for the often dominating
neutron contribution coming from reactions involving a fast and a thermal ion. Other
possible sources of neutrons are reactions involving two fast ions or two thermal ions.
3.1 NES weight functions
The analytic derivation of the NES weight functions are explained in detail in paper I.
As for the FIDA weight functions, the NES weight functions are written as the product
of a rate part, R, and a probability part, prob:
w
(
vn,1, vn,2, φ, v‖, v⊥, r
)
= R
(
φ, v‖, v⊥, r
)
prob
(
vn,1 < vn < vn,2
∣∣∣φ, v‖, v⊥) , (3.1.1)
where vn is the magnitude of the neutron velocity, and φ is the angle between the line-of-
sight of the detector and the magnetic field. The rate part determines the total number
of neutrons sent towards the detector per fast ion per second irrespective of the neutron
energy. The probability part determines the probability that the neutron has a velocity
between vn,1 and vn,2. The neutron rate per fast ion is defined as
R
(
φ, v‖, v⊥, r
)
= Ω(r)4pi
∫∫
ft
(
vt,‖, vt,⊥, r
)
σ (φ, vrel) vrel dvt,‖dvt,v⊥ , (3.1.2)
where Ω(r) is the solid angle of the detector seen from the plasma, ft is the thermal
ion distribution and vt,‖ and vt,⊥ are the parallel and perpendicular thermal velocities,
respectively. vrel is the magnitude of the relative velocity of the fast and the thermal ions
and σ is the fusion reaction cross section. Figure 3.1.1 shows examples of the rate part of
NES weight functions calculated assuming stationary thermal ions and disregarding the
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angle-dependence in σ. See paper I for more details. If the bulk plasma drifts toroidally
around the torus, it will affect the rate part through the relative velocity. This effect is
shown in figure 3.1.1b. The value of the co-current bulk ion drift velocity of 2.1×105 m/s is
chosen in order to be able to compare these results with the neutron count measurement
weight function described in [1]. As expected, the rate function increases with energy
since both the relative velocity and the fusion cross section increase with energy in the
energy range shown here.
(a) R without drift. (b) R with drift.
Figure 3.1.1: Rate functions with and without a toroidal drift of the thermal ions in units
of neutrons per fast ion per second. The co-current drift velocity is 2.1 × 105 ms . The
thermal ion density is 5× 1019 m−3.
In analogy to the derivation of the CTS weight functions in section 2.5.1, the probability
part of the NES weight function is defined as
prob
(
vn,1 < vn < vn,2
∣∣∣φ, v‖, v⊥) = ∫ vn,2
vn,1
pdfvn dvn , (3.1.3)
where pdfvn is the neutron velocity probability density function. Assuming stationary
target ions, the neutron velocity only depends on the gyro-angle of the fast ion, if the
parallel and perpendicular velocities of the fast ion and the angle between the magnetic
field and the detector are all given. Like for the CTS weight function, pdfvn is written as
pdfvn = pdfγ
∣∣∣∣∣ dγdvn
∣∣∣∣∣ , (3.1.4)
Since an ion is equally likely to have any given gyro angle, pdfγ is
pdfγ =
1
2pi . (3.1.5)
The task is now to derive a relation between vn and γ expressed only in known quantities.
The full derivation including all the intermediate results can be found in paper I. Here,
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selected necessary steps are sketched. The relation is derived from conservation of energy
and momentum in the D-D fusion reaction described in equation (2.3.6), neglecting the
energy and momentum of the thermal ions. Conservation of momentum gives
mfvf = mHevHe +mnvn . (3.1.6)
Conservation of energy gives
1
2mfv
2
f +Q =
1
2mHev
2
He +
1
2mnv
2
n . (3.1.7)
Here mf and vf are the mass and velocity of the fast ion, mHe and vHe are the mass
and velocity of the helium-3 ion and mn and vn are the mass and velocity of the neutron.
Q is the energy released in the fusion reaction. For this reaction it is 3.27 MeV. vHe is
isolated in equation (3.1.6) and the result is squared giving
v2He =
1
m2He
(
m2fv
2
f +m2nv2n − 2mfmnvf · vn
)
. (3.1.8)
Inserting equation (3.1.8) in equation (3.1.7) and rearranging gives the following equation
vf · vˆn = 12
(mHe +mn)
mf
vn − 12
(mHe −mf )
mn
v2f
vn
− mHe
mfmn
Q
vn
, (3.1.9)
where vˆn is the unit vector in the direction of the neutron velocity. vf · vˆn can also be
written as
vf · vˆn = v‖ cos(φ) + v⊥ sin(φ) cos(γ) , (3.1.10)
where φ is the angle between the magnetic field and the line-of-sight of the detector.
Combining equations (3.1.9) and (3.1.10) a relation between vn and γ is obtained which
depends only on known quantities:
γ = arccos
(
1
v⊥ sin(φ)
(
1
2
(mHe +mn)
mf
vn − 12
(mHe −mf )
mn
v2f
vn
− mHe
mfmn
Q
vn
− v‖ cos(φ)
))
.
(3.1.11)
Inserting equation (3.1.4) in equation (3.1.3) and changing the integration variable to γ
gives
prob
(
vn,1 < vn < vn,2
∣∣∣φ, v‖, v⊥) = 12pi
∫ γ(vn,2)
γ(vn,1)
∣∣∣ dγdvn ∣∣∣
dγ
dvn
dγ +
∫ 2pi−γ(vn,2)
2pi−γ(vn,1)
∣∣∣ dγdvn ∣∣∣
dγ
dvn
dγ
 ,
(3.1.12)
where the second integral arises since equation (3.1.10) is fulfilled for both γ and 2pi− γ.
Equation (3.1.11) is differentiated with respect to vn
dγ
dvn
= − 1sin(γ)
(
1
v⊥ sin(φ)
(
1
2
(mHe +mn)
mf
+ 12
(mHe −mf )
mn
v2f
v2n
+ mHe
mfmn
Q
v2n
))
.
(3.1.13)
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The outer parenthesis in equation (3.1.13) is always positive, and therefore the sign of dγdvn
depends only on γ. For γ < pi, dγdvn is negative and for γ > pi it is positive. Thus equation
(3.1.12) becomes
prob
(
vn,1 < vn < vn,2
∣∣∣φ, v‖, v⊥) = γ (vn,1)− γ (vn,2)
pi
. (3.1.14)
Equation (3.1.14) can be evaluated using equation (3.1.11) for given values of v‖, v⊥ and
φ. Figure 3.1.2 shows examples of the probability part of the NES weight functions in(
v‖, v⊥
)
-coordinates for different neutron energies and φ-angles. The probability part of
NES weight functions has a distinct circular shape in velocity-space. In (E, p)-coordinates,
equation (3.1.11) becomes
γ = arccos
 1√
1− p2
1
sin(φ)
1
2
(mHe +mn)√
mfmn
√
En
E
− 12
(mHe −mf )√
mfmn
√
E
En
−12
mHe√
mfmn
Q√
EEn
− p cos(φ)
))
, (3.1.15)
where En is the neutron energy. Figure 3.1.3 shows examples of the probability part of
NES weight functions in (E, p)-coordinates.
I calculated the numerical NES weight functions in paper I using a PYTHON code written
and used by the team of scientists responsible for the daily operation of the neutron
detectors at JET [58, 59]. In order to be applicable for calculating numeric NES weight
functions, a code must be able to calculate a neutron energy spectrum based on any given
fast-ion distribution function. The procedure can be visualized using a 3D grid, see figure
3.1.4. The axes are (E, p, En), where En is the neutron energy. A delta function-like fast
ion distribution is made by placing ions in a single cell in the (E, p)-plane. The resulting
neutron energy spectrum is placed along the En axis at the relevant (E, p)-grid point, see
figure 3.1.4a. This is repeated for every grid point in the (E, p)-plane, see figure 3.1.4b.
Afterwards, 2D slices for a given En define the weight functions, see figure 3.1.4c. A
formal exposition of this idea can be found in paper I.
Figure 3.1.5 shows a comparison of the probability part of the NES weight function cal-
culated analytically and numerically demonstrating the excellent agreement between the
two approaches. The numerically calculated weight functions contain Monte Carlo noise,
and are calculated on a coarser grid than the analytically calculated weight functions.
In the numerical code, it is possible to have the thermal ions distributed according to a
Maxwellian distribution with a given finite temperature. The effect of a finite temperature
of the thermal ions is a smearing of the finer features of the probability part as shown in
paper I.
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(a) En = 2 MeV, φ = 90◦ (b) En = 2.4 MeV, φ = 90◦ (c) En = 3 MeV, φ = 90◦
(d) En = 2 MeV, φ = 45◦ (e) En = 2.4 MeV, φ = 45◦ (f) En = 3 MeV, φ = 45◦
(g) En = 2 MeV, φ = 10◦ (h) En = 2.4 MeV, φ = 10◦ (i) En = 3 MeV, φ = 10◦
Figure 3.1.2: Examples of the probability part of NES weight functions calculated in(
v‖, v⊥
)
-coordinates.
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(a) En = 2 MeV, φ = 90◦ (b) En = 2.4 MeV, φ = 90◦ (c) En = 3 MeV, φ = 90◦
(d) En = 2 MeV, φ = 45◦ (e) En = 2.4 MeV, φ = 45◦ (f) En = 3 MeV, φ = 45◦
(g) En = 2 MeV, φ = 10◦ (h) En = 2.4 MeV, φ = 10◦ (i) En = 3 MeV, φ = 10◦
Figure 3.1.3: Examples of NES weight functions calculated in (E, p)-coordinates.
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(a) A spectrum is calculated. (b) This is repeated for every
(E, p)-coordinate.
(c) Single slice showing weight
function.
Figure 3.1.4: Illustration of how weight functions can be extracted from the output of
a numerical code capable of calculating a neutron energy spectrum given a point-like
fast-ion distribution.
(a) φ = 90◦, analytical (b) φ = 90◦, numerical
(c) φ = 45◦, analytical (d) φ = 45◦, numerical
Figure 3.1.5: Examples of the probability part of NES weight functions calculated ana-
lytically and numerically for φ = 45◦ and φ = 90◦.
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3.1.1 Using NES weight functions in a forward model
As explained in section 6 in paper I, it is possible to use the weight functions in a forward
model by solving equation (2.5.4). Since it only consists of a matrix multiplication, it is
very fast. The NES weight function depends on the thermal ion temperature and density.
The density dependence is only through the rate part of the weight function. The neut-
ron rate scales linearly with the thermal ion density as can be seen by inserting equation
(2.3.1) in equation (3.1.2). A neutron rate per thermal ion can be calculated by normal-
izing the neutron rate with the thermal ion density. This makes it possible for a rate
part calculated for any given thermal ion density to be scaled appropriately as needed.
The probability part of the weight function depends on the thermal ion temperature if
the thermal species in the energy and momentum equations are not neglected. This is
easily implemented for the numerical weight functions. The effect is shown in section
4 in paper I. This makes it necessary to calculate numerical weight functions for every
thermal ion temperature. To use the weight functions in a fast forward model, a database
of weight functions can be created, each calculated for different temperatures and scaled
using the appropriate thermal ion density as needed. Figure 3.1.6a shows the comparison
of synthetic neutron spectra calculated using the weight functions and the conventional
Monte Carlo based forward model used for calculating neutron energy spectra for the
time-of-flight neutron spectrometer TOFOR at JET [60]. Figure 3.1.6b shows the meas-
ured thermal ion temperature as a function of position in the TOFOR field-of-view for
this discharge. The conventional forward model splits the TOFOR field-of-view in cubes
with a volume of 1 cm3 each, for a total of 128000 cubes. The needed plasma condi-
tions are then interpolated for each cube and assumed constant over the cube volume.
For the neutron spectrum calculated using weight functions, the field-of-view is split in
10 volumes. Despite the much coarser spatial resolution, it is possible to recreate the
conventional spectrum to a very good approximation, as seen in figure 3.1.6a.
(a) Neutron spectra. (b) Measured temperature profile and temperat-
ures used in calculations of the weight functions.
Figure 3.1.6: Synthetic neutron spectrum calculated using the NES weight functions
compared to a synthetic spectrum calculated using the conventional Monte Carlo based
forward model.
30
CHAPTER 3. 3.1. NES WEIGHT FUNCTIONS
3.1.2 Deriving NES weight functions in center-of-mass frame
In paper I, I derive an analytic expression for the probability part of the NES weight
function in the lab frame. In the NES community, the common reference for the neutron
energy as a function of the velocity of the reacting atoms is equation (2.3.8) [36]. Here,
the derivation of weight functions starting from equation (2.3.8) is outlined. I will show
that both approaches to derive weight functions encouragingly lead to the same result,
as they should. However, since quite a lot of algebra is involved, the complete derivation
including all intermediate results are placed in appendix A. The starting point is the often
cited equation in [36] which describes the energy of a neutron, En, produced in a fusion
reaction:
En =
1
2mnv
2
cm +
mHe
mn +mHe
(Q+K) + vcm cos(θ)
√
2mnmHe
mn +mHe
(Q+K) . (3.1.16)
vcm is the velocity of the centre-of-mass frame, K is the relative kinetic energy and θ is
the angle between the neutron velocity in the centre-of-mass frame and the centre-of-mass
velocity. Assuming a D-D reaction, mf = 2mn and mHe = 3mn. It is assumed that the
thermal target ion is stationary. Using this, vcm and K become
vcm =
vf
2 (3.1.17)
K = 12mnv
2
f . (3.1.18)
θ is the angle between the velocity of the center-of-mass frame and the velocity of the
neutron in the center-of-mass frame. As shown in appendix A, cos(θ) can be written as
cos(θ) =
1
2vf · vn − 14v2f
1
2vf
√
v2n + 14v2f − vf · vn
. (3.1.19)
Inserting equations (3.1.17) - (3.1.19) in equation (3.1.16) gives
1
2mnv
2
n =
3
4Q+
1
2mnv
2
f +
1
2vf · vn − 14v2f√
v2n + 14v2f − vf · vn
√
3
2mn
(
Q+ 12mnv
2
f
)
. (3.1.20)
Rewriting and squaring equation (3.1.20), it can be written as a quadratic equation in
vf · vn: (3
2mnQ+
3
4m
2
nv
2
f
)
(vf · vn)2
+
(3
2mnv
2
fQ+
1
4m
2
nv
4
f +m2nv4n +
9
4Q
2 − 3mnv2nQ− 2m2nv2nv2f
)
(vf · vn)
−m2nv6n −
1
16m
2
nv
6
f +
7
4m
2
nv
4
nv
2
f + 3mnv4nQ−
1
2m
2
nv
2
nv
4
f
−94mnv
2
nv
2
fQ−
9
4v
2
nQ
2 − 916v
2
fQ
2 − 38mnv
4
fQ = 0 . (3.1.21)
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The two solutions to equation (3.1.21) are
vf · vn = 13mnQ+ 32m2nv2f
(
−32mnv
2
fQ−
1
4m
2
nv
4
f −m2nv4n −
9
4Q
2 + 3mnv2nQ
+ 2m2nv2nv2f ±
(9
4Q
2 + 94mnv
2
fQ+
1
2m
2
nv
2
nv
2
f +
1
2m
2
nv
4
f −m2nv4n
))
(3.1.22)
The "-" solution reduces to
vf · vˆn = 1
6vn
(
Q+ 12mnv2f
) (−9Q2
mn
− 152 v
2
fQ+ 3mnv2nv2f −
3
2mnv
4
f + 6v2nQ
)
= 1
6vn
(
Q+ 12mnv2f
) (−9 Q
mn
− 3v2f + 6v2n
)(
Q+ 12mnv
2
f
)
= −32
Q
mnvn
− 12
v2f
vn
+ vn , (3.1.23)
which is identical to equation (3.1.9) for mf = 2mn and mHe = 3mn.
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3.2 Instrument-specific NES weight functions
It is possible to calculate instrument-specific NES weight functions, which directly relate
the measured quantity to the fast-ion distribution function. To do this, a well-defined
instrumental response function of the given detector is needed. The instrument specific
weight function is given by
winstrument,ijl =
∑
k
RklwEn,ijk , (3.2.1)
where R is the instrumental response function and WEn is the neutron energy weight
function. i, j, k and l are indices of fast ion energy and pitch, neutron energy and the
instrumental measurement variable. Thus, an instrument-specific weight function for
given values of the ion energy, pitch and instrumental measurement variable, is given by
summing all the neutron energy weight functions for these values of energy and pitch,
weighted by the instrumental response function for the given value of the instrumental
measurement variable.
Figure 3.2.1 illustrates the idea of instrument-specific weight functions. Using the relevant
instrumental response function, it is possible to relate a neutron energy spectrum to the
measured spectrum of the detector, in this example a neutron time-of-flight spectrum. The
energy spectrum can then be related to the fast-ion velocity-space distribution function
using NES weight functions. By using instrument-specific weight functions it is possible
to directly relate the velocity-space distribution function with the measured spectrum.
Figure 3.2.1: Illustrating the idea of instrument-specific weight functions.
3.2.1 TOFOR time-of-flight weight functions
Instrument-specific time-of-flight weight functions are calculated for the time-of-flight
neutron spectrometer TOFOR installed at JET [60]. TOFOR consists of two sets of
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scintillator detectors. By correlating detections in the two sets, it is possible to determine
the flight time of neutrons detected in both. As the distance is known, the neutron energy
can be deduced. A sketch of the location of TOFOR relative to the JET plasma is shown
in figure 3.2.2. The distance between the plasma and TOFOR is not to scale.
Figure 3.2.2: Sketch of the location of TOFOR. The distance from the plasma centre to
TOFOR is 19 metres and not shown to scale in this figure. The figure is from [61].
Paper II describes how to calculate instrument specific weight functions in general and
shows examples of TOFOR time-of-flight weight functions. TOFOR has a very fine energy
resolution, which is evident from its instrumental response function shown in figure 3.2.3a.
The instrumental response function has been calculated using a 3D Monte Carlo model
which takes into account the specific geometry and thickness of the spectrometer [60]. It
accounts for the possibility of multiple-scattering events to take place in the scintillators.
The narrow peaking of the response function causes the time-of-flight weight functions to
be slightly smeared-out versions of the NES weight functions.
3.2.2 NE213 spectrometer weight function
Several neutron spectrometers are installed at JET [62]. Figure 3.2.3b shows the response
function of a compact neutron spectrometer located at JET. This spectrometer uses a
liquid organic scintillator called NE213 to determine the energies of the neutrons. An
incoming neutron can excite the organic scintillator through neutron-hydrogen elastic
scattering [63]. The scintillator emits light in the subsequent relaxation. The amount of
light emitted will depend on the neutron energy [63, 64]. The units of the light output
of the NE213 spectrometer are MeVee (megaelectronvolts electron equivalents). This is
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(a) TOFOR. (b) NE213. (c) Diamond.
Figure 3.2.3: Instrumental response functions for three neutron spectrometers at JET.
The three detectors are the time-of-flight detector TOFOR and two compact scintillator
spectrometers. The scintillating materials are an organic material named NE213 and
synthetic diamond crystal, respectively.
the light which would be produced by an electron with that energy. This unit is chosen
since the light output response to incoming electrons is linear [63]. The active scintillator
material in the NE213 neutron spectrometer at JET is placed in a cylinder with a diameter
of 12.3 mm and a length of 8.4 mm [64].
The instrumental response function for this instrument looks entirely different from the
one for TOFOR. A large range of neutron energies can potentially give rise to the signal for
a given light output. This degrades the energy resolution of the instrument. However, the
weight functions are still confined to parts of velocity-space especially for large light output
values. Figure 3.2.4 shows examples of instrument specific weight functions calculated for
the NE213 spectrometer. They are generated using analytically calculated probability
functions and numerically calculated rate functions. The angle used is 45◦ as this is the
approximate angle between the magnetic field and the line-of-sight of this detector in the
plasma centre.
(a) 0.48±0.025 MeVee. (b) 1.02±0.025 MeVee. (c) 1.50±0.025 MeVee. (d) 1.98±0.025 MeVee.
Figure 3.2.4: Instrument specific weight functions calculated for the NE213 neutron spec-
trometer at JET for different light output values.
It is clear from figure 3.2.4 that the poor energy resolution of this detector makes it
difficult to identify the measured parts of velocity space for values of the light output
below 1 MeVee. However, for larger values, the weight functions become more localized
both in energy and pitch. Thus, weight functions can be used to determine which parts of
velocity-space were probed for the high light output tail of a measured NE213 spectrum.
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3.2.3 Diamond detector weight function
There is another compact neutron spectrometer at JET. The scintillator material in this
spectrometer is a synthetic single-crystal diamond. The diamond detector can be excited
by an incoming neutron through neutron-carbon elastic scattering [65]. This detector is
placed right in front of the NE213 spectrometer and therefore also has an angle to magnetic
field on axis of around 45◦ [62]. The diamond scintillator has an area of 4.7 mm × 4.7 mm
and a thickness of 0.5 mm [65]. The instrumental response function of this detector is
shown in figure 3.2.3c. It shows the relation between the energy of the neutrons and
the possible deposited energy in the detector. For a given neutron energy, the response
function is almost flat up to a deposited energy of Edep = 0.284En, where Edep is the
deposited energy. Above this energy, the response function drops about two orders of
magnitude. Deposited energies above 0.284En are caused by neutrons scattering twice in
the detector. Instrument specific weight functions for the diamond detector are calculated
for a specific deposited energy. From figure 3.2.3c it is evident that an instrument specific
weight function for the diamond detector will be an almost equally weighted sum of
neutron weight functions calculated for neutron energies above 3.52Edep. This makes the
internal features of the weight functions almost completely flat. However, since the lower
energy bound of NES weight functions increases with En, these instrument specific weight
functions will still be restricted to a certain region of velocity space. The lower energy
bound is given by the En = 3.52Edep weight function. Examples of instrument specific
weight functions for the diamond detector are shown in figure 3.2.5.
(a) Edep = 500± 10 keV. (b) Edep = 1000± 10 keV. (c) Edep = 1500± 10 keV.
Figure 3.2.5: Instrument specific weight functions calculated for the diamond neutron
spectrometer for different deposited energies Edep.
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3.3 Using NES weight functions
Using velocity-space tomography, it is possible to combine measurements from different
fast-ion diagnostics in a combined tomography. In principle, NES can be included in such
a tomography. However, NES is not a localized measurement in position space. This
needs to be accounted for. One way is simply to assume that most neutrons are produced
in reactions in the plasma centre where the ion temperature and density are largest. If
this assumption is valid, a central mean fast-ion velocity distribution function can be
obtained. Otherwise, a four dimensional phase-space tomography is needed. The four
dimensions would be v‖, v⊥, R and z, assuming toroidal symmetry, where R and z are
the radius and height, respectively. These coordinates are often used to describe position
in a poloidal cross section of a tokamak. To formulate a four dimensional phase-space
tomography problem, a transfer matrix which takes into account the possible correlation
between different measurement volumes needs to be formulated.
The NES and instrument specific weight functions have other applications as well. Figure
3.3.1 from [62] shows measured and modelled time-of-flight spectra from JET discharge
#86459 (left). The right figure shows the corresponding fitted neutron energy spectrum.
The neutron energy spectrum is split into two components. The main component is
from neutrons created in fusion reactions between a fast and a thermal ion. The second
component is from neutrons which scatter in the machine, thereby losing energy, before
they are detected. The scattered component dominates the neutron energy spectrum for
neutron energies below 2 MeV, but is otherwise negligible.
Figure 3.3.1: Measured and modelled time-of-flight spectra (left) and the corresponding
neutron energy spectrum (right). The modelled spectra are split into two components.
One from the fast ions and one from scattered neutrons. Figure is from [62].
Figure 3.3.2 from [62] shows a measured and simulated spectra from the NE213 compact
neutron spectrometer from discharge #86459. The right figure shows the corresponding
simulated neutron energy spectrum. The two measured spectra in figures 3.3.1 and 3.3.2
are measured at the same time, however, TOFOR measures neutrons with around 0.5 MeV
higher energy compared to the compact spectrometer. Since the diamond spectrometer is
located right in front of the NE213 spectrometer, it measures the same neutrons. Using
either NES or instrument specific weight functions, null-measurement weight functions can
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Figure 3.3.2: Measured and modelled spectra from the NE213 compact neutron spectro-
meter (left). The corresponding neutron energy spectrum, again split in two components
(right). The figure is from [62].
be calculated. Null-measurement weight functions are defined as the weight functions
calculated for the part of a spectrum where no signal is measured. For the neutron
spectrum in figure 3.3.1 this corresponds to neutrons with energies above 5.7 MeV. Null-
measurement weight functions cannot be used to determine any internal features in a
fast-ion distribution function. However, they can limit the region in velocity-space where
the fast-ions can exist for a given spectrum. Figure 3.3.3 shows NES null-measurement
weight functions for TOFOR and the diamond spectrometer calculated from the neutron
energy limits in figures 3.3.1 and 3.3.2. The TOFOR null-measurement weight function
is shown in double lines and the null-measurement weight function for the two compact
spectrometers is shown in single lines. Here, I only show the weight functions as hatched
regions since the internal features of the weight functions are not as important. Because
of the different viewing geometries (φ = 90◦ for TOFOR and φ = 45◦ for the compact
spectrometers), the weight functions cover different regions in velocity-space. During this
time in discharge #86459 the plasma was heated using ICRH which creates a strongly
anisotropic distribution with ions at pitch close to zero having significantly higher energy
than ions with pitch close to ±1 [11]. The null-measurement weight functions can be
used to limit the possible fast-ion distribution both in maximum energy (here around 2.4
MeV) and its width in pitch. This is particularly useful for fast-ion distribution functions
due to ICRH that are not as well established as beam ion distribution functions. For
example, in reference [62] ICRH distribution functions in two pitch ranges ([-0.1;0.1], [-
0.2,0.2]) were considered. It was found that the broader pitch range gave a better match
to dual sightline NES measurements. Null-measurement weight functions directly reveal
the maximum pitch range.
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Figure 3.3.3: Null-measurement weight functions for TOFOR and the diamond/NE213
spectrometer.
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Chapter 4
Inversion methods
In velocity-space tomography, the aim is to find the velocity-distribution, F, from
WF = S . (4.0.1)
Equation (4.0.1) is normalized with the measurement uncertainties in order to give most
credibility to data points with a large signal-to-noise ratio [52]. If W was invertible, the
solution would simply be
F = W−1S . (4.0.2)
However, that is not the case. As explained in section 2.6, finding F from equation
(4.0.1) is an ill-posed problem. In the realistic situation of noisy measurements, it is
necessary to regularize the problem [57]. As mentioned in chapter 2, many different
methods and algorithms exist for calculating an estimate of the inverse of W. In paper
III we investigate the performance of several different inversion methods for velocity-space
tomography. In this chapter, the different inversion methods are described and compared.
Systematic methods to choose the regularization strength are presented and an estimate
of the uncertainty of a tomography is presented.
4.1 Truncated singular value decomposition
Truncated singular value decomposition (SVD) is the regularization method used so far
to calculate velocity-space tomographies in fusion plasmas [51–53]. In generel, an m× n
matrix, W, can be written as the product of three matrices1:
W = AΣBT , (4.1.1)
where BT is the transpose of B. The columns of A (m×m) are the eigenvectors of the
matrix WWT , and the columns of B (n× n) are the eigenvectors of the matrix WTW.
A and B are orthogonal. Σ is a diagonal m × n rectangular matrix. The values in
1Often, U and V are used as symbols for the two orthogonal matrices. Here, I use A and B instead
in order to distinguish these matrices from the ion and neutron velocities.
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the diagonal are called the singular values. They are the square roots of the non-zero
eigenvalues of both WWT and WTW [66]. The values in the diagonal of Σ are ordered
in a decreasing manner. Using the singular value decomposition, it is possible to define a
pseudoinverse of any matrix [66]:
W+ = BΣ+AT , (4.1.2)
where Σ+ is a rectangular diagonal matrix with the reciprocal of the diagonal elements
of Σ in the diagonal.
The SVD solution to equation (2.5.4) is
FSV D = BΣ+ATS . (4.1.3)
Equation (4.1.3) can be written as a sum:
FSV D =
∑
i
aTi S
σi
bi , (4.1.4)
where ai and bi are the i’th column of A and B, respectively. σi is the i’th singular value.
Equation (4.1.4) can be seen as an expansion in basis functions, bi, each weighted by the
factor a
T
i S
σi
. Figure 4.1.1 shows examples of columns of B reshaped into two dimensions as
function of energy and pitch. The complexity of the functions increases for higher values
of i.
(a) i = 1 (b) i = 2 (c) i = 3 (d) i = 4
(e) i = 8 (f) i = 16 (g) i = 30 (h) i = 50
Figure 4.1.1: Examples of columns of B. Higher index terms in the sum have increasingly
complicated basis functions.
Experimental data always contains some form of measurement noise
S = Sexact + e , (4.1.5)
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where Sexact is the idealized measurements without measurement noise and e is the noise.
Inserting equation (4.1.5) in equation (4.1.4) I get
FSV D =
∑
i
aTi Sexact
σi
bi +
∑
i
aTi e
σi
bi = Fexact +
∑
i
aTi e
σi
bj , (4.1.6)
where Fexact is the exact solution. If the singular values get very small, the SVD solution
can be completely dominated by the last sum in equation (4.1.6). It is possible to reduce
the influence of the noise in equation (4.1.6) by not including all the terms in the sum.
Keeping only the k first terms, corresponding to the k largest singular values, regularizes
the problem by reducing the influence of the noise, but at the same time makes it im-
possible to recreate Fexact completely. This method is called truncated SVD. Truncated
SVD introduces the problem of choosing the stopping parameter, k. This will be discussed
in section 4.4.
4.1.1 Example of SVD tomography
Here is shown an example of an SVD tomography including the different steps to illustrate
the procedure. Figure 4.1.2 shows a Gaussian distribution in (E, p)-coordinates on a 20x20
grid and a 12x12 grid.
(a) 20x20 (b) 12x12
Figure 4.1.2: Gaussian test distribution on a 20x20 grid and a 12x12 grid in units of
[ions/keV/cm3].
An artificial CTS diagnostic set-up with three different views is defined. The angles
between their respective kδ and the magnetic field in the measurement volume are 10◦,
45◦ and 80◦. It is assumed, that it is possible to determine g(u) for projected velocities
from −5×106 m/s to −0.5×106 m/s and from 0.5×106 m/s to 5×106 m/s. The interval
from −0.5×106 m/s to 0.5×106 m/s is assumed to be experimentally inaccessible due to
the contribution from thermal ions dominating this part of the spectrum [37]. A resolution
in projected velocity of 0.1× 106 m/s is assumed. This results in 82 measurement points
for each view. Synthetic spectra are calculated using equation (2.5.4). To illustrate the
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(a) φ = 10◦ (b) φ = 45◦ (c) φ = 80◦
Figure 4.1.3: Synthetic spectra without noise (blue) and with Gaussian noise (green).
effect of noise in the measurements, 10% Gaussian noise is added to the synthetic spectra.
The spectra for the three views are shown in figure 4.1.3.
The view with φ = 10◦ measures mainly ions with pitch-values close to ±1. This is the
explanation for the much smaller values in figure 4.1.3a.
12x12 grid - An overdetermined system
First, tomographies are calculated on the 12x12 grid. In this case, there are more meas-
urements than grid points and the problem is overdetermined. For an overdetermined
system, the least squares solution which minimizes
minF (||WF− S||) , (4.1.7)
is sought. The singular values of the SVD of the transfer matrix are shown in figure 4.1.4.
The singular values are gradually decreasing until around the 120’th singular value. Af-
terwards, they drop by about 12 orders of magnitude. Figure 4.1.5 shows tomographies
calculated using synthetic data without noise for an increasing truncation level. By com-
paring figures 4.1.2b and 4.1.5k it is seen that when 120 terms in the sum in equation
(4.1.4) are included, it is almost possible to reconstruct the true distribution completely.
However, when including 130 terms in the solution, the very small singular values seen in
figure 4.1.4 cause the solution to blow up due to numerical round-off errors. Furthermore,
it is observed that the tomographies can contain negative values which is an unphysical
result. Such negative values typically occur for the other inversion methods as well. Neg-
ative values are disregarded in the following. Figure 4.1.6 shows tomographies calculated
using noisy data. When noise is added to the measurements, it is no longer possible to
reconstruct the true distribution completely. The solution explodes for a truncation level
of 120. The noise makes it necessary to truncate the sum earlier to suppress the effect of
the noise. In this case it is not possible to reconstruct the true distribution function, as
explained previously.
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Figure 4.1.4: Singular values of the SVD of the transfer matrix in the 12x12 example.
(a) 20 (b) 30 (c) 40 (d) 50
(e) 60 (f) 70 (g) 80 (h) 90
(i) 100 (j) 110 (k) 120 (l) 130
Figure 4.1.5: Tomographies of synthetic data without noise for an increasing truncation
level on a 12x12 grid in units of [ions/keV/cm3].
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(a) 20 (b) 30 (c) 40 (d) 50
(e) 60 (f) 70 (g) 80 (h) 90
(i) 100 (j) 110 (k) 120 (l) 130
Figure 4.1.6: Tomographies of synthetic data with noise for an increasing truncation level
on a 12x12 grid in units of [ions/keV/cm3].
46
CHAPTER 4. 4.2. TIKHONOV REGULARIZATION
20x20 grid - An underdetermined system
For the 20x20 grid, the system of equations is underdetermined since it contains more
unknowns (grid points) than equations (measurements). In this case, the sought solution
is the minimum norm solution.
Figure 4.1.7: Singular values of the SVD of the transfer matrix in the 20x20 example.
Figure 4.1.7 shows the singular values from the SVD of the transfer matrix constructed
using weight functions calculated on the 20x20 grid. For this transfer matrix, the sudden
drop happens at the 132’nd singular value.
Figure 4.1.8 shows tomographies calculated on the 20x20 grid from synthetic measure-
ments without noise. In the underdetermined case, it is no longer possible to recreate
the true distribution even in the case without noise. Very distinct features emerge in the
tomographies at velocities where there should be no distribution. The shape of these arte-
facts are created by the shapes of the weight functions themselves. Figure 4.1.9 shows the
tomographies on the 20x20 grid calculated using synthetic data with noise. As expected,
the solution blows up when any of the very small singular value terms are included in the
sum. Here, this happens for a truncation level above 130.
In the remainder of the thesis, only overdetermined systems are examined.
4.2 Tikhonov regularization
Another regularization method is known as linear regularization [67] or Tikhonov regu-
larization [56]. The idea is to replace the ill-posed inverse problem with a closely related
well-posed problem. Instead of finding F that minimizes
minF (||WF− S||) , (4.2.1)
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(a) 20 (b) 40 (c) 60 (d) 80
(e) 100 (f) 110 (g) 120 (h) 130
(i) 140 (j) 160 (k) 180 (l) 200
Figure 4.1.8: Tomographies of synthetic data without noise for an increasing truncation
level on a 20x20 grid in units of [ions/keV/cm3].
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(a) 20 (b) 40 (c) 60 (d) 80
(e) 100 (f) 110 (g) 120 (h) 130
(i) 140 (j) 160 (k) 180 (l) 200
Figure 4.1.9: Tomographies of synthetic data with noise for an increasing truncation level
on a 20x20 grid in units of [ions/keV/cm3].
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the F that minimizes
minF (||WF− S||+ α||LF||) , (4.2.2)
is sought. where α is a positive scalar which determines the relative importance of the
two terms and L is known as the penalty function. The solution to equation (4.2.2) can
be written schematically by the normal equation [57]
Fα =
(
WTW + αLTL
)−1
WTS , (4.2.3)
where Fα denotes the Tikhonov solution. In my project I solve equation (4.2.3) using a
QR solver implemented in MatLab. How to choose α is discussed in section 4.4.
Zeroth order Tikhonov regularization
The choice of the penalty function L has a strong influence on the solution, and preferably
it should be based on assumptions about the true solution. The simplest possible penalty
function is
L = I , (4.2.4)
where I is the identity matrix. Solving equation (4.2.2) with L = I will yield a solution
which fits the data as best as possible while avoiding large absolute values in F by penal-
izing them. This choice of penalty function is called zeroth order Tikhonov regularization
or zeroth order linear regularization. Introducing the SVD of W, writing I = BBT and
remembering that (XYZ)T = ZTYTXT gives [57]
WTW + αI = BΣTATAΣBT + αBBT
= BΣTΣBT + αBBT
= B
(
ΣTΣ+ αI
)
BT . (4.2.5)
Using equation (4.2.5), Fα can be written as
Fα =
(
B
(
ΣTΣ+ αI
)
BT
)−1
BΣTATS
= B
(
ΣTΣ+ αI
)−1
BTBΣTATS
= B
(
ΣTΣ+ αI
)−1
ΣTATS . (4.2.6)
Writing equation (4.2.6) as a sum analogously to equation (4.1.4) gives
Fα =
∑
i
σiuTi S
σ2i + α
bi . (4.2.7)
For α  σ2j equation (4.2.7) reduces to equation (4.1.4). For α  σ2j , the terms in the
sum are effectively suppressed by a factor σ
2
j
α
. If α is chosen sufficiently large, it will
prevent that the solution blows up.
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First order Tikhonov regularization
First order Tikhonov regularization penalizes the gradients of the solution [67]. The
velocity-space gradient penalty function is
LTL =∇Tv‖∇v‖ +∇Tv⊥∇v⊥ , (4.2.8)
where ∇v‖ and ∇v⊥ are first order finite-difference approximations of the partial derivat-
ives with respect to v‖ and v⊥, respectively. Because of how the discretized 2D distribution
function is reshaped as a column vector, the ∇v‖ and ∇v⊥ matrices are not trivial. To
illustrate this, the matrices in the case of a 3x3 distribution function, F2D, are shown
below.
F2D =
f1,1 f1,2 f1,3f2,1 f2,2 f2,3
f3,1 f3,2 f3,3
 . (4.2.9)
This matrix is now reshaped as a 9x1 column matrix, F:
F =

f1,1
f2,1
f3,1
f1,2
f2,2
f3,2
f1,3
f2,3
f3,3

. (4.2.10)
First, the derivative with respect to v⊥ is considered. In this example, a backwards finite
difference approximation where ∂Fi,j
∂v⊥
' Fi,j−F(i−1),j∆v is used. At the boundary, the entire
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row is set equal to 0 [68].
∇v⊥ =
1
∆v

0 0 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0 0
0 −1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 −1 1 0 0 0 0
0 0 0 0 −1 1 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 1 0
0 0 0 0 0 0 0 −1 1

(4.2.11)
⇒∇v⊥F =
1
∆v

0
f2,1 − f1,1
f3,1 − f2,1
0
f2,2 − f1,2
f3,2 − f2,2
0
f2,3 − f1,3
f3,3 − f2,3

. (4.2.12)
In the same way, ∇v‖ can be formulated:
∇v‖ =
1
∆v

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
−1 0 0 1 0 0 0 0 0
0 −1 0 0 1 0 0 0 0
0 0 −1 0 0 1 0 0 0
0 0 0 −1 0 0 1 0 0
0 0 0 0 −1 0 0 1 0
0 0 0 0 0 −1 0 0 1

(4.2.13)
⇒∇v‖F =
1
∆v

0
0
0
f1,2 − f1,1
f2,2 − f2,1
f3,2 − f3,1
f1,3 − f1,2
f2,3 − f2,2
f3,3 − f3,2

. (4.2.14)
For any F of size (n× 1), analogous (n× n) gradient matrices can be formulated.
It is possible to formulate a first order Tikhonov scheme in energy-pitch coordinates.
To do this correctly, the velocity-space gradient in (E, p)-coordinates must be derived.
The (E, p)-coordinates have some resemblance to the well-known polar coordinate system.
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Figure 4.2.1: The relations between eˆv‖ , eˆv⊥ , eˆE and eˆp.
Figure 4.2.1 shows the relations between the unit vectors eˆv‖ , eˆv⊥ , eˆE and eˆp. The velocity-
space gradient of f is
∇f =
(
∇v‖f
)
eˆv‖ + (∇v⊥f) eˆv⊥ = a (∇Ef) eˆE + b (∇pf) eˆp , (4.2.15)
where a and b are unknowns that must be calculated from the Jacobian. ∇E and ∇p are
velocity-gradients along eˆE and eˆp respectively. Writing eˆE and eˆp as functions of eˆv‖ and
eˆv⊥ gives
eˆE = cos(θ) eˆv‖ + sin(θ) eˆv⊥ = p eˆv‖ +
√
1− p2 eˆv⊥ , (4.2.16)
eˆp = sin(θ) eˆv‖ − cos(θ) eˆv⊥ =
√
1− p2 eˆv‖ − p eˆv⊥ , (4.2.17)
where the relation p = cos(θ) has been used. The gradient in energy is now found by
dotting equation (4.2.15) with eˆE:
(∇f) · eˆE ⇒
(
∇v‖f
)
p+ (∇v⊥f)
√
1− p2 = a (∇Ef)
= a
((
∇v‖f
) ∂v‖
∂E
+ (∇v⊥f)
∂v⊥
∂E
)
,
(4.2.18)
To calculate the partial derivatives, the relations between v‖, v⊥, E and p are needed:
v‖ = p
√
2E
m
(4.2.19)
v⊥ =
√
1− p2
√
2E
m
, (4.2.20)
where m is the ion mass. The partial derivatives are:
∂v‖
∂E
= p√
2mE
(4.2.21)
∂v⊥
∂E
=
√
1− p2√
2mE
. (4.2.22)
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Inserting equations (4.2.21) and (4.2.22) in equation (4.2.18) gives
(
∇v‖f
)
p+ (∇v⊥f)
√
1− p2 = a
((
∇v‖f
) p√
2mE
+ (∇v⊥f)
√
1− p2√
2mE
)
.
(4.2.23)
Equation (4.2.23) is fulfilled for
a =
√
2mE . (4.2.24)
Similarly, b can be found by dotting equation (4.2.15) with eˆp:
(∇f) · eˆp ⇒
(
∇v‖f
)√
1− p2 − (∇v⊥f) p = b (∇pf)
= b
((
∇v‖f
) ∂v‖
∂p
+ (∇v⊥f)
∂v⊥
∂p
)
.
(4.2.25)
The partial derivatives are:
∂v‖
∂p
=
√
2E
m
, (4.2.26)
∂v⊥
∂p
= − p√
1− p2
√
2E
m
. (4.2.27)
Inserting equations (4.2.26) and (4.2.27) in equation (4.2.25) gives
(
∇v‖f
)√
1− p2 − (∇v⊥f) p = b
(∇v‖f)
√
2E
m
− (∇v⊥f)
p√
1− p2
√
2E
m
 .
(4.2.28)
Equation (4.2.28) is fulfilled for
b =
√
m
2E
√
1− p2 . (4.2.29)
Thus, the velocity-space gradient in energy-pitch coordinates becomes
∇f =
√
2mE (∇Ef) eˆE +
√
m
2E
√
1− p2 (∇pf) eˆp . (4.2.30)
where ∇E and ∇p are finite difference approximations to the partial derivatives. ∇E
has units of [1/energy] and ∇p is unitless. The penalty function for first order Tikhonov
regularization in (E, p)-coordinates becomes
LTL = 2mE∇TE∇E +
m
2E
(
1− p2
)
∇Tp∇p . (4.2.31)
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4.3 Minimum Fisher information
Position space tomography in plasma physics using regularization based on the principle of
minimum Fisher information was first suggested by M. Anton and co-workers in 1996 [67].
In the implementation by M. Anton, the Fisher information principle is effectively built
in as a Tikhonov penalty function. It can therefore be seen as a variant or expansion of
the general Tikhonov regularisation method.
The minimum Fisher algorithm from M. Anton is an iterative algorithm that works as
follows: a solution is found using Tikhonov regularization with a first-order linear penalty
function. Let’s call that solution F(1). In the subsequent iterations, the penalty function
in
(
v‖, v⊥
)
-coordinates becomes
LTL = ∇Tv‖M(n)∇v‖ +∇Tv⊥M(n)∇v⊥ , (4.3.1)
where
M(n)i,j =

1
F(n−1)i
δi,j if F(n−1)i > 0
M (n)max δi,j if F
(n−1)
i ≤ 0
, (4.3.2)
where M (n)max is one divided with the smallest positive value in F. In (E, p)-coordinates,
the minimum Fisher information penalty function becomes
LTL = 2mE∇TEM(n)∇E +
m
2E
(
1− p2
)
∇TpM(n)∇p . (4.3.3)
The solution converges after a few iterations. Figure 4.3.1 shows minimum Fisher in-
formation tomographies of the Gaussian distribution shown in figure 4.1.2a using noisy
data. An increasing number of minimum Fisher information iterations are used in the
tomographies. The tomography is already recreating the main features of the distribution
after a single iteration. Including a few more iterations makes the tomography slightly
more spiked. After three or four iterations, the tomography has converged. Figure 4.3.2
shows the same analysis for tomographies of an NBI distribution function. Again it is
seen that the second and third iteration make the tomography slightly more peaked but
additional iterations do not change the results much.
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(a) 1 (b) 2 (c) 3
(d) 4 (e) 5 (f) 6
(g) 10 (h) 15 (i) 20
Figure 4.3.1: Tomographies of a Gaussian distribution function calculated using an in-
creasing number of minimum Fisher information iterations in units of [ions/keV/cm3].
56
CHAPTER 4. 4.3. MINIMUM FISHER INFORMATION
(a) 1 (b) 2 (c) 3
(d) 4 (e) 5 (f) 6
(g) 10 (h) 15 (i) 20
Figure 4.3.2: Tomographies of an NBI distribution function calculated using an increasing
number of minimum Fisher information iterations in units of [ions/keV/cm3].
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4.4 Determining the regularization strength
When regularizing an inverse problem, a free parameter is introduced which determines
the strength of regularization. In the case of truncated SVD, the free parameter is the
number of singular values included when calculating the pseudo-inverse. For Tikhonov
and the related minimum Fisher information regularization methods, the parameter α de-
termines the balance between fitting the data and minimizing the regularizing term. Here,
two different systematic methods for choosing the regularization strength are presented
and compared.
4.4.1 Discrepancy method
One method to determine the value of the regularizing strength is the discrepancy principle
which states that it should be chosen such that the residual norm is comparable to the
norm of the error in the measurements [57]. The discrepancy principle is an intuitive
method. However, it requires a good estimate of the noise level in the data. It can
be shown that the residual norm is a monotonically increasing function of α. Writing
the SVD of the transfer matrix W as a sum, using equation (4.2.7) and expanding the
measurements, S in the basis of uj from the SVD allows for writing the residual of a
zeroth order Tikhonov solution as
WF− S = ∑
j
σj
(
aTj S
)
σ2j + α
ajσjbTj bj −
(
aTj S
)
aj

=
∑
j
(
σ2j
σj + α
− 1
)(
aTj S
)
aj . (4.4.1)
The squared residual norm becomes
||WF− S||2 = ∑
j
(
σ2j
σj + α
− 1
)2 (
aTj S
)2
ajaTj
=
∑
j
(
σ2j
σj + α
− 1
)2 (
aTj S
)2
. (4.4.2)
The derivative of the squared residual norm with respect to α is
∂
∂α
||WF− S||2 = ∑
j
2
(
σ2j
σ2j + α
− 1
)(
aTj S
)2
(−1)σ2j
1(
σ2j + α
)2
=
∑
j
2σ2j
(
aTj S
)2
(
σ2j + α
)2
(
1− σ
2
j
σ2j + α
)
. (4.4.3)
From equation (4.4.3) it is seen that ∂
∂α
||WF−S||2 > 0 since α > 0. Using this result the
discrepancy principle can be implemented in an iterative algorithm. A lower and upper
bound on α is chosen and α is found in between. The geometric or arithmetic mean can
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be used. If the residual norm of the new solution is much smaller than the norm of the
noise in the measurements, the new α is too small and it becomes the new lower bound.
If the residual norm is much larger than the norm of the noise α becomes the new upper
bound. This is repeated until the residual norm is close to the norm of the noise.
4.4.2 L-curve method
Another method is the L-curve method [57,69]. Figure 4.4.1 shows an L-curve for 0’th or-
der Tikhonov inversions of a Gaussian distribution. For each value of α the corresponding
Figure 4.4.1: Example of an L-curve.
Tikhonov solution which minimizes
minF (||WF− S||+ α||F||) (4.4.4)
is found. The norm squared of the solution and the residual norm squared are calculated
and plotted as a single point in a loglog plot. ρ is the squared residual norm and ξ is the
squared norm of F. When changing α many orders of magnitude, a curve in the shape
of an L is obtained. The L-curve plot can be split in different regimes as a function
of α. For very low values of α (top left vertical part of the L-curve) the norm of the
solution is large but the residual norm is very small. This means that the solution fits the
(noisy) data very well. This corresponds to the unregularized solution which is useless in
the realistic case of noisy measurements. When increasing α, at some point the L-curve
becomes almost horizontal. At this point, increasing α even further does not lead to a
much more regularized solution. However, the solutions found will fit the data less and
less. The idea is now that the optimal value of α is the one which corresponds to the
corner in the L-curve. In this example the optimal value is found to be α = 0.028. The
Tikhonov solutions calculated for the α-values shown in figure 4.4.1 are shown in figure
4.4.2.
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(a) α = 0.0001. (b) α = 0.001. (c) α = 0.01.
(d) α = 0.028. (e) α = 0.1. (f) α = 1.
Figure 4.4.2: Tomographies of the Gaussian distribution for different α-values in units of
[ions/keV/cm3].
The curvature of the L-curve
The curvature of the L-curve is maximized in the corner. Therefore, the curvature of the
L-curve is a parameter which can be used for choosing the value of the regularization
parameter [70]. First, λ =
√
α is introduced. The squared norms are:
ρ = ||WF− S||2 , (4.4.5)
ξ = ||F||2 . (4.4.6)
It can be shown that
ρ′ = dρ
dλ
= −λ2ξ′ , (4.4.7)
where ξ′ = dξ
dλ
[70]. The logarithm of the squared norms are
ξˆ = log(ξ) , (4.4.8)
ρˆ = log(ρ) . (4.4.9)
The derivatives of the logarithm of the squared norms with respect to λ become
d
dλ
{
ξˆ
}
= ξ
′
ξ
= ξˆ′ , (4.4.10)
d
dλ
{ρˆ} = ρ
′
ρ
= ρˆ′ . (4.4.11)
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The second derivatives of the logarithm of the squared norms are
d
dλ
{
ξˆ′
}
= ξξ
′′ − (ξ′)2
ξ2
= ξˆ′′ , (4.4.12)
d
dλ
{ρˆ′} = ρρ
′′ − (ρ′)2
ρ2
= ρˆ′′ . (4.4.13)
The second derivative of ρ is
ρ′′ = d
dλ
{ρ′} = d
dλ
{
−λ2ξ′
}
= −2λξ′ − λ2ξ′′ , (4.4.14)
where the relation between ρ′ and ξ′ from equation (4.4.7) is used. The curvature, κ, is
given by
κ = ρˆ
′ξˆ′′ − ρˆ′′ξˆ′(
(ρˆ′)2 +
(
ξˆ′
)2)3/2
=
−λ2ξ′
ρ
(
ξξ′′−(ξ′)2
ξ2
)
− ξ′
ξ
(
ρρ′′−(ρ′)2
ρ2
)
((−λ2ξ′
ρ
)2
+
(
ξ′
ξ
)2)3/2
= −
−λ2ξξ′ξ′′
ρξ2 +
λ2(ξ′)3
ρξ2 − ξ
′
ξ
(
ρ(−2λξ′−λ2ξ′′)−(−λ2ξ′)2
ρ2
)
(ξ′)3
(
λ4
ρ2 +
1
ξ2
)3/2 . (4.4.15)
The minus sign arises because ξ′ i negative. This can be deduced from figure 4.4.1.
κ = −−
λ2ξ′ξ′′
ξρ
+ λ2(ξ′)
3
ξ2ρ +
2λ(ξ′)2
ξρ
+ λ2ξ′ξ′′
ξρ
+ λ4(ξ′)
3
ξρ2
(ξ′)3
(
λ4ξ2+ρ2
ξ2ρ2
)3/2
= −
λ2(ξ′)3
ξ2ρ +
2λ(ξ′)2
ξρ
+ λ4(ξ′)
3
ξρ2(
ξ′
ξρ
)3
(λ4ξ2 + ρ2)3/2
= −λ
2ξρ2 + 2λξ2ρ2
ξ′ + λ
4ξ2ρ
(λ4ξ2 + ρ2)3/2
. (4.4.16)
κ is shown as a function of α in figure 4.4.3.
L-curve method applied to 1st order Tikhonov and minimum Fisher inform-
ation regularization
The L-curve method can also be applied to higher order Tikhonov regularization as well
as the minimum Fisher information regularization method implemented as an iterative
Tikhonov variant. The only difference is in the definition of ξ. For the first order Tikhonov
regularization, ξ is
ξ = ||∇EF||2 + ||∇pF||2 . (4.4.17)
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Figure 4.4.3: Example of the behaviour of the curvature.
For minimum Fisher information regularization, ξ is
ξ = ||
√
M∇EF||2 + ||
√
M∇pF||2 , (4.4.18)
where M is given by equation (4.3.2).
L-curve method applied to truncated SVD
It is also possible to apply the principle behind the L-curve to truncated SVD. The
problem is slightly different as the truncation level, k, to be determined is not a continuous
variable. When calculating the L-curve for SVD, the norm of the solution is used as for
zeroth order Tikhonov. In my implementation of the L-curve method for SVD in MatLab,
I am using a function written by P.C. Hansen available in the MatLab repository called
regtools2. It is based on an adaptive pruning algorithm [71].
4.4.3 Comparison of L-curve and discrepancy methods
The two methods for choosing the regularization strength are compared. Synthetic noisy
measurements are calculated using the following equation
Snoisy = Sexact + c
〈√
Sexact
〉
N
(
0,max
(
emin,
√
Sexact
))
, (4.4.19)
where
〈√
Sexact
〉
is the mean of the square root of the noise-free signal. N
(
0,max
(
emin,
√
Sexact
))
is a Gaussian distribution with mean 0 and standard deviation the square root of the noise-
free signal or a constant emin. emin mimics the noise contribution from the background,
which dominates when the noise-free signal goes to zero. c is a scaling factor between 0
and 1 which allows for controlling the noise level in the synthetic measurements.
2Available at http://www.mathworks.com/matlabcentral/fileexchange/52-regtools
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Figure 4.4.4 shows a bi-Maxwellian distribution function used as a test distribution in
this comparison of methods to choose the regularization strength.
Figure 4.4.4: Bi-Maxwellian distribution function in units of [ions/keV/cm3].
Figures 4.4.5 and 4.4.6 show tomographies of the bi-Maxwellian test distribution calcu-
lated using the zeroth order Tikhonov and minimum Fisher information regularization
methods for increasing noise levels. For very small noise levels (c = 0.1), the discrepancy
principle and L-curve method produce almost the same results. When increasing the noise
level it is seen that the discrepancy principle over-regulates the problem as is evident in
the top row in both figure 4.4.5 and 4.4.6.
Figure 4.4.7 shows the absolute value of the difference between the true distribution shown
in figure 4.4.4 and the tomographies as a function of the noise level, c, in the synthetic data.
The difference between the true distribution and the tomographies increase as a function of
noise level for both methods, as expected. However, choosing the regularization strength
using the L-curve method clearly produce better results in these examples.
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(a) Discrepancy, c = 0.1 (b) Discrepancy, c = 0.5 (c) Discrepancy, c = 0.9
(d) L-curve, c = 0.1 (e) L-curve, c = 0.5 (f) L-curve, c = 0.9
Figure 4.4.5: Tomographies of the bi-Maxwellian test distribution calculated using zeroth
order Tikhonov regularization and synthetic data with increasing noise level. The top
row shows the result when the discrepancy principle is used for choosing α, the bottom
row shows the result when the L-curve method is used. All in units of [ions/keV/cm3]
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(a) Discrepancy, k = 0.1 (b) Discrepancy, k = 0.5 (c) Discrepancy, k = 0.9
(d) L-curve, k = 0.1 (e) L-curve, k = 0.5 (f) L-curve, k = 0.9
Figure 4.4.6: Tomographies of the bi-Maxwellian test distribution calculated using min-
imum Fisher information regularization and synthetic data with increasing noise level.
The top row shows the result when the discrepancy principle is used for choosing α,
the bottom row shows the result when the L-curve method is used. All in units of
[ions/keV/cm3]
(a) T0 (b) MFI
Figure 4.4.7: Difference between the true distribution and the tomographies as a function
of noise level.
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4.5 Uncertainties of a tomography
It is possible to estimate the uncertainties in a tomography. Here, the uncertainties due
to noise in the measurements, due to uncertainties in the forward model and uncertainties
introduced by the regularization methods themselves are considered.
If the forward model contains uncertainties, these will propagate through to the tomo-
graphies. For velocity-space tomography, the forward model is described by the weight
functions. The numerical FIDA weight functions are calculated using a code called FI-
DASIM [72]. It takes several measured plasma parameters at input. The radial profiles
of these plasma parameters are measured during a plasma discharge and are associated
with given uncertainties. The weight functions are most sensitive to the ion temperature
and drift velocity, the electron temperature and density and the effective charge Zeff . The
uncertainties in these, and in principle any other nuisance parameter, lead to uncertain-
ties in the weight functions, δW. Assuming a Gaussian error distribution of the bulk
plasma parameters, the uncertainty in the forward model is calculated by sampling a
population of weight functions calculated by varying one nuisance plasma parameter at
a time and keeping the other parameters fixed. The total variance of the weight function
is then obtained by summing the variances obtained from each plasma parameter. The
corresponding uncertainty in the spectrum, em, can be calculated from δW
Sexact + em = (W + δW)Ftrue
⇒ em = δWFtrue . (4.5.1)
δW is the square root of the total weight function variance. em depends on the (often
unknown) true distribution function. However, if an estimate of Ftrue can be obtained,
em can be estimated. Assuming that the measurement and forward model uncertainties
are uncorrelated, the combined uncertainty is
edata =
√
e2S + e2m , (4.5.2)
where eS is the measurement uncertainty in the measured spectrum from the fast-ion dia-
gnostic. For FIDA it is the photon noise. edata is then used to normalize the measurements
and transfer matrix as explained in the beginning of chapter 4.
The covariance matrix of the tomography due to uncertainty in the spectra, CFe , is [52,
68,73]
CFe = W†CSe
(
W†
)T
, (4.5.3)
where CSe is the covariance matrix of the uncertainty in the spectra and W† denotes the
regularized inverse. For uncorrelated uncertainties, the variance in the tomography is
then given by the diagonal elements of the covariance matrix. For SVD, W† = W+; the
pseudoinverse of W. For Tikhonov and minimum Fisher information regularization the
regularized inverse is
W† =
(
WTW + αLTL
)−1
WT , (4.5.4)
66
CHAPTER 4. 4.5. UNCERTAINTIES OF A TOMOGRAPHY
where the relevant L operator is used for the given inversion method.
As W† depends on the regularization, CFe depends both on the choice of regularization
method and the level of regularization. In fact, the purpose of the regularization is to
suppress the effect of noise in the spectra. The price one pays by regularizing the problem
is to introduce a regularization error or bias. This error makes it impossible to recreate
the true distribution, even if the measurements were noise free. This is illustrated by the
so-called resolution matrix, Rm [68, 74]. It is defined as
Rm = W†W , (4.5.5)
In the case that W† = W−1, Rm is the identity matrix. The more different Rm is from
the identity matrix, the poorer W† is as an estimate of the inverse of W.
(a) α = 10−5 (b) α = 0.028
Figure 4.5.1: Examples of resolution matrices calculated using zeroth order Tikhonov for
different α values.
Figure 4.5.1 shows two examples of resolution matrices calculated using zeroth order
Tikhonov regularization for different α-values. α = 0.028 correspond to the optimal
value found using the L-curve method. α = 10−5 correspond to the case with very low
regularization.
The regularization error, ereg, is defined as [68,74]
ereg = Ftrue − Ftomography,0
= Ftrue −W†Sexact
= Ftrye −W†WFtrue
=
(
I−W†W
)
Ftrue , (4.5.6)
where I is the n × n identity matrix and Ftomography,0 is the tomography that would be
obtained with noise free measurements. ereg, as em, depends on Ftrue.
A measure of the total uncertainty of the tomographic inversion as is defined as
etot =
√(
diag
(
CFe
))2
+ e2reg . (4.5.7)
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However, it should be noted that the regularization error has a different character than
the data uncertainty which represents an assumed Gaussian distribution of values in many
realizations of the experiment. Instead, the regularization error characterizes a systematic
bias introduced by the method. Nevertheless, the combination of these uncertainties can
be used as a figure of merit of the total uncertainty of the tomographic inversion.
In paper III we used a slightly different approach to calculate the uncertainties. Instead of
using equation (4.5.3) to calculate the covariance matrix due to noise in the spectra, many
synthetic spectra were generated and an inversion were calculated for each. The resulting
variance in the tomography was used as a measure of diag
(
CFe
)
. The bias introduced by
the regularization method was calculated as the difference between the true distribution
and the mean of all the calculated tomographies. This is very similar to the first equality
in equation (4.5.6).
4.6 Comparing inversion methods
If paper III, the different inversion methods are compared in how well they reconstruct
known test distributions for various amount of noise in the synthetic data. It is found
that the minimum Fisher information method performs better than the rest of the meth-
ods, except for the NBI beam distribution where the first order Tikhonov regularization
method performs equally well. These two methods which both regularize by penalizing
steep gradients are in general very good at reconstructing the overall shape of a distribu-
tion function. However, due to the way they regulate, the results are often smoother than
the true distribution. On the other hand, the truncated SVD and zeroth order Tikhonov
regularization methods can resolve finer details, but if the data is noisy, the details might
be lost in jitter in the tomographies.
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Tomographies of real data
Calculating inversions using synthetic spectra (artificially generated data) is usable for
method development and testing as well as for gaining insight into the behaviour of the in-
version methods. The application of tomography to real measurements taken in situations
where the physics is poorly understood may contribute significant new knowledge.
Most tomographies in this chapter are calculated from FIDA measurements at ASDEX
Upgrade. In addition, the first tomographies based on the combination of FIDA and
CTS measurements are presented. Figure 5.0.1 shows an example of a measured FIDA
spectrum. This specific spectrum is measured during discharge #30815. It shows the
measured intensity as a function of wavelength.
Figure 5.0.1: FIDA spectrum measured during discharge #30815.
The unshifted Dα light, named the cold Dα line, has a wavelength of 656.1 nm. To
prevent saturation of the spectrometer from cold Dα light originating from the edge of
the plasma, this part of the spectrum is blocked. This is evident as the large drop in
intensity in this wavelength range in figure 5.0.1. Several other important features are
visible in this spectrum. The radiation emitted by the injected neutral D atoms is here
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redshifted to wavelengths between 657 nm and 661 nm. The narrow peaks at large red-
and blueshifts are caused by impurities in the plasma [25].
In order to identify the parts of a FIDA spectrum which can be used for tomography,
the measured spectrum is compared with a synthetic spectrum. Using the numerical
code FIDASIM [72], it is possible to simulate the different components in a measured
spectrum. Figure 5.0.2 shows a simulation of the measured FIDA spectrum from figure
5.0.1. The beam emission contribution completely dominates the part of the spectrum
Figure 5.0.2: Simulation of the FIDA spectrum shown in figure 5.0.1.
between 657 nm and 661 nm. The two other components in the simulated spectrum
are the halo component and the FIDA component [25]. The halo component is caused
by charge exchange reactions between injected NBI neutrals and thermal ions. The halo
component dominates the spectrum for small Doppler-shifts at wavelengths near 656.1 nm.
The FIDA component is emitted by fast neutrals created in charge exchange reactions
between an injected NBI neutral and a fast ion. Impurity emission lines, the cold Dα peak
and the flat bremsstrahlung background are not included in the FIDASIM simulation.
Bremsstrahlung is radiation emitted by the electrons in the plasma being slowed down
in collisions with the ions [25]. Using the simulated FIDASIM components, I determine
the usable parts of the spectrum by excluding the wavelength ranges dominated by beam
and impurity emission as well as the part closest to the cold Dα line. For the spectrum
in figure 5.0.1, the usable parts are shown in green in figure 5.0.3.
Each data point in the spectrum in figure 5.0.3 has an associated weight function. Given a
certain grid in velocity-space, it is investigated whether each weight function has non-zero
values on this grid. Furthermore, to include as much data as possible while at the same
time not have the result dominated too much by the thermal ions, a lower energy limit
is defined, typically 10 keV. A data point is omitted if the corresponding weight function
has non-zero values below this energy limit.
As explained in the beginning of chapter 4, the measurements are normalized with their
measurement uncertainty in order to give most emphasis to data points with a high
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Figure 5.0.3: FIDA spectrum measured during discharge #30815. The usable parts of
the spectrum are shown in green.
signal-to-noise ratio. Each individual data point in figure 5.0.3 is related to the fast-ion
distribution function by a weight function calculated for that specific wavelength
Sk = WkF . (5.0.1)
Sk is the k’th data point and Wk is the corresponding weight function. As explained in
section 2.6, each equation on the form of equation (5.0.1) is combined in a single linear
algebra problem
S = WF . (5.0.2)
Figure 5.0.4a shows S for the usable data points from figure 5.0.3 normalized with their
respective measurement uncertainty. S is a function of wavelength, however, as seen in
figure 5.0.3, two neighbouring usable data points can correspond to wavelengths several
nm apart. This is the reason that S is shown as a function of index number instead. The
wavelength information is contained in the corresponding weight functions. This way, a
combined S can be defined containing usable measurement points from several different
views, as shown in figure 5.0.4b, which contains data from four different FIDA views.
5.1 FIDA set-up at ASDEX Upgrade
ASDEX Upgrade is very well equipped for diagnosing fast ions. The FIDA set-up is
currently comprised of five different so-called views. Each view is a single plug in the
tokamak wall, but each is made up of several lines-of-sight. A sketch of the different
lines-of-sight is shown in figure 5.1.1 from [27]. Each view is shown with a different
color. The single grey line is the 60 keV NBI beam named Q3. Every FIDA line-of-sight
intersects this NBI beam. The FIDA system can only measure when this beam is turned
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(a) S from one view (b) S from four views
Figure 5.0.4: FIDA data points normalized with their respective measurement uncertainty.
Figure 5.1.1: Illustration of the five FIDA views at ASDEX Upgrade. This figure is
from [27].
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on. The lines-of-sight for a single view are oriented in a fan-like formation along the NBI
beam such that a radial profile of FIDA measurements is possible. For each view, the
approximate angle between the central line-of-sight and the magnetic field is shown.
Two of the five views were installed recently with the specific purpose of optimizing the
diagnostic for velocity-space tomography. Before that, the FIDA system was comprised
of two dedicated and one borrowed view. The first dedicated view is a toroidal view
composed of 15 radially distributed lines-of-sight. The angles between the toroidal view
and the local magnetic field are about 10◦. The other is a radial view composed of 12 lines-
of-sight with angles to the local magnetic field of about 70◦. A third line-of-sight with an
angle to the magnetic field of about 160◦ (-20◦) originally installed for the motional Stark
effect (MSE) diagnostic is now used for the FIDA diagnostic as well. Measurements
using this three-view set-up was used to calculate a fast-ion distribution function by
tomographic inversion of the three FIDA spectra [53]. Using the method of velocity-
space tomography, I determined the optimal angles for the new FIDA views. Synthetic
measurements are calculated using the weight functions and a TRANSP simulated fast-
ion velocity-space distribution of Q3, in a forward model for the three existing views. In
addition to this, synthetic FIDA measurements are calculated for a wide range of other
angles for additional two views. For each such 5 view FIDA set-up, an error parameter
of the reconstruction is calculated. The error parameter is defined as
err =
∫∫
(Ftrue − Ftomography)2 dEdp∫∫ Ftrue dEdp . (5.1.1)
By repeating this for a large number of different viewing angles, a 2D grid is created
showing the error parameter of a reconstruction of a hypothetical 5-view FIDA set-up as
a function of the viewing angles of the two additional views. Figure 5.1.2 shows a contour
plot of the error parameter as a function of the viewing angles of the two additional views.
Several features are evident from figure 5.1.2. A clear diagonal line for φ4 = φ5 can be
Figure 5.1.2: Contourplot of the error parameter, err calculated using equation (5.1.1).
It is shown as a function of the viewing angles of two additional FIDA views.
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seen. Different viewing angles resolve different regions in velocity space, and thus the best
inversion is possible when the views have different resolved angles. Therefore, the error
parameter is larger on the diagonal. For the same reason the error parameter has local
maxima at the angles of the existing views, at 10◦, 20◦ and 70◦. The error parameter
map is mirrored along the diagonal since the two views are interchangeable. The lowest
values of the error parameters are found away from the existing views, between 40◦ and
60◦ and between 80◦ and 90◦. Finally, it is evident that the global minimum is found
when one of the new views has a resolved angle around 50◦ and the other has a resolved
angle around 85◦. The angles of the views which were installed are around 95◦ and 130◦
(-85◦ and -50◦).
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5.2 Tomographies of one beam vs several beams
Here, tomographies of a velocity distribution consisting of a single NBI beam and a
distribution with several beams are shown. This is done in order to test whether the
tomograhy method is capable of distinguishing between the two cases.
5.2.1 One beam vs three beams
In ASDEX Upgrade discharge #30950 the FIDA measurements were performed during a
phase of one beam heating at 60 keV, as well as a phase with three NBI beams heating
the plasma, one at 60 keV and two at 93 keV.
Figure 5.2.1: Injected NBI power as a function of time. The two dashed lines represent
the times where tomographies are calculated.
Figure 5.2.1 shows the injected NBI power as a function of time during the beginning
of discharge #30950. The two vertical lines represent the times where tomographies are
calculated using measured FIDA data.
The simulated velocity-distribution functions from TRANSP are shown in figure 5.2.2.
Figure 5.2.2a shows the one-beam distribution function. The full and half energy peaks
at 60 keV and 30 keV are clearly visible. Figure 5.2.2b shows the simulated velocity
distribution function for the three beam phase. The two additional beams are Q5 and
Q8, both with injection energies of 93 keV.
Figure 5.2.3 show tomographies calculated for the one-beam phase and the three-beam
phase using the different inversion methods. The tomographies of the three-beam phase
clearly contain more fast ions compared to the one-beam phase. Furthermore, the cal-
culated tomographies extend to higher energies in the three-beam phase. However, since
the full energy peak at 93 keV is relatively weak compared to the large peak between 20
keV and 60 keV, none of the inversion methods are able to recreate it. Similar conclusions
are drawn in [27] using different inversion methods.
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(a) One-beam distribution. (b) Three-beam distribution.
Figure 5.2.2: Simulated fast-ion velocity distribution functions in units of [ions/keV/cm3].
(a) One beam, SVD (b) One beam, T0 (c) One beam, T1 (d) One beam, MFI
(e) Three beams, SVD (f) Three beams, T0 (g) Three beams, T1 (h) Three beams, MFI
Figure 5.2.3: Tomographies of the one-beam phase and three-beam phase in ASDEX
Upgrade discharge #30950 in units of [ions/keV/cm3].
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5.3 Investigating sawtooth crashes using velocity-space
tomography
In 2009, using the collective Thomson scattering diagnostic at TEXTOR, it was observed
that sawtooth crashes affect some parts of velocity-space more than others [2, 75]. Using
the flexibility of the CTS receiver, the viewing angle could be changed thus enabling a
variation of the the velocity-space sensitivity of the detector, as given by the velocity-space
weight functions. When a viewing angle close to 90◦ was used, the reduction in the fast-ion
part of the CTS spectrum was less pronounced compared to the reduction observed when
a more oblique angle around 40◦ was used. Using the velocity-space weight functions it
was possible to identify the regions of velocity-space measured by the diagnostic in the
two cases. It was found that when the diagnostic mainly measured ions with pitch close to
1, a reduction of about 50% was observed and when it mainly measured ions with pitch
close to 0, a reduction of less than 20% was observed. This behaviour was afterwards
observed at DIII-D [14]. At ASDEX Upgrade, a series of dedicated experiments were
carried out with the aim of investigating the effect on the fast ions by sawtooth crashes
and other MHD instabilities. Results from these investigations are presented here using
the developed method of velocity-space tomography to help analysing the measurements.
5.3.1 ASDEX Upgrade discharge #30815
Paper IV investigates the effect on the fast ion caused by a sawtooth crash in ASDEX
Upgrade in discharge #30815. As a part of this analysis, tomographies were calculated
using time coherent averaged measurements taken just before and just after a sawtooth
crash. Using the time coherent averaging, the signal-to-noise ratio could be increased. In
paper IV, truncated SVD was used as inversion method since the other methods were not
yet fully developed. In addition, the relative change was calculated to see whether some
parts of velocity space were affected more than others.
Figure 5.3.1 shows the time coherent averaged FIDA spectra before (red) and after (blue)
the crash. Only four FIDA views were measuring during this discharge. The shaded
regions indicate the parts of the spectra which cannot be used due to beam and impurity
emission. The sawtooth crash is especially evident in the upshifted part of the spectra in
figures 5.3.1a and 5.3.1c and the downshifted part of the spectrum in figure 5.3.1b.
The tomographies of the central fast-ion distribution functions before and after the saw-
tooth crash included in the paper are shown in figure 5.3.2. The shaded region for energies
below 15 keV cannot be recreated since there is no weight function coverage in this region.
Figure 5.3.3 shows simulations of the fast-ion distribution function from TRANSP/NUBEAM.
The Kadomtsev sawtooth model implemented in TRANSP is used in the simulation of
the distribution after the crash shown in figure 5.3.3b. Comparing figures 5.3.2 and 5.3.3
it is evident that the largest values in the tomographies are about twice as large as those
in the simulation. This can be explained by the fact that some of the halo contribution is
included in the tomographies and therefore the true comparison should be with the sum
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(a) φ = 137◦ (b) φ = 14◦
(c) φ = 103◦ (d) φ = 73◦
Figure 5.3.1: Time coherent averaged FIDA spectra before (red) and after (blue) a saw-
tooth crash.
(a) Before (b) After
Figure 5.3.2: Tomography before and after the sawtooth crash in discharge #30815 in
units [ions/keV/cm3]. Calculated using SVD with a truncation level of k = 36.
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of a TRANSP distribution and a Maxwellian with the correct temperature and density.
A Maxwellian distribution in (E, p)-coordinates in units of [ions/m3/eV] is defined as
fMaxwellian = q
n√
pi
( 1
kBT
)3/2√
E exp
(
− E
kBT
)
, (5.3.1)
where q is the unit charge, n is the thermal ion density and T is the temperature. The
derivation of equation (5.3.1) can be found in appendix B. The tomographies recreate the
pitch of the full-energy peak very well, but the energy of the peak is too high. Another
discrepancy is seen for negative pitch and energies above 40 keV where the TRANSP
simulation predicts that no ions exist. This feature is likely an artefact caused by the
inversion.
(a) Before (b) After
Figure 5.3.3: Simulation of the fast-ion distribution function before and after the sawtooth
crash from TRANSP/NUBEAM in units of [ions/keV/cm3].
The relative change is calculated as
∆F = Fbefore − FafterFbefore . (5.3.2)
∆F = 1 represents the situation where all ions present in the particular location in
velocity-space are removed after the sawtooth crash and ∆F = 0 is the situation where
the fast-ion distribution is left unchanged by the sawtooth crash. A negative ∆F means
that more ions exist in this part of velocity-space after the crash than previous to it. Figure
5.3.4 shows the relative change calculated for 29 keV and 36 keV. For both energies it is
seen that the relative change is larger for p > 0.5 compared to pitches between -0.5 and
0.5.
The fast-ion density can be estimated by integrating the tomographies with respect to
energy and pitch. However, as shown in paper III, the inferred density depends on the
regularization strength, as more regularization lowers the inferred fast-ion density. The
densities before and after the crash as a function of truncation index are shown in figure
5.3.5. Increasing the level of regularization means truncating the SVD sum earlier. The
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Figure 5.3.4: Relative change as a function of pitch for ions with energies around 29 keV
and 36 keV.
(a) Inferred densities (b) Relative change
Figure 5.3.5: Fast-ion densities calculated by integrating the tomographies as a function
of the SVD truncation index.
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predicted behaviour that the densities decrease with increasing regularization is clearly
seen in figure 5.3.5a. Figure 5.3.5b shows the relative change in density. For the truncation
index range shown here, it is found to be almost constant, despite the change in the
individual densities. It is often the case that changes in amplitudes can be measured with
greater confidence than the amplitudes themselves. The relative change is between 26%
and 28% for this sawtooth crash.
To check these results, tomographies are calculated using the inversion methods described
in chapter 4, choosing the regularizing strength using the L-curve method. The results
are shown in figure 5.3.6. The top row consists of the tomographies of the distribution
function before the sawtooth crash. The bottom row consists of the tomographies of the
distribution function after the crash.
(a) Before, SVD (b) Before, T0 (c) Before, T1 (d) Before, MFI
(e) After, SVD (f) After, T0 (g) After, T1 (h) After, MFI
Figure 5.3.6: Tomographies before and after the sawtooth crash in discharge #30815,
calculated using the different inversion methods with L-curve method in units of
[ions/keV/cm3].
The drop in the fast-ion density in the plasma core across the sawtooth crash is seen in
the reconstructions using all four inversion methods. As expected, the inversions using
first order Tikhonov and minimum Fisher information is significantly smoother compared
to truncated singular value decomposition and zeroth order Tikhonov. Figure 5.3.7 shows
∆F as a function of pitch at an energy of 30 keV for the four different inversion methods.
All four inversion methods agree that ions with pitch close to 1 are redistributed more
compared to ions with pitch values close to 0. However, using the L-curve method for
choosing the regularization strength, the relative change obtained with SVD and T0 are
not as pronounced as that for T1 and MFI.
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Figure 5.3.7: Relative change calculated using SVD, T0, T1 and MFI as a function of
pitch for ions with an energy of 30 keV.
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5.3.2 ASDEX Upgrade discharge #31557
ASDEX Upgrade discharge #31557 contains several sawtooth crashes. One of these
is analysed in paper III. All five FIDA views were measuring in this discharge. The
measured FIDA spectra from before (red) and after (blue) the sawtooth crash occurring
at t = 2.255 s are shown in figure 5.3.8. The spectra shown in figure 5.3.8 are not as noisy
(a) φ = 14◦ (b) φ = 73◦ (c) φ = 133◦
(d) φ = 103◦ (e) φ = 153◦
Figure 5.3.8: FIDA spectra before (red) and after (blue) a sawtooth crash. The shaded
parts indicate the wavelength ranges which are not suitable for use in the tomography
analysis.
as those from discharge #30815 shown in figure 5.3.1 since a background subtraction
was possible in discharge #31557. This is achieved by briefly turning off the Q3 NBI
beam. The measured signal obtained during this off-phase can be used as a measurement
of the background signal including the impurity radiation, which is independent of the
injection of energetic neutral atoms from the NBI. The tomographies before and after the
sawtooth crash are shown in figure 5.3.9 alongside TRANSP simulations of the velocity
distribution. The top row shows the distribution before the crash, the bottom row shows
the distribution after the crash. The asymmetry in pitch towards positive pitch are
seen in all the tomographies. The overall shape of the distribution function is recreated
very well by the first order Tikhonov and minimum Fisher information regularization
methods. However, they are not able to resolve the full energy peak at 60 keV. Truncated
singular value decomposition and zeroth order Tikhonov regularization produce a peak
at roughly the predicted position. However, this is obscured by the amount of jitter in
these tomographies.
As described in section 4.5, it is possible to estimate the uncertainty of a tomographic
inversion. The different contributions to the uncertainty of the tomographies of the ve-
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(a) Before, simula-
tion
(b) Before, SVD (c) Before, T0 (d) Before, T1 (e) Before, MFI
(f) After, simulation (g) After, SVD (h) After, T0 (i) After, T1 (j) After, MFI
Figure 5.3.9: Tomographies before and after the sawtooth crash in discharge #31557 in
units of [ions/keV/cm3], calculated using the different inversion methods and choosing
the regularizing strength using the L-curve method. Also shown are the simulated velo-
city distribution funcitons. The Kadomtsev model implemented in TRANSP is used to
simulate the redistribution of ions due to the sawtooth crash.
locity distribution before the sawtooth crash are shown in figure 5.3.10 as a function of
energy and pitch.
The top row of figure 5.3.10 shows the noise in the measurements including the forward
model error propagated through the transfer matrix to the tomographies according to
equation (4.5.3). Note that the colorbar scales are not the same for the different inversion
methods. The uncertainty from the measurement noise is relatively flat. Furthermore,
it is almost a factor 10 lower in magnitude than the tomographies themselves. This is a
clear example of the effect of regularization. The error introduced by the regularization
methods, ereg, is shown in the middle row of figure 5.3.10. ereg can be positive as well
as negative. Negative regions correspond to parts of velocity space where this amount of
regularization will tend to place too many ions. Positive regions correspond to regions
where too few ions are placed. As mentioned in section 4.5, ereg is based on an estimate of
the true distribution function. Here, the simulated distribution function shown in figure
5.3.9a is used. The full energy peak can be seen in ereg for all four inversion methods. The
maximum absolute values of ereg are between a factor of five to ten larger than those of
edata. Thus, for these tomographies the uncertainties are dominated by the regularization
uncertainty. The total uncertatinties are shown in the bottom row of figure 5.3.10. Using
etot, it is possible to estimate which parts of velocity space can be trusted.
The top row of figure 5.3.11 shows the relative change calculated using equation (5.3.2)
and the tomographies from figure 5.3.9. The shaded parts correspond to regions where
the distribution before the crash is zero. The uncertainty of the relative change, e∆F can
be estimated by [76]
e∆F ' |∆F|
√√√√e2tot,before + e2tot,after
(Fbefore − Fafter)2
+
e2tot,before
F2before
. (5.3.3)
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(a) SVD, edata (b) T0, edata (c) T1, edata (d) MFI, edata
(e) SVD, ereg (f) T0, ereg (g) T1, ereg (h) MFI, ereg
(i) SVD, etot (j) T0, etot (k) T1, etot (l) MFI, etot
Figure 5.3.10: Uncertainties of the tomographies of the distribution before the sawtooth
crash in units of [ions/keV/cm3].
(a) SVD, ∆F (b) T0, ∆F (c) T1, ∆F (d) MFI, ∆F
(e) SVD, e∆F (f) T0, e∆F (g) T1, e∆F (h) MFI, e∆F
Figure 5.3.11: Relative change caused by the sawtooth crash in discharge #31557, shown
together with the uncertainty of the relative change.
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The bottom row of figure 5.3.11 shows e∆F for the different inversion methods as a
function of energy and pitch. By comparing the top and bottom row of figure 5.3.11 it is
possible to identify the parts of velocity space where the calculated relative change can
be trusted. For SVD and zeroth order Tikhonov regularization, this is mainly ions with
energies below 50 keV and positive pitch. For first order Tikhonov and minimum Fisher
information regularization, a larger part of the relative change has a small uncertainty,
and can therefore be trusted. The behaviour that ions with pitch values close to one are
redistributed more than ions with pitch close to zero is observed for this discharge as well.
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5.4 Combining CTS and FIDA
Using velocity-space tomography it becomes possible to combine measurements taken
with entirely different fast-ion diagnostics. The results of the first ever combination using
actual fast-ion measurements are presented here, in the form of a combination of FIDA
and CTS data. Figure 5.4.1 shows the inferred 1D velocity distribution functions from
the CTS measurements before and after a sawtooth crash in ASDEX Upgrade discharge
#30382. A drop over the sawtooth crash is evident in g(u).
Figure 5.4.1: g(u) spectra inferred from measured CTS spectra before and after a sawtooth
crash in discharge #30382.
Figure 5.4.2 shows FIDA spectra measured during the same sawtooth crash. The shaded
regions in figure 5.4.2 show the parts of the spectra which are not used in this analysis,
either because these parts of the spectra are dominated by the beam-emission or impurity-
lines or because the corresponding weight functions are covering regions below 10 keV or
only regions above 100 keV. In this particular discharge, the NBI was not modulated,
which means that a subtraction of background noise and impurity lines in the FIDA
spectra is not possible. This limits the amount of usable FIDA data, especially for large
Doppler shifts. On the other hand this L-mode discharge had a very low density and high
temperature which significantly improves the FIDA signal-to-noise ratio.
When combining measurements from different diagnostics, the normalization of the data
and transfer matrix with the measured uncertainties becomes crucial [52]. Finding a con-
sistent way to handle the uncertainties proved to be the biggest issue for the combination
of CTS and FIDA data. The reason being that the CTS uncertainties take into account
uncertainties in the measured plasma parameters used in the fit of g(u). These are not
automatically included in the FIDA uncertainties. They only include the photon noise
and a flat contribution from the emitted bremsstrahlung.
The forward model uncertainties in the FIDA weight functions are calculated as explained
in section 4.5. The sum of a simulated NBI distribution function and a thermal Maxwellian
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(a) View 1 (b) View 2
(c) View 3 (d) View 4
Figure 5.4.2: Measured FIDA spectra before and after the sawtooth crash in discharge
#30382.
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is used as the best estimate of the true distribution function. Figure 5.4.3 shows the
uncertainties in the usable parts of the four FIDA spectra. ep is the uncertainty from the
photon noise and em is the forward model uncertainty.
Figure 5.4.3: FIDA spectra uncertainties in discharge #30382.
The photon noise uncertainty scales with the FIDA intensity. The four peaks in figure
5.4.3 represent the parts of the spectra with the smallest Doppler-shifts where the FIDA
intensity is largest. The forward model uncertainty is equal to or larger than the photon
noise for the data points for smallest Doppler-shifts. However, it is smaller for larger
Doppler-shifts where the noise from bremsstrahlung dominates the uncertainty. Figure
5.4.4 shows the measurements normalized with the uncertainty, as explained in the begin-
ning of chapter 5, before and after the sawtooth crash in this discharge. The fifth peak for
Figure 5.4.4: Normalized measurements in discharge #30382.
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indices above 500 consists of the normalized CTS measurements. The normalized CTS
measurements are about a factor four smaller than the normalized FIDA measurements.
Figure 5.4.5 shows tomographies calculated before and after the sawtooth crash using
only FIDA data and a combination of FIDA and CTS data with the minimum Fisher
information method. The addition of CTS does not change the tomographies much.
(a) Before, FIDA only (b) After, FIDA only
(c) Before, FIDA+CTS (d) After, FIDA+CTS
Figure 5.4.5: A comparison between FIDA and FIDA+CTS tomographies in units
[ions/m3/keV].
This is expected since the normalized CTS measurements in figure 5.4.4 are a factor four
smaller compared to the FIDA measurements and there are in total 487 usable data points
from the FIDA measurements and 18 from CTS in this discharge.
The uncertainties of the FIDA+CTS distribution before the sawtooth crash are shown in
figure 5.4.6. As was the case for the tomographies of discharge #31557, the regularization
error dominates the uncertainties.
The relative change, ∆F and the associated uncertainty are shown in figure 5.4.7 Velocity-
space tomography allows a benchmarking of CTS and FIDA measurements without re-
lying on TRANSP as a common reference frame. Using the result of the FIDA-only
tomography, a synthetic g(u)-spectrum can be calculated and compared with the actual
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(a) edata (b) ereg (c) etot
Figure 5.4.6: Uncertainties of the FIDA+CTS tomographies in units [ions/m3/keV].
.
(a) ∆F (b) e∆F
Figure 5.4.7: Relative change of the fast-ion velocity-space distribution function across
the sawtooth crash and its associated uncertainty.
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measurements. Thus, the FIDA-implied (synthetic) CTS spectrum can be compared with
the actual CTS measurements. Using the distributions shown in figures 5.4.5a and 5.4.5b,
the FIDA-implied g(u) are calculated using the CTS weight functions. The spectra are
shown together with the CTS measurements in figure 5.4.8. The synthetic CTS spectra
(a) Before (b) After
Figure 5.4.8: FIDA implied CTS spectra. The data points are the CTS measurements
and the lines are the synthetic spectra from the FIDA tomographies.
based on the FIDA-only tomographies lie slightly above the measured CTS measure-
ments. A possible explanation is that the FIDA measurement volume is slightly more
central compared to the CTS measurement volume where the bulk ion temperature and
density are higher.
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Conclusions
During this project, I have expanded and improved the method of velocity-space tomo-
graphy and applied it to study sawtooth crashes, as an example of how the velocity-space
tomography method can be applied in situations where the physics is not well understood.
I have developed NES velocity-space sensitivity functions, so-called fast-ion weight func-
tions, for the often dominating neutron contribution from reactions between a fast ion
and a thermal ion. They connect the measured neutron energies to the fast-ion velocity
distribution function. Assuming a stationary thermal ion, I have derived an analytic
expression of the probability part of the weight function. This provides insight into the
behaviour of the velocity-space sensitivity as the dependence on the different variables
is revealed. Further, it becomes possible to investigate limiting cases. For example, it
was found that the lowest possible energy obtainable by a neutron from a D-D reaction
is Q2 , (see section 2 in paper I). The formalism developed for deriving the NES weight
functions has since been used to derive one-step reaction gamma-ray spectroscopy weight
functions [77] and lays the groundwork for the more complicated two-step reaction GRS
weight functions [6].
It is possible to calculate instrument specific weight functions if the instrumental response
function is known. This can be beneficial since it allows a direct connection between the
velocity-space distribution function and the measurements. I have derived the general
expression of how this is done and implemented it for the different neutron spectrometers
at JET.
In order to improve the quality of the tomographies I have implemented and compared
several different inversion methods. In general it is possible to improve the quality quite
substantially from that of the previously used truncated singular value decomposition by
using alternative inversion methods. Inversion methods which penalize steep gradients
significantly reduce the jitter in the tomographies. Furthermore, the choice of the regu-
larization strength by the L-curve method and the quantification of the uncertainty in the
tomographies enable us to identify the features in a tomography which can be trusted.
Several tomographies have been calculated using real measurements from the ASDEX
Upgrade tokamak. It is possible to distinguish between a fast-ion distribution function
from a single NBI heating beam and from several beams. Further, several sawtooth
crashes have been analysed. It is consistently found that ions with pitch values close to
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±1 are redistributed more than ions with pitch close to 0. This is consistent with previous
observations in several machines. This conclusion is seen with all the different inversion
methods in the regions where they produce reliable results according to the calculated
uncertainties.
Finally, the first-ever tomography of a fast-ion velocity-space distribution function has
been calculated using a combination of measurements from different types of diagnostics.
This is done using the CTS and FIDA diagnostics at the ASDEX Upgrade tokamak.
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Outlook
Using inversion methods which penalize steep gradients in the distribution function, the
achievable quality of the tomographies of the fast-ion velocity distribution function has
improved. As the understanding of the uncertainties, possible shortcomings and pitfalls
has increased, the usability of this method in analysing experimental data has increased
significantly. I expect this method to be used routinely in the future using FIDA meas-
urements at ASDEX Upgrade, because of the high number of FIDA diagnostics installed
in this machine. Other machines which could potentially implement this method using
their existing diagnostic capabilities are: DIII-D (four FIDA views), NSTX (two FIDA
views), MAST (two FIDA views) and LHD (two FIDA views).
With the newly developed gamma-ray spectroscopy weight functions [6] and the NES
weight functions developed here, it might be possible to calculate a velocity-space tomo-
graphy of the central fast-ion distribution function at JET combining the gamma-ray
spectroscopic set-up with NES measurements from the different neutron diagnostics in
a discharge with peaked profiles. Such a combination works for experimental CTS and
FIDA measurements as demonstrated here.
ITER will also be equipped with several fast-ion diagnostics. A CTS system with sev-
eral radially displaced measurement volumes is going to be installed as well as neutron
spectrometers and a set of gamma-ray spectrometers. This could enable a tomographic
inversion of the entire 4D fast-ion phase-space distribution. The four dimensions being
v‖, v⊥, R and z assuming toroidal symmetry.
With the inclusion of gamma-ray spectroscopy, weight functions for all major core fast-
ion diagnostics have been developed. Thus, the next theoretical task could very well
be the formulation of the 4D phase-space transfer matrix. In the case of no correlation
between different measurement volumes in position space, the transfer matrix is simply
a block diagonal matrix. In block diagonal matrices the different blocks are decoupled,
and hence an independent tomography problem for each spatial position can be solved.
This can already be achieved with the methods presented here. However, as soon as the
measurement volumes begin to overlap, correlations between the different measurement
volumes must be determined. In this case, the different blocks become coupled, and a
single transfer matrix consisting of all spatial positions must be inverted.
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Using the improved velocity-space tomography method, it becomes possible to investigate
the physics of the interplay between fast ions and dynamical events in the plasma. Ex-
amples are the effect on fast ions by Alfvén eigenmodes and fishbones which are believed
to affect ions selectively in velocity-space.
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Appendix A
NES weight functions derived in the
center-of-mass frame
Brysk published a paper in 1973 where he derives the energy of a neutron resulting from a
fusion reaction [36]. However, he calculates the conservation of energy and momentum in
the center-of-mass frame. His result has since been adopted by the neutron spectroscopy
community. According to Brysk, the energy of a neutron, En, resulting from a fusion
process is,
En =
1
2mnv
2
cm +
mHe
mHe +mn
(Q+K) + vcm cos (θ)
√
2mHemn
mHe +mn
(Q+K) , (A.0.1)
where vcm is the center-of-mass velocity and Q is the total energy released in the fusion
reaction. K is the relative kinetic energy of the reactants, defined as K = 12
m1m2
m1+m2v
2,
where v = v2 − v1 and subscripts 1 and 2 relates to reactant 1 and 2 respectively. θ
is the angle between the center-of-mass velocity and the velocity of the neutron in the
center-of-mass frame. The exercise is now to recover the weight function from equation
(A.0.1).
As in section 3.1 it is assumed that two deuterium ions undergoes fusion and that one of
the deuterium ions is a fast ion and the other is a thermal ion with a velocity so much
lower that it can be assumed stationary. Furthermore it is assumed that mHe = 3mn
and mf = 2mn. This is done to simplify the derivations. Under these simplifications, the
center-of-mass velocity can be written as,
vcm =
m1v1 +m2v2
m1 +m2
= vf2 . (A.0.2)
In a similar manner the relative kinetic energy can be written as,
K = 12
m2f
2mf
v2f =
1
4mfv
2
f =
1
2mnv
2
f . (A.0.3)
Inserting all this in equation (A.0.1) one gets,
En =
1
8mnv
2
f +
3
4
(
Q+ 12mnv
2
f
)
+ vf2 cos (θ)
√
3
2mn
(
Q+ 12mnv
2
f
)
⇒ 12mnv
2
n =
3
4Q+
1
2mnv
2
f +
1
2vf cos (θ)
√
3
2mn
(
Q+ 12mnv
2
f
)
. (A.0.4)
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The neutron velocity in the center-of-mass frame is defined as,
un = vn − vcm . (A.0.5)
Since θ is the angle between the center-of-mass velocity and the neutron velocity in the
center-of-mass frame, cos (θ) can be written as,
cos (θ) = vcm · un|vcm| |un|
=
1
2vf ·
(
vn − 12vD
)
1
2vf |un|
. (A.0.6)
|un| can be written as,
|un| =
√(
vn − 12vf
)
·
(
vn − 12vf
)
=
√
v2n +
1
4v
2
f − vf · vn . (A.0.7)
Inserting equation (A.0.6) in equation (A.0.4) one gets,
1
2mnv
2
n =
3
4Q+
1
2mnv
2
f
+12vf
 12vf · vn − 14v2f
1
2vf
√
v2n + 14v2f − vf · vn
√3
2mn
(
Q+ 12mnv
2
f
)
⇒ 12mnv
2
n =
3
4Q+
1
2mnv
2
f
+
1
2vf · vn − 14v2f√
v2n + 14v2f − vf · vn
√
3
2mn
(
Q+ 12mnv
2
f
)
. (A.0.8)
Equation (A.0.8) contains only known quantities and the exercise is now to show that
equation (3.1.9) is obtained if vf · vn is isolated in equation (A.0.8). However, this is a
quadratic equation in vf ·vn and it therefore takes a bit more work compared with deriving
the weight function directly from first principles as was done in section 3.1. Multiplying
with 2 and rewriting equation (A.0.8) one gets,
mnv
2
n −
3
2Q−mnv
2
f =
(
vf · vn − 12v
2
f
)√√√√ 32mnQ+ 34m2nv2f
v2n + 14v2f − vf · vn
. (A.0.9)
Squaring equation (A.0.9) one gets,(
mnv
2
n −
3
2Q−mnv
2
f
)2
=
(
vf · vn − 12v
2
f
)2 3
2mnQ+
3
4m
2
nv
2
f
v2n + 14v2f − vf · vn
⇒ m2nv4n +
9
4Q
2 +m2nv4f − 3mnv2nQ− 2m2nv2nv2f + 3mnv2fQ
= 3
(
(vf · vn)2 + 14v
4
f − v2fvf · vn
) 1
2mnQ+
1
4m
2
nv
2
f
v2n + 14v2f − vf · vn
.
(A.0.10)
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To reduce equation (A.0.10) a new variable is introduced, X = vf · vn. Introducing this
and rewriting some more gives,(
m2nv
4
n +
9
4Q
2 +m2nv4f − 3mnv2nQ− 2m2nv2nv2f + 3mnv2fQ
)(
v2n +
1
4v
2
f −X
)
= 3
(
X2 + 14v
4
f − v2fX
)(1
2mnQ+
1
4m
2
nv
2
f
)
⇒ m2nv6n +
9
4Q
2v2n +m2nv2nv4f − 3mnv4nQ− 2m2nv4nv2f + 3mnv2nv2fQ
+14m
2
nv
4
nv
2
f +
9
16v
2
fQ
2 + 14m
2
nv
6
f −
3
4mnv
2
nv
2
fQ−
1
2m
2
nv
2
nv
4
f +
3
4mnv
4
fQ
−
(
m2nv
4
n +
9
4Q
2 +m2nv4f − 3mnv2nQ− 2m2nv2nv2f + 3mnv2fQ
)
X
= 3
(1
2mnQ+
1
4m
2
nv
2
f
)
X2 + 38mnv
4
fQ−
3
2mnv
2
fQX +
3
16m
2
nv
6
f −
3
4m
2
nv
4
fX
⇒
(3
2mnQ+
3
4m
2
nv
2
f
)
X2 +
(
−32mnv
2
fQ−
3
4m
2
nv
4
f
+ m2nv4n +
9
4Q
2 +m2nv4f − 3mnv2nQ− 2m2nv2nv2f + 3mnv2fQ
)
X
= m2nv6n +
9
4Q
2v2n +m2nv2nv4f − 3mnv4nQ− 2m2nv4nv2f + 3mnv2nv2fQ
+14m
2
nv
4
nv
2
f +
9
16v
2
fQ
2 + 14m
2
nv
6
f −
3
4mnv
2
nv
2
fQ−
1
2m
2
nv
2
nv
4
f +
3
4mnv
4
fQ
−38mnv
4
fQ−
3
16m
2
nv
6
f
⇒
(3
2mnQ+
3
4m
2
nv
2
f
)
X2 +
(3
2mnv
2
fQ+
1
4m
2
nv
4
f +m2nv4n +
9
4Q
2
−3mnv2nQ− 2m2nv2nv2f
)
X
= m2nv6n +
1
16m
2
nv
6
f −
7
4m
2
nv
4
nv
2
f − 3mnv4nQ+
1
2m
2
nv
2
nv
4
f +
9
4mnv
2
nv
2
fQ
+94v
2
nQ
2 + 916v
2
fQ
2 + 38mnv
4
fQ . (A.0.11)
Equation (A.0.11) is a quadratic equation in X on the standard form AX2 +BX+C = 0
with A, B and C being,
A = 32mnQ+
3
4m
2
nv
2
f (A.0.12)
B = 32mnv
2
fQ+
1
4m
2
nv
4
f +m2nv4n +
9
4Q
2 − 3mnv2nQ− 2m2nv2nv2f (A.0.13)
C = −m2nv6n −
1
16m
2
nv
6
f +
7
4m
2
nv
4
nv
2
f + 3mnv4nQ−
1
2m
2
nv
2
nv
4
f
−94mnv
2
nv
2
fQ−
9
4v
2
nQ
2 − 916v
2
fQ
2 − 38mnv
4
fQ . (A.0.14)
109
APPENDIX A. NES WEIGHT FUNCTIONS DERIVED IN THE
CENTER-OF-MASS FRAME
To solve the quadratic equation, the discriminant, ∆ = B2 − 4AC, must be found. First
B2 is calculated,
B2 = 94m
2
nv
4
fQ
2 + 34m
3
nv
6
fQ+ 3m3nv4nv2fQ+
27
4 mnv
2
fQ
3 − 9m2nv2nv2fQ2
−6m3nv2nv4fQ+
1
16m
4
nv
8
f +
1
2m
4
nv
4
nv
4
f +
9
8m
2
nv
4
fQ
2 − 32m
3
nv
2
nv
4
fQ
−m4nv2nv6f +m4nv8n +
9
2m
2
nv
4
nQ
2 − 6m3nv6nQ− 4m4nv6nv2f +
81
16Q
4
−272 mnv
2
nQ
3 − 9m2nv2nv2fQ2 + 9m2nv4nQ2 + 12m3nv4nv2fQ+ 4m4nv4nv4f
⇒ B2 = 278 m
2
nv
4
fQ
2 + 34m
3
nv
6
fQ+ 15m3nv4nv2fQ+
27
4 mnv
2
fQ
3 − 18m2nv2nv2fQ2
−152 m
3
nv
2
nv
4
fQ+
1
16m
4
nv
8
f +
9
2m
4
nv
4
nv
4
f −m4nv2nv6f +m4nv8n
+272 m
2
nv
4
nQ
2 − 6m3nv6nQ− 4m4nv6nv2f +
81
16Q
4 − 272 mnv
2
nQ
3 . (A.0.15)
4AC is now found,
4AC = −6m3nv6nQ−
3
8m
3
nv
6
fQ+
21
2 m
3
nv
4
nv
2
fQ+ 18m2nv4nQ2 − 3m3nv2nv4fQ
−272 m
2
nv
2
nv
2
fQ
2 − 272 mnv
2
nQ
3 − 278 mnv
2
fQ
3 − 94m
2
nv
4
fQ
2
−3m4nv6nv2f −
3
16m
4
nv
8
f +
21
4 m
4
nv
4
nv
4
f + 9m3nv4nv2fQ−
3
2m
4
nv
2
nv
6
f
−274 m
3
nv
2
nv
4
fQ−
27
4 m
2
nv
2
nv
2
fQ
2 − 2716m
2
nv
4
fQ
2 − 98m
3
nv
6
fQ
⇒ 4AC = −6m3nv6nQ−
3
2m
3
nv
6
fQ+
39
2 m
3
nv
4
nv
2
fQ+ 18m2nv4nQ2 −
39
4 m
3
nv
2
nv
4
fQ
−814 m
2
nv
2
nv
2
fQ
2 − 272 mnv
2
nQ
3 − 278 mnv
2
fQ
3 − 6316m
2
nv
4
fQ
2
−3m4nv6nv2f −
3
16m
4
nv
8
f +
21
4 m
4
nv
4
nv
4
f −
3
2m
4
nv
2
nv
6
f . (A.0.16)
From equations (A.0.15) and (A.0.16) the discriminant can be calculated,
∆ = 11716 m
2
nv
4
fQ
2 − 92m
3
nv
4
nv
2
fQ+
9
4m
2
nv
2
nv
2
fQ
2 + 94m
3
nv
2
nv
4
fQ
−34m
4
nv
4
nv
4
f −
9
2m
2
nv
4
nQ
2 + 94m
3
nv
6
fQ+
81
8 mnv
2
fQ
3 + 14m
4
nv
8
f
+12m
4
nv
2
nv
6
f +m4nv8n −m4nv6nv2f +
81
16Q
4
⇒ ∆ = 116
(
117m2nv4fQ2 − 72m3nv4nv2fQ+ 36m2nv2nv2fQ2 + 36m3nv2nv4fQ
−12m4nv4nv4f − 72m2nv4nQ2 + 36m3nv6fQ+ 162mnv2fQ3 + 4m4nv8f
+8m4nv2nv6f + 16m4nv8n − 16m4nv6nv2f + 81Q4
)
. (A.0.17)
110
APPENDIX A. NES WEIGHT FUNCTIONS DERIVED IN THE
CENTER-OF-MASS FRAME
The terms in the parenthesis in equation (A.0.17) can be factorised into(
3Q+ 2mnv2f − 2mnv2n
)2 (
3Q+mnv2f + 2mnv2n
)2
. (A.0.18)
This is most easily realised by expanding equation (A.0.18) and comparing it with equa-
tion (A.0.17). (
3Q+ 2mnv2f − 2mnv2n
)2 (
3Q+mnv2f + 2mnv2n
)2
=
(
9Q2 + 4m2nv4f + 4m2nv4n + 12mnv2fQ− 12mnv2nQ− 8m2nv2nv2f
)
·
(
9Q2 +m2nv4f + 4m2nv4n + 6mnv2fQ+ 12mnv2nQ+ 4m2nv2nv2f
)
= 81Q4 + 9m2nv4fQ2 + 36m2nv4nQ2 + 54mnv2fQ3 + 108mnv2nQ3 + 36m2nv2nv2fQ2
+36m2nv4fQ2 + 4m4nv8f + 16m4nv4nv4f + 24m3nv6fQ+ 48m3nv2nv4fQ+ 16m4nv2nv6f
+36m2nv4nQ2 + 4m4nv4nv4f + 16m4nv8n + 24m3nv4nv2fQ+ 48m3nv6nQ+ 16m4nv6nv2f
+108mnv2fQ3 + 12m3nv6fQ+ 48m3nv4nv2fQ+ 72m2nv4fQ2 + 144m2nv2nv2fQ2 + 48m3nv2nv4fQ
−108mnv2nQ3 − 12m3nv2nv4fQ− 48m3nv6nQ− 72m2nv2nv2fQ2 − 144m2nv4nQ2 − 48m3nv4nv2fQ
−72m2nv2nv2fQ2 − 8m4nv2nv6f − 32m4nv6nv2f − 48m3nv2nv4fQ− 96m3nv4nv2fQ− 32m4nv4nv4f
= 81Q4 + (9 + 36 + 72)m2nv4fQ2 + (36 + 36− 144)m2nv4nQ2 + (36 + 72 + 72− 144)m2nv2nv2fQ2
+(54 + 108)mnv2fQ3 + (108− 108)mnv2nQ3 + 4m4nv8f + (4 + 16− 32)m4nv4nv4f
+(24 + 12)m3nv6fQ+ (48− 12 + 48− 48)m3nv2nv4fQ+ (16− 8)m4nv2nv6f + 16m4nv8n
+(24 + 48− 48− 96)m3nv4nv2fQ+ (48− 48)m3nv6nQ+ (16− 32)m4nv6nv2f
= 81Q4 + 117m2nv4fQ2 − 72m2nv4nQ2 + 36m2nv2nv2fQ2 + 162mnv2fQ3
+4m4nv8f − 12m4nv4nv4f + 36m3nv6fQ+ 36m3nv2nv4fQ+ 8m4nv2nv6f
+16m4nv8n − 72m3nv4nv2fQ− 16m4nv6nv2f . (A.0.19)
Equation (A.0.19) is identical to the terms in the parenthesis in equation (A.0.17) and
thus it is concluded that the discriminant can be written as,
∆ = 116
((
3Q+ 2mnv2f − 2mnv2n
)2 (
3Q+mnv2f + 2mnv2n
)2)
. (A.0.20)
√
∆ is needed to calculate the weight function, and it is therefore found.
√
∆ = 14
(
3Q+ 2mnv2f − 2mnv2n
) (
3Q+mnv2f + 2mnv2n
)
⇒
√
∆ = 14
(
9Q2 + 3mnv2fQ+ 6mnv2nQ+ 6mnv2fQ+ 2m2nv4f
+4m2nv2nv2f − 6mnv2nQ− 2m2nv2nv2f − 4m2nv4n
)
⇒
√
∆ = 14
(
9Q2 + 9mnv2fQ+ 2m2nv2nv2f + 2m2nv4f − 4m2nv4n
)
(A.0.21)
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Now X can be calculated.
X = −B ±
√
∆
2A (A.0.22)
The "-" solution gives,
X = 13mnQ+ 32m2nv2f
(
−32mnv
2
fQ−
1
4m
2
nv
4
f −m2nv4n −
9
4Q
2 + 3mnv2nQ
+ 2m2nv2nv2f −
9
4Q
2 − 94mnv
2
fQ−
1
2m
2
nv
2
nv
2
f −
1
2m
2
nv
4
f +m2nv4n
)
⇒ X = 13mnQ+ 32m2nv2f
(
−92Q
2 − 154 mnv
2
fQ+
3
2m
2
nv
2
nv
2
f −
3
4m
2
nv
4
f + 3mnv2nQ
)
⇒ X = 1
6
(
Q+ 12mnv2f
) (−9Q2
mn
− 152 v
2
fQ+ 3mnv2nv2f −
3
2mnv
4
f + 6v2nQ
)
⇒ X = 1
6
(
Q+ 12mnv2f
) (−9 Q
mn
(
Q+ 12mnv
2
f
)
− 3v2fQ+ +3mnv2nv2f −
3
2mnv
4
f + 6v2nQ
)
⇒ X = 1
6
(
Q+ 12mnv2f
) (−9 Q
mn
(
Q+ 12mnv
2
f
)
− 3v2f
(
Q+ 12mnv
2
f
)
+ 6v2n
(
Q+ 12mnv
2
f
))
⇒ X = −32
Q
mn
− 12v
2
f + v2n . (A.0.23)
Inserting X = vf · vn in equation (A.0.23) gives,
vf · vˆn = vn − 12
v2f
vn
− 32
Q
mnvn
, (A.0.24)
which is identical to equation (3.1.9).
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Maxwellian in (E, p) coordinates
A Maxwellian distribution in velocity-space is given as
f v = n
(
m
2pikBT
)3/2
exp
(
− mv
2
2kBT
)
, (B.0.1)
The 2D distribution is obtained by integrating out the gyro-motion. The Jacobian de-
terminant for this change of variables is v⊥. The 2D distribution is
f v2D = n
(
m
2pikBT
)3/2
v⊥ exp
(
− mv
2
‖
2kBT
)∫ 2pi
0
exp
(
−mv
2
⊥ (cos(γ)2 + sin(γ)2)
2kBT
)
dγ
= 2pin
(
m
2pikBT
)3/2
v⊥ exp
(
− mv
2
‖
2kBT
)
exp
(
− mv
2
⊥
2kBT
)
. (B.0.2)
To calculate the expressions in (E,p)-coordinates, the following relations are needed:
v‖ = p
√
2E
m
(B.0.3)
v⊥ =
√
1− p2
√
2E
m
(B.0.4)
Inserting equations (B.0.3) and (B.0.4) in equation (B.0.2) gives
fE,p2D = 2pin
(
m
2pikBT
)3/2√
1− p2
√
2E
m
exp
(
− p
2E
kBT
)
exp
(
−(1− p
2)E
kBT
)
= 2pin
(
m
2pikBT
)3/2√
1− p2
√
2E
m
exp
(
− E
kBT
)
. (B.0.5)
To get fE,p2D in units of [ions/energy], the Jacobian determinant for that transformation is
needed, see equation (2.4.8). The Jacobian determinant is
v
mv⊥
= 1
m
√
1− p2 . (B.0.6)
fE,p2D in units if [ions/eV] is
fE,p2D = q
n√
pi
( 1
kBT
)3/2√
E exp
(
− E
kBT
)
(B.0.7)
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Abstract
Neutron emission spectrometry (NES) measures the energies of neutrons produced in fusion reactions. Here we present velocity-
space weight functions for NES and neutron yield measurements. Weight functions show the sensitivity as well as the accessible
regions in velocity space for a given range of the neutron energy spectrum. Combined with a calculated fast-ion distribution
function, they determine the part of the distribution function producing detectable neutrons in a given neutron energy range.
Furthermore, we construct a forward model based on weight functions capable of rapidly calculating neutron energy spectra.
This forward model can be inverted and could thereby be used to directly measure the fast-ion phase-space distribution functions,
possibly in combination with other fast-ion diagnostics. The presented methods and results can be applied to neutron energy
spectra measured by any kind of neutron spectrometer and to any neutron yield measurement.
Keywords: neutron emission spectrometry, velocity-space sensitivity, fast ions, energetic particles, plasma diagnostics
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1. Introduction
Fast ions in fusion devices play an important role. They are
created by ionization of injected energetic neutral particles, by
acceleration of ions using ion cyclotron resonance heating or
by fusion processes. It is envisaged that the fast ions born in
the fusion process will deliver a large part of the heating in an
eventual fusion power plant. For this to work, it is critical that
the fast ions are sufficiently confined. It has been found that fast
ions can be redistributed or expelled by magnetohydrodynamic
(MHD) modes. Furthermore, it has been observed that the ions
can have an influence on the stability of such modes [1–3].
Therefore, the study of the behaviour of the fast ions and their
interplay with MHD modes in present-day fusion devices is
important.
One method to diagnose fast ions in fusion plasmas is
by analysing the neutrons created in fusion reactions. The
energies of the neutrons depend on the energy released in
the fusion reactions as well as the velocities of the reacting
ions. Neutron emission spectrometers measure neutron energy
spectra and are hence sensitive to the velocity distribution
a See the appendix of Romanelli F. et al 2012 Proc. 24th IAEA Fusion Energy
Conf. 2012 (San Diego, CA, 2012) http://iopscience.iop.org/0029-5515/
53/10/104002/article
functions of these ions. One such spectrometer is the time-of-
flight spectrometer TOFOR at JET which measures 2.45 MeV
neutrons from deuterium plasmas [4–11]. TOFOR consists of
two sets of detectors placed at a known distance from each
other. By measuring the time it takes the neutrons to travel
from the first to the second set of detectors, it is possible to
infer information about the neutron energy spectrum. Here we
present a general method to relate neutron energy spectra and
neutron yield measurements to velocity space. Furthermore,
we apply our method to neutron energy spectra measured
by TOFOR. TOFOR is chosen as an example because of its
excellent energy resolution. However, the weight function
method is general and can be applied to energy spectra from
any spectrometer.
Neutron spectrometers are installed or planned on
a number of machines: time-of-flight spectrometers at
EAST [12] and LHD [13], and compact spectrometers at
EAST [14], ASDEX Upgrade [15], JET [16] and FTU [17].
Neutron yield detectors are installed at NSTX [18], DIII-
D [19], Alcator C-Mod [20], EAST [21], LHD [22], JT-60U
[23], MAST [18], JET [24] and planned for Wendelstein 7-
X [25] . Furthermore, both neutron spectrometers and yield
detectors are planned for ITER [26].
0029-5515/15/053013+13$33.00 1 © 2015 EURATOM Printed in the UK
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In calculations of neutron energy spectra, it is convenient
to consider three different contributions to the spectra:
neutrons from reactions involving two thermal ions, neutrons
originating from reactions involving two fast ions and neutrons
originating from reactions involving a fast and thermal ion.
Here, we study the latter which often dominates the spectrum,
especially for high neutron energies [4]. Neutrons created in a
D–D reaction will have energies around 2.45 MeV. However,
the neutron energy spectrum can be broadened significantly
if one or both ions have high energies. If an ensemble of
fast ions concentrated in a small region in velocity space
reacts with thermal ions, the neutron spectra will have a
characteristic double-hump shape due to the gyro-motion of
the ions [7, 8, 27, 28].
Here we develop weight functions for neutron emission
spectrometry (NES) and neutron yield measurements
analogous to those for fast-ion Dα (FIDA) spectroscopy [29–
31] and collective Thomson scattering (CTS) [32]. Weight
functions show the velocity-space sensitivity for a given energy
range of a measured spectrum. So far, weight functions
have been applied in four different ways for FIDA and CTS
measurements. The simplest application is as an illustration
of the region of velocity space that is accessible by a given
part of a measured spectrum and the sensitivity within this
region [29–49]. For a given fast-ion distribution function, the
product of the weight function and the distribution function
shows which ions contribute most to the measurements in
the given measurement range [29, 30, 42–49]. By integrating
the product of the weight functions and a given distribution
function, it is possible to calculate a synthetic spectrum which
can then be compared with the measured one. This replaces
the traditional forward modelling that is often based on time-
consuming Monte-Carlo calculations [50–52]. Finally, weight
functions are the basic ingredients in the pursuit to extract fast-
ion distribution functions directly from measurements using
tomographic inversion in velocity space [32, 50–53].
This paper is organized as follows. In section 2 we
derive analytic weight functions for NES and neutron yield
measurements. In section 3 we calculate weight functions
numerically using an existing forward model. We investigate
the effect of various bulk ion temperatures on the velocity-
space sensitivity of NES measurements in section 4. Weight
functions are used to illustrate the region in velocity space
measured by a given part of a neutron spectrum from TOFOR in
section 5, and in section 6 we formulate a forward model based
on weight functions. In section 7 we discuss perspectives, and
conclusions are summarized in section 8.
2. Analytic expressions for neutron spectrometry
weight functions
A fusion process between a fast and a thermal deuterium ion
can create a neutron and a helium-3 ion according to the
following reaction:
D + D → 3He + n. (1)
The neutrons, being uncharged, leave the plasma and can be
detected using neutron spectrometers. The energies of the
detected neutrons depend on the velocities of the reacting
ions. Here we show which part of velocity space can generate
neutrons with energies in particular energy ranges using weight
functions. Weight functions are defined as functions relating
a given measurement to the fast-ion phase-space distribution
function, f (v‖, v⊥, r):
s
(
vn,1, vn,2, φ
) = ∫∫∫ w (vn,1, vn,2, φ, v‖, v⊥, r)
×f (v‖, v⊥, r) dv‖dv⊥dr, (2)
where s(vn,1, vn,2, φ) is the detection rate of neutrons with
velocities between vn,1 and vn,2 measured by a detector at
an angle φ between its line-of-sight and the magnetic field.
w(vn,1, vn,2, φ, v‖, v⊥, r) is the weight function in units of
[ Nn
s Nf ], i.e. number of detected neutrons in a given energy
or velocity range per second per fast ion. f (v‖, v⊥, r) is in
units of [ Nf s2
m5
]. v‖ and v⊥ denote the ion velocity parallel
and perpendicular to the magnetic field, respectively, and r
denotes the spatial coordinates. v‖ is defined positive in the
direction of the magnetic field. The spatial integral is over
the conical measurement volume oriented along the line-of-
sight. The velocity-space integrals are over the entire velocity
space. The fast-ion phase-space distribution function and
the weight functions have a spatial dependence since the
plasma parameters may vary significantly along the line-of-
sight. Equation (2) can also be expressed as a function of
energy and pitch of the fast ions
s
(
vn,1, vn,2, φ
) = ∫∫∫ w (vn,1, vn,2, φ,E, p, r)
×f (E, p, r) dE dp dr, (3)
where E is the fast-ion energy and p is the pitch defined as
p = v‖
v
. It is here assumed that the co-current direction is in
the same toroidal direction as the magnetic field.
In the following, weight functions will be derived in
(v‖, v⊥)-space as the mathematical expressions take a simpler
form in these coordinates. However, the most important
expressions will be given in the more commonly used (E, p)-
space as well. Weight functions can be written as a product of
two factors:
w
(
vn,1, vn,2, φ, v‖, v⊥, r
) = R (φ, v‖, v⊥, r)
×prob (vn,1 < vn < vn,2∣∣φ, v‖, v⊥) . (4)
prob(vn,1 < vn < vn,2|φ, v‖, v⊥) is the probability that a
neutron has a velocity between vn,1 and vn,2 (or likewise a
kinetic energy between En,1 and En,2), given it was created
in a fusion reaction between a thermal ion and a fast ion with
velocity (v‖, v⊥) and observed at an angle φ. The conditioning
symbol ‘|’ means given. This factor contains the spectral
information that determines which part of velocity space a
given interval in the neutron energy spectrum is susceptible
to. R(φ, v‖, v⊥, r) is the rate of detected neutrons per fast ion
as a function of velocity and position.
Before we derive analytic expressions for the probability
part, we illustrate the properties of the rate function
R(φ, v‖, v⊥, r). The rate function gives the total number
of neutrons detected per second per fast ion irrespective of
the neutron energies. It depends on the relative velocity,
vrel between the fast and thermal ions and can be calculated
2
Nucl. Fusion 55 (2015) 053013 A.S. Jacobsen et al
E [keV]
p
itc
h
 [
−]
20 40 60 80 100
−1
−0.5
0
0.5
1
(a) R without drift.
E [keV]
p
itc
h
 [
−]
20 40 60 80 100
−1
−0.5
0
0.5
1
(b) R with drift.
0 1 2 3
x 10
−4
Figure 1. Rate functions with and without a drift of the thermal ions in units of [ Nn
Nf s
]. The co-current drift velocity is 2.1 × 105 m s−1. The
thermal ion density is 5 × 1019 m−3.
according to
R
(
φ, v‖, v⊥, r
)
= (r)
4π
∫∫
ft
(
vt,‖, vt,⊥, r
)
σ (φ, vrel) vrel dvt,‖dvt,⊥, (5)
where  is the solid angle of the detector as seen from
the plasma as a function of position, ft is the thermal ion
distribution function, vt,‖ and vt,⊥ are the thermal ion velocities
parallel and perpendicular to the magnetic field, σ is the
fusion cross section and vrel = |vrel| is the magnitude of the
relative velocity. The integral is over the thermal ion velocity
and is calculated by numerically sampling over a Maxwellian
distribution.
Here we illustrate some basic properties of R by assuming
that the velocities of the fast ions are significantly larger than
the velocities of the thermal ions. Furthermore, we neglect the
φ-dependence of the cross section and the finite solid angle.
This allows us to approximate the thermal-ion distribution
function by a δ-function located at origo. In this case, the
relative velocity becomes the velocity of the fast ions and
equation (5) reduces to
R
(
v‖, v⊥, r
) = nt (r) σ
(√
v2‖ + v
2
⊥
)√
v2‖ + v
2
⊥ , (6)
where nt is the thermal ion density. In this case R does
not depend on pitch as shown in figure 1(a). Here, σ is
approximated by [54]
σ = S
Ecm
(
exp
(
BG√
Ecm
)
− 1
) , (7)
where Ecm is the energy in the centre-of-mass frame, BG is a
constant and S is a fifth-order polynomial in Ecm. A thermal
ion density of 5 × 1019 m−3 is used. Plasma rotation has an
effect on R [29] which can be taken into account by modelling
the rotating thermal distribution as a drifting Maxwellian.
Here, for simplicity we model the rotating thermal distribution
as a δ-function located at a non-zero parallel velocity and no
perpendicular velocity. Thereby the rate function becomes
R
(
v‖, v⊥, r
) = nt (r) σ
(√(
v‖ − vd
)2
+ v2⊥
)
×
√(
v‖ − vd
)2
+ v2⊥ , (8)
where vd is the drift velocity parallel to the magnetic field. This
introduces an asymmetry in pitch, as we show in figure 1(b).
Here a co-current drift velocity of vd = 2.1 × 105 m s−1 is
used. In this situation, the neutron rate is largest for fast ions
with negative pitch, as they move in the direction opposite to
the thermal drift and thus have a larger relative velocity.
The rate function, R, is the weight function for neutron
yield measurements [29], which count any neutron irrespective
of energy. This follows from equation (4) for vn,1 → 0 and
vn,2 → c, where c is the speed of light, as the probability
function becomes unity for very large neutron energy ranges,
i.e. the probability that a detected neutron has a velocity
between 0 and c must be 1. Neutron yield measurements are
most sensitive in the velocity-space regions with the largest
amplitudes of R, where most neutrons are produced per ion
per second.
Now we derive analytic expressions for the probability
part of the weight functions. The probability that a detected
neutron has a velocity in a given interval, vn,1 < vn < vn,2 is
the integral of the probability density function of the neutron
velocity integrated over this interval:
prob
(
vn,1 < vn < vn,2
∣∣φ, v‖, v⊥ ) =
∫ vn,2
vn,1
pdfvn dvn. (9)
We assume that the energy and the momentum of the
thermal ions are negligible compared with the energy and the
3
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momentum of the fast ions, respectively. Thus, given the
parallel and perpendicular velocities of the fast ion and the
angle, φ, to the detector, the neutron velocity only depends on
the gyro-angle, γ , of the fast ion before the reaction [55]. The
neutron velocity probability density function can therefore be
expressed as a function of the gyro-angle probability density
function:
pdfvn = pdfγ
∣∣∣∣ dγdvn
∣∣∣∣ . (10)
The gyro-angle distribution is assumed uniform, i.e. it is
assumed that an ion is equally likely to have any given gyro-
angle. Thus, the gyro-angle probability distribution function
is uniform:
pdfγ =
1
2π
, (11)
and the problem reduces to expressing the relation between the
gyro-angle of the fast ion and the neutron velocity in known
quantities. Conservation of energy during a fusion process
between a fast ion and a stationary thermal ion in the lab frame
of reference dictates
1
2mf v
2
f + Q = 12mHev2He + 12mnv2n, (12)
where mf , mHe and mn and vf , vHe and vn are the masses
and velocities of the fast ion, the helium ion and the neutron,
respectively, and Q is the energy released in the fusion
process. For a D–D reaction, Q = 3.27 MeV. Conservation of
momentum dictates
mf vf = mHevHe + mnvn. (13)
Isolating vHe and squaring gives
v2He =
1
m2He
(
mf vf − mnvn
)2
= 1
m2He
(
m2f v
2
f + m
2
nv
2
n − 2mfmnvf · vn
)
. (14)
To calculate the dot product vf · vn, we write
vn = vˆnvn, (15)
where vˆn is the unit vector in the direction towards the
spectrometer along the line-of-sight. The projection of the fast-
ion velocity in the direction towards the neutron spectrometer,
u, can then be expressed as
u = vf · vˆn. (16)
Inserting equations (14), (15) and (16) in equation (12) and
isolating u gives
u = 1
2
(mHe + mn)
mf
vn − 12
(
mHe − mf
)
mn
v2f
vn
− mHe
mfmn
Q
vn
. (17)
Only neutrons moving along the line-of-sight towards
the neutron spectrometer are detected. We define a
(v‖, v⊥,1, v⊥,2)-coordinate system similar to the one defined
in reference [32]. The v⊥,1-axis is oriented such that the line-
of-sight of the spectrometer lies in the (v‖, v⊥,1)-plane. The
fast-ion velocity can be written as
vf = v‖vˆ‖ + v⊥ cos (γ ) vˆ⊥,1 + v⊥ sin (γ ) vˆ⊥,2, (18)
where vˆ‖, vˆ⊥,1 and vˆ⊥,2 are the three unit vectors. In this
coordinate system vˆn becomes
vˆn = cos (φ) vˆ‖ + sin (φ) vˆ⊥,1. (19)
The projected fast-ion velocity, u, can be expressed in terms
of the parallel and perpendicular ion velocities [32]:
u = vf · vˆn = v‖ cos (φ) + v⊥ sin (φ) cos (γ ) . (20)
If, for a given u, equation (20) is fulfilled for γ , then so it is
for 2π − γ as well. Combining equations (17) and (20) and
isolating γ gives
γ = arccos
(
u − v‖ cos (φ)
v⊥ sin (φ)
)
= arccos
(
1
v⊥ sin (φ)
(
1
2
(mHe + mn)
mf
vn
− 1
2
(
mHe − mf
)
mn
(
v2‖ + v
2
⊥
)
vn
− mHe
mfmn
Q
vn
− v‖ cos (φ)
))
. (21)
To find pdfvn from equation (10), we differentiate γ with
respect to the neutron velocity
dγ
dvn
= − 1
sin (γ )
(
1
v⊥ sin (φ)
(
1
2
(mHe + mn)
mf
+
1
2
(
mHe − mf
)
mn
(
v2‖ + v
2
⊥
)
v2n
+
mHe
mfmn
Q
v2n
))
. (22)
Combining equations (9)–(11) and changing the integration
variable to γ gives
prob
(
vn,1 < vn < vn,2
∣∣φ, v‖, v⊥ ) =
∫ γ (vn,2)
γ (vn,1)
1
2π
∣∣∣ dγdvn
∣∣∣
dγ
dvn
dγ
+
∫ 2π−γ (vn,2)
2π−γ (vn,1)
1
2π
∣∣∣ dγdvn
∣∣∣
dγ
dvn
dγ. (23)
The second integral in equation (23) arises since equation (20)
is fulfilled for both γ and 2π −γ as mentioned earlier. As φ is
only defined between 0◦ and 180◦, the terms in the parenthesis
in equation (22) are always positive, and thus the signs of the
integrands in equation (23) depend only on γ . For 0 < γ < π
the integrand is negative, and for π < γ < 2π , the integrand
is positive. The probability can now be calculated
prob
(
vn,1 < vn < vn,2
∣∣φ, v‖, v⊥ )
= 1
2π
(∫ γ (vn,2)
γ (vn,1)
(−1) dγ +
∫ 2π−γ (vn,2)
2π−γ (vn,1)
dγ
)
= γ
(
vn,1
)− γ (vn,2)
π
, (24)
where the γ values are given by equation (21). Thus, the
probability function is the fraction of the gyro-orbit that leads to
neutrons with energies within the given neutron energy range.
These results are valid for φ = 0◦ or 180◦. For φ = 0◦ or 180◦,
the projected fast-ion velocity becomes u = ±v‖, and a given
(v‖, v⊥)-coordinate will give a single neutron velocity using
equation (17) since vn cannot be negative. In this specific case,
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the probability functions become semicircular arcs in (v‖, v⊥)-
space with an amplitude of one. The probability function can
also be expressed in terms of the neutron energy, En:
prob
(
En,1 < En < En,2
∣∣φ, v‖, v⊥ ) = γ
(
En,1
)− γ (En,2)
π
.
(25)
γ (En) is found by inserting vn =
√
2En
mn
in equation (21). In
energy-pitch coordinates, the probability becomes
prob
(
En,1 < En < En,2
∣∣φ,E, p) = γ
(
En,1
)− γ (En,2)
π
.
(26)
The γ values are then calculated from
γ = arccos
(
1√
1 − p2
1
sin (φ)
(
1
2
(mHe + mn)√
mfmn
√
En
E
−1
2
(
mHe − mf
)
√
mfmn
√
E
En
− 1
2
mHe√
mfmn
Q√
EEn
− p cos (φ)
))
.
(27)
For the special case mHe = 3mn and mf = 2mn, which we
treat here, equations (17), (21) and (27) reduce considerably.
Equation (17) becomes
u = vn − 12
v2f
vn
− 3
2
Q
mnvn
. (28)
Equation (21) becomes
γ = arccos
(
1
v⊥ sin (φ)
(
vn − 12
(
v2‖ + v
2
⊥
)
vn
−3
2
Q
mnvn
− v‖ cos (φ)
))
(29)
and equation (27) becomes
γ = arccos
(
1√
1 − p2 sin (φ)
(√
2
En
E
− 1
2
√
E
2En
−3
2
Q√
2EEn
− p cos (φ)
))
. (30)
Examples of probabilities calculated for D–D neutrons
using equation (25) for projection angles φ = 90◦, 45◦ and
10◦ for different neutron energies are plotted in figure 2 in
(v‖, v⊥)-space. They are calculated for a neutron energy
interval of En = En,2 − En,1 = 0.03 MeV. The coloured
regions are observable for the given neutron energy range and
projection angle φ whereas the white regions cannot contribute
to the signal and are unobservable regions. The probability
functions corresponding to different neutron energy ranges
cover different regions in velocity space. We have chosen
to show these examples of the weight functions for very large
(v‖, v⊥)-values in order to reveal the shape of the observable
region. Fast ions at JET typically have lower energies. Figure 2
shows that the weight functions for higher neutron energies
cover larger velocity-space regions. The observable regions for
a given neutron energy do not necessarily include the regions
for lower neutron energies as demonstrated by figures 2(g) and
(i). The probability for the neutrons to be in a particular energy
range is largest for ions close to the edges of the probability
functions. This is analogous to weight functions for CTS and
FIDA [31, 32].
The limiting edges separating the observable region in
velocity space from the unobservable region, i.e. the edges of
the weight functions, can be found by inserting cos(γ ) = ±1
in equation (21), as in this case the projected velocities and
therefore the neutron energies are at their extreme values.
In this case, equation (21) can be rewritten in the form
(v‖ − v‖,0)2 + (v⊥ − v⊥,0)2 = r2 which is the equation of a
circle centred at (v‖,0, v⊥,0) with radius r . Rewriting equation
(21) with cos(γ ) = −1 gives
v‖,0 = − mnvn
mHe − mf cos (φ) , (31)
v⊥,0 = mnvn
mHe − mf sin (φ) , (32)
r =
√√√√2mHe
(
mHe + mn − mf
)
mf
(
mHe − mf
)2 En − 2 mHemf (mHe − mf )Q.
(33)
The centre of the circle lies on a straight line through the origin
with angle 180◦ − φ to the v‖-axis since v⊥,0v‖,0 = − tan(φ). The
distance from the centre of the circle to the origin is mn
mHe−mf vn.
Thus, the larger the neutron energy, the further the centre of
the weight function moves away from the origin. Rewriting
equation (21) with cos(γ ) = 1 gives
v′‖,0 = v‖,0, (34)
v′⊥,0 = − v⊥,0, (35)
r ′ = r, (36)
where (v′‖,0, v′⊥,0) and r ′ are the centre coordinates and radius
of a second circle. Thus the second circle is a mirror image of
the first, mirrored across the v‖-axis. The weight functions
are bounded by the parts of the circles with positive v⊥-
coordinates. This differs from weight functions for FIDA and
CTS which have characteristic triangular shapes in (v‖, v⊥)-
coordinates [31, 32]. Letting r → 0 in equation (33) gives
a lower limit for the neutron energy En. For D–D neutrons
this limit is found to be En = Q2 . Figure 2 further shows the
dependence of the weight functions on the projection angle
φ. The weight functions occupy a smaller region of velocity
space for φ-angles far from 90◦, a behaviour also seen for
CTS and FIDA weight functions. For a perpendicular view
(φ = 90◦), the weight functions are symmetric with respect to
v‖ as figures 2(a), (b) and (c) show. This is also evident from
equation (31) as v‖,0 = 0 for φ = 90◦. For 0◦ < φ < 90◦
the weight functions are shifted towards negative parallel
velocities, whereas for 90◦ < φ < 180◦ they are shifted
towards positive parallel velocities.
Figure 3 shows examples of the probability functions
calculated in (E, p)-space. We again calculate the probability
functions up to high ion energies to show large portions of
the weight functions. As for (v‖, v⊥)-coordinates, we find
that for smaller φ angles, the weight functions cover a smaller
region of (E, p)-space, and the symmetry in pitch for φ = 90◦
is evident. However, the shape of the weight functions in
(E, p)-space is more complicated than in (v‖, v⊥)-space. The
probability functions have finite values down to E = 0 MeV
for En  2.45 MeV. However, this does not mean that the
5
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Figure 2. The probability part of neutron spectrometry weight functions calculated in (v‖, v⊥)-space for En = 0.03 MeV centred at En.
full weight functions have significant values at very low ion
energies, as the rate function goes rapidly to zero for such low
ion energies.
3. Numerical calculation of neutron spectrometry
weight functions
Weight functions can be computed numerically using a forward
model capable of calculating a neutron energy spectrum for
a given arbitrary fast-ion velocity distribution and a given
thermal ion velocity distribution function. The forward model
used here has previously been used for neutron spectrometry
analysis in e.g. [9, 56]. We define a point-like velocity
distribution function for the fast ions and calculate the
corresponding energy spectrum. This distribution function can
be written as a product of δ-functions
f (E, p, r) = Nf δ (E0 − E) δ (p0 − p) δ (r0 − r) , (37)
where Nf is the number of fast ions. Inserting equation (37) in
equation (3) and integrating gives the amplitude of the weight
function at (E0, p0, r0) for the given neutron energy range and
projection angle:
w
(
En,1, En,2, φ,E0, p0, r0
) = s
(
En,1, En,2, φ
)
Nf
. (38)
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Figure 3. The probability part of neutron spectrometry weight functions calculated in (E, p)-space for En = 0.03 MeV centred at En.
The probability part can now be calculated according to
prop
(
En,1 < En < En,2
∣∣φ,E0, p0)
= w
(
En,1, En,2, φ,E0, p0, r0
)
R (φ,E0, p0, r0)
, (39)
where the rate part can be calculated using equation (5) or
directly from the spectrum as
R (φ,E0, p0, r0) =
s
(
En,1 → 0, En,2 → ∞, φ
)
Nf
. (40)
This is repeated on a numerical grid of velocity-space positions
of the point-like distribution. Figure 4 compares examples of
the probability part of the weight functions calculated using
the analytical approach derived in section 2 and the numerical
approach calculated using equation (39). The analytic and
numeric results agree very well, in shape as well as in
amplitudes. The numerically calculated weight functions are
less smooth than the analytic ones since the forward model uses
a Monte-Carlo approach. Furthermore, the numerical weight
functions have a coarser velocity-space resolution because the
computation of analytic weight functions requires much less
computational time.
4. Effect of temperature on the velocity-space
sensitivity of NES
Our approach to calculate analytic weight functions assumed
stationary thermal ions corresponding to zero temperature
of the thermal-ion distribution. We can readily investigate
the effect of a non-zero temperature on the velocity-space
sensitivity of NES using numerical weight functions. The
effect of increasing the temperature of the Maxwellian thermal
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Figure 4. Comparison of the probability part of neutron spectrometry weight functions calculated numerically and analytically, for
En = 2.6 MeV and En = 0.03 MeV.
distribution is shown in figure 5. The sharp features of the
zero temperature probability function are becoming blurred
for a finite temperature of the thermal distribution. The larger
the temperature, the more blurred the probability functions
become. The largest amplitudes close to the edge of the
probability function are reduced and broadened already for a
temperature of 1 keV. These trends become more pronounced
with increasing temperatures. The dotted lines in figure 5
show the edge of the weight function in the T = 0 keV
case calculated using equations (31)–(33) and transformed to
(E, p)-space.
5. Weight functions used to show interrogation
regions
For the remainder of this paper, we will consider the complete
weight functions consisting of the probability part and the
neutron rate part according to equation (4). We will be
using numerical weight functions calculated using appropriate
angle-dependent cross-sections and plasma parameters. As
mentioned earlier, a weight function shows the velocity-space
sensitivity of the measurement for a given neutron energy
range and in particular which regions are accessible by the
measurements. Figure 6(a) shows a time-of-flight spectrum
from TOFOR measured during an 8 s steady period from
t = 17 − 25 s in JET discharge #68138, together with a
synthetic time-of-flight spectrum from a calculated energy
spectrum. The synthetic time-of-flight spectrum matches the
measurements well, except at large time-of-flight values where
scattered neutrons contribute to the measured spectrum. The
corresponding synthetic neutron energy spectrum is shown in
figure 6(b). The average rate of neutrons, s(En,1, En,2, φ)
from equation (2), can be obtained by dividing the spectrum
by the measurement time, here 8 s. A shaded bar has been
inserted in figure 6(b). The weight function for the energies
corresponding to the shaded interval is shown in figure 6(c), i.e.
the neutrons with energies in the shaded region of figure 6(b)
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Figure 5. Probability part of neutron spectrometry weight functions with φ = 90◦, En = 2.2 MeV and En = 0.03 MeV calculated for
various thermal ion temperatures. The dotted lines show the edge of the T = 0 keV weight function.
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(b) Simulated neutron energy spectrum.
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Figure 6. Example of applying the weight function approach to neutron measurements at JET from discharge #68138. (a) Measured
time-of-flight spectrum and a synthetic spectrum. (b) Corresponding simulated neutron energy spectrum. (c) Weight function in units of
[neutrons per second per fast ion] for En = 2.73 ± 0.015 MeV and a bulk ion temperature of 2.3 keV. (d) Product of the weight function and
a simulated fast ion distribution function integrated over a central volume in units of [neutrons per second per keV], illustrating the measured
part of the distribution.
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(a) f and w, radial NBI. (b) f and w, tangential NBI.
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Figure 7. (a), (b) By plotting a calculated distribution function (black lines) together with a calculated weight function (coloured region), it
is possible to visualize the region in velocity space which is accessible by a given part of the neutron energy spectrum. (c) and (d) show the
product of f and w, which illustrates where most neutrons come from, given the calculated distribution function. These examples are for a
numerical weight function calculated for En = 2.3 ± 0.015 MeV and φ = 90◦. The distribution functions are calculated for JET discharge
#69242 using TRANSP together with the NUBEAM module.
can only arise from reactions involving fast ions with velocities
located in the coloured region of figure 6(c). This weight
function is calculated using a background ion temperature of
2.3 keV. To estimate which regions in velocity space generate
most neutrons for a given velocity-space distribution function,
one plots the product of a weight function and the distribution
function, i.e. the integrand of equations (2) or (3). The
integrand shows the number density of detected neutrons
with energies in a given energy range per second in velocity
space for the particular distribution function. The fast-ion
distribution function has been calculated using TRANSP with
the NUBEAM module [57] for JET discharge #68138. The fast
ions have been simulated in the entire TOFOR measurement
volume. Here the velocity distribution of the ions in the centre
of JET is considered, as these will often produce most of
the detected neutrons. The product of the weight function
and the central fast-ion velocity distribution function is shown
in figure 6(d). It is also possible to formulate instrument-
specific weight functions directly connecting the time-of-flight
measurement of TOFOR with velocity space [58]. Here we
discuss weight functions in terms of neutron energy as this
quantity is independent of the particular spectrometer.
In figure 7 we illustrate using weight functions that,
even though the measured neutron energies are the same, the
ions generating most of the detected neutrons can reside in
very different velocity-space regions. The weight function
is calculated for En = 2.3 ± 0.015 MeV, φ = 90◦ and
Ethermal = 2 keV. Figure 7(a) shows a beam-ion distribution
function originating from an off-axis radial injection, while
figure 7(b) shows a distribution function from an on-axis
tangential injection. Both are from JET discharge #69242.
The products of the weight function and the distribution
functions are shown in figures 7(c) and (d). In the case of
a radial injection, the range of neutron energies between 2.285
and 2.315 MeV measures fast ions with energies higher than
40 keV and pitch values between −0.75 and 0.75 as seen in
figure 7(c). For a tangential injection, most detected neutrons
in this energy range are produced in reactions involving passing
ions with p > 0.5 as seen in figure 7(d).
10
Nucl. Fusion 55 (2015) 053013 A.S. Jacobsen et al
1.5 2 2.5 3 3.50
0.5
1
1.5
2
2.5 x 10
5
E
n
 [MeV]
dN
/d
E n
 
[s−
1  
M
eV
−
1 ]
Weight functions
Conventional
(a) Comparison of forward models.
1.5 2 2.5 3 3.5−10000
−8000
−6000
−4000
−2000
0
2000
4000
E
n
 [MeV]
D
iff
er
en
ce
 [s
−
1  
M
eV
−
1 ]
(b) Diﬀerence between forward models.
Figure 8. (a) Comparison of a spectrum computed using a fast forward-model based on weight functions, and a spectrum calculated using
the conventional forward model calculated using a Monte Carlo approach. (b) The spectrum calculated using the weight function approach
minus the spectrum calculated using the conventional forward model.
6. Weight functions used in a forward model
Weight functions can be used to calculate a spectrum given a
fast-ion distribution function, f (E, p, r), using equation (3).
This is done by evaluating equation (3) for every neutron
energy interval of relevance. Both the fast-ion distribution
function and the weight function have a spatial dependence
as the ion temperatures and densities can vary throughout the
acceptance cone of the neutron detector. Figure 8(a) shows
neutron energy spectra calculated with a conventional forward
model and using weight functions. Figure 8(b) shows the
difference between the two spectra. The two methods produce
spectra that are almost identical. The spectrum computed using
weight functions is calculated by splitting the entire TOFOR
viewing cone up in 10 volumes. In each volume, the ion
temperatures and densities are assumed constant and a fast-ion
distribution function is simulated for each. The conventional
forward model splits up the volume in the sightline of TOFOR
in volumes of 1 cm3. This gives a total of 128 000 volumes,
each weighted by the appropriate solid angle to the detector.
The weight function method is significantly faster than the
traditional forward model since the spectra can be calculated
by matrix multiplication. This is advantageous if synthetic
spectra for many different fast-ion distribution functions are
to be calculated, or if a fast preliminary analysis is to be
done right after a discharge. Furthermore, the weight function
approach provides information on the measurable region in
velocity space as explained in section 5.
7. Discussion
Recent studies at ASDEX Upgrade have investigated the
potential of combining measurements taken simultaneously
using several fast-ion Dα or CTS views, and even combining
measurements from the two different types of diagnostics
[50, 51]. This is made possible by the use of weight functions in
the form of equation (2) in tomographic inversion algorithms
to directly measure the fast-ion distribution function. NES
weight functions as we formulated here allow us to combine
NES measurements with CTS and FIDA measurements to
measure the fast-ion distribution function. However, so far
only localized measurements in small measurement volumes
such as those for CTS or FIDA can be combined whereas
the measurement volume of NES is a cone oriented along
the line-of-sight. The larger measurement volume makes
a combination cumbersome but not impossible. Assuming
that most detectable neutrons have been produced near
the plasma centre and assuming that the contribution from
reactions involving a fast and a thermal ion dominates,
NES measurements could be combined with CTS or FIDA
measurements from central measurement volumes at ASDEX
Upgrade. No further development of the NES weight functions
are needed under these assumptions. Otherwise, the inference
of the fast-ion distribution function must account for the spatial
dependencies.
The examples shown in this paper have been calculated
using values of the d(d,n)3He reaction. However, the derivation
in section 2 is also valid, under the assumptions given, for
neutrons from the d(t,n)4He reaction, or any other reaction, as
long as the appropriate values of mf , mHe and Q are used.
8. Conclusions
We have calculated velocity-space weight functions for
neutron spectrometers and neutron yield counters both
analytically and numerically, considering the often dominant
contribution from reactions involving a fast and a thermal
ion. These show the velocity-space sensitivity of NES
measurements in given energy ranges of detected neutrons.
The accessible region in (v‖, v⊥)-space is bounded by circles
or circular arcs in the limit where the velocities of the thermal
ions are zero. The closer a fast ion is to the edge of the circle,
the more likely it is to generate a detectable neutron in the given
energy range. The larger the energy of the detected neutron, the
11
Nucl. Fusion 55 (2015) 053013 A.S. Jacobsen et al
larger the observation region becomes for a given observation
angle. Finite temperatures of the thermal ions blur the weight
functions. The weight functions can be used to investigate the
region in velocity space accessible by a given part of a neutron
spectrum. Given a fast-ion distribution function, the weight
functions can be used to calculate the part of the distribution
function that generates most neutrons in the given energy
range. Furthermore, they can be used in a forward model
based on matrix multiplication that is significantly faster than
traditional forward models based on Monte-Carlo sampling.
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The velocity-space sensitivities of fast-ion diagnostics are often described by so-called weight func-
tions. Recently, we formulated weight functions showing the velocity-space sensitivity of the often
dominant beam-target part of neutron energy spectra. These weight functions for neutron emission
spectrometry (NES) are independent of the particular NES diagnostic. Here we apply these NES
weight functions to the time-of-flight spectrometer TOFOR at JET. By taking the instrumental re-
sponse function of TOFOR into account, we calculate time-of-flight NES weight functions that en-
able us to directly determine the velocity-space sensitivity of a given part of a measured time-of-flight
spectrum from TOFOR. [http://dx.doi.org/10.1063/1.4885477]
I. INTRODUCTION
The detection and analysis of fast ions in fusion devices
are important since fusion-born alpha-particles are foreseen
to contribute a large part of the heating in an eventual fu-
sion power plant. Fast ions can be diagnosed using a vari-
ety of different diagnostics. One such diagnostic is neutron
emission spectrometry (NES) in which the energy spectrum
of neutrons produced in fusion reactions is measured. The en-
ergies of these neutrons depend on the energy released in the
fusion reaction and on the energies of the reacting ions. Thus,
by analysing the neutron energy spectrum, information on ve-
locities of fast ions in the plasma can be gained. We recently
derived weight functions describing the velocity-space sensi-
tivities of the often dominant beam-target part of neutron en-
ergy spectra. In particular, they show the observable regions
in velocity space and, for a given fast-ion velocity distribu-
tion function, the regions where most neutrons are generated.
Here we apply these previously derived general expressions
for neutron energy spectra to the time-of-flight spectrometer
TOFOR at JET by taking the instrumental response function
of TOFOR into account.
In Sec. II, the TOFOR instrument is described. The NES
weight functions are introduced in Sec. III, and in Sec. IV
we calculate time-of-flight NES weight functions for TOFOR
and show examples of their applications. The results are sum-
marized in Sec. V.
a)Contributed paper, published as part of the Proceedings of the 20th
Topical Conference on High-Temperature Plasma Diagnostics, Atlanta,
Georgia, USA, June 2014.
b)Author to whom correspondence should be addressed. Electronic mail:
Ajsen@fysik.dtu.dk
c)See the appendix of F. Romanelli et al., Proceedings of the 24th IAEA
Fusion Energy Conference 2012, San Diego, USA.
II. NEUTRON TIME-OF-FLIGHT SPECTROMETER
TOFOR
TOFOR1 is a time-of-flight spectrometer. It measures the
time it takes for neutrons to travel between two sets of plastic
scintillator detectors. The time-of-flight depends on the inci-
dent neutron energy; 2.45 MeV neutrons from the D-D reac-
tion result in flight times centered around 65 ns. TOFOR is
located in the roof laboratory 19 m above JET and has a ver-
tical view of the plasma so that the line-of-sight of TOFOR
is perpendicular to the magnetic field. The viewing cone of
TOFOR covers a large portion of the plasma cross-section,
including the plasma center.
III. NES WEIGHT FUNCTIONS
Weight functions determine the velocity-space sensitiv-
ity of a given diagnostic. Weight functions have previously
been calculated for fast-ion Dα spectroscopy (FIDA)2, 3 and
collective Thomson scattering (CTS).4 Furthermore, weight
functions were recently developed for the beam-target part of
neutron energy spectra measured using NES.5 NES weight
functions relate a measurement in a given neutron energy
range to the fast-ion distribution function:
s(En,1, En,2, φ)
=
∫∫∫
w(En,1, En,2, φ,E, p, r)f (E,p, r)dE dp dr, (1)
where s(En, 1, En, 2, φ) is the rate of neutrons with energies
between En, 1 and En, 2 measured with an instrument with a
line-of-sight at a projection angle, φ, to the magnetic field.
w(En,1, En,2, φ,E, p, r) is the weight function calculated for
specific neutron energies and projection angle φ as a func-
tion of energy, E, and pitch, p = v‖
v
, of the fast ions. The
weight function has a spatial dependence since it depends
on the bulk ion temperature and density, which can vary
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FIG. 1. NES weight function in units of [neutrons per second per fast ion]
for a neutron energy of 2.6 MeV ± 0.015 MeV, calculated using a Monte
Carlo approach.
significantly along the line-of-sight. f(E, p, r) is the fast-ion
distribution function. NES weight functions are general and
relate the fast-ion distribution function to a given neutron en-
ergy spectrum, irrespective of the specific instrument or tech-
nology used to acquire it. An example of a NES weight func-
tion is shown in Figure 1 for a neutron energy of 2.6 MeV ±
0.015 MeV. The coloured region of the figure illustrates the
part of (E, p)-space accessible to the specific neutron energy
range, and the white region are inaccessible for this neutron
energy range. A thermal ion temperature of 2.3 keV has been
used in these calculations.
IV. TIME-OF-FLIGHT NES WEIGHT FUNCTIONS
TOFOR measures time-of-flight spectra from which the
neutron energy spectra must be inferred. It is therefore useful
to derive weight functions directly relating the time-of-flight
spectra to velocity-space. This transformation requires knowl-
edge of the particular instrumental response function. The in-
strumental response function of TOFOR describes the time-
of-flight signal produced for an incoming beam of neutrons.
It is dominated by the flight-time of neutrons that scatter only
once in both sets of detectors. However, multiple-scattering
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FIG. 3. Measured time-of-flight spectrum from JET discharge #68138 com-
pared with a calculated spectrum from a forward model. We show the
velocity-space sensitivity of the shaded region in Figure 4.
events as well as the finite sizes of the detectors broaden the
spectra. Thus, a mono-energetic flux of neutrons will produce
a distribution of flight times. The response of TOFOR to inci-
dent neutrons of various energies has been modeled in detail
with Monte Carlo calculations, taking the full 3D geometry of
the instrument into account.1 The resulting response function
is shown in Figure 2. It transforms energy spectra to time-of-
flight spectra so as to compare these with measurements by
TOFOR.
Figure 3 shows a typical time-of-flight spectrum mea-
sured during JET discharge #68138 as well as a spectrum
calculated using a forward model. A double-hump resulting
from the gyromotion of the fast ions appears in the spectrum
at a flight-time of about 65 ns corresponding to a neutron en-
ergy of 2.45 MeV. The synthetic spectrum is calculated us-
ing fast-ion velocity distribution functions in the grid cells in
the viewing cone simulated using TRANSP/NUBEAM.6 The
synthetic spectrum agrees reasonably well with the measured
spectrum.
Figure 4 shows an example of a time-of-flight NES
weight function for the time-of-flight range illustrated by the
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FIG. 4. Time-of-flight weight function in units of [neutrons per second per
fast ion] for a flight-time of 62.8 ± 0.2 ns. This flight-time range is illustrated
in Figure 3.
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FIG. 5. Central fast-ion distribution function in units of [fast ions per keV]
calculated using TRANSP/NUBEAM.
shaded region in Figure 3. Time-of-flight NES weight func-
tions are calculated from general NES weight functions and
the TOFOR response functions according to
wtof,ij l = Rn,klwE
n
,ijk, (2)
where Rn is the response function, i, j, k, and l are indices of
fast ion energy and pitch, neutron energy, and time-of-flight,
respectively. Repeated indices imply summation.
Figure 5 shows a central fast-ion distribution
function from JET discharge #68138 simulated using
TRANSP/NUBEAM. TOFOR measures neutrons originating
from the entire viewing cone. However, the majority will
often come from the plasma center where both the thermal
and fast ion densities are largest.
Figure 6 shows the product of the weight function in
Figure 4 and the central fast-ion distribution function in
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FIG. 6. Product of time-of-flight NES weight function from Figure 4 and the
fast-ion distribution function from Figure 5.
Figure 5. This shows the part of the given central distribution
function producing most of the detected neutrons. Since the
measured spectrum agrees well with the synthetic spectrum
(Figure 3), the simulated fast-ion velocity distribution func-
tion should be a good model for the fast ion population in the
plasma. Hence the predicted regions of maximum beam-target
neutron production shown in Figure 6 should be accurate. The
main part of the signal in this flight-time range is caused
by the ions with energies around 100 keV and pitches of
about 0.5.
V. CONCLUSIONS
We have developed time-of-flight NES weight functions
that illustrate the regions in velocity or energy-pitch space ac-
cessible to a given part of a measured time-of-flight spectrum
from TOFOR taking the response function into account. This
allows us to directly determine the velocity-space sensitivity
of given flight-time ranges in a TOFOR spectrum. This has
several potential applications: as shown in Figure 4, we can
directly determine the velocity-space sensitivity and observ-
able regions of a given part of a measured spectrum. Given
a fast-ion distribution function, we can determine which part
of the distribution function contributes most to the spectrum
as shown in Figure 6. Furthermore, they can be used in an
efficient forward model by solving equation (1) for a given
distribution function. Finally, weight functions on the form
presented here can potentially enable us to use the NES diag-
nostic in velocity-space tomography to infer the fast-ion dis-
tribution function.7, 8
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Abstract. Velocity-space tomography has been used to infer 2D fast-ion velocity
distribution functions. Here we compare the performance of five different tomographic
inversion methods: Truncated singular value decomposition, maximum entropy,
minimum Fisher information and zeroth- and first-order Tikhonov regularization. The
inversion methods are applied to fast-ion Dα measurements taken just before and
just after a sawtooth crash in the ASDEX Upgrade tokamak as well as to synthetic
measurements from different test distributions. We find that the methods regularizing
by penalizing steep gradients perform best. We assess the uncertainty of the calculated
inversions taking into account photon noise, uncertainties in the forward model as well
as uncertainties introduced by the regularization which allows us to distinguish regions
of high and low confidence in the tomographies. In high confidence regions, all methods
agree that ions with pitch values close to zero, as well as ions with large pitch values, are
ejected from the plasma center by the sawtooth crash, and that this ejection depletes
the ion population with large pitch values more strongly.
1. Introduction
Traditional fast-ion diagnostics and analysis procedures provide only incomplete
information about the 2D fast-ion velocity distribution function. Usually, only a 1D
function of the velocity distribution function can be measured. Here we use fast-
ion Dα (FIDA) spectroscopy measurements that measure the intensity of Doppler-
shifted Dα light as function of wavelength [1, 2]. Using velocity-space tomography it
is possible to combine data from several such measurements to infer the 2D fast-ion
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velocity distribution function [3–10]. With this approach it should even be possible
to combine measurements from different diagnostics which is beneficial as they are
sensitive to different regions of velocity-space [6]. This velocity-space sensitivity is
quantified by velocity-space sensitivity functions, also called weight functions, which
have been developed for FIDA [11,12], collective Thomson scattering (CTS) [4], fast-ion
loss detectors (FILD) [13], neutron emission spectrometry (NES) [14, 15] and gamma-
ray spectroscopy (GRS) [16]. The weight functions, w, relate a measurement, s, to the
fast-ion velocity distribution function, f :
s =
∫ ∫
wf dE dp , (1)
where E is the fast-ion energy and p is the pitch defined as p = v‖
v
. Here v‖ is the ion
velocity parallel to the magnetic field and v is the ion speed. p is defined positive in the
co-current direction. Examples of FIDA weight functions are shown in figure 1. The
shapes of the weight functions are determined by the angle, φ, between the line-of-sight
of the diagnostic and the magnetic field in the measurement volume, as well as the
wavelength range in which the signal is detected.
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Figure 1. Examples of FIDA weight functions calculated for ASDEX Upgrade
discharge #31557 for two different φ-angles.
By discretizing equation (1) a linear system of equations is obtained:
S = WF . (2)
S and W are normalized by the measurement uncertainties as described in [6]. S and
F are vectors of length m and n, respectively, and W is an m × n matrix dubbed
the transfer matrix. Calculating F from equation (2) is a mathematically ill-posed
inverse problem. An ill-posed problem is one for which a unique solution might
not exist. Furthermore, any solution might be extremely sensitive to small changes
in the data. The sensitivity with respect to the data is suppressed by regularizing
the problem. Many different inversion methods have been developed and applied
in many scientific fields. Here we compare five inversion methods to measure fast-
ion velocity distribution functions by tomographic inversion: truncated singular value
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decomposition, maximum entropy, zeroth- and first-order Tikhonov regularization and
minimum Fisher information. These methods have previously been compared for
position-space tomography in fusion plasmas [17, 18]. Here we test these methods
for velocity-space tomography. In our comparison we use a transfer matrix describing
FIDA measurements taken simultaneously in five views at ASDEX Upgrade in discharge
#31557. This large number of FIDA views makes ASDEX Upgrade particularly suitable
for tomographic inversions of fast-ion velocity distribution functions. This diagnostic
set-up (i.e. this transfer matrix) is used, firstly, with synthetic measurements to
calculate inversions for known velocity distribution functions and, secondly, with real
five-view FIDA measurements taken just before and just after a sawtooth crash. The
synthetic measurements enable us to quantify the performance of the different methods
for assumed measurement uncertainties since the true solution is known. The real
measurements allow us to investigate the redistribution of fast ions due to a sawtooth
crash resolved in 2D velocity space for ion energies above 20 keV.
The paper is organised as follows. The FIDA diagnostic set-up is described in
section 2. Section 3 explains the different inversion methods. In section 4 we quantify
the performance of the inversion methods by inverting synthetic data based on known
test functions. In section 5 the methods are used to investigate the effect of a sawtooth
crash on the central fast-ion population. The results are discussed in section 6 and
conclusions are summarized in section 7.
2. ASDEX Upgrade FIDA system
A FIDA diagnostic set-up measures Doppler-shifted deuterium Balmer-alpha light from
the plasma. It is extensively used to diagnose fast ions at ASDEX Upgrade [19, 20],
DIII-D [21, 22], NSTX [23], MAST [24, 25] and LHD [26]. The newly upgraded set-up
at ASDEX Upgrade now consists of five different views, each with several lines of sight
measuring at different radial locations. We use one line of sight from each view, each
intersecting the beam path of neutral beam injector (NBI) Q3 in the plasma centre
as shown in figure 2. The grey line is the Q3 NBI beam and each coloured line is a
single FIDA line-of-sight. These originate from different positions in the plasma wall
and intersect the NBI beam at approximately the same position. The measurement
volume is placed slightly on the low-field side. Each view has a different angle between
its line of sight and the magnetic field. Thereby, they probe different regions in velocity
space as described by their weight functions [12]. In the plasma centre, the respective
angles are 14◦, 73◦, 103◦, 133◦ and 153◦. A description of the upgraded FIDA system is
found in [10].
Inversion methods for fast-ion velocity-space tomography in fusion plasmas 4
-2.4 -1.2 0.0 1.2 2.4
-2.4
-1.2
0.0
1.2
2.4
Y 
[m
]
X [m]
Ip
Bt
  
 
 
0.0
1.5
3.0
4.5
6.0
7.5
1.0 1.5 2.0 2.5
-1.0
-0.5
0.0
0.5
1.0
fast-ion density [m-3] x1018
Z 
[m
]
R [m]
Figure 2. Sketch of the geometry of the FIDA diagnostic set-up. a) Top view of
the ASDEX Upgrade tokamak showing the NBI beam in grey and the FIDA lines-of-
sight in colours. Only the lines-of-sight used here are shown. b) Poloidal cross-section
showing that the FIDA measurement volume used here is slightly on the low-field side
of the ASDEX Upgrade tokamak.
3. Inversion methods
3.1. Singular value decomposition
Truncated singular value decomposition (SVD) has been used previously to calculate
velocity-space tomographies in fusion plasmas [5–9]. The m×n transfer matrix, W , can
as any matrix be written as the product of three matrices:
W = UΣV T , (3)
where the columns of the m × m matrix U are the eigenvectors of the matrix WW T
and the columns of the n × n matrix V are the eigenvectors of the matrix W TW [27].
U as well as V are orthogonal matrices. Σ is a diagonal m× n rectangular matrix. The
values in the diagonal are called the singular values. They are the square roots of the
non-zero eigenvalues of both WW T and W TW [28]. The values in the diagonal of Σ are
ordered in a decreasing manner.
Given equation (1) the solution, FSV D, is found as
FSVD = W+S , (4)
where W+ is called the pseudoinverse of W [28]. W+ can be calculated using the SVD
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factorization:
W+ = VΣ+UT , (5)
where Σ+ is a rectangular diagonal matrix with the reciprocals of the diagonal elements
of Σ on the diagonal. Equation (3) can be written as a sum
W =
r∑
j=1
ujσj
(
vTj
)
, (6)
where r is the number of non-zero singular values, uj and vj are the j’th columns of U
and V , respectively, and σj is the j’th singular value. vTj indicates the transpose of the
j’th column of V . FSV D can likewise be expressed as a sum:
FSVD =
r∑
j=1
(
uTj S
)
σj
vj . (7)
Experimental data always contain some form of noise. Here we define
S = Sexact + e , (8)
where Sexact is the idealized measurement without noise and e is the noise. Inserting
equation (8) in equation (7) we get
FSVD =
r∑
j=1
(
uTj Sexact
)
σj
vj +
r∑
j=1
(
uTj e
)
σj
vj = Fexact +
r∑
j=1
(
uTj e
)
σj
vj , (9)
where Fexact is the exact solution we seek and the last sum describes the effect of the
noise. For very small singular values, the SVD solution can be completely dominated
by the noise. To reduce its influence, a possibility is to truncate the sum after k terms.
However, this makes it impossible to reconstruct Fexact completely. This method is
called truncated SVD. Truncated SVD introduces the problem of choosing the optimum
truncation level, k. Here we use the L-curve method to choose k [29]. The L-curve
method chooses k such that the solution both minimizes the residual norm and the
norm of the regularizing term.
3.2. Tikhonov regularization
The inverse problem posed in equation (2) can be formulated as a least squares problem,
i.e. find the solution F which minimizes the norm of the residual:
minimize
{
||WF − S||2
}
. (10)
Well-posed problems can be solved using the normal equations:
F =
(
W TW
)−1
W TS . (11)
However, for ill-posed problems a small change in S can have a significant impact on F .
In Tikhonov regularization, the ill-posed least squares problem is replaced by a closely
related well-posed least squares problem
minimize
{
||WF − S||2 + α||LF ||2
}
, (12)
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where L is a regularization matrix of size n × n and α is a non-negative number
determining the weight of the regularization term. As for truncated SVD, we determine
the value of α using the L-curve method [30]. The Tikhonov solution, Fα, becomes
Fα =
(
W TW + αLTL
)−1
W TS . (13)
The choice of regularization matrix determines the nature of the regularization.
Common choices of L penalize the magnitude of f or its derivative to different orders.
Therefore, Tikhonov regularization is also sometimes called linear regularization. The
simplest regularization matrix is
L = I , (14)
where I is the n× n identity matrix so that LTL = I and equation (13) becomes
Fα =
(
W TW + αI
)−1
W TS . (15)
This penalizes large absolute values of f and is called 0’th order regularization.
1’st order regularization penalizes large gradients. In 2D velocity space
(
v‖, v⊥
)
,
the penalty operator is
LTL = ∇Tv‖∇v‖ +∇Tv⊥∇v⊥ . (16)
Here ∇v‖ and ∇v⊥ are matrix representations of finite difference operators. In (E, p)-
coordinates, the velocity-space gradient is
∇F =
√
2mE (∇EF ) eˆE +
√
m
2E
√
1− p2 (∇pF ) eˆp . (17)
The derivation of equation 17 is included in Appendix A. In (E, p)-coordinates the
penalty operator becomes
LTL = 2mE∇TE∇E +
m
2E
(
1− p2
)
∇Tp∇p . (18)
3.3. Minimum Fisher information regularization
The principle of minimum Fisher information has been used to compute inversions
in soft X-ray tomography in tokamak plasmas [17]. In reference [17] the minimum
Fisher information principle is effectively built in as a Tikhonov penalty function. It
can therefore be seen as a variant or extension of the general Tikhonov regularization
method. The minimum Fisher information method penalizes large gradients divided
by the function values. The normalization with the distribution itself means that the
smoothing effect is strongest where the distribution has low values.
The minimum Fisher information method is implemented here as an iterative
algorithm [17]. First a solution F (1) is found using Tikhonov regularization with a
first-order linear penalty function. In the subsequent iterations, the penalty function in(
v‖, v⊥
)
-coordinates becomes
LTL = ∇Tv‖M (n)∇v‖ +∇v⊥M (n)∇v⊥ , (19)
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where
M
(n)
i,j =
1
F
(n−1)
i
δi,j if F (n−1)i > 0 (20)
M
(n)
i,j =M (n)max δi,j if F
(n−1)
i ≤ 0 . (21)
M (n)max is the largestM (n) for Fi > 0. In (E, p)-coordinates the penalty function becomes
LTL = 2mE∇TEM (n)∇E +
m
2E
(
1− p2
)
∇TpM (n)∇p . (22)
In each iteration, the corresponding Tikhonov solution with the appropriate minimum
Fisher information penalty function is found. We find that the solution converges after
only a few iterations.
3.4. Maximum entropy regularization
The last inversion method we have implemented is maximum entropy regularization.
In the case of maximum entropy regularization it is assumed that the object that is to
be reconstructed from data is positive f(E, p) ≥ 0. The other inversion methods can
produce unphysical negative results. When they do, we set those parts of the solution
to zero. The specific formulation of maximum entropy regularization adopted here can
be found in references [17,31]. Maximum entropy regularization can be formulated as a
minimization problem of the form
minimize
{1
2 ||WF − S||
2 + αH
}
. (23)
where α is a free parameter controlling the strength of our assumptions similar to the
free parameter introduced in Tikhonov and minimum Fisher information regularization.
We determine the optimal value of α using the L-curve method [30]. H is the Shannon
information entropy given by
H = −
N∑
i=1
(Fi −mi − Fi ln(Fi/mi)) . (24)
The entropy H is minimized when Fi = mi. Thus mi is called the default model as
it is the value Fi will take when there is no information or data influencing it. While
the default model is usually set to be constant in phase-space to prevent biasing of the
solution, we may choose to set the default model to be given by a theoretical model.
For this work, the default model is set to be constant. The solution of this minimization
problem, called the maximum entropy solution, is found using a general non-linear
optimization library [32–34].
4. Tomographies using synthetic measurements
In this section we calculate tomographies using synthetic data obtained using equation
(1) and known distribution functions. Inversions of synthetic spectra calculated from
known distribution functions enable us to compare the performance of the inversion
methods by quantitative figures of merit since we know the true solution.
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4.1. Test velocity-distribution functions
Three different velocity distributions will be investigated in this analysis. A Gaussian
distribution, a bi-Maxwellian distribution and a simulated NBI-distribution from
TRANSP/NUBEAM [35]. The three distributions are shown in figure 3. We choose
these three distribution functions as they pose different challenges to the inversion
methods. The Gaussian distribution is highly localized and requires good resolution
properties of the method. A Gaussian distribution may further represent a source of
fast particles typical for the peaks at the injection energies for neutral beam heating.
The bi-Maxwellian is a wide function covering the entire pitch range. Here the challenge
is to recreate the large-scale undulation. Lastly, we study a distribution function typical
for neutral beam injection as simulated by TRANSP. This is an important test case as
it should be very similar to the distribution functions in experiments with NBI heating.
The challenge here is the structural complexity on both small and large scales. The NBI
distribution used in this study is typical for a DIII-D discharge rather than for ASDEX
Upgrade which does not have counter-injection beams.
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(a) Gaussian.
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(b) Bi-Maxwellian.
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(c) NBI.
Figure 3. Test velocity distributions functions as a function of energy and pitch of
the ions. The functions are given in units of [ions/keV/cm3]
4.2. Modelling of measurement noise
The photon noise of FIDA light scales approximately with the square root of the signal.
However, in the absence of FIDA light the photon noise is dominated by bremsstrahlung
setting a lower limit on the noise level. These two effects are modelled as
Snoisy = Sexact + k
〈√
Sexact
〉
N
(
0,max
(
emin,
√
Sexact
))
, (25)
where Snoisy is the noisy spectrum, Sexact is the exact noise-free spectrum, emin is the
bremsstrahlung level and k is a scaling constant that allows us to vary the noise level.
N
(
0,max
(
emin,
√
Sexact
))
denotes a Gaussian distribution with a mean of zero and a
standard deviation of the maximum of
√
Sexact and the bremsstrahlung level emin. By
varying the noise level we can investigate how robust the methods are against noise.
Figure 4 shows example of the standard deviation of the synthetic spectra calculated
using the NBI test distribution for k = 0.1, k = 0.5 and k = 0.9. When calculating
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the synthetic spectra, wavelengths blocked by impurity emission in ASDEX Upgrade
discharge #31557 are included as the impurity emission is discharge-specific and here
we wish to compare the inversion methods for a generic discharge.
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Figure 4. Examples of the average noise levels in the synhtetic spectra calculated
usign the NBI test distribution and equation (25) for k = 0.1, 0.5 and 0.9. The width
of the spectra corresponds to the standard deviation of the noise for the given k-value.
4.3. Variance and bias of the solution
Using equation (25) noisy spectra can be calculated. In order to determine how the noise
propagates from the spectra to the tomographies, 25 noisy spectra are calculated for
every value of k. A tomography is calculated for each spectrum. Thereby, an ensemble
of tomographies is obtained for each k-value. The propagation of the uncertainties
from the measurements to the tomographies is found by calculating the variance of the
ensemble of tomographies for each velocity-space coordinate. This variance corresponds
to the propagation of the uncertainties through the regularized inverse of the transfer
matrix as explained in [6].
A forward model can itself contain uncertainties. The forward model here is given by
the FIDA weight functions. These are calculated numerically based on profiles of several
nuisance parameters. The weight functions are most sensitive to the ion temperature
and rotation velocity, the electron temperature and density and the effective charge
Zeff . Hence we consider the impact of these parameters on the tomographic inversion
results for the different regularization methods. The uncertainties in the bulk plasma
parameters lead to uncertainties in the weight functions, δW . Assuming a Gaussian
error distribution of the bulk plasma parameters, we calculate the uncertainty in the
Inversion methods for fast-ion velocity-space tomography in fusion plasmas 10
forward model (i.e. in the weight functions) by sampling a population of weight functions
calculated varying one nuisance plasma parameter at a time and keeping the other
parameters fixed. The total variance of the weight function is then obtained by summing
up the variances obtained from each plasma parameter. The corresponding error, em,
from the forward model error is
em = δWFtrue . (26)
em depends on the (often unknown) true distribution function. However, if an estimate
of Ftrue can be obtained, em can be estimated. The combined uncertainty due to
uncertainty in the forward model and measurement uncertainty is then
edata =
√
e2ph + e2m . (27)
where eph is the photon noise. Ftrue is approximated by the sum of a Maxwellian for
the bulk ions and a TRANSP/NUBEAM simulation to estimate the NBI ions. The
Maxwellian is calculated using measured ion temperature and density. The forward
model error is included in the analysis using real measurements but not for the synthetic
measurements.
As mentioned above, uncertainties in the measurements propagate through to
the tomography. However, this effect is suppressed by the regularization methods
as the tomographies would otherwise be completely dominated by the noise in the
measurements. The regularization itself introduces an error in the tomography though.
Here we calculate this as the bias of the tomography. It is given as the difference of
the mean of the ensemble of calculated tomographies for a given k and the true test
distribution:
bias = Fµ − Ftrue , (28)
where Fµ is the mean of the calculated tomographies. Thus the bias also depends on
Ftrue.
We define a measure of the total uncertainty in the tomography as the mean squared
error, MSE, given by
MSE = variance + bias2 . (29)
4.4. Figures of merit
We define two different figures of merit. The first is the total mean squared error. This
is a measure of the total uncertainty in the obtained tomography. It is calculated by
summing the MSE of every pixel. For this figure of merit the smallest values correspond
to the best performance of the inversion method.
The second figure of merit is the ratio of the inferred fast-ion density to the true
fast-ion density which is calculated as the integral of the tomography normalized by the
integral of the true distribution,∫ ∫
Ftomography dEdp∫ ∫
Ftrue dEdp
. (30)
Optimally, this figure of merit is one.
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4.5. Inversion results
Figure 5 shows tomographies of the Gaussian distribution shown in figure 3(a) calculated
with the different inversion methods for various noise levels. All methods reconstruct
the position of the Gaussian distribution well. The characteristic widths of the
Gaussians are approximately right but tend to be slightly larger than in the original
test distribution. Measurement noise enhances this trend. We further observe the
appearance of jitter in the inversions throughout velocity space. The minimum Fisher
information regularization stands out from the other methods in that it resembles
the original function the most and exhibits the least jitter. This suggests superior
resolution performance of the method. The minimum Fisher information regularization
is furthermore most robust against measurement noise. Of the other methods, the
maximum entropy regularization performs best. It is not as smooth, but it is able to
localize the large values of the Gaussian distribution very well in velocity space.
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Figure 5. Tomographies of the Gaussian distribution from figure 3(a) in units of
[ions/keV/cm3] based on synthetic measurements using various inversion methods and
noise levels. The noise level k is defined in equation (25).
Figure 6 shows the reconstructions of the bi-Maxwellian distribution function.
The large-scale shape of the distribution is reproduced by all five inversion methods.
The pitch angle symmetry with respect to p = 0 is reproduced well and the larger
perpendicular temperature compared with the parallel temperature is reflected in the
large fast-ion densities for pitches close to zero. The 1’st order Tikhonov and the
minimum Fisher information reproduce the symmetry and the large fast-ion densities
for pitches close to zero particularly well. Additionally, penalizing large gradients, as in
these two methods, produces smooth functions which resemble the smooth bi-Maxellian
function well. Further, the jitter appearing throughout velocity space for larger noise
levels is significantly smaller.
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Figure 6. Tomographies of the bi-Maxwellian from figure 3(b) in units of
[ions/keV/cm3] based on synthetic measurements using various inversion methods and
noise levels. The noise level k is defined in equation (25).
Figure 7 shows reconstructions of the NBI distribution function for various noise
levels and inversion methods. This fast-ion distribution function is typical for neutral
beam injection with two co-current beams with injection energies at 80 keV and 70
keV and one counter-current beam with an injection energy of 70 keV. Therefore,
this distribution function is a more difficult test case than previously presented
reconstructions of distribution functions which are more typical for a single NBI beam.
The overall shape of the NBI distribution function with bias towards positive pitches
is well reproduced by all five inversion methods. The protrusion at pitches of about
0.7 originates from the co-current beam injection, and the weaker protrusion at pitches
of -0.7 from the counter-current beam injection. All reconstructions show that the full
energy beam injection peak for co-current injection (positive pitch) is at larger energies
than that for counter-current injection (negative pitch). As observed for the Gaussian
and bi-Maxwellian distributions, the 1’st order Tikhonov and the minimum Fisher
information regularization result in smooth tomographies with very little jitter compared
with the SVD, 0’th order Tikhonov and maximum entropy. The small amplitudes of the
jitter makes the overall shape of the function with protrusions at positive and negative
pitches stand out most clearly for the 1’st order Tikhonov and the minimum Fisher
information regularization. The local maxima due to the beam injection peaks at full,
half and third energies can be seen in the SVD and 0’th order Tikhonov in the case of
low noise (k = 0.1). For larger noise levels, none of the methods are able to resolve more
than one peak.
Figure 8 shows the behaviour of the performance parameters as a function of noise
level for the tomographies of the three test functions. Figures 8(a), 8(c) and 8(e) show
the total mean squared error. The mean squared error increases for larger noise levels
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Figure 7. Tomographies of the beam distribution from figure 3(c) in units of
[ions/keV/cm3] based on synthetic measurements using various inversion methods and
noise levels. The noise level k is defined in equation (25).
for all inversion methods and test distributions. The minimum Fisher information
regularization method has the lowest mean squared error for all test distributions
whereas the maximum entropy method has the highest. Figures 8(b), 8(d) and 8(f)
show the density ratios calculated using equation (30). The general trend is that the
methods produce a lower density ratio for large error levels. Thus, for very large noise
levels the absolute values of an inferred density obtained from a reconstruction might
be unreliable. For the Gaussian test distribution, the minimum Fisher information and
maximum entropy methods are very good at recreating the correct density. The other
three methods overestimate the amount of ions present. This is also the case for the
bi-Maxwellian distribution but not to the same extent. For the NBI test distribution
the spread in densities is smaller than for the other cases.
The uncertainties of the tomographies of the beam distribution as defined in section
4.3 are shown in figure 9 for a noise level of k = 0.5 in equation (25). Here we disregard
the model uncertainty for simplicity. The top row shows the square root of the variance
of the tomographies. Compared with the values of the tomographies in figure 7, the
uncertainties are about one order of magnitude smaller, and smallest for first order
Tikhonov and minimum Fisher information regularization. The middle row shows the
bias. Negative values denote regions where too few ions are placed, positive values
denote regions where too many ions are placed. The beam peaks are seen in the bias,
especially for first order Tikhonov and minimum Fisher information regularization as
these two are only able to resolve the spiky nature of the peaks for low noise levels. The
last row shows the square root of the mean squared error. It is seen that for all but
maximum entropy, the main contribution to the uncertainty is the bias.
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Figure 8. Figures of merit of the reconstructions of the test distributions. The left
column shows the total mean squared error. The right column shows the density ratio.
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Figure 9. Uncertainties for the tomographies of the beam distribution in units of
[ions/keV/cm3]. All uncertainties are calculated for a noise level of k = 0.5.
4.6. Tomographies using two to four views
ASDEX Upgrade is currently the only machine with five FIDA views whereas FIDA
systems on other machines have fewer views. To test the influence of the number of
views on the performance of the different inversion methods, we repeat the analysis using
two, three and four views. Tomographies of the NBI distribution function calculated
for k = 0.5 are shown in figure 10. Even using only two views, it is possible to recreate
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Figure 10. Tomographies of the NBI distribution using two, three and four FIDA
views. All are calculated for k = 0.5.
the overall shape of the NBI test distribution. Adding additional views improve the
quality of the tomographies of all inversion methods, in agreement with the findings for
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truncated SVD in [5]. Furthermore, it is evident that the best results are obtained using
the minimum Fisher information regularization method for any number of views.
5. Tomographies of a measured sawtooth crash
A sawtooth crash is a periodic plasma instability which can occur when the central
safety factor drops below one. It changes the magnetic field topology and has been
observed to redistribute particles and energy from the center of the plasma. It has
furthermore been observed on several machines that passing fast ions are redistributed
more strongly compared to trapped ions [9,36,37]. Figure 11 shows tomographies based
on experimental data. They are calculated using the different inversion methods applied
to FIDA spectra measured just before and after a sawtooth crash in ASDEX Upgrade
discharge #31557 at 2.25 s. Figure 12 shows the uncertainties of the tomographies of
the pre-crash distribution. Again it seen that the bias dominates the uncertainty. We
stress again that the bias depends on the unknown true solution, for which we here use
the TRANSP model.
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Figure 11. Tomographies before and after a sawtooth crash calculated using the
different regularization methods.
Common for all regularization methods, the inferred fast ion density drops
significantly during the sawtooth crash. By comparing the absolute values of the
tomographies with the uncertainties, we can identify the velocity-space regions where
we can be confident in the tomography. In particular the minimum Fisher information
and the first-order Tikhonov are reliable in large regions. For the SVD and zeroth order
Tikhonov we observe that large regions at negative pitch are unreliable for this discharge
and regularization level.
To further investigate the velocity-space dependence of the change in the fast-ion
distribution function, we calculate the relative change:
(∆F )rel =
Fafter − Fbefore
Fbefore
. (31)
The relative change is calculated for every regularization method and plotted in figure
13. The top row shows the relative change as a function of energy and pitch. The bottom
row shows the uncertainties of the relative change. The velocity-space dependence of
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Figure 12. Measures of uncertainties using the different regularization methods.
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Figure 13. Relative change of the fast-ion velocity distribution function.
the relative change is especially clear in the first order Tikhonov and the minimum
Fisher information figures as the amount of jitter in these tomographies is significantly
smaller compared to the other methods. Both first order Tikhonov and minimum Fisher
information suggest that ions with large pitch values are redistributed more compared
to ions with pitch close to zero. This trend is also confirmed by the singular value
decomposition and zeroth order Tikhonov in the regions where the tomographies are
reliable. The unreliable regions are here shown as those with large standard deviation
compared with amplitudes of the tomographies. Similar trends were observed previously
using singular value decomposition [9] and a variant of a first-order Tikhonov [10] where
different regularization levels were chosen rather than set by the L-curve method. Figure
14 shows the ratio of the post-crash distribution to the pre-crash distribution integrated
over energy as a function of pitch for all five inversion methods. Thus it is a measure
of the pitch dependence of the change in the fast ion distribution function. For pitch
values close to zero all five inversion methods predict a redistribution level of between
10% and 20%. For pitch values above 0.4 the redistribution level increases to between
30% and 40% as seen by all five inversion methods. For negative pitch values where
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very few ions are present it is not possible to determine the amount of redistribution.
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Figure 14. Ratio of the fast-ion velocity-space distribution functions befor and after
the crash integrated over energy shown as a function of pitch.
6. Discussion
Both the bias and the forward model uncertainty require an estimate of the true fast-
ion velocity distribution function. For actual measurements, where Ftrue is unknown,
the total mean squared error will be biased by the estimate of Ftrue. However,
the uncertainty will have approximately the correct magnitude if a good estimate of
Ftrue can be calculated. Furthermore, it is useful to gain insight into whether the
uncertainties obtained are dominated by the uncertainties in the measurements or by
the regularization itself.
It is seen that when the noise level is not too large, the first order Tikhonov and
minimum Fisher information regularization methods can reconstruct the overall shape
of the true distribution function very well. However, they lack capability to resolve very
fine and detailed features. It is seen that the absolute values of a derived quantity such
as the fast-ion density depend on the noise level in the data. However, we find that
the ratio of such quantities is less sensitive to the specific noise level and amount of
regularization. Hence we can make statements about changes in such quantities with
greater confidence than about the absolute values themselves since systematic errors
introduced by the inversion methods will tend to cancel. For example, the bias in the
tomographies tends to be similar before and after a sawtooth crash, and hence it partly
cancels in the relative change.
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7. Conclusion
We have compared the performance of five different inversion methods for velocity-space
tomography. In order to estimate the confidence in the presented analysis, uncertainties
of the tomographies are defined and calculated taking into account the photon noise,
uncertainties in the forward model as well as uncertainty introduced by the inversion
methods themselves. It is found that for the regularization level used here, the bias
introduced by the inversion methods is the major contribution. The performance is
tested using synthetic data calculated using a realistic transfer-matrix from the five-
view FIDA-system at ASDEX Upgrade. It is found that the first order Tikhonov
and minimum Fisher information regularization methods which penalize steep gradients
perform best for realistic test functions. The uncertainty analysis allows us to identify
confidence regions in velocity space, and regions where the tomographies are not reliable
for the given data and regularization level. Furthermore, the various methods are applied
to actual FIDA measurements obtained in ASDEX Upgrade discharge #31557 just
before and just after a sawtooth crash. Using velocity-space tomography it is possible
to investigate the velocity-space dependence of the fast-ion redistribution in regions
where we are confident in the tomography. We find that sawtooth crashes at ASDEX
Upgrade affect ions with large pitch values more than ions with pitch close to zero.
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Figure A1. The relations between the unit vectors eˆv‖ , eˆv⊥ , eˆE and eˆp.
Appendix A. Derivation of velocity-gradient in (E, p)-coordinates
To calculate the velocity-space gradient in (E, p)-coordinates, the gradient is
transformed from
(
v‖, v⊥
)
-coordinates to (E, p)-coordinates. 1’st order regularization
in
(
v‖, v⊥
)
-coordinates can be achieved by setting
LTL = ∇Tv‖∇v‖ +∇Tv⊥∇v⊥ , (A.1)
where ∇v‖ and ∇v⊥ are finite difference matrix representations of the first-order
differential operators. These have to be transformed to (E,p)-coordinates. It is apparent
that the velocity-space gradient in (E, p)-coordinates has similarities to the real-space
gradient in polar coordinates. The relations between the unit vectors eˆv‖ , eˆv⊥ , eˆE and eˆp
are illustrated graphically in figure A1. The velocity-space gradient of f is
∇f =
(
∇v‖f
)
eˆv‖ + (∇v⊥f) eˆv⊥ = a (∇Ef) eˆE + b (∇pf) eˆp , (A.2)
where a and b are unknowns that must be calculated from the Jacobian. ∇E and ∇p
are velocity-gradients along eˆE and eˆp respectively. Writing eˆE and eˆp as functions of
eˆv‖ and eˆv⊥ gives
eˆE = cos(θ) eˆv‖ + sin(θ) eˆv⊥ = p eˆv‖ +
√
1− p2 eˆv⊥ , (A.3)
eˆp = sin(θ) eˆv‖ − cos(θ) eˆv⊥ =
√
1− p2 eˆv‖ − p eˆv⊥ , (A.4)
where the relation p = cos(θ) has been used. The gradient in energy is now found by
dotting equation (A.2) with eˆE :
(∇f) · eˆE ⇒
(
∇v‖f
)
p+ (∇v⊥f)
√
1− p2 = a (∇Ef)
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= a
((
∇v‖f
) ∂v‖
∂E
+ (∇v⊥f)
∂v⊥
∂E
)
,
(A.5)
To calculate the partial derivatives, the relations between v‖, v⊥, E and p are needed:
v‖ = p
√
2E
m
(A.6)
v⊥ =
√
1− p2
√
2E
m
. (A.7)
The partial derivatives are:
∂v‖
∂E
= p√
2mE
(A.8)
∂v⊥
∂E
=
√
1− p2√
2mE
. (A.9)
Inserting equations (A.8) and (A.9) in equation (A.5) gives(
∇v‖f
)
p+ (∇v⊥f)
√
1− p2 = a
((
∇v‖f
) p√
2mE
+ (∇v⊥f)
√
1− p2√
2mE
)
.
(A.10)
Equation (A.10) is fulfilled for
a =
√
2mE . (A.11)
Similarly, b can be found by dotting equation (A.2) with eˆp:
(∇f) · eˆp ⇒
(
∇v‖f
)√
1− p2 − (∇v⊥f) p = b (∇pf)
= b
((
∇v‖f
) ∂v‖
∂p
+ (∇v⊥f)
∂v⊥
∂p
)
.
(A.12)
The partial derivatives are:
∂v‖
∂p
=
√
2E
m
, (A.13)
∂v⊥
∂p
= − p√1− p2
√
2E
m
. (A.14)
Inserting equations (A.13) and (A.14) in equation (A.12) gives(
∇v‖f
)√
1− p2 − (∇v⊥f) p = b
(∇v‖f)
√
2E
m
− (∇v⊥f)
p√
1− p2
√
2E
m
 .
(A.15)
Equation (A.15) is fulfilled for
b =
√
m
2E
√
1− p2 . (A.16)
Thus, the velocity-space gradient in energy-pitch coordinates becomes
∇f =
√
2mE (∇Ef) eˆE +
√
m
2E
√
1− p2 (∇pf) eˆp . (A.17)
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1. Introduction
In present day fusion devices fast ions are mainly generated by 
neutral beam injection (NBI). They heat plasmas through colli-
sions with electrons and ions and, if injected with a sufficiently 
parallel velocity component, their associated current drive can 
be used to reach non-inductive conditions or to tailor the plasma 
current profile [1]. Well confined fast ions are, hence, essen-
tial to obtain good heating and current drive performances. 
In addition, detailed understanding of the fast-ion transport 
mechanisms is needed in view of future fusion devices, not 
only to guarantee good performance, but also to ensure the 
safety of the machine: fast helium ions will be produced in 
fusion reactions that could, if poorly confined, damage the first 
wall [2]. In toroidally axisymmetric devices such as tokamaks, 
the fast-ion transport induced by collisions and orbit effects, 
i.e. the neo-classical transport, is relatively small. However, 
enhanced fast-ion transport, caused by large- and small-scale 
instabilities (anomalous transport), could reduce the fast-ion 
confinement and must, therefore, be investigated. In particular, 
core localized MHD modes must be studied in detail because 
they spatially overlap with the fast-ion distribution functions 
which are typically peaked on-axis. One of the most severe 
types of core-perturbation in tokamak plasmas is induced by 
sawtooth crashes [3] which are caused by the fast reconnec-
tion of a mode with toroidal and poloidal mode numbers of 
one ( =n 1 and =m 1). They appear periodically in the plasma 
center when the safety factor, q, is below one and cause a fast 
crash of the central pressure, followed by a recovery phase. 
The crashes strongly redistribute fast ions, as reported from 
D-T experiments at JET [4] and TFTR [5] and from deuterium 
plasmas at DIII-D [6], TEXTOR [7], MAST [8] and ASDEX 
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Abstract
The neutral beam current drive efficiency has been investigated in the ASDEX Upgrade 
tokamak by replacing on-axis neutral beams with tangential off-axis beams. A clear 
modification of the radial fast-ion profiles is observed with a fast-ion D-alpha diagnostic that 
measures centrally peaked profiles during on-axis injection and outwards shifted profiles 
during off-axis injection. Due to this change of the fast-ion population, a clear modification of 
the plasma current profile is predicted but not observed by a motional Stark effect diagnostic.
The fast-ion transport caused by MHD activity has been studied in low collisionality 
discharges that exhibit strong ( )1, 1  modes. In particular due to sawtooth crashes, significant 
radial redistribution of co-rotating fast-ions is observed which can very well be described by 
the Kadomtsev model. In addition, first tomographic reconstructions of the central 2D fast-
ion velocity space in the presence of sawtooth crashes allow the investigation of the pitch 
dependence of the mode-imposed redistribution: a stronger redistribution of mainly co-rotating 
fast ions is observed than of those with smaller pitch values.
Keywords: current drive, FIDA, fast ion, sawtooth crash, off-axis NBI
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Upgrade [9]. There are two mechanisms that are responsible 
for the strong redistribution. These are ×E B drift effects and 
the motion of the fast particles along the evolving magnetic 
field lines. The details of these mechanisms are, however, not 
yet clear and need to be investigated in detail.
Of special interest is also the characterization of the off-
axis neutral beam current drive (NBCD) efficiency, which 
is motivated by somewhat contradicting results in the past. 
On the one hand, previous experiments in ASDEX Upgrade 
showed that the evolution of the current profile did not follow 
neo-classical predictions when replacing on-axis NBI with 
off-axis NBI. In particular, the effect of off-axis NBCD on 
measurements of the current profile by a motional Stark 
effect diagnostic (MSE) was weaker than predicted by theory 
[10]. On the other hand, current-drive studies based on ver-
tically shifted plasmas at DIII-D [11] agreed with mode-
ling. Moreover, measured radial fast-ion profiles, which are 
expected to be linked to the beam driven current, exhibited 
good agreement with neo-classical predictions [12, 13].
This important aspect, as well as the fast-ion redistribution 
due to sawtooth crashes, has now been revisited in ASDEX 
Upgrade [14], motivated by new measurement capabilities. 
In particular, a fast-ion D-alpha (FIDA [15]) spectroscopy 
diagnostic is now available that measures radial profiles of 
co-rotating fast-ions and allows reconstructions of central 
2D fast-ion velocity distribution functions by a tomographic 
inversion in velocity space.
This paper is structured as follows. In section 2, a study of 
off-axis fast-ion populations and the associated NBI current 
drive is presented. Radial fast-ion profiles and MSE measure-
ments are compared with theoretical predictions. The effect 
of sawtooth crashes on the fast ions is discussed in section 3. 
Measured neutron rates and radial FIDA profiles of co-rotating 
ions are compared with theoretical predictions and the central 
fast-ion velocity space is analyzed using tomographic inver-
sions. Finally, a short summary and conclusion are given.
2. Fast-ion current drive study
The ASDEX Upgrade tokamak is very well equipped for neu-
tral beam current drive studies because it has a sensitive set of 
fast-ion diagnostics, an MSE diagnostic and flexible heating 
and current drive systems. Up to 5 MW of electron cyclotron 
resonance heating (ECRH) and current drive (ECCD) are 
available to maintain constant electron temperatures (feed-
back control of Te) and to stabilize MHD instabilities [16, 17]. 
Figure 1. Top down and poloidal view of the ASDEX Upgrade tokamak. The geometry of the off-axis NBI sources is sketched in yellow 
and that of the on-axis sources applied during the experiments is illustrated in purple (93 keV) and black (60 keV). The toroidal lines 
of sight of the FIDA diagnostic are shown in blue and those used for a tomographic reconstruction of the central fast-ion velocity space 
distribution are indicated in red. The viewing geometry of the MSE diagnostic is plotted in green.
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Figure 2. Time traces of discharge #30841 showing the evolution of the plasma current, the NBI heating power and the ECRH heating power.
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Moreover, eight neutral beam sources with each 2.5 MW of 
heating power are installed of which two beams have an off-
axis geometry. In figure 1, the geometry of those NBI sources 
applied during this study is displayed. The off-axis beams, 
illustrated in yellow (Q6 + Q7), inject above and below the 
plasma center and have a tangential geometry.
The fast-ion current drive efficiency of the off-axis sources 
has been investigated in discharges with a toroidal magnetic 
field of -2.6 T and a feedback controlled plasma current of 0.8 
MA. An overview plot of the heating scheme applied in a rep-
resentative discharge (#30841) is shown in figure 2. Starting 
at 1.3 s, 2.5 MW of heating power from the 60 keV on-axis 
Figure 3. Evolution of the maximum Te perturbation amplitude as a function of the toroidal flux label for frequencies between 5 kHz and 
30 kHz. During on-axis NBI, fishbone modes are present and a continuous ( )1, 1  mode is localized in the plasma core during off-axis NBI.
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Figure 4. Bulk plasma profiles of discharge #30841 showing the electron temperature (a), the electron density (b), the ion temperature  
(c) and the toroidal plasma rotation frequency (d). The profiles acquired during off-axis NBI are plotted in red.
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source Q3 was applied because this source is needed for 
charge exchange recombination spectroscopy (CXRS) [18], 
MSE and FIDA measurements. From about 1.7 s on, addi-
tional 5 MW of heating power were injected by the two on-
axis neutral beams which are indicated in purple in figure 1. 
Between 4 s and 7 s, these two radial sources were replaced by 
the tangential off-axis beams.
In addition to the NBI heating power, up to 2 MW of 
ECRH were applied to avoid sawtooth crashes (co-ECCD 
inside =q 1), to avoid the formation of a ( )2, 1  magnetic island 
(modulated co-ECCD at the =q 2 surface) and to prevent the 
drop of the central electron temperature during off-axis NBI. 
These three aims were achieved in discharge #30841. The 
central electron temperature did not drop during the off-axis 
NBI phase, no sawtooth crashes and no ( )2, 1  magnetic islands 
were observed. Only core localized =n 1, =m 1 modes in 
the frequency range between 10 kHz and 25 kHz were present. 
The positions of these modes were determined by studying 
the mode-induced electron temperature fluctuations that are 
measured by an electron cyclotron emission (ECE) diagnostic. 
In figure  3, the evolution of the amplitude of the dominant 
mode is plotted as a function of the normalized toroidal flux 
coordinate, ρt. During on-axis NBI, ( )1, 1  modes, identified as 
fishbones [19], are located at ρ ≈ 0.2t  and during off-axis NBI, 
a continuous mode is localized at ρ ≈ 0.15t .
Figure 4 shows the evolution of electron and ion tempera-
ture profiles, as well as of profiles of the electron density and 
plasma rotation frequency. The electron density (inferred by 
integrated data analysis (IDA) [20]) remains constant during 
the experiment while the central ion temperature and rotation 
(both measured by CXRS diagnostics) drop during the off-
axis NBI phase, which is well explained by reduced central 
heating and momentum input. The impurity density, meas-
ured by CXRS (on helium, boron and nitrogen), remained low 
and constant during the experiments and result in an effec-
tive charge number of about 1.3, which is agreement with 
the measured level of Bremsstrahlung. As mentioned above, 
we tried to keep the electron temperature constant during the 
experiment by adding ≈0.8 MW of feedback controlled cen-
tral ECRH power between 4 s and 7 s. Constant electron tem-
peratures are necessary for NBI current drive studies because 
the shape of the ohmic current profile depends strongly on Te 
and significant changes would make the analysis of the off-
axis neutral beam current drive efficiency very difficult. Here, 
the electron temperature is slightly too high in the plasma 
center during the off-axis phase. This is not ideal but can be 
taken into account by the forward modeling.
The fast-ion population during on-axis NBI and off-axis 
NBI has been studied by a FIDA spectroscopy diagnostic 
[21] which analyzes Doppler-shifted Balmer alpha radiation 
(λ = 656.10  nm) from fast ions that undergo charge exchange 
reactions along the path of NBI Q3.
Example spectra measured by a line of sight that inter-
sects NBI Q3 at ρ ≈ 0.55t  are shown in figure 5 during on-
axis NBI and during off-axis NBI. The spectra, plotted on a 
semi-logarithmic scale, have been measured with a temporal 
resolution of 2.5 ms and passive radiation, acquired during a 
10 ms long phase without operation of NBI Q3, has been sub-
tracted. Between 655 and 657 nm, a filter blocks un-shifted 
Balmer alpha radiation from the plasma edge to avoid satura-
tion effects. The spectral wing above 659 nm corresponds to 
the charge exchange radiation of fast-ions (FIDA radiation), 
which is more pronounced during off-axis NBI than during 
on-axis NBI. This is expected because off-axis NBI gener-
ates a larger fast-ion population at the measurement position 
(ρ ≈ 0.55t ) than on-axis NBI. In addition to the measurement, 
simulated spectra are shown in color. The spectra have been 
calculated by the synthetic diagnostic FIDASIM [22] which 
needs to be supplied with theoretical fast-ion distribution 
functions. For the study presented here, the theoretical fast-
ion distribution functions are predicted by the TRANSP code 
[23]. TRANSP needs information on kinetic profiles, the 
heating sources, the initial q-profile, information on the sepa-
ratrix position, the toroidal magnetic field and the plasma cur-
rent as inputs and uses a the Monte Carlo module NUBEAM 
[24] to simulate fast ions. The code is based on neo-classical 
theory, but one can also add a predefined diffusive like fast-
ion transport. The simulated FIDA radiation, plotted in red in 
figures 5(a) and (b), agrees well with the red-shifted wing of 
the measured radiation. This already suggests that TRANSP 
consistently describes the fast-ion distribution function during 
on-axis NBI and off-axis NBI. In addition to the simulated 
FIDA radiation, the predicted beam emission (yellow/orange) 
and the thermal charge exchange component (green), i.e. the 
Figure 5. Measured spectra at ρ ≈ 0.55t  during on-axis (a) and off-axis (b) NBI heating. In color, synthetic spectra from FIDASIM are 
plotted.
650 655 660 665
1015
1016
1017
1018
Ph
/(s
 nm
 m
2  
sr
)
Wavelength [nm]
R: 1.977 [m]a)    #30841
 3.8763s
 3.8788s
 3.8813s
 3.8838s
650 655 660 665
1015
1016
1017
1018
Ph
/(s
 nm
 m
2  
sr
)
Wavelength [nm]
R: 1.977 [m]b)    #30841
 4.9763s
 4.9787s
 4.9812s
 4.9838s
Nucl. Fusion 55 (2015) 083001
B. Geiger et al
5
halo radiation, are shown. The good agreement between these 
components and the measurement is an important consistency 
check when comparing FIDA measurement and simulation.
Information on radial fast-ion profiles is obtained by ana-
lyzing the spectra from an array of lines of sight that inter-
sect the NBI path at different positions. Depending on the 
viewing geometry relative to the magnetic field direction and 
on the observed wavelength range, different parts of the fast-
ion velocity space can be sampled (see [13]). Here, we use 
toroidal lines of sight (shown in blue in figure 1) and focus on 
red shifted radiation between 660–661 nm. This corresponds to 
co-rotating fast-ions with energies above 30 keV which cover 
the part of the fast-ion velocity space distribution that contrib-
utes most to the fast-ion current. Radial profiles of the cor-
responding FIDA radiation are displayed in figure 6. Passive 
radiation, measured in phases without operation of NBI Q3, has 
been subtracted from the spectra before integrating. Moreover, 
the data has been normalized by the simultaneously measured 
beam emission (BES) which enables the neutral beam attenu-
ation to be taken into account and to be independent of the 
intensity calibration.
The measured radial FIDA/BES profiles show a clear mod-
ification of the fast-ion population when switching from on-
axis NBI (see figure 6(a)) to off-axis NBI (see figure 6(b)). 
Furthermore, the measured profiles are in good agreement 
with the prediction from TRANSP+FIDASIM. The profiles 
shown in red have been calculated by integrating the simulated 
spectra in wavelength and applying the normalization based 
on the simulated beam emission. The widths of the synthetic 
profiles correspond to ± one standard deviation of the uncer-
tainties of predictions. The latter have been determined by a 
sensitivity scan using ten different TRANSP and FIDASIM 
runs per time point. For each run, one of the kinetic profiles 
(T T n Z v, , , ,e i e eff tor), input to TRANSP and FIDASIM, was 
increased or decreased by one standard deviation of the corre-
sponding statistical measurement uncertainties. The resulting 
differences relative to the non-modified prediction have been 
summed up by applying a Gaussian error propagation.
During on-axis NBI (figure 6(a)), the simulated profiles 
agree very well with the simulation. Also during off-axis NBI, 
simulation and measurement roughly match. However, the 
prediction slightly overestimates the measured FIDA/BES 
signal between ρ = −0.2 0.4t . By assuming an additional 
anomalous fast-ion diffusivity in TRANSP between 4s and 7s 
that is localized at ρ ≈ 0.3t  (see details in figure 7) the simu-
lation agrees better with the experimental data, as plotted in 
blue in figure 6(b).
The origin of this localized anomalous fast-ion diffu-
sivity, which is needed to explain the measurement, is not 
clear yet. The geometry of the NBI system has been checked 
with dedicated beam-into-gas experiments which makes 
a geometry induced discrepancy very unlikely. The con-
tinuous ( )1, 1  mode present in discharge #30841 does not 
obviously cause an anomalous fast-ion diffusivity at ρ = 0.3t  
because it is located at ρ = 0.15t . Anomalous fast-ion diffu-
sivity induced by turbulence is also unlikely because, based 
on a power balance analysis, we would expect the strongest 
effect of turbulent transport further out. Figure  7 shows 
radial profiles of the TRANSP-calculated ion heat diffu-
sivity ( * χ= −D 0.1fast ion heat) during on-axis NBI and during 
Figure 6. Radial FIDA/BES profiles during on-axis NBI (a) and off-axis NBI (b) compared with predictions by TRANSP+FIDASIM. In 
red, a sensitivity scan of neo-classical predictions is shown that is based on the variation of the kinetic profiles input to TRANSP (plus and 
minus one sigma of the measurement uncertainties of T T n Z v, , , ,e i e eff tor). In blue, the TRANSP+FIDASIM predictions is illustrated that 
represent a local anomalous fast-ion diffusivity during off-axis NBI at ρ = 0.3t . The simulated FIDA/BES profiles in green correspond to 
anomalous transport based on the calculated ion-heat diffusivity (scaled by 0.1).
Figure 7. Radial profiles of the different anomalous fast-ion 
diffusion coefficient input to TRANSP.
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 off-axis NBI. The maximum of the heat diffusivity, which 
indicates the location of strong turbulent transport, is clearly 
not located at ρ = 0.3t  but at ρ = 0.7t . To test the possibility of 
turbulence induced fast-ion diffusivity, the scaled ion heat dif-
fusivity has been input to a TRANSP+FIDASIM simulation. 
However, the resulting FIDA/BES profiles shown in figure 6 
in green clearly do not agree with the measurement.
Therefore, we unfortunately cannot resolve the discrepancy 
between the FIDA measurement and the simulation. However, 
being able to simulate a fast-ion population that matches the 
experimental data, we can investigate the current drive effi-
ciency of this fast-ion distribution function.
To calculate the current distribution, several options are 
available in TRANSP. For the study presented here, we applied 
the Sauter formula [25] to calculate the plasma resistivity and 
the bootstrap current, TORAY [26] to determine the current 
driven by ECCD and the Lin-Liu formula [27] to calculate the 
shielding of the positive current carried by the fast ions.
In figure 8, the TRANSP predicted evolution of the con-
tributions to the plasma current are illustrated. In red, the 
fast-ion current is shown. It increases between 4 s and 7 
s, well explained by the tangential injection geometry of 
the off-axis NBI sources. The increased fast-ion current 
is immediately balanced by a reduction of the feedback 
controlled ohmic current while the contributions of the 
bootstrap current and the current driven by ECCD remain 
constant. In addition to this neo-classical simulation, the 
current expected when applying the artificial fast-ion dif-
fusion coefficient at ρ = 0.3t  during off-axis NBI is shown. 
However, the second curve can hardly be seen because the 
current drive efficiency is almost unchanged. It should be 
noted that assuming anomalous transport in the simulation 
does not significantly change the total current driven by off-
axis NBI because it mainly broadens the fast-ion profile. The 
reduced current drive efficiency of fast ions that are redis-
tributed outwards (e.g. lost or slowed down more quickly) 
is balanced by an inward diffusion of fast ions where the 
increased slowing down time allows particles to contribute 
more to the plasma current.
Experimentally, a reduced ohmic current is observed 
during off-axis NBI since the loop voltage, induced by the 
ohmic transformer coil to drive the current, drops. As shown 
in figure 9, the measured loop voltage is reduced by ≈50% 
between 4 and 7 s. This observation is in good agreement with 
the TRANSP predicted loop voltage, shown in red. In con-
trast, when assuming no current driven by the fast ions (simu-
lation plotted in yellow) prediction and experiment disagree. 
This shows without ambiguity that the reduction of the loop 
voltage is mainly caused by an increased current-drive from 
the off-axis NBI. In addition, it should be noted that the good 
match between the predicted and measured loop-voltage also 
validates the kinetic profiles input to TRANSP.
In contrast to this good agreement with the neo-classical 
simulation, the comparison between measured and predicted 
MSE angles shows differences. Figure  10 compares radial 
profiles of the MSE measurement for two time points during 
the off-axis phase. The MSE diagnostic measures the projec-
tion of the polarization direction of the sigma component of 
Figure 8. TRANSP predicted composition of the plasma current 
when assuming neo-classical fast-ion transport and when assuming 
a localized level of anomalous fast-ion diffusivity during off-axis 
NBI (there is almost no difference between the two cases).
Figure 9. Measured loop voltage compared with predictions from 
TRANSP. The simulation plotted in red takes the current driven by 
the fast ions into account while the simulation given in yellow does 
not.
Figure 10. Measured (a) and TRANSP-predicted (b) MSE angles 
for time points shortly and 2.5 s after switching to off-axis NBI.
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the beam emission of 60 keV neutrals of NBI Q3 on the plane 
perpendicular to its lines of sight (see geometry in figure 1). 
The polarization direction depends on the electric field vector 
encountered by the neutrals which are injected with the 
velocity vn. This electric field consists of the ×v Bn  Lorentz 
field and the radial electric field. The latter has been calculated 
based on the radial force balance [28] and on the assumption 
that the poloidal rotation velocity of deuterium is negligible 
(valid for neo-classical conditions). Here, it should be noted 
that our previous publication ([13]) neglected the diamagnetic 
term and applied the wrong sign for the radial electric field (a 
bug in TRANSP which has been resolved now). This overesti-
mated the change of the predicted MSE angles by about 20% 
NBI but did not qualitatively modify the result.
The combination of the line of sight geometry of the MSE 
diagnostic and the radial injection geometry of NBI Q3 pro-
vides a good sensitivity of the MSE diagnostic on changes 
of the poloidal magnetic field and, hence, on changes of the 
plasma current profile. The predicted MSE profile, plotted in 
figure  10(b), shows a clear modification between 4.5 s and 
6.5 s (shortly and 2.5 s after switching to off-axis NBI). This 
change is expected during the off-axis phase because the cur-
rent profile and, thus, the poloidal magnetic field, are supposed 
to vary slowly on the resistive time scale of seconds. First, the 
current generated by off-axis NBI is completely compensated 
by a reduction of the local ohmic current. Then, the current 
profile should change according to the off-axis beam depo-
sition on the resistive time scale. However, even after 2.5 s, 
the measured MSE profiles hardly exhibit any changes (see 
figure 10(a)).
Also when comparing the temporal evolution of the MSE 
data with the prediction by TRANSP, a disagreement is 
observed compared to the neo-classical simulation. Figure 11 
shows time traces of the individual channels of the MSE diag-
nostic. A radial sweep of ≈2 cm of the plasma at ≈3 s proves 
the reliability of the diagnostic through the clear change in the 
measurement that is well reproduced by TRANSP. Moreover, 
the diagnostic resolves well a step in the measured MSE 
angles at 4 s directly after the application of off-axis NBI. 
This is explained by a change of the Shafranov shift induced 
by a variation in the fast-ion pressure profile. To be able to 
compare the time evolution with the TRANSP prediction, 
a channel dependent offset has been added to the simula-
tion to match the experimental data between 3 and 4 s. As 
can be seen, the neo-classically predicted MSE angles in red 
change more than the measured ones. Also when assuming 
the level of anomalous fast-ion diffusivity at ρ ≈ 0.3t  which is 
needed to match the FIDA measurements during off-axis NBI, 
a very similar result to the neo-classical prediction is obtained 
(see the blue curve in figure 11). In contrast, the simulation 
changes substantially when switching off the fast-ion-driven 
current in the simulation. Without fast-ion current drive, the 
predicted evolution of the MSE angles strongly differs from 
the measured one. This proves that the NBI current drive effi-
ciency is not zero. However, the profile of the driven current 
differs from the prediction.
One possible explanation for the disagreement of the 
experimental and predicted current profile could be an incom-
plete model of the shielding factor of the positive ion current. 
However, all options available in the TRANSP code to calcu-
late the fast-ion driven current show very similar results (e.g. 
the application of a collisionality dependent shielding factor 
([29]) does not significantly change the NBI current drive effi-
ciency.). We also tested if the choice of the initial q-profile in 
a TRANSP simulation changes the conclusion but this is not 
the case. Further, a sensitivity scan similar to figure 6 has been 
conducted. However, the modifications are very small and 
cannot be displayed properly. Another possibility to explain 
the data would be that the fast-ions behave neo-classically in 
the observed part of the velocity space but experience strong 
anomalous transport in other regions. Further, the ( )1, 1  mode 
activity during on-axis NBI could already broaden the plasma 
current distribution, which would make the effect of off-axis 
NBI less pronounced. These two possibilities need to be 
investigated in future experiments with q-profiles above one 
and, hence, without ( )1, 1  modes and with extended capabili-
ties to diagnose the fast-ion distribution functions.
3. Sawtooth-induced fast-ion transport
In the 2014 experimental campaign of ASDEX Upgrade, 
fast-ion transport experiments were performed with 1 MA of 
plasma current, a toroidal magnetic field of -2.6 T and 2.5 
MW of heating power from one radially injecting on-axis 
NBI source (NBI Q3). The discharges feature low densities 
(≈ ×4 1019 −m 3) and high ion temperatures (up to 6 keV) and 
exhibit strong sawtooth activity, indicated by periodic drops 
of the central electron temperature, ion temperature and rota-
tion. The magnetic spectrogram in figure  12(a) shows the 
footprint of fishbone modes that appear prior to the sawtooth 
crashes. In addition, modes are visible after the crashes which 
Figure 11. Temporal evolution of the measured and predicted 
MSE angles. In red, the neo-classical prediction by TRANSP is 
shown. The prediction in blue represents the application of a local 
anomalous fast-ion diffusivity during the off-axis NBI phase and the 
simulation in yellow represents no fast-ion driven current.
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indicates an incomplete magnetic reconnection during the 
crashes which is a routine phenomenon observed in ASDEX 
Upgrade [30]. The crash times of the sawteeth are in the range 
of 0.1 ms which can be determined from tomographic recon-
structions of soft x-ray measurements. Figure 12(c) shows the 
position of the radiating plasma center as a function of time 
for one sawtooth crash. During the crash phase, the move-
ment of the plasma core reaches the =q 1 surface and the 
emissivity (mainly tungsten) drops. It should be noted that the 
emissivity is modulated before the crash due to the mode rota-
tion and the accumulation of tungsten on the low-field side 
which is caused by centrifugal forces.
The effect of the crashes on the fast ions is illustrated in 
figure 13. Panel a shows the measured count rate of neutrons, 
mainly produced by fusion reactions between fast ions and the 
background plasma. It should be noted that the experimental 
neutron rate in arbitrary units has been measured by a novel 
neutron spectrometer [31] that has a very good signal to noise 
ratio when integrating the measurement in energy but does 
not provide absolute fluxes. Clearly, the neutron rate drops 
periodically at every sawtooth crash. The same behavior can 
be seen in the predicted neutron rates from TRANSP that 
are plotted in red. The TRANSP code models the effect of 
sawtooth crashes on the fast ions by applying the Kadomtsev 
model [32], which assumes full reconnection of the helical 
magnetic field due to the crash and redistributes fast parti-
cles according to the evolving field lines. TRANSP predicts 
an outwards fast-ion redistribution to a colder plasma region 
where fast ions are slowed down more quickly and hence con-
tribute less to the neutron rate. The predicted relative change 
of the neutron rate in figure 13(a) agrees very well with the 
relative change in the experimental data. This suggests that 
the Kadomtsev model describes the sawtooth-induced fast-
ion redistribution well. However, it should be noted that the 
neutron fluxes are dominated by specific parts of the fast-ion 
phase space [33] and no strong and global statement can be 
made here.
In figures 13(b) and (c) we show the evolution of the inte-
grated (660–661 nm) and normalized FIDA radiation observed 
by two toroidal lines of sight. The beam emission used to 
normalize the data is plotted in blue in figures 13(b) and (c) 
and changes only weakly when sawtooth crashes appear. 
This shows that the probability of fast-ions to undergo charge 
exchange reactions and to emit FIDA radiation is not signifi-
cantly modified. The strong drops of the central FIDA/BES 
ratio (figure 13(b)) and the increased signal outside the =q 1 
surface (figure 13(c)) can, hence, be attributed to a radial fast-
ion redistribution.
Figure 14 shows radial FIDA/BES profiles from the 
toroidal lines of sight before and after the sawtooth crash at 
≈3 s as a function of ρt. A constant offset has been subtracted 
Figure 12. (a) Magnetic spectrogram and amplitude of the magnetic perturbation (b). (c) Emissivity and position of soft x-ray radiation 
during a sawtooth crash inferred by a tomographic reconstruction.
Figure 13. (a) Measured neutron rate in arbitrary units, scaled to 
roughly match the prediction from TRANSP (Kadomtsev model) 
given in red. (b) Temporal evolution of the measured FIDA/BES 
ratio at ρ = 0.07t  showing a clear reduction of the fast-ion density 
when sawteeth appear. (c) FIDA/BES ratio measured at ρ = 0.39t , 
indicating an increased fast-ion density after sawtooth crashes 
outside the sawtooth inversion radius. In blue, the evolution of the 
beam emission is given in ×2 1019 photons −s 1 −sr 1 −m 2 which has 
been used to normalize the FIDA data.
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from each channel to account for passive radiation from the 
plasma edge. The simulated FIDA/BES profiles, illustrated by 
the black lines, have been calculated by FIDASIM and the 
predicted change of the profiles is in good agreement with the 
measurement. This indicates that the sawtooth crashes cause 
an internal fast-ion redistribution of co-rotating fast-ions 
(observed by toroidal lines of sight between 660 and 661 nm) 
that is dominated by the motion of fast particles along the 
evolving field line, as assumed in the Kadomtsev model.
In order to study the effect of sawtooth crashes on the central 
fast-ion velocity space distribution of fast ions, a tomographic 
inversion has been performed which has been demonstrated 
previously [34–36] and is applied here to measure 2D fast-
ion velocity distribution functions as a function of energy and 
pitch ( = v vpitch / tot where v  is the fast-ion velocity anti-par-
allel to the magnetic field and vtot is the total fast-ion velocity). 
The inversion is based on the analysis of FIDA spectra from 
four viewing geometries, shown in figure 1 in red. The four 
lines of sight intersect the path of NBI Q3 in the plasma center 
(ρ < 0.09t ) and have angles to the local magnetic field of 12.4 
degrees, 133.3 degrees, 68.7 degrees and 103.2 degrees. 
Depending on this observation angle and a given wavelength, 
each view collects FIDA radiation of neutralized fast-ions 
from different regions in velocity space, described by FIDA 
weight functions [37]. As an example, the toroidal view (12.4 
degree) is sensitive to co-rotating fast-ions when analyzing 
strongly red-shifted FIDA light while the poloidal view (68.7 
degree) is sensitive to fast-ions with pitch values close to zero 
at the blue shifted side.
Coherently averaged spectra from the four views, just 
before and just after sawtooth crashes, are plotted in figure 15 
(coherent averaging has been used between 2.3 s and 4.5 s in 
discharge #30815 to reduce the statistical uncertainties of the 
measurement). Not all wavelength regions can be analyzed 
because additional spectral components are present, in addi-
tion to the FIDA radiation. In particular, the cold D-alpha radi-
ation at 656.1 nm (here blocked by a filter), the beam emission 
and strong impurity line emissions must be excluded from the 
analysis. Moreover, when performing tomographic inversions 
we use only FIDA light with Doppler shifts that correspond 
to fast ions with energies above 10 keV. In consequence, only 
the highlighted parts of the spectra (plotted in blue and red 
in figure  15) can be analyzed. Clearly, the measurement of 
the toroidal view (12.4 degree) shows a sawtooth-induced 
reduction of the FIDA radiation at red-shifted wavelengths 
while the poloidal view exhibits only a very weak variation 
at the blue shifted side. This already indicates that mainly co-
rotating fast-ions are affected by the sawtooth crashes.
For a more detailed analysis that includes all accessible 
wavelength ranges and viewing geometries, a tomographic 
inversion has been applied that is based on a truncated sin-
gular value decomposition as in previous work [34–36]. In 
this method the forward model to calculate FIDA spectra is 
formulated in the form of a matrix equation  composed of 
weight functions which have been calculated by FIDASIM. 
The Moore–Penrose pseudoinverse of this transfer matrix is 
then calculated by a truncated singular value decomposition. 
Here we discretized the (energy,pitch)-space uniformly using 
×15 15 grid points for pitches from -1 to 1 and energies from 
0 to 100 keV and a truncation level of 38 has been applied. 
The inferred 2D fast-ion velocity distribution functions just 
before and just after the coherently averaged sawtooth crash 
are shown in figures 16(a) and (b), respectively. The influence 
of the sawtooth crashes on the kinetic profiles and, hence, on 
the charge exchange and photon emission probability of fast 
ions is contained in the weight functions and, therefore, is con-
sidered by the tomography. As indicated by the cross-hatched 
area, we do not provide information on the low energy region 
Figure 14. Radial FIDA/BES profiles (660–661 nm) acquired 
with a time resolution of 2.5 ms before (blue) and after (red) a 
sawtooth crash at ≈3 s. In black, synthetic profiles from TRANSP+
FIDASIM are given. The error-bar plotted in the lower left part of 
the figure illustrates the average statistical uncertainties of the FIDA 
measurement. Figure 15. Time coherent averaged spectra containing FIDA 
radiation before (blue) and after (red) a sawtooth crash from four 
different viewing geometries on a semi logarithmic scale. The 
FIDA radiation can mainly be analyzed between 650 and 653 nm 
and between 659 and 662 nm where it is not superimposed by other 
spectral contributions, like the cold D-alpha radiation, the beam 
emission and impurity line emissions. The measured radiation 
plotted in yellow corresponds to the spectral regions that have been 
excluded from the tomographic reconstruction.
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because of our restriction in the observable wavelength range 
to fast ions above 10 keV.
The overall shapes of the reconstructed fast-ion distribu-
tion functions agree well with the fast-ion distribution func-
tions predicted by TRANSP, shown in figures 16(c) and (d). 
The simulations and the reconstructions before and after the 
crash show larger values for positive pitches than for negative 
pitches, explained by the co-current NBI injection geometry. 
Further, the beam injection peaks at full, half, and third injec-
tion energies (60 keV, 30 keV and 20 keV) partly appear in 
the reconstructions. However, there are also some discrepan-
cies possibly explained as we do not necessarily expect the 
TRANSP simulation to match the reconstruction since the 
discharge is not MHD quiescent but has strong ( )1, 1  activity 
also before the sawtooth crashes. Further, perfect subtraction 
of passive impurity radiation was not possible, which can 
also cause discrepancies: The reconstructions suggest slightly 
higher beam injection energy than expected from this 60 keV 
source. We also observe non-zero fast-ion phase-space densi-
ties at energies very much higher than 60 keV for positive 
as well as for negative pitches. These are likely artifacts of 
the reconstructions since similar features also appear in tomo-
graphic inversions of synthetic FIDA data for various trun-
cation levels of the singular value decomposition. With the 
experimental FIDA data, these artifacts are even stronger 
because we cannot measure the absence of FIDA light at 
large wavelength shifts when these wavelength ranges contain 
impurity line emissions. It is also possible that we have mis-
leadingly identified weak impurity radiation at large Doppler 
shifts as FIDA radiation which could also lead to such tails. 
Lastly, it should be noted that we cannot distinguish between 
fast ions generated by NBI and the high-energy tail of the 
thermal distribution. Hence the tomographic reconstruction 
shows the sum of the fast ions that have been injected and the 
ions of the thermal distribution that have more energy than 
10 keV.
Despite these uncertainties, the tomographic reconstruction 
allows us to provide, for the first time, a direct measurement of 
the redistribution level of fast ions. By integrating the inferred 
velocity space distribution in energy and pitch, we find a fast-
ion density before the crash of ×8.1 1012 fast ions −cm 3 and a 
fast-ion density of ×5.9 1012 fast ions −cm 3 after the sawtooth 
crash. This corresponds to a redistribution of about 30% of 
the central fast ion population. It should be emphasized that 
we present an estimate covering the entire velocity-space 
above 10 keV while previous studies [6, 9] reported on fast-
ion densities only in specific parts of the velocity-space. In 
addition, the tomographic reconstruction permits us to study 
Figure 16. (a)+(b) Reconstructions of the fast-ion velocity-space distribution function in the plasma center (inside =q 1) before and after a 
sawtooth crash in units of [ions/(keV cm3)]. (b)+(c) TRANSP predicted fast-ion velocity-space distribution function in the plasma center.
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the pitch-angle dependence of the sawtooth-induced fast-ion 
redistribution.
Figure 16(c) shows the relative changes in the fast-ion dis-
tribution function over the average sawtooth crash at 29 keV 
and 36 keV for pitches ranging from -0.5 to 1. Here we focus 
on energies and pitches for which the amplitudes of the dis-
tribution functions are large and smooth. As can be seen, the 
relative change is strongly dependent on pitch. The changes 
are modest for small pitches up to 0.5 (5% to 25% of redistri-
bution) and strong for co-rotating ions with pitches close to 1 
(up to 60% redistribution). The errorbars provided here repre-
sent the photon noise in the analyzed spectra and have been 
calcualted by the square roots of the diagonal elements of the 
covariance matrix of the inversion. It should be noted that the 
errorbars do not consider uncertainties in the weight functions 
or in the reconstruction algorithm.
The reconstruction shows that, particles moving parallel to 
the evolving field lines are affected most by sawtooth crashes 
while fast ions with significant velocity components perpen-
dicular to the magnetic field are less sensitive to the sawtooth 
instability. This result is in agreement with [6] and [7] and will 
be compared with MHD modeling results in future publica-
tions. Moreover, it should be noted that further improvements 
of the tomographic reconstruction are planned by using a fifth 
FIDA view, by modeling or avoiding impurity radiation and 
by combining the FIDA measurements with data from collec-
tive Thomson scattering [38].
4. Summary and conclusion
In NBI current drive experiments, the loop-voltage changes in 
agreement with the neo-classical prediction when replacing 
on-axis NBI by off-axis NBI. However, measurements of 
the MSE diagnostic do not agree with the predictions by 
TRANSP. The possibility to explain this discrepancy with 
an increased fast-ion transport has been studied by analyzing 
radial profiles from a FIDA diagnostic. Here, measurements 
during on-axis NBI are in good agreement with the neo-clas-
sical prediction and during off-axis, the measured profiles are 
only slightly flatter than expected. The level of anomalous 
fast-ion diffusivity need to match the slightly flatter profiles 
cannot explain the discrepancy between the MSE measure-
ment and the modeling. Possibly, ( )1, 1  MHD activity present 
in the discharges affects the plasma current distribution which 
is very difficult to consider in the simulation. Therefore, new 
experiments without ( )1, 1  MHD activity are planned in the 
2015 experimental campaign, in particular aiming at experi-
ment with elevated q-profiles.
During sawtooth crashes, very strong fast-ion redistribu-
tion is measured by an array of toroidal FIDA views and good 
agreement with the Kadomtsev model is found. 2D fast-ion 
velocity distribution functions in the plasma center have been 
calculated based on 4-view FIDA measurements which are 
easier to interpret than the raw FIDA spectra. They show a 
clear drop of the central fast-ion density after sawtooth crashes 
and a stronger redistribution of purely passing fast ions than of 
those ions with pitch values in the vicinity of zero.
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