Abstract-Energy efficiency is crucial in wireless communications. In this work, we compare strategies for packet delivery in a network composed of a single source and two destinations. Two transmission schemes are used: Automatic Repeat Request (ARQ) and Random Network Coding (RNC). We define the cost associated with each strategy as the expected energy spent per successfully delivered packet. Then, we optimize the cost for each strategy by finding the transmission power levels that minimize the energy cost. Our results show that the strategy/transmission scheme that spends the least energy depends on the channel conditions.
I. INTRODUCTION
Energy efficiency is increasingly important in wireless communication systems. Wireless devices rely on batteries and therefore are energy-limited. Hence, it is important to design energy efficient strategies that maximize the lifetime of wireless devices and the wireless network as a whole.
Also, in a single-source multiple-destinations network, it may be preferable to allow destination nodes that successfully receive the information from the source to transmit it to the remaining destinations rather than insisting that the source node must keep transmitting until all destinations receive it successfully. Hence, it is useful to consider methods that allow destination nodes to transmit to the remaining destinations and compare their performance to the case where only the source node transmits to the destination nodes.
There has been a vast body of literature which focuses on designing energy efficient transmission algorithms. In [1] and [2] , the authors develop centralized algorithms to obtain energy efficient multicasting trees for ad hoc networks based on the distances between the nodes while assuming that node locations and the channel qualities are fixed. In [3] , the authors use a link-based method to contruct a minimum energy delay contrained multicast tree. The tree is also constructed based on the locations of the nodes as in [1] and [2] .
Moreover, Network Coding, as proposed by Ahlswede el al [4] , is an alternative communication concept which has proved to achieve high improvements in terms of throughput and energy efficiency in wireless networks, especially in multicasting [5] [6] In this work, we consider two strategies in multicasting in a network composed of a source node and two destination nodes. In the first strategy, the source node is responsible to directly transmit every message to both destinations. In the second strategy, the destination node which first receives the message successfully from the source transmits to the remaining destination. The transmission schemes which we use are (i) simple Automatic Repeat Request (ARQ) and (ii) Random Network Coding (RNC). We then find the optimal power values that minimize the cost for each strategy and for every transmission scheme. Finally, we compare the obtained minimum cost for every strategy/ transmission scheme pair under different channel conditions between every pair of nodes in the network.
The paper is organized as follows: Section II describes the system model. Section III presents the cost expressions for every strategy/transmission scheme pair. Section IV describes the method for optimizing the cost functions. Finally, the results are presented in Section V.
II. SYSTEM MODEL
Consider source S multicasting packets to two destinations D 1 and D 2 . Time is slotted, and it is assumed that packets are always available at the source. The channels between the source and each destination D i (i = 1, 2) are independent Rayleigh fading with fading coefficient h i (i = 1, 2), and between both destinations are also Rayleigh fading with coefficient h ij (i, j = 1, 2 and j = i). The fading coefficient h i is Rayleigh distributed with parameter s i i.e. the pdf of h i is given by:
Similarly, h ij is Rayleigh distributed with parameter s ij (i, j = 1, 2 and j = i). Further, each of the channels is slowly fading i.e. the channel characteristics do not change within the duration of a time slot and AWGN noise is present at each destination D i . Hence, the packet erasure model is appropriate; namely, the probability of successful transmission is given by the probability that the Signal to Noise Ratio (SN R) exceeds the threshold γ required at the destination and it is given by:
The Signal to Noise Ratio (SN R i ) at destination D i is given by:
where P is the value of the power used by the transmitting node.
We denote by p i (i = 1, 2) the probability of successful transmission by source S to destinations D i , and by p ij the probability of successful transmission from destination D i to Destination D j (i = 1, 2 and j = i).
In every time slot, source S can either:
• Multicast a single packet to both destinations using simple Automatic Repeat Request (ARQ) • Multicast a group of L packets using Random Network Coding (RNC) .i.e. in every time slot, the transmitter selects randomly L coefficients from a u-ary alphabet (where u is the alphabet size) and forms random linear combination of the current delivered L packets.
In both cases, source S can multicast the information using one of the following strategies :
• Strategy 1: The source keeps transmitting until both destinations receive the data. (i.e. the individual packet in the case of ARQ or all L packets in the case of RNC).
• Strategy 2: The source transmits until one of the destinations receives the information, which subsequently transmits that information to the other destination.
Note that when using Strategy 2 with RNC, although one of the destinations fails to successfully decode all of the current L packets from source S directly, it may have received correctly some linearly independent combinations of the current L packets, and thus the destination (which successfully decode the currently delivered L packets from source S transmission) should not retransmit the L packets again from scratch but rather transmit enough random linear combinations of the current L packets until the remaining destination successfully decodes these L packets. To explain this further, we denote by D f the destination that has failed to successfully decode the current L packets from source S transmission and by D s the destination which has successfully decoded the current L packets from the source. Then, if D f has received n linearly independent combinations from source S (where 0 ≤ n < L), it should only need an additional L−n linearly independent combinations from D s that must be correctly received to permit decoding of the L packets.
Also, each of the nodes can transmit with power P ∈ [0, P max ] where P max is the maximum allowable power for transmission. We define P s to be the transmission power value of source S and P i be the transmission power value of destination D i .
III. COST FUNCTIONS
The cost associated with each strategy/transmission scheme pair is defined as follows:
A. Using ARQ Using ARQ, the cost is defined as the expected energy spent per successfully delivered packet.
For Strategy 1, the cost is:
where ξ ARQ (Strategy1) is the energy spent per successfully delivered packet using ARQ with Strategy 1. It is given by:
where T max is the time required for successful transmission of the current delivered packet using ARQ to both destinations and is given, in turn, by
where T i is the number of time slots for source S to successfully transmit the current delivered packet to destination D i . Using ARQ, T i is a random variable that follows a geometric distribution with parameter p i i.e.
For Strategy 2, the cost is:
where ξ ARQ (Strategy2) is the energy spent per successfully delivered packet using ARQ with Strategy 2. It is given by:
• T ij is the number of time slots needed for the successful transmission of the current delivered packet from destination D i to destination D j (i, j = 1, 2 and j = i).
• T is the number of time slots needed for successful transmission to both destinations knowing that both destinations receive the packet at the same time slot.
Hence,
In the case of ARQ, T 1 and T 2 are independent and geometrically distributed with parameters p 1 and p 2 respectively. The expressions for the expected values and the probabilities in the cost functions are presented in the Appendix.
B. Using RNC
In this case, the cost is defined as the expected energy spent per packet for the successful transmission of a group of L packets using RNC. For Strategy 1, the cost is:
where ξ RN C (Strategy1) is the energy spent per packet using RNC with Strategy 1. It is given by:
where T max is the time required for successful transmission of the current delivered L packets using RNC to both destinations.
where ξ RN C (Strategy2) is the energy spent per packet using RNC with Strategy 2. It is given by:
where
• T ij (n) is the number of time slots needed for the successful transmission of the current L packets from destination D i to destination D j (i = 1, 2 and j = i) knowing that destination D j has received n linearly independent combinations of the L packets from source S, where 0 ≤ n < L.
• T is the number of time slots needed for successful transmission of the current L packets to both destinations if both destinations successfully decode the L packets in the same time slot. (i.e. they receive successfully the L th linearly independent combination in the same slot).
Hence, the cost of using Strategy 2 for RNC is given by:
In the case of RNC, T 1 and T 2 are correlated since source S transmits the same random linear combinations to both destinations,and hence the joint distribution function of T 1 and T 2 is dependent on N 1 and N 2 , the number of linearly independent packets received by destinations D 1 and D 2 respectively. Thus, deriving the probabilities and expected value expressions in the cost function directly from the joint distribution of T 1 and T 2 will be more complicated than in the case of ARQ.
The computation of each of these probabilities and expected values is done through a Markov chain model that keeps track of the number of linearly independent coded packets received by every destination as well as the linearly independent packets received by both of them. Thus, each state of the Markov chain that is a triplet of the form (L 1 ,L 2 ,L c ) where:
• L 1 is the number of linearly independent combinations of packets received by destination
is the number of linearly independent combinations of packets received by destination
is the number of linearly independent combinations of packets received by both destinations.
The transitional probabilities for this Markov chain are derived in [7] . This Markov chain model is used to compute the expected values and the probabilities in the cost function as follows.
• Computing E(T max ): Since T max is the number of time slots spent until both destinations receive successfully the current L packets using RNC, E(T max ) can be computed using the Markov chain as the mean passage time from the initial state (0, 0, 0) until reaching for the first time either of the states (L, L, i) where 0 ≤ i ≤ L.
To compute E(T max ), the Markov chain is reduced by combining the states of the form (L, L, i) (0 ≤ i ≤ L) into a single state and updating the transitional probabilities accordingly. We denote by F the obtained state. Using the reduced Markov chain, E(T max ) is given by:
Where m 0F is the mean first passage time from state 0 to state F The mean first passage time from state i to state j is computed recursively as follows [8] :
where N is the size of the reduced Markov chain, and P ik is the transitional probability from state i to state k. Hence, m ij is obtained by solving the obtained linear system of variables m kj where 0 ≤ k < N .
• Computing P (T 1 < T 2 ) and E(T 1 |T 1 < T 2 ):
Using the Markov chain, this corresponds to that the first time passage from state (0, 0, 0) to any state of the form (L, j, k), where 0 ≤ j < L and 0 ≤ k ≤ j occurs before the first time passage from state (0, 0, 0) to any state of the form (i, L, k), where 0 ≤ i ≤ L and 0 ≤ k ≤ i).
• Computing P (T 2 < T 1 ) and E(T 2 |T 2 < T 1 ):
Using the same Markov chain structure, this corresponds to that the first time passage from state (0,0,0) to any state of the form (i, L, k), where 0 ≤ i < L and 0 ≤ k ≤ i occurs before the first time passage from state (0,0,0) to any state of the form (L, j, k), where 0 ≤ j ≤ L and 0 ≤ k ≤ j.
• Computing P (N 2 = n|T 1 < T 2 ): This probability corresponds to the probability that destination D 2 received n linearly independent packets (0 ≤ n < L), while destination D 1 successfully decodes the current delivered L packets from source S. It can be written as:
Using the Markov chain, the probability P (N 2 = n, T 1 < T 2 ) corresponds to the probability of first time passage from state (0,0,0) to any state of the form (L, n, k), where 0 ≤ k ≤ n occurs before the first time passage to any state of the form (k, l, m), where 0 ≤ k ≤ L, n < l ≤ L and 0 ≤ m ≤ min(k, l) .
• Computing P (N 1 = n|T 2 < T 1 ): This probability corresponds to the case that destination D 1 received n linearly independent packets (0 ≤ n < L), while destination D 2 successfully decodes the current delivered L packets from source S. It can be written as:
Using the Markov chain, the probability P (N 1 = n, T 2 < T 1 ) corresponds to the probability that the first time passage from state (0,0,0) to any state of the form (n, L, k), where 0 ≤ k ≤ n occurs before the first time passage from state (0,0,0) to any state of the form
• Computing E(T ij (n)): This quantity is also computed by following the evolution of the number of RNC linearly independent combinations of packets received by destination D j . This is also a Markov chain where each state k is the number of linearly independent combinations of packets received by destination D j . Using this Markov chain, E(T ij (n)) is computed as the mean first passage time from state k to the final state L.
IV. COST OPTIMIZATION
After obtaining the expressions of the cost functions as described in the preceding section for both strategies, while using either ARQ or RNC as a transmission scheme, the objective is to find the optimum power values P s , P 1 , and P 2 for each of the strategies that minimize their corresponding cost and to find under what conditions(channel characteristics, transmission scheme) each performs better. However, since the cost functions have complicated structures and in the case of RNC do not have closed form expression, optimization is performed by generating dense vectors of power values over the interval [0, P max]. Then for every power value, the cost function for each strategy and under each transmission scheme is computed. Finally, the power values which correspond to the lowest cost are selected. 
A. Results
In this section, we investigate the effect of the channel conditions on the performance of every strategy/transmission scheme pair.
The parameters' values used for RNC are: L = 2 and u = 503.
Since there are four different channels in the network and to limit the number of variables in the analysis, we vary the channel quality between source S and destination D 2 while fixing the quality of the remaining channels.
Thus, the Rayleigh fading coefficient value s 2 between the source S and destination D 2 is varied between 10 and 100 (a higher value means better channel quality) while the Rayleigh fading coefficient value for the remaining channels is kept fixed at 200, and the optimal cost for every strategy/transmission scheme is computed for every different value of s 2 . The results are shown in Figure 1 .
The results indicate that when the channel between source S and destination D 2 is of low quality (for low values of s 2 ), Strategy 2 has better performance than Strategy 1. This is because when the channel between the source and destination D 2 has low quality (compared to the other channels), it requires a large number of time slots for source S to transmit the packets to both destinations, and hence it will be more energy efficient to use Strategy 2. Also, the results show that RNC achieves better performance than ARQ when using Strategy 2 because in the case of RNC, the destination which fails to decode the L packets from source S transmission may already have received some linearly independent combinations of packets from source S. Thus, the number of linearly independent combinations of packets it should receive from the transmitting destination is the difference between L and the number of linearly independent packets received from source S transmission, and this results in reducing the number of needed time slots per successfully delivered packets. However, as the channel quality between the source S and destination D 2 becomes higher, Strategy 1 will achieve better performance than Strategy 2, since both receivers will receive packets with high probability from source S and thus the time required for source S to deliver the packets to both receivers will be reduced. The results also show that under Strategy 1, ARQ achieves better performance than RNC. This is not surprising since in the case of RNC, the destinations may receive linearly dependent combinations of packets, which results in increasing the time to deliver the packets from source S to both destinations and hence in this case it is more energy efficient to use ARQ.
V. CONCLUSIONS
In this paper, we have considered strategies for transmission in a one-source, two-destination network and evaluated the energy performance of each strategy. The results show that the optimal strategy is dependent on the channel conditions and on the transmission scheme used. Although the strategies in this work are applied on a simple network, these strategies can be used as a first step in designing strategies for networks with larger number of nodes. Further, it remains interesting to use these strategies to design energy efficient routing schemes in general multihop networks. 
The details of the Markov chain used to derive the cost in the RNC case are omitted since they are quite complicated. The structure of the Markov chain however is identical (or very similar) to the one in [7] that is amply documented.
