Abstract-In computer vision, face tracking is having wider opportunities for research activities using different background video sequences because of various factors and constraints. Due to the challenges that are increasing day by day, old/existing algorithms are becoming obsolete. There are many powerful algorithms that are limited to certain set of video sequences. In this paper, we are proposing an algorithm that detect and track multiple faces in different background video sequences. Viola-Jones face detection algorithm is used in such a way that, new face/first face need not to be in the starting frame of the selected video sequence. The proposed algorithm successfully detect new face(s) along with existing face(s) by keeping track of the facial data using BRISK feature points. The mean of the old points and new points are calculated based on the area of the facial data. The detected face(s) in further frames undergoes similarity check with existing facial data. If detected facial data and existing facial data mismatches, then the detected facial data is entered into face tracks structure. By using point tracker method, the proposed algorithm track those points that has been set for each of the facial data.
I. INTRODUCTION
Advancement in technology is opening the path for researchers to look deeper into computer vision and image processing fields extensively. Video processing is a specific area of research in image processing that relies upon video sequences i.e. a set of frames/images. Face detection and tracking is the extensive area of research in video processing which faces various challenges [1, 32] . The technical challenges are: variations in illumination, pose, facial expressions, aging, occlusion and background conditions.
A. Face Tracking Overview
Face detection is the first step for further tracking it in video sequence. It manages separation of rushing face(s) out of background. Currently, the segmentation techniques use spatial or temporal information in the video sequence. Further, features are extracted from the region of interest i.e. from the segmented image. By doing feature extraction, we can determine numerous attributes and properties related with the face region being segmented. The importance of feature selection as well as extraction process is to minimize the dimensionality. The count of features selected for tracking also troubles the problem's time complexity and space complexity. The dimensionality housing in the problem needs to be lowered by considering some searching features out of all the features in the window or segmented portion. Finally, for a particular video sequence, based on the face(s) detected and features extracted in the last frame, face tracking process captures the moving face(s) among the next frames.
B. Categories of Tracking
Some of the possible categories of tracking methods are: 1). Intensity-based tracking: Intensity of the pixel is actual low level input, which combines the object surface, illumination around the object, the noise, the internal and external properties of the camera involved during image acquisition. Some of the features extracted are Eigen values of the minimum bounding box, matrix trace, mean and variance, horizontal and vertical projections. The 1. Static camera with moving face(s) 2. Moving camera with static face(s) 3. Moving camera with moving face(s).
It is somewhat easier to detect and track face(s) in the first type of video sequences compared to the second and third type, which induces lot of challenges. Hence, it is creating the path for investigators to look into new methods for face tracking in video sequences with different backgrounds. The proposed algorithm is capable of detecting and tracking face(s) in all the three above said type of video sequences.
D. Problem Statement
Multiple faces detection and tracking in a video sequence is a much researched area as there are a very few algorithms that processes video sequences containing many faces. The proposed algorithm detect and track face(s) even if the face(s) do not appear in the first frame itself. The proposed algorithm is initiated with ViolaJones algorithm [3, 4] to detect facial regions and compute BRISK feature points [5] . The mean of those points is computed and stored. In further frames, algorithm checks similarity of detected face(s) with the threshold value. If the value matches with the existing facial data, it plots a bounding box around it. In case if the value does not meet the threshold value or new face(s) has been introduced in the current frame, then the above said computation takes place again and the new facial data is stored. This process repeats until the last frame is processed. Finally, using the point tracker, point values are tracked throughout the video sequence.
E. Additional Contribution and Organization of the Paper
In this paper, we also propose metrics for evaluating the performance of our proposed algorithm. For testing and analysis we have considered video sequences from YouTube Celebrities dataset [22] , Choke Point dataset [24] and HOHA dataset [25] . Based on the results obtained, it is definite that the proposed algorithm performs robust in most of the video sequences.
The remaining portion of paper includes related works that has been referred and utilized while carrying out this work and mentioned in section 2. Section 3 includes the methodology on how the proposed algorithm works. Section 4 includes the metrics that has been used for carrying out the evaluation of the proposed algorithm. Section 5 includes detailed results with analysis that supports the robustness of our proposed algorithm. Conclusion and discussion of the work are part of section 6 and section 7 talks about future works that can be done.
II. RELATED WORKS
The survey presented here covers those works that are in the same context as the proposed algorithm. However, for comprehensive completeness, the survey also provide brief information on some of the other techniques which are used for similar tasks.
Static part of the video frames which is never varying is considered as background, dynamic part is the moving object. Whenever the color of an object is completely different than rest other part of the image, then modelling is easy and simple thresh-holding can do the background subtraction. If it is more than one color in the non-object portion of image then a multi-point thresh-holding will do the background subtraction [6] . It is a decent approach, but highly responsive to variations in changing scenes. Due to these issues, this approach completely relies on a neat background prototype to minimize the impact of the variations [7] .
Temporal differencing [8, 9] uses the pixel-wise distinctions among two to three successive frames of a video sequence to separate rushing parts. It is notably flexible to changing situations. But, normally it carries out a bad work of separating every applicable element, e.g., chances of gaps remaining inside the objects. Lipton et al. [8] conferred a two-frame differencing plan to identify targets that are moving in real video sequences. To overcome the deficiencies of two-frame scheme in few cases, differencing of three-frames can be used. For example, Jie Xia et al. [9] established a double difference approach by merging three-frame differencing.
Segmentation techniques that are optical-flow based uses flow vector properties of moving targets along time for detecting moving parts in a video sequence. However, Metrics [10] gives more detail about how optical flow method works. The proposed algorithm uses Viola-Jones algorithm [3, 4] to detect face(s) in video sequences. The before said algorithm efficiently detect the face(s) if they are present in the first frame of video sequences. The algorithm was basically trained to detect frontal faced face(s) that are bound to certain constraints. A survey on face recognition techniques by Ranganatha S et al. [1] elaborates the constraints of face detection in detail. The work in literature [11] by Jones et al. is a continuation to the work in literature [3] by Viola et al.
In case of feature based tracking, features are used as the attribute of the face characteristics. Color, intensity (contrast, brightness), texture can be thought as primary features while some other secondary features are also given, fusing primary feature information; example Haarlike features [3, 12] , Histograms of Oriented Gradients (HOG) features [13] , Scale Invariant Feature Transform (SIFT) features [14] , CENsus TRansform hISTogram (CENTRIST) [15] , Speeded-Up Robust Features (SURF) [16] etc. Haar-like features are especially designed for face by Viola and Jones [3] . S. Leutenegger et al. [5] presented an algorithm that is more efficient than SHIFT and SURF feature points. The detected points are far better and reliable in the frames that are given as input and coined as "Binary Robust Invariant Scalable Keypoints" (BRISK) feature points. BRISK feature points are used in the proposed algorithm, which gives a vital support for detecting multiple facial areas in the given input video frame and enables to track those points efficiently using point trackers.
Lucas and Kanade [17] , Tomasi and Kanade [18] have done an extensive research on tracking certain regions in video frames. Using the points present in the frames, they developed a point tracking algorithm to track those points which is popularly known as KLT algorithm. Shi and Tomasi [19] in their work "Good Features to Track" have mentioned certain features that are very less susceptible to constraints such as illumination, aging etc. The point features generated by their method are not variant to rotational and translational transformations; but, variant to affine or projective transformations.
Literature in [20] discusses the problem of detecting and tracking human face(s) in video sequences captured using a static camera. Motion in the video sequences is because of people movement. Banks and supermarkets surveillance video sequences are considered for analysis here. But, this approach fails to track human face(s) in moving camera with static face(s) and moving camera with moving face(s) video types. Ranganatha S et al. [21] have proposed a novel algorithm to track human face in video sequences by fusing KLT technique with centroid and corner points. It effectively improvised the KLT algorithm by tracking faces in few more frames in certain videos than the original algorithm. For testing and analysis, they have considered the video sequences which are available as part of the literature [22] . Their method works for static camera with moving face(s) video sequences and fails to track multiple faces. Ranganatha S et al. [26] have also developed an algorithm for face tracking by integrating improved CAMSHIFT [27, 31] and kalman filter [28] [29] [30] . Their face tracking algorithm work faster and solve the problem of illumination. But, they have used only static camera with moving face(s) video sequences from YouTube Celebrities dataset [22] for testing and analysis. Their method cannot be applied to track multiple faces.
The popular existing face(s) tracking algorithms in video sequences are lagging behind whenever they undergo tracking of multiple faces in different background video sequences. The algorithms also fail when new face(s) that are not available in the beginning frame are added in the upcoming frames. As a research area, face tracking and recognition is very active and the technology has grown to better heights since after the survey of R. Chellappa et al. [23] . However, rapid research is going on in this area to detect and track face(s) in different background video sequences.
III. METHODOLOGY
The proposed system architecture is summarized in Fig.1 below.
The technique that is being employed to detect face(s) and track them in the input video sequence involves two major parts:
1. Detect the face(s) present. 2. Track the detected face(s). 
A. Detection of Face(s)
This section revolves around how the face(s) are detected in a frame and how the track data is persistently stored in the external file. By using those detected data values; the facial points data in the previous frame is compared with that of the facial points data detected in the current frame. If the match is found, then plot a bounding box surrounding the face area detected. If the current frame consists of some new face(s) whose data is not present in the file, then the points data of the new facial region that is present in the current frame is saved into the file. The same procedure is repeated until the last frame is processed. d. Assign trackerID with current trackerID+1. e. Increase maximum number of trackers value by 1. f. Get features to track and initialize tracker. g. Update the face data as described in step 7. 7. If the facial point data does exist in the file and the facial data has been updated in the current frame; then it has to modify in the tracks file as follows. a. Verify if there exists a detected face in the ongoing frame. b. If the face detected is new face then add the new face data and repeat step 6. c. Else append face to current frame by setting its trackID, bounding box details and landmarks in and around the facial region.
B. Tracking of Face(s)
This section revolves around how the detected face(s) in each frame are tracked throughout the video sequence. This tracking methodology is dynamic as the new facial point data is updated when each frame is processed and that data is used in tracking of face(s) in further frames. 
C. Time Complexity
The algorithm complexity can be estimated by parts as follows:
1. So, overall algorithm complexity will be the sum of the complexities mentioned above, i.e.
We ignore ( 
IV. METRICS
The algorithm developed has the combination of BRISK points; its mean and similarity with points in the previous frame and matching for the threshold value. There is no particular algorithm that has been developed of the same type or which computes nearly similar to the proposed algorithm. Hence, to assess the attainment of our proposed algorithm, we have formulated certain equations which are explained in this section. Due to the lack of similar algorithms, this algorithm undergoes selfexperimentation to check its performance.
The performance standards are calculated based on the process that the algorithm undergoes. The video sequences are taken from various datasets as follows:
1. YouTube Celebrities dataset [22] . 2. Choke Point dataset [24] . 3. HOHA dataset [25] .
The videos chosen for the performance evaluation have certain challenges in each of them such as multiple faces, illumination changes, face(s) not being present in the first frame and so on. Also, the videos are chosen to satisfy different background conditions.
We have considered 4 metrics/evaluation techniques to analyse the performance of the algorithm during its execution. The 4 evaluation techniques are as follows:
1. Spatial Difference (SD).
Dimensional Ratio (DR). 3. Dimensional Error (DE). 4. Detection Factor (DF).

A. Spatial Difference (SD)
The Spatial Difference is the measure of difference in the regions between the area of bounding box that is picked as Ground Truth (GT) with the area if the bounding box of the ongoing frame taken as System Track (ST).
i.e. Where n = Frames count in the selected video sequence that contains the facial region, i Area = Area of the i th frame where i ranges from 1 to n. For this and all the future evaluations wherever we need Ground Truth data, we had considered i-1 frame data as the Ground Truth data if the current frame under process is i. We are considering marginal threshold range for the values of SD as 100000 100000 SD
for the data to be accepted and valid, as there will be slight changes in the area of bounding box between previous frame and current frame. i.e. 
B. Dimensional Ratio (DR)
The Dimensional Ratio is the sum of the values of individual frames (DR i ) with regard to that of total count of frames (n). The value of an individual frame is the ratio between GT and ST data of the current frame under process.
i.e. The Dimensional Ratio is considered to be valid only if the DR results in 1 with an exemption of ±0.2 for some rare constraints such as noise, video quality and few other factors. But to consider it as optimal, the DR should be 1. As for a perfect bounding box, the ratio of their width with respect to height will always be 1. For all True Positive (TP) results, the width and height varies only if the result is False Positive (FP) and/or False Negative (FN). False Positive situation is the one in which total pixels which has the object that has no link with the Ground Truth object. False Negative is the situation in which pixels that are getting matched doesn't contain the actual object but are still being matched. Hence, when the pixels overlap with the required object, in our case it is the facial region; then the result obtained will be considered as True Positive result. 
C. Dimensional Error (DE)
The video sequences that are being used for evaluation and analysis are majorly of surveillance and with specific challenges. In both set of video sequences the faces which we are getting are either at the constant distance from camera or walking towards the camera, none of them are walking backwards depicting as if they are moving away from the camera. Based on this criteria, we form a theoretical analysis that the bounding box value/dimension have to be either constant or increasing but never decreasing during transition from i- 
Where N = Number of frames having face detected.
D. Detection Factor (DF)
The Detection Factor is the measure of total count of frames where in the face is detected with respect to the total count of frames in which that face exists. Looking into the statement, we feel it's simple as there will be faces in every frame and it will be detected. But, since the algorithm even deals with (i) detection followed by tracking of multiple faces in the selected video sequence which may come in any frame, (ii) the face(s) can also have non continuous presence throughout the video sequence; even then the face tracks structure of the algorithm keeps hold of any number of face(s) that come in between any number of frames. So while tracking multiple faces, the DF value will going to decrease due to various challenges. The DF value is calculated as follows: We shall also compute the efficiency percentage of the algorithm to detect the face(s) using DF% as follows:
By using the above mentioned techniques; SD, DR, DE, DE% and DF%, we have tested the selected video sequences that are having certain challenges associated with each of them and their results are tabulated and analysed. Since the video sequences we have considered for analysis have the number of frames ranging from 100-3000 and many number of people, we are limiting each video sequence to certain number of frames and/or certain number of faces which are explained in detail during its analysis.
V. RESULTS AND ANALYSIS
In this section, we apply above mentioned evaluation techniques on various video sequences which belongs to the categories mentioned below:
 Static camera with moving face(s).  Moving camera with static face(s).  Moving camera with moving face(s).
Each of these type of video sequence will consist certain challenges in it. The algorithm being developed works on all types of video sequences as mentioned above. The height and width considered for calculation are in terms of pixels. Let us examine various set of video sequences in later parts.
Equation (1) states the difference in the area of bounding boxes between Ground Truth and System Track. We make use of (1) in our computation to show the bounding box variation throughout the analysis and results are tabulated for the three different categories of videos. Equations (2) and (3) compute Dimensional Ratio and Dimensional Error, both of them act directly on the dimensions of bounding box. The 0's obtained from (3) states that there is no Dimensional Error between consecutive frames. Equation (4) is used to measure the total number of frames in which the face has been detected with the total number of frames present. This metric gives us the idea about the robustness of the algorithm to track the detected face(s).
A. Single Face and Multi-Colored Video Sequence
The video sequence that is being taken for analysis in this section is from the YouTube Celebrities dataset [22] which comprise of clipping of an actress's interview. The video sequence named 0286_01_016_angelina_jolie.avi has been taken from the dataset for the analysis purpose. This video has a frequent illumination change in it making it difficult for certain existing algorithms to fail to keep track of the face region. It falls under the video category of static camera with moving face(s). Some of the frames of the selected video sequence which contains the face(s) detected and tracked are shown in Fig.2 . The statistics of frames of that video sequence under track are shown in Table 1 This video sequence has 186 frames, computation and evaluation has been done on all 186 frames and the results are tabulated. Due to large chunk of data we show the snippet of the computed result in tabulation. Area  SD  DR  DE  3  81  81  6561  0  1  0  5  80  80  6400  161  1  1  7  80  80  6400  0  1  0  9  83  83  6889  -489  1  1  10  83  83  6889  0  1  0  11  83  83  6889  0  1  0  12  83  83  6889  0  1  0  13  83  83  6889  0  1  0  14  83  83  6889  0  1  0  15  83  83  6889  0  1  0  16  83  83  6889  0  1  0  17  83  83  6889  0  1  0  18  83  83  6889  0  1  0  19  83  83  6889  0  1  0  20  83  83  6889  0  1  0 The above table shows the results till frame 20 but evaluation is done till frame 186. The final overall result after the complete analysis of frames is shown as a graph in Fig.3 .
B. Multiple Faces but One Face at a Time with Limited Lighting
The video sequence that is being considered for analysis in this section is from the Choke Point dataset [24] . It comprises of a surveillance video sequence where people are walking through the door one after another. This video sequence has multiple faces incoming one after another and face is not available in the first frame itself. It falls under the video sequence category of static camera with moving face(s). The video P1ES1C1.mp4 has 1910 frames, not every face is present in all the frames and there are more than 10 faces. So, rather limiting to number of frames we limit to number of faces. Randomly chosen three frames of this video sequence in which the face(s) are detected and tracked are shown in Fig.4 .
Analysis of the first 3 faces that are detected and tracked are displayed in Tables 2, 3 and 4 respectively. Due to large number of frames and faces being present in this video sequence, we shall limit our evaluation up to certain number of faces. For each face we have carried out full computation consisting of that face in the video sequence. But, only few frames are tabulated in this paper for reference based on the faces accordingly. Table 2 shows data starting from frame 189 from which face 1 enters into the scene and present till frame 211, but in actual large data, face 1 is present till frame 243. The final overall result after the complete analysis of 55 frames is shown as a graph in Fig.5 . 
Face 2
In the video sequence, face 2 appears in total of 33 frames (n) and it is detected in 22 frames (N). The portion of the tabulation is as follows: Area  SD  DR  DE  294  116  116  13456  0  1  0  295  124  124  15376  -1320  1  0  297  135  135  18225  -2849  1  0  299  142  142  20164  -1939  1  0  301  148  148  21904  -1740  1  0  303  152  152  23104  -1200  1  0  305  148  148  21904  1200  1  1  307  156  156  24336  -2432  1  0  308  156  156  24336  0  1  0  310  162  162  24244  -1908  1  0  311  162  162  24244  0  1  0   Table 3 shows data starting from frame 294 from which face 2 enters into the scene and present till frame 311. In actual large data, face 2 is present till frame 326. The final overall result after the complete analysis of 33 frames is shown as a graph in Fig.6 . 
Face 3
In the video sequence, face 3 appears in total of 53 frames (n) and it is detected in 39 frames (N). The portion of the tabulation is as follows: 354  107  107  11449  0  1  0  355  110  110  12100  -651  1  0  357  110  113  12769  -669  1  0  359  110  121  14641  -1872  1  0  361  110  120  14400  241  1  1  363  110  130  16900  -2500  1  0  365  110  129  16641  259  1  1  367  110  131  17161  -520  1  0  369  110  129  16641  520  1  1  371  110  136  18496  -1855  1  0   Table 4 shows data starting from frame 354 from which face 3 enters into the scene and present till frame 371. But in actual large data, face 3 is present till frame 406. The final overall result after the complete analysis of 53 frames is shown as a graph in Fig.7 . 
C. Multiple Faces but One Face at a Time with More Illumination
The video sequence that is being taken for analysis in this section is from the Choke Point dataset [24] . It comprises of a surveillance video sequence where people are walking through the door one after another. This video sequence has multiple faces incoming one after another and face is not available in the first frame itself. It falls under the video sequence category of static camera with moving face(s). The video sequence P2ES2C1.mp4 has 129 frames after removing excess frames while converting frames into video sequence from images. There are more than 10 faces and not every face is present in all the frames. So, rather limiting to number of frames we limit to number of faces say first 3 faces that are tracked for the analysis. In the scenes as shown in the pictures of Fig.8 below, we can see that there is a lot of illumination around and also reflection in the doors of the entrance. The reflection and bright light leads to the creation of False Negative tracks in certain frames. By ignoring False Negative results and considering good tracks, we carry out analysis that is shown in Tables 5, 6 and 7 respectively. 
Face 1
In the video sequence, face 1 appears in total of 21 frames (n) and it is detected in 9 frames (N). The tabulation is as follows: Area  SD  DR  DE  3  129  129  16641  0  1  0  6  144  144  20736  -4095  1  0  8  128  128  16384  4352  1  1  13  90  90  8100  8284  1  1  15  92  92  8464  -364  1  0  17  92  92  8464  0  1  0  19  94  94  8836  -372  1  0  21  95  95  9025  -189  1  0  23 100 100 10000 -975 1 0 Table 5 shows data starting from frame 3 from which face 1 enters into the scene and present till frame 23. After the complete analysis of 21 frames, the result is shown as a graph in Fig.9 below. 
Face 2
In the video sequence, face 2 appears in total of 21 frames (n) and it is detected in 15 frames (N). The portion of the tabulation is as follows: Table 6 shows data starting from frame 26 from which face 2 enters into the scene and present till frame 42, but in actual large data, face 2 is present till frame 46. The final overall result after the complete analysis of 21 frames is shown as a graph in Fig.10 below. 
Face 3
In the video sequence, face 3 appears in total of 27 frames (n) and it is detected in 21 frames (N). The tabulation is as follows: Area  SD  DR  DE  48  127  127  16129  0  1  0  49  136  136  18496  -2367  1  0  50  136  136  18496  0  1  0  51  136  136  18496  0  1  0  53  142  142  20164  -1668  1  0  54  142  142  20164  0  1  0  55  142  142  20164  0  1  0  56  142  142  20164  0  1  0  58  158  158  24964  -4800  1  0  59  158  158  24964  0  1  0  60  158  158  24964  0  1  0  61  158  158  24964  0  1  0  63  189  189  35721  -10757  1  0  64  189  189  35721  0  1  0  65  189  189  35721  0  1  0  66  189  189  35721  0  1  0  68  202  202  40804  -5083  1  0  70  209  209  43681  -2877  1  0  71  209  209  43681  0  1  0  73  214  214  45796  -2115  1  0  74  206  206  42436  3360  1  1   Table 7 shows data starting from frame 48 from which face 3 enters into the scene and present till frame 74. The final overall result after the complete analysis of 27 frames is shown as a graph in Fig.11 below. 
D. Multiple Faces Appearing in Certain Frames
The video sequence that is being taken for analysis in this section is from the Choke Point dataset [24] . It comprises of a surveillance video sequence where people are walking through the door one after another. This video has multiple faces incoming at a time and also face(s) are not available in the first frame itself. It falls under the video category of static camera with moving face(s). The video P2ES5C1.mp4 has 45 frames after removing excess frames while converting frames into video sequence from images. There are more than 10 faces and not every face is present in all the frames. So, rather limiting to number of frames we limit to the number of faces; say first 3 faces that are tracked for the analysis. An important observation here is even though we have several face(s) in the selected video sequence; the total number of frames are less, because multiple faces appear in the single frame itself rather spreading across different frames. The frames are as shown in the pictures of Fig.12 below, we can see lot of people walking through the entrance. By considering only the good tracks, we carry out analysis that is shown in Tables  8, 9 and 10 respectively. 
Face 1
In the video sequence, face 1 appears in total of 28 frames (n) and it is detected in 14 frames (N). The tabulation is as follows: 87  7569  175  1  1  118  83  83  6889  680  1  1  123  86  86  7396  -507  1  0  128  85  85  7225  171  1  1  130  87  87  7569  -344  1  0  131  90  90  8100  -531  1  0  133  90  90  8100  0  1  0  135  92  92  8464  -364  1  0  136  96  96  9216  -752  1  0   Table 8 shows data starting from frame 109 from which face 1 enters into the scene and present till frame 136. The final overall result after the complete analysis of 28 frames is shown as a graph in Fig.13 . 
Face 2
In the video sequence, face 2 appears in total of 17 frames (n) and it is detected in 9 frames (N). The portion of the tabulation is as follows: Table 9 shows data starting from frame 118 from which face 2 enters into the scene and present till frame 134.
The final overall result after the complete analysis of 17 frames is shown as a graph in Fig.14 . 
Face 3
In the video sequence, face 3 appears in total of 14 frames (n) and it is detected in 5 frames (N). The tabulation is as follows: Table 10 shows data starting from frame 137 from which face 3 enters into the scene and present till frame 150. The final overall result after the complete analysis of 14 frames is shown as a graph in Fig.15 . 
E. Multiple Faces Appearing in Frames and Subjected to Multiple Illuminations
The video sequence that is being taken for analysis in this section is from the Choke Point dataset [24] . It comprises of a surveillance video sequence where people are walking through the door one after another. This video has multiple faces incoming together and also face(s) are not available in the first frame itself. It falls under the video category of static camera with moving face(s). The video sequence P2LS5C1.mp4 has 26 frames after removing excess frames while converting frames into video sequence from images. There are more than 10 face(s) and not every face is present in all the frames. An important observation here is even though we have several face(s) in the selected video sequence, the total number of frames are less. This is because, multiple faces appear in the single frame itself rather spreading across different frames. So, rather limiting to number of frames we limit to number of faces; say first 3 faces that are tracked for the analysis. The scenes are varied based on the lighting conditions and also we obtain False Negative results due to reflection on the glass door. As shown in the pictures of Fig.16 below, we can see lot of people walking through the entrance. By considering only the good tracks, we carry out analysis that is shown in Tables  11, 12 and 13 respectively. 
Face 1
In the video sequence, face 1 appears in total of 17 frames (n) and it is detected in 7 frames (N). The tabulation is as follows: Table 11 shows data starting from frame 46 from which face 1 enters into the scene and present till frame 62. The final overall result after the complete analysis of 17 frames is shown as a graph in Fig.17 . 
Face 2
In the video sequence, face 2 appears in total of 14 frames (n) and it is detected in 6 frames (N). The portion of the tabulation is as follows: Table 12 shows data starting from frame 50 from which face 2 enters into the scene and present till frame 63. The final overall result after the complete analysis of 14 frames is shown as a graph in Fig.18 . 
Face 3
In the video sequence, face 3 appears in total of 8 frames (n) and it is detected in 8 frames (N). The tabulation is as follows: Area  SD  DR  DE  64  84  84  7056  0  1  0  65  85  85  7225  -169  1  0  66  89  89  7921  -696  1  0  67  93  93  8649  -728  1  0  68  95  95  9025  -376  1  0  69  95  95  9025  0  1  0  70  96  96  9216  -191  1  0  71  96  96  9216  0  1  0   Table 13 shows data starting from frame 64 from which face 3 enters into the scene and present till frame 71. The final overall result after the complete analysis of 8 frames is shown as a graph in Fig.19 . 
F. Multiple Faces Appearing in Frames and Subjected to Camera as well as Face Movement
The video sequence that is being taken for analysis in this section is from the HOHA dataset [25] . It comprises of Hollywood movie clippings where scenes of different movies with certain challenges induced in them. This video has multiple faces subjected to multiple occurrences in different frames along with both camera as well as person/object are in motion. The video Dead_Poets_Society_00068.avi has 233 frames in total. There are more than 20 face(s) and not every face is present in all the frames. Some of the frames of this video sequence are shown in Fig.20 . We shall consider first 3 faces as we did before rather than considering frames to carry out the analysis smoothly. It falls under the video category of moving camera with moving face(s). By considering the tracks, we carry out analysis that is shown in Tables 14, 15 
Face 1
In the video sequence, face 1 appears in total of 12 frames (n) and it is detected in 9 frames (N). The tabulation is as follows: Area  SD  DR  DE  3  81  81  6561  0  1  0  7  81  81  6561  0  1  0  8  81  81  6561  0  1  0  9  81  81  6561  0  1  0  10  81  81  6561  0  1  0  11  81  81  6561  0  1  0  12  81  81  6561  0  1  0  13  81  81  6561  0  1  0  14  81  81  6561  0  1  0   Table 14 shows data starting from frame 3 from which face 1 enters into the scene and present till frame 14. The final overall result after the complete analysis of 12 frames is shown as a graph in Fig.21 .
Face 2
In the video sequence, face 2 appears in total of 3 frames (n) and it is detected in 3 frames (N). The portion of the tabulation is as follows: Table 15 shows data starting from frame 2 from which face 2 enters into the scene and present till frame 4. The final overall result after the complete analysis of 3 frames is shown as a graph in Fig.22 .
Face 3
In the video sequence, face 3 appears in total of 4 frames (n) and it is detected in 4 frames (N). The tabulation is as follows: Area  SD  DR  DE  2  88  88  7744  0  1  0  3  88  88  7744  0  1  0  4  88  88  7744  0  1  0  5  88  88  7744  0  1  0   Table 16 shows data starting from frame 2 from which face 3 enters into the scene and present till frame 5. The final overall result after the complete analysis of 4 frames is shown as a graph in Fig.23 . We can observe that out of 233 frames, we have calculated till 14 frames only; because we are not limiting frames in the video. As discussed before, we are more concerned with the number of faces over frames. Like previous set of videos we have limited to 3 faces and in this video we obtain all 3 faces within 14 frames itself. Hence, our analysis and tabulation stops at frame 14. We restricted to faces only, because analysis and tabulation of data for 233 frames is out of the scope of our work. Here, we are majorly focused over different set of videos like static camera with moving face(s), moving camera with moving face(s) and moving camera with static face(s). The first 2 types of videos have been analysed till now, next section revolves around analysis of 3 rd type of video where camera is at motion but face is static.
G. Single Face Video Subjected to Camera in Motion and Static Object
The video sequence that is being taken for analysis in this section is from YouTube Celebrities dataset [22] . It comprises of a clipping where an actress is singing a song and she is in the position of rest; whereas camera is moving around her making it best suitable for our third constraint moving camera with static face(s). The video 0676_01_007_gloria_estefan.avi has 98 frames in total. Since the video is having only one face in it, we have carried out a detailed analysis and the results are tabulated in Table 17 . Some of the pictures of 0676_01_007_gloria_estefan.avi where in the face is detected and tracked are shown in Fig.24 . The proposed work is capable of tracking face(s) in different background video sequences. In our proposed work, it is not mandatory for the face(s) to be present in the first frame itself. The proposed work starts with Viola-Jones algorithm and compute mean of the BRISK feature points extracted from the detected facial region(s). Further, it carries out similarity checks of detected face(s) with the threshold value extremely well. The above said process is repeated till the last frame of the video sequence.
Though there are many established metrics available, we have proposed our own metrics for assessing the attainment of the proposed algorithm. Video sequences from three different datasets are used for testing and analysis. The results obtained clearly show that the proposed algorithm's performance is better in almost every video sequence.
The video sequences being considered till now to carry out the computation and analysis are taken from particular datasets, which have certain challenges in them. The tabulations shown above are the practical analysis reports generated using 5 th Gen Intel i7 processor core, we haven't considered computational time anywhere in our analysis. Computational timing is directly proportional to the hardware of the system under which the proposed algorithm executes. We even considered to evaluate the time constraint, but i7 processor takes considerable amount of time. Then in contradiction, lower end machines would take even some more time. It's not that the proposed algorithm lacks computational time efficiency; but enormous calculations taking place such as face detection, matching with existing data, adding new face entry followed by BRISK feature points detection and so on needs more computational power and processor cycles.
VII. FUTURE WORKS
Future work involves avoiding false detection occurring at some places due to reflection and/or portraits that consists of face like images. This can be resolved using video stabilization which is beyond the scope of our work.
Along with the metrics used in the present work, future work on face detection and tracking can also be evaluated using recall, precision, accuracy, face tracking success rate and others.
In the future work, evaluation can be carried out on video sequences with different and more complex backgrounds from other challenging datasets.
