ABSTRACT Variable ordering heuristic plays a central role in solving constraint satisfaction problems. Many heuristics have been proposed and well-studied. In order to take advantage of the fact that many generic variable ordering heuristics work well for different problems, we propose a novel method in this paper, namely ParetoHeu, to combine variable ordering heuristics. At each node of the search tree, a set of candidate variables is generated by a new strategy based on Pareto optimality and a variable is selected from the set randomly. The method is easy to be implemented in constraint solvers. The experiments on various benchmark problems show that ParetoHeu is more efficient than both the participant heuristics which are popular in constraint solvers. It is also more robust than some classical strategies which have been used to combine variable ordering heuristics.
I. INTRODUCTION
Constraint programming is a powerful paradigm for solving combinatorial search problems. It has been widely applied in Artificial Intelligence, Programming Languages, Databases and Operations Research. Many classic combinatorial problems have been successfully solved with constraint programming, such as Scheduling, Planning, Vehicle Routing, and so on. Constraint satisfaction problem (CSP) is the basis of constraint programming. In the most general form, constraint satisfaction problems are NP-Hard. Variable ordering heuristics are crucial for efficiently solving CSPs. A proper heuristic may solve a hard CSP instance in a second. Many efficient variable ordering heuristics have been proposed and well studied, such as min-dom [1] , max-degree [2] , dom/deg [3] , dom/wdeg [4] , impact-based search (IBS) [5] , count-based search (CBS) [6] , activity-based search (ABS) [7] and so on. ABS, IBS, dom/wdeg and CBS are the most popular searching strategies in constraint solvers.
Besides these variable ordering heuristics, some strategies of combining multiple heuristics are proposed. The Brelaz heuristic [8] combines min-dom and max-degree. It first selects variables according to min-dom and uses max-degree to break ties if there exists. The dom/deg heuristic is another strategy combining min-dom and max-degree. It uses domain size over variable degree as its heuristic score. The dom/deg heuristic was considered as one of the most efficient variable ordering heuristics. The recent dom/wtdeg heuristic adds constraint tightness in dom/wdeg. Its heuristic score combines summation of constraint tightness and the weighted degree of dom/wdeg. Moreover, hyper-heuristics are high-level heuristics designed to select an appropriate one from a number of low-level heuristics in the context of search. Many hyper-heuristics [9] have been proposed, such as the machine-learning-based methods [10] , [11] and evolutionary-computation based methods [12] , [13] . Some other methods also exist [14] - [17] . Unfortunately, these methods have not been implemented in the popular constraint solvers which are publicly available [18] , [19] . In addition, the technique of algorithm portfolios [20] , [21] runs multiple solving procedures simultaneously and it terminates as soon as one of the procedures terminates, so such technique is more efficient than running only one procedure. However, if none of the participant heuristics works on a problem, the portfolio strategy does not work either. Therefore, although the portfolio based methods are efficient, it is still important to develop new single-thread search strategies. This paper proposes a novel method to combine different variable ordering heuristics, namely ParetoHeu. The aim is to generate a more robust single-thread search strategy, which is easy to be implemented in constraint solvers. We consider two participant heuristics in this paper. Most variable ordering heuristics generate a candidate variable set according to some heuristic scores and select one from the candidate set. We use cand(heu) to denote the set of candidate variables selected by a variable ordering heuristic heu. The cand(heu) is a set of variables because the heuristic heu may find more than one candidate variables which are equivalent under some evaluation criterion, such as they have the same heuristic score. ParetoHeu combines two participant heuristics, heu 1 and heu 2 . If cand(heu 1 )∩cand(heu 2 ) is not empty, then we use the intersection as the candidate set; otherwise, we generate a candidate set by a novel strategy combining two heuristics, which is based on Pareto optimality [22] .
The participant heuristics considered in this paper are ABS and dom/wdeg. The experiments were run on 7 kinds of different benchmark problems. The results show that ParetoHeu is more robust than both ABS and dom/wdeg. It also outperforms some classic combining strategies. Among all the existing searching strategies we have tested in the experiments, the A×D strategy is the most efficient one. The average cpu time of ParetoHeu is about two thirds of that of the A×D strategy. Besides, ParetoHeu finishes the largest number of runs in given time durations. To our best knowledge, the participants used by the existing combining strategies are simple heuristics, such as min-dom and max-degree. Therefore, our contributions are as two fold: 1. we propose a novel strategy for combining variable ordering heuristics. 2. we report some experimental results of combining two heuristics which are the most popular searching strategies in constraint solvers.
This paper is organized as follows. Section 2 provides some technical background about CSP and variable ordering heuristics. The ParetoHeu is introduced in Section 3. The experimental results and the analysis are in Section 4. Finally, conclusion is in Section 5.
II. BACKGROUND
A constraint satisfaction problem (CSP) P is a triple P = X, D, C , where X is a set of n variables X ={x 1 , x 2 ... Solving a CSP P involves either finding a solution of P or determining that P is unsatisfiable. Backtracking search performs a depth-first traversal of a search tree to solve a CSP. In the context of a search tree, each edge is associated with an assignment, a node at level k is associated with a set of k assignments which are attached to the path from the root to this node. During backtracking search, the instantiated variables are called past variables and the uninstantiated are called future variables. The set of all future variables is denoted by FutVars. At each node of the search tree, a future variable x i is selected and a value in dom(x i ) is assigned to x i . Then a new node is generated and some propagation techniques, such as arc consistency [23] and bound consistency [24] , are applied to remove those values that are no longer consistent. Besides these original propagation algorithms, some improved propagation algorithms have also been studied [25] - [29] . A dead-end is reached if the propagation fails, then one or more assignments must be canceled and backtracking occurs.
It is widely accepted that the order in which variables are instantiated is crucial to the efficiency of backtracking search. However, finding an optimal ordering is as difficult as solving a CSP. Thus, the ordering is usually determined by heuristics in practice. Variable ordering heuristics are used at each search tree node to select next future variable. A variable ordering heuristic usually computes a score for each variable and selects the next future variable according to the score. The following subsections recall the two participant variable ordering heuristics considered in this paper.
A. ACTIVITY-BASED SEARCH
ABS [7] considers the most active variables should be instantiated first. Given a CSP P = X, D, C , the backtracking search applies a constraint propagation technique F after each assignment. Some inconsistent values are removed from the corresponding domains due to this propagation. A subset X' ⊆ X records those affected variables whose domains were reduced by this propagation. The activity of x i , denoted by A(x i ), is updated at each search tree node by the following rules:
where γ ∈ [0, 1] is an aging decay parameter. The activity of an assignment at a search tree node is defined as:
which is the number of affected variables when applying F after the assignment. The activity of an assignment also can be estimated by the average of all observed activities of this assignment. The ABS heuristic selects the variable x i with the largest ratio
|dom(x i )| which is its heuristic score. VOLUME 6, 2018 B. DOM/WDEG dom/wdeg [4] has been well studied for more than 10 years. It selects the variables which are most likely to lead to a failure. A weight[c] is associated with each constraint c, whenever a domain wipeout is reached, the weight of the constraint that leads to the wipeout is incremented. The weighted degree of a variable x i is defined as:
where |futScp(c)| denotes the number of future variables in scp(c). Combining the weighted degree with domain size, dom/wdeg uses the ratio of the current domain size to wdeg[
wdeg(x i ) , as its heuristic score and selects the variable with the smallest score.
C. CLASSICAL COMBINING STRATEGIES
The strategy of Brelaz [8] heuristic can be used to combine two heuristics, heu 1 and heu 2 . It first selects candidate variables by heu 1 . Then it uses heu 2 to select a variable from cand(heu 1 ). We denote this strategy as ADD(heu 1 , heu 2 ). It is obvious that heu 1 is much more important than heu 2 . If heu 1 makes bad decisions, heu 2 can not help. The problem is that we usually do not know which heuristic works better on a problem before solving it, so it is not easy to decide which heuristic is heu 1 .
The strategy of dom/deg [3] has been shown to be successful. The dom/deg heuristic is no longer as popular as before, because its participants, min-dom and max-degree, are simple. But its combining strategy is still useful. It uses multiplication (or division) to combine the heuristic scores. In this way, the two heuristic scores contribute equally to the final score. We denote this strategy as MUL(heu 1 , heu 2 ).
III. PARETOHEU: A METHOD FOR COMBINING TWO VARIABLE ORDERING HEURISTICS
When we are combining heuristic scores, the aim is to find the variable which maximizes both scores simultaneously. If such variables do not exist, we should balance the scores to make the selection of the next variable, e. g., the scores should contribute equally to the decision. We employ the notion of Pareto optimality which is the well-studied tradeoff strategy from multi-objective optimization problem [22] . Given two variable ordering heuristics heu 1 1 , heu 2 ) ).
It is well known that a single heuristic has the risk be trapped in heavy-tailed phenomena. The randomization based searching strategy randomly selects a variable from a set of top-ranked variables [30] . The searching equipped with randomization may not be stuck to the top-ranked variable, because it always randomly selects a variable from the set of top-ranked variables. The ParetoHeu has a nice feature that it selects a variable from a set in most cases. This is because the Pareto front usually contains more than one candidate variables. Thus the risk of being trapped in heavy-tailed phenomena is reduced. The only case where the Pareto front contains one variable is that the best variables selected by the participant heuristics are the same one. In this case, we should select the unique variable.
IV. EXPERIMENTS
The experiments were run in Choco [18] , an open source constraint solver written in Java. The environment is JDK8 under CentOS 6.4 with Intel Xeon CPU E7-4820@2.00GHz processor and 58 GB RAM.
A. PARTICIPANT HEURISTICS
We choose ABS and dom/wdeg (DW) as the participant heuristics, because they have been the most popular heuristics used in constraint solvers and it is cheap to calculate the heuristic scores. We did not select dom/wtdeg [31] , countbased search (CBS) [6] and the Explanation-Based Weighted Degree [32] , because it is heavy to calculate the heuristic scores. Moreover, they have not been implemented in publicly available solvers. We choose the solver-built-in heuristics makes the comparison fair and justified.
In order to make both participants select the variables with the highest scores, we use
|dom(x i )| as the score of dom/wdeg. Besides the participant heuristics, we compared the following classic combining strategies with ParetoHeu.
• A+D: ADD(ABS, DW), the ABS heuristic with DW breaking ties.
• D+A: ADD(DW, ABS), the DW heuristic with ABS breaking ties.
• A×D: MUL(DW, ABS), it uses ABS×DW as the heuristic score.
B. IMPLEMENTATION DETAILS
The binary branching strategy is used by all the heuristics [33] . The value heuristic of dom/wdeg is lexicographical. For the other strategies involving ABS, the value heuristic is the value selector of ABS, which selects the value with the least activity. The initialization procedure of ABS is performed for all the strategies involving ABS. The parameters of ABS are set as α = 8, γ = 0.999 and δ = 0.2, which are the setting used in the ABS paper [7] . This is also the default settings in Choco. We also tested the heuristics with two geometric restart strategies [30] , [34] . With a geometric restart strategy, every time the searching reaches a failure limit, it restarts from the root. After each restart, the limit is increased by an increasing factor ρ, e. g., limit after = ρ × limit before . One of restart strategies we have tested is a fast-restart strategy with increasing factor ρ = 1.1. The other one is a slow-restart strategy with increasing factor ρ = 2. The initial failure limit of them is set to 3 × |X |. All remaining ties are broken randomly.
C. DATASETS
In order to examine the robustness of the proposed strategy, we tested 7 different kinds of benchmark problems sum of numbers in A equals to that in B, (3) The sum of squares of numbers in A equals to that in B. There is no solution for N <8 and from N ≥8, there is no solution if N is not a multiple of 4. So we tested some solvable instances with N from 100 to 132.
• SocialGolfer: This is a problem from Operations Research. The problem is to schedule g groups of s golfers over w weeks, such that no golfer plays in the same group as any other golfer twice. A SocialGolfer instance is specified by its parameters (w-s-g).
• MagicSquare: An order n magic square is a n by n matrix containing the numbers 1 to n 2 , with each row, column and main diagonal equal the same sum.
• Balanced Incomplete Block Designs (BIBD): This is a standard combinatorial problem from design theory. A BIBD is defined as an arrangement of v distinct objects into b blocks such that each block contains exactly k distinct objects, each object occurs in exactly r different blocks, and every two distinct objects occur together in exactly λ blocks. A BIBD is therefore specified by its parameters (v, b, r, k, λ).
• SchurLemma: The problem is to put n balls labelled 1, . . ., n into k boxes so that for any triple of balls (x, y, z) with x +y=z, not all are in the same box. A SchurLemma instance is specified by its parameters (n, k).
• Job-Shop-e0ddr: This is the Job Shop Scheduling problem studied in [35] . The instances are presented with binary extensional constraints. We have tested the e0ddr1 and e0ddr2 series.
• Quasi-group With Holes (QWH20): This is a variant of the LatinSquare problem. A Latinsquare is an n×n array filled with n different symbols, each occurring exactly once in each row and exactly once in each column. Given a partial Latinsquare where some of the grids have already been filled, the task is to extend it to a complete LatinSquare. The partial LatinSquares are generated in such a way that they are guaranteed to be extended to complete ones. The instances were used in a CSP solver competition.
The Job-Shop and QWH problems are from http://www. cril.univ-artois.fr/~lecoutre/#/benchmarks and the others are from http://www.csplib.org/. More details about the benchmarks can be found from the web sites.
D. METRICS
The performance of searching for the first solution or proving unsatisfiable are measured by cpu time in seconds and search tree nodes. Timeout is set to 1200 seconds. For each instances, we run 20 times with different random seeds (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) and use the average of the 20 runs as the result of the instance. The time cost of a timeout run is count as 1200 seconds. If all 20 runs are timeout, the heuristic for this instance is considered as timeout. We have eliminated those instances for which all the tested heuristics are timeout. There are 88 remaining instances, so we have 1760 runs in total.
Firstly, we present the number of runs finished in given time limits in Figure 1 . From the Figure, we can see that the fast-restart strategy is the best restart strategy for these problems. With different restart strategies, the performance of ABS and A + D are close, while D + A performs much better than DW . A×D and ParetoHeu always perform best. With both the fast and the slow restart strategies, ParetoHeu performs better than A×D. The ParetoHeu with fastrestart strategy has the largest number of runs, 1757, finished in 1200s.
Secondly, we present the average time cost of each type of problems in Table 1 . The best one of each row is in bold. The integer in the brackets under each problem name is the number of instances of the problem. From the last group, the average of all the 88 instances, we can see that ParetoHeu has the best performance. Although it loses a little when no restart strategy is used, it dominates the other searching strategies when equipped with restart strategies. For each type of problems, we have 3 rows of results, so we have 21 rows in total. In the 21 rows, we can see that ParetoHeu performs best in 10 rows, which is clearly more than that of other searching strategies. Despite the W + A gets the best performance in e0ddr and MagicSquare problems, its performance is poor in SocialGolfer and BIBD problems, so its average performance is much worse than A×W and ParetoHeu.
Finally, we present the detailed results of some representative instances in Table 2 , where µ(cpu) is the average cpu time of the 20 runs, σ (cpu) is the standard deviation of the cpu time and µ(nodes) is the average search tree nodes. If any of the 20 runs is timeout, then the µ(nodes) is present as -. It has been shown that the fast-restart strategy is the most efficient one in the experiments, so the results in the table are the detailed results with the fast-restart strategy. From the table, we can see that ParetoHeu gets the best performance on the Partition, SocialGolfer and BIBD instances. It gets no worst performance. While W + A gets the best performance on the e0ddr, QWH and MagicSquare instances, it gets poor performance on the SchurLemma and SocialGolfer instances. Note that e0ddr and QWH are binary problems and the heu 1 of W + A is the state of the art heuristic for binary problems, so W + A gets the best performances on them. From the previous results, we know that A×W and ParetoHeu are the best strategies. On these representative instances, A×W is clearly outperformed by ParetoHeu.
In summary, fast-restart is the best restart strategy on most of the tested problems. Generally speaking, the combining strategy of breaking ties, A + D and D + A, are outperformed by the other two combining strategies, A×D and ParetoHeu. It is shown that ParetoHeu is more efficient than A×D, so it is the most robust one in general.
V. CONCLUSION AND FUTURE WORK
We propose a method ParetoHeu combining two variable ordering heuristics for constraint satisfaction problems. A novel strategy based on Pareto optimality of multiobjective optimization problem is employed to combine the scores. The proposed method has a nice feature that it is equipped with randomized search naturally, because its candidate variable set, the Pareto front, usually contains more than one candidate variables. The experiments were run with the popular constraint solver Choco. The results of 7 well-known benchmarks show that ParetoHeu outperforms the participant heuristics and it is in general more robust than some classical strategies combining variable ordering heuristics. Its average cpu time is one third less than that of the best of the existing combining strategies.
To generate more robust searching strategies, we will investigate using Pareto optimality to combine more heuristic scores in the future.
