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1 Introduction
In this work we give a Hopf-type boundary point result for pairs of solutions
to certain quasilinear equations. Our main theorem roughly is as follows:
Theorem 3.1: Suppose V ⊂ Rn is a C1,α open set for some α ∈ (0, 1) with
0 ∈ ∂V, and suppose A1, . . . , An ∈ C2(V ×R×Rn) and B ∈ C1(V ×R×Rn)
where A1, . . . , An satisfy some mild boundedness assumptions. If
u1,u2 ∈ C
1,α(V ) are each weak solutions over V to the equation
n∑
i=1
Di(A
i(x,u, Du)) +B(x,u, Du) = 0,
u1(0) = u2(0) = 0, and u1(x) 6= u2(x) for all x ∈ V, then Du1(0) 6= Du2(0).
See as well Definition 2.1. The mild boundedness assumptions are given by
(ii),(iii),(iv) in the statement of Theorem 3.1.
Proving Theorem 3.1 uses standard PDE techniques. For this, we show
u = u1 − u2 solves a linear equation over V of the form
(1.1)
n∑
i,j=1
Di(a
ijDju) +
n∑
i=1
ciDiu + du = 0
(see Definition 2.2) where aij ∈ C0,α(V ), ci ∈ L∞(V ), and d ∈ Lq(V ) for
some q > n. We then apply a generalized Hopf boundary point lemma to u
1
at the origin to conclude Theorem 3.1. More specifically, we apply the
recent work [5] of the author, given here for convenience to the reader as
Lemma 2.8.
The main concern in order to apply Lemma 2.8 is showing that the
coefficient d in (1.1) is in Lq(V ) for some q > n. This is not immediately
evident, as d is defined in terms of the second derivatives of u1,u2, and
while u1,u2 ∈ C
1,α(V ) we can only conclude u1,u2 ∈ C
2(V ) by standard
PDE arguments. Thus, d ∈ Lq(V ) for some q > n must be carefully checked
using the boundedness assumptions on A1, . . . , An (specifically, assumption
(iv) of Theorem 3.1) and interior C2 estimates for u1,u2. A natural
question is whether we can circumvent this issue, by showing that
u = u1 − u2 solves a different linear equation (as in Definition 2.2) with
coefficients which are not defined in terms of the second derivatives of
u1,u2. However, this alternate strategy leads to much more cumbersome
necessary assumptions on A1, . . . , An, B; see Remark 3.8(i).
Before stating and proving our main result in §3, we give in §2 our basic
definitions and results needed to prove Theorem 3.1. In particular, we state
Lemma 2.8 in §2, which is the version of the generalized Hopf boundary
point lemma from [5] which we need.
1.1 An application
This work is a generalization of the argument used by the author in Lemma
4.1 of [4] to study co-dimension one area-minimizing currents with
tangentially immersed boundary.
We describe Lemma 4.1 of [4] in a simple form. Suppose V ⊂ Rn is a C1,α
open set for some α ∈ (0, 1) with 0 ∈ ∂V. Also suppose u1,u2 ∈ C
1,α(V ),
U ∈ C∞(Rn+1), and for ℓ = 1, 2 let
Σℓ = {(x,uℓ(x), U(x,uℓ(x))) : x ∈ V } ⊂ R
n+2.
Now let νℓ : Σℓ → R
n+1 be the upward pointing unit normal of Σℓ within
the graph of U ; thus νℓ is tangent to the graph of U, perpendicular to Σℓ,
while νℓ · en > 0. Finally, we suppose there is a Lipschitz function
H : Rn+1 → R so that ∫
Σℓ
divΣℓ X =
∫
Σℓ
X ·Hνℓ
2
for all smooth vector fields X : Rn+1 → Rn+1 with compact support in
V × R; in [4] we say Σℓ has Lipschitz co-oriented mean curvature with
respect to the graph of U. In [4] we argue, and Theorem 3.1 implies, that
u1(0) = u2(0) while u1(x) 6= u2(x) for all x ∈ V implies Du1(0) 6= Du2(0).
Most of the work in the proof of Lemma 4.1 of [4] involves translating and
rotating so that we are in a position to essentially apply Theorem 3.1. Also
to this end, the calculations of the Appendix of [4] are done essentially to
verify that assumption (iv) of Theorem 3.1 is satisfied.
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2 Preliminaries
We will work in Rn with n ≥ 2. We denote the volume of the open unit ball
B1(0) ⊂ R
n by ωn =
∫
B1(0)
dx . Standard notation for the various spaces of
functions shall be used; we in particular note that C1c (V ; [0,∞)) shall
denote the set of non-negative continuously differentiable functions with
compact support in an open set V ⊆ Rn.
Also, for V ⊆ Rn we shall write functions A : V × R× Rn → R by
A = A(x, z, p) where x ∈ V , z ∈ R, and p ∈ Rn. For convenience to the
reader, we shall let DiA denote the derivative of A with respect to the
xi-variable for i ∈ {1, . . . , n},
∂A
∂z
the derivative of A with respect to the
z-variable, and ∂A
∂pj
the derivative of A with respect to the pj-variable for
j ∈ {1, . . . , n}.
We begin by defining the quasilinear equations we shall consider.
Definition 2.1. Let V ⊆ Rn be an open set, and suppose
A1, . . . , An, B ∈ C(V × R× Rn). We say u ∈ C1(V ) is a weak solution over
V to the equation
n∑
i=1
Di
(
Ai(x,u, Du)
)
+B(x,u, Du) = 0
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if for all ζ ∈ C1c (V ) we have∫ n∑
i=1
Ai(x,u, Du)Diζ − B(x,u, Du)ζ dx = 0.
This is definition (13.2) of [1]. We will also need to consider linear
equations, in order to apply the results of [5].
Definition 2.2. Let V ⊂ Rn be an open set, and suppose aij, bi, ci ∈ L2(V )
and d ∈ L1(V ) for each i, j ∈ {1, . . . , n}. We say u ∈ L∞(V ) ∩W 1,2(V ) is a
weak solution over V of the equation
n∑
i,j=1
Di
(
aijDju + b
i
u
)
+
n∑
i=1
ciDiu + du ≤ 0
(or more strictly, = 0) if for all ζ ∈ C1c (V ; [0,∞)) we have∫ n∑
i,j=1
aijDjuDiζ +
n∑
i=1
(
biuDiζ − c
i(Diu)ζ
)
− duζ dx ≥ 0
(respectively, = 0).
The assumptions on the coefficients are merely to ensure integrability. We
now introduce some terminology, to more conveniently state our results.
Definition 2.3. Let V ⊆ Rn.
• Suppose we have functions aij : V → R for i, j ∈ {1, . . . , n}. We say
{aij}ni,j=1 are uniformly elliptic over V with respect to λ ∈ (0,∞) if
n∑
i,j=1
aij(x)ξiξj ≥ λ|ξ|
2
for each x ∈ V and ξ ∈ Rn.
• Suppose we have functions Aij : V ×R×Rn → R for i, j ∈ {1, . . . , n}.
We say {Aij}ni,j=1 are locally uniformly elliptic over V × R× R
n if for
each R ∈ (0,∞) there is λR ∈ (0,∞) so that
n∑
i,j=1
Aij(x, z, p)ξiξj ≥ λR|ξ|
2
for each (x, z, p) ∈ V × [−R,R]×BR(0) and ξ ∈ R
n.
Before we give the version of the generalized Hopf boundary point lemma
from [5] we shall need, we first give the following interior C2 estimate. We
prove Lemma 2.4 using Theorem 8.32 of [1]. The proof of Lemma 2.4 is
standard, and known as the difference quotient method.
Lemma 2.4. Suppose V ⊆ Rn is a bounded open set, and let α ∈ (0, 1).
Also suppose
(i) Ai ∈ C2(V × R× Rn) for i ∈ {1, . . . , n} and B ∈ C1(V × R× Rn),
(ii)
{
∂Ai
∂pj
}n
i,j=1
are locally uniformly elliptic over V × R× Rn+1.
If u ∈ C1,α(V ) is a weak solution over V to the equation
(2.5)
n∑
i=1
Di(A
i(x,u, Du)) +B(x,u, Du) = 0,
then u ∈ C2(V ). Furthermore, with R = ‖u‖C1,α(V ) let λR ∈ (0,∞) be as in
Definition 2.3 applied to
{
∂Ai
∂pj
}n
i,j=1
. Then for each x ∈ V
|D2u(x)| ≤
C2.4
min{1, dist(x, ∂V )}
where
C2.4 = C2.4(n, α,R, λR, {‖A
i‖C2(V×[−R,R]×BR(0))}
n
i=1, ‖B‖C1(V ×[−R,R]×BR(0))).
Proof. Consider any xˆ ∈ V and let ρ = dist(xˆ, ∂V ) ∈ (0,∞). With fixed
h ∈ (−ρ
2
, ρ
2
) and k ∈ {1, . . . , n}, define for x ∈ B 1
2
(0)
uh,k(x) =
u(ρx+xˆ+hek)−u(ρx+xˆ)
h
, uh,k ∈ C
1,α(B 1
2
(0)).
We wish to apply Theorem 8.32 of [1] with u = uh,k, Ω
′ = B 1
4
(0), and
Ω = B 1
2
(0). We must thus compute that uh,k satisfies a linear equation as in
Definition 2.2 over B 1
2
(0).
To do this, for any ζ ∈ C1c (B 1
2
(0)) we can input the test function
x→
ζ(x−xˆ−hek
ρ
)− ζ(x−xˆ
ρ
)
h
for x ∈ Bρ(xˆ)
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(after extending ζ to be zero outside of B 1
2
(0)) into the weak equation
(2.5). After a change of variables we conclude
1
ρn+1
∫ n∑
i=1
1
h
(
Ai(x,u(x, Du(x))
∣∣∣ρx+xˆ+hek
x=ρx+xˆ
)
Diζ dx
−
1
ρn
∫
1
h
(
B(x,u(x, Du(x))
∣∣∣ρx+xˆ+hek
x=ρx+xˆ
)
ζ dx = 0.
Using single-variable calculus, we can compute that uh,k is a weak solution
over B 1
2
(0) to the equation
(2.6)
n∑
i,j=1
Di
(
aijh,kDjuh,k + b
i
h,kuh,k
)
+
n∑
i=1
cih,kDiuh,k + dhuh,k
= gh,k +
n∑
i=1
Dif
i
h,k
where we define for x ∈ B 1
2
(0) and i, j ∈ {1, . . . , n}
aijh,k(x) =
∫ 1
0
∂Ai
∂pj
(Ph,k(t, x)) dt, b
i
h,k(x) = ρ
∫ 1
0
∂Ai
∂z
(Ph,k(t, x)) dt,
cih,k(x) = ρ
∫ 1
0
∂B
∂pi
(Ph,k(t, x)) dt, dh,k(x) = ρ
2
∫ 1
0
∂B
∂z
(Ph,k(t, x)) dt,
gh,k(x) = −ρ
2
∫ 1
0
(DkB)(Ph,k(t, x)) dt, f
i
h,k(x) = −ρ
∫ 1
0
(DkA
i)(Ph,k(t, x)) dt
with Ph,k(t, x) for t ∈ [0, 1] and h ∈ (−
ρ
2
, ρ
2
) defined by
Ph,k(t, x) =t(ρx + xˆ+ hek,u(ρx+ xˆ+ hek), Du(ρx+ xˆ+ hek))
+ (1− t)(ρx+ xˆ,u(ρx+ xˆ), Du(ρx+ xˆ)).
Now let Lh,k be the operator given by
Lh,ku =
n∑
i,j=1
Di
(
aijh,kDju+ b
i
h,ku
)
+
n∑
i=1
ciDiu+ dhu.
We now verify the hypothesis Theorem 8.32 of [1] as follows:
• Let R = ‖u‖C1,α(V ), then {a
ij
h,k}
n
i,j=1 are uniformly elliptic over B 1
2
(0)
with respect to λR by (ii).
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• By (i), u ∈ C1,α(V ), and ρ = dist(xˆ, ∂V ) we have
aijh,k, b
i
h,k, fh,k ∈ C
0,α(B 1
2
(0)), cih,k, dh,k, gh,k ∈ L
∞(B 1
2
(0))
for each i, j ∈ {1, . . . , n}. Furthermore, we have
max
i,j=1,...,n


‖aijh,k‖C0,α(B 1
2
(0)), ‖b
i
h,k‖C0,α(B 1
2
(0)),
‖cih,k‖L∞(B 1
2
(0)), ‖dh,k‖L∞(B 1
2
(0))

 ≤ Kρ
where we define, again with R = ‖u‖C1,α(V ),
Kρ = max
i=1,...,n


(1 + ρ+ ραR)‖Ai‖C2(V×[−R,R]×BR(0)),
ρ(1 + ρ+ ραR)‖Ai‖C2(V×[−R,R]×BR(0)),
ρ‖B‖
C1(V×[−R,R]×BR(0))
,
ρ2‖B‖C1(V×[−R,R]×BR(0))


.
We conclude that the operator Lh,k satisfies (8.5),(8.85) of [1] with λ = λR
and K = Kρ. We can thus apply Theorem 8.32 of [1]
(with aij , bi, ci, d, g, f i replaced respectively by aijh,k, b
i
h,k, c
i
h,k, dh,k, gh,k, f
i
h,k)
over Ω = B 1
2
(0) and with Ω′ = B 1
4
(0) (so that d′ = dist(Ω′, ∂Ω) = 1
4
) to
conclude (again with R = ‖u‖C1,α(V ))
(2.7)
‖uh,k‖C1,α(B 1
4
(0))
≤ C
(
‖uh,k‖L∞(B 1
2
(0)) + ‖gh,k‖L∞(B 1
2
(0)) +
n∑
i=1
‖f ih,k‖C0,α(B 1
2
(0))
)
≤ C


R + ρ2‖B‖C1(V×[−R,R]×BR(0))
+ ρ (1 + ρ+ ραR)
n∑
i=1
‖Ai‖
C2(V×[−R,R]×BR(0))


where C = C(n, α, λR, Kρ) ∈ (0,∞). In particular, the right-hand side is
independent of h ∈ (−ρ
2
, ρ
2
). Letting h→ 0, we can show using
Arzela-Ascoli that u ∈ C2(B ρ
2
(xˆ)).
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This shows u ∈ C2(V ). We now prove the interior estimate for D2u. Again
with xˆ ∈ V, now set ρ = min{1, dist(xˆ, ∂V )} and repeat the above
calculations. However, still with R = ‖u‖C1,α(V ), we replace Kρ with
K = max
i=1,...,n
{
(2 +R)‖Ai‖
C2(V ×[−R,R]×BR(0))
, ‖B‖
C1(V×[−R,R]×BR(0))
}
.
Letting h→ 0 in (2.7) we conclude
ρ|DDku(xˆ)| = lim
h→0
|Duh,k(0)|
≤ C lim
h→0
(
‖uh,k‖L∞(B 1
2
(0)) + ‖gh,k‖L∞(B 1
2
(0)) +
n∑
i=1
‖f ih,k‖C0,α(B 1
2
(0))
)
≤ C


R + ‖B‖C1(V×[−R,R]×BR(0))
+ ρ (2 +R)
n∑
i=1
‖Ai‖
C2(V×[−R,R]×BR(0))


where now C = C(n, α, λR, K) ∈ (0,∞).
We now state, for convenience, the version of the Hopf boundary point
lemma from [5] we shall need. To do so, we introduce some notation: let
Bn−1ρ (0) denote the ball of radius ρ ∈ (0,∞) centered at the origin in R
n−1;
D shall denote differentiation over Rn−1. Also, we let p : Rn → Rn−1 be the
projection onto Rn−1, and we will write points y ∈ Rn−1.
Before we proceed, we note that the proof of Lemma 2.8 refers to the
Morrey space L1,α; see Definition 2.1 of [5]. Indeed, [5] generalizes the Hopf
boundary point lemma to linear equations (as in Definition 2.2) with
lower-order coefficient d ∈ L1,α. Morrey spaces were introduced in [3] to
study existence and regularity of solutions to elliptic systems, and since
have been studied in and outside of partial differential equations. See for
example [2], which uses Morrey spaces to prove regularity results for
solutions to non-linear divergence-form elliptic equations having
inhomogeneous term consisting of a measure.
Lemma 2.8. Let λ ∈ (0,∞) and α ∈ (0, 1). Suppose
w ∈ C1,α(Bn−11 (0); [0,∞)) satisfies w(0) = 0 and Dw(0) = 0, and let
W = {x ∈ Bn−11 (0)× (0, 3) : xn−1 > w(p(x))}.
Also suppose
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(i) aij ∈ C0,α(W ), ci ∈ L∞(W ) for i, j ∈ {1, . . . , n}, and d ∈ L
n
1−α (W ),
(ii) {aij}ni,j=1 are uniformly elliptic over W with respect to λ,
(iii) d(x) ≤ 0 for each x ∈ W,
(iv) aij(0) = aji(0) for each i, j ∈ {1, . . . , n}.
If u ∈ C1(W ) is a weak solution over W to the equation
(2.9)
n∑
i,j=1
Di
(
aijDju
)
+
n∑
i=1
ciDiu + du ≤ 0
with u(x) > u(0) = 0 for all x ∈ W, then Dnu(0) > 0.
Proof. Our goal is to apply the generalized Hopf boundary point lemma of
[5] to u, after applying a change of variables. Choose ρ ∈ (0, 1) so that
(2.10) ‖w‖C1(Bn−1ρ (0)) < max
{
1,
√
1 +
λ/2∑n
i,j=1 ‖a
ij‖C(W )
− 1
}
.
Define the map Ψρ ∈ C
1,α(B1(0);W ) by
Ψρ(x) = ρ(x+ en) + w(p(ρx))en for x ∈ B1(0);
note that ρ(x+ en) + w(p(ρx))en ∈ W for x ∈ B1(0). Now define
uρ(x) = u(Ψρ(x)) for x ∈ B1(0), uρ ∈ C
1(B1(0)).
We derive a weak equation for uρ over B1(0), by applying Ψρ as a change of
variables to (2.9).
To this end, we compute for x ∈ B1(0)
Djuρ(x) =ρ(Dju)(Ψρ(x)) + ρ(Djw)(p(ρx))(Dnu)(Ψρ(x))
=ρ(Dju)(Ψρ(x)) + (Djw)(p(ρx))Dnuρ(x)
for j ∈ {1, . . . , n− 1},
Dnuρ(x) =ρ(Dnu)(Ψρ(x)).
9
Likewise, we compute for ζ ∈ C1c (B1(0)) and x ∈ B1(0)
Di(ζ(Ψ
−1
ρ (x))) =
1
ρ
(Diζ)(Ψ
−1
ρ (x))−
1
ρ
(Diw)(p(x))(Dnζ)(Ψ
−1
ρ (x))
=
1
ρ
(Diζ)(Ψ
−1
ρ (x))−
1
ρ
(Diw)(p(ρΨ
−1
ρ (x)))(Dnζ)(Ψ
−1
ρ (x))
for i ∈ {1, . . . , n− 1},
Dn(ζ(Ψ
−1
ρ (x))) =
1
ρ
(Dnζ)(Ψ
−1
ρ (x)).
These calculations, and using Ψρ : B1(0)→ W as a change of variables in
(2.9), imply uρ is a weak solution over B1(0) to the equation
n∑
i,j=1
Di
(
aijρ Djuρ
)
+
n∑
i=1
ciρDiuρ + dρuρ ≤ 0
where we define aijρ : B1(0)→ R, c
i
ρ, dρ : B1(0)→ R for i, j ∈ {1, . . . , n} by
aijρ (x) =a
ij(Ψρ(x)) for i, j ∈ {1, . . . , n− 1},
ainρ (x) =a
in(Ψρ(x))−
n−1∑
jˆ=1
aijˆ(Ψρ(x))(Djˆw)(p(ρx)) for i ∈ {1, . . . , n− 1},
anjρ (x) =a
nj(Ψρ(x))−
n−1∑
iˆ=1
aiˆj(Ψρ(x))(Diˆw)(p(ρx)) for j ∈ {1, . . . , n− 1},
annρ (x) =a
nn(Ψρ(x)) +
n−1∑
iˆ,jˆ=1
{
aiˆjˆ(Ψρ(x))
× (Diˆw)(p(ρx))(Djˆw)(p(ρx))
}
,
ciρ(x) =ρc
i(Ψρ(x)) for i ∈ {1, . . . , n− 1},
cnρ(x) =ρc
n(Ψρ(x))− ρ
n−1∑
iˆ=1
(ciˆ(Ψρ(x)))(Diˆw)(p(ρx)),
dρ(z) =ρ
2d(Ψρ(x)).
We now verify the hypothesis of Lemma 3.3 of [5]:
• aijρ ∈ C
0,α(B1(0)), c
i
ρ ∈ L
∞(B1(0)) ⊂ L
n
1−α (B1(0)) for
i, j ∈ {1, . . . , n− 1}, and
dρ ∈ L
n
1−α (B1(0)) ⊂ L
n
2(1−α) (B1(0)) ∩ L
1,α(B1(0))
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by Ψρ ∈ C
1,α(B1(0);W ), (i), Definition 2.1 of [5], and Remark 2.2 of
[5] with q = n
1−α
.
• {aijρ }
n
i,j=1 are uniformly elliptic over B1(0) with respect to
λ
2
, by (ii)
and (2.10).
• {0}ni=1, dρ are weakly non-positive over B1(0) (see Definition 2.5 of [5])
by (iii).
• For each i, j ∈ {1, . . . , n}
aijρ (−en) = a
ij(0) = aji(0) = ajiρ (−en)
by w(0) = 0 and Dw(0) = 0 (so that Ψρ(−en) = 0).
Moreover, w(0) = 0 implies
uρ(x) = u(Ψρ(x)) > u(0) = uρ(−en) = 0.
We conclude by Theorem 4.1 of [5] that 0 > Dnuρ(−en) = ρDnu(0).
3 Main Theorem
We are now ready to state and prove our main result.
Theorem 3.1. Suppose α ∈ (0, n−1
2n−1
), and suppose v ∈ C1,α(Bn−11 (0))
satisfies v(0) = 0, Dv(0) = 0, and ‖v‖C1,α(Bn−11 (0)) ≤ 1. With
V = {x ∈ Bn−11 (0)× (−3, 3) : xn > v(p(x))},
suppose
(i) Ai ∈ C2(V × R× Rn) for each i = 1, . . . , n and B ∈ C1(V × R× Rn),
(ii)
{
∂Ai
∂pj
}n
i,j=1
are locally uniformly elliptic over V × R× Rn
(see Definition 2.3),
(iii) ∂A
i
∂pj
(0, 0, p) = ∂A
j
∂pi
(0, 0, p) for each i, j ∈ {1, . . . , n} and p ∈ Rn,
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(iv) for each R ∈ (0,∞), there is CR ∈ (0,∞) so that
sup
(x,z,p)∈V×[−R,R]×BR(0)
∣∣∣∣ ∂2Ai∂pj∂z (x, z, p)
∣∣∣∣ ≤ CR(|x|+ |z|).
If u1,u2 ∈ C
1,α(V ) are weak solutions over V to the equation
(3.2)
n∑
i,j=1
Di(A
i(x,u, Du)) +B(x,u, Du) = 0
with u1(0) = u2(0) = 0 and u1(x) > u2(x) for each x ∈ V, then
Dnu1(0) < Dnu2(0).
Proof. Our goal is to apply Lemma 2.8 to u = u1 − u2.
First, we compute that u solves a linear equation as in Definition 2.2 over V.
Take any ζ ∈ C1c (V ). Subtracting the weak equations (3.2) for u1,u2 we get
∫ 

(
Ai(x,u1, Du1)− A
i(x,u2, Du2)
)
Diζ
−
(
B(x,u1, Du1)− B(x,u2, Du2)
)
ζ

 dx = 0.
Using single-variable calculus, we can compute u = u1 − u2 ∈ C
1,α(V ) is a
weak solution over V to the equation
n∑
i,j=1
Di(a
ijDju) +
n∑
i=1
ciDiu + du = 0
12
where we define for x ∈ V
(3.3)
aij(x) =
∫ 1
0
∂Ai
∂pj
(P (t, x)) dt
ci(x) =
∫ 1
0
∂B
∂pi
(P (t, x)) +
∂Ai
∂z
(P (t, x)) dt
d(x) =
∫ 1
0
dt︷ ︸︸ ︷
∂B
∂z
(P (t, x))
+
n∑
i=1


∂DiA
i
∂z
(P (t, x))
+

 ∂2Ai∂z2 (P (t, x))
× (tDiu1 + (1− t)Diu2)


+
n∑
j=1

 ∂2Ai∂pj∂z (P (t, x))
× (tDiDju1 + (1− t)DiDju2)


with as well for t ∈ [0, 1]
P (t, x) = (x, tu1(x) + (1− t)u2(x), tDu1(x) + (1− t)Du2(x)).
To see this more clearly, note that after using one-dimensional calculus, we
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further apply integration by parts to the term:∫ ∫ 1
0
∂Ai
∂z
(P (t, x)) dtuDiζ dx
=−
∫
Di
(∫ 1
0
∂Ai
∂z
(P (t, x)) dtu
)
ζ dx
=−
∫ ∫ 1
0
∂Ai
∂z
(P (t, x)) dt(Diu)ζ dx
−
∫ ∫ 1
0
∂DiA
i
∂z
(P (t, x)) dtuζ dx
−
∫ ∫ 1
0


∂2Ai
∂z2
(P (t, x))
× (tDiu1 + (1− t)Diu2)

 dt uζ dx
−
∫ ∫ 1
0
n∑
j=1


∂2Ai
∂pj∂z
(P (t, x))
× (tDiDju1 + (1− t)DiDju2)

 dt uζ dx
using Ai ∈ C2(V × R× Rn) and u1,u2 ∈ C
2(V ) by Lemma 2.4, which
explains the definition of ci, d; see Remark 3.8(i).
Moreover, note that for each x ∈ V
u(x) = u1(x)− u2(x) > u1(0)− u2(0) = 0.
This implies that u is a weak solution over V of the equation
n∑
i,j=1
Di(a
ijDju) +
n−1∑
i=1
ciDiu + d−u ≤ 0
(see Definition 2.2) where aij , ci for i, j ∈ {1, . . . , n} are as in (3.3), while
(3.4) d−(x) = max{0, d(x)} for x ∈ V.
As noted before, our aim is to apply Lemma 2.8 to u. However, we will not
apply Lemma 2.8 over the region V, but instead over W defined as follows.
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Using ‖v‖C1,α(Bn−11 (0)) ≤ 1, define and compute
(3.5)
w(y) =2v(y) + 3|y|1+α for y ∈ Bn−11 (0) where
w ∈C1,α(Bn−11 (0)),
w(0) =0 and Dw(0) = 0,
W ={x ∈ Bn−11 (0)× (−3, 3) : xn > w(p(x))},
W ⊆V ∩ {x ∈ Bn−11 (0)× (0, 3) : xn > |p(x)|
1+α},
and Bxn
4
(x) ⊂ V when x ∈ W.
Let us show the last claim. Fix xˆ ∈ W, then the fifth item in (3.5) implies
xˆn > 0. Moreover, for any x ∈ B xˆn
4
(zˆ) we have by ‖v‖C1,α(Bn−11 (0)) ≤ 1 and
the definition of w,W that
xn =v(p(x)) + xˆn + xn − xˆn + v(p(xˆ))− v(p(x))− v(p(xˆ))
≥v(p(x)) + xˆn − |xn − xˆn| − |p(xˆ)− p(x)| − v(p(xˆ))
≥v(p(x)) +
xˆn
2
− v(p(xˆ))
>v(p(x)) +
3
2
|p(x)|1+α ≥ v(p(x)).
Thus, B xˆn
4
(zˆ) ⊂ V when xˆ ∈ W.
We now check that aij , ci, d− for i, j ∈ {1, . . . , n} as in (3.3),(3.4) satisfy the
hypothesis of Lemma 2.8 over W, in reverse order:
• Using (iii) and u1(0) = u2(0) = 0 we compute
aij(0) =
∫ 1
0
∂Ai
∂pj
(0, 0, tDu1(0) + (1− t)Du2(0)) dt
=
∫ 1
0
∂Aj
∂pi
(0, 0, tDu1(0) + (1− t)Du2(0)) dt = a
ji(0)
for each i, j ∈ {1, . . . , n}.
• d−(x) = max{0, d(x)} ≤ 0 for each x ∈ W.
• By (ii) we have that {aij}ni=1 are uniformly elliptic over W with
respect to λR ∈ (0,∞), where we set
(3.6) R = max{‖u1‖C1,α(V ), ‖u2‖C1,α(V )}.
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• By (i) and u1,u2 ∈ C
1,α(V ) we immediately conclude
aij ∈ C0,α(W ) and ci ∈ L∞(W )
for each i, j ∈ {1, . . . , n}.
We now show d, and hence d−, is in L
n
1−α (W ). For this, since 0 ∈ ∂V
we conclude by Lemma 2.4 that for each ℓ = 1, 2
|D2u(x)| ≤
C2.4
dist(x, ∂V )
for x ∈ V ∩ B1(0)
where C2.4 depends on
n, α, R, λR, {‖A
i‖
C2(V×[−R,R]×BR(0))
}ni=1, ‖B‖C1(V ×[−R,R]×BR(0)).
Now suppose x ∈ W, then Bxn
4
(x) ⊂ V implies dist(x, ∂V ) ≥ xn
4
by
(3.5). We thus conclude
(3.7) |D2u(x)| ≤
4C2.4
xn
for each x ∈ W ∩B1(0).
We now consider each term in the definition of d given in (3.3), which
we bound independent of t ∈ [0, 1] over W :
– By (i) and (3.6) we compute∣∣∣∣∂B∂z (P (t, x))
∣∣∣∣ ≤ ‖B‖C1(W×[−R,R]×BR(0))
for t ∈ [0, 1] and x ∈ W.
– Similarly, we have for t ∈ [0, 1] and x ∈ W∣∣∣∣∂DiAi∂z (P (t, x))
∣∣∣∣ ≤ ‖Ai‖C2(W×[−R,R]×BR(0))
and ∣∣∣∂2Ai
∂z2
(P (t, x))·(tDiu1 + (1− t)Diu2)
∣∣∣
≤ ‖Ai‖C2(W×[−R,R]×BR(0))R
for each i ∈ {1, . . . , n}.
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– For x ∈ W ∩ B1(0) we compute using (3.7), (iv) with (3.6),
u1(0) = u2(0) = 0, and
W ⊆ {x ∈ Bn−11 (0)× (0, 3) : xn > |p(x)|
1+α}
by (3.5) that when p(x) 6= 0∣∣∣ ∂2Ai
∂pj∂z
(P (t, x)) · (tDiDju1 + (1− t)DiDju2)
∣∣∣
≤
∣∣∣∣ ∂2Ai∂pj∂z (P (t, x))
∣∣∣∣ 4C2.4xn
≤
4C2.4CR(|x|+ |tu1(x) + (1− t)u2(x)|)
xn
≤ 4C2.4CR
(
|p(x)|
xn
+ 1 +R
(
|p(x)|
xn
+ 1
))
≤ 4C2.4CR(1 +R)
(
|p(x)|
|p(x)|1+α
+ 1
)
≤
8C2.4CR(1 +R)
|p(x)|α
for each i, j ∈ {1, . . . , n}. Moreover, note that we can compute
using Tonelli’s theorem∫
W∩B1(0)
(
1
|p(x)|α
) n
1−α
dx <∞
since α ∈ (0, n−1
2n−1
).
Now suppose x ∈ W \B1(0). In this case, either xn >
1
2
or
|p(x)| > 1
2
, both of which imply by (3.5) that xn > 2
−1−α. We
thus compute by (3.7) and (iv) with (3.6) that∣∣∣ ∂2Ai
∂pj∂z
(P (t, x)) · (tDiDju1 + (1− t)DiDju2)
∣∣∣
≤ ‖Ai‖C2(V×[−R,R]×BR(0))
4C2.4
xn
≤ 23+α‖Ai‖
C2(V×[−R,R]×BR(0))
C2.4
for each i, j ∈ {1, . . . , n}.
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We conclude d, and hence d−, is in L
n
1−α (W ).
Since u(x) = u1(x)− u2(x) > u1(0)− u2(0) = 0 for each x ∈ W, we
conclude by Lemma 2.8 that Dnu1(0) < Dnu2(0).
Remark 3.8. We remark on the proof and statement of Theorem 3.1.
(i) Observe that in the proof of Theorem 3.1, we could instead show
u = u1 − u2 solves an equation over V of the form
n∑
i,j=1
Di(a
ijDjuℓ + b
i
uℓ) +
n∑
i=1
ciDiuℓ + duℓ = 0,
where, as opposed to (3.3), the coefficients are only defined in terms of
u, Du and the first derivatives of A1, . . . , An, B. The idea is to try to
avoid setting hypothesis (iv).
However, applying the generalized Hopf boundary point lemma of [5]
in this case requires showing {bi}ni=1, d are weakly non-positive (see
Definition 2.5 of [5]). But in considering particular examples, this
may be difficult (or impossible) to verify. Meanwhile, assumption (iv)
of Theorem 3.1 is far more accessible.
(ii) Note that we need not specifically assume α ∈ (0, n−1
2n−1
), since
β ∈ (0, α) implies C1,α(Ω) ⊂ C1,β(Ω).
(iii) We need not assume ‖v‖C1,α(Bn−11 (0)) ≤ 1, by simply rescaling (as in
the proofs of Lemmas 2.4,2.8).
(iv) What we really need in order to prove Theorem 3.1 is
∣∣∣ ∂2Ai
∂pj∂z
(P (t, x)) · (tDiDju1 + (1− t)DiDju2)
∣∣∣ ≤ ϕ(x)
for each t ∈ [0, 1] and x ∈ V, where ϕ ∈ Lq(V ) for some q > n.
Assumption (iv) merely guarantees this.
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