Proper protection of information systems is a major quality issue of organizational risk management. Risk management is a process whereby risk factors are identified and then virtually eliminated. Failure modes and effects analysis (FMEA) is a risk management methodology for identifying system's failure modes with their effects and causes. FMEA identifies potential weaknesses in the system. This approach allows companies to correct areas identified through the process before the system fails. In this paper, we identify several critical failure factors that may jeopardize the security of information systems. In doing this, we systematically identify, analyze, and document the possible failure modes and the possible effects of each failure on the system. The proposed cybersecurity FMEA (C-FMEA) process results in a detailed description of how failures influence the system's performance and how they can be avoided. The applicability of the proposed C-FMEA is illustrated with an example from a regional airport.
assume that the appropriate protection of the information systems security lies in risk management, where risk factors are identified and then gradually eliminated.
Most of the risk management practices in cybersecurity relate to compliance requirements, which force organizations to focus on security controls and vulnerabilities. Risk management considers multiple facets including assets, threats, vulnerabilities, and controls. A functionally integrated cybersecurity organization places the threats at forefront of strategic, tactical, and operational practices.
With all the new innovative applications of the Internet, there are opportunities to develop new products and services with new quality definitions that move away from the conventional utilitarian focus and became a factor of changing environment and competitive systems [6] . The security of Internet and in general the cybersecurity is now a quality matter and requires new quality assurance tools and methods. This paper introduces failure modes and effects analysis (FMEA) as a quality and reliability approach (FMEA) to assess, monitor, and mitigate cybersecurity threats.
FMEA is a method of reliability analysis intended to identify failure affecting the functioning of a system and enable priorities for action to be set. FMEA was first used in the defense industry in the 1940s for military products and is formalized in that industry in the Department of Defense's Military Standards Mil-Std-1629A. In the 1950s, parallel to Juran and Feignbaun's work, the US Department of Defense formed an ad hoc group on reliability of electronic equipment. This group strove to predict the failure rate of equipment. The group realized that prediction was not sufficient and developed an FMEA approach to reduce failure rates over time [7] .
FMEA is a systematic group of activities intended to (a) recognize and evaluate the potential failure of a product or process and the effects of that failure, (b) identify actions that could eliminate or reduce the chance of the potential failure occurring, and (c) document the entire process. The rest of the paper is organized as follows. The section "Literature review" presents a review of the relevant literature on FMEA and its applications, its advantages as an approach to cybersecurity, and its effectiveness, and a brief discussion of using FMEA to assess information systems threats and risk as a security tool. In the section "Using FMEA for risk assessment and cybersecurity," the authors present the theoretical foundation and the development of the model with a discussion of information security and how confidentiality, integrity, and availability can be viewed as quality matters, together with the proposed methodology and specific steps for implementing FMEA for cybersecurity. A hypothetical example of an airport is presented to demonstrate the implementation of FMEA to mitigate the risk of cybersecurity threats. Finally, the conclusions offer a roadmap for other organizations that want to implement FMEA to better secure their information systems and related issues.
Literature review
Failure modes and effects analysis (FMEA) is frequently used in product design to identify the most critical causes of a product's failure and to mitigate those risks. Since 1980, military standards (MIL-STD-1629A) have considered information security as a quality issue and have recommended the use of FMEA to monitor threats and other failure causes [8] . FMEA can be used in major business areas including concept (to analyze a system in the conception of the design), process (to analyze the assembly and manufacturing processes), design (to analyze the products before mass production starts), service (to test industry processes for failure prior to their release to customers), and equipment (to analyze equipment before the final purchase).
In practice, FMEA is a qualitative assessment of risk that relies on the judgment of experts. In many cases, it is difficult to replicate the analysis and this makes it a static and case-based model. In practice, FMEA is performed in structured sessions by a team of expert analysts. The quality of the outcome depends on the ability of the analysts to predict the ways in which components might fail and how the system will behave in the presence of such failures.
FMEA is used in manufacturing, service, administrative processes, and recently in information technology and security. Table 1 summarizes a small sample of the contexts where FMEA has been applied.
Both Avaram [17] and Shirouyehzad et al. [12] agree that having a risk management strategy can lead to a successful implementation of enterprise resource planning (ERP) systems. FMEA provides more reliability in the system and can reduce the need for modifications to the design, provide product improvement on a continual basis, and reduce manufacturing costs. Most recently, Muckin and Fitch [13] of Lockheed Martin Corporation offer a "threat-driven" approach to cybersecurity and recommend using FMEA to monitor the security of an information system. Also, Silva et al. [14] and Ayofe and Irwin [18] use FMEA to analyze the security threats.
In other applications, Mandal and Maiti [15] use FMEA for risk analysis and Patel et al. [11] offer a method to quantify risk in terms of a numeric value or degree of cybersecurity. Zafar et al. [16] consider security as a matter of quality and propose a quality model to enhance software security. They use a quality framework, originally proposed by Dromey [9] , to identify known security defects, their fixes, and the underlying low-level software components along with the properties that positively influence the overall security of the product. The International Electro-technical Commission (IEC) provides the standard IEC 60812, a document that provides a forward search that identifies consequences of already identified failure modes using FMEA. There is also a backward search process to identify all the relevant causes for each hazard; a commonly used technique is fault tree analysis (FTA), presented in IEC 61025.
The aerospace industry introduced FMEA in the 1960s which is used extensively by Six Sigma practitioners to quantify and prioritize risk within a process, product, or system and then track actions to mitigate that risk [22] . Chrysler, Ford, and GM first published the common FMEA reference manual in 1993 following the discussions during the 1988 ASQ Automotive Division conference, which was extensively used for design and processes. FMEA is also used to improve the safety of drug delivery, to improve health care facility design, for the formulation of pediatric parenteral nutrition solution, Information systems [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] Space, aircraft, and avionics [19] [20] [21] [22] Automotive industry [23, 24] Health care [25] [26] [27] [28] Food industry [29] Military [30] and to reduce errors in processes. In the application related to military operations, Grunske et al. [30] introduced a model checker to automate the search for system-level consequences of component failure. The idea is to inject runtime faults into a model based on the system specification and check if the resulting model violates safety requirements, specified as temporal logical formulas. This enables the safety engineer to identify if a component failure, or combination of multiple failures, can lead to a specified hazard condition. If so, the model checker produces an example of the events leading up to the hazard occurrence which the analyst can use to identify the relevant failure propagation pathways and co-effectors. The process is applied on three medium-sized case studies modeled with Behavior Trees. Different sources, including the American Society for Quality, explained the FMEA methodology and the steps [7, 31] . These steps are:
1) Identify different functions of the system that should be performed and where the potential of failure exists. The system may need to be decomposed in order to better identify the risks, and later, an integration is expected. 2) For each function, identify potential risks/failure modes to describe how a function may fail to be performed. 3) Describe what happens for each failure mode especially the effects perceived by the user or operator. The effects should carefully be measured so the severity of each effect can be judged. 4) Categorize how severe each hazard will be. In FMEA literature, there are four different types of hazards: catastrophic, critical, marginal, and negligible. It could be also rated on a scale of 1 to 10 (1 for insignificant and 10 being catastrophic). 5) Estimate the relative chance or probability of each failure to happen. A 10-point scale can estimate the likelihood from highly unlikely (1) to very likely (10). 6) Estimate the ease of failure detection. If the detection of failure takes too long, it may become late to repair the situation and the magnitude of the problem will become much greater. 7) Calculate the risk priority number (RPN) for each risk/failure and analyze risks using a Pareto distribution. 8) Decide what action to take in order to eliminate or reduce the highest risks in the system. 9) Reassess risks with another cycle of FMEA.
Methods
The proposed cybersecurity FMEA (C-FMEA) methodology evaluates the quality of the information system security in terms of confidentiality, integrity, and availability (CIA) triad and intends to improve the reliability of security measures, recommend and record appropriate actions to mitigate the threats, and improve the efficiency and reduce the cost of cybersecurity [32, 33] .
Theoretical development/model-proposed C-FMEA approach
While in this methodology, the authors follow the general FMEA steps suggested by ASQ [31] , the core of discussion is on the identification of failure modes and taking corrective actions based on CIA triad. For this purpose, the quality standard of confidentiality and privacy aims to protect data from being viewed or disclosed to unauthorized parties. One of the confidentiality principles is to provide access to data and information only to authorized individuals with a defined and specific need to see or use that information. Some of the possible failure modes regarding confidentiality include disclosing data to unauthorized parties, collecting unauthorized information about customers, anonymizing or masking sensitive data, illegal intrusion to data and information, not locking files properly, not removing identifiers from questionnaires or electronic data files, or not encrypting files containing identifiers [34] . Each of these confidentiality failure modes can be avoided by proper defensive actions. For example, cryptography and encryption methods are to ensure the confidential transmission of data from one computer or system to another. Cryptography hides or codes the information as it is being transmitted on a network, and encryption ensures that unauthorized users do not read data since only those who hold the encryption key can decrypt the information.
The quality standard of integrity of information technology (IT) systems aims to guarantee that the information is modified and destroyed only by authorized parties, is modified and destroyed only in authorized ways, and is assumed to be authentic, (i.e., authorized parties can be verified), and any change of information cannot be repudiated (i.e., cannot be denied by the authorized changing party). There exist several measures to provide end-to-end data integrity. These measures include installation of antivirus programs, establishing authenticity and non-repudiation protocols, applying "check--sum" procedures, and installation of system and data recovery utility software programs. Malware is a common root cause of data corruption, and it can cause intentional or unintentional loss of data integrity. A virus also alters files and renders an information system unusable. A "check-sum" procedure can be used to detect and correct possible data corruption. Other programs can repair the corrupted file automatically, depending on the level of corruption. In more extreme cases, when data seems to be uncorrectable, one can apply automatic restoration from backups.
The quality standard of availability aims to make data and information available to the authorized users when it is needed. Very often, data is time-sensitive and the value may diminish if delayed. A typical failure mode for availability of a system occurs when access to the information is delayed or denied due to denial-of-service attacks, power outages, floods, fires, or other environmental or man-made disasters. The best corrective actions to ensure data availability are regular data backups, off-site data storage, redundant parallel systems, and physical protection of information systems.
In the proposed C-FMEA methodology, the authors recommend adding a responsibility matrix, which maps the actions or controls to the assigned people responsible for implementation of such controls. FMEA is an iterative approach, and as actions are completed, the team must record the results and modify the values of S, O, and D. In this section, the FMEA approach is intuitively attuned to mitigate the cybersecurity threats. The Cyber RPN (CRPN), in such a case, is a product of the cyber threat impact (in a scale from 1 to 10), the chance that the cyber threat will happen (in a scale of 1 to 10), and the chance that the cyber threat can be detected (also in a scale of 1 to 10). CRPN can be used to generate corrective actions and to set cyber threat goals and assure that these goals are achieved with appropriate cyber defensive strategies.
We use FMEA to incorporate security issues into the design of an IT system. The required steps that will be explained in details with the case presented in the next section.
Results and Discussion
Information systems have become the driving force of the airport infrastructure. Such heavy dependency of airport operations on hardware, software, data, and networks has a dual and opposing impact on airport security: while the technology has become beneficial to enhance the security of airport operations, at the same time, it poses vulnerabilities to potential cyber-attacks [35] . For example, the common use of terminal equipment (CUTE) is an IT-driven system that allows several airlines to share gates and check-in counters. However, sharing CUTE among several airlines, while increasing efficiency and lowering the cost, causes security concerns when airlines share data, protocols, procedures, and information. These concerns are related to firewalls, passwords, intrusion protection, and operational security [36] . C-FMEA methodology demonstrates the ability to address these concerns and enhance the security of information systems.
Creating a team of experts to implement C-FMEA is the prerequisite for a successful implementation. The system administrator or other information technology personnel are responsible for implementing security measures, and as such, they must initiate and lead the C-FMEA project. However, it is suggested that end-users of the information systems should participate in the systems security projects. We can use FMEA to design an IT system in which the security issues are incorporated. To do so, we need to follow these steps:
1) Identify components of an information system.
Decompose the information technology system design process into smaller components in a way that you can reintegrate to get the total system in mind. Give each component of the system design a unique identifier, so that a decomposition of the system can later end to a complete integration and no component is overlooked. This can be done through preparation of a work breakdown structure (WBS) chart. Identifying the components of the information systems at the airport helps to decide which aspects of the airport security are most vulnerable to physical break-ins or unauthorized use. Typical components of an airport network as related to security are security processes, policies and procedures, people, digital devices connected to the network, network components, and physical locations that the components are located.
2) For each component or subsystem, list all the necessary functions and all the expectations that are in mind. In other words, we introduce some performance measures and expectations from each component that when put together gives a flawless and secure total system. We are defining processes and procedures that are necessary to ensure confidentiality, integrity, and availability of data and information. Figure 1 illustrates the list of processes and procedures related to an airport network security. Each of the processes listed in Fig. 1 , when fail to be implemented properly, is a potential source for network vulnerability. In the process category, there are four causes of security threats: antivirus software not updated, passwords not changed periodically, fireworks are misplaced, and the security administrator has not completed performance testing and tuning periodically. The security policies and procedures must also be followed to avoid possible network failures, unwanted intrusions, and threat of CIA. There are three categories of people in the human factor component involved in the airport network security. The first category is passengers, including external end-users operating in the check-in and boarding areas. The second category is the airport security personnel and airline employees, also known as internal end-users. The third category is IT personnel. C-FMEA approach considers any member of these groups as a potential cause that can jeopardize the security of the network, either unintentionally or intentionally.
The equipment component lists several network devices that physically secure the airport operations. Examples of these devices include electronic ID cards, closed circuit TVs, or biometric measurement devices. When used improperly, the network security devices can jeopardize the security of the airport network. Figure 1 also identifies major causes of network security breach related to physical locations. These areas include the area around the gates and aircraft, the terminal, the internal operation zone, and the back office. Finally, each network component is a potential cause for security intrusion or failure.
3) For each function and process, list potential failure modes as they relate to CIA triad.
This means we identify ways that the system may malfunction and go wrong. Describe what happens for each failure modes especially the effect perceived by the user or operator. If that component does not perform as it should, what would be the effect? Table 2 indicates potential failure modes for each network security process at the airport as related to the three components of security. For this exercise, the authors have indicated one or more failures based on the general understanding of airport security matters. Each airport network has its own specifics, and the team created for each C-FMEA project identifies the failure modes. Table 3 shows a summary of these responsibilities. Antivirus updates must be performed by everyone in the organization, and firewall protection must be established by the airport IT professionals and network administrators. Internal users must always change their passwords, and network administrator must set password requirements and enforce them continuously. IT professionals, database administrators, and network administrators must ensure that the IT network performs at its full capacity and is always up-to-date with the latest software releases. Database and network administrators review the access control list (ACL) and formulate and enforce end-user and Internet access policies while internal users are responsible for implementing such policy.
IT professionals, database and network administrators, and airport security personnel must enforce security practices and monitor the compliance with such practices of external and internal users, as well as IT professionals at the airport. Secure performance of closed circuit cameras, biometric devices, and electronic ID cards are the responsibility of network administrator and the airport security. Airport security and airline employees must enforce proper access to terminal and aircraft. Network administrator must allow a secure access to the wireless network while the security of IT-enhanced internal operations is the responsibility of internal users, IT professionals, database and network administrators, and airport security personnel. The network security administrator and other IT personnel must address the potential attacks on hardware and software. Finally, unauthorized access to databases is the responsibility of the database administrator. In a typical risk analysis, the ranking of severity is based on the estimated cost to address or repair a security failure. However, in practice, it is difficult to estimate such losses especially when there is no data from previous security breaches. The C-FMEA approach recommends a more practical approach: using the team of experts to estimate a severity score in a scale from 1 to 10. An old but relevant structured communication technique, known as the Delphi method [37] , can be successfully used by the C-FMEA team to estimate the values of S for each failure mode. Severity values for each security process are shown in the second column (S) of Table 4. 6) Estimate the relative chance of each failure to occur (O) using a 10-point scale from unlikely (1) to very likely (10) .
Security experts and the C-FMEA team can also estimate the likelihood that a failure will occur. For lack of prior experience, we also recommend the use of the Delphi method. The chance of occurrence for each failure can also be revised in lieu of any news or intelligence reports on potential security threats. The estimated values of the chance of occurrence are shown in the third column (O) of Table 4 . 7) Estimate the ease with which the failure may be detected (D) using a 10-point scale. If the detection of failure takes long, then it may become too late to repair and magnitude of the problem is to be much greater than if the failure can be easily detected.
A similar approach as in steps 5 and 6 (Delphi method, team's expertise, cyber intelligence reports) can be used to estimate the degree of detecting a cybersecurity attack. Table 4 shows the values in the fourth column (D).
8) Estimate the highest risk process as the maximum of {S × O × D} for each process.
The cyber risk priority number (CRPN) is calculated by multiplying the severity (S), occurrence (O), and detection (D), and the results are shown in the fifth column of Table 4 .
9)
Decide what action is to be taken to eliminate or reduce the highest risk and use the responsibility matrix from step 4 to assign responsibility and take actions.
Ghosh [38] recommends taking corrective actions for any process or component with CRPN value exceeding 80. The corrective action ideally leads to a lower CRPN number. Once the priorities are calculated, a detailed plan of action can be generated. The information systems components and each potential failure mode are listed with its CRPN number in Table 5 . For example, firewall updates, password protection measures, the Internet use policy enforcements, internal operations security reviews, antivirus updates, biometric devices security, and wireless security are considered significant threats (CRPN > 80), and as such, priority dates are assigned to deal with these threats. For each action, details about start date, completion date, and responsible parties are provided. At this stage of the C-FMEA project, the responsible party implements specific security measures to address the causes of failure. Such actions include random security controls, or updating the digital devices such as scanners, metal detectors, and backscatter X-rays [39] .
With the execution of operational plan, the new set of values for S, O, and D are calculated and a new list of recommendations for future actions is prepared. Implementation of the C-FMEA project provides insights and lessons for the airport security administrators. For example, the network administrator can generate guidelines about training procedures, improve Internet use policy, and revise security measures for physical protection of the network facilities.
Conclusions
This paper offers a unique approach to managing the security of the information systems. The proposed C-FMEA methodology has several advantages compared to traditional risk management approaches. The main thrust of the paper is considering security as a quality matter, (i.e., a high-quality information system is the one that processes, communicates, and produces data with a high level of confidentiality, integrity, and availability). The proposed methodology incorporates these three dimensions of IT security into the traditional FMEA approach already used in manufacturing or service systems. The process of protecting the organizational networks and their information systems is a continuous process, and the authors propose the C-FMEA process as a continuous project. System administrators and consultants can use the approach to analyze any vulnerability in an existing information system and to offer proactive recommendations to protect the system against potential threats.
The proposed C-FMEA is a qualitative and systematic tool, typically created within a spreadsheet, to help practitioners anticipate the things might go wrong with an information system in general or its components. In addition to determining how an information system might fail, C-FMEA also helps find the possible causes of failures and the likelihood of failures before their occurrence. The ability to anticipate security issues early allows cybersecurity administrators to prevent potential failures or vulnerabilities. The authors demonstrated the proposed methodology using a hypothetical example. This was a learning exercise, and the authors intend to implement the methodology in a real case environment. 
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