Some hybrid fixed point theorems related to optimization  by Corley, H.W
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 120, 528-532 (1986) 
Some Hybrid Fixed Point Theorems 
Related to Optimization 
H. W. CORLEY 
Department of Industrial Engineering, University of Texas at Arlington, 
Arlington, Texas 76019 
Submitted by V. Lakshmikantham 
Received August 21, 1985 
1. INTRODUCTION 
Throughout this paper let X, Y be topological vector spaces, each with 
zero element 8 as clear from context, and let A c X, B c Y, Cc Y, 
j-I Y+2y, where 2’ is the power set of Y. Standard fixed point theorems 
state conditions under which there exist solutions to x =f(x) for the single- 
valued function f or to y E F(y) for the set-valued mapping F. The 
prototype of the former is the contraction mapping theorem, while that of 
the latter is the Kakutani fixed point theorem. These results, as well as 
generalizations, applications, and other references, are surveyed in [14]. A 
representative sample of subsequent work is given by [4, 5, 8, 9, 10, 13, 
151 and the references therein. 
In this paper we first show in Section 2 that maximization with respect 
to a cone, which subsumes ordinary and Pareto optimization, is equvalent 
to a fixed point problem of determining y such that ( y} = F(y). In some 
cases this equivalence actually provides a computational procedure. This 
fixed point problem can be considered a hybrid between the previously 
described standard fixed point problems for single-valued functions and 
set-valued mappings. We then establish in Section 3 conditions under 
which such a hybrid fixed point exists; an immediate corollary is an 
existence result for maximization with respect to a cone. In Section 4 a 
generalization of the contraction mapping theorem is presented. 
2. A FIXED POINT INTERPRETATION OF OPTIMIZATION 
The following definitions are needed. The set C c Y is a cone if ,?y E C for 
all y E C and 12 0. A convex cone C is one for which A, y, + AZ y, E C for 
all y,, y, E C and A,, A2 20. A cone C is said to be pointed if 
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Cn -C= {O}. F or a pointed cone C we write y, gEy if y,-y,EC and 
y1 ccy2 if y,-yr~C\{e}. The point ~,,EB is a maximal element of B 
with respect o C, denoted y, E max(B; C), if there exists no y E B for which 
y0 < c y. For a specified pointed cone C we consider the problem 
maximizef(x) 
subject o x E A 
(1) 
of determining all x,, E A for which f(xo) E max[f(A); C]. Such an x0 is 
called a maximal point for (1). This abstract problem has been studied in 
[2] and [3] and the references therein. When X= R”, Y = R”, fi,...,fm: 
R” + R’, f(x) = (fr(~),...,f~(x)), and C= R”,, (1) becomes a Pareto 
maximization problem which has been considered by numerous authors. 
Problem (1) is shown to be equivalent to a fixed point problem in the 
following theorem. 
THEOREM 1. Let F: Y + 2 ’ be defined by F(y)= {f(x):x~A, 
ME C+y}. Th en x0 is a maximal point for (1) if and only if 
m-(%)1 = LfI%)h (2) 
Proof. First suppose x0 is a maximal point. Obviously f(x,,) E 
F[f(xO)]. If there is another memberf(x,) of F[f(xO)], then x1 is feasible 
to (1) and satisfies 8 #f(x,) -f(x,,) E C, contrary to assumption. Thus (2) 
is established. Next suppose (2) is true. Then 8 #f(x,) -f(xO) E C cannot 
hold for any feasible x, to (1 ), so x0 is a maximal point. 1 
The equivalence of Theorem 1, in contrast to previous work relating 
optimization and fixed points (see [ 15]), does not involve the solution of 
necessary optimality conditions as fixed point problems. The following 
example illustrates that Theorem 1 can sometimes be directly applied. 
EXAMPLE 1. Let cl;, /Ii be scalars and consider the Pareto problem 
maximize (31x, + ciz, CI~ - 2~) (3) 
subject o 
ai + a$ d 1 
al, c(*>O. 
Setting y = (/II, bZ) and x = (c(~, txZ), we seek a fixed point of 
WI> Sz)= {(3a, + a,,cr,-2a,):a~+cc~~1;ol,,cc,~0; 
~CQ+G~V-QH~ 
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in the sense of Theorem 1. It is evident from graphical considerations that 
the (a,, Q) yielding such a fixed point are those satisfying 
(4) 
where B, is any scalar yelding nonnegative c(,. The set of maximal points to 
(3) thus 
i 
(a a ).a,=6/1i+J-4a:,N =2p,-3Jw 
I> 2. 20 2 20 ’ 
3. A FIXED POINT THEOREM RELATED TO OPTIMIZATION 
We next establish a theorem stating conditions sufficient for fixed points 
of the type defined by { y} = F(y) to exist. This result is then related to 
problem (1) via Theorem 1. The following definitions are first needed. A 
set-valued mapping F: B 4 2’ is said to be closed-valued on B (see [9]) if 
F(y) c B is closed in Y for each y E B. If F is upper semicontinuous on B in 
the sense of Berge [ 11, for example, then F(y) is compact and hence closed 
for each y E B. When F is closed-valued on B, we define the notion of F- 
semicompactness. B is said to be F-semicompact if every open cover of 
complements of the form {F’(y): y, E B, x E n } has a finite subcover. 
Obviously a compact set B is F-semicompact. We also say that F: B + 2’ is 
reflexive on B if y E F(y) for each y E B, antisymmetric on B if y1 = yz 
whenever y, E F(yl) and y, E F(y,), and transitive on B if y, E F( yl) 
whenevery,EF(y,) andy,EF(y2). 
THEOREM 2. Let F: B --) 2’ be closed-valued, reflexive, antisymmetric, 
and transitive on B, and let B be F-semicompact. Then there exists y E B such 
that {y}=F(y). 
Proof: F induces a partial order on B defined by y, d yz if y, E F( y, ). It 
will be shown that B is inductively ordered after which Zorn’s lemma 
applied. Suppose B is not inductively ordered. Then there exists a totally 
ordered set T= { y,: tl E /1> in B which has no upper bound in B. Thus 
n cren F( y,) = 0; otherwise any element of this intersection would be an 
upper bound of T in B. Hence for any y E B there exists y, E T such that 
Y 4 F(Y,), so {F'(Y,): a E A > forms an open cover of B. The F-semicom- 
pactness of B now implies that B has a finite subcover denoted by 
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(F( yi): i = I,..., n}, where y, <y,6 ... 6y, without loss of generality. But 
then F(y,) c F(y,- i), i= 2,..., n, from the transitivity hypothesis. It now 
follows that B c F’(y,) and thus F(y,) c B’, a contradiction since 
yn E F(y,). Hence B is inductively ordered and has a maximal element y 
from Zorn’s lemma with the property the z E F(y) implies z = y. In other 
words, there exists y E B for which { y } = F(y). m 
An immediate corollary is the following existence result for problem (1). 
COROLLARY. If f: X -+ Y is continuous, A is nonempty and compact, and 
C is a pointed closed convex cone in Y, then there exists a maximal point for 
(1). 
Proof The set B =f (A) is compact, and F(y) = B A [C + y] satisfies 
the hypotheses of Theorem 2. Thus there exists x0 E A for which (2) holds, 
and the conclusion now follows from Theorem 1. 1 
The following example illustrates that Theorem 2 may not be true for 
F(y) = B A [C + y ] used in the proof of its corollary if the hypothesis on B 
is weakened even to being closed and bounded in a complete metric 
space Y. 
EXAMPLE 2. Let Y be the Banach space cO, the space of all sequences 
y = (a,) of real numbers converging to 0 with sup norm. The set C of all 
nonnegative sequences in c0 is a pointed closed convex cone. Let 
B=(Y: IMIGl), a closed and bounded set, and F(y) = B n [C + y] for 
YE B. Fix y = (tl,) in B and note that 1Q < 1 for some k. Let y, be the 
sequence which is 0 except in the kth place, where it has value 1 - 1~~1. It 
follows that y + y, E B n [C + y]. Since y is arbitrary, { y} # F(y) for all 
y E B; i.e., max( B; C) = 0. 
4. A CONTRACTION MAPPING THEOREM 
We now consider metric spaces and under somewhat different 
hypotheses establish the same type of fixed point theorem. Theorem 3 is a 
generalization of Banach’s contraction mapping theorem which has been 
used in the proof of implicit function theorems and existence/uniqueness 
results for differential equations [ 141, in algorithms in numerical analysis 
[7], as well as in other applications [ 11, 121. 
THEOREM 3. Let B be a closed set in a complete metric space (Y, d), and 
for each ye B let F: B --+ 2’ be such that YE F( y) and F(y) is bounded. If 
there exist 0 d k < 1, y, E B, and y, + , E F( y,), n = 0, 1, 2 ,..., for which 
diamF(y,+,)<kdiamF(y,), then y,+y,~Band {y,.=F(y,). 
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Proof: Obviously diam F( y,) < k” diam F( yO) + 0. Hence, d( y,, y,) 
--f 0 as m, n + co from which ( y,) is Cauchy. Moreover, B is complete as a 
metric space since it is closed, so (y,) converges to some y, E B. Since 
y, eF(y,) by hypothesis and diam F(y,) = 0, we conclude that 
{Y,l =F(Yco). I 
When X= Y, the standard contraction mapping theorem follows directly 
from Theorem 3. Theorem 3 also suggests the possibility of an iterative 
approximation procedure for problem (1) for some classes of functions as a 
consequence of the equivalence of Theorem 1. The linear Pareto case 
studied in, say [6] and [ 161 might be one possibility. 
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