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ABSTRACT
In this paper, a framework that addresses the core of the papermaking process is
proposed, starting from the production of jumbos and ending with the paper sheets
used in daily life. The first phase of the process is modelled according to a lot-sizing
problem, where the quantities of jumbos are determined in order to meet the de-
mand of the entire chain. The second phase follows a one-dimensional cutting-stock
formulation, where these jumbos are cut into smaller reels of predetermined lengths.
Some of these are intended to fulfil a portfolio of orders, while others are used as
raw material for the third phase of the process, when the reels are cut into sheets
with specific dimensions and demands, following a two-dimensional cutting-stock
problem. The model is called the Bi-Integrated Model, since it is composed of two
integrated models. The heuristic method developed uses the Simplex Method with
column generation for the two cutting-stock phases and applies the Relax-and-Fix
technique to obtain the rounded-integer solution. Computational experiments com-
paring the solutions of the Bi-Integrated Model to other strategies of modelling the
production process indicate average cost gains reaching 26.63%. Additional analyses
of the model behaviour under several situations resulted in remarkable findings.
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1. Introduction
Paper production is an intricate and large-scale process consisting of three main phases,
as illustrated in Figure 1. In Phase 1, cellulose sheets are rolled around an axis, result-
ing in large cylinders called jumbos. In Phase 2, machines known as rewinders unwind
these jumbos, make longitudinal cuts and rewind them continuously. The smaller bar-
rels resulting from this process are called reels. In Phase 3, the reels are processed by
machines called cutters that unwind them while making longitudinal and transverse
cuts, producing the paper sheets used in daily life. All three products—jumbos, reels
and sheets—can either be delivered to the customer, stored as stock or served as raw
material to the next phase of the process, if any. They all share a critical feature called
grammage, which is the mass of paper per unit of area and defines the product type.
Once the grammage is set for the jumbo at the beginning of the process, the entire
chain will maintain the same specification. The quantity of machines in each phase
varies according to the size of the factory, but it generally consists of some units.
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Figure 1. The production of jumbos, reels and sheets.
There are basically three types of costs involved in each stage of the process—
production, machine setup and storage costs. Whenever there is a change in the prod-
uct specifications (grammage or dimensions of the final items), the three types of
machines on the production line must be reset, to change the positions of the knives
responsible for cutting in each phase. The cost of this wasted time is accounted for as
the machine setup cost and can be estimated as the profits of the products that could
be manufactured during this period.
Several works address this production process. Poltroniere et al. (2008), Poltron-
iere et al. (2016), Leao et al. (2017), Malik et al. (2009) and Campello et al. (2019)
integrated Phases 1 and 2 using an approach that deals with lot-sizing and cutting-
stock problems. In Poltroniere et al. (2008) and Poltroniere et al. (2016), machine
capacity and setup constraints were considered in the formulations. This model inter-
connected the phases by integrating the constraints, whereby the quantity of jumbos
manufactured was linked to the quantity needed to meet the demand for reels. Leao
et al. (2017) presented three mathematical formulations—the first oriented to items,
the second to cutting patterns and the third to machine decomposition. Malik et al.
(2009) proposed a model to jointly optimize the changeover, inventory holding cost
and trim loss, also discussing the relationship between the ensuing cycle service levels
and the total joint costs. Keskinocak et al. (2002) also integrated Phases 1 and 2,
but focused on allocation and sequencing problems. In addition to jumbo and reel
production programming, reel distribution was also considered using a multi-criteria
approach. Campello et al. (2019) used a multi-objective approach to address the two
problems being integrated.
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Dealing with Phase 2, Menon & Schrage (2002) modelled the allocation of orders to
reels cutters using the classical assignment problem. P. C. Gilmore & Gomory (1961),
Zak (2002) and Poldi & de Araujo (2016) used the cutting-stock problem in their the-
oretical work. In the well-known work of P. C. Gilmore & Gomory (1961), the problem
of one-dimensional jumbos being cut into reels was solved using the Simplex Method
with column generation. Resp´ıcio & Captivo (2002) extended the idea in P. C. Gilmore
& Gomory (1961) to a case where the production capacity is not enough to meet the
demand, resulting in long delivery times. Zak (2002) generalised this approach for
multi-stage, one-dimensional cutting. Poldi & de Araujo (2016) assumed jumbo pro-
duction to be an input parameter, and stock balance constraints required planning for
jumbo stock in each period, thus allowing reel production to be anticipated.
Integrating Phases 2 and 3, Chauhan et al. (2008) used a classic assignment problem.
The proposed decision model determined the optimal quantity of reels to be stored
and the corresponding number of sheets according to specific demands, resulting in a
smaller loss of material. Correia et al. (2004) and Kallrath et al. (2014) also integrated
the two phases using a cutting-stock approach. Correia et al. (2004) enumerated the
combinations of reel widths and determined the quantities to be produced and the
cutting patterns to be used by employing a mathematical model for the 1.5-dimensional
cutting-stock problem. Kallrath et al. (2014) presented several approaches to solve
one- and two-dimensional cutting-stock problems, including a new column generation
heuristic method of treating different jumbo widths, with limited jumbo stocking and
sub-production allowed but to be avoided. Krichagina et al. (1998) considered lot-
sizing and cutting-stock problems to produce sheets of several sizes to minimise waste
costs, machine setup and sheet stock.
Rodr´ıguez & Vecchietti (2008), P. Gilmore & Gomory (1965) and Kim et al.
(2014) addressed Phase 3 only. Rodr´ıguez & Vecchietti (2008) considered allocation
and cutting-stock problems to optimise the production of corrugated paper boxes.
P. Gilmore & Gomory (1965) generalised the work of P. C. Gilmore & Gomory (1961),
addressing the staged multi-dimensional cutting-stock problem. Kim et al. (2014)
worked with two-stage two-dimensional cutting-stock problems, considering several
factory operation constraints.
Melega et al. (2018) presented a survey about integrated lot-sizing and cutting-stock
problems in several types of industries, such as textiles, wood processing, aluminium,
copper and furniture. They also proposed a general model to encompass all the cited
models and classify them according to several criteria.
The present paper proposes a novel formulation that integrates the three phases of
paper production in a unique and general model that can be fitted to any factory. The
first phase is modelled according to a lot-sizing problem, the second phase is modelled
according to a uni-dimensional cutting-stock problem and the third phase is modelled
according to a bi-dimensional cutting-stock problem. It is important to note that,
although this work has a similar proposal to the paper by Melega et al. (2018), in the
sense of integrating the three stages of production into a generalist model, Melega et
al. (2018) presented a model where Phases 1 and 3 deal with lot-sizing problems, while
Phase 2 deals with a cutting-stock problem. In our work, Phase 1 deals with a lot-
sizing problem, while Phases 2 and 3 deal with cutting-stock problems. This feature is
specific of the paper industry and, to the best of our knowledge, this is the first time
it has been addressed in the literature.
We compare the results of this new integrated model with those obtained by em-
ploying other strategies to approach the overall process. Furthermore, we explore the
model’s behaviour in several scenarios and present some striking findings. It is the first
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time that a model has dealt with the three phases of paper production together and the
first time that an analysis of the impact of such integration in terms of operational and
financial aspects has been conducted. As the proposed model is a large-scale, mixed-
integer linear problem, we developed a heuristic algorithm that, although making use
of classical methods, works well for the intentions of this paper.
The remainder of this article is structured as follows. In Section 2, the novel math-
ematical model that integrates the processes at the core of papermaking is proposed.
In Section 3, the heuristic solution we developed is explained. In Section 4, the tests
conducted to analyse the behaviour of the proposed model are described. In Section
5, the main findings are detailed.
2. Mathematical model of the three phases of the paper production
process
In this section, we present the mathematical model of the three phases of the paper
production process in an integrated way. To amortise the uncertainties of demand, the
rolling-horizon planning technique (Sethi & Sorger, 1991) was used. The long-term
planning Phases 1 and 2 are solved for every period, and the short-term planning
Phase 3 is solved for the sub-periods that compose the first period of the planning
horizon.
Phase 1 is modelled based on a lot-sizing problem. The goal is to find the quantity
of jumbos to be produced with a minimum total cost—constituted by production,
machine setup and storage costs—in each period of the planning horizon and respecting
the machine capacity of the factory.
To model Phase 2, we used a one-dimensional cutting-stock problem. The aim is to
find the best way of cutting jumbos into reels for each period, minimising the costs
of the material waste in the cutting process, the machine setup and the reel storage
costs. It must meet the reel demand without exceeding the machine capacity.
Phase 3 is modelled based on a two-dimensional cutting-stock problem. We seek
to find the best way to cut reels into sheets for each sub-period of the first period of
the planning horizon, meeting the sheet demand and respecting the machine capacity.
The costs considered in this phase are the material waste, the machine setup and the
sheet storage costs.
The indexes, parameters and variables are defined next. We sought to maintain
the same letter to specify notations referring to similar definitions throughout the
model and indicated the phases they refer to using the number that follows. For
example, m1, m2 and m3 refer to the type of machine in phases 1, 2 and 3, respectively.
Indexes:
t: period in the planning horizon; varies in t = 1, . . . , T , where T is the total number
of periods;
τ : sub-period in the first period; varies in τ = 1, . . . ,Θ, where Θ is the total number
of sub-periods in the first period;
k: paper grammage; varies in k = 1, . . . ,K, where K is the quantity of types of
grammage;
m1: jumbo production machine type; varies in m1 = 1, . . . ,M1, where M1 is the total
number of different types of machines; machine m1 makes jumbos with the length Lm1 ;
m2: rewinder type; varies in m2 = 1, . . . ,M2, where M2 is the total number of different
types of rewinders;
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i2: reel type, with the dimensions li2 for length and wi2 for width; varies in i2 =
1, . . . , Nf2, where Nf2 is the total number of different types of reels;
j2: one-dimensional cutting pattern; varies in j2 = 1, . . . , Nm1 , where Nm1 is the pat-
tern quantity for jumbos of type m1;
{1, . . . , Nf2} = S2(1)∪ S2(2)∪ . . .∪ S2(K), where S2(k)={i2 such that the grammage
of reel i2 is k}.
m3: cutter type; varies in m3 = 1, . . . ,M3, where M3 is the total number of different
types of cutters;
i3: sheet type, with the dimensions li3 for length and wi3 for width; varies in i3 =
1, . . . , Nf3, where Nf3 is the total number of different types of sheets;
j3: two-dimensional cutting pattern; varies in j3 = 1, . . . , Ni2 , where Ni2 is the pattern
quantity for reels of type i2;
{1, . . . , Nf3} = S3(1)∪ S3(2)∪ . . .∪ S3(K), where S3(k)={i3 such that the grammage
of sheet i3 is k};
Parameters:
c1k,m1,t : production cost of jumbo of grammage k, in machine m1, in period t, per
weight unit;
s1k,m1,t : setup cost for jumbo of grammage k, produced by machine m1, in period t;
h1k,t : cost/kg for stocking jumbos of grammage k in period t;
b1k,m1 : weight of jumbos of grammage k, produced by machine m1;
d1k,m1,t : demand of jumbos of grammage k and length Lm1 in period t;
f1k,m1 : time for producing jumbos of grammage k in machine m1;
g1k,m1 : setup time for producing jumbos of grammage k in machine m1;
C1t : available time for jumbos production in period t;
aj22i2,m1
: quantity of reels of type i2 cut from jumbo produced by machine m1, according
to pattern j2.
c2k,t : waste cost for paper of grammage k during the jumbos cutting process, in period
t, per length units;
pj22m1
: paper waste in jumbos of type m1 cutting, according to pattern j2; calculated
by pj22m1
= Lm1 −
∑K
k=1
∑
i2∈S2(k) a
j2
2i2,m1
li2 ;
sj22k,m1,m2,t
: setup cost for jumbo of grammage k, produced by machine m1, cut by
rewinder m2, in period t, according to pattern j2;
h2i2,t : cost/kg for reels of type i2 stock, in period t;
b2i2 : reels of type i2 weight;
d2i2,t : reels of type i2 demand in period t;
αi2 : increase of extra reels of type i2 needed to supply Phase 3, for the periods t > 1;
δ2i2,t : reels of type i2 extra demand that must be supplied in period t to feed Phase
3; as Phase 3 demand for t > 1 is not known, δ2i2,t = δ2i2,1 for t = 2, . . . , T was
considered;
f j22k,m1,m2
: time for cutting jumbos of grammage k, produced by machine m1, cut in
rewinder m2, according to pattern j2;
gj22k,m1,m2
: setup time for cutting jumbos of grammage k, produced by machine m1, cut
in rewinder m2, according to pattern j2;
C2t : available time for jumbos cutting in period t;
aj33i3,i2
: quantity of sheets of type i3 cut from reels of type i2, according to pattern j3;
c3k,τ : waste cost for paper of grammage k during reels cutting process, in sub-period
τ , per area units;
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pj33i2
: paper waste in reels of type i2 cutting, according to pattern j3; calculated by
pj33i2
= li2wi2 −
∑K
k=1
∑
i3∈S3(k) a
j3
3i3,i2
li3wi3 ;
sj33i2,m3,τ
: setup cost for reels of type i2 cutting, in cutter m3, in sub-period τ , according
to pattern j3;
h3i3,τ : cost/kg for sheet of type i3 stock, in sub-period τ ;
b3i3 : sheets of type i3 weight;
d3i3,τ : sheets of type i3 demand in sub-period τ ;
f j33i2,m3
: time for reels of type i2 cutting, in cutter m3, according to pattern j3;
gj33i2,m3
: setup time for reels of type i2 cutting, in cutter m3, according to pattern j3;
C3τ : available time for reels cutting in sub-period τ ;
Q: a sufficiently large number;
Variables:
x1k,m1,t : quantity of jumbos of grammage k produced by machine m1, in period t;
z1k,m1,t : binary variables that indicate whether jumbos of grammage k were produced
by machine m1, in period t;
e1k,m1,t : quantity of jumbos of grammage k, produced by machine m1 stocked in period
t.
yj22k,m1,m2,t
: quantity of jumbos of grammage k, produced by machinem1, cut in rewinder
m2, in period t, according to pattern j2;
zj22k,m1,m2,t
: binary variables that indicate whether jumbos of grammage k, produced by
machine m1, were cut in rewinder m2, in period t, according to pattern j2;
e2i2,t : reels of type i2 stocked in period t.
yj33i2,m3,τ
: reels of type i2 quantity cut in cutter m3, in sub-period τ , according to pattern
j3;
zj33i2,m3,τ
: binary variables that indicate whether reels of type i2 were cut in cutter m3,
in sub-period τ , according to pattern j3;
e3i3,τ : sheets of type i3 quantity stocked in sub-period τ .
The integrated paper production process is represented in Model 1. As we integrate
two already integrated models (Phases 1 and 2 together with Phases 2 and 3), this
new formulation is termed as the Bi-Integrated Model.
Minimise
T∑
t=1
M1∑
m1=1
K∑
k=1
(c1k,m1,tx1k,m1,t + s1k,m1,tz1k,m1,t + h1k,tb1k,m1e1k,m1,t)+ (1a)
T∑
t=1
M1∑
m1=1
M2∑
m2=1
K∑
k=1
Nm1∑
j2=1
(c2k,tp
j2
2m1
yj22k,m1,m2,t
+ sj22k,m1,m2,t
zj22k,m1,m2,t
)+
T∑
t=1
K∑
k=1
∑
i2∈S2(k)
h2i2,tb2i2e2i2,t+ (1b)
Θ∑
τ=1
M3∑
m3=1
K∑
k=1
Ni2∑
j3=1
∑
i2∈S2(k)
(c3k,τp
j3
3i2
yj33i2,m3,τ
+ sj33i2,m3,τ
zj33i2,m3,τ
)+
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Θ∑
τ=1
K∑
k=1
∑
i3∈S3(k)
h3i3,τ b3i3e3i3,τ (1c)
subject to
x1k,m1,t + e1k,m1,t−1 − e1k,m1,t = d1k,m1,t +
M2∑
m2=1
Nm1∑
j2=1
yj22k,m1,m2,t
, k = 1, . . . ,K,
m1 = 1, . . . ,M1, t = 1, . . . , T. (1d)
M1∑
m1=1
K∑
k=1
(f1k,m1x1k,m1,t + g1k,m1z1k,m1,t) ≤ C1t , t = 1, . . . , T ; (1e)
x1k,m1,t ≤ Qz1k,m1,t , k = 1, . . . ,K, m1 = 1, . . . ,M1, t = 1, . . . , T ; (1f)
M1∑
m1=1
M2∑
m2=1
Nm1∑
j2=1
aj12i2,m1
yj22k,m1,m2,1
− e2i2,1 = d2i2,1 +
Θ∑
τ=1
M3∑
m3=1
Ni2∑
j3=1
yj33i2,m3,τ
,
i2 ∈ S2(k), k = 1, . . . ,K. (1g)
M1∑
m1=1
M2∑
m2=1
Nm1∑
j2=1
∑
i2∈S2(k)
(aj22i2,m1
yj22k,m1,m2,t
+ e2i2,t−1 − e2i2,t) = (1 + αi2)d2i2,t ,
k = 1, . . . ,K, i2 ∈ S2(k), t = 2, . . . , T ; (1h)
M1∑
m1=1
M2∑
m2=1
K∑
k=1
Nm1∑
j2=1
(f j22k,m1,m2
yj22k,m1,m2,t
+ gj22k,m1,m2
zj22k,m1,m2,t
) ≤ C2t , t = 1, . . . , T ; (1i)
yj22k,m1,m2,t
≤ Qzj22k,m1,m2,t , k = 1, . . . ,K, m1 = 1, . . . ,M1, m2 = 1, . . . ,M2,
t = 1, . . . , T, j2 = 1, . . . , Nm1 ; (1j)
M3∑
m3=1
Ni2∑
j3=1
∑
i2∈S(k)
(aj33i3,i2
yj33i2,m3,τ
+ e3i3,τ−1 − e3i3,τ ) = d3i3,τ ,
i3 ∈ S3(k), k = 1, . . . ,K, τ = 1, . . . ,Θ; (1k)
M3∑
m3=1
K∑
k=1
Ni2∑
j3=1
∑
i2∈S(k)
(f j33i2,m3
yj33i2,m3,τ
+ gj33i2,m3
zj33i2,m3,τ
) ≤ C3τ , τ = 1, . . . ,Θ; (1l)
yj33i2,m3,τ
≤ Qzj33i2,m3,τ , j3 = 1, . . . , Ni2 , i2 ∈ S2(k), k = 1, . . . ,K,
m3 = 1, . . . ,M3, τ = 1, . . . ,Θ; (1m)
x1k,m1,t , e1k,m1,t ≥ 0 and integers, z1k,m1,t ∈ {0, 1}, e1k,m1,0 = 0,
k = 1, . . . ,K, m1 = 1, . . . ,M1, t = 1, . . . , T. (1n)
yj22k,m1,m2,t
, e2i2,t ≥ 0 and integers, zj22k,m1,m2,t ∈ {0, 1}, e2i2,0 = 0,
k = 1, . . . ,K, i2 ∈ S2(k), m1 = 1, . . . ,M1, m2 = 1, . . . ,M2, t = 1, . . . , T,
j2 = 1, . . . , Nm1 . (1o)
yj33i2,m3,τ
, e3i3,τ ≥ 0 and integers, zj33i2,m3,τ ∈ {0, 1}, e3i3,0 = 0,
k = 1, . . . ,K, i3 ∈ S3(k), i2 ∈ S2(k), m3 = 1, . . . ,M3, τ = 1, . . . ,Θ,
j3 = 1, . . . , Ni2 . (1p)
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The objective function (1a + 1b + 1c) is a composition of the objective functions
of the three phases. The portion (1a) minimises the production cost of jumbos, the
machine setup and the stock costs (Phase 1). The portion (1b) refers to the costs of
paper waste in the process of cutting jumbos into reels, rewinder setup and reel stock
(Phase 2). The portion (1c) corresponds to the costs of paper waste when cutting reels
into sheets, cutter setup and sheet stock (Phase 3).
The block (1d) to (1f) refers to Phase 1 constraints. Restriction (1d) is for meeting
the total demand for jumbos, composed of the orders portfolio and the extra quantity
needed to supply Phase 2. It is responsible for integrating Phases 1 and 2, since it
contains variables from Phase 1—x1k,m1,t and e1k,m1,t—and from Phase 2—y
j2
2k,m1,m2,t
.
(1e) guarantees that the machine capacity is not exceeded for each period. In (1f),
setup binary variables are set to 1 when there is jumbo production and to 0 otherwise.
The block (1g) to (1j) refers to Phase 2 constraints. Restrictions (1g) and (1h) are
for meeting the demand for reels. It is necessary to furnish the requested reels as final
products and the quantity needed to supply Phase 3. For the first period, this is guar-
anteed by Restriction 1g, that integrates Phases 2—through the variables yj22k,m1,m2,1
and e2i2,1— and Phase 3—through the variables y
j3
3i2,m3,τ
. As there is information about
the demand of sheets only for the sub-periods of the first period of the planning hori-
zon, for the remainder periods (t > 1) we considered an increase αi2 in the quantity
of reels to be supplied to Phase 3. (1i) guarantees that the capacity of the rewinders
is not exceeded for each period. In (1j), setup binary variables are set to 1 if jumbos
are cut and to 0 otherwise.
The block (1k) to (1m) refers to Phase 3 constraints. Restriction (1k) is for meeting
the demand for sheets. (1l) guarantees that the capacity of the cutters is not exceeded
for each sub-period. (1m) makes setup binary variables set to 1 whenever reels are cut
and to 0 otherwise.
The block (1n) to (1p) refers to all the constraints on the variables. (1n) to (1p) re-
strict the variables x1k,m1,t , e1k,m1,t , y
j2
2k,m1,m2,t
, e2i2,t , y
j3
3i2,m3,τ
and e3i3,τ to non-negative
integer values and variables z1k,m1,t , z
j2
2k,m1,m2,t
and zj33i2,m3,τ
to binary values. The initial
jumbo, reel and sheet stocks are set to 0.
Model 1 represents a large-scale, mixed-integer linear programming problem. There-
fore, it becomes challenging to find optimal solutions using conventional exact methods
for instances of significant dimensions. Different techniques can be explored to solve
this novel model. Following, we present the method we developed in detail.
3. Solution method
The first difficulty in solving Model 1 is the existence of binary machine setup variables
in the three phases of the production process. The strategy adopted was not explicitly
to consider the costs and setup times in the model, but rather to add them empiri-
cally to costs and production times, avoiding that the solution obtained by Model 1
becomes infeasible in practice. Therefore, some parameters were updated to take into
account this increase due to machine setup. Calling c
′
1k,m1,t
and f
′
1k,m1
the new cost
and production time, respectively, for Phase 1; c
′
2k,t and f
′j2
2k,m1,m2
the new paper waste
cost and cutting time, respectively, for Phase 2; and c
′
3k,τ and f
′j3
3i2,m3
the new paper
waste cost and cutting time, respectively, for Phase 3, the updated objective function
is defined by Expression (2).
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T∑
t=1
M1∑
m1=1
K∑
k=1
(c
′
1k,m1,t
x1k,m1,t + h1k,tb1k,m1e1k,m1,t)+
T∑
t=1
M1∑
m1=1
M2∑
m2=1
K∑
k=1
Nm1∑
j2=1
c
′
2k,tp
j2
2m1
yj22k,m1,m2,t
+
T∑
t=1
K∑
k=1
∑
i2∈S2(k)
h2i2,tb2i2e2i2,t+
Θ∑
τ=1
M3∑
m3=1
K∑
k=1
Ni2∑
j3=1
∑
i2∈S2(k)
c
′
3k,τp
j3
3i2
yj33i2,m3,τ
+
Θ∑
τ=1
K∑
k=1
∑
i3∈S3(k)
h3i3,τ b3i3e3i3,τ (2)
The capacity restrictions also had to be updated, according to Expressions (3a),
(3b) and (3c) for Phases 1, 2 and 3, respectively.
M1∑
m1=1
K∑
k=1
f
′
1k,m1
x1k,m1,t ≤ C1t , t = 1, . . . , T ; (3a)
M1∑
m1=1
M2∑
m2=1
K∑
k=1
Nm1∑
j2=1
f
′j2
2k,m1,m2
yj22k,m1,m2,t
≤ C2t , t = 1, . . . , T ; (3b)
M3∑
m3=1
K∑
k=1
Ni2∑
j3=1
∑
i2∈S(k)
f
′j3
3i2,m3
yj33i2,m3,τ
≤ C3τ , τ = 1, . . . ,Θ; (3c)
The second difficulty, that all the variables must be integers, is bypassed by solv-
ing the relaxed mathematical model and, with the approximated solution, applying
a rounding heuristic to come up with an integer-valued solution. The relaxed mathe-
matical model is then composed of Expression (2), as the objective function, and the
restrictions (1d), (3a), (1g), (3b), (1k), (3c), (1n) (with x1k,m1,t and e1k,m1,t relaxed),
(1o) (with yj22k,m1,m2,t
and e2i2,t relaxed) and (1p) (with y
j3
3i2,m3,τ
and e3i3,τ relaxed).
The last difficult, the large number of possible cutting patterns, is overcome by
applying the Simplex Method with column generation (P. C. Gilmore & Gomory,
1961; P. Gilmore & Gomory, 1965) to the relaxed mathematical model.
The flowchart in Figure 2 illustrates the proposed solution method. In the adapta-
tions stage, the setup variables are removed and the integer variables are relaxed. In
addition, homogeneous cutting patterns are generated for Phases 2 and 3, resulting in
the initial restricted master problem.
In the master problem stage, the master problem is solved and the optimal values
of the dual variables pi are obtained.
The last stage, cutting-patterns generation, is divided into two parts, one to generate
one-dimensional patterns for the jumbos and another to generate two-dimensional
patterns for the reels. In the first case, the sub-problems represented by Model 4 are
solved, one for each combination of grammage k, machine type m1 and period t, to
obtain the best patterns aj22i2,m1
:
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Figure 2. Solution heuristic method flowchart.
Maximise∑
i2∈S2(k)
(c
′
2k,t l2i2 + pi(KM1T+T+(t−1)Nf2+
∑k−1
i=1 (S2(i)+i2))
)aj22i2,m1
(4a)
subject to∑
i2∈S2(k)
l2i2a
j2
2i2,m1
≤ Lm1 , (4b)
aj22i2,m1
≥ 0 and integer, k = 1, . . . ,K, m1 = 1, . . . ,M1, t = 1, . . . , T, (4c)
If the relative cost cˆj22k,m1,t
(Equation 5) of the new column is negative, it is inserted
into the master problem. This is applied to every new generated column.
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cˆj22k,m1,t
=c
′
2k,tLm1 −
∑
i2∈S2(k)
c
′
2k,t l2i2a
j2
2i2,m1
− pi((k−1)M1T+(m1−1)T+t)−
− pi(KM1T+T+(t−1)Nf2+∑k−1i=1 (S2(i)+i2))aj22i2,m1−
−
M2∑
m2=1
pi(KM1T+T+TNf2+t)f
′j2
2k,m1,m2
(5)
In any event, the algorithm follows to the second part of this stage and solves several
other sub-problems, as presented in Section 3.1, to obtain the best two-dimensional
cutting patterns aj33i2
, one for each sub-period combination τ and reel type i2. Again,
if the relative cost cˆj33i2,τ
(Equation 6) of the new column for each generated pattern
is negative, it is added to the master problem. In any event, the algorithm returns to
the master problem stage.
cˆj33i2,τ
=c
′
3k,τ l2i2w2i2 −
∑
i3∈S3(k)
c
′
3k,t l3i3w3i3a
j3
3i3,i2
− pi(KM1T+T+i2)
−
∑
i3∈S3(k)
pi(KM1T+T+TNf2+T+(τ−1)Nf3+
∑k−1
i=1 (S3(i)+i3))
aj33i3,i2
−
−
M3∑
m3=1
pi(KM1T+T+TNf2+T+ΘNf3+τ)f
′j3
3i2,m3
(6)
If any new column was added during the steps of these sub-problems, the master
problem is solved again and a new iteration of the cutting-patterns generation stage
is started. Otherwise, the current relaxed solution can no longer be improved and
the adaptations step recurs to round the solution to integer values using a heuristic
procedure.
3.1. Sub-problems of Phase 3
The sub-problems of Phase 3 are solved according to P. Gilmore & Gomory (1965),
with two-stage guillotine cutting patterns. First, for each reel i2 of dimensions wi2×li2 ,
we define the best cutting patterns for every possible strip of fixed width w2 = wi2 and
varied lengths li3 , i3 ∈ S3(k). Second, we determine the number of times each strip
must be used to maximise the utility function of the reel.
Let Li∗3 be the set of paper sheets that can be cut from the strip w2 × li∗3 , i∗3 ∈
S3(k); that means Li∗3 = {i3|li3 ≤ li∗3 , i3 ∈ S3(k)} if paper trimming is allowed and
Li∗3 = {i3|li3 = li∗3 , i3 ∈ S3(k)} otherwise. To find the best cutting pattern αj33i2,i∗3 for
the strip w2 × li∗3 , Model 7 must be solved. αj33i2,i∗3 ,i3 is the number of paper sheets of
type i3 in the strip w2 × li∗3 and Vi2,i∗3 is the utility value of the strip.
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Vi2,i∗3 = maximise∑
i3∈Li∗
3
(c
′
3k,t l3i3wi3 + pi(KM1T+T+TNf2+T+(τ−1)Nf3+
∑k−1
i=1 (S3(i)+i3))
)αj33i2,i∗3 ,i3
(7a)
subject to∑
i3∈Li∗
3
w3i3α
j3
3i2,i∗3 ,i3
≤ w2, (7b)
αj33i2,i∗3 ,i3
≥ 0 and integer, i3 ∈ Li∗3 . (7c)
Let rk be the number of different lengths li3 , i3 ∈ S3(k). After calculating the best
patterns for all the rk strips of reel i2, we solve Model 8 to find β
j3
3i2,i∗3
, the number of
times each strip w2 × li∗3 , i∗3 ∈ S3(k) must be used.
Maximise
rk∑
i∗3=1
Vi2,i∗3β
j3
3i2,i∗3
(8a)
subject to
rk∑
i∗3=1
βj33i2,i∗3
≤ li2 , (8b)
βj33i2,i∗3
≥ 0 and integer, i2 ∈ S2(k), k = 1, . . . ,K. (8c)
The final cutting pattern aj33i2 is obtained by Equation 9.
aj33i2 =
 a
j3
3i2,1
. . .
aj33i2,Nf3
 =

∑rk
i∗3=1
αj33i2,i∗3 ,1
βj33i2,i∗3
. . .∑rk
i∗3=1
αj33i2,i∗3 ,Nf3
βj33i2,i∗3
 (9)
3.2. Solution rounding
As the model generated by the heuristic method is large-scale, with dimensions varying
according to the number of different types of products in each phase of the process, it
is not possible to solve it with integer variables in a reasonable time, as the preliminary
experiments confirmed. Therefore, we adopted a technique to round the solution called
relax-and-fix (Wolsey, 1998). This consists of dividing the variables into sub-sets and
progressively rearranging them into subproblems across the planning horizon, similar
to what is successfully done by Oliveira et al. (2014). Figure 3 illustrates its application
to the Bi-Integrated Model rounding for an example with four periods, represented by
t, and five sub-periods, τ . It starts from the relaxed solution and executes a procedure
of repetitively fixing the previous (sub-) period and obtaining the integer solution of
the current (sub-) period, while keeping the remaining variables not yet rounded as
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Figure 3. Relax-and-fix.
real numbers. It proceeds to the variables of the third phase and then passes to those
of the second phase and finishes with the first phase.
4. Computational experiments
We used Matlab and IBM CPLEX v. 12.6.1 (student license) to implement the solution
method. For the rounding procedure, CPLEX solution timeout was configured to 20
minutes for each iteration. After that, if the solver was not able to find the optimum,
it returns the best solution found so far. This timeout was rarely achieved, with the
median total time to round the solution not passing the tens of seconds for the set of
computational experiments executed.
Table 1 presents the 24 classes used in the tests, with 20 instances each. The data
were generated with random variables based on a local paper industry in Brazil and
on Poltroniere et al. (2008) to simulate the sensitive information (such as the costs)
that was not provided by the enterprise.
The number of work shifts is used to calculate the capacity of each type of machine.
The change in the number of turns is used to vary the productive capacity of the plant.
The parameter intervals/definitions are summarised next. It is important to note
that the number of types of a given parameter is different from its allowed range. For
example, the number of types of paper grammage is set to 1 for all classes; however,
its value can be varied for each instance in the interval [35; 300] g/m2. Data for all
the cases are available at github.com/amandaortega/bi-integrated-model.
General Parameters:
The diameter of jumbos and reels varies in the interval [300; 500] cm;
The paper thickness varies in the interval [190; 250] u.m.;
The grammage varies in the interval [35; 300] g/m2;
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Table 1. Configurations of classes
#
Nf2
Nf3
Stock
cost
Paper
trimming
allowed
M1 M2 M3
#
work
shifts
1 5 Normal Yes 3 3 2 1
2 5 Normal No 3 3 2 1
3 5 Normal Yes 3 3 2 2
4 5 Normal No 3 3 2 2
5 5 Normal Yes 3 3 2 3
6 5 Normal No 3 3 2 3
7 5 High Yes 3 3 2 1
8 5 High No 3 3 2 1
9 5 High Yes 3 3 2 2
10 5 High No 3 3 2 2
11 5 High Yes 3 3 2 3
12 5 High No 3 3 2 3
13 9 Normal Yes 6 6 4 1
14 9 Normal No 6 6 4 1
15 9 Normal Yes 6 6 4 2
16 9 Normal No 6 6 4 2
17 9 Normal Yes 6 6 4 3
18 9 Normal No 6 6 4 3
19 9 High Yes 6 6 4 1
20 9 High No 6 6 4 1
21 9 High Yes 6 6 4 2
22 9 High No 6 6 4 2
23 9 High Yes 6 6 4 3
24 9 High No 6 6 4 3
K (grammage number) = 1.
Phase 1:
c
′
1k,m1,t
varies in the interval R$ [0.015; 0.025]/kg;
h1k,t : normal cost varies in the interval R$ [0.0075; 0.0125]/kg; high cost varies in the
interval R$ [0.009 ; 0.015 ]/kg;
Lm1 varies in the interval [10; 20] m;
b1k,m1 = Lm1 × pithickness × diameter
2
4 × grammage;
d1k,m1,t = 0 (no jumbos demanded as final product);
f
′
1k,m1
varies in the interval [30; 60] min;
C1t = 8h × #work shifts ×M1 × θ.
Phase 2:
c
′
2k,t = R$
∑M1
m1=1
c1k,m1,t
50000M1
/ cm2;
h2i2,t = 0, 5h1k,t / kg;
l2i2 varies in the interval [3; 9] m;
b2i2 = l2i2 × pithickness × diameter
2
4 × grammage;
d2i2,t varies in the interval [0; 100];
f
′j2
2k,m1,m2
varies in the interval [30; 60] min;
C2t = 8h × #work shifts ×M2 × θ.
Phase 3:
c
′
3k,τ = R$
1.5
∑M1
m1=1
∑T
t=1 c1k,m1,t
10000M1T
/ cm2;
h3i3,τ = 0.5
∑K
k=1
∑T
t=1 h1k,t
KT / kg;
l3i3 varies in the interval [30; 100] cm;
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w3i3 varies in the interval [30; 100] cm;
b3i3 = l3i2 × w3i3 × grammage;
d3i3,τ varies in the interval [0; 500];
f
′j3
3i2,m3
varies in the interval [20; 40] min;
C3τ = 8h × #work shifts ×M3.
For the classes with more than one work shift, an increase of 20% per additional
work shift was considered in the jumbo production costs, c
′
1k,m1,t
, and reel and sheet
cutting costs, c
′
2k,t and c
′
3k,τ , respectively, due to the extra labor needed.
In the following sections, the results presented in figures use the median statistic
measure because it is less sensitive to extreme values. When showing the results in
tables, however, both mean and standard deviation measures are given.
4.1. Comparison of the Bi-Integrated Model with other strategies to
solve the problem
Because the Bi-Integrated Model proposed in this paper is the pioneer dealing with
the three phases of paper production, there is no work in the literature with which
we can compare the results. Therefore, in this section, we compare the Bi-Integrated
Model with other strategies to solve the problem, as illustrated in Figure 4.
Figure 4. Strategies to solve the paper production problem.
Strategy 1-2-3 consists of considering each phase of the process separately. The
solution flow follows the opposite direction. That is, Phase 3 is solved and then the
resulting number of reels, δ2, is calculated. The demand for the reel portfolio is in-
creased with this extra value and Phase 2 is solved. Based on the obtained result, the
number of jumbos required, denoted by δ1, is calculated and added to the quantity in
the portfolio of this type of product. Finally, Phase 1 is solved.
Strategy 1-(2+3) consists of solving Phases 2 and 3 in an integrated model and
calculating the quantity δ1 of jumbos needed to supply these phases. With this extra
value added to the demand, we finally solve Phase 1.
Strategy (1+2)-3 consists of integrating Phases 1 and 2 of the process. Phase 3 is
solved and the quantity δ2 is calculated. This value is then added to the reel portfolio
and Phases 1 and 2 are solved in an integrated model.
Strategy (1+2+3) is the strategy proposed by the Bi-Integrated Model.
In this section, the results obtained by class 1 for the four strategies are analysed
according to several criteria. There is no particular reason why class 1 was chosen, and
the analysis did not differ significantly for the remaining classes.
The parameter αi2 , the increase of the demand of reels of type i2 to supply Phase
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3 for the periods t > 1 is calculated by Equation (10), for all the strategies.
αi2 =
d2i2,1 + δ2
d2i2,1
− 1, i2 ∈ S2(k), k = 1, . . . ,K. (10)
4.1.1. Costs
Figure 5 compares the total costs for the four strategies. Figure 5(a) shows a cost de-
crease as the process steps are integrated, reaching the value of nearly 6% when moving
from Strategy 1-2-3 to Strategy (1+2+3). In Figure 5(b), the shares of the solutions
due to the rounding step are highlighted. For all strategies, the maximum increment
obtained was 0.59% above the relaxed value, which indicates good performance of the
rounding algorithm.
(a) Total costs. (b) Gap between relaxed optimum and rounded so-
lutions.
Figure 5. Total costs among the four strategies.
Figure 6 shows the costs distribution per phase among the four strategies. By inte-
grating phases, the result of one phase often worsens, while for other phases it improves.
For example, in Figure 6(a), by integrating Phases 1 and 2, Phase 2 costs are increased,
but Phase 1 costs are decreased. As the drop in the cost of Phase 1 is more significant
than the increase in the cost of Phase 2, the total cost decreased. Another example is
what happens when integrating the three phases; when compared to Strategy 1-(2+3),
Phase 2 and Phase 3 costs have increased but, as there is a greater reduction of Phase
1 costs, the total cost turns out to be lower.
In Figures 6(b) and 6(c), the costs per phase separated by category are presented.
Figure 6(b) shows production costs for Phase 1 and cutting costs for Phases 2 and 3;
Figure 6(c) shows stock costs for all phases. Primarily noticeable is that, regardless of
the strategy adopted, there is no stock cost for Phase 1, since it is costly (financially
and operationally) to stock jumbos. Another important point is that Phase 3 costs do
not vary substantially from one strategy to another, either for cut or stock. Phase 2
costs show a slightly higher variation, caused mainly by the inventory. Nevertheless,
what makes a difference in the final solution is the production of jumbos in Phase 1.
This analysis should convince the reader that good planning of the process as a whole,
with the entire chain taken into account, makes the total costs drop considerably. This
is the concept of the Bi-Integrated Model proposed in this work.
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(a) Total costs per phase.
(b) Production/cutting costs per phase. (c) Stock costs per phase.
Figure 6. Total costs per phase among the four strategies.
4.1.2. Material waste
Figure 7 shows the material waste for Phases 2 and 3 among the four strategies.
Strategies 1-2-3 and (1+2)-3 obtain extremely high values of material waste for Phase
2, because the Phase 3 solution does not take into account the best combinations of
reels that, cut from jumbos in Phase 2, will result in less waste. This yields cutting
patterns with a small loss in Phase 3, but, when converted to extra reel demand in
Phase 2, significant waste is generated. By integrating the two cutting stages, Phase
2 waste decreases considerably.
Figure 7. Material waste per phase among the four strategies.
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4.1.3. Stock of products
Figure 8 shows the number of units stocked per (sub-) period. As anticipated in Figure
6(c), there is no jumbo stock in any of the strategies. In addition, there is a tendency
to use more stock when integrating the production phases, as better cutting patterns
are used as a result of anticipating the cutting of some items in the planning horizon.
Figure 8. Stock per period/sub-period.
4.1.4. Machine capacity
Figure 9 shows the average values of maximum machine capacity per phase among the
four strategies. Note there is a tendency to obtain higher maximum-capacity values
as the phases are integrated. As better cutting patterns are obtained as a result of
anticipating items from later periods, more machine-processing capacity is demanded.
Figure 9. Maximum capacity used per phase among the four strategies.
4.1.5. Number of columns
Figure 10 shows an analysis of the quantities and origin of the columns used in the
models for the three phases and among the four strategies. In Figure 10(a), for Phases
2 and 3 there is a clear increasing trend of columns generated and inserted when
integrating phases of the process, since new possibilities of patterns appear, in such a
way as to obtain a lower global optimum. It is no coincidence that Strategy (1+2+3)
is the one with the most significant number of columns generated and inserted, in the
two cutting phases.
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(a) Composition of the models columns. (b) Composition of the columns used in the solu-
tion.
Figure 10. Analysis of the number of columns, by phase and among the four strategies.
One may observe that, in the linear relaxation, the number of columns used in the
optimal solution is equal to the size of the base matrix of each strategy (columns in
blue in Figure 10(a)). In the rounded solution, however, the number of columns used in
the model solution decreases, as shown in Figure 10(b). This also indicates the origin
of the columns, that is, whether they were part of the initial master problem or added
by the column generation procedure. There is a tendency for a decrease in the columns
of the initial master problem for Phases 2 and 3, as they are composed of homogeneous
cutting patterns and present larger amounts of waste. Another important finding is
that the number of columns used in the solution remains approximately constant in
all strategies. What makes the solution better, therefore, is not the use of a greater
number of columns, but rather, the substitution of some patterns for better ones.
This fact is positive because the frequency with which the cutting knives should be
repositioned due to the change of pattern remains constant.
4.1.6. Processing time
Figure 11 shows the median processing time, in seconds, obtained by the proposed
heuristic method by phase among the four strategies. Most of the processing time
lies in solving the relaxed model, although the rounding procedure is not negligible.
Although the complexity of the models grows considerably when integrating phases of
the process, the same does not happen with the processing time, which only undergoes
a small increase—units of seconds—, making the use of such strategies computationally
possible .
Figure 11. Heuristic processing time per phase among the four strategies.
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4.2. Analysis of the Bi-Integrated Model in different parameter settings
This sub-section presents the results of the 24 test classes, analysing several relevant
factors. The results presented here are restricted to Strategy (1+2+3), but all
the solutions were obtained for the four strategies and can be found online at
github.com/amandaortega/bi-integrated-model.
4.2.1. Total cost earnings
Table 2 contains the results (mean and standard deviation) of the percentage difference
in cost among the solutions obtained by the Bi-Integrated Model (Strategy (1+2+3))
compared to the other strategies, considering the relaxed and the rounded solutions.
Analysing the standard deviation between them for classes 1–12 and 13–24, one may
note more stable results achieved by the relaxed model. The rounding procedure brings
high variability to the solutions. Another remarkable point is that, given the mean and
the standard deviation for each relaxed value in Table 2, one can infer that Strategy
(1+2+3) outperforms the other strategies in 100% of the instances for all classes.
In terms of the rounded solution, Strategy (1+2+3) obtained considerable reduc-
tions in the total cost, reaching the maximum value of 26.65% of decline compared
to Strategy (1-2-3) for class 18 and outstanding performances in general. However,
based on the obtained values of the standard deviation, one can infer the existence of
some instances where the results of Strategy (1+2+3) did not outperform the others
for some particular cases. In the solution rounding stage, it may occur, for the other
strategies, that the obtained integer quantities in each phase result in a smaller overall
cost, due to the nature of the rounding process.
Table 2. Percentage difference in total cost between Strategy
(1+2+3) and the others
#
∆
(1+2+3)
1−2−3 (%) ∆
(1+2+3)
(1+2)−3 (%) ∆
(1+2+3)
1−(2+3) (%)
Relaxed Rounded Relaxed Rounded Relaxed Rounded
1 -6.8±4.8 -6.1±11.4 -2.4±2.3 -1.9±10.9 -5.5±5.2 -6.1±7.4
2 -6.5±4.0 -14.4±11.4 -2.5±2.0 -11.4±11.3 -4.8±4.3 -7.5±7.6
3 -7.0±4.7 -9.7±8.9 -2.4±2.3 -5.8±7.8 -6.3±5.7 -13.1±12.6
4 -6.5±4.2 -16.3±15.8 -2.4±1.9 -13.5±16.1 -5.3±4.6 -6.7±14.0
5 -7.0±4.7 -1.3±46.8 -2.4±2.2 -0.1±53.3 -6.2±5.7 3.1±46.3
6 -6.5±4.4 -18.2±23.2 -2.4±2.0 -15.2±23.3 -5.3±4.4 -9.3±11.9
7 -6.6±4.4 -7.6±4.5 -2.5±2.5 -3.5±3.6 -5.2±4.8 -7.9±7.1
8 -6.1±3.8 -12.8±9.8 -2.5±2.1 -9.9±9.8 -4.4±3.9 -7.6±5.2
9 -6.8±4.7 -9.3±9.4 -2.5±2.4 -9.3±20.5 -5.5±5.1 -10.3±12.1
10 -6.5±4.1 -21.6±14.3 -2.5±2.0 -19.0±14.9 -4.9±4.4 -8.6±7.9
11 -6.9±4.6 -10.0±13.2 -2.4±2.4 -5.7±14.4 -6.3±5.7 -9.0±13.0
12 -6.5±4.2 -12.7±34.7 -2.4±2.0 -9.8±35.6 -5.3±4.6 -4.3±25.4
Mean -6.6±0.3 -11.7±12.6 -2.4±0.2 -8.8±14.1 -5.4±0.6 -7.3±11.7
13 -10.2±3.5 -12.3±5.2 -3.4±1.8 -6.0±6.4 -8.1±3.8 -9.6±8.1
14 -9.5±3.1 -17.6±7.6 -2.5±1.4 -11.9±8.4 -7.4±3.1 -13.4±8.1
15 -12.8±5.3 -13.9±5.9 -3.6±2.1 -5.2±4.7 -10.1±5.8 -15.6±16.0
16 -10.0±3.9 -20.5±10.1 -2.7±1.7 -15.0±10.2 -8.2±3.2 -14.4±8.3
17 -13.1±5.2 -16.0±6.1 -3.8±2.2 -7.3±5.4 -10.7±6.3 -14.8±15.8
18 -10.5±4.2 -26.6±11.4 -2.8±1.7 -21.7±11.8 -8.6±3.9 -17.2±10.7
19 -10.1±3.2 -11.7±4.8 -3.2±1.7 -5.6±5.4 -7.8±3.5 -6.4±3.7
20 -9.4±3.4 -15.0±9.5 -2.7±1.5 -9.2±10.1 -7.2±3.3 -9.9±7.5
21 -12.5±5.4 -14.9±6.2 -4.2±2.3 -6.8±8.5 -10.1±5.6 -8.6±6.8
22 -10.3±3.9 -17.5±10.5 -2.8±1.7 -11.3±11.7 -8.3±3.7 -11.4±9.0
23 -12.5±5.3 -13.0±8.1 -3.8±2.1 -4.5±9.2 -9.9±5.6 -8.9±6.1
24 -9.7±3.7 -18.3±15.1 -2.8±1.5 -13.4±14.4 -7.7±3.3 -3.3±34.3
Mean -10.9±0.9 -16.5±3.1 -3.2±0.3 -9.8±3.1 -8.7±1.2 -11.3±8.3
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As expected, the gain of Strategy (1+2+3) compared to Strategy 1-2-3 is, in general,
higher than the gain of Strategy (1+2+3) compared to Strategies (1+2)-3 or 1-(2+3),
as the latter already work with a type of integration between phases. In addition, the
gains obtained by classes 13–23 are generally higher than for classes 1–12, which means
that opportunities for improvement are increased by working with a more significant
number of product types.
4.2.2. Computational performance
The computational performance of the solution heuristic method was analysed for two
sets of classes, those of numbers 1–12, which include three types of jumbos, five types
of reels and five types of sheets, and of 13–24, with six types of jumbos, nine types of
reels and nine types of sheets. Figure 12 shows the performance according to different
criteria.
(a) Number of columns of the model, per phase and
per set of classes.
(b) Processing time and number of iterations of the
heuristic, by class set.
Figure 12. Computational performance.
Figure 12(a) compares the number of columns of the model per phase for each set
of classes. By doubling the number of jumbo types, the number of columns in Phase
1 also doubles, as expected. For Phases 2 and 3, however, by increasing the number
of product types from 5 to 9 (ratio of 1.8), the observed increase in the number of
columns is more significant—more than 6 times—for the initial base columns, and in
the range of 3–4 times for both added and generated but not added columns. This
finding shows the complexity introduced to the model for each type of reel or sheet
added. Furthermore, it justifies the use of a specific technique to round the solution
obtained by the heuristic method, as it is not possible to solve such large-dimension
integer models at once in reasonable time.
In Figure 12(b), the processing time (primary axis) and the median number of
iterations (secondary axis) of the heuristic are compared for each set of classes. The
number of iterations increased by 1.86 times, close to the proportion of the increase
in the quantity of each type of product, passing from the set of classes 1–12 to 13–24,
which suggests a linear relationship between the number of product types and the
number of heuristics iterations. For the processing time, however, an increase of 7.98
times in the solution time of the relaxed model and of 10.25 times in the rounding step
was verified. This was caused by the more significant number of columns generated
and inserted for classes 13–24.
4.2.3. Stock cost
In Figure 13, each pair of bars, corresponding to the median number of units in stock
for each phase, has the same settings, except for the stock cost, which varies from
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normal to high. As expected, there is a drop in the number of units in stock when
the cost of inventory increases. Some exceptions do happen for pairs 14–20, 03–09 and
16–22. The reason is that, in the mathematical model, it is not the number of units
that is minimised but the weight of these items, which have different storage costs,
depending on the type.
(a) Phase 2. (b) Phase 3.
Figure 13. Number of units in stock for Phases 2 and 3 for normal and high stock cost.
4.2.4. Cutting type
The results obtained by the odd classes in Table 1, which allow trimming in the two-
dimensional cutting of reels into sheets, are compared in Figure 14 with the even
classes, which do not allow this. The material waste in Phase 3 is analysed in Figure
14(a), in which each pair of bars has the same configuration, except for the possibility
of two-dimensional cutting with trimmings. For all couples, the waste of material in
Phase 3 was smaller with trimming, with more significant reductions for classes 13–24.
By allowing cutting with trimming, the algorithm takes more advantage of the object
shape, thereby producing less waste. By increasing the number of item types, however,
the likelihood of having an item of adequate dimensions to fit the missing space of the
pattern also increases, thus reducing waste.
(a) Material waste. (b) Number of units in stock.
Figure 14. Performance of Phase 3 for the classes with and without trimming.
In Figure 14(b), the number of units of sheets in stock for each pair of bars is
compared. Cutting when trimming is not allowed generates less units in stock, with
more significant decreases for classes 13–24—with an average 31.3% of reduction—
than for classes 1–12—with an average 10.7% of reduction. By decreasing the waste of
material through good cutting patterns when trimming is allowed, the model tends to
anticipate items that can be cut in the remaining space, thus increasing the number
of units in stock.
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5. Conclusions and future works
This article proposed a mathematical model of integer linear optimisation, called the
Bi-Integrated Model, that integrates the three phases at the core of the papermaking
process. Its objective is to minimise the total costs of production, machine setup and
item stocks for each phase. A heuristic method that uses the Simplex Method with col-
umn generation for each cutting phase was developed, starting from the relaxed model
and rounding the obtained solution to integer values using Relax-and-Fix method.
In analysing the behaviour of costs per phase for each of the four solution strategies,
one may note that what makes the Bi-Integrated Model obtain better solutions is not
to look for the optimum individually for each phase but rather to seek a better solution
for the process as a whole. Thus, sometimes the individual costs of the Bi-Integrated
Model were higher than those obtained by the other strategies. However, such solutions
produced a more profitable interface with the other phases of the problem, resulting
in lower total costs.
The Bi-Integrated Model uses more efficient cutting patterns, resulting in reduced
material waste. This is done by anticipating items from subsequent (sub-) periods
and inserting more cutting patterns into the master problem compared to the other
strategies. However, concerning the number of columns used by the solution, relatively
constant values among the strategies were observed. This finding is remarkable because
the same costs and machine setup times are maintained. In addition, a small increase
in the processing time of the Bi-Integrated Model was verified, which is the price to
be paid to support the impressive gain in performance.
For classes with five types of reels and sheets, Strategy (1+2+3) obtained aver-
age gains of 11.66% compared to Strategy 1-2-3, and 8.75% and 7.26% compared to
Strategies (1+2)-3 and 1-(2+3), respectively. For the classes with nine types of reels
and formats, the gains were even more significant: 16.45%, 9.8% and 11.25%, respec-
tively. This finding indicates exciting possibilities for using the Bi-Integrated Model
in industrial environments.
Finally, by increasing the cost of inventory, the number of units in stock decreased,
as might be expected. In addition, the material waste in Phase 3 is lower when cutting
with trimming is allowed, as there is a better use of items in the cutting patterns.
However, the number of units in stock is higher when trimming is allowed, as the
model anticipates pieces from the following periods.
Despite our effort to create a generalist model that represents different realities of
the paper industry, some simplifications have been made. All paper thicknesses were
considered to be unique and neither the diameters of the jumbos nor the diameters of
the reels vary. A relevant extension may therefore be to incorporate these variations
into the model.
Regarding the rounding algorithm, although total costs close to the relaxed solution
were obtained, there was a restriction on the number of product types manufactured.
A solver was used to solve mixed-integer problems for each (sub-) period, leading to
high processing times. Therefore, an idea for future work may be to develop another
rounding technique or to improve the one proposed in this work.
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