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ABSTRACT
MODELING AND QUASI-MONTE CARLO SIMULATION
OF RISK IN CREDIT PORTFOLIOS
by
Bo Ren
Credit risk is the risk of losing contractually obligated cash flows promised by a coun-
terparty such as a corporation, financial institution, or government due to default on
its debt obligations. The need for accurate pricing and hedging of complex credit
derivatives and for active management of large credit portfolios calls for an accurate
assessment of the risk inherent in the underlying credit portfolios. An important chal-
lenge for modeling a credit portfolio is to capture the correlations within the credit
portfolio. For very large and homogeneous portfolios, analytic and semi-analytic
approaches can be used to derive limiting distributions. However, for portfolios of
inhomogeneous default probabilities, default correlations, recovery values, or position
sizes, Monte Carlo methods are necessary to capture their underlying dynamic evolu-
tions. Since the feasibility of the Monte Carlo methods is limited by their relatively
slow convergence rate, methods to improve the efficiency of simulations for credit
portfolios are highly desired.
In this dissertation, a comparison of the commonly employed single step models
for credit portfolios, referred to as the copula-based default time approach, with our
novel applications of multi-step models was made at first. Comparison of simulation
results indicates that the dependency structure may be better incorporated by the
multi-step models, since the default time models can introduce substantially skewed
correlations within credit portfolios, a shortcoming which has become more evident
in the recent subprime crisis. Next, to improve the efficiency of simulations, quasi-
random sequences were introduced into both the single step and multi-step models
by devising several new algorithms involving the Brownian bridge construction and
principal component analysis. The simulation results from tests under various sce-
narios suggest that quasi-Monte Carlo methods can substantially improve simulation
effectiveness not only for the problems of computing integrals but also for those of
order statistics, indicating significant advantage when calculating a number of risk
quantities such as Value at Risk (VaR). Finally, the performance of the simulations
based on the above credit portfolio models and the quasi-Monte Carlo methods was
examined in the context of modeling and valuation of credit portfolio derivatives.
The results suggest that these methods can considerably improve the simulation of
complex financial instruments involving portfolio credit risk.
MODELING AND QUASI-MONTE CARLO SIMULATION
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CHAPTER 1
INTRODUCTION
Credit risk is the risk of losing contractually obligated cash flows promised by a
debtor due to default on the debt obligations. During past decades, credit markets
have developed dramatically with the decline of traditional loan markets. Debtors can
be corporations, financial institutions, or governments and other sovereigns. Various
innovations of credit instruments are driven by both investors' desire to explore more
investment opportunities in credit markets and banks' demand to actively manage
their large holding of credit portfolios. The need for accurate pricing and hedging of
complex credit derivatives and for active management of large credit portfolios calls
for an accurate assessment of the risk inherent in the underlying credit portfolios.
Portfolio credit risk demonstrates strongly asymmetric behavior which entails
a limited upside of regular coupon payments and a substantial downside of default
loss when defaults happen. This flat tail can not be diversified away due to the
correlation among items of the portfolio. For very large, homogeneous portfolios,
analytic and semi-analytic approaches can be used to derive a limiting distribution.
However, for portfolios of inhomogeneous default probabilities, default correlations,
recovery values, or position sizes, Monte Carlo methods are necessary to capture their
underlying dynamic evolutions.
The main issue for modeling portfolio credit risk is to capture the underly-
ing default dependency structure. The current generation of models are based on
the probability distribution of losses for a portfolio of defaultable or credit-risky in-
struments over a fixed single time horizon. The financial industry has made public
their models including Portfolio Manager TM by Moody's KMV [50], CreditMetrics®
and CreditManager' by the Risk Metrics Group [2], CreditRisk+ by Credit Su-
isse Financial Products [82] and McKinsey & Company's Credit Portfolio View [87].
However, the performance of a credit portfolio depends not only on the total number
1
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of defaults over a fixed time horizon, but also on the timing of the defaults. The
development of dynamic models for credit portfolios occurred simultaneously with
the boom of credit derivatives and structured credit products such as basket default
swaps and collateral debt obligations (CDOs). The global CDO issuance volume
grew from 157.4 billion in 2004 to 520.6 billion in 2006 according to the Global CDO
Market Issuance Data by the Securities Industry and Financial Markets Association
[1]. Through securitization and tranching, these sophisticated products create an
easy channel for banks and other credit intermediaries to transfer their credit risk to
investors who are more interested in stable long-term interest proceeds than the liq-
uidity of their investments. Long-run institutional investors like insurance companies,
pension funds, and endowments can obtain extra spreads by holding less liquid credit
products which are well designed to meet their risk appetites and financial objectives.
However, the ongoing subprime mortgage crisis and subsequent global financial crisis
starting in 2007 reveal the limitations and drawbacks of the current industry mod-
els: the correlations of defaults within credit portfolios is not correctly incorporated.
During this financial crisis, the global volume of CDOs issuance subsequently fell to
61.9 billion in 2008 [1]. Not only subprime-backed CDOs but also CDOs backed by
corporate debt face crucial challenges. Regulators, investors, commercial banks and
bond issuers, and rating agencies are being questioned intensively for their failure in
risk management in terms of methodology and execution. From the perspective of
financial models, the dynamic modeling of credit portfolios and the pricing of credit
derivatives backed on credit portfolios present challenges to both academic research
and current industry practices.
This thesis aims to present new modeling methods and develop the associated
numerical techniques to improve the efficiency of simulating these models by way
of the so called quasi-Monte Carlo methods. In contrast to Monte Carlo methods
which use pseudo random numbers to simulate the underlying randomness, quasi-
Monte Carlo methods are a class of computational methods based on low discrepancy
3
sequences which are devised to be not random [70]. The quasi-Monte Carlo simulation
provides a more effective way to compute multi-dimensional integrals than regular
Monte Carlo methods [67]. As early as in 1977, Monte Carlo methods were proposed
to evaluate options where high dimensional integrals are frequently encountered [11].
In the early 1990s, Paskov and Traub (1995) [75] , Caflisch, Morokoff and Owen (1996)
[18], Joy, Boyle and Tan (1996) [47], Ninomiya and Tezuka (1996) [67], Papageorgiou
and Traub (1996) [74], Ackworth, Broadie and Glasserman (1997) [3] reported the
benefits of quasi-Monte Carlo methods in financial problems and concluded that quasi-
Monte Carlo methods are superior to Monte Carlo methods for financial problems
involving high-dimensional integrals. The success of quasi-Monte Carlo methods in
such financial problems can be explained by the concept of weighted spaces [81].
At the same time, Caflisch, Morokoff and Owen [18] introduced effective dimensions
to indicate the difficulty faced by quasi-Monte Carlo methods in high dimensional
integration problems. They attributed the success of quasi-Monte Carlo methods to
the essentially low effective dimensions of the integrands. Unfortunately, having low
effective dimensions is not a sufficient condition for quasi-Monte Carlo methods to
outperform Monte Carlo methods [84]. However, the idea of low effective dimensions
still provides an insight to devise numerical algorithms which better utilize quasi-
Monte Carlo methods. At present, the fields where quasi-Monte Carlo methods are
superior to Monte Carlo methods are still not clear. This thesis investigates the
applicability of quasi-Monte Carlo methods in the simulation of the credit risk of
portfolios with correlated items. Several numerical techniques are proposed and tested
for a series of financial problems involving portfolio credit risk.
This thesis is organized as follows: Chapter 2 introduces the basic concepts of
credit risk and credit modeling and discusses the credit ratings of corporate entities.
Then we describe in detail two basic credit models: structural and reduced form. Af-
ter that, we briefly present portfolio theory and portfolio risk management issues. In
Chapter 3 we describe the basic ideas of Monte Carlo and quasi-Monte Carlo meth-
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ods. Chapter 4 is devoted to presenting the single period copula-based default time
models and developing numerical techniques to employ low discrepancy sequences
in simulations. The numerical tests are presented for a series of portfolio problems
including evaluation of the expected loss and unexpected loss of loss distribution,
estimation of the probability of tail events, and computation of the Value-at-Risk
(tail quantile). In Chapter 5, we develop multi-step models to simulate portfolios
and test similar problems as in chapter 4. Along with the multi-step models, we
develop new numerical techniques to take advantage of low discrepancy sequences.
Chapter 6 is devoted to testing both single step and multi-step models developed
in Chapters 4 and 5 on the pricing of complex financial derivatives built on credit
portfolios such as basket default swaps and collateral debt obligations (CDOs). We
conclude in Chapter 7 that our simulation tests show that the multi-step models of
credit portfolio have substantial merit and that the quasi-Monte Carlo methods can
improve the simulation of credit portfolios significantly.
CHAPTER 2
CREDIT MODELING AND CORPORATE CREDIT
Credit risk is traditionally characterized by the default likelihood and the potential
recovery if default occurs. The probability of default (PD) and the loss given default
(LGD) are the key factors in determining the credit risk and thus the price (often
quoted as a credit spread) required for taking this risk. The other less dominant
factors include interest rates, liquidity, systematic risk of debt and the market price
of risk. Credit risk is usually composed of two parts, the default. risk and the credit
spread risk. Default risk is the risk that a debtor will be unable or unwilling to pay
the contractual interest or principal on its debt obligations by the specified time,
either partly or wholly. The time of announcement of failure to pay is defined as the
default time. In addition to the default risk, an investor is also exposed to credit
spread risk due to changes in the credit quality of a debtor; these changes are referred
to as credit quality transitions. To be specific, credit spread risk is the risk of changes
in the market value of a credit spread due to movements in the credit quality of a
debtor which are often reflected by credit rating transitions. Indeed, credit rating
transitions are associated with changes in PD, thus resulting in changes in the credit
spread.
Credit risk can be described by the probabilities of defaults and rating transi-
tions; therefore, these quantities perform the central role in the measuring, modeling,
hedging, and managing of credit risk. The traditional approach to estimating default
and transition probabilities is the so called historical method which counts historical
defaults and rating transitions and applies their average values as estimates of these
probabilities. However, this method has a serious shortcoming; it is a static method
and cannot properly reflect the current trends and fluctuations of the credit markets.
Therefore, modern statistical approaches which are currently belting used focus on
linking the historical data to external on-going data in order to better reflect the
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changes in the probabilities through time. In general, two approaches have been de-
veloped to serve this purpose, reduced form and structural asset-based models. The
reduced form models assume that default is an unexpected event whose likelihood is
governed by a default intensity process which is exogenously specified. Within this
framework, intensity-based models are only concerned with the modeling of default
time, while credit migrations models include migrations of credit quality of credit
obligor. Intensity-based models have been developed in Jarrow and Turnbull [46],
Duffle et al. [27], Schönbucher [79, 80], and Lando [54], among others. Credit migra-
tion models have been developed in Jarrow et al. [45], Duffle and Sin[45], etc. The
structural approach implicitly models default by assuming that defaults and rating
changes are triggered by some underlying random variable; according to Merton's
seminal paper [62] , this variable usually has economic meaning as the firm value.
The Structural approach has been studied for a long time and appears in Merton
[62], Black and Cox [9], Galai and Masulis [31], Geske [32], Brennan and Schwartz
[12-14], Ho and Finger [41], Pitts and Selby [76], Cooper and Mello [23], Rendleman
[77], Kim et al. [51], Nielsen et al. [71], Leland [56, 57], Longstaff and Schwartz
[60], Anderson and Sundaresan [5, 6], Leland and Toft [58], Mella-Barral and Ty-
chon [61], Briys and de Varenne [15], Ericsson and Reneby [29], Ericsson [28], Zhou
[88], Hilberink and Rogers [40], Hsu, Saá-Requejo and Santa-Clara [42], and Lando
[55], among others. The intensity based method estimates model parameters such
as credit transition through an implicit procedure that extracts transition and de-
fault information from market prices of traded bonds and credit derivatives, where
structural models depend on other external information such as rating and historical
default data to estimate credit transition [45]. This thesis focuses on the structural
approach; however, the numerical methods employed in this thesis might also be
extended to other approaches.
Table 2.1 Long-term Senior Debt Rating Symbols
S&P Moody's 	 Interpretation
AAA 	 Aaa 	 Highest quality, extremely strong
AA+ 	 Aal
AA 	 Aa2 	 High quality
AA- 	 Aa3
A+ 	 Al
A 	 A2 	 Strong payment capacity
A- 	 A3
BBB+ Baal
BBB 	 Baa2 	 Adequate payment capacity
BBB- 	 Baa3
BB+ 	 Bal 	 Likely to fulfill obligations
BB 	 Ba2 	 Ongoing uncertainty
BB- 	 Ba3
B+ 	 B1
B	 B2 	 High risk obligations
B- 	 B3
CCC+ Caal
CCC 	 Caa2 	 Current vulnerability to default
CCC- 	 Caa3
CC
C	 Ca 	 In bankruptcy or default, or other marked shortcoming
7
Source:  Caouette et al. [20
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2.1 Agency Rating of Corporate Credit
A credit rating is a description of the creditworthiness of an obligor with regard to its
financial obligations. In the U.S. and Canada, the credit qualities of most public debt
issuers are assessed by at least two of the three main credit rating agencies: Moody's
Investors Service, Standard & Poor's, and Fitch Ratings. Their rating reports are
publicly available either from their local offices or from websites (www.moodys.com ,
www.standardandpoors.com , www.fitch.com). At the same time, many major finan-
cial institutions also manage their own credit rating systems known as internal ratings
based on internally developed methodologies. In Europe, the internal bank rating sys-
tem had to be developed to offset the lack of an external rating system. Therefore,
credit rating systems may not appear to be unique and solely attributed by some
specific agency. In practice, the credit rating is usually expressed as ordered scale by
way of a letter system. Table 2.1 contains a example of a bond credit rating by S&P's
and Moody's. Notice that different rating agencies have slightly different rating cat-
egories. The rating BBB- in S&P's or Baa3 in Moody's is a threshold in the rating
scale. Ratings that are higher than or equal to BBB- are referred as investment-grade
ratings, while all ratings below BBB- are referred as speculative-grade ratings. The
interpretation of ratings clearly reflects this divide.
The credit rating of a obligor is not solely determined by its own well-being; it is
also influenced by industry trends and the overall economic circumstances. Therefore,
the assignment of a rating is far more than a statistical or mathematical computing
process. Before suggesting a credit rating, a credit analyst must conduct intensive
research on broad aspects of an obligor including its industry and financial charac-
teristics, its production, marketing and sales, its management and organization and
so on. A credit rating is an opinion on the relative credit worthiness of an obligor or
debt obligation. While often associated with PD or recovery measures in a general
sense, there is no absolute scale that connect ratings to PDs. Historical studies can
establish realized default rates for ratings classes during specific time periods. For
9
detailed information about current credit rating systems, the interested reader can
refer to Altman [4], Carty[21], Crouhy et al. [24] and Krahnen and Weber [52].
2.2 Structural Models
As mentioned in the introduction of this chapter, structural models can be traced
back to Black, Scholes and Merton's seminal papers [10, 62] in which the ratio of a
firm's equity to its underlying asset value can be modeled as a call option. Based
on this framework, Stephen Kealhofer, John Andrew McQuown and Oldrich Vasicek,
in the late 1980s, founded the KMV company (purchased by Moody's in 2002 and
known as Moody's KMV or MKMV) and developed the first commercial tool known
as the Expected Default Frequency TM (EDFTM ) to provide "an objective, forward-
looking probability of default measure on over 35,000 publicly traded firms globally"
(www.moodyskmv.com) .
Nowadays structural models have evolved with many variants to accommodate
different perspectives on default-triggering events and capital structure relationships,
thus providing more accurate predictions towards actual observable outcomes. How-
ever, all structural models share a similar framework that views debt, equity, and
other claims issued by a firm to be option-like contingent claims on the firm's asset
value, which is an intuitive and economically meaningful approach. Structural models
describe how quantities related with the financial instruments interact with the status
of the firm, and this causal relation helps the structural modeling approach produce
outcomes that are reasonable to interpret and diagnose, which is a desirable feature
in the credit modeling methodology.
In this section we briefly describe the structural models that characterize the
single obligor risk, which is the foundation for risk management and credit portfolio
management. The single obligor models can also be extended into a portfolio frame-
work, which is discussed and implemented in Chapters 4 and 5. For a comprehensive
description of the probability and stochastic calculus used here, the reader can refer
10
to Karatzas and Shreve [48, 49].
2.2.1 Merton's Approach
In 1974, Merton [62] proposed an approach to value corporate liabilities under the
assumption that a firm's capital structure and default condition meet the requirements
of Black-Scholes option pricing model [10]. Consider a firm with market value V at
time t. Assume that the firm is financed by a simple capital structure with one type
of equity and a zero coupon bond with face value K and maturity date T. The value
of the equity part and debt part at time t is denoted respectively by Et and z(t, T).
So the total market value of the firm is simply the sum of its two components:
(2.1)
Another assumption needed is the firm can only default at maturity T. Thus the
default time r is a discrete random variable given by
(2.2)
So if the asset value VT at maturity is enough for the firm to pay back its contractual
debt obligation, namely the debt's face value K, then no default happens to the firm
and the shareholders receive the residual value VT K; otherwise, the bondholders
immediately take over the firm when VT is less than K and the firm defaults on its
debt obligation, In this case, the shareholders receive nothing. Therefore, the equity




We can see that this call option is actually a vanilla European call option with the
assumption above of default only at maturity; thus the Black-Scholes option pricing
formula can be applied in this case. Merton further assumed no liquidation costs and
tax problems, a constant interest rate for both lending and borrowing, no restriction
on short sales, the firm's value is invariant under changes in the firm's capital structure
(Modigliani-Miller theorem) [63], and the firm's value follows a diffusion process given
by
(2.4)
where Wt is a Brownian motion and σ v  is the asset volatility. Here the risk-neutral
probability measure is taken, and thus the drift term is just the risk-free interest rate
and the asset volatility σv  is adjusted under the risk-neutral probability measure.
Under the above assumptions, the value of the equity part E t at time t is given





And the debt value is given by
(2. 8)
Applying Ito's formula to Equation (2.4), we obtain that the probability of default
at maturity T is given by
(2.9)
An important concept measuring the distance of the firm's expected asset
value from its default barrier X is known as the firm's distance-to-default at time t,
and is defined by
(2.10)
In Merton's approach, the default barrier X is just the face value of its debt obligation
K, and direct substitution reveals that in Merton's approach, the default probability
(PD) of the firm at maturity is given by
(2.11)
In the structural approach, the distance-to-default can be used as an effective indica-
tor of a firm's credit quality since it captures the key relations of a firm's risk factors
(asset volatility, obligation size, and time horizon). In practice, Moody's KMV main-
tains an extensive database of time series of distance-to-default for public companies.
Merton's approach offers an elegant and concise way to value corporate lia-
bilities. However, there are substantial difficulties in the practical implementation
and use of this approach. The largest problem with the traditional Merton approach
is that it gives unrealistically small PDs and associated high bond prices because of
the normal distribution assumption. Normality may be broken due to firms changing
their debt structures (refinancing) as they approach distress. In practice, Moody's
KMV uses an empirical calibration to default date to create a more realistic model
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that maps DD to PD; a similar approach is employed by Standard & Poor's does
similar approach. Another clear limitation is the assumption that a firm can only
default at maturity no matter what happens before maturity. In Merton's approach,
a firm would not default even if the firm's value has fallen below its debt obligations
but later recovers and can pay back its debt at maturity. However, this is not realistic
in practice. In the following subsection, we will briefly present an extension to Mer-
ton's approach that allows default at any time up to maturity. Ceske [32, 33] relaxes
the restriction of a simple capital structure by considering a firm's debt structure
as a coupon bond. Geske also considers other issues including sinking funds, debt
subordination, safety covenants, and payout restrictions. Another shortcoming with
Merton's approach is the constant and fixed interest rate. Ronn and Verma [78] ,
Kim, Ramaswamy and Sundaresan [51], Nielsen et al. [71], Longstaff and Schwartz
[60], Briys and de Varenne [15], and Hsu, Saá-Requejo and Santa-Clara [42], among
others, extend these models to consider stochastic interest rates. Also another draw-
back in Merton's approach is the predictability of default. The capacity to predict the
default event significantly increases as time nears the maturity. This characteristic
produces unrealisticly low credit spreads; one possible solution is to introduce jumps
along with the stochastic processes. For details about the models with jumps one can
refer to Delianedis and Ceske [25].
2.2.2 First Passage Time Approach
As has been mentioned in Section 2.2.1, the default time in the classical Merton
approach is static. No default happens even if the firm's asset value has fallen rapidly
during the debt period as long as it jumps back above the firm's liability by maturity,
which is true in actuality. In fact, a severe drop in asset value at any time could
trigger default. Black and Cox [9] introduced first passage time models to extend
Merton's approach. Based on this extension, the default time T in the first passage




We still assume the asset value follows geometric Brownian motion process as in
Merton's approach:
(2.13)
We also assume that the default barrier is constant K. Then, with the application of
the reflection principle and other properties of Brownian motion, the probability of
default from time t to maturity T can be calculated as follows:
(2.14)
where h± is given by
(2.15)
(2.16)
For an extensive review of the first passage time approach, the reader can refer to Bi-
elecki and Rutkowski [8]. The default barrier can be viewed as a safety covenant of the
firm's debt to provide bondholders protection against an unsatisfactory performance
of the firm. The bondholders would take over the firm once the asset value falls
below the exogenously specified threshold. This threshold can be time-dependent,
but is fixed when the debt is issued. Longstaff and Schwartz [60], Hsu, Saá-Requejo
and Santa-Clara [42] point out that only the ratio of Vt over K, a measure of the
solvency capacity of the firm, impacts on the evaluation of a credit risky debt. This
insight suggests that a too complicated specification of this default barrier may not
be helpful to the valuation of risky debt and thus be unnecessary. Similar to the
Merton's approach, research has also extended the First Passage Time approach to
incorporate stochastic interest rates, as well as more complex capital structures and
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jumps [15, 25, 42, 51, 60, 71, 78]. In Chapter 5, we will present numerical algorithms
to implement the First Passage Time Model to the multi-step modeling of credit
portfolio.
2.3 Portfolio Credit Risk Management
Modern credit risk management emphasizes viewing the book of credit exposures
from a portfolio level. The need of this portfolio viewpoint is revealed by past experi-
ences during financial crises when a large number of credit defaults happened together
which threatened even the best capitalized firms that held high quality assets when
viewed on an individual basis. Without good diversification, the aggregation of small
individual credit risks may cast the potential danger of large losses; this effect cannot
be ignored if the individual exposures have relatively high correlations with each oth-
ers. The desire to better understand and control portfolio credit risk is also driven
by the publication of the Bank for International Settlements' (BIS) capital adequacy
accords [72]. While these guidelines do provide a clear specification of minimal reg-
ulatory capital requirements, they do not provide a means of accurate measurement
of risk/return characteristic for credit portfolios. Banks thus began to develop so-
phisticated techniques to manage their credit risk exposures that can recognize the
diversification effect of a credit portfolio and which might allow banks to reduce their
capital reserves. Modern credit risk management techniques were boosted by the de-
velopment of credit derivatives such as credit default swaps (CDSs) and collateralized
debt obligations (CDOs). The advent of these structured products made it possible
to conveniently trade credit portfolio exposures, providing ways to take, transfer, and
hedge an arbitrary portion of the risk of credit portfolios. The modeling and pricing of
credit portfolio derivatives is also an important topic in the research of portfolio credit
risk. The problems of credit portfolio derivatives essentially rely on the accuracy and
effectiveness of models of credit portfolios. We will discuss the modeling and pricing
of credit portfolio derivatives in Chapter 6 after we have developed models for credit
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Figure 2.1 Portfolio loss distribution.
portfolios and applied them to the problems of credit portfolio risk management in
Chapters 4 and 5.
For a portfolio of credit-risky assets, the loss distribution (Figure 2.1) depicts
the possibility for each level of potential loss. The expected loss (EL) describes the
average level of loss and corresponds the mean value of the loss distribution. Since
expected loss can be anticipated, it should be regarded as a business cost, not a
financial risk, making it the required cost to hold the portfolio.
The unexpected loss (UL) as depicted in Figure 2,1 refers to the standard
deviation of the loss distribution and describes the volatility of the credit portfolio.
Quantifying unexpected loss is the main goal for credit portfolio models. Unexpected
loss is driven by two sources, concentration and correlation. Concentration reflects the
diversifying effect of a credit portfolio. A portfolio of lower concentration such as one
thousand small investments of $100 each should be more highly diversified and thus
stand in a safer position than another portfolio of ten investments of $10,000 each.
Correlation describes the sensitivity of the portfolio value to changes of underlying
macro-economics conditions. For a portfolio of almost all small investments (relative
to the whole value of the portfolio), correlations will dominate the volatility.
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2.4 Credit Portfolio Modeling Methodology
A crucial component of underlying portfolio credit risk is to accurately measure the
correlations among the exposures. Consider a portfolio of M exposures; even its pair-
wise correlations require m(2-1) coefficients to be calibrated and computed. Thus,
building the correlation structure entails a substantial computation burden. Further-
more, it is extremely difficult to compute directly the default correlation of even two
firms, not to mention the correlations of changes in credit ratings or bond spreads.
The simplest approach is to infer correlations from aggregate time series. However,
this method is not feasible for two reasons. One is that there may not be enough
data to support reliable results. The other is that such methods cannot produce
time-stable results which are desired to make the models applicable to general cases.
Thus, a more attractive and feasible solution is to build casualty default models that
capture more of the financially observable underlying factors as inputs and transform
these factors into default probabilities.
Factor models link the economic components which drive the systematic move-
ments of firms. The logarithm of a firm's asset return can be decomposed as follows:
(2.17)
where (I) = , • • • , refers to as the composite factors representing the change
driven by systematic movements and 6 is the firm-specific change which is noise and
which is assumed to follow a normal distribution. One popular approach developed
by Moody's KMV is to estimate the factors by further decomposing the composite
factors:
(2.18,
At the last level, these country and industry factors are decomposed again as weighted
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sums of independent global factors:
(2.19)
So in general, a firm's asset return can be represented as
(2.20)
CreditMetrics™ also developed a similar factor model [361. In academia, factor mod-
els are often reduced to a theoretical framework which has a concise representation
and contains the underlying essentials of the factor models. A multi-factor model is
given by:
(2.21)
where YZ is systematic factor and e represents the firm's idiosyncratic factor. Y1, • • • , YI,




In Chapters 4, 5 and 6, our models are all built on this factor model framework.
2.5 Application of Portfolio Models
Credit portfolio models are the foundation for credit risk management techniques.
With accurate credit portfolio models calibrated to the market data, we may inves-
tigate the current performance, forecast future behavior, and test proposed plans for
our credit portfolios. In what follows we briefly introduce the basic use of credit
portfolio models. The pricing and modeling of credit portfolio derivatives are also
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based on our credit portfolio models.
Solvency Analysis
The basic application of portfolio models is to compute the economic capital required
of banks and other financial institutions; economic capital is the amount of risk
capital required to protect against unexpected future losses at a selected confidence
level (See FDIC [16]). The reason why this is referred to as 'economic capital' is that
it describes the risk of the firm in terms of economic realities from the experience
of business practice rather than regulatory or accounting rules. The computation of
economic capital is in fact the estimation of tail quintiles of the loss distribution of
the credit portfolio over some specific horizon (See Figure 2.1). For details about the
modeling of economics capital one can refer to Glasserman [34].
Credit Risk Concentration and Portfolio Optimization
It is of substantial interest to reduce the economical capital requirement, which results
in a significant saving of funds and offers greater investment capital for the financial
institution. Analyzing the risk contribution of the credit portfolio components by
breaking down the aggregate risk distribution allows diversification opportunities to
be identified [53]. In financial practice, the capital requirement of most credit port-
folios typically can be reduced by 30% through simple optimization techniques.
Sensitivity Analysis and Stress Testing
Portfolio models can be used to estimate the expected loss rates under various eco-
nomic scenarios and thus provide insight into dynamic provisioning estimates or loan
loss reserve methodologies. The sensitivity of a credit portfolio loss to underlying
macro-economic risk factors can be used to examine whether a hedging strategy might
be effective.
Stress testing extends the above analysis to estimate possible values of credit
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portfolios under extreme macro-economic scenarios. Extreme scenarios can refer to
three cases: extreme events, risk factor shocks, and external factor shocks. Extreme
event testing estimates the value of a portfolio with the current position and risk
exposure under factors of an historically extreme event. Risk factor shocks are used
to test the outcome of credit portfolios given a large and sudden change of risk factors
used in the chosen risk models. External factor shocks are used to test the possible
outcomes given a large and sudden change of external factors such as index, exchange
rates, and macro-economic factors. Chorafas [22] provides a detailed discussion about
stress testing under Basel II.
CHAPTER 3
MONTE CARLO AND QUASI-MONTE CARLO METHODS
3.1 Monte Carlo Methods
Monte Carlo Methods, which originated in the 1940s when scientists were develop-
ing nuclear weapons in Los Alamos [64], are numerical methods relying on random
sampling to produce the desired results. Nowadays stochastic simulations are usually
conducted on computers to imitate natural stochastic processes by generating random
numbers. Monte Carlo algorithms also provide numerical solution of non-probabilistic
problems by generating random numbers and computing deterministic results based
on probability methods.
Not limited to some specific technique, Monte Carlo methods refer to a large
variety of approaches which follow similar patterns as
1. Determine the set of possible inputs.
2. Generate inputs randomly from the set.
3. Perform a deterministic computation using the inputs.
4. Accumulate the results from the individual computations into the final
result.
Monte Carlo methods have been widely applied to physical sciences, electric
engineering and financial mathematics [34, 38, 39, 64, 85, 86]. In finance, Monte Carlo
methods are utilized to value and analyze complex financial instruments, portfolios,
and investments by simulating the various sources of uncertainty affecting their value,
and then determining their underlying performance, expected values, or investment
potentials.
The advantage of Monte Carlo methods over other techniques increases as the
dimensions (sources of uncertainty) of the problem increase. However, a straightfor-
ward use of Monte Carlo algorithms will encounter the difficulty of relatively slow
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square root convergence rate; several techniques, so called variance reduction in gen-
eral, have been developed to mitigate this state of affairs. Popular variance reduction
techniques include control variants, antithetic paths, and importance sampling; these
approaches enhance the computation efficiency of the numerical method by devising
new sample paths which can achieve accurate results with a relatively smaller number
of samples. Though these techniques do not change the essentially slow convergence
rate of Monte Carlo methods, they demonstrate substantial benefits in practice, re-
ducing the number of samples required by a factor of ten or more. Quasi-Monte
Carlo methods are another approach to accelerate Monte Carlo algorithms. Instead
of generating random paths, quasi-Monte Carlo methods use deterministically chosen
paths or inputs from the probability space which optimally fill up this space with
the maximal possible uniformity. For a comprehensive review of Monte Carlo and
quasi-Monte Carlo methods in financial applications, one can refer to Glasserman
[34].
A typical example of the standard Monte Carlo algorithm used to compute a
multivariate integration is given below. Consider the integral
where f (x) is L 2 function over domain D [0, 1] d . Inspired by the similarity between
measure and probability, this integral can be seen as the expected value E[f (U)] if
U is a random variable uniformly distributed over the domain D. The Monte Carlo
estimator that can approximate the integral is
where x1 , . , xN independently sampled from uniform distribution over D. The
strong law of large numbers guarantees that this estimator I converges to the true
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value I with probability 1 as the number of sample points N increases, i.e.
It is well know that the error of the Monte Carlo estimate e(Î) 	 -
0.2
asymptotically follows the normal distribution GSN(0, --A-;), where σ²f = fD(f(x) —
I)²dx defines the variance of the function.
This error estimate 	 demonstrates that the Monte Carlo algorithm is es-
sentially 	
N
 0(N- 1) independent of the integration dimension d; thus the Monte Carlo
methods are not competitive for even three dimensional integration problems relative
to deterministic methods such as the Simpson's method, but become attractive in
high dimensions because their complexity of computation is independent of the prob-
lem dimension d. Although not affecting the order NA, many variance reduction
techniques do decrease the variance significantly (σ f in the above example), and thus
lead to a much smaller constant term in the error of the estimator leading to more
efficient algorithms. Several variance reduction approaches devised for our problems
will be addressed in the next section.
3.2 Variance Reduction Techniques
As shown in Section 3.1, error bounds of estimators based on Monte Carlo simulationfollow
Given the relatively slow convergence rate of 0 (N-1 /2 ), It is attractive to increase
the statistical efficiency of Monte Carlo simulation by reducing the variance of the
simulation estimation σy. To serve this purpose, we can either reduce the variability
in simulation inputs, or redesign a new simulation mechanism to adjust simulation
outputs. Any variance reduction technique needs to exploit the specific features of
a problem, rather than make a simple application of generic methods to obtain the
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greatest improvement in efficiency. Here we provide a brief introduction to importance
sampling methods and more briefly mention other techniques such antithetic and
control variants.
3.2.1 Importance Sampling
Importance sampling relies on changing the probability measure from which samples
are generated to reduce the estimator variance. Consider the problem of Monte Carlo
integration
(3.1)
where X is a random variable with probability density f (x) which satisfies
The standard Monte Carlo estimator is
where Xi (i = 1, . . . , N) are i.i.d. with density f (x)
Let g(x) be another probability density function such that for all x
(3.2)
where the expectation is taken under probability density g(x), i.e., X is now dis-




where X, (i 1, . . . , N) are independent samples from g(x). The weight f(Xi)/g(Xi) is theg(Xi)
likelihood ratio depicting the scale of changing the measure from f (x) to g(x).
The variance of the importance sampling estimator is
which could be either larger or smaller than the variance of standard estimator
E[h(X) ² ] depending on the choice of g(x). The success of an importance sampling
estimator depends greatly on making a good choice for g(x).
Notice that if h(x) is nonnegative, h(x)f(x) might be a probability density
function with appropriate constant a normalizing it to be of integration 1. Let g(x)
be this probability density function, i.e.,
Then, every sample from importance sampling strategy h(X,) f (Xi)/ g(Xi) would be
1constant thus the importance sampling estimator now provide zero-variance simu-a
lation. However, this observation has no practical use because the constant a needed
to construct the importance sampling function is nothing but which is not known,
since Î is the quantity being estimated. Yet this fact inspires us that the new prob-
ability density function chosen for our importance sampling strategy should perform
better if it is close to a scale factor of h(x) f (x), the whole integrand.
Glasserman and Li [35] present an importance sampling method for credit
portfolios which uses a shift of mean value when sampling normal variants to pro-
duce a new probability measure such that the variance of underlying estimation can
be reduced. However, this technique requires pre-calibration of the shift parameters
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according to each specific problem, which reduces its feasibility in practice. Morokoff
[66] proposed another importance sampling method which essentially stretches the
principal component of the variance matrix when sampling normal variants. This
method also requires an estimation of the extent of the stretch to achieve variance
reduction effects according to the specific problems. In general, these two importance
sampling methods are only applicable to the single period static portfolio models dis-
cussed in Chapter 4. For the multi-step modeling of a credit portfolio, the interaction
of the time horizon with a portfolio characterized by multiple names may lead to
importance sampling methods being less feasible.
3.2.2 Other Variance Reduction Techniques
We only briefly introduce these popular variance reduction techniques for Monte Carlo
methods for the sake of completeness. These techniques are not used in this thesis.
Control Variates
Control variates technique takes advantage of information about related known quan-
tities to reduce the variance of the estimate of an unknown quantity. Tchistiakov et
al. [83] introduced the limiting distribution of a credit portfolio as a control variate
to reduce the variance of the simulation estimator. However, this method does not
provide a significant improvement to the simulation of general credit portfolios, and
we do not discuss this technique.
Consider the same integral problem as in Section 3.2.1. Suppose we calculate
another output Y along with X -, on each replication. Furthermore, suppose the
expectation E[Yi] is known and all pairs {X„ Yi}(i = 1, . . . , N) are also independent
and identically distributed. Then the control variate estimator of X is
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which is the sample mean of
(3.5)
where b is any fixed constant. Xi (b) is also an unbiased estimator since
The variance of Xi (b) is
(3.6)
where 4 Var[X], 4 Var[Y], and pXi)y is the correlation coefficient between X
and Y.
Comparing the control variate estimator X(b) with the ordinary estimator X,
we find that the control variate estimator has smaller variance and thus beneficial
than standard estimator if and only if
The optimal b°opt that minimizes the variance Var[Xi(b)] can be solved as
Substituting this value into Var[Xi (b)], we can find the ratio of the variance of the
optimally controlled estimator to that of the standard estimator is
(3.7)
Control variates method employs Y—E[Y] to control variance in estimating X. We can
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see from the ratio in Equation (3.7) that the effectiveness of a control variate with the
optimal coefficient bopt is determined by the strength of correlation between the control
Y and the quantity of interest X. In particular, the sign of the correlation is irrelevant
because it can be balanced by the sign of bopt. Furthermore, the computational speed-
up from the use of control variates can be measured by the variance reduction ratio
in Equation (3.7) if the computational efforts per replication for both estimators are
roughly the same. To be specific, the number of replications of the control variates
estimator Xi(bopt) required to achieve the same variance as N replications of the
standard estimator is n(1—ρ²xy ). This suggests that a rather high degree of correlation
is desired for a control variate estimator to provide substantial benefits because the
variance reduction factor varies as a power of two of the correlation coefficient.
Antithetic Variate
The antithetic variate method introduces a negative correlation between pairs of
replications in order to reduce the variance of the estimator. Our objective is to
estimate X and let X denote an antithetic sample. Let {X1 , X1}, {XN, XN} be
a sequence of replications in which all the pairs {X i , Xi} are i.i.d. and that every Xi
and Xi have the same distribution denoted by X yet are not independent. Therefore,
the antithetic variate estimator is
(3.8)
After some substitution and calculation, we obtain that the antithetic estimator is
beneficial if
(3.9)
The antithetic variate method is used frequently in practice. For example, many
problems rely on simulating an uniform variate U between (0, 1) as inputs. Then
{U,1-U} is a good choice of antithetic pair. Another example is that (Z, —Z) may
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also be a antithetic pair when Z follows a normal distribution with mean 0.
3.3 Quasi-Monte Carlo Methods
While standard Monte Carlo methods depend on the pseudo-randomly distributed
sample points in a domain, another approach which relies on deterministically chosen
points over the domain are quasi-Monte Carlo methods. These points are usually
referred to as quasi-random sequences or low discrepancy sequences. For details one
can refer to Niederreiter [70] or Drmota and Tichy[26]. Here we review the basic
features of quasi-Monte Carlo methods.
The discrepancy of a set { x i } of N points distributed on the unit cube [0, 11d
is a numerical measurement of uniformity of this set. This quantity can be defined as
where the sup is taken over each subrectangle E of the unit cube, A(E) is the Lebesgue
measure, and A(E; N) denotes the number of points x3 which are included in E.
More uniformly distributed points are expected to make the number of points
which lie in every subrectangle close to the measure of this subrectangle, and then
lead to a lower discrepancy. A low discrepancy sequence should satisfy the condition
while the discrepancy of the common random sequences generated by iteration algo-
rithms (often referred to as pseudo-random sequences) is expected as
If one uses a quasi-random sequence in place of the pseudo-random sequence used in
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the integral problem discussed in Section 3.1, the error of the new estimator
can be ensured by Koksma-Hlawka inequality to satisfy
(3.10)
where V(f) denotes the variation of the function and it is assumed that the integrand
function is of bounded variation. This fact shows that low discrepancy sequences will
give more effective estimator for large N.
Although the order of discrepancy of quasi-random sequences is asymptoti-
cally 0(1/N) and beats the order 0(.-71-- -27 ) of Monte Carlo estimator, the factor logd (N)
indicates that the N needed to achieve such advantage may be tremendous and im-
practical, especially in high dimension with large d. While numerical evaluation of
discrepancy for high dimensional sequences is very hard, looking at their two dimen-
sional projections offers an approach to understand their lack of uniformity in high
dimensions. Sobol sequences are the main quasi-random sequences used in this the-
sis. Two dimensional projections of Sobol and pseudo-random sequences are shown
in Figure 3.1. It can be seen from the figure that the low dimensional projections
of 2048 Sobol points (Dimension 1 and 3 in the first subplot) appear to have great-
est uniformity, yet high dimensional projections (Dimension 39 and 40) of the same
points exhibit regular clustering and gaps (see the second subplot), while there is
no clear difference between the low and high dimensional projections for the same
number of pseudo random points (subplots 3 and 4). The last two subplots show
that these gaps may be filled up with an increased number of points to achieve bet-
ter uniformity; however the number needed to acquire practical uniformity over all
projections for high dimension points could be enormous and provide no practical
advantage compared with common pseudo-random points.
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CHAPTER 4
DEFAULT TIME MODELS
4.1 Single Period Modeling for Portfolio Credit Risk
From the perspective of portfolio modeling, the principal problem of concern is to
learn the aggregated loss from default at some specified time (or over a fixed period).
Based on CreditMetrics by J. P. Morgan [36], Li [59] proposed the widely employed
normal copula model, also known as the default time approach, which has been an
industry standard for modeling. The following notations are specified to describe this
model.
Consider a portfolio of M correlated credit exposures. Let L be the accumu-
lated portfolio loss at some time. Then the loss can be determined by
(4.1)
Here, l 2 (i = 1, • • • , M) stands for the value of the ith-credit exposure which may be
either lost partially or fully at default or retained without default. 17, denotes the
default indicator for ith obligor, i.e.,
if ith obligor defaults
otherwise
Thus, the marginal default probability of ith obligor pi should satisfy pi. P(Yi = 1).
The marginal default probability can be calibrated to market data and thus is assumed
to be known. li, which is also assumed to be known and constant, stands for the
realized loss when the ith obligor defaults.
The dependence structure among the obligors is introduced through correlated




Y, can be represented as
Here xi will be chosen to match the marginal default probability pi . In the normal
copula setting, X i is assumed to be a normal variate. Then xi can be interpreted in
economics as a default threshold of the type arising in the seminal work of Merton
[62]. Xi may be scaled to satisfy the standard normal distribution without loss of
generality since it is always equivalent to scale up some factors. Thus, upon setting
it can be seen that
Therefore, the correlations among Y„ are determined by correlations among Xi . The
correlation structure of Xi can often be specified through a factor model as
where Z1 , • • • , Zd are standard normal variables, usually having the economic inter-
pretation of systematic risk factors affected by global economic environments such
as industry or regional factors. The factor loadings a u , • • • , a id are assumed to be
nonnegative to ensure all default indicators are positively correlated and satisfy
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ei is idiosyncratic risk factor associated with the ith obligor, also satisfying the stan-
dard normal distribution. Its factor loading 13i satisfies
In matrix notation, let ai be (αk1 , • • • , αkd). The correlation between Xi and Xi is
given by aiajT,i 74 j.
4.2 Default Time Model
The model in Section 4.1 only characterizes the static profile of the portfolio. However,
both the default probability and the specific time when the default happens are crucial
for the modeling of credit portfolios. This section describes the default time approach
proposed by Li [59] who extends the framework of CreditMetrics [36].
For simplicity, consider the framework from Section 4.1 in which each obligor
has a default indicator Yi with loss given default of l i . Suppose T i is a random
variable indicating the time when the ith obligor defaults. Then the probability of
default occurring prior to a time T follows:
(4.3)
where Pi(T) is the cumulative default probability up to time T for the ith obligor,
which is often referred to as the default term structure or credit curve of the ith
obligor. The default term structure of an individual obligor can be obtained either
from historical default information recorded by rating agencies (such as Moody's
Expected Default Frequency) or from the market prices of defaultable bonds or credit
default swaps. Then the default time of an obliger can be simulated by inverting
Equation 4.3 as follows.
Assume that the individual default term structure of each obligor is known
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and expressed as the cumulative default probabilities
specified at times
where the PiTj denotes the probability of default for the ith name during the time
horizon (0, Ti ). Here the default term structure is taken to be at discrete time that is
usually the time of every coupon payment. It can be seen that P4, is nondecreasing
as time progresses. Then, random sampling of the default time for an obligor is no
more than randomly sampling a uniform (0, 1) variate u and classifying u by the time
intervals defined by the term structure. PiT j-1 < u < PTA means that the ith obligor
defaults at time T and u > PiTN means that the ith obligor does not default up to
the maturity time TN.
Then, we incorporate the default dependency for the portfolio by means of the
correlations among the default times of the obligors. The distribution of the correlated
default times can be specified by a copula function C(u 1 , • • • , um ), which is a common
way to generate multivariate distribution function in statistics. Essentially, a copula
function C(u1 , • • • , um ) : [0, 1] m [0, 1] is a multivariate distribution function with
uniform marginal distributions. A typical example of a copula function is the so called
normal copula specified by
The normal copula can link the marginal distributions of default times for every
obligor in the portfolio and obtain the distribution function of the correlated default
times
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where we denote by Pi(τi) the default probability function of ith exposure and by T i
its default time.
In the context of Creditmetrics [2], φM(R1, • • • , RM ; F) may also be interpreted
as asset return distribution function based on the framework of Merton [62]. r is
determined by the pairwise asset correlations among the components of the portfolio,
leading to ..(M — 2)(M — 1) free parameters that need to be calibrated. Often this
amount of freedom is considered to be too much for a large portfolio; it may be
reduced by a factor model structure introduced in Section 4.1 as follows
where 01, • • • , 0/ all follow the standard normal distribution GSN(0, 1) and are re-
ferred to as systematic risk factors while 6k also follows a standard normal distri-
bution GSN(0, 1) and represents the idiosyncratic risk solely related with the kth
credit. All of the 0 1 , • • • 0/ and Ek are independent. The factor loadings Oki , • • • , Mkt
are nonnegative and satisfy the conservative condition it + • • • + /3 1 and
γk .V1 + • • • + 4); it thus follows that Rk follows LSAT (0, 1) as well.
The normal copula model is widely used due to its reasonable economic inter-
pretation, well-understood mathematical structure, and quite simple implementation.
A random sample (€ 1 , • • • , em) can be drawn from the standard multi-dimensional
normal distribution with correlation matrix obtained above or from the underlying
factor model structure. Then, the uniform variates are directly computed as
where (I) is cumulative probability function for the one dimensional standard normal
distribution.
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4.3 Principal Component Analysis and Quasi-Monte Carlo Simulations
Principal component analysis (PCA) has been a standard way to handle multivariate
data and to explore implied correlations among the variables. Defined as a linear
transform, PCA is the optimal orthogonal linear transformation that transforms data
into a new coordinate system so that the projection of data on the first direction will
explain as much of the variability as possible, the second greatest variance will appear
in the second direction, and so on.
Suppose X stands for a M-dimensional column variable. Without loss of
generality, we assume E[X] = 0. Let E be the correlation matrix of X and C be a
square matrix of the same size as matrix E. It is well known that
satisfies correlated normal distribution N(0, E) if
where Z is a vector of M-dimensional independent normal variables. C is usually
called the generation matrix. A natural choice of C is the Cholesky decomposition
of E that is easy to compute and has a good computational efficiency. However, this
construction of C is not a good choice in our use of quasi-random sequences. Another
choice of the generation matrix C is by means of the PCA construction. We obtain
another matrix
where A is a diagonal matrix with diagonal entries A i , • • • , A, such that A i < A3  i <
are the eigenvalues of the correlation matrix and the lath column of P is the unit-
length eigenvector corresponding to eigenvalue λk . It is straightforward to show that
this Cpca satisfies Equation (4.3). Figure 4.1 provides an illustration of the principal
- 1 
- 2 
-3 L..L- _-'-'-_---'-_~~~----'~ _ __'_ _ _''__ _ _'__ 
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Figure 4.1 Principal component analysis for a two dirriensional correlated normal 
distribution. 
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directions for a two dimensional correlated normal distribution. Vie can see that 
the principal directions offer an optimal coordinate system which contains the most 
variability in the first direction. As mentioned before, low discrepancy sequences show 
the greatest uniformity for the initial several dimensions yet exhibit worse uniformity 
for high dimensions within the feasible sample size. This suggests that more benefits 
are expected when utilizing quasi-random points by putting the most variability of 
the estimator into the first several dimensions. 
In the above modeling framework, numerical algorithms all rely on the sim-
ulation of correlated normal variables. An approach based on principal component 
analysis (PCA) proposed by Acworth, Broadie, Glasserman [3J demonstrates the pos-
sibility of quasi-Monte Carlo methods being successfully applied in multi-dimensional 
simulations. In order to complete our simulations, we will obtain normal variate sam-
pIes by the PCA construction described above. Rather than using pseudo-random 
points for Z, we will use quasi-random points with the first dimension corresponding 
to the first entry, and so on. Therefore, the low dimensional points that are the most 
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uniform will have greatest impact on the initial principal directions. In this way,
the variability of the constructed samples is largely determined by initial dimensions.
Also note that for our problems, the correlation matrix often has a dominant first
eigenvalue or principal direction. For example, the largest eigenvalue of a correla-
tion matrix of size 100 with correlation coefficients randomly distributed between 0.1
and 0.4 is expected to be about 25.75 (1 + 99 x 0.25), while even the second largest
eigenvalue is no more than 2. It follows from principal component analysis that the
variability explained by first component weighs about 26% = 25.75/100). In
the following section, we will give some simulation tests of this approach.
4.4 Numerical Simulation
In this section, we present numerical tests to compare the simulations of the default
time models developed in Section 4.2 based respectively on the standard Monte Carlo
approach and on the quasi-Monte Carlo methods. Consider a portfolio of M oblig-
ors, each with default/no default mode, either losing their entire value at default or
remaining with no default. Furthermore, we assume that each obligor has the same
weight in the portfolio. Then, the loss of the portfolio at some specific time can be
represented as
(4.4)
where Ti (i = 1, • • • , M) are random variables indicating default times for each obligor.
These default times τi(i = 1, • • • , M) are correlated random variables as discussed in
Section 4.2. The multivariate distribution of these default times can be constructed
from copula functions and calibrated to market value. Notice that the loss L(t) given
in Equation (4.4) is actually loss percentage; thus, its value lies in [0, 100%].
Here we consider the normal copula setting, so the default times Ti (i =
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1, • • • , M) follow the correlated M-dimensional normal distribution
(4.5)
The correlations can be solely determined by their pairwise correlation coefficient.
Notice that for a homogeneous portfolio with constant correlation coefficient, its ex-
pected loss (EL) and unexpected loss(UL) have closed forms as
(4.6)
(4.7)
However, it is impossible to obtain such closed form formulas for a general inhomo-
geneous portfolio. Therefore, simulation methods are necessary to determine the loss
distribution of a general portfolio. Here, we take advantage of these theoretical values
of EL and UL for a homogeneous portfolio to compare our simulation results with
them.
In our example, the portfolio contains 100 obligors, which is similar in size to a
typical index portfolio. We run simulations based respectively on the standard Monte
Carlo method and on the quasi-Monte Carlo method for a homogeneous portfolio with
the same credit quality AAA, BBB, and CCC. Using Equations (4.6) and (4.7), the
theoretical values of EL and UL are listed in Table 4.1.
4.4.1 Monte Carlo and Quasi-Monte Carlo Simulations
In this section, we plan to compare the simulation results using Monte Carlo meth-
ods and quasi-Monte Carlo methods for a series of scenarios including the different
correlation coefficients and different asset qualities listed in Table 4.1.
It is known that quasi-random sequences have little practical benefits for nu-
Table 4.1 Theoretical EL and UL for Single Period Homogeneous Porfolios
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merical computation problems of very high dimensions (higher than 10). Since the
dimension of this portfolio is very high (100), we implement a hybrid method that
uses quasi-random sequences and pseudo-random sequences. To be specific, we use
quasi-random sequences for low dimensions (less than 10) and random sequences for
all other dimensions to generate our correlated normal samples. As discussed in Sec-
tion 4.3, the PCA construction generates correlated normal variants by including the
greatest variability into the first several dimensions. Thus, generating the underly-
ing samples by placing quasi-random sequences on the initial principal dimensions
through the PCA construction and using pseudo-random points with other dimen-
sions should provide a great deal of improvement over using pseudo-random points
in all dimensions. •
In Figures 4.2 and 4.3, quasi-random sequences are applied on the initial one
and five principal dimensions respectively when simulating the normal-distributed
inputs to estimate the EL of a credit portfolio of AAA obligors. The tests are based
on simulations using different numbers of replications that are evenly spaced on a
log scale between 100 and 100,000. The X-axis stands for this replication numbers
on a log scale. The Y-axis provides the log of the corresponding errors which are
averaged over 50 runs for each scenarios. The star symbols show the results from
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the simulations based on quasi-random sequences and the circles from the standard
Monte Carlo simulations are plotted for reference. As discussed in Chapter 3, an error
of size CN-α can be reflected by the linear behavior of a log-log plot of error versus
replication number, and the underlying rate of convergence corresponds to the slope
of this line. In the case of Monte Carlo simulation, this slope should be close to
From Figures 4.2 and 4.3 , we first notice that quasi-random sequences indeed provide
convergent results, at least in our scope of up to 100,000 replications which is adequate
to achieve the necessary accuracy in finance problems. In Figure 4.2, we can see
that quasi-random simulations in general outperform the corresponding Monte Carlo
simulations. The subplots below respectively provide the linear regression slope and
constant for various values of the correlation. The Monte Carlo simulations appear
to have a rate of convergence of about zfor all correlations, as expected. However,
the quasi-Monte Carlo simulations shows a clear increase in convergence rate when
simulating portfolios with increasing correlation. When the portfolio correlation is
increased, the total performance of the portfolio should heavily depend on the first
several principal dimensions. Thus our application of quasi-random sequences on
the first principal dimension should be especially effective in these scenarios, as was
observed. Figure 4.4 compares the convergence rate and coefficient from simulations
which use quasi-random sequences in the first one through five principal dimensions.
We find that just the use of quasi-random sequences on the first principal dimension
has resulted in considerable improvement; additional use of quasi-random sequences
on the higher dimensions provides no visible extra benefit.
The estimation of UL also follows the same trends as the estimation of EL.
Figures 4.5 and 4.6 show the simulation results from the first principal dimension
and the first five principal dimensions, respectively. It can be seen that using high
dimensional quasi-random sequences provides little benefit in the estimation of UL.
Figures 4.7 and 4.8 compare the simulation of EL for a portfolio of BBB
obligors. We can see that for portfolios of correlation from 0.1 to 0.99, the errors
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Figure 4.2 Comparison of estimation of EL for AAA portfolios based on Monte Carlo 
and quasi-Monte Carlo simulations, first one principal dimension. 
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from quasi-random sequences are smaller than those from standard Monte Carlo 
simulations at the same replication numbers . Figure 4.9 summarizes the slope and 
coefficient of the linear regression lines from different cases of correlations. We notice 
that they follow the same trends as in the case of AAA portfolio. Quasi-Monte 
Carlo simulation has faster convergence rates when simulating portfolios of higher 
correlation. The simulation of UL for BBB portfolio is also presented in Figures 4.10 
and Figures 4.11. Quasi-Monte Carlo simulations still outperform the Monte Carlo 
simulations. Figures 4.12, 4.13, 4.14, 4.15 and 4.16 show that quasi-Monte Carlo 
simulation may perform even better for portfolios of worse credit quality CCC. 
When considering the performance of quasi-random sequences for simulating 
portfolios of different credit qualities , we notice that with deteriorated credit quali-
ties, the use of quasi-random sequences yields a much greater improvement over the 
standard Monte Carlo simulation in the estimation of EL. This occurs as a result 
of the linearity of EL, since it is first moment of the loss distribution. Lower credit 
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greater effect on more regions, and thus contribute greater accuracy and efficiency to
the estimation value of EL.
Tables 4.2 and 4.3 summarize the rates of convergence observed in our simula-
tions, we observe that the simulation of the BBB portfolio shows the highest converge
rate for UL. This result is due to the nature of the UL. Portfolios of moderate credit
quality will have moderate UL to be estimated. High quality portfolios have very
few defaults, leading to a high variation of UL, a similar sort of behavior holds for
low quality portfolios. We also notice that for all cases, the use of quasi-random
sequences on the initial several principal dimensions already has substantial effects.
Whereas, additional use of quasi-random sequences on more dimensions shows little
additional benefits. This suggests that the use of quasi-Monte Carlo methods may
be quite beneficial in high dimensional problems while requiring only moderate extra
computational efforts over traditional Monte Carlo methods.
4.4.2 VaR and Tail Statistics
As we discussed in Chapter 2, Value-at-Risk (VaR) is an important and widely used
measure of risk for loss in portfolios. From the point of view of statistics, VaR
essentially is the tail quantile of the underlying loss distribution of a portfolio. For
a credit portfolio, the time horizon of concern is often over many years and thus
the individual cumulative default probabilities are substantial. The relatively high
default probabilities, combined with the significant correlation effects among most of
the items in the credit portfolio, produce a very skewed loss distribution with a fat tail
as shown in Chapter 2. The fact that this fat tail cannot be diversified away indicates
a higher possibility of potential large losses. Therefore, it is of substantial interest to
estimate the tail behavior. To be specific, there are principally two kinds of problems:
one is to estimate how large the potential loss could be given some tolerance level, in
another words, we are trying to estimate the potential loss threshold which cannot
be exceeded at some confidence level; the other one is to to estimate the probability









































that the loss of the portfolio might exceed some threshold, or we are trying to answer
the question how likely the potential loss of the portfolio may exceed some specified
portion.
For the purpose of testing, we consider a homogeneous portfolio of 100 obligors
which have the same credit quality and the same pairwise correlation coefficient. We
first investigate the problem of estimating potential loss at some tolerance level. Here
we consider the 90% and 99% quantiles, namely, we try to estimate the loss levels
which will not be exceeded with certainty of 90% and 99% respectively .
Suppose a simulation of the loss distribution generates N samples L 1 , • • • , LN.
After ordering the samples, we obtain
so L (n ) stands for the n-th order statistics. The quantile Qp defined by
can then be estimated to be any value between [L([Np]), L([Np]+1)1, while [x] denotes
the greatest integer not larger than x. For example, given 10000 samples under the
loss distribution, the estimation of quantile Q° 9 should be provided by any value
between [L( 9°00), L(9001 )].,
It is clear that we cannot obtain an accurate estimation of the quantiles be-
cause the underlying uncertainty results in the quantiles to be stochastic. Instead we
produce an interval which contains the true value of the quantile at some confidence
level [69]. To be specific, we provide a lower bound (LB) and an upper bound (UB)
such that with probability 100α% the interval [LB, IA contains the true quantiles:
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The estimation of [LB,UB] would be much easier if the underlying loss distribution
is known. However, this is not applicable in our case since the loss distribution of
interest is often complicated and cannot be determined without the help of Monte
Carlo simulations. A good reference for the construction of distribution-free [LB,UB]
is Hahn and Meeker [37]. Following their approach, we construct distribution-free
intervals containing the true quantiles with some given probability. For example,
given 10000 replications, the interval [ L (894²) ,L(9059)] should have at least probability
95% of covering the quantile 0.9. To increase the certainty to have at least probability
99%, the interval should expand to be [L(89²3), L(9078)]. The span of the interval
containing the true quantile usually covers much more than the true quantile value.
Large number of samples may reduce the size of the interval to be just slightly more
than what is desired, producing a precise enough interval which contains the true
quantile.
Figures 4.17-4.20 respectively show the estimation of the 0.9 and 0.99 quantiles
at confidence levels 95% and 99% for a portfolio of BBB obligors with correlation co-
efficient 0.1. The first subplot is obtained from standard Monte Carlo simulation and
the other two are obtained from quasi-Monte Carlo simulation with quasi-random
points only in the first principal dimension and in the initial five principal dimen-
sions, respectively. We see that given 1024 replications, the standard Monte Carlo
simulation generally provides intervals within [5%, 7%], quasi-random simulation with
first principal dimension instead offers tighter intervals within [5%, 6%], and quasi-
random simulation with initial five principal dimension again provides intervals within
[5%, 7%]. Furthermore, careful observation reveals that standard Monte Carlo inter-
vals bounce around 5%, which implies they fail to cover the true value 6%, while
quasi-random simulation consistently obtain intervals covering the true value. The
quasi-random simulation with the first five principal dimensions even provides con-
vergent intervals containing the true value 6%. This phenomenon becomes even more
clear when we compare these simulations at more replication numbers. At 16384
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replications, both quasi-random simulations provide convergent intervals containing
the true value 6% in most of cases. At the higher confidence level 99%, we compare
the estimation of 0.9 quantile from different simulations and find the same trend as
in the case of the confidence level 95%.
Comparing the estimation of quantile 0.99, we notice that at confidence level
95%, the standard Monte Carlo simulation provides intervals within [8%, 15%], and
both quasi-random simulations offer intervals with [10%, 18%] from the first principal
dimension and [[9%, 17%] from the first five principal dimensions. However, we can
still observe that in some runs the standard Monte Carlo simulation generates an
upper bound which is less than 11%, failing to provide intervals covering the true value
11%, while quasi-random simulation offers intervals consistently containing the true
value 11%. At 4096 replications, quasi-random simulation with initial five principal
dimensions has already provided stable and even convergent intervals around the true
value 11% while the standard Monte Carlo simulation needed at least 8192 replications
to achieve similar estimations. This phenomenon is especially clear in the case of
the 99% confidence level. In general, quasi-random simulations outperform standard
Monte Carlo simulations in providing tight and stable confidence intervals covering
the true value of the quantile. Also, the quasi-random simulation with the initial five
principal dimensions performs better than the simulation with only the first principal
dimension.
From the simulations of expected loss and unexpected loss, we conclude that
for portfolios of high correlation, quasi-random simulation is expected to perform
even better than for portfolios of low correlation. Figures 4.21 to 4.24 compare the
estimation of the 0.9 and 0.99 quantiles for a portfolio of BBB obligors with 0.9
correlation coefficient. Because of the high correlation, the estimation of quantiles has
a larger variation, leading to wider estimated intervals. We notice that quasi-random
simulations still provide more stable confidence intervals that cover the true values,
while the Monte Carlo simulation may sometimes generate intervals omitting the true
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Figure 4.17 Estimation of 0.9 quantile at confidence level 95% for BBB portfolios with 
correlation coefficient 0.1 
values. At the same time, the confidence intervals from quasi-random simulation are 
generally tighter than those from standard Monte Carlo simulation given the same 
number of replications. 
Our observation generally hold for BBB portfolios with other correlation co-
efficients and we do not show these figures here for the sake of brevity. For portfolios 
of high quality components such as AAA, default is very scarce and the quantiles are 
always very close to zero. Figure 4.25 compares the estimates of the 0.9 quantile for 
a portfolio of AAA obligors with correlation coefficient 0.1. All of the simulations 
provide convergent estimates of the quantile as beging around zero. For portfolios 
of CCC obligors, a similar trend is also observed. In Figure 4.26, we provide the 
estimation of the 0.9 quantile at confidence level 95% for portfolio of CCC obligors 
wi th correlation coefficient 0.1. 
The other commonly calculated quantity related to the tail statistics is effec-
tively the inverse question to above quantile estimation: given some loss level, what 
is the probability that the portfolio will lose more than that level? This probability 
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Figure 4.18 Estimation of 0.9 quantile at confidence level 99% for BBB portfolios with 
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Figure 4.19 Estimation of 0.99 quantile at confidence level 95% for BBB portfolios with 
correlation coefficient 0.1. 
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Figure 4.20 Estimation of 0.99 quantile at confidence level 99% for BBB portfolios with 
correlation coefficient 0.1. 
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Figure 4.21 Estimation of 0.9 quantile at confidence level 95% for BBB portfolios with 
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Figure 4.22 Estimation of 0.9 quantile at confidence level 99% for BBB portfolios with 
correlation coefficient 0.9. 
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Figure 4.23 Estimation of 0.99 quantile at confidence level 95% for BBB portfolios with 
correlation coefficient 0.9. 
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Figure 4.24 Estimation of 0.99 quantile at confidence level 99% for BBB portfolios with 
correlation coefficient 0.9. 
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Figure 4.25 Estimation of 0.9 Quantile at confidence level 95% for AAA portfolios with 
correlation coefficient 0.1. 
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Figure 4.26 Estimation of 0.9 quantile at confidence level 95% for eee portfolios with 
correlation coefficient 0.1 
offers insight into extreme situations the portfolio might experience. We still consider 
a homogeneous portfolio of 100 obligors with the same credit quality and the same 
pairwise correlation coefficient. We wish to estimate the probability the portfolio will 
lose more than the loss thresholds ranging from 1% to 30%. The errors are obtained 
from an average of 20 independent runs. Figure 4.27 compares the estimation of 
probabilities from the simulation based on 2048 to 16384 replications. For portfolio 
of BBB obligors with correlation coefficient 0.1 , we see that quasi-random simulation 
provides slightly smaller errors than standard Monte Carlo simulation. The benefit 
of quasi-random simulation become much more clear for the BBB portfolio with cor-
relation coefficient 0.9 as shown in Figure 4.28. This observation generally holds for 
portfolios of other credit qualities and correlation coefficients. Thus, quasi-random 
simulations in general perform better for the estimation of tail probabilities, especially 
for portfolios with obligors of high correlat ion. 
------------------... 
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4.5 Conclusions
The computational tests in this chapter show that the use of quasi-random sequences
offers an effective technique to improve the simulation of portfolios based on single
period default time models. The errors from quasi-Monte Carlo simulation are ob-
served to be significantly less than the corresponding errors from standard Monte
Carlo simulation for portfolios of various credit qualities and correlation coefficients.
For a portfolio of considerable correlation, quasi-Monte Carlo simulation provides a
computational technique with a faster convergence rate than standard Monte Carlo
methods. Tables 4.2 and 4.3 show the convergence rates in our simulations vary-
ing from 0.6 for portfolios of low correlations such as 0.1, up to 0.9 for those of high
correlation such as 0.99. Our tests also show that the coefficient constants from quasi-
Monte Carlo simulation do not have a sharp increase or even appear to be smaller
than the corresponding coefficient from standard Monte Carlo simulation. Thus, for a
fixed error tolerance level, the quasi-Monte Carlo simulations requires a substantially
smaller number of replications. Since the main computational efforts are used in the
complicated evaluation of each replication, the increased work required to implement
quasi-random sequences can be compensated for largely by the decrease in replication
numbers. As we point out, using quasi-random sequences only on the initial dimen-
sions can yield significant improvements. Thus, the use of quasi-random sequences
entails a relatively small computational burden compared to the total work needed
for the simulation of a portfolio.
In the next chapter, we will test quasi-random sequences on multi-step models
of credit portfolios. In contrast to the single period models in this chapter, quasi-
random sequences cannot be implemented directly in the multi-step models because
of the presence of time steps. We will make use of the so called Brownian bridge
technique to overcome this difficulty.
CHAPTER 5
MULTISTEP MODELS
Multi-step modeling of credit portfolios based on the simulation of the underlying
asset value has been described by Hull and White [43], Arvanitis and Gregory [7] and
Finger [30]. As a natural extension to J.P.Morgan CreditMetrics™ [36], multi-step
models incorporate the time horizon to capture the multi-year, dynamic property of
credit portfolios.
As described in Chapter 4, the default time model calibrates the default time
correlation among credit exposures based upon their asset correlations, which are
usually calibrated using a short time period relative to the multi-year horizon of a
credit portfolio. Thus, the default time model may produce skewed results using this
short period correlation structure for a comparatively long time horizon. A model
which simulates a sequence of consecutive short period steps may provide correlation
dependency more close to reality. Another shortcoming of the default time model is
its static nature, which means that it cannot capture the dynamic evolution of a credit
portfolio over a relatively long time horizon. For example, the default time model does
not take into account the absorbing property of defaults. In this chapter, we discuss
the multi-step modeling based on some stochastic processes and briefly address its
extension based on a discrete Markov chain. We also describe and compare several
practical techniques to improve the simulation efficiency of multi-step models.
5.1 Stochastic Process Based Models
It is assumed that the asset value for each obligor follows a geometric Brownian mo-
tion; thus we can simulate the log of the corresponding asset return by a standard
Brownian motion. In the following, by asset return we mean the log value of the
asset return for the sake of brevity. For each obligor j in the portfolio, the cumu-
lative default probabilities CEDFj (t) at specified discrete times [T1 , • • • , Tm] can be
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obtained from market data, and are therefore regarded as given. The obligor defaults
during time period (71i_ 1 , Ti ] if and only if its asset return Bj(Ti ) at time T, is less
than some threshold iα; with no earlier defaults (Bj (T1 ) > α1j, • • • Bj(Ti-1) >
The default threshold α j for the underlying standard Brownian motion at each time
should satisfy the following relation:
(5.1)
The default threshold α can in fact be determined from the above equation by
inverting the ith-cumulative distribution function. However, the default threshold α ij
can be computed without the computation burden of inverting a multi-dimensional
distribution function by the following approach:
Algorithm for Calibrating Default Threshold (Barrier)





where φ(x) is the cumulative distribution function (CDF) for one dimen-
sional standard normal variables.
Step 2: For i = 1, • • • , m —1 , suppose that αij is known. Since Brownian
motion has independent normal increments, namely,
(5.4)
where 0 9; is the normal increments at time step T i; independent of Bj(Ti),j
Here, the distribution of φij conditional on any event up to time Ti is
just itself because of independence of increments. The distribution of B
conditional on no default up to time Ti is known since o4 is also available
at this stage. To be specific,
(5.5)
(5.6)
where FBA (x) is cumulative distribution function of EP and therefore known
3
as a normal distribution function.
Thus we can compute the distribution of B 39:+1- conditional on no default
up to time Ti by the convolution of the above two known distribution.
The default threshold αji+¹ can then be determined from the following
equation
(5.7)
Notice that the above algorithm involves computing a series of convo-
lutions. This process can be greatly accelerated with the Fast Fourier
Transform (FFT), especially considering that every convolution here is




After the default threshold has been fully determined, the performance of the
portfolio can be simulated by sampling correlated Brownian paths and then determin-
ing the state of every obligor at each time step. The conditional default probabilities
for the obligors that have not defaulted can also be obtained as input for valuation
algorithms to provide consistent, mark-to-model pricing for the portfolio.
5.2 Brownian Bridge Discretization
It is well known that the Brownian motion satisfies the Markovian property, with
independent normal increments. Simulating (B(t1 ), B(tN )) of a Brownian motion
at a series of time points 0 < t 1 < < tN can be realized by the random walk
construction based on a direct simulation of the independent increments following the
order of time series. For a general one dimensional Brownian motion with diffusion
σ, set B(t0 ) = B0 at t0 = 0, then at subsequent time steps,
where Zi (i = 1, N) are independent standard normal random variables.
This random construction can in fact be written in a matrix representation.
A sample path [B(t1 ), 	 B(tN)T(column vector) satisfies
(5.9)




So, the construction matrix σA can also been seen as Cholesky decomposition of
covariance matrix.
The random walk construction generates the sample paths of the Brownian
motion according to the sequential order of time steps. However another sampling
order based on the Brownian bridge is also available. Here we begin with a simple
example to illustrate this approach. Let 0 < t 1 < t ² < t3 be three time points. We
first sample the starting and ending points B(t 1 ) and B(t3 ), respectively; then we
simulate B(t 2 ) conditional on the samples of B(t 1 ) and B(t3 ). Since
(5.11)
by the conditional formula, B(t² ) follows a normal distribution with mean
(5.12)
(5.13)
Thus, we see that the midpoint B(t² ) can be obtained after sampling B(t3 ), namely,
we may sample the Brownian motion at a later time step and then jump back to a
earlier time step conditional on the samples at the later time step.
We now turn our attention to the general case. Similar to the matrix repre-
sentation of the random walk construction, the Brownian bridge discretization can
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also be seen as a linear combination of independent normal random variables (the
Zi ); thus the sample path of Brownian motion [B(t1 ), B(tN )]T can be represented
as
(5.14)
where D is a specific matrix which satisfies
Here the construction by multiplying the D matrix indeed belongs to the so called
permutation based construction [65]. Morokoff [65] shows that the D matrix can
be obtained through 0(N) operations . So, the Brownian bridge construction indeed
needs only a bit more efforts than the regular Cholesky decomposition, but it can pro-
vide substantial benefits as reported by Caflisch and Moskowitz [19] and by Morokoff
and Caflisch [68] on the problem of mortgage backed securities. Lately Papageorgiou
[73] shows that the Brownian bridge does not provide a consistent benefit for quasi-
Monte Carlo integrations. In this chapter we examine the effect of the Brownian
bridge on credit portfolios and propose several improved approaches which combine
the Brownian bridge technique with the PCA construction discussed in Chapter 4.
5.3 Rating Based Extension to Multi-Step Modeling
In the credit markets, an obligor retains its credit rating during a short period (one
quarter, for example) and may be changed at the end of each period, which is re-
ferred to as the credit migration, The detail data regarding to the financial status
of an obligor such as its asset value is in fact not immediately applicable. The only
information that can be used as input in credit portfolio models is the credit rating, a
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coarse assessment of the obligor's financial status. Translating from the asset value to
the credit rating may inevitably lose information about the financial situation of the
obligor. In another words, obligors of the same rating are indistinguishable insofar as
the financial status. Thus, it is of practical interest to model credit portfolios with
credit ratings as input. We
Let M(t) be a credit migration matrix describing the transition probabilities
of each rating from the beginning to time t, which can be calibrated from historical
data and market prices. We assume that the credit ratings follow a Markov chain
and we can calculate conditional credit migration matrix. Denote by M(1) and M(2)
the first one and two periods credit migration matrices. Then the conditional credit
migration matrix from the first period to the second period M1,² should satisfy
(5.15)
At each time period, the correlations among obligors can be introduced by sampling
correlated standard normal variates (E 1, E M) , where M is the number of obligors
and each ei(i = 1, 2, ..., M) denotes the credit migration indicator of the ith obligor
similar to the stochastic processes based models discussed in Section 5.2. If the ith
obligor holds some rating R over one time period, its rating at next time period can be
decided by the sampled credit migration indicator compared with the corresponding
conditional migration probability for the rating R.
Under this framework, the dynamic modeling of a credit portfolio can be
performed as follows. Start from the original ratings of all obligors, we decide their
ratings at next period by sampling correlated Gaussians with correlations calibrated
to market data. To be specific, at the beginning of time period (t, t + 1],
Step 1: Simulate the correlated standard Gaussians z 1 , • • , zN with cor-
relation matrix E by the decomposition methods such as the Cholesky
decomposition or the PCA construction.
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(5.16)
This transformation changes z . 	 u 1 whose values lie between 0 and 1.
(5.17)
where p i , /3² , • • • , pN are obtained from the specific column of credit mi-
gration matrix Mt—>t+1 which corresponds to the current rating of the ith
obligor. This grid can categorize the simulated samples into the corre-
sponding rating following the probability of credit migrations.
By repeating the procedures at every time period, we can obtain a dynamic simula-
tion of the credit portfolio over its life time horizon. Based on the samples, we can
construct the underlying default probabilities of each obligor which can be used as
input to compute other important quantities such as Value-at-Risk (VaR) and eval-
uate the cash flow of credit derivatives built on the credit portfolio. In the thesis,
we do not include numerical examples for this approach for brevity. Essentially the
underlying simulation mechanism for this approach is very similar to the stochastic
process based models. In the next section, we will concentrate on the simulation of
stochastic process based models.
5.4 Numerical Simulation
Let us consider the same portfolio problem in Chapter 4 and investigate the sim-
ulations based on the multi-step models. Then, the portfolio contains M obligors
and each obliger may lose its entire value at default or fully retain its value without
default. Under the framework of the multi-step modeling, an obligor can default be-
fore expiry time, not necessarily only at expiration. We compare this approach with
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the default time approach discussed in Chapter 4. We also investigate the effects
of the quasi-Monte Carlo methods on the simulation of multi-step models of credit
portfolios.
5.4.1 Stochastic Process Based Models
We first consider the simulation of the stochastic process based multi-step models
which assumes that the asset return of an obligor follows a Brownian motion. Then we
employ both Monte Carlo methods and quasi-Monte Carlo methods to the simulations
and compare their simulation effects. In order to improve the effects of quasi-random
sequences, we use the so called Brownian bridge technique in the implementation of
quasi-random sequences into simulations of multi-step models.
The Brownian bridge technique is reported to be an effective tool to make
use of quasi-random sequences in simulations. We investigate the effect of the Brow-
nian, bridge discretization combined with quasi-random sequences in the simulation
of, credit portfolios. Here, we construct the sample paths by bisection and put each
dimension of the quasi-random sequences on each step of the Brownian bridge con-
struction. To be specific, we use the first dimension of quasi-random sequences to the
first step of the Brownian bridge construction, which is the status of the portfolio at
the ending time; then we simulate the second step of the Brownian bridge construc-
tion, that is just the case at the midpoint. Continue with this order, we generate
the full sample paths using the quasi-Monte Carlo sequences. Because at every time
step, we are not simulating a single asset but a portfolio of high dimensions, we use
the corresponding dimension of quasi-random sequences only at the first principle
dimension when we generate the underlying correlated normal variants with the PCA
construction. Thus, we combine the use of the Brownian bridge technique for the
multi-step time horizon and the use of the PCA construction for sampling correlated
random variates to develop a new algorithm for the multi-step models. As in Chapter,
we implement a hybrid use of quasi-random sequences with pseudo-random points,
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we still employ a hybrid use of quasi-random sequences.
Figures 5.1-5.3 compare the simulations of the expected loss (EL) for a homo-
geneous portfolio of 100 AAA obligors with various constant correlation coefficients.
We compare a series of cases including different credit qualities and different corre-
lations. Scenarios of different correlations are labeled by different size of the marks
(both stars and circles). The X-axis stands for the replication numbers that are evenly
spaced on a log scale. The Y-axis provides the log of the corresponding errors which
are obtained through an average of 20 independent runs. We plot on a log-log scale
since a log-log plot of Monte Carlo errors versus replication numbers should show a
linear behavior with slope 2. By Circles we denote the simulations from the stan-
dard Monte Carlo methods and we use stars for the quasi-Monte Carlo simulations.
Figure 5.1 compares the use of the Brownian bridge construction combined with the
quasi-random sequences used on the principal dimensions of all time steps. In gen-
eral, we can see that the quasi-Monte Carlo simulation are superior to the standard
Monte Carlo simulation, especially for the high correlation cases. This phenomenon
is shown even clearly through the comparison of the convergence rates in. Figure 5.4.
In the subplot of convergence rates, we observe that all circles which are results of
the Monte Carlo simulations appear to have convergence rate of about a and that
the quasi-random simulations denoted by stars have faster convergence rates than the
Monte Carlo methods. We also notice that the improvement of the convergence rate
is not clear when the correlation coefficient is low, such as 0.1. On the other hand,
higher correlation coefficients result in a clear improvement in the convergence rate
of the quasi-random simulation. This trend is similar to our observation in Chapter 4
that higher correlation coefficients result in faster convergence rates for quasi-random
simulations since the principal dimensions have more impact on the total performance
of the simulation given a higher correlation. With respect to the simulation efficiency,
we find that for high correlation cases, quasi-Monte Carlo simulations require about
100.5 (3) less replications to obtain the same accuracy as the Monte Carlo simulations.
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Figures 5.2 and 5.3 show simulations using quasi-random sequences only on the
first step of the Brownian bridge construction and on the first five steps, respectively.
In other words, we implement quasi-random sequences only on the first step, or
the ending time during simulations. We observe from Figure 5.4 that the first step
contains the greatest improvement through the use of quasi-random sequences. For
example, in the case of correlation 0.7, a full use of quasi-random sequences can obtain
a convergence rate of 0.7. Only the use of first step already obtain a convergence rate
of 0.6. When the first five steps are incorporated with quasi-random sequences, we
observe that most of the benefits through a full use of quasi-random sequences have
already achieved. This suggests that it is not necessary to implement quasi-random
sequences on every time steps. This observation indicates a good sign to reduce
computational work. The observation suggests that our approach of using quasi-
random sequences can obtain substantial benefits for credit portfolio problems with
many time steps since most of the variability of the sample paths can be determined
by the first several time steps through the Brownian bridge construction of sample
paths. Thus, our approach can effectively apply to a great deal of complex portfolio
problems.
In Figures 5.5-5.8 , we make the same comparison for portfolios of BBB oblig-
ors, which is a worse credit rating and thus implies higher default probability. We
find that the quasi-random sequences appear to have better improvements than in
the case of AAA portfolio above. For example, the full use of quasi-random sequences
can obtain the same error bounds with only 1/10 or even 1/10 15 number of replica-
tions. This is a significant improvement. We realize that the reason why in the AAA
portfolio case the improvement is not so clear can be ascribed to the credit quality.
AAA is a quite high credit quality and thus has a tiny default probability, not to
mention the joint default probabilities which are even small. So only a small portion
of marginal quasi-random sequences have effect on the simulation, and thus we cannot
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sharply. Much more samples paths from the quasi-random simulations have impacts 
on the simulation results. Therefore, quasi-random simulations can have much better 
improvement for the simulation of portfolios with worse credit qualities. 
We still compare the impact of a partial use of quasi-random sequences. Figure 
5.8 suggests that although the use of quasi-random sequences on the initial time steps 
can have significant effects , there is substantial room to improve with the full use of 
quasi-random sequences. This suggests that for portfolios of lower credit qualities, we 
should use quasi-random sequences on more time steps to fully exploit the benefits 
from quasi-random simulations. In Figure 5.9 , this trend becomes more clear in the 
case of the portfolios with eee obligors. With much worse credit qualities , almost 
every obligors.will default soon. So every sample path has an impact on the simulation 
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results. Therefore, much more use of quasi-random sequences on more t-ime-steps- is-
required to obtain substantial benefits from the use of quasi-Monte Carlo methods. 
Figures 5. 10- 5.12 contain plots of the simulation results for the unexpected 
loss. We observe the similar trends as for the simulation of expected loss. In gen-
eral we find that the use of quasi-random sequences combined with the Brownian 
bridge construction and PCA decomposition can have substantial improvement on 
the simulation of credit portfolios. 
5.4.2 Ta il Statistics 
As discussed in Section 4.4.2, there are two kinds of problems for tail statistics. The 
first one is to estimate the tail quantile at some specified confidence level. The other 
one is to estimate the tail probability at some specified loss level. Here we compare 
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the same portfolio problem as in Section 4.4.2. To be specific, the portfolio of concern
is a homogeneous portfolio of 100 obligors with the same credit quality BBB and the
same pairwise correlation coefficient. we investigate the estimations based on multi-
step models; we also test the simulations based on the Monte Carlo methods and the
quasi-Monte Carlo methods. Figure 5.13 compares the estimation of the 0.9 quantile
at the confidence level 95% for BBB portfolio with correlation coefficient 0.1. The
X-axis stands for the replication numbers on a log scale. The Y-axis provides the
corresponding confidence intervals for the quantile being estimated. We observe that
in the cases of 1024, 2048, 4096, 8192 replications there are no difference between
the confidence intervals obtained from the standard Monte Carlo simulations and
from the quasi-random simulations. However, in the case of 16384 replications, most
of the confidence intervals obtained from the quasi-random simulations converge to
the true value 6%, which is better than the corresponding result from the standard
Monte Carlo simulations. Next, in the estimation of 0.9 quantile at 99% confidence
level, we observe no difference. So the quasi-random simulations appear to slightly
outperform the standard Monte Carlo simulations for the low correlation portfolios.
The results for the high correlation portfolios are given in Figures 5.17-5.20. We
consider a homogeneous BBB portfolio with correlation coefficient 0.9. Figure 5.17
provides the confidence intervals covering the 0.9 quantile at confidence level 95%. At
1024 replications, the confidence intervals obtained from the standard Monte Carlo
simulations lie between 0 and 4%, while the corresponding quasi-random simulations
provide confidence intervals within [0, 3%]. The simulation results from other cases
appear to have the similar trends. Note that at 8192 replications, the quasi-random
simulations consistently offer convergent confidence intervals at true value 1%, which
is achieved by the standard Monte Carlo simulations at 16384 replications. Increas-
ing the confidence level to 99%, we find that the confidence intervals obtained from
the standard Monte Carlo simulations lie between [0, 5%] at 1024 replications, while
the quasi-random simulations provide confidence intervals within [0, 4%] and finally
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converge at true value 1% when sampling at 16384 replications. Consider the estima-
tion of the 0.99 quantile, we observe in Figure 5.19 that at the 95% confidence level
the quasi-random simulations consistently offer narrower confidence intervals than
the corresponding standard Monte Carlo simulations. We find that the confidence
intervals from the quasi-random simulations consistently cover the true value of 72%,
while the confidence intervals from the standard Monte Carlo simulations vary noisily,
missing the true value sometimes. This trend holds for the case of confidence level
99%.
As discussed in Chapter 4, another problem involving tail statistics is to esti-
mate the probability that a portfolio might lose more than some specified threshold
over some given time horizon. Figure 5.21 compares the estimation of the tail prob-
abilities for loss levels from 1% to 30% with 1% increment for a BBB portfolio with
correlation coefficient 0.1. The X-axis stands for the loss level and the Y-axis provides
the average error of the estimation of the tail probability at the corresponding loss
level. The error is obtained through averaging over 20 independent simulations at
each loss level. We observe that the quasi-Monte Carlo simulations perform a bit
better than the corresponding Monte Carlo simulations for the case of 0.1 correlation
coefficient. For the case of high correlation coefficient such as 0.9, Figure 5.22 shows
that quasi-random simulation outperforms Monte Carlo simulation substantially. For
other cases, the simulation results indicate the similar trends.
In general, after testing various scenarios, we conclude that for the multi-step
models of credit portfolios, quasi-random simulation outperforms standard Monte
Carlo simulation, especially for the portfolios of high correlations. Although the
implementation of quasi-random sequences in the multi-step models requires more
techniques, such as the Brownian bridge construction, to achieve significant benefits,
we point out that this extra construction does not require significantly more com-
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The computational tests in this chapter suggest that multi-step models of credit
portfolios show a significantly difference from the default time models which are
commonly used industry standard. Although the default time models have their
obvious advantages including the simple modeling framework, the great flexibility,
and the relatively easy implementations, our tests show that the default time models
can use inaccurate correlation structure to produce skewed estimations for credit
portfolios.
With respect to the simulation methods, we find that the the Brownian bridge
construction is an effective way to substantially exploit the superior uniformity of
quasi-random sequences when generating sample paths of the Brownian motion time
series. For the multi-step modeling of a credit portfolio, the underlying problem di-
mensions is the number of the obligors times the number of the time steps, which
are often very high (1600 in our example). Since this correlation structure is known
by some algebraic manipulations, a full PCA construction to generate this very high
dimensional sample paths can be done in theory, but is very inefficient or even impossi-
ble in numerical computations because this approach needs to construct the principal
components for a very high dimension matrix. The simulation tests suggest that our
approach may avoid the technical difficulties and achieve significant improvements
while still very efficient.
Similar to the observations in Chapter 4, we find that our approach in general
works better for portfolios of worse credit qualities with high correlations. We also
notice that the use of quasi-random sequences on the initial steps of the Brownian
bridge construction can obtain a large portion of benefits which a thorough use of
quasi-random sequences could provide. This suggests that our approach can imple-
ment quasi-random sequences with only a slightly more computation burden to gain
substantial improvements for the multi-step modeling of credit portfolios. Our treat-
ment with the multi-step modeling of correlated portfolios may be used to simulations
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of any such structures as with correlated elements and time evolution, which is not
limited to credit portfolios or the financial field.
In the next chapter, we will test the performance of the models we have devel-
oped for the simulation of credit derivatives. We will consider some typical correlation
products such as the basket default swaps and the collateralized debt obligations. We
test the simulations of cash flows and estimate the corresponding credit spreads which
depend on the loss distribution of the underlying portfolios and are different from the
quantities (such as EL, UL or VaR) used in the field of risk management.
CHAPTER 6
CREDIT DERIVATIVES
6.1 Introduction to Credit Derivatives
Credit derivatives are financial instruments whose value depends on the credit risk
of other underlying financial assets such as bonds and loans. They are developed to
help financial institutions to manage their credit-linked instruments, offering more
flexible opportunities to trade and transfer the credit risk of their credit exposures.
Credit derivatives are bilateral contracts between two counterparties with re-
spect to the credit risk of a third party which is usually referred to as the reference
entity. One party (the protection seller) sells protection against the credit risk of the
underlying reference entity to the other party (the protection buyer) in return with
a protection premium. The credit event of the reference entity in such a deal can
be specified through the contract. Possible events include: bankruptcy, obligation
default or acceleration, moratorium, and reconstructing.
There are two classes of credit derivatives which are actively traded: the credit
default swap (CDS) and the collateralized debt obligations (CDOs). The credit de-
fault swap (CDS) (See Figure 6.1) is the credit derivative that one counterparty pays
a periodic premium, also referred to as the credit spread, to the other counterparty as
return receives a recovery value against some possible credit event such as default of
the underlying reference entity. Without the trading costs and the institution profits,
a fair spread is expected to make the deal break even for both parties, that is, the
spread should neutralize the expected present value of the cash flow for the protection
buyer to be zero, and so does for the protection seller.
A more sophisticated update of the plain vanilla CDS is the basket derivatives
(Figure 6.2) that are linked to more than one reference entity. Similar to the plain
CDS, the protection buyer of a typical basket derivative pays periodic premium to the
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Figure 6.1 Credit default swap.
protection seller against some credit event of the underlying multiple credit exposures
which is referred to as a basket of reference entities (Suppose that the basket has M
credit exposures). For basket derivatives, a credit event is typically the ith default
of the M credit exposures (i < M) without specifying a particular name of the
M credit exposures in the basket. There are two extreme cases that the basket
derivative is equivalent to a collection of M credit default swaps: the one is that
the Al underlying credit exposures are totally independent, the corresponding fair
spread for the basket derivative is expected to be the sum of the fair spread of M
equivalent credit default swaps; the other is that the underlying credits are totally
dependent, then the M credit exposures act as an integrated part, so the fair spread
should be maximum of the M equivalent credit default swaps. We point out that the
dependency among credit exposures of a basket usually cannot be diversified away.
With positive dependency (the general case), we expect that the fair spreads of basket
derivatives are between the two extreme cases discussed above. So buying a basket
derivative offers a relatively inexpensive way to protect the credit exposures of the
underlying basket than buying individual CDS to every credit yet better protection
than buying only one CDS to one particular credit exposure. So basket derivatives
are regarded as a quite flexible financial instrument to trade credit risk.
Extending the idea of basket derivatives, collateralized debt obligations (CDOs)
is one kind of structured asset backed securities whose value depends on the perfor-
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Figure 6.2 Basket derivatives.
as tranche, by structuring its proceeds from the underlying credit portfolio. CDOs
can be categorized into different types from different prospectives. According to the
source of funds, there are cash flow CDOs and market value CDOs; with respect to
the motivation, there are arbitrage CDOs and balance sheet CDOs; from the type of
funding, there are cash CDO and synthetic CDO. Synthetic CDOs can get exposed
to the risk of a credit portfolio without owning the credit assets by the use of CDS.
So this kind of CDOs require less time to create and can avoid extra effort to handle
the true purchase and sale transactions otherwise.
From the perspective of modeling, the main challenge of modeling basket
derivatives and CDOs is to introduce dependency into the regula credit risk mod-
eling of only one reference entity. Especially for CDOs, their performance depends
not only on the final state of the underlying portfolios, but also on the dynamic
evolution of the reference portfolios. So the modeling of CDOs demands a dynamic
modeling of credit portfolios.
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6.2 Basket Derivatives
Consider a portfolio of M credit instruments. Denote by Ti the time of the event of
interest for the ith instrument, often referred as to the default time. As discussed in
Chapters 4 and 5, the default times T l • • • , TM are correlated, reflecting the correlated
nature of the underlying portfolio. We can model the performance of this portfolio
by the default time models and the multi-step models developed in Chapters 4 and 5.
A standard basket derivative offers protection against the event of the kth default on
the portfolio. This is similar to a plain default swap; however, the underlying event
to insure is not specified as a particular name as in the plain default swap. Similarly,
a premium, or credit spread s is paid like an insurance fee until the time when the
event of the kth default happens or maturity of the contract. Denote by skth the
fair spread for the kth default swap which makes the value of the swap equal to zero
at the initial time. In the context of the basket derivative products, this underlying
portfolio is usually referred as to a basket. In financial practice, a basket usually
contains less than 10 reference entities.
The distribution of the time τkth of the kth default is necessary to price basket
default swaps. Suppose the maturity time is T and 6. (t) is the discount rate for future
time t. The net cash flow paid by the protection buyer is
(6. 1)
where V is the insured value of interest and Rec are expected recovery at the time of
the corresponding default.
Suppose the distribution of τkth is known, then we obtain the expected cash
flow paid by the protection buyer as follows:
(6.2)
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where a premium payment is paid only if the credit event of interest has not happened
at the premium payment due time. It can be seen that the expected value of the cash
flow is a function of the spread. Thus the fair spread should be determined from the
equation
(6.3)
So the pricing problem of basket default swaps lies in the distribution of default time
τkth which can be estimated from the simulation models developed in chapter 4 and
5. We will compare the performance of simulation based on the default time models
and the multi-step models. We also address the improvement in simulation efficiency
when the quasi-Monte Carlo methods are used.
Notice that if the underlying credit exposures in the basket are totally inde-
pendent, the fair spread of the first default swap s' is expected to equal to the sum
of the fair spreads of the plain default swaps over all individual underlying credit ex-
posures in the basket. To the contrary, if the underlying credit exposures are totally
dependent, the spread 31st is just the worst spread max(si ) since all names will act
together as a whole part.
6.2.1 Default Time Models
Consider a typical basket of 10 items with time horizon 4 years. The protection buyer
will pay a spread quarterly to the protection seller against its potential loss from the
nth default of the basket. Assume that the risk-free rate is 5% and the potential loss
would be 100% at default. For the purpose of testing, the basket is assumed to be
homogeneous, namely, all the reference entities have the same pairwise correlation
coefficient. We use standard Monte Carlo methods and quasi-Monte Carlo methods
to estimate the fair spread of nth-to-default determined by
(6.4)
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where τ(n) is the random default time of the nth default event. All the probabilities
of Pr[τ(n) > t] can be estimated by a full simulation of the underlying portfolio under
the framework discussed in Chapter 4.
Table 6.1 provides the simulation results from the standard Monte Carlo sim-
ulations and the quasi-random simulations. Our simulations are based on 10000
replications. The standard deviation of the estimation is obtained by repeating the
simulations 20 times. Here we investigate the simulation of the estimations for the
fair spreads based on the standard Monte Carlo simulations and quasi-random sim-
ulations. We observe that for a basket of low correlation coefficient such as 0.1, the
fair spreads are very small because of the diversification effect. For a basket of AAA
credit exposures, the first to default spread is only about 16 basis points (bps, %o) with
standard derivation (std) of 2 bps based on the standard Monte Carlo simulations.
The higher order default spreads such as the second and third are barely observed,
which agrees with our intuition that higher order defaults imply much less credit risk.
Within the same correlations, worse credit quality baskets imply a higher credit risk,
therefore the corresponding basket derivatives require higher spreads as return. In
our example, there appear hundreds of magnitude differences among the fair spreads
of the baskets with the highest quality AAA components, those with the middle level
BBB components, and those with the worst credit quality CCC components, varying
from single digit basis point to tens of thousands basis points. In practice, a bas-
ket derivative usually contains a mixture of obligors with different credit qualities
among the extreme cases. Comparing the results from the Monte Carlo simulations
and those from the quasi-random simulations, we notice that for AAA baskets, quasi-
random simulations do not lower the standard deviation clearly. This phenomenon is
believed to be attributed to the similar reason as in Chapter 4 when simulating the
expected loss of AAA portfolios. Namely, quasi-random sequences have very small
effective region because of the scarcity of default events for portfolios of good credit
qualities. For BBB baskets, we observe that the first to default has fair spread of 534
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bps with std 7 bps from the Monte Carlo methods, and 532 bps with std 6 bps from
the quasi-random simulations with quasi-random sequences only in the first principal
dimension and 533 bps with std 4 bps with first five principal dimensions. The effect
of improvement is more obvious for CCC baskets. The fair spread of first to default
for the CCC basket from the Monte Carlo simulation is 47013 bps with std 1194 bps.
When the quasi-random points are used only on the first principal dimension, the
estimation is 47421 bps with std 791 bps. when we use quasi-random points on the
first five dimensions, we observe a clear improvement: the estimation now is 47791
bps with std 560 bps. When the correlations among obligors in the portfolio are
higher, we see that the use of quasi-random points improves the estimation of fair
spreads significantly.
6.2.2 Multi-Step Models
While the single step default time models directly simulate the default times of the
underlying assets in the portfolio, the multi-step models track the default behavior
by simulating the asset movements of the portfolio, which therefore requires more
computational efforts. Here we compare the fair spreads estimated from the multi-
step models with those obtained from the default time models. For the purpose of
comparison, the basket remains to be a homogeneous in asset quality and correlations.
At first we employ a standard Monte Carlo simulation techniques as a benchmark,
and then we investigate the effects of the quasi-random sequences combined with the
Brownian bridge construction which have been used in the simulation of portfolio
problems. Our simulation results are presented in Tables 6.4 and 6.5. We first
compare the simulation results based on the default time models and on the multi-step
models. We find that there are clear differences between the fair spreads estimated
from the default time models and from the multi-step models. For the AAA basket, we
notice that in the low correlation case of 0.1, there is little difference: the fair spread
of the first to default from the default time model is 16 bps with std 2 bps while that
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Table 6.1 Monte Carlo Simulation for the Fair Spread of Basket Derivatives, Based on
Default Time Model
Table 6.2 Quasi-Monte Carlo Simulation for the Fair Spread of Basket Derivatives,
Based on Default Time Model, First One Principal Dimension
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Table 6.3 Quasi-Monte Carlo Simulation for the Fair Spread of Basket Derivatives,
Based on Default Time Model, First Five Principal Dimension
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from the multi-step model is 16 bps with std 7 bps. Because the credit quality is
very high, there appears almost no premium spreads for higher order of default. For
other correlation cases we observe no clear difference between the fair spreads from
the two different modeling approaches because the high credit quality implies little
credit risk and thus requires very small premium to get protection. For the baskets of
moderate credit quality such as the BBB basket, we observer a significant difference.
Especially for high correlation basket, we find that the differences are up to more
than 10 bps. This trend is even clear for CCC baskets. The simulation tests suggest
that the default time models may not accurately capture the underlying correlations
within a portfolio of credit exposures and the multi-step models are recommended
because they can better incorporate and model the inherent dependency structure
within a credit portfolio.
With respect to our use of quasi--random sequences combined with the Brow-
nian bridge discretization, we notice from Table 6.5 that the use of quasi-random
sequences can significantly reduce the standard deviation of the estimation. For the
BBB basket, we find that the stds from the quasi-Monte Carlo simulations are gen-
erally smaller than those from the standard Monte Carlo simulation. With higher
correlation coefficients, we find that the improvement is even better. For CCC bas-
kets, the difference is more significant. This agrees with our intuition discussed in
Chapter 5 that our use of quasi-random sequences performs better for higher corre-
lation coefficients. We also discussed in Chapter 5 that for portfolios of worse credit
qualities, the quasi-random sequences should take effect on wider region of the sam-
ple space, and thus outperform the Monte Carlo simulations more significantly. The
simulation tests here also confirm this intuition. In general we conclude that the
multi-step models are recommended for their capability to capture the dependency
structure of credit portfolios more accurately and that our use of quasi-random se-
quences combined with the Brownian bridge construction can substantially improve
the simulation of the multi-step models of credit portfolios.
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Table 6.4 Monte Carlo Simulation for the Fair Spread of Basket,Based on Multi-Step
Model
Table 6.5 Quasi-Monte Carlo Simulation for the Fair Spread of Basket Derivatives,
Based on Multi-Step Model and the Brownian Bridge Construction
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6.3 Collateralized Debt Obligations
CDOs are sophisticated credit products which redistribute the cash flow from their
underlying portfolios to a series of tranches. Consider a simple CDO transaction
which is backed by a portfolio of M credit debts. We can normalize the value of the
portfolio at the beginning, namely deal time, to be 1. Denote VT its value at the
terminal time T. The capital structure of the collateral pool can be divided into two
parts, equity tranche and debt tranches. The equity share ceq is funded by equity
investors at the beginning time. The other 1 — ceq share is funded by a continuum
of debt tranches whose sizes can be arbitrarily specified. The debt tranche can be
indexed by (c1, cu] C (ceq , 1] where c1 and cu are the lower and upper attachment
points of this tranche. Larger values of c1 and cu, means greater seniority. So the total
value of all tranches senior to attachment point c can be determined by
(6.5)
where R(c) = f 1 r(s)ds is the total interest owed by these tranches. Thus, the value ,
of equity tranche is Vp — V (C eq ) . A debt tranche (cl, cu] has value V(cl)— V(cu). As the
seniority of the tranche increases, less premium spread is required for the protection
buyer to pay since the more senior the tranche is, the less risk it would bear.
To price a CDO transaction, we need to determine an appropriate premium
for each tranche. Similar to the premium of a CDS transaction, the premium s of a
tranche is fixed to make the net present value of the cash flows received by the tranche
holder to be zero; correspondingly, the net present value of the cash flows received by
the tranche seller is also zero. Therefore, the cash flows of a tranche consist of two
legs: a fixed leg representing the premium payments received by tranche holder at
each time period, and a floating leg representing the potential loss that the tranche
holder would have to cover.
The pricing of a CDO transaction fully depends on the modeling of the under-
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lying portfolio. In the following sections we compare the simulations of fair spreads of
CDO tranches based on the default time models and the multi-step models. We also
investigate the performance of the quasi-Monte Carlo methods developed in Chap-
ters 4 and 5 for simulations of credit portfolios. For detailed discussion about CDOs
modeling and pricing, one can refer to [441
6.3.1 Default Time Models
As discussed in Chapter 4, default time models directly simulate the potential default
times of the underlying portfolio by correlating the individual items through a copula
function. Here, we consider a simple CDO transaction based on a homogeneous credit
portfolio of M items, each with the same credit quality (and thus the same default
probability term structure) and each pair of obligors having the same pairwise cor-
relation. This CDO transaction is established for four years with quarterly premium
payments. Let τ1 , • • • , TM be the default times of each items in the credit portfolio.
Then Ti should follow
(6.6)
Based on the simulation of default times, we can then estimate the loss distribution
of the portfolio at each time period.
Table 6.6 summarizes the simulation results of the CDO tranche spreads across
different cases. Here we consider 15 kinds of underlying portfolios with different credit
qualities (AAA, BBB, CCC) and different correlation coefficients (0.1, 0.3, 0.6, 0.9,
0,999). The standard deviation are obtained through 20 independent runs of a full
simulation.
For the collateral portfolio of good credit quality AAA, we find that for the
low correlation case 0.1, there is little loss for even the junior tranche. In this case,
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all items in the portfolio are almost independent. So the potential loss might happen
to affect only the equity tranche which is below 2% of the total value of the portfolio
. Increasing the correlation coefficient, we find that the junior tranche begins to
be affected at 0.3 correlation. At correlation 0.6, 0.9 and 0.999, all tranches could
experience potential loss and thus produce a premium spread for the protection buyer
to pay. Across the different correlation cases, we find that the junior tranche obtain
highest premium spread of 10 bps at 0.6 correlation. When the correlation is even
higher up to 0.999, the spread yet, reduces to 6 bps at 0.9 correlation and only 2 bps
at 0.999 correlation. This phenomenon may be explained due to the risk allocation
affected by the correlations. Consider the extreme case of 0.999, the portfolio acts like
one super obligor of AAA quality. Then the portfolio either loses all of its value or
keep its full value to the end. Thus the potential loss could be very large to affect all
tranches at the same time. So we observe that even the super senior tranche would
also bear a premium spread. But the junior tranche is frequently swept off (fully
loses its whole value) even at medium correlation cases. So from the perspective of
the junior tranche, this kind of swept-off outcome happens more likely at medium
correlations than at high correlations. We mention that this kind of CDOs is actually
rare in reality. However, the simulation tests provides an insight into the extreme
cases of the CDOs modeling and pricing.
For the collateral portfolio of medium credit quality BBB, the junior tranche
would have to bear potential loss even at low correlation 0.1 because the portfolio has
much higher default probability than that of AAA portfolios. We can see that the
spread estimated is as high as 640 bps at the correlation coefficient 0.1, is reduced
to 558 bps at correlation coefficient 0.3, and is further reduced to 374 bps at 0.6,
174 bps at 0.9 and finally have 65 bps at 0.999. When the correlation coefficient
increases, all items in the portfolio tend to act as one super obligor. Thus the trend
is that either all items default together or no default happens. So the holder of
junior tranche would take on more risk while the correlation coefficient is low and
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the portfolio tends to experience small but frequent loss. For the junior mezzanine
tranche, we observe that the spread is low (83 bps at 0.1 correlation coefficient) at
first, then increases to 149 bps at 0.3 correlation coefficient, decreases a bit to 147
bps at 0.6 correlation coefficient, 90 bps at 0.9 and finally reaches 42 bps at 0.999.
This phenomenon is similar to our observation for the junior tranche of the AAA
portfolios. When the correlation coefficient is very low, the junior mezzanine tranche
is less likely be affected due to the diversification of portfolio. On the other side, when
the correlation coefficient is very high, the trend that all items tend to act together
would reduce the probability of small loss while at the same time would make the
portfolio more likely to experience a disaster loss. So we can see that for the super
senior tranche, the spread is 0 at the low correlation coefficient 0.1, increases to 4 bps
at 0.3, 18 bps at 0.6, 40 bps at 0.9, and 55 bps at 0.999. The senior mezzanine and
senior tranches appear to be similar to the junior mezzanine tranche since both of
them require less premium spreads at low and high correlation coefficients but higher
premium spreads at medium correlation coefficients.
The CCC Portfolios has the similar trends as those of BBB portfolios. The
only difference is that the senior tranche of the CCC portfolios requires higher spreads
than its junior neighbors senior mezzanine tranche and even junior mezzanine tranche,
which does not appear in the BBB and AAA cases. The explanation for this phe-
nomenon is that for the CCC portfolio the default probability is extremely high, thus
almost all items default quite soon after the starting time. In this case, the senior
tranche does not appear to show much seniority over its junior neighbors: the junior
mezzanine and the senior mezzanine tranches. And the size of the senior tranche is
4%, larger than that of the other mezzanine tranches of 3%. So the senior tranche re-
quires higher premium spreads than its junior neighbors. This case of CCC portfolio
is also not practical in reality but provides us an example of the extreme case.
Next we try to improve the simulation efficiency by implementing quasi-random
points in our simulation. In Chapter 4, we have used quasi-random points in the initial
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Table 6.6 Monte Carlo Simulation for the Fair Spread of CDO, Based on Default Time
Model
AAA 	 BBB 	 CCC



























principal dimensions of the covariance matrix to achieve good benefits for portfolio
simulation. Here we take advantage of this technique to investigate its effect on the
premium spread estimation. Here we employ quasi-random points ,respectively on the
first one principal dimension and on the first five principal dimensions with pseudo-
random points filling up with all other dimensions. Similar to the above test based on
the standard Monte Carlo simulation, we still test and compare .15 cases over different
credit qualities and different correlation coefficients. And the standard deviation is
obtained through 20 independent runs. The results are listed on Tables 6.7 and 6.8,
respectively. We can see that the standard deviation decreases significantly with the
use of quasi-random points only on the first principal dimension. This improvement
is enhanced as the correlation coefficient increases, which agrees with our explanation
in Chapter 4 that the principal dimensions have dominant impact on the total sample
paths if all of the items are highly correlated. When using quasi-random points on
the first five principal dimensions, we find even better results. This improvement is
not significant for high correlation cases because even the first principal dimension
has contained a large part of the total effect that could be obtained with a thorough
use of quasi-random points. In general, we conclude that the use of quasi-random
points only on the first several dimensions is enough for quasi-Monte Carlo methods
to achieve the desired results.
6.3.2 Multi-Step Models
Multi-step models attempt to model the dynamic property of credit portfolios by
simulating the underlying stochastic processes. As we have described in Chapter 5,
multi-step models are feasible to implement and are more accurate to capture the
correlation effects of credit portfolios. Here we test the same problems as above that
cover different credit qualities from AAA to CCC and different correlations from
0.1 to 0.999. Table 6.9 shows the simulation results based on the standard Monte
Carlo simulations. Table 6.10 shows the simulation results based on the quasi-Monte
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Table 6.7 Quasi-Monte Carlo Simulation for the Fair Spread of CDO, Based on Default
Time Model, First One Principal Dimension
AAA 	 I 	 BBB



























Table 6.8 Quasi-Monte Carlo Simulation for the Fair Spread of CDO, Based on Default
Time Model, First Five Principal Dimension
I 	 AAA 	 BBB 	 CCC



























Carlo methods combined with the Brownian bridge construction which are used in
Chapter 5. Again, we find that the use of quasi-random points significantly reduces
the standard deviation of the estimation of the credit spreads for all cases including
high correlation and low correlation scenarios. The results show that the standard
deviation may be reduced up to many factors. Given the fact that the use of quasi-
random points and the the Brownian bridge construction of sample paths actually
requires only a bit more computational work, we conclude that the quasi-Monte Carlo
simulation greatly enhance the simulation of correlated credit products.
Compare Table 6.8 and Table 6.10, we find that there is tiny difference between
default time models and multi-step models for the fair spreads of the AAA portfolio.
But for the BBB portfolio, we observe that for most tranches there are some solid gaps
between the spreads estimated from the default time models and from the multi-step
models. For example, in the case of 0.1 correlation, the spread of junior mezzanine
tranche based on default time models is about 83 bps ± 3 bps and the one based
on multi-step models is about 73 bps ± 3 bps. The spreads of senior mezzanine
tranche based on two models are 22 bps ± 1 bps and 19 ± 1 bps, respectively. This
subtle but solid gap should not be attributed to simulation errors. Given the large
value of credit portfolios, even some bps difference might result in a huge asset value
difference. This result suggests that multi-step models should be recommended and
the default time models could result in substantial deviation from the reality in the
estimation of credit spreads.
6.4 Conclusions
Credit derivatives are a broad class of credit products in the financial markets. As ef-
fective tools, credit derivatives attract both investors and banks for their conveniences
to transfer specific credit risk according to the counterparties' risk appetites. With
the rapid advance of the credit markets, correlated credit products contingent on not
only one source of credit risk but also on a portfolio credit risk have emerged and
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Table 6.9 Monte Carlo Simulation for the Fair Spread of CDO, Based on Multi-Step
Model
AAA 	 BBB 	 CCC


























Table 6.10 Quasi-Monte Carlo Simulation for the Fair Spread of CDO, Based on
Multi-Step Model
AAA 	 BBB 	 CCC




























sharply increased ever since 2001. Credit risk could be easily transferred, divided, and
rearranged between counterparties with the help of the portfolio credit derivatives.
Li [59] proposed the single-period default time models which are widely accepted as
the standard approach for modeling structured credit derivatives. However, they are
highly doubted now because of their deficient performances during the subprime crisis
between 2007 and 2008. Our simulation tests demonstrate that multi-step modeling,
rooted in the economically meaningful framework of the first passage time approach
proposed by Black and Cox [9], can model the structured credit derivatives more rea-
sonably. We further test our use of quasi-random sequences developed in Chapter 5
to the modeling of credit portfolio derivatives and show that quasi-random sequences
may substantially decrease the error for the estimation of credit spreads for credit
portfolio derivatives based on our tests of a series of basket derivatives and CDOs
tranches. We mention that the use of quasi-random sequences only requires slightly
more computation efforts than those based on the Monte Carlo simulations. So our
simulation results suggest the substantial benefits of quasi-random sequences in the
simulation of portfolio credit derivatives since our use of quasi-random sequences can
provide a consistent and robust way to systematically increase the simulation effi-
ciency. Our simulation indicates that to achieve the same accuracy, quasi-random
sequences may require up to tens of hundreds of times of less replication points than
the standard Monte Carlo simulation. We also mention the feasibility and applica-
bility of our use of quasi-random sequences; because the complexity inherent in the
credit portfolio modeling, variance reduction techniques can hardly be devised or ap-
plied effectively, such as the technique proposed by Glasserman [35] which requires
careful adjustment of the problm-specific modeling parameters that largely limit its
use in practice. Banks need to evaluate thousands of credit portfolios every busi-
ness day. The use of quasi-random simulations provides a consistent way to improve
the efficiency of simulation of credit portfolios. We'd like to emphasize that large
computational work in the simulation of credit portfolios entails complex evaluations
122
of payoffs at sample points. Since the quasi-random simulations clearly require sig-
nificantly less number of replications, a large portion of computational work can be
avoided and this reduction in computational efforts strongly outweighs the computa-
tional work needed to employ the quasi-random sequences.
CHAPTER 7
CONCLUSIONS
The modeling of credit portfolios and the pricing of credit derivatives are still an on-
going area of research. Two basic modeling strategies have been developed: reduced-
form models and structural models. While the reduced-from models have the ad-
vantage of easier calibration, they have difficulty in incorporating correlation among
portfolio accurately; on the other hand, structural models with the copula approach
have been widely used in industry. In this thesis, we have described and compared the
industry standard approach of default time models with our newly refined approach
of multi-step modeling. Based on our simulations, we find that the single step default
time models are not accurate enough to capture the dynamic, correlated and multi-
year long time horizon characteristics of credit portfolios. Instead our simulation
results indicate that the modeling of multi-year inhomogeneous large size portfolios
requires a multi-step simulation based on appropriate stochastic processes despite the
fact that a multi-step simulation does increase the computational burden.
To resolve the concern of the large computational burden rooted in any Monte
Carlo simulation, many techniques have been developed. Within the framework of
Monte Carlo methods, variance reduction techniques aim to reduce the constant term
of error bound O(cN-¹/²/² ) but impact nothing on the slow convergence rate of 1/2.
Quasi-Monte Carlo methods, on the other hand, give up the 'randomness' in the
simulation by employing well-devised points to achieve faster numerical algorithms.
However, it is widely reported that quasi-Monte Carlo methods might not be superior
to regular Monte Carlo simulations for problems of dimension over 10. Traub and
Paskov [75], Cafiisch and Morokoff [17] demonstrate that quasi-random simulations
show a clear advantage for a high dimensional problem of 'Mortgage backed security
in 30 years' in computational finance. However, the advantage of quasi-random points
for general finance problems is still not clear. In this thesis we also address the effect
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of quasi-random points for simulation of credit portfolios and credit derivatives. We
test a variety of problems including the estimation of the expected loss (EL) and
unexpected loss (UL) for a loss distribution, VaR and tail statistics quantile, tail
probabilities, and the pricing of basket derivatives and CDOs. Our simulations indi-
cate that quasi-random points have substantial benefits for the simulation of credit
portfolios and credit derivatives. We point out that quasi-Monte Carlo methods are
highly recommended because essentially the use of quasi-random points in our simu-
lations requires only a bit more computational efforts while other variance reduction
techniques might require much more work to reconstruct the problem. Especially for
the multi-step modeling of credit portfolios, quasi-Monte Carlo simulation provides
a clear way to improve the efficiency of simulation while it is not straightforward to
apply variance reduction techniques to this problem. Since a large portion of com-
putational efforts are used to evaluate complex payoffs at each sample point during
simulations of credit portfolios, our use of quasi-random sequences can significantly
reduce the number of replications required for the simulation of credit portfolios.
Thus, the reduction in computational efforts strongly outweighs the computational
work needed to implement the quasi-random sequences. Financial institutions need
to evaluate thousands of credit portfolios on a daily basis. Our approaches provides a
systematic way to improve the efficiency of simulations of credit portfolios. our treat-
ment of multi-step portfolio modeling could also shed some light on the simulation of
large systems of correlated multiple items with time evolution.
Not until the past decades have financial institutions begun to evaluate and
manage their credit exposures on a portfolio level. Today almost all managers at large
financial institutions demand the estimate of the expected loss which implies the cost
at which their business is running, the unexpected loss or portfolio volatility which
indicates the underlying credit risk taken by the business, and the tail risk which sug-
gests the likelihood of extreme loss that may destroy the business. Although focusing
only on single-obligor credit risk still is attractive to many financial institutions due
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to historical tradition, the portfolio view of credit risk should provide a more robust
and efficient way to manage credit risk. The importance of actively managing credit
portfolios has been widely recognized by the general public as a result of the recent
financial crisis. One main source of bank failures during past and current financial
crises is that the failed bank held credit exposures concentrated too much on some
specific fields. Given the characteristics of credit portfolios with their skewed loss 
distributions and flat tails, actively managing credit exposures from the view of port-
folios can greatly alleviate the possible concentration risk. The portfolio view of credit
risk management is also driven by the recent financial innovation of credit derivatives
such as credit default swaps (CDS) and collateralized debt obligations (CDOs). These
credit derivatives provide a convenient and relatively inexpensive way to transfer and
hedge credit risk, and thus improve the diversification of credit exposures from the
view of a portfolio. The subprime crisis and the subsequent financial crisis starting in
2007 have brought intensive discussions about the influence of credit derivatives on
the crisis. From the perspective of modeling, the current failure in the credit markets
is believed to be due to the fact that the current models employed to design, rate,
price and manage credit portfolios improperly capture the default correlation. As we
have demonstrated, the multi-step modeling of credit portfolios differs significantly
from the current single-period default time models even for the simplest scenarios.
We believe that the desire for active management of credit portfolios will ultimately
drive the development of portfolio credit risk modeling to better capture the subtleties
of the correlation. The next generation models will have a more careful dependence
structure which can be calibrated to market data to produce a practical estimation of
the underlying credit risk. We plan to work on the multi-step models incorporating
jumps and stochastic interest rates. We also plan to choose other diffusion processes
to model components in the single-obligor asset to produce more realistic models. The
advance of dynamic credit modeling and active credit risk management will finally
outlive the current financial crisis and head for future challenges.
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