An experimental technique based on a scheme of vibrationally mediated photodissociation has been developed and applied to the spectroscopic study of highly excited vibrational states in HCN, with energies between 29 000 and 30 000 cm Ϫ1 . The technique consists of four sequential steps: in the first one, a high power laser is used to vibrationally excite the sample to an intermediate state, typically ͑0,0,4͒, the 3 mode being approximately equivalent to the C-H stretching vibration. Then a second laser is used to search for transitions between this intermediate state and highly vibrationally excited states. When one of these transitions is found, HCN molecules are transferred to a highly excited vibrational state. Third, a ultraviolet laser photodissociates the highly excited molecules to produce H and CN radicals in its A 2 ⌸ electronic state. Finally, a fourth laser ͑probe͒ detects the presence of the CN(A) photofragments by means of an A→B→X laser induced fluorescence scheme. The spectra obtained with this technique, consisting of several rotationally resolved vibrational bands, have been analyzed. The positions and rotational parameters of the states observed are presented and compared with the results of a state-of-the-art variational calculation.
I. INTRODUCTION
The molecule of HCN has been, through the years, the subject of numerous theoretical and experimental studies. The reasons for this interest are multiple: from the theoretical point of view, a small, linear polyatomic molecule is an ideal candidate for the development and testing of models aimed to calculate and reproduce its structure of rotational, vibrational, and electronic states, as well as its geometry and related molecular properties. HCN presents the additional interest of being a highly anharmonic species, which has allowed probing a wide range of vibrational states. Moreover, the possibility of intramolecular isomerization HCN↔HNC has also made this a favorite model system for the study of unimolecular reactions. From a more applied point of view, the interest in HCN has also raised in the last decades among astrophysicists due to the detection of its presence in the atmospheres of carbon stars: numerous diffuse absorptions in the spectra of light coming from these stars have been identified as produced by hot band transitions in HCN. 1 Early spectroscopic studies of HCN consisted mainly of absorption spectra in the medium infrared ͑IR͒ region. The first IR spectrum, in which the frequency of the C-H stretch fundamental vibration was measured, was recorded as early as 1913. 2 In subsequent years, and using similar techniques, a number of experiments were performed that allowed a more precise determination of the frequencies of the fundamental vibrations and the observation of new, more excited vibrational states, although with relatively low resolutions. [3] [4] [5] [6] [7] [8] States up to ͑0,0,5͒, 9 with an energy of ϳ15 552 cm
Ϫ1
, had been observed by 1945, as summarized by Herzberg. 10 Also, some UV absorption studies were carried out during this period that revealed a complex structure of electronic states. [11] [12] [13] [14] Work on the IR and microwave region of the spectrum continued in subsequent years, mainly through the use of absorption measurements. Douglas and Sharma 15 used very long absorption paths and photographic recording to observe for the first time the ͑0,0,6͒ state, which lies at ϳ18 377 cm
. A number of other authors obtained spectra that improved considerably the quality of the available vibrational and rotational constants for the ground and excited vibrational states. 16 -23 The line intensity measurements also obtained in some of these works allowed a comparison with the results of theoretical papers 24 -26 dealing with the calculation of bond dipoles and dipole moment derivatives. More detailed theoretical calculations, involving the construction of potential energy surfaces and their fitting to experimental data, were also carried out by a number of authors. [27] [28] [29] As the capabilities of experimental techniques improved over the years, so did the quality of the data obtained: very high resolution measurements on HCN were performed with an intracavity photoacoustic technique in 1982, 30 covering the region between 15 000 and 18 500 cm Ϫ1 . The low and medium energy region of the potential was further explored in later years by different groups using diverse experimental techniques like stimulated emission pumping ͑SEP͒, Fouriertransform infrared ͑FTIR͒ and laser diode absorption spectroscopy, [31] [32] [33] [34] [35] [36] [37] all of which yielded a large volume of high-quality data. This availability of accurate experimental data on vibrationally excited states also encouraged the refinement of the theoretical calculations and the development of better potential energy surfaces. [38] [39] [40] [41] [42] In more recent years new experimental contributions have been made, including the observation of new excited states in HCN and various of its isotopomers [43] [44] [45] [46] [47] [48] [49] [50] [51] and collisional relaxation measurements. 52, 53 The highest vibrational level experimentally observed in HCN lies at ϳ23 000 cm
, corresponding to the ͑1,1,7͒ state. Its observation 43 was made possible through the use of a very sensitive detection scheme, cavity ring-down spectroscopy.
As mentioned before, the possibility of HCN↔HNC unimolecular isomerization has also attracted the attention of numerous authors: although there were some previous spectral studies of HNC isolated in low-temperature matrices, 54, 55 this species was experimentally observed for the first time in gas phase by radioastronomers in interstellar space in 1971. 56, 57 The amount of HNC in equilibrium with HCN is almost negligible at room temperature, 58 and it was not until a procedure for synthesizing HNC in a flowing afterglow of nitrogen was developed 59 that gas-phase measurements could be made and the first IR and microwave spectra were obtained in a laboratory. Variations of this same procedure have been used in a number of experiments. [59] [60] [61] [62] [63] [64] [65] [66] An alternative approach used by Maki and Sams 58 consists of working at temperatures close to 1000 K to shift the HCN↔HNC equilibrium towards HNC and reach a concentration of this species high enough as to allow the recording of absorption spectra in a static sample. More recently, Northrup and coworkers used time-resolved IR absorption spectroscopy to probe HNC molecules generated by collisions of translationally hot H atoms with halogen cyanides. 67 All these experiments have produced a wealth of data that, combined with the results of the many theoretical works also devoted to the subject ͑see, for example, Refs. 68 -77͒, provides a reasonably accurate picture of the vibrational and rotational structure of HNC and sheds some light on the problem of unimolecular isomerization in the HCN-HNC system: the ground state of HNC lies ϳ4900 cm Ϫ1 above the ground state of HCN, with the two minima of the potential energy surface separated by an isomerization barrier that has been calculated to be of ϳ15 400 cm Ϫ1 . 73 This means that, although with an excitation of only two quanta in the C-H stretch of HCN the isomerization would be energetically possible, the need to tunnel through the barrier makes it quite unlikely. The picture suggests, however, the very attractive possibility of studying the isomerization through spectroscopy of very excited vibrational states of HCN: theoretically, it could be possible to detect this reaction by looking at perturbations in the spectra of vibrationally excited states of HCN located above the barrier ͑or, in other words, observe states that are delocalized over the two minima of the HCN↔HNC potential energy surface͒. According to calculations, the reaction coordinate for the isomerization has a strong bend character, 68, 72 but so far no positive spectroscopic evidence of this isomerization has been found by the authors that have probed the energy region of the HCN surface above the barrier. Wodtke and co-workers 36 used SEP to explore a region of the potential energy surface up to 18 900 cm Ϫ1 and observe highly excited bending modes, but no delocalized states were found. For the highest energy states that have been studied up to the present date, more than 7000 cm Ϫ1 above the barrier, 43 little mixing was found between the stretching and bending states, and thus no evidence of unimolecular isomerization. However, experimental measurements of thermal dissociation of HCN 78 show dissociation rates that are close to those predicted by the RiceRamsperger-Kassel-Marcus ͑RRKM͒ theory, which implies that a strong mixing of all the vibrational modes must occur as one approaches the dissociation limit. So far, clear evidence of this mixing has not been observed in states studied spectroscopically.
The purpose of the present work is to extend the range of studied vibrational states in the ground electronic state of HCN by exploring the region of the potential energy surface near 30 000 cm Ϫ1 and accurately determine the positions of the vibrational states present in this region. The interests of this kind of measurement are multiple: first, it provides new experimental data involving a potential energy surface that, although well known at lower energy values, is unstudied in this highly excited region. This will allow a comparison with the data resulting from state-of-the-art theoretical calculations. Second, and following from the discussion above, it is of great interest to search for evidence of mode mixing and perhaps unimolecular isomerization in this high-energy region of the potential energy surface: since it lies ϳ7000 cm Ϫ1 above the highest state previously studied these effects are more likely to be observed here. Additionally, in this region the CN and CH stretching vibrations should tune into nearly 1-1 resonance, which could lead to qualitative changes in the spectrum and even classical chaos due to overlapping resonances given the fact that the 3-2 resonance is also known to be of importance starting with the ͑0,0,4͒-͑3,0,2͒ resonance pair. Finally, the spectra also provide information about processes of intramolecular vibrational relaxation ͑IVR͒ that may take place between the highly excited states present in this region. It must be noted that the experimental setup chosen for our study is based on the technique of vibrationally mediated photodissociation ͑VMP͒ introduced by Crim. 79 This technique has already been used in our laboratory to study the photodissociation of HCN 80, 81 vibrationally excited to its ͑0,0,4͒ state. It is our purpose to continue developing the same line of work and adapt the experimental configuration we describe in this paper to the study of IVR processes in this energy region near 30 000 cm
, where strong interactions can be expected due to the higher energy and higher density of states. The experimental approach used in this work is similar to that independently used by Barnes, Gross, and Sinha to study vibrational states of H 2 O in the 22 000-25 000 cm Ϫ1 wavenumber region.
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II. EXPERIMENT Figure 1 shows a simplified representation of the fourstep process used in this work to obtain spectra of highly excited vibrational states of HCN. In the first two steps ͑that from now on will be referred to as ''pump'' and ''jump''͒, two laser pulses are used to sequentially excite HCN, through an intermediate vibrational state, to a highly excited vibrational state in the energy region around 30 000 cm
Ϫ1
(v 3 ϭ11 in our example͒. Within nanoseconds of this double excitation a third laser pulse photodissociates the highly excited HCN, rendering as main products the radicals H and CN(A 2 ⌸). Finally, after a delay to allow thermalization, a fourth laser pulse ͑''probe''͒ is used to detect the presence of these CN(A) photofragments by means of laser induced fluorescence ͑LIF͒ using the A→B 2 ⌺ ϩ →X 2 ⌺ ϩ excitation and spontaneous emission sequence.
Of the four laser pulses involved in the experiment, only the frequency of the jump laser, used for the second vibrational excitation, is scanned during the experiments reported below. The frequencies of the pump and probe lasers are tuned to well-known transitions of HCN and CN, respectively, and remain fixed during the experiment, and the frequency of the photodissociation laser is also kept constant at a value that provides enough energy for this photodissociation to take place when HCN molecules are vibrationally excited to the 30 000 cm Ϫ1 region. In this way, every time the frequency of the jump photon matches that of a transition between the intermediate vibrational state and a highly excited vibrational state in the above mentioned region, CN(A) photofragments are produced and electronically excited and a fluorescent emission detected. This allows us to obtain, by scanning the jump frequency, a rovibrational spectrum that shows the transitions between the intermediate and the highly excited vibrational states.
The first photon of the sequence ͑pump͒ is used to excite the HCN sample from the ground vibrational state to an intermediate excited vibrational state, that in all our experiments has been the ͑0,0,4͒. The choice of this particular state represents a compromise between the efficiency of the first and the second vibrational excitations: lower vibrational states are easier to populate from the ground state, but the efficiency of the population transfer from these intermediate to the final states is then very poor. The use of higher intermediate vibrational states presents the opposite problem, with the efficiency of the population transfer from the ground to the intermediate state becoming too small.
The second excitation photon ͑jump͒ illuminates the HCN sample several nanoseconds after the first photon has excited it, and its frequency is scanned to search for rovibrational transitions from the now populated ͑0,0,4͒ state to highly excited states. When the frequency of the jump photon matches the frequency of one of these transitions an effective population transfer takes place. The high anharmonicity of HCN plays a key role in the efficiency of this process: According to our calculations, 83 the absorption cross section for a transition from the ͑0,0,4͒ intermediate state to a highly excited state like ͑2,0,9͒, with a change of seven quanta of vibrational excitation, is of the same order as the absorption cross section for the transition from the ground to the ͑0,0,4͒ state, with a change of only four quanta. This result is a consequence of the potential energy surface being very anharmonic in the C-H stretching coordinate. Since the intensity of overtone transitions comes mainly from the anharmonic terms of the potential, 84 a transition involving two excited states, one of them highly excited, benefits from a greater contribution from the anharmonic parts of the wave functions of these states than a transition involving one excited state and the ground state, this last one having a relatively small anharmonic part in its wave function. This effect is essential in our experiment, since it allows us to populate highly excited states that would otherwise be very difficult to reach. On the other hand, the applicability of our experimental scheme is somewhat limited to molecules showing this highly anharmonic behavior, of which the light hydrides ͑HCN, H 2 O, H 2 S) are one of the best examples. The enhancement of the overtone transition further requires that there be no or limited IVR in the intermediate state, since that will dilute the excited X-H bond character of the eigenstates and lead to reduction of the cross section for the jump transition.
The third photon of the sequence is used to photodissociate the HCN molecules that have reached the highly excited vibrational states and produce the H and CN(A) radicals. The energy of the photon needs to be high enough to photodissociate HCN molecules from a highly excited vibrational state, but not enough to photodissociate those in the ground or in the ͑0,0,4͒ excited state. In this way, only when some HCN molecules reach the highly excited states we want to study an effective production of CN(A) radicals takes place.
Finally, the fourth photon of the sequence ͑probe͒ is used to detect the presence of CN(A) radicals by probing the electronic transition between its A and B excited electronic states, both of which are spectroscopically well known ͑see, for example, Refs. 85-87͒. The CN(B) radical shows a very strong fluorescent emission to the ground electronic state X with a lifetime of about 60 ns, 88 that can be easily detected with a photomultiplier. The reason that the LIF detection scheme was adopted instead of a simpler A→X spontaneous emission scheme was that in a previous VMP study 80 of the ͑0,0,4͒ state, A→X emission was not detected despite the fact that LIF later proved that CN(A) was the primary dissociation product. The reason for this failure was likely due to the long radiative lifetime of the A state, 88 plus the fact that its emission is in the near IR. The cooled Ge detector used to detect the A→X emission had a noise equivalent power orders of magnitude higher than the photomultiplier used to detect the B→X emission. Figure 2 shows a schematic of the experimental setup. Three synchronized laser systems are used to sequentially generate the four light pulses required for the experiment. These pulses are focused into a cell containing the HCN sample, where a 90°mounted photomultiplier is used to detect the fluorescent emission of the excited CN(B) photofragments. The output signal of the photomultipier tube ͑PMT͒ is then sent to a gated integrator and from there to a PC computer for storage and analysis.
The first pulse of the sequence is generated in a Ti:sapphire laser ͑Continuum NY61͒ pumped by the second harmonic of a pulsed Nd:YAG laser ͑Quantel YG682͒ with a repetition rate of 10 Hz. Typical values for the pulse energy and duration are 60 mJ and 8 ns full width at half maximum ͑FWHM͒. The spectral width is of about 0.1 cm
, which allows population transfer to the ͑0,0,4͒ state through a single rotational transition and thus excitation of a single rotational state of our choice. The transition used in most of our experiments has been the R (8) and, in some of them, the R(12), with wavenumbers of 12 658.6 and 12 666.3 cm Ϫ1 , respectively. The high energy output of the laser allows, when combined with tight focusing conditions, saturation or near-saturation of these transitions. A 360 mm focal length lens was used to focus the beam into the sample cell. Fine tuning of the laser frequency was achieved by sending a small fraction of the beam to an auxiliary photoacoustic cell-not displayed in Fig. 2 for the sake of simplicityfilled with 50 Torr of HCN and maximizing the photoacoustic signal.
The jump pulse is generated by a dye laser ͑Lambda Physik FL3002͒ pumped by the second harmonic of a Nd:YAG laser ͑Quantel YG580-10 upgraded with an amplifier͒, and has energies between 50 and 60 mJ depending on the dye being used. Rhodamine 610, Rhodamine 590, and Fluorescein 27 were used in our experiments, allowing us to explore the wavelength region between 620 and 550 nm. The duration of the pulses is 12 ns FWHM and the linewidth is of about 0.2 cm Ϫ1 , again narrow enough to allow excitation of a single rotational transition between the ͑0,0,4͒ and the highly excited state. The beam is focused into the sample cell-in counterpropagation with respect to the pump beam-by a 450 mm focal length UV-silica lens. After emerging from the cell, three fractions of the beam are taken and sent to a photodiode, a hollow cathode lamp and a reference etalon to monitor its power, frequency, and the linearity of the scan.
The photodissociation pulse is generated by the same Nd:YAG laser that pumps the Lambda Physik dye laser: the fraction of the Nd:YAG laser beam that remains at the fundamental wavelength after the second harmonic generation process used to pump the dye laser is sent through another second harmonic generator and then a third harmonic generator, producing laser pulses of 12 ns FWHM and ϳ5 mJ of energy at 355 nm. The 355 nm pulses are sent through an optical delay line that introduces a delay of 5 ns between them and the jump pulses generated in the dye laser. The two beams are then spatially overlapped using a dichroic mirror and focused into the sample cell by the above mentioned f ϭ450 lens.
The reasons for using 355 nm as photodissociation wavelength require a more detailed explanation: Of all the states schematically displayed in Fig. 1 , the ͑0,0,4͒ state lies at ϳ12 630 cm Ϫ1 above the ground state, the excited states we want to reach lie at ϳ30 000 cm Ϫ1 and the CN(A) state has an energy of ϳ52 800 cm
. This is, however, the energy at the outermost point of the 1 ⌸ dissociative surface of HCN that leads to the production of CN(A): for a bound-to-free transition arriving to this surface to have a non-negligible amplitude, the transition has to take place in the inner region of the surface, where the vibrational wave function of the bound state in which the transition originates has a significant value. This is the kind of transition displayed in Fig. 1 : in a first approximation, it can be assumed that these transitions are going to take place only at distances shorter than the outer turning point of the bound vibrational state. This increases the amount of energy necessary to reach the dissociative surface: since this surface is not well-known experimentally, based on the best available calculation 89 we estimated that for a transition departing from an excited vibrational state lying at 30 000 cm Ϫ1 a minimum energy of ϳ28 200 cm Ϫ1 is required to reach dissociation, while a transition departing from the ͑0,0,4͒ state requires at least ϳ45 500 cm Ϫ1 . These values set the approximate boundaries for the photodissociation wavelength between a minimum of 220 nm ͑shorter wavelengths would also produce dissociation from the ͑0,0,4͒ state͒ and a maximum of 354 nm ͑longer wavelengths would not have enough energy to photodissociate HCN from the highly excited states we want to reach͒. With these values in mind our first choice was to frequency-double a fraction of the jump laser beam ͑with wavelengths between 620 and 550 nm͒ and use it for photodissociation. This setup has the advantage of not requiring an additional light source to generate the photodissociation pulses. However, in our first experiment with this configuration we found that the use of photodissociation wavelengths around 300 nm had as a secondary effect the production of a significant amount of CN(A) photofragments even in the absence of the pump laser pulses. This could be easily verified by blocking the Ti:sapphire laser and checking that the probe beam was still able to induce a fluorescent emission from the CN(B) state, which is a clear proof of the presence of CN(A) radicals. The only possible mechanism for the production of CN(A) photofragments in the absence of the first vibrational excitation is a two-photon absorption from the ground state to the 1 ⌸ dissociative electronic state of HCN. Although two-photon absorptions are several orders of magnitude weaker than direct absorptions, in this experimental configuration the amount of CN(A) photofragments produced through the two-photon absorption channel is not much smaller ͑approximately a factor of 4 or 5͒ than the amount produced by the sequential channel. The explanation resides in the fact that in the sequential channel each one of the vibrational excitation steps involves important losses: even although we work in a saturation or near saturation regime, only a small fraction of all the available population ͑not more than 5%͒ in the lower vibrational state of the transition is pumped to the more excited state, since only one rotational transition is being excited. The two-photon absorption, on the other hand, has the entire rotational population of the ground vibrational state available.
A quick check of the energy values estimated above reveals that any photodissociation wavelength shorter than 344 nm has enough energy to reach the 1 ⌸ dissociative excited state of HCN from the ground vibrational state through a two-photon absorption. 90 With these values, the interval of usable wavelengths is roughly limited to the 344 -354 nm range. This is the reason for our use of 355 nm radiation, since being close enough to the mentioned interval ͑its usability had to be experimentally verified͒ it is easy to obtain from a Nd:YAG laser.
The probe pulse is generated in a low-power dye laser ͑Molectron DL-II͒ pumped by an N 2 laser ͑Molectron UV-22͒. Typical values for its energy and duration are 300 J and 5 ns FWHM, with a spectral width of 0.4 cm
. A dichroic mirror is used to spatially overlap the beam with the first vibrational excitation beam, and the same lens ( f ϭ360) focuses them into the sample cell. The frequency of the laser was tuned to 18 808 cm Ϫ1 , which corresponds to the most intense region of the CN(vϭ1,B)←CN(vϭ0,A) vibrational band in thermal equilibrium, 81 and was kept constant during all the experiments.
The sample cell, made of stainless steel, consists of a central, cubic section and two baffled side arms with UVsilica windows mounted at Brewster's angle. The total length of the cell is 34 cm. An UV-sensitive photomultiplier tube ͑EMI 9635QB͒ is mounted on one of the sides of the central section, perpendicular to the cell optical axis. The CN(X) ←CN(B) fluorescent emission from the CN photofragments is collected by an f ϭ50 mm lens and sent to the photomultiplier. A bandpass interference filter placed between the lens and the PMT, centered at 390 nm with a 10 nm FWHM, is used to block scattered light and insure that only fluorescence coming from the X←B transition is detected. A capacitance manometer ͑MKS 622 A02TAE͒ mounted on the central section of the cell monitors the sample pressure, between 1 and 3 Torr for most experiments. A single inletoutlet orifice is used to fill the cell with HCN from a gas cylinder and evacuate it with a cryopump. HCN was synthesized prior to the experiment using a simple chemical procedure described elsewhere 80 and used without further purification. An FTIR spectrum of the synthesized sample was recorded to insure the absence of significant impurities.
The output of the photomultiplier is sent, without any intermediate amplification, to a gated integrator ͑SRS 250͒ and from there to a PC computer equipped with a data acquisition card ͑National Instruments AT-MIO-16X͒ that performs a 16 bit analog-to-digital conversion. Other signals of the experiment ͑laser power, optogalvanic spectrum, etalon transmission fringes͒ are also integrated and sent to the computer.
The delay between the different pulses participating in the experiment is controlled by an array of digital delay generators ͑SRS DG535͒ that act as master clock and externally trigger all the lasers. Except for the photodissociation pulse, which has a fixed optical delay of 5 ns with respect to the jump pulse, all the other delays can be adjusted at will, providing the experiment with a flexibility that can be used for a number of different studies. 91 To get as much information as possible from the rovibrational spectra, it is necessary to make sure that there is enough number of collisions to populate a significant number of rotational states in ͑0,0,4͒. The required delay was empirically determined and, for most of our experiments, was set to a value between 30 and 45 ns. This, combined with sample pressures between 1 and 3 Torr, allowed us to observe a good number of rotational components in all the vibrational bands of the spectra. As for the delay between the photodissociation and probe pulses, it was set to 400 ns in all the experiments. This large delay is convenient for two reasons:
• The probe laser is tuned to excite the most intense region of the CN(vϭ1,B)←CN(vϭ0,A) vibrational band in thermal equilibrium, but since the rotational energy distribu-tion in the CN(A) photofragments immediately after their formation does not necessarily correspond to thermal equilibrium, part of the population that in equilibrium would contribute to the intensity of the region of the band excited by the laser resides now in higher rotational states. Previous measurements 81 allowed us to determine that a delay between photodissociation and probe of 400-600 ns is enough for almost complete collisional rotational relaxation of the CN(A) radicals. In these conditions, the fluorescent emission induced by the probe laser is maximized.
• Despite the fact that a bandpass filter is used for the detection of the fluorescent emission, there is still a background signal due to light scattering induced by the photodissociation beam that reaches the photomultiplier. Since this background signal is associated with the photodissociation beam, short delays between photodissociation and probe result in X←B fluorescence signals that are ''riding'' on top of background scattering signals and thus strongly affected by the shot-to-shot noise of these signals, which reproduces the shot-to-shot noise of the photodissociation laser. Longer delays combined with gated integration remove most of this noise and dramatically improve the S/N ratio. The definition of ''short'' or ''long'' delay is determined in this case by the rise and decay times of the PMT, which produce a function with a FWHM of ϳ50 ns.
III. RESULTS
When the experimental setup described above was used to scan the region between 550 and 620 nm, a total of eight vibrational bands were found. Six of these bands show relatively simple PR or PQR rotational structures, allowing for a straightforward analysis that renders the rotational and vibrational parameters of the upper vibrational state of the transitions, while other exhibit complex rotational structures arising from the overlapping of different vibrational transitions and the presence of perturbations. Figure 3 shows one of the most intense bands observed, identified as corresponding to the ͑2,0,9͒←͑0,0,4͒ ⌺-⌺ transition. The signal-to-noise ratio for the highest peaks of the spectrum in this figure is of the order of 150, but after a finer tuning of the experimental parameters values close to 500 were reached for this and the other ⌺-⌺ band observed. Two main features are visible in the rotationally resolved spectrum: the first one is the particular shape of the R branch of the band, strongly congested for high J values. The branch does not converge to a limit, as its shape seems to suggest, but turns around at JӍ20. This is due to the significant difference in the values of the B rotational constants of the lower and upper states of the transition, separated by seven vibrational quanta. The second most visible feature is the unusual relative intensities of the rotational components: both branches present a clear maximum for Jϭ9, while the Boltzmann maximum for the ͑0,0,4͒ state is expected to occur for Jϭ8. The reason for this discrepancy is found in the experimental conditions used for this particular measurement: The pump laser was tuned to the R(8) component of the ͑0,0,4͒←͑0,0,0͒ transition, thus populating only the J ϭ9 level in the upper vibrational state, and the delay between the pump and jump lasers was set to 30 ns. This delay is long enough to allow a significant collisional relaxation that populates all the other rotational states that can be observed in our spectrum, but not long enough for the populations to reach thermal equilibrium, which explains why the most populated rotational state in our spectra is still the one that initially accumulated all the population, Jϭ9.
The existence of a much weaker structure overlapped with the high-J components of the P branch can also be observed in Fig. 3 . Figure 4 presents a more detailed view of this region, where it becomes evident that the structure has contributions from different vibrational bands. The dominant band is a PQR structure of which only the P and Q branches are clearly visible. The rotational lines of this band have been marked in Fig. 4 to facilitate their identification. The band was assigned to a ⌺-⌸ transition between the ͑0,0,4͒ and ͑3,1,8͒ states. Of special interest is the fact that the R branch is much weaker than it would be expected from the intensities of the P and Q branches, to the extent of being almost indistinguishable from the background noise in our spectra: Only a few very weak lines are visible in the region between 17 280 and 17 300 cm Ϫ1 where the R branch should be. The most likely explanation for this behavior is the presence of a perturber state near the ͑3,1,8͒. Moreover, and since the effect of the perturbation is different for the P and R branches, the symmetry of the perturber state has to be different from that of the ͑3,1,8͒ perturbed state.
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Figure 5 presents a third type of vibrational band found in our spectra. In this case, a PR structure showing the above mentioned pattern of congestion in the R branch is accompanied by a very weak central Q branch, visible as a single line. The rotational lines of the P and R branches are doublets with a splitting between the components that increases with the rotational quantum number, which is consistent with an l-doubling pattern. A more detailed analysis of the rotational structure shows that the P(1) and R(0) lines are missing. These factors allow for an easy identification of the band type as corresponding to a ⌸-⌸ transition. The fact that this kind of transition is observed in our experiment is of particular interest: since the only vibrational state being populated by the pump laser is the ͑0,0,4͒, with ⌺ symmetry, the departure vibrational state for these ⌸-⌸ transitions has to be populated by some other mechanism, that can only be collisional relaxation from the ͑0,0,4͒ to a nearby ⌸ state. This state was identified as ͑1,1,3͒, lying ϳ309 cm Ϫ1 below the ͑0,0,4͒.
Finally, Fig. 6 presents an example of one of the more complex structures that have also been recorded. The analysis of these bands is still in progress and has not been included in this work. For the identification of the observed bands we supplement our analysis with results from a variational calculation using the Carter-Handy-Mills potential. 93 This potential was refined from data for HCN and DCN which were available before 1990, plus the more recent data of Yang, Rogaski, and Wodtke covering high bending levels of HCN. 36 We have already used this potential to confirm the assignments of weak overtone bands in the range 19 528 -23 048 cm Ϫ1 , 43 for which the theoretical and experimental assignments fully agree, and for which the mean theoretical vibrational error is only 2.5 cm Ϫ1 . We consider it appropriate, therefore, to attempt calculations to 30 000 cm Ϫ1 using this potential in order to locate and assign the new observed bands.
The variational calculations are based on a kineticenergy operator in internal valence coordinates 94 and uses a potential energy function in these coordinates, expressed in terms of Morse-type polynomial terms for the HC and CN stretches and angular displacements terms for the bend, with the recently refined equilibrium geometry as Ref. 95 . The primitive basis is similarly defined by Morse functions and associated Legendre functions, respectively, in the same valence coordinates. There are two important features of this calculation that make reliable assignments possible for quite high energies. First, the primitive basis is not established in pure HC or CN stretch coordinates, but in those associated with the eigenfunctions of a two-dimensional FG diagonalization. 96 This ensures that the coordinates behave very much like the stretch normal modes for nearequilibrium configurations. Second, initial contractions of the stretch and bend primitives take place using effective Hamiltonians with the nonparticipating coordinates frozen at their equilibrium values. The resulting eigenfunctions ͑two-dimensional in stretch and one-dimensional in bend͒ then label the stretch and bend quanta in a subsequent threedimensional vibrational calculation ͑for which the Hamiltonian matrix becomes progressively more diagonal͒ providing the contracted levels can themselves be accurately assigned.
The labeling of the contracted bend quanta is trivial, and is merely the ordering of a one-dimensional stack of functions of increasing energy. That of the contracted stretch quanta is not that easy, especially for high-energy eigenfunctions, where heavy mixing of the primitive basis occurs. For low-lying levels, our choice of stretch coordinates ensures that the stretch-contraction Hamiltonian matrix is almost diagonal, and this persists to rather high energies. However, for high stretch energies, we make use of an independent assignment obtained by continuation of known lower energy vibrational series used to assign calculated levels involving only stretching excitation. There are no assignments from this procedure that differ from those that are unambiguous from inspection of the stretch eigenvectors, which lends support to the validity of those for the remaining levels. This means that the assignments associated with the majority of all functions entering the vibrational Hamiltonian are known, and pro- vided that large resonances are absent, the vibrational levels are also clearly assigned. Our assignments are based on the single largest coefficient in the three-dimensional eigenvectors for all the ⌺ levels of interest ͑these were all Ͼ0.9 and unambiguous͒.
For the ⌸ levels, two three-dimensional calculations take place with K a ϭ0, 1 where the expansion set is augmented by symmetric top Wang combinations for the rotational functions. Eigenfunctions of these diagonalisations are finally mixed through terms off-diagonal in K a . 94 If the ⌺ levels are all correctly assigned, the ⌸ levels usually present no problem, where coefficients of Ͼ0.9 in the rovibrational eigenvectors are again found.
Our calculations used 38 stretch primitives and 49 bend primitives, which were integrated numerically by Gauss quadrature with 56 and 66 points, respectively. From the resulting stretch contraction, 204 of the possible 1444 twodimensional functions were selected, for which we could assign the lowest 152. For the one-dimensional bend contraction, 14 functions ͑26 bending quanta͒ were carried forward. The vibrational matrices were, therefore, of order 2856 from which 2000 were used in the rovibrational matrices ͑orders 4000 for ''e'', 2000 for ''f''͒. These were sufficient to converge all required levels to better than 0.001 cm Ϫ1 and all assignments were unambiguous. Table I summarizes the types, assignments and origins of the six bands analyzed for this work, together with their calculated origins and the number of lines fitted for each band. The predictions provided by the calculation, combined with the information contained in the symmetry and intensity of the observed bands, made the task of identifying the upper vibrational states of these bands a relatively simple one in most cases, but given the high density of states in this highenergy region a certain degree of caution is in order. To verify the feasibility of our assignments we carried out an analysis of the vibrational dependence of the rotational constants of these states: using the values calculated in Ref. 34 for the different ␣ and ␥ constants that are normally used to express this vibrational dependence, we calculated values for the B v rotational constansts of the five states we believe to be responsible for the bands we observe, and compared these values with the ones obtained from the fitting of the bands. The agreement was satisfactory for four of the five observed states: The two ⌺ states ͑with differences obs-calc of the order of 5ϫ10 Ϫ3 cm Ϫ1 ), the ͑1,1,3͒ ⌸ state (o-cϳ4ϫ10 Ϫ4 cm Ϫ1 ) and the ͑3,1,8͒ ⌸ state (o-cϳ1ϫ10 Ϫ2 cm Ϫ1 ). While some of these differences-especially the one for the ͑3,1,8͒ state-may seem large, it must be noted that the calculated constants have been computed by means of an extrapolation that uses values of ␣ and ␥ constants obtained from states with relatively low vibrational excitation: Most of the states used in Ref. 34 for the fitting of the ␣s and ␥s had between 1 and 3 quanta of vibrational excitation, and only a few of them had more than that ͑typically localized in the 3 mode͒. This limits the accuracy one can expect from this extrapolation at high energies. Despite this limitation, the extrapolated values are still useful, when combined with the information of the symmetry of the bands, to provide some idea of the feasibility of the assignments and limit the number of other possible candidate states: for example, if our assignments of any of the ⌺ states were incorrect, other candidates would be states with an even number of bending quanta ͑0,2,4,...͒ in this energy region. But given the strong dependence of the rotational constant of the state with the number of bending quanta, the extrapolation shows that states with a high number of bending quanta would have values of B much larger than the experimental one, and can be eliminated. Thus from the extrapolated values of the B constants it can be inferred that only states with a low number of bending quanta ͑0 or 2͒ are reasonable candidates for the assignment. The same argument can be made for the ⌸ states with the only difference of an odd number ͑1 or 3͒ of bending quanta. This is of great help when making or confirming the assignments, since although the density of states is high in this energy region, the density of states with a given symmetry and a low number of bending quanta, that would have values of their B rotational constants close to the observed-and calculated-ones, is much smaller. Thus the results of the extrapolation confirm, if not the certainty, at least the feasibility of our assignments for the states mentioned above.
For the ⌸ state we have labeled ͑13,1,1͒ the obs-calc difference is of 4ϫ10 Ϫ2 cm Ϫ1 , much larger than for any of the other states. This is a disturbing result that seems to indicate that our assignment for this state is wrong, but although the calculation predicts other states of ⌸ symmetry in the region nearby none of them seems to be a more suitable candidate than ͑13,1,1͒. It is certainly possible that the reason for part of this large obs-calc error is the lack of accuracy of the extrapolation for states with high excitation in the 1 mode: as mentioned before, most of the states used in Ref. 34 for the for the fitting of the ␣s and ␥s had a low number of quanta of vibrational excitation, and none of them had more than 3 in the 1 mode ͑compared to a maximum of 6 in the 3 mode͒. From this, it is to be expected that predictions of rotationals constants for states with a high number of quanta in the 1 mode will be much poorer than predictions for states where the energy is mostly localized in the 3 mode. Even if this is the case, however, the experimental value of the rotational constant of this state seems suspiciously large for a state with 14 quanta of stretch excitation. It is thus advisable to exercise caution and, while we have mantained the ͑13,1,1͒ label in our tables as the most likely identity of the observed state, one should be aware that this particular assignment is not solid. The analysis of the rotational information contained in the spectra was done individually for each one of the bands. The fitting of the ⌺-⌺ bands is completely straightforward, while the ⌺-⌸ and ⌸-⌸ bands are slightly more complicated due to the fact that the double degeneracy of the ⌸ states is broken by Coriolis interactions, giving rise to ''parity doublets.'' This situation is represented, for the HCN molecule, in Figs. 7͑a͒ ͑⌺-⌸͒ and 7͑b͒ ͑⌸-⌸͒, where the ''e'' and ''f'' notation 97 has been used to label the states. It must be noted that for relatively well studied molecules like HCN, for which the symmetry of the different wave functions ͑electronic, vibrational, rotational...͒ is known, the parity of the states is also well known, and the assignment of the ''e'' and ''f'' labels is trivial. The parity selection rule ͑ϩ↔Ϫ for dipole transitions͒ can be translated in terms of ''e'' and ''f'' as e↔ f for Q branches and e↔e f ↔ f for P and R branches.
It can be seen that for a ⌺-⌸ band, as a consequence of the splitting in the upper states, transitions belonging to the Q branch always arrive to the upper components of the parity doublets while transitions belonging to the P and R branches arrive to the lower components of the doublets. This has to be taken into account in the analysis or different BЈ constants will be obtained from different branches. For a ⌸-⌸ band, the consequence of this splitting in both the upper and the lower states is the existence of two transitions of slightly different frequency ͑l-doubling͒, that-if analyzed independently-would yield two slightly different sets of rotational constants A least-squares fit was done for each assigned band using the following well-known expressions for the transition wave numbers:
1. ⌺-⌺ bands:
with mϭϪJ for the P branch and mϭJϩ1 for the R branch. 2. ⌺-⌸ bands: ͑a͒ For the P and R branches
where m has the same meaning as in the previous expression, l is the vibrational angular momentum ͑1 in all our cases͒ and qЈ is the splitting parameter for the ⌸ state ͑often called l-doubling parameter, although the name is not appropriate for a ⌺-⌸ transition͒. The assumption made for our analysis is that the splitting of the rotational levels of the ⌸ state is symmetric and described by the usual expression
͑4͒
3. ⌸-⌸ bands: ͑a͒ For the P and R branches
where the parameters have the same meaning as above and a new one, qЉ, has been introduced to account for the splitting in the lower ⌸ state. The Ϯ and ϯ signs in the last equation imply that two different fits have to be carried out independently, one for each set of l-doublet components. Given the low intensity of the Q branches of these transitions, no attempt was made to extract any information from them. ͑b͒ For the parity splitting
where ⌬ represents the frequency difference between the two components of a given doublet. The only use of this equation is to allow an independent determination of the l-doubling parameters that is not influenced by the other rotational constants involved in a higher-order fitting. Some of the criteria used in these equations require further clarification. For the ⌺-⌸ bands:
• Our band origins 0 are calculated according to the definition in Eqs. ͑2͒ and ͑4͒, that is, they do not include the ϪBЈl 2 factor. This has to be taken into account if our results are to be compared to theoretical predictions or other authors' results, since it is not unusual to include the mentioned factor into the band origin.
• The qЈ splitting parameter was introduced into the equations with a sign such that a positive value of qЈ would mean that transitions belonging to the P and R branches would arrive to the upper components of the doublets while Q-branch transitions would arrive to the lower ones. Since this is the opposite case of the one described in Fig. 7͑a͒ , which is known to be the ''normal'' case for HCN, in the absence of perturbations that could modify this pattern a negative value of qЈ is expected.
Finally, the ⌸-⌸ bands follow the criteria:
• The band origins are calculated according to ͑5͒, not including the (BЉϪBЈ)l 2 term.
• The qЈ and qЉ splitting parameters have been introduced in the equations ͑for the P and R branches only͒ with signs that assume a ''symmetric'' behavior for the transitions, that is, a transition departing from the upper component of a doublet in the lower ⌸ state arrives to the upper component of the doublet in the upper ⌸ state, and a transition departing from the lower component of a doublet arrives to the lower component of the doublet in the destination ⌸ state. Since this is the expected pattern for HCN, as represented in Fig.  7͑b͒ , the relative signs of qЈ and qЉ obtained from the fitting should be the same, either both positive or negative. Whether the absolute sign is positive or negative cannot be determined from the ⌸-⌸ transitions.
The positions of the states participating in the analyzed transitions are summarized in Table II 
IV. DISCUSSION
The most noticeable feature of the data displayed in Table II is the high vibrational excitation of the states observed, up to 15 quanta of vibrational excitation mainly localized in the stretching coordinates, with energies between 29 000 and 30 000 cm
Ϫ1
. This is more than 2/3 the dissociation energy D 0 of HCN in its ground electronic state, 98 ϳ43 740 cm Ϫ1 . The observation of these states constitutes an important extension of the existing experimental data.
The centrifugal distortion constants D v could only be determined accurately for the two states participating in ⌺-⌺ transitions. Since these were the most intense bands, a large number of rotational lines could be observed, which together with the fact that the lower state of these transitions is well known allowed the fitting of these constants. For the ͑13,1,1͒←͑1,1,3͒ ⌸-⌸ band a large number of components was also observed ͑30 different rotational transitions for 20 of which the l-doublets could be resolved͒, thus allowing the determination-although not as precise as for the ⌺ states-of the distortion constants. For the weaker ⌺-⌸ transitions, the number of observed rotational components was not enough for a statistically significant estimate of these constants.
The splitting parameters q v were determined for the three vibrational states with ⌸ symmetry observed. The ''Ϫ'' signs of these parameters are a consequence of the way they were introduced in the equations: the symmetry of the splittings follows the patterns displayed in Fig. 7 in all the cases.
The ͑3,1,8͒←͑1,1,3͒ ⌸-⌸ band presents a particularly interesting feature: Due to the presence of a nearby state, a perturbation occurs that alters the l-doubling pattern in both branches, shifting the positions of the ''e'' components of the doublets while the ''f'' components remain unaltered. This clearly identifies the perturbation as a Coriolis interaction with a perturber state of ⌺ symmetry. A crossing ocurrs between Jϭ11 and Jϭ12. Since the ''f'' components remain unchanged by this perturbation, rotational constants for the unperturbed band could still be obtained. An analysis of the perturbation was also carried out and the constants of the perturber ⌺ state as well as the interaction term W 2 were calculated. These constants are presented in Table III . Since no transitions to the perturber state were clearly observed the determination is not very precise.
A second perturbation was also visible near the center of the band, affecting only the low-J components (Jϭ1 to J ϭ4) of both branches. The nature of this perturbation is different from the previous one: it affects both symmetry components of the doublets, which leaves two main possibilities: First, it could be due to the presence of a Coriolis 
resonance with a nearby ⌬ state. This, however, is not consistent with the fact that the Jϭ1 components are also perturbed. The perturbation is thus likely to be due to the second possibility, an anharmonic resonance with a neighboring ⌸ state. Since some lines due to transitions involving the perturber were visible in the spectrum, its energy G v could be determined with a slightly better precision than that of the perturber ⌺ state and is also given in Table III. A tentative identification of these perturber states has been carried out with the assistance of the variational calculation mentioned earlier. For the identification of the ⌺ perturber the calculation provides two suitable candidates in the vicinity of the experimentally observed state. The first one is ͑12,0,2͒, with a calculated energy of 29 898 cm Ϫ1 , although the difference between this value and the experimental one ͑24 cm Ϫ1 ͒ seems too large when compared with the typical differences between observed and calculated energies in Table II , which are, for the worst cases, of 14 cm Ϫ1 for the ⌺ states in this region of the spectrum. The second candidate has a calculated energy much closer to the experimental value, 29 925 cm Ϫ1 , and corresponds to a heavily mixed state with the largest contribution ͑a coefficient of 0.38͒ coming from the ͑9,4,3͒ ⌺ state. All the other states contributing to this mixture have a very high number of CN quanta. The small value of the rotational constant determined from the spectrum seems to point to a state with a large number of CN quanta, a condition which both candidates fulfill. Based on the calculated energies for these states the highly mixed state we have labeled ͑9,4,3͒ seems more likely to be the perturber, but no definitive answer can be given with the information available.
Identification of the ⌸ perturber state is even more problematic. The most likely candidate with that symmetry emerging from the calculation is a heavily mixed state with an energy of 29 904 cm Ϫ1 , but due to the mixing its assignment is uncertain: The largest contribution to this state comes from ͑8,7,3͒, with a coefficient of 0.28, but there are also significant contributions from ͑10,13,0͒, ͑9,11,1͒, ͑12,11,0͒, ͑11,9,1͒, and ͑7,7,4͒, with coefficients of 0.22, 0.22, 0.21, 0.20, and 0.19. It is thus nearly impossible to venture any assignment with a reasonable level of certainty.
It may surprise that S/N ratios as high as 500 could be obtained for some of the spectra when the states involved in the transitions are separated by seven or more vibrational quanta and the departure state is already an excited state. To achieve these ratios, a careful optimization had to be carried out for each one of the four experimental steps. The first two steps, involving population transfer between rovibrational states, required the use of very high powers that allowed us to work in a near-saturation regime. While for the first step ͑0,0,4͒←͑0,0,0͒ this was always true, for the second vibrational excitation only the most intense transitions of the two ⌺-⌺ bands were close to this regime. The photodissociation beam was also optimized in power and wavelength, as described in the experimental section, to minimize background signals. Finally, a very sensitive detection scheme ͑LIF͒ was used also in a near-saturation regime. Even with these optimizations, it must be noted that the S/N ratios of this experiment would have been worse if a molecule with smaller anharmonicity had been studied: the high anharmonicity of HCN greatly increases the efficiency of the ''jump'' stage and is a key factor to the success of the experiment.
The observation of ⌸-⌸ bands in the spectra was unexpected, but once the bands were assigned and the departure state identified the interpretation was straightforward: due to collisional relaxation, population ''falls'' from the excited ͑0,0,4͒ state to the ͑1,1,3͒ state, roughly 309 cm Ϫ1 below, and transitions departing from this state can be observed. This interpretation was confirmed by the changes observed in the spectra when the experimental conditions were modified: for the ⌺-⌺ and ⌺-⌸ bands, it was empirically determined that the maximum amount of fluorescence signal was obtained at a sample pressure of ϳ1.4 Torr. Lower pressures decreased the efficiency of the vibrational population transfer, while at higher pressures fluorescence quenching became noticeable. For the ⌸-⌸ bands, on the other hand, this maximum was found to be at a sample pressure of ϳ2.4 Torr, which clearly indicates that there is some other process involved in the observation of these bands, a process whose efficiency is being increased by this higher sample pressure to the extent of compensating for the signal loss due to fluorescence quenching. This process is collisional relaxation. The high efficiency of collisional relaxation in HCN has been thoroughly studied by other authors; 52, 53 it is a direct consequence of its large dipole moment, which allows HCN molecules to ''feel'' the presence of each other and interact at large distances. If we assume that the absorption cross sections for the transitions in the ⌸-⌸ bands we have observed are similar to the cross sections of those in the ⌺-⌺ bands ͑which is a reasonable assumption considering that the change of vibrational quanta in these transitions is also similar͒, then an approximate idea of the amount of population transferred by collisions can be extracted just from the different S/N ratio in both types of bands. In our case, the ⌺-⌺ bands are roughly 30-50 times more intense than the ⌸-⌸ bands, which yields an estimation of 2%-3% of the population in ͑0,0,4͒ transferred to ͑1,1,3͒. If we consider that this transfer takes place during a time of only 30 ns at a sample pressure of 2.4 Torr and to a state located 309 cm Ϫ1 away, it becomes qualitatively very clear that vibrational collisional relaxation is an extremely efficient mechanism in HCN.
The comparison between the calculated and the experimentally determined positions of the vibrational states is not quite of the same quality as that obtained for our earlier experiments, 43, 93 with a mean error of 7.5 cm Ϫ1 ͑cf. 2.5 cm Ϫ1 ͒. However, for both of these comparisons, the calculations did not include any of the relevant data in the fit, and must be viewed as predictions from our earlier refinement. This said, our aim was mainly to confirm the experimental assignments, which we have been able to do. We also believe that the agreement for such highly excited vibrational levels is sufficiently good for us to be in a position to rerefine the HCN potential at some later stage, using our earlier potential 93 as starting point, and with the results of this and our earlier work 43 included in the least-squares fit.
V. CONCLUSIONS
An experimental setup has been built that, based on the use of vibrationally mediated photodissociation, allows the study of highly excited vibrational states of molecules in gas phase up to energies as high as 30 000 cm
Ϫ1
. This scheme is particularly attractive when applied to the study of highly anharmonic vibrations, since these tend to show stronger overtone transitions.
The experimental setup has been applied to the study of vibrationally excited the states in the ground electronic state of the molecule of HCN. As a result, eight vibrational bands have been observed for the first time, of which six have been analyzed, rendering molecular parameters for four highly excited vibrational states located in the region between 29 000 and 30 000 cm Ϫ1 . This is, to our knowledge, the first experimental observation of these states. Analysis of the two remaining bands is in progress.
The identification of the vibrational states was assisted by comparison with the results of a state-of-the-art variational calculation based on the Carter-Handy-Mills potential. The agreement between theory and experiment is quite satisfactory, especially considering that we are dealing with highly excited states and a considerable extrapolation from the energy of the states used to fit the potential.
We would like to close with some observations on how the present work could be extended. Given the excellent signal to noise ratios observed in the present work, significantly higher vibrational states should be detectable by the same excitation scheme. The LIF detection step is limited by photon counting noise, and the total LIF could be significantly improved if a broad bandwidth dye laser were used for the excitation of CN(A) products, so that a sizable fraction of the total population could be probed instead of just a few rotational levels that lie near the band head of the A→B transition. Addition of a tunable near-IR laser would allow further excitation from levels in the 30 000 cm Ϫ1 region to levels up to just below the dissociation threshold or even resonance states slightly above it. Crim and co-workers have studied the hydrogen extraction from the HCN ͑0,0,4͒ state with O, H, and Cl atoms. 99 These correspond to ''chain propagation'' reactions. The present work, that populates states with 2.5 times the vibrational energy of that earlier work, should allow the study of hydrogen extraction by molecules such as O 2 and NO, which would correspond to ''chain initiation'' reactions.
If the experiment were performed in a pulsed jet apparatus, one would remove most of the collisional relaxation observed in the present experiment. This would reduce the range of rotational states that could be studied for the highly excited states, but would improve the ability to use the power of double resonance to assign rotational structure for highly perturbed bands. Without extensive collisional reactions, one could use Stark quantum beat spectroscopy to measure the dipole moment of these highly excited vibrational states via modulations in the photodissociation yield as a function of an electric field times the time interval between jump and dissociation laser pulses. 100 It has been proposed that measurements of dipole moments would provide a sensitive probe for states delocalized between HCN and HNC wells. 101 
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