ABSTRACT. In this paper the following limit theorem is obtained:
Introduction.
Let A(x),B(x),C(x) be real (n, n)-matrices such that A(x), B(x),C(x) are continuous, B(x),C(x) are symmetric, and B(x) is nonnegative definite for igR.
We consider (n, n)-matrices U(x),V(x) which solve the Hamiltonian systemU' = AU + BV, V = CU-ATV with UT{x)V{x) s VT{x)U{x) and (d/dx)riTQr, = nTCn + cTB? -(f -Qn)TB(ç -QV) whenever U~1(x) exists and whenever r¡(x),c(x) belong to Ci(R) with n' = An+Bç [1, Theorem 7 with a = 0; 2, 5]. If U(x) is singular for some xo S R, then we need to know the behavior of Q{x) as x -> xo when applying this identity. It is shown in [1] that lim uT{x)Q{x)u(x) = dTUT(xo)V{x0)d X-»Xo for any vector-solution u(x),v(x) of the Hamiltonian system with u(xrj) = U(xo)d for some d G Rn. In the scalar case, i.e. n = 1, this limit theorem follows from l'Hospital's rule, and in this sense the theorem and also our result below may be considered as a substitute of l'Hospital's rule for matrices. In this paper we derive a limit theorem for matrices where no differential equation is involved and which generalizes the result above. More precisely, we prove that A(A+SB)~1S -> 0 as S -► 0+, i.e., S -> 0 and S is symmetric and positive definite, whenever A and B are (n,n)-matrices with rank(^4T,BT) = n, ATB = BTA (Theorem 1 of §2). In §3 and §4 we give some applications of this theorem to linear algebra (we study the behavior of (A + Aß)-1 as A -> 0) and to differential equations (we derive the limit result above and also the asymptotic behavior of solutions of L(y) = \ry as A -> -oo, where L(y) is a scalar, selfadjoint differential operator of even order). In §5 we discuss the assumptions on A, B, and S made in Theorem 1.
Main results.
We use the following notation. If A and B are (n, n)-matrices, then A < B (resp., A < B) means that A and B are symmetric and B -A is nonnegative definite (resp., positive definite). We denote by AT the transpose of A, by I the identity matrix, and by || ■ || the Euclidean norm of a vector or the induced matrix-norm (i.e., max^o ||i4d||/||d||) of a matrix. Moreover, we use a result which is included in [1, Proposition A l(ii), (iii), Proposition 1, and formula (7')]- PROPOSITION 1 . Suppose that A and B are (n,n)-matrices such that (1) rank(AT, BT) = n, ATB = BT A.
Then the following assertions hold:
, where © denotes a direct sum;
(ii) A + SB is regular for all S with 0 < S < el, if e > 0 is sufficiently small; Actually, these c's are the only ones for which the limit exists. This fact is stated in the following theorem. We omit the proof since it follows in the same way as Corollary 7 of [1] (using essentially the minimummaximum principle, Proposition l(i), and the fact that P{S):=(A + SB)-1{A1 + SB1) is strictly increasing, i.e., P(Si) < P{S2) for 0 < Si < S2 < el). REMARKS. Observe first that P is uniquely determined by property (i), more precisely: P = UTJU, where U is an orthogonal matrix with (3) and where J = (0 j) with (n -k,n -Ác)-identity matrix I. Thus, the matrix P depends on A only (not on ß). Observe moreover, that for every (n, n)-matrix A there exists a matrix ß such that (1) holds. Finally, we note as a consequence of Proposition 2 that QA = AQ = 0 and rank(Q) = rank(P) = n -rank(A). 4 . Applications to differential equations. First, we study the local behavior of matrix solutions of Hamiltonian systems resp. of Riccati equations as discussed in the introduction.
We consider (n, n)-matrices U(x),V(x) which solve the Hamiltonian system (4) U' = AU + BV, V = CU-ATV, where we assume that A(x), B(x), C(x) are continuous, B(x),C{x) are symmetric, (5) B(x) is nonnegative definite for x G R, and where the differential system is normal [1] .
Moreover, we assume that U(x),V(x) is a conjoined basis of (4) such that ÜTV = VTÜ, UTV -VTÜ = I holds. Then
and therefore 
n uk(x) = yik)(x), vk(x)= J2 (-ir-fc~WI'))(l'-fc-1) forfc = 0,...,n-l. Then u, v solve a corresponding Hamiltonian system (4) with (5) iff y solves (8) [1, 2] . Now, suppose that the functions yt](x) (i = 1,..., n, j = 1, 2) with corresponding columns Uíj(x),víj(x) are solutions of (8) REMARK. Observe that Uj, Vj (j = 1,2) form a fundamental system of the Hamiltonian system (corresponding to (8)), and therefore every u(x) = (t/fc)(x)), where y(x) solves (8), can be expressed in terms of U\,U2, i.e. u(x) = U\(x)ci + U2(x)c2 for certain ci,c2 G R".
Examples
and concluding remarks.
In this section we discuss the assumptions of Theorem 1 and show that they are all essential for the limit to exist. Of course, in all examples, S(x) may be changed 'slightly' so that A + S(x)B is regular for 0<x<e(£>0 small), but the limit in Theorem 1 does not exist as x^0+.
Finally we give an example to show that no factor in A(A + SB)'1 S can be dropped (as e.g. in the special case of §3). Put 
