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Abstract:  The importance of good weighting 
methodology in information retrieval methods – the 
method that affects the most useful features of a 
document or query representative - is examined. Good 
weighting methodologies are supposed to be more 
important than the feature selection process. Weighting 
features is the thing that many information retrieval 
systems are regarding as being of minor importance as 
compared to find the features; but the experiments 
suggest that weighting is noticeably more important than 
feature selection. There are different methods for the 
term weighting such as TF*IDF and Information Gain 
Ratio which have been used in information retrieval 
systems. In this paper we aim to explore a new algorithm 
for using GA in term weighting for text summarization 
process and then by deploying it as an appropriate 
developed prototype, the outcomes are analyzed and 
some conclusions for Information Retrieval are 
considered.  
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1. Introduction 
In the past two decades we have witnessed significant 
changes in IR
1 research and text mining technology and 
an explosive growth of available data in digital format. 
Being required to cope with this huge amount of data has 
led to increase in the need for efficient and scalable 
methods and tools for mining interesting knowledge in 
large databases, ranging from efficient classification 
methods to clustering, outlier analysis, automatic text 
summarization, frequent, sequential and structured 
pattern analysis methods and visualization and 
spatial/temporal data analysis tools [1]. 
                                                 
1 Information Retrieval 
Thereby, Information retrieval becomes widely useable 
in daily life to search for a variety of information. One of 
the most popular types of services is search engine for 
documents in the Internet. These systems usually show 
not only the title of document but also the small pieces of 
document which are called “summary”. Such summary 
information is expected to be helpful for users to judge 
the relevance of each (original) document, whether is it 
related to users’ information need or not. As a result of 
considering this fact, we can define such a factor that 
could be able to measure the degree of consistency 
between the relevance judgment about summaries and 
that about original documents. In the other hand we can 
judge the quality of summaries in IR context.  
In an IR system, a common approach in many areas of 
Text Mining includes these steps: Finding "terms" of a 
document, Determining and distinguishing the relative 
importance of these terms within document and 
Submitting the weighted terms to some task appropriate 
decision procedure such as those aforementioned. 
All of these subtasks will be take a place in Information 
Retrieval. In this paper, we are focusing on term 
weighting algorithm for text summarization which is 
widely used in search engines. In general, however, most 
of search engines adopt simple strategies like showing 
the first several sentences of documents, presenting 
several portions of document which include the 
keywords in queries. Quality of summaries generated by 
such simple strategies is not usually enough for users to 
judge the relevance. In fact, we need more sophisticated 
summarization method to cope with this problem.  
Therefore we can clarify the aim of an automatic text 
summarization system as to generate a concise and 
precise summary of the original text that enables users to 
pick up the main pieces of information available in the 
text, but with a much shorter length of reading time [12]. 
The most basic and main way of automatic document 
summarization is the extraction of important sentences 
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designed based on these methods can deal with 
extracting important sentence and then can arrange the 
extracted sentences in the original order. The importance 
of each sentence may be come from combination of 
several factors such as importance of each word (e.g. 
frequency, clue words etc.), position of the sentence in 
the document, the role of sentence (e.g. title etc.), 
similarity with user query and so forth [20, 21]. Among 
aforementioned factors, the sentence extraction based on 
importance of words is one of the primary algorithms to 
summarize documents. 
The "term frequency" is widely used in sentence 
extraction, because it can be easily calculated within 
each document. However, in order to improve the quality 
of summaries, we have to consider not only such 
information but also other types of information available 
in the process of retrieved documents summarization 
such as user query.  
In this paper, we propose a novel algorithm to utilize the 
information lying in the set of retrieved documents in 
order to summarize the documents. Mainly we use GA
2 
to weight selected features in document and extract 
important sentences with using user query. GA has been 
deployed in text processing as an optimization problem. 
Particularly GA has been used in text clustering and Text 
Classification [16]. The aim of this paper is to deploy 
Genetic Algorithm in term weighting and feature 
selection in text mining process, particularly for text 
summarization. 
The paper is organized as follows: in the next 
section we will review the related work on concept 
extraction, concept distribution and GA. In the third 
section, we state our algorithm for using Genetic 
Algorithm in topic identification and in the last section 
we will evaluate our method and finally some remarks 
about our method will be explored. 
Before we review related works a short 
comparative note on Persian English languages follows:  
Persian is remarkably simple in terms of formal 
grammar: no gender, no noun inflection, no adjectival 
agreement, and no irregularities in verbal conjugation. 
However - and rather like English in this respect - what it 
lacks in inflection it more than makes up for in syntactic 
and idiomatic complexity; and it is to the syntax and 
idiom of Persian that the one's attention should be turned 
from the very beginning. The importance of 
understanding the proper relationships among the various 
members of a Persian sentence cannot be overstated 
(especially in view of the fact that the most important 
indicator of syntactic relationships is not usually 
indicated in the writing system), for even the simplest 
expression is liable to misunderstanding if the syntax is 
disregarded. It should also be kept in mind that simple, 
straightforward prose is relatively rare in Persian. The 
                                                 
2 Genetic Algorithm 
important thing is that there is much Persian literature 
and unfortunately nobody has worked on data mining 
this language and this is the first time that we went in 
depth with mining in this kind of language and we hope 
that our work can be expanded to the other alike 
languages such as Chinese language which it is 
anticipated that by the time 2010, the majority part of 
WebPages will be created in Chinese.  
2. Related Works 
 2.1. Term Distribution 
 
As discussed earlier, there are some methods to 
extract important sentences from text. Suppose we have a 
given document di. The weight of term j in document i 
will be denoted as Wdicj and we can represent document 
i as a combination of terms with different weight like 
Wdi: 
Wdi = {Wdic1, Wdic2, Wdic3 …} 
 
Where Wdicj means the weights of term j in document i.  
In order to summarize document di, we should 
select higher important sentences and rewrite them in 
original order. For terms weighting, we use distribution 
of terms in document. The distribution of concepts or 
term in a document can show the focus of document and 
also the similarity between two or more documents. The 
discrimination of the distribution of the two concepts in 
two documents will diminish the similarity between two 
documents [13]. Weng et all [13] proposed a common 
statistical equation, ‘standard deviation’, to represent the 
dispersion of the concepts in a document. They divided 
standard deviation by maxline(di) to normalize standard 
deviation by the size of each document. 
 
Vardicj = 
) ( max ) 1 (
/ ) (
2 2
di line n
n x x
−
− ∑
 
 
Here x indicates the position where the phrase of a 
concept appears in a document, n denotes the total phrase 
number in a document, maxline(di) denotes the 
maximum line of document i and width of a line is set to 
a constant in order to fix the width of every article [13]. 
Vardicj is the standard deviation of the concept position 
in the document. We use standard deviation to represent 
the distribution of the concept in a document. The higher 
the standard deviation of the document is, the greater the 
dispersion in the distribution.  
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state the concentrate of document on its identified topic. 
Assume that Wdi :{ Wdic1; Wdic2; Wdic3 ;…}, express 
the weight of each concept or term in topic of document. 
The WTSD of document i will be calculated with 
following formula: 
 
WTSD(di)= ∑ −
−
k j i
j i k j j i
d line w n
c wd x x c wd
,
2
,
) ( max . ). 1 (
) . (
 
 
Where  j ic wd   represent weight of term j in 
document i and  k j x ,  represent the number of line that 
concept j accrued. w represents the average of weight of 
terms in document i. we will use WTSD (di) to identify 
the Topic of Document. 
As discussed earlier, the smaller topic standard 
deviation, the more concentrated the topic. By assigning 
a higher weight to terms that the document has more 
concentrate on them, we can select the high important 
sentences from text to summarize it. So we use WTSD to 
weight terms in document in order to find appropriate 
sentences for summarization process. 
 2.2. Genetic Algorithm 
Genetic algorithms whose mechanisms are 
analogous to biological evolution are heuristic 
optimization methods [17]. A good general introduction 
to genetic algorithms is given in [18]. In Genetic 
Algorithm, the solutions are called individuals or 
chromosomes. After the initial population is generated 
randomly, selection and variation function are executed 
in a loop until some termination criterion is reached.   
Each run of the loop is called a generation. The selection 
operator is intended to improve the average quality of the 
population by giving individuals of higher quality a 
higher probability to be copied into the next generation. 
The quality of an individual is measured by a fitness 
function.  
3. Genetic Algorithm Applications in 
Term Weighting 
3.1. Problem description 
As mentioned before, there are many concepts and 
terms in document that can be recognized concept and 
information extraction. Some of them contribute in the 
main topic of document. We use a genetic algorithm to 
tune the weights of terms or concepts in topic of 
document, with the aim of producing an optimal concept 
or term weights. Our main problem is to distinguish the 
weight of each concept or term in topic of document.   
We represented the weight of concepts and terms as Wdi 
vector in previous section. Each concept or term can 
have a weight between 0 and 1. For simplifying our 
problem, we can consider weights as a binary number. 
That means the related concept or term belongs or 
doesn’t belong to topic of document. A chromosome is 
defined as a list of concepts or term weights which have 
real or binary numbers. The definition of a chromosome 
is represented as J = ( j1, j2, . . . , ji , . . . , jL ), where ji 
denotes the weight of the concept i and L is the number 
of concept to be considered. Each gene represents a 
concept or term weight. The genes of initial 
chromosomes are generated randomly and the range of 
weight values is from 0.0 to 1.0 for experiments.  
3.2. Algorithm development  
The genetic algorithm uses crossover and mutation 
operators to generate the offspring of the existing 
population. Before genetic operators are applied, parents 
have been selected for evolution to the next generation. 
We use the crossover and mutation algorithm and 
produce next generation. The probability of deploying 
crossover and mutation operators can be changed by 
user. In all of next generation, WTSD has used as our 
fitness function. 
GA needs an End Condition to end the generation 
process. I f we have no sufficient improvement in two or 
more consecutive generations; we can stop the GA 
process. In other cases, we can use time limitation as a 
criterion for ending the process. 
We use WTSD as our fitness function. WTSD 
measures the performance of weighting precision. As we 
discussed in previous section, the small WTSD state 
much more concentration on topic at document. For each 
solution (individual or chromosome in the generation) 
we can calculate the WTSD with using eq. 2. In each 
solution the weight of each concept or term is determined 
and so that we can consider each solution as a vector of 
topic of document. Vectors with small WTSD show the 
concentration of document on that topic. Based on this 
fitness function, we can select the appropriate solutions 
as a parent for offspring. We use truncation selection, 
where the parents are selected randomly from a half of 
the population in the decreasing order of quality. [13] 
According to sections 3.1and 3.2, our algorithm is 
explained in the following: 
1. Start: Generate random population of n chromosomes 
which for our purpose is J = ( j1, j2, . . . , ji , . . . , jL ), 
where ji denotes the weight of the concept i and L is the 
number of concept to be considered. 
2. Fitness: Evaluate the fitness f(x) of each chromosome 
x in the population with WSTD fitness function. 
3. New population: Create a new population by 
repeating following steps until the new population is 
complete  
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from a population according to their fitness  
 3.2.  Crossover: With a crossover probability 
cross over the parents to form new offspring 
 3.3.  Mutation: With a mutation probability 
mutate new offspring at each locus  
4. Accepting: Place new offspring in the new population 
and use new generated population for a further run of the 
algorithm  
5. Test: If the end condition (explained in section 3.2) is 
satisfied, stop, and return the best solution in current 
population, otherwise go to step 2.  
4. Experiments and Results: 
As a test for our genetic algorithm, we applied it 
for concept weighting and text summarization in a 
standard text in Persian language. We used 100 texts for 
our experiment and categorized them by number of 
nonstop word in 4 categories. Existence of various 
numbers of historical, religious, scientific and literary 
texts in Persian language has increased the necessity of 
effective tools for processing texts. Many of these texts 
are our national treasure and their detail analysis is 
essential. The increasing volume of texts in Persian 
language reveals the importance of employing a modern 
technique for their process. 
In many languages there are some software 
packages for text mining and text processing. However, 
because of structural differences between Persian and 
other languages, current software packages in the world 
are not useful in processing Persian texts. After 
developing algorithms and software packages which can 
process Persian texts we use our Genetic Algorithm in 
our package and try to identify the topic of documents 
based on concept distribution. We deploy our algorithm 
in a set of literary texts. First of all, for each document, a 
list of concept and a summarized text was produced by 
using one of the following two approaches: (1) an 
automatically-generated concept list and summarized 
text, this kind of concept list and summarized text are 
called an “automatic list” and an "automatic summarized 
text" respectively. (2) A manually-generated concept list 
and summarized text, produced by a Persian teacher by 
selecting the most relevant concept of the text. This is 
called a “manual List” and "manual summarized text". 
We use both TFIDF and GA methods to identify 
the weight of concept list for each document and select 
the higher important sentences and summarize text. We 
use following measures as a standard measure to address 
the performance of our algorithm: 
 
 
PRECISION =  
 
 
RECALL =  
 
 
 
 
PRECISION =  
 
 
RECALL =  
 
 
The performance of concept weighting addressed in the 
following table: 
 
Automatic Generated List  Average 
Number 
of word in 
document 
Average  
concept in 
manual 
list 
average 
Precisio
n in GA 
Average 
Recall in     
GA 
Average 
Precision 
in TFIDF 
Average 
Recall in 
TFIDF 
1-100 10  54%  70%  43% 60% 
101-150 12  60%  75%  44%  58% 
150-200 11  57%  73%  53%  73% 
>200 13  61%  85%  56% 77% 
 
Immediate comparison of the result for Recall in 
the table shows that there is no significant difference 
between the result obtained for GA and TFIDF.  
However it would appear that there is an 
improvement in the PRECISION for GA over TFIDF. 
Using a t test with the significant level of 0.05, the 
decision statistic t (with 6 degree of freedom) has a value 
of 2.45 and our computed value of t (2.516) is clearly 
more, hence, there is a significant difference.  
 
The performance of summarization process is 
shown in the following table, too: 
Automatic Summarized text  Average 
of 
sentences 
in 
document 
Average of 
sentences in 
manual 
summarized 
Average 
Precision 
in GA 
Average 
Recall 
in      
GA 
Average 
Precision 
in TFIDF 
Average 
Recall 
in 
TFIDF 
20 6  57%  67%  43%  50% 
26 6  71%  83%  50%  67% 
31 7  67%  86%  50%  57% 
38 7  60%  86%  63%  71% 
 
.  
It would appear that there is an improvement in the 
both PRECISION and RECALL for GA over TFIDF. 
Using a t test with the significant level of 0.05, the 
decision statistic t (with 6 degree of freedom) has a value 
Concept Found and Correct 
Total Concept Found 
Concept Found and Correct 
Total Concept Correct 
Sentences Found and Correct 
Total Sentences Found 
Sentences Found and Correct 
Total Sentences Correct 
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respectively) are more, hence, there is a significant 
difference.  
5. Conclusions:  
As mentioned earlier, Concept weighting and 
document summarization are essential task for document 
management. Most of the past researches focused on 
TFIDF algorithm. We propose a novel algorithm, based 
on Genetic Algorithm, to identify the weight of terms. 
The evaluation carried out relating to PRECISION and 
RECALL showed significant difference in the result 
obtained between GA and TFIDF in summarization 
process. Moreover, the received wisdom in information 
retrieval literature is that as the number of items in the 
document increases, precision decreases. Our evaluation 
does not show this trend. This tends to suggest there is 
considerable scope for further research to investigate and 
re-evaluate this dimension of precision.  
In relation to RECALL, traditionally the 
information retrieval suggests that as the number of 
items in document increase, recall also increases. Our 
result confirms this trend. Moreover, given that the 
algorithm we developed showed a significant increase 
over TFIDF result provide positive encouragement for 
further fine tuning of the algorithm.  
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