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Finite volume methods employing second-order gradient reconstruction schemes
are often utilized to computationally solve the governing equations of fluid mechanics
and transport. These schemes, while not as dissipative as first-order schemes, frequently
produce oscillatory solutions in regions of discontinuities and/or unsatisfactory levels of
dissipation in smooth regions of the variable field. Limiters are often employed to reduce
the inherent variable over- and under-shoot; however, they can significantly increase the
numerical dissipation of a solution, eroding a scheme’s performance in smooth regions.
A novel gradient reconstruction scheme, which shows significant improvement
over traditional second-order schemes, is presented in this work. Two implementations
of this Optimization-based Gradient REconstruction (OGRE) scheme are examined:
minimizing an objective function based on the mismatch between local reconstructions at
midpoints or selected quadrature points between cell stencil neighbors. Regardless of the
implementation employed, the resulting gradient calculation is a compact, implicit
method that can be used with unstructured meshes by employing an arbitrary
computational stencil. An adjustable weighting parameter is included in the objective

function that allows the scheme to be tuned towards either greater accuracy or greater
stability.
To address over- and undershoot of the variable field near discontinuities, nonlocal, non-monotonic (NLNM) and local, non-monotonic (LNM) limiters have also been
developed, which operate by enforcing cell minima and maxima on dependent variable
values projected to cell faces. The former determines minimum and maximum values for
a cell through recursive reference to the minimum and maximum values of its upwind
neighbors. The latter determines these bounding values through examination of the
extrema of values of the dependent variable projected from the face-neighbor cell into the
original cell.
Steady state test cases on structured and unstructured grids are presented,
exhibiting the low-dissipative nature of the scheme. Results are primarily compared to
those produced by existing limited and unlimited second-order upwind (SOU) and firstorder upwind (FOU). Solution accuracy, convergence rate and computational costs are
examined.
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CHAPTER I
INTRODUCTION

Background
Like other computer-based technologies, computational fluid dynamics (CFD) has
grown to meet the ever increasing demands of modern economies. As computing power
has grown, problems unable to be solved by a single human mind over a lifetime may
now be solved in hours on a single CPU. Increase in computing performance is exhibited
on a logarithmic scale for parallel machines- 10-5 Gflops/s in 1955 to 105 Gflops/s in
2005- as well as desktop and personal computers- 10-5 Gflops/s in the early 1980’s to 10
Gflops/s in 2005 [1]. This progress has allowed for substantial growth in computational
research and development and for designers of various products to dramatically decrease
the need for physical modeling and prototypes, saving companies hundreds of hours and
millions of dollars in model supply costs. One example is illustrated by the Boeing
Company. In the Seattle plant in 1973, between 100 and 200 aircraft CFD simulations
were completed; however, by 2002, this number had increased to over 20,000. The
increase in employment of these simulations for design and testing reduced the number of
wings physically built, and over the same time frame the number of wind tunnel test
programs has continually decreased from 77 to 11 [1,2].
Over the years, many improvements have been made in CFD due to this
tremendous growth in computing power. The complexity of the equations able to be
1

solved is one advancement; the French engine manufacturer SNECMA reported in 1998
how its use of computational potential flow solutions throughout the 1970’s and early
1980’s progressed from use of computational solutions of the Euler equation in the late
1980’s and to fully three-dimensional computational solutions of the Navier-Stokes
equations in the late 1990’s [1]. Through the increase in ability to solve equations that
more realistically detailed the true physics of the flow, these aircraft engines have been
developed with a continual rise in efficiency [1,3].
Closely associated with the ability to solve more complex problems, the
development of higher-order numerical schemes has allowed for improved accuracy of
the solutions, when compared to those yielded by over-simplified, highly-dissipative
first-order methods. In many cases, however, these higher-order methods have presented
an additional dilemma- non-physical oscillations of the solution near flow discontinuities.
This phenomenon was succinctly explained by Godunov in 1959, who stated that all
monotonic schemes are necessarily first-order [4]. Through further research and
development, limiters and the extension of boundedness criteria have significantly
reduced these oscillations in high-order solutions.
Another beneficial advancement has been the development and use of
unstructured meshes, which has allowed researchers and designers to better fit a mesh to
a given computational domain. While unstructured meshes have extended the use of
CFD for complex geometries, they have been found to suffer from numerical dissipation
errors to a greater degree than their structured counterparts. In response, higher-order
methods for use specifically with unstructured grids have been developed, though
dissipative errors in these simulations remain an issue of concern.
2

Other major advancements in the state of the art for CFD have occurred in the
area of turbulence modeling. This aspect of CFD research is particularly important to
industry since many real-life flows relevant to engineering designs are turbulent.
Multiple methods exist for solving turbulent flows, including Reynolds Averaged NavierStokes (RANS), Large Eddy Simulation (LES), and Direct Numerical Simulation (DNS),
as well as hybrid RANS/LES schemes. Each of these methods possesses positive and
negative aspects. For instance, DNS fully resolves all of the flow variables for every
scale of turbulent motion, but it is prohibitively expensive for general use in a design
environment. RANS modeling is only able to compute average values for each of the
flow variables, but it does so at very low computational cost. Combining strengths of
both RANS and DNS, namely computational efficiency and improved accuracy, is LES
modeling.
This composite scheme seems to be currently growing in popularity throughout
the research community. One of the benefits of LES is that the user can choose which
turbulent scales to model and which to fully resolve simply by implementing the desired
level of grid refinement. Scales smaller than the grid spacing are modeled, whereas the
governing equations are numerically solved to obtain the flow variable information for
the larger scales. Several techniques for modeling the sub-grid LES scales exist: linear
eddy viscosity models (EVM), such as the Smagorinsky and Dynamic Smagorinsky
models, non-linear eddy viscosity models (NLEVM), algebraic Reynolds Stress models
(ASM), differential Reynolds Stress models (RSM) or simply allowing the inherent
dissipation of the numerical scheme employed to simulate the energy dissipation in these
scales (applied in the Monotonically-Integrated LES or MILES method) [5]. As with the
3

major families of turbulence modeling, these methods vary in both level of accuracy and
computational cost.
Motivation
Despite advances in recent years in these various aspects of CFD, there is still
substantial room for improving simulation capabilities in terms of accuracy, robustness,
and computational expense. The general direction that current CFD research has focused
on is the development of methods which achieve more accurate solutions. Thus, novel
methods yielding higher-order solutions continue to be developed; however, researchers
struggle to find a balance between higher-order accuracy and computational cost that
compares with existing schemes. This balance must be considered in any development.
One avenue of novel scheme design is to focus on the convective term present in
the Navier-Stokes equations. Application of the standard second-order centraldifferencing method (that works extremely well for the diffusive term) to discretize this
convective term can cause the computed solution to diverge, due to the fact that this term
is largely dependent on the flow information propagated from upstream. Thus, upwind
schemes are often employed to discretize the convective term. First-order upwind (FOU)
schemes (which set the value of the desired flow variable equal to its upwind neighbor
cell’s value) are the simplest and cheapest to implement, but they generally cause
excessively dissipative results. The incorrectly high levels of dissipation are due to the
scheme’s inability to account for any multidimensionality of a flow oblique to gridlines
of the domain mesh. This error is greatest on a structured grid when the flow makes a
45° angle to the gridlines [6].
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While the FOU results may be improved by refining or rotating the grid [6],
typically, second-order upwind (SOU) schemes are utilized in order to obtain more
accurate results. These second-order schemes (as well as other higher-order schemes)
involve the calculation of the flow variable gradients in order to more accurately
reconstruct convective fluxes at cell faces. Although various second-order schemes exist,
each possesses its own level of dissipation. Since second-order schemes with lower
levels of dissipation yield more accurate solutions than schemes of the same order with
higher levels of dissipation, low-dissipation schemes are preferred in computational
simulations. It is in this area of low-dissipation, second-order gradient calculation
methods that this work is focused on.
One popular gradient calculation method that is also employed in the
commercially available CFD solver, Ansys FLUENT [7], is the Green-Gauss method,
which yields a somewhat dissipative solution (particularly on unstructured grids) with
unrealistic oscillations near discontinuities. Since unstructured grids are preferred in
many flow problems where complex geometries are involved, excessive dissipation must
be reduced in order to achieve the most accurate computational solution possible.
Limiters are often implemented in conjunction with these second-order schemes
in order to eliminate these oscillations; however, the use of limiters reintroduces a portion
of dissipation back into the solution. This dissipation can appear in both compressible
flows (at shock waves) and incompressible flows (at contact discontinuities), and it is
often excessive, yielding highly erroneous solutions. The naturally occurring extrema of
smooth functions may also be damped due to limiting. While this may not be an issue in
every simulation scenario, it certainly must be considered to heighten solution accuracy.
5

Since many situations of interest in the field of CFD are unsteady in nature, errors
in the numerical calculation of temporal derivatives present in the governing equations
must also be taken into account for the development of a superior scheme. Typically
approximations for these unsteady terms are formulated in similar fashion to the spatial
derivative terms, where users have the option to employ either first-, second-, or higherorder discretization methods. As previously mentioned, however, each of these methods
has its benefits and drawbacks.
While spatial gradient approximation error and temporal gradient approximation
error may be investigated individually, both types of errors influence the total error in the
solution [1]. In some cases, researchers choose to couple second-order spatial methods
with first-order temporal methods, although, the solutions yielded by this combination
may possess excessive dissipation due to the nature of the temporal scheme employed.
Compounded with these spatial and temporal gradient issues is the added
dissipation and computational expense inherent to turbulent methods, found particularly
in LES sub-grid scale modeling and large-scale resolution, respectively. In many laminar
cases, grid refinement can be employed in order to reduce the amount of dissipation
present in a solution; although, this method may significantly increase computational
costs. For LES simulations, however, grid refinement alone increases cost without
necessarily decreasing solution dissipation due to the fact that as the mesh spacing
decreases, so does the size of the smallest resolved turbulent length scales.
Another problem that turbulence modeling researchers in particular are forced to
deal with is the use of unstructured grids in simulations. While this type of mesh can
allow for non-skewed cells in very complicated domains, combining unstructured cells
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with LES methods, which can only at great computational expense be made grid
independent, yields almost useless results in many cases due to excessive dissipation.
Since most real-life flows are turbulent, and many geometries are best fit with an
unstructured mesh, the degree of accuracy incurred by coupling these two methods must
be addressed.
Contributions
The research presented in this work attempts to address these computational cost,
accuracy and dissipation issues that currently exist in CFD by the development of a
limited, second-order gradient calculation method that yields solutions with substantially
low levels of dissipation. This is achieved by coupling a low-dissipation limiter with a
low-dissipation, second-order scheme. And, as is demonstrated, this novel method can
accomplish all this at approximately the same computational costs as existing secondorder methods.
This new method will benefit researchers dealing with any facet of CFD. The low
levels of dissipation seen in results from the novel scheme will significantly improve
results for compressible and incompressible flows, and laminar and turbulent flows on
both structured and unstructured grids. Despite the potential to aid in every aspect of
CFD, this study focuses on gains this scheme should provide to the LES turbulence
modeling community. Combining improved accuracy with a relatively small increase in
computational cost, this new method has the potential to considerably increase the
applicability of computational fluid dynamics for research and design applications.

7

Organization
This work is organized in the following manner. Chapter II outlines the
objectives that are to be met through this study. The development and testing of nonlocal, non-monotonic (NLNM) and local, non-monotonic (LNM) limiters are discussed in
Chapters III and IV, respectively. In Chapter V, a second-order Optimization-based
Gradient REconstruction (OGRE) scheme is presented along with results of its
implementation. Finally, the conclusions from and suggestions for future application of
this study are presented in Chapter VI.
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CHAPTER II
OBJECTIVES

The goal of this research effort is to develop, implement, and validate a lowdissipation, finite-volume numerical scheme for computational fluid dynamics
simulations on unstructured meshes. Specific objectives include:
1. Development of a low-dissipation, non-local, non-monotonic limiter for
use with second-order schemes. This limiter will be implemented for both
a scalar transport equation and the Navier-Stokes equations, and its
performance will be validated based on comparison to analytical solutions,
experimental data, and results obtained using existing limiting schemes.
2. Development of a low-dissipation, local, non-monotonic limiter for use
with second-order schemes. This limiter will be implemented for both a
scalar transport equation and the Navier-Stokes equations, and its
performance will be validated based on comparison to analytical solutions,
experimental data, and results obtained using existing limiting schemes.
3. Development of a low-dissipation, second-order, optimization-based
gradient reconstruction scheme. The novel method is to be coupled with
the low-dissipation limiters of Objectives 1 and 2 and tested with a scalar
transport equation and the Navier-Stokes equations. Results from this
9

testing shall be validated and compared to those from existing limited,
second-order methods.
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CHAPTER III
A NON-LOCAL CONVECTIVE FLUX LIMITER FOR UPWIND BIASED FINITE
VOLUME SIMULATIONS

Work from this chapter has been published in the proceedings of the 3rd Joint USEuropean Fluids Engineering Summer Meeting and 8th International Conference on
Nanochannels, Microchannels, and Minichannels held on August 1-5, 2010 in Montreal,
Canada [8]. This work has also resulted in an article published in the International
Journal for Numerical Methods in Fluids [9]. Permission has been obtained from ASME
and the International Journal for Numerical Methods in Fluids for republication in this
dissertation.
Introduction
Crucial to computational fluid dynamics (CFD) simulations is the discretized
form of the advection-diffusion equation. Simple solution techniques use first-order
discretization schemes for the convective (advective) term; however, computed solutions
experience severe and often unacceptable levels of numerical dissipation. Therefore,
higher-order schemes have been developed to improve solution accuracy. For
simulations on unstructured meshes, second-order schemes are most common.
Application of these schemes for calculation of the convective term is successful in
decreasing the numerical dissipation, although higher-order methods also result in
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oscillations in regions of discontinuity or steep local gradient, as expressed by Godunov’s
Theorem [4]. The concept of a limiter that will eliminate oscillations by restoring
monotonicity at discontinuities has been examined by numerous authors, and this
approach has yielded mixed results. For most existing flux limiting schemes, oscillations
are reduced at the expense of re-introduction of a portion of dissipation, even in smooth
regions of the flow field [1].
Various limiters for use with higher-order schemes have been proposed in the
literature. Early, smooth limiters proposed by Van Leer [10] and Van Albada et al. [11]
are capable of virtually eliminating oscillations; however, both force a smoothing of the
solution at discontinuities. Roe and Baines introduced the Superbee limiter [12],
reducing the smoothing behavior of existing limiters at the expense of slightly
compressing the gradients in the solution. Later, Gaskell and Lau presented the higherorder SMART limiter [13], which possesses local third order accuracy [1]. The so-called
Barth limiter was introduced specifically for use with unstructured grids [14].
Venkatakrishnan later expanded upon the Barth limiter, replacing the sharp cutoff with a
polynomial function that is continuously differentiable [15]. Michalak and OlliverGooch recently developed a similar limiter, which uses a different polynomial function
and has been shown to perform better than the limiter of Venkatakrishnan [16]. While
each new limiter has continued to improve upon its predecessors, potential areas of
improvement remain. These include smoothing of discontinuities and damping of
naturally occurring extrema in smooth regions of the variable field.
Recent progress in the area of limiter improvement has focused in several
different areas, one being in the detailed examination of the convective boundedness
12

criterion (CBC) originally proposed by Gaskell and Lau [13]. Long considered a
necessary and sufficient condition for bounded, normalized convective schemes, Yu et al.
[17] proved the condition merely sufficient in their introduction of the extended
convective boundedness criterion (ECBC). Further investigation demonstrated both the
ECBC and CBC to be limiting cases of a general convective boundedness criterion
(GCBC) [18]. In these studies, limiters were developed to constrain the normalized
convective gradient within the bounds of the various proposed criteria. These limiters
were able to virtually eliminate oscillations in the solution; however, a significant amount
of numerical dissipation remained present in the results.
Monotonic limiters for use with higher-order total variation diminishing (TVD)
schemes have also been thoroughly investigated. The combination of the Minmod limiter
and ELED (Essentially Local Extremum Diminishing) scheme limiter [19] shows
improvement over other TVD limiters; although some numerical dissipation still exists.
Limiters for compact TVD (CTVD) schemes [20] and characteristic variable-based
limiters [21] have been developed with similar results. These advances demonstrate the
necessity of a superior limiter in order to obtain an optimum higher-order scheme.
Most flux limiting schemes to date, including the CBC and TVD based schemes
mentioned above, are formulated with local data, i.e. the flux variables are computed
entirely from cell data in the neighbor stencil. While computationally attractive, this
approach may restrict the capability of the limiters. The primary difficulties encountered
thus far lie in the fact that limiters which enforce monotonicity near discontinuities also
tend to limit or “clip” naturally occurring extrema in smooth regions of the variable field,
manifesting as extra dissipation in the solution. Ideally, a flux limiting scheme will
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eliminate non-physical oscillations near steep gradients while reproducing smooth
regions in a manner identical to an unlimited second-order scheme.
This chapter presents a new contribution to limiter development for use with
upwind-biased, finite-volume CFD algorithms on structured and unstructured grids.
Instead of formulating the limiter function solely on neighbor (local) cell data, the
dependent variable extrema within any given cell are estimated by recursive examination
of extrema in upwind neighbor cells. Reconstructed face values are then constrained to
satisfy boundedness within these estimates. The goal of this chapter is to present the
derivation of a non-local, non-monotonic (NLNM) limiter of this type and to demonstrate
its improved performance over existing limited and unlimited second-order and firstorder methods for simple test cases.
The remainder of the chapter is organized as follows. The next section presents
the numerical method, including details on the development of the new limiter, and
contrasts it with existing limiter methods for second-order upwind schemes. Next, the
new limiter is applied to several simple test cases to demonstrate its ability to reduce
oscillations while maintaining low numerical dissipation on Cartesian and unstructured
triangular meshes; the computational cost of the recursive limiter is also examined. The
final section provides brief conclusions.
Numerical Methods
Background
The specific class of numerical methods addressed in this chapter is the finitevolume approach with upwind-based reconstruction of the convective terms. As a
representative problem, the general scalar advection-diffusion equation is considered. All
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results were obtained from the commercially available CFD solver, FLUENT version
6.2.16, from ANSYS, Inc. [7]. The new limiter presented in this work was implemented
using the User Defined Function capability available with that code. Simulations were
performed using the steady state, implicit solver.
For an arbitrary scalar quantity Φ, the general governing transport equation is:




    v j          S 
t
x j
x j  x j 

(Eq. 3.1)

Here ρ is the fluid density, v is the fluid velocity, Γ is the diffusivity coefficient, and SΦ is
an arbitrary source term. For the steady case with no sources or sinks, the transport
equation integrated over a finite control volume (cell) becomes:
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(Eq. 3.2)

where the subscript CS denotes integration over the bounding surface of the cell.
Discretizing this reduced finite volume equation transforms the surface integral into a
summation over the faces of the cell:
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(Eq. 3.3)

Here v represents the average face velocity, n is the outward-pointing unit normal vector,
Φf is the average face value of the dependent variable, and Af is the face area. The
equation may be expressed more simply in terms of face mass flow rates as:
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(Eq. 3.4)

In general, discrete values for Φ are stored at each cell centroid; values of Φf used in the
numerical representation of the convective term must be determined via reconstruction
from the known centroid data.

Figure 3.1

Unstructured grid.

Notes: For the examined face (f), the position vector rf is constructed from the centroid
of the upwind (U) cell toward the downwind (D) cell intersecting the face centroid. The
upwind and downwind cells are determined by the velocity vector (V̅ ).
The simplest upwind-biased method available for calculating Φf is pure first-order
upwinding (FOU). This scheme simply defines Φf to be equal to the value of Φ in the
upwind cell, ΦU in Figure 3.1. To improve accuracy, the second-order upwinding (SOU)
or linear reconstruction method is often employed. For this method, Φf is defined as:

 f   U    r f
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(Eq. 3.5)

where r f is the position vector between the upwind cell centroid and the face centroid,
and Φ is the gradient of Φ in the upwind cell. The gradient must be computed
numerically, for example, the Green-Gauss Theorem estimates the gradient as:

 

1 # faces ~
  f A f n̂ f
V f 1

(Eq. 3.6)

~
in which V is the cell volume and 
f is an estimated value of Φ at the face centroid. For

the simulations presented in this chapter, the gradients for each cell are calculated by
~
FLUENT using a cell-based method, in which 
f is set equal to the arithmetic average

of the values of Φ at the neighbor cell centroids (e.g. ΦU and ΦD in Figure 3.1).
In most cases, a flux limiter is used in conjunction with the SOU scheme for
calculating Φf. The default limiter in FLUENT tested for comparison in this study is that
developed by Barth and Jespersen [14]. This method first determines limiting values
ΦMIN and ΦMAX for each cell by finding the minimum and maximum Φ values from the set
of all values at the centroids of its neighbor cells and the cell itself. Then the limiter
value for each face is calculated by:

If  f   C :  f  MIN{1,

 MAX   C
}
 f  C

  C
If  f   C :  f  MIN{1, MIN
}
 f  C

(Eq. 3.7)

After each cell face is examined, the cell value of α is taken as the minimum of the face
limiter values (constrained such that α ≥ 0), and Equation 3.5 becomes:
 f  U    r f

17

(Eq. 3.8)

Conceptually, the Barth limiter enforces local monotonicity among the face values, in the
sense that no reconstructed face value may result in a new extremum in the immediate
neighborhood of the cell.
Non-Local Non-Monotonic (NLNM) Limiter
The current work details the development of a non-local, non-monotonic (NLNM)
limiter. The introduction of non-locality into a limiter by the recursive examination of a
cell’s upwind neighbors reduces the chances of overly restricting the face values and
“clipping” smooth regions of the variable field. At the same time, by ridding the solution
of spurious local minima and maxima, oscillations are virtually eliminated. In principle,
the limiter operates similarly to the Barth limiter, but with a less restrictive bound on face
and cell values and without strictly enforcing local monotonicity. Face values may in
fact introduce new extrema in the neighborhood of the cell, provided they are within the
bounds determined for the cell from recursive reference to upstream cells.
As with the Barth limiter, the first step in the calculation of the NLNM limiter is
to determine the appropriate maximum and minimum values that should be used to bound
the dependent variable in the region of each cell. In contrast to the Barth limiter, this is
done through recursive examination of upwind cell neighbor values, rather than
examination of immediate upwind and downwind cell neighbors. The motivation behind
the use of only upwind neighbors is that information is convected downstream, and in the
absence of source terms, any local extrema should depend only on upstream values of Φ.
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We begin by defining the average inlet and outlet Φ values for a given cell:

 m f  f
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(Eq 3.9)
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(Eq. 3.10)

As expressed in Equation 3.4, the face mass flow rate is,





m f   f n̂ j v j A f

(Eq. 3.11)

and positive values denote flow out of the cell. The convective change in the average
value of the dependent variable across a given cell may be defined as:
   out   in

(Eq. 3.12)

Note that, for the special case of steady state flow with no sources and no diffusion, the
convective change is identically zero, according to the governing equation (Equation 3.4).
Next, the maximum and minimum unlimited reconstruction values on downwind
faces are determined for each cell. Since the reconstruction is linear, the extrema
necessarily occur at nodes. Denoting these node extrema by Φ*, they may be computed
as follows:
 *MIN 

MIN { C    rn }

downwind
nodes

(Eq. 3.13)

*MAX  MAX { C    rn }
downwind
nodes

19

(Eq. 3.14)

where rn is the relative position vector for each downwind node (Figure 3.2). The
downwind nodes are defined as the set of nodes describing all faces of a cell for which
the mass flow rate (Equation 3.11) is positive. The reconstruction extrema defined by
Equations 3.13, 3.14 are used to enforce a “limit on the limit” based on the local variation
of the dependent variable. For example, in regions with a uniform distribution of Φ, 
= 0 and *MIN = *MAX =  C .

Figure 3.2

Unstructured grid.

Notes: For a given cell (C), the position vector rf is drawn from the cell centroid to the
face (f) centroid in the direction of the neighbor (N) cell. The position vector rn is drawn
from the cell centroid to the node (n), directed out of the cell.
The limiting values MAX and MIN for each cell are computed during each
solution iteration through a recursive process that includes the following steps:
1. Initialize MAX and MIN in each cell based on the immediate upwind and
downwind neighbors, identical to the Barth limiter.
2. For each cell in the domain, loop through each of its upstream cell
neighbors to determine the maximum and minimum upstream values as
follows.
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a. First, limit each upstream neighbor value by the nodal extrema
discussed above:





(Eq. 3.15)





(Eq. 3.16)
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 MIN,nbr  MAX  MIN,nbr ,  *MIN,nbr

b. Next compute a maximum and minimum upstream value based on
all upstream cell neighbor values:




 MAX
 MAX  MAX ,nbr




 MIN
 MIN  MIN,nbr





(Eq. 3.17)
(Eq. 3.18)

3. Update the maximum and minimum values in each cell by taking into
account the convective change as follows:

  ,  MAX 
 MAX ,new  MAX  MAX

(Eq. 3.19)

  ,  MIN 
 MIN ,new  MIN  MIN

(Eq. 3.20)

4. Repeat steps 2 and 3 for N iterations. Each iteration serves to include
information from one additional level of upstream neighbors. For N→,
the limiter in each cell is based on information from all of its upstream cell
neighbors. In practice, it was found that N = 5 was sufficient to yield a
close approximation to N→ without adding substantial computational
effort to the overall simulation. All results presented in this chapter were
obtained with N = 5.
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Once the maximum and minimum values for each cell have been thus determined, the
fluxes are limited using the approach defined by Equations 3.7, 3.8 above. This approach
was implemented for use with the passive scalar equation (Equation 3.1) and with the
steady incompressible Navier-Stokes equations:

 u j 
x j
( ui u j )
x j



0

P   ui u j 
 


x j   x j x j 

(Eq. 3.21)

(Eq. 3.22)

In the latter case, the limiting methodology described above is employed separately for
each scalar velocity component.
Demonstration Test Cases
Scalar Advection Equation
To test the new limiter and its variations, several 2D, steady-state simulations
were run. The domain was a unit square in the x- and y-directions. Two grids were used:
one Cartesian with 100x100 cells and one unstructured triangular grid with 10,116 cells.
The unstructured mesh intentionally used an edge length that yielded a cell count
approximately equal to the Cartesian mesh. The simple test cases considered in this
section are based on pure steady advection of a passive scalar Φ in a known
incompressible velocity field, u. Solutions are obtained with the second-order upwind
scheme employing the new limiter (denoted SOU-N), and are compared to solutions from
a first-order upwind scheme (denoted FOU), an unlimited second-order upwind scheme
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(denoted SOU), and a second-order scheme employing the Barth [14] limiter (denoted
SOU-B).

Single Discontinuity
For the first set of test cases, the limiters were tested for the case of a
discontinuous variable field, to ensure that any non-physical oscillations were removed
without introducing excessive amounts of dissipation. The bottom of the domain was set
as an inlet with Φ = 0, while the left side of the domain was set as an inlet with Φ = 1.
Two cases were run utilizing the structured grid. For the first, the velocity was uniform
at an angle of 26.56° from the horizon; for the second, velocity was uniform at an angle
of 45°. Figure 3.3 shows the contours of Φ for the SOU-B and SOU-N methods. It can
be seen that the new limiter reduces the numerical dissipation of the discontinuity in the
solution and maintains that reduction through the domain.

(a)
Figure 3.3

(b)
Non-smoothed contours of Φ: (a) SOU-B and (b) SOU-N

Notes: This figure is from the structured grid case with a uniform velocity angle of
26.56° and discontinuous variable distribution.
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Figure 3.4

Plot of Φ vs y-coordinate at x = 0.5 for FOU, SOU, SOU-B, and SOU-N
schemes.

Notes: This figure presents results from the structured grid case with a uniform velocity
field of 26.56° from the horizontal and discontinuous variable distribution.
Figure 3.4 compares the resolution of the discontinuity for the four methods
tested. The plot shows the distribution of Φ in the y-direction at the location x = 0.5 in
the domain. The difference in performance for each of the schemes used is apparent.
The FOU scheme is, of course, excessively dissipative. The three second-order schemes
exhibit key differences between themselves. The unlimited scheme (SOU) shows little
dissipation, but also the expected variable overshoot, up to 12% higher than the
maximum physical bound on the solution. The Barth limited (SOU-B) scheme
ameliorates the overshoot, but the limiter introduces some degree of smearing in the
region of the interface. The new limiter (SOU-N) shows significantly less dissipation
than the Barth limiter while eliminating the non-physical oscillations.
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Figure 3.5

Plot of Φ vs y-coordinate at x = 0.5 for FOU, SOU, SOU-B, and SOU-N
schemes.

Notes: These results are obtained from the structured grid case with a uniform velocity
distribution 45° from the horizontal and a discontinuous variable distribution.

Figure 3.6

Plot of Φ vs y-coordinate at x = 0.5 for FOU, SOU, SOU-B, and SOU-N
schemes.

Notes: These results are obtained for the unstructured grid case with a uniform velocity
distribution of 45° from the horizontal and a discontinuous variable distribution.
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Similar trends are seen on the structured grid with a velocity angle of 45°, as
shown in Figure 3.5. For this case, the unlimited, second-order scheme shows variable
over- and undershoot, which is eliminated by both limiting schemes. As above, the new
limiter introduces less dissipation into the results. For the unstructured grid with a
velocity angle of 45°, a similar plot is presented in Figure 3.6. In contrast to the
structured grid results, only a small difference is noted in the dissipation levels of the two
limited schemes. Also, the variable overshoot in the unlimited scheme is quite small (less
than 0.3%). All three of the second-order methods, therefore, appear to be quite similar
for resolving the discontinuity on an unstructured mesh.

Double Step
For the second set of test cases, the limiters were examined for a double-step
discontinuous variable profile. The left (x = 0) and bottom (y = 0) boundary conditions
are:
1  y  1/ 6
 x0  
0  y  1/ 6
1  x  1/ 6
 y0  
0  x  1/ 6

(Eq. 3.23)

after the double step profile modeled in [20].
Two cases were run utilizing the structured grid. For the first, the velocity was
uniform at an angle of 26.56° from the horizontal; for the second, velocity was uniform at
an angle of 45°. Figure 3.7 shows the contours of Φ for the SOU-B and SOU-N methods
for the first case. The new limiter visibly reduces the level of numerical dissipation in the
solution.
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(a)
Figure 3.7

(b)

Non-smoothed contours of Φ: (a) SOU-B; (b) SOU-N.

Notes: This figure is from the structured grid case with a uniform velocity field of 26.56°
from the horizontal and a discontinuous, double-step variable distribution.
Figure 3.8 compares the resolution of the discontinuity for the four methods
tested. The plot shows the distribution of Φ in the y-direction at the location x = 0.5 in
the domain. The difference in performance for each of the schemes used is apparent.
The FOU scheme is excessively dissipative. The three second-order schemes again
exhibit key differences between themselves. The unlimited scheme (SOU) shows little
dissipation, but also the well-known variable overshoot, up to 7.1% higher than the
maximum physical bound on the solution. The Barth limited (SOU-B) scheme
ameliorates the overshoot, but the limiter introduces some degree of smearing in the
region of the interface. The new limiter (SOU-N) shows less dissipation than the Barth
limiter while eliminating the non-physical oscillations.
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Figure 3.8

Plot of Φ vs y-coordinate at x = 0.5 for FOU, SOU, SOU-B, and SOU-N
schemes.

Notes: This data is obtained for the structured grid case with a uniform velocity field
26.56° above the horizontal and a discontinuous, double-step variable distribution.
Similar trends are seen on the structured grid with a velocity angle of 45°. For
this case, the unlimited, second-order scheme shows variable over- and undershoot,
which is eliminated by both limiting schemes. As above, the new limiter introduces less
numerical dissipation into the results.

Periodic Inlet Profiles
To confirm that the naturally occurring extrema of a smooth function are
maintained by the new limiting method, various sinusoidal inlet profiles of Φ were
convected through the domain. Profiles with one, two, eight and twelve periods were
applied to the left inlet boundary. As with the previous set of test cases, results were
obtained for a structured grid with both uniform 26.56° and 45° velocity fields, as well as
for an unstructured grid with a uniform 45° velocity field. For the single and double sine
wave cases, the first-order method allowed some damping of the extrema; little difference
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was noted between the second-order methods, which all maintained the extrema
throughout the domain. This result is expected since the smooth variations are very well
resolved in these cases.

(a)
Figure 3.9

(b)

Non-smoothed contours of Φ: (a) SOU-B; (b) SOU-N.

Notes: This figure is obtained for the structured grid case with a uniform velocity field
26.56° from the horizontal and a sinusoidal variable distribution of eight waves
introduced at the inlet.

Figure 3.10

Plot of Φ vs x-coordinate at y = 1.0 for FOU, SOU, SOU-B, and SOU-N
schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity field at
26.56° above the horizontal and a sinusoidal variable distribution of eight waves
introduced at the inlet.
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As the number of sine waves at the inlet was increased, however, significant
differences in the limiters became apparent. Data from the structured grid cases for an
eight sine wave profile at the inlet are presented in Figures 3.9-3.11. From the contour
plots in Figure 3.9, it can be seen that the new limiter is able to distinctly maintain the
amplitude of the convected sine waves throughout the entire domain, while the Barth
limiter shows damping of the sine wave profile. This result is even more apparent in
Figures 3.10 and 3.11, which provide plots of Φ verses the x-Coordinate at the top (y = 1)
outlet of the domain. For the 45° velocity case in Figure 3.11, the smallest peak for the
SOU-B scheme is approximately 1/5 the height of the SOU-N limiter’s peak at that same
point.

Figure 3.11

Plot of Φ vs x-coordinate at y = 1.0 for FOU, SOU, SOU-B, and SOU-N
schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity field 45°
from the horizontal and a sinusoidal variable distribution of eight waves introduced at the
inlet.
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As a measure of the performance of each scheme, the dissipation for each case
was determined by:

D     v  n̂  2 dA

(Eq. 3.24)

CS

where n̂ is the unit normal vector out of the domain, and the integration is performed over
the entire domain boundary. The results of this calculation are presented for the specified
cases in Table 3.1. For the 26.56° structured case, the new limiting scheme is 73.3% less
dissipative than the Barth scheme; for the 45° structured case, the new limiter is 69.0%
less dissipative. The 45° unstructured case for eight sine waves is presented in Figures
3.12 and 3.13. As in the first set of test cases, the Barth limiting method performs better
on the unstructured grid than on the structured grid, relative to the unlimited case.
However, the new limiter still indicates an improvement over the Barth scheme; it is
37.1% less dissipative according to Table 3.1.
Table 3.1

Dissipation for eight and twelve sine wave cases.

Eight Sine Wave Cases
FOU
SOU
SOU-B
SOU-N
8.13E-01 1.55E-01 6.65E-01 1.77E-01
S26.56°
3.24E-01 1.19E-01 3.82E-01 1.18E-01
S45°
5.08E-01 1.75E-01 3.16E-01 1.99E-01
U45°
Twelve Sine Wave Cases
FOU
SOU
SOU-B
SOU-N
6.99E-01 5.43E-01 8.69E-01 5.30E-01
S26.56°
4.26E-01 4.09E-01 4.12E-01 4.02E-01
S45°
4.67E-01 4.12E-01 4.88E-01 4.12E-01
U45°
Notes: “S” indicates a structured grid case, while “U” indicates an unstructured grid case.
Each number of degrees indicates the velocity field rotation from the horizontal.
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(a)
Figure 3.12

(b)

Non-smoothed contours of Φ: (a) SOU-B; (b) SOU-N.

Notes: This figure is obtained for the unstructured grid case with a uniform velocity field
45° from the horizontal and a sinusoidal variable distribution of eight waves introduced at
the inlet.

Figure 3.13

Plot of Φ vs x-coordinate at y = 1.0 for FOU, SOU, SOU-B, and SOU-N
schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field of
45° from the horizontal and a sinusoidal variable distribution of eight waves introduced at
the inlet.
The final convected sine wave simulations used a twelve wave profile at the inlet.
The data from the structured 26.56° case is shown in Figure 3.14. For this case, the new
limiter again shows very little dissipation of the natural extrema of the sine waves,
32

compared to the unlimited second-order scheme. It is also noteworthy that the Barth
limiting method performs only marginally better than the first-order method throughout
half of the domain. The new limiter is 39.0% less dissipative than the Barth limiter for
this case, according to the data presented in Table 3.1. Figure 3.15 presents similar
results from the unstructured 45° case. Although the new limiting scheme is more
dissipative in this case, it still shows an improvement over the Barth method and close
agreement with the unlimited scheme. At the smallest peak in Figure 3.15, the solution
employing the new limiter is approximately six times larger than that produced by the
Barth limiter. For this case, the new limiter is 15.6% less dissipative than the Barth
method. In each of these cases, the new limiter maintains the natural extrema of the sine
waves almost as well as the unlimited second-order case.

Figure 3.14

Plot of Φ vs x-coordinate at y = 1.0 for FOU, SOU, SOU-B, and SOU-N
schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity 26.56°
from the horizontal and a sinusoidal variable distribution of twelve waves introduced at
the inlet.
33

Figure 3.15

Plot of Φ vs x-coordinate at y = 1.0 for FOU, SOU, SOU-B, and SOU-N
schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field
45° from the horizontal and a sinusoidal variable distribution of twelve waves introduced
at the inlet.
Gaussian-Square Wave
To test the capability of the new limiter to allow the possible introduction of local
extrema, a profile combining a Gaussian curve and a square wave defined by:

 x0

e  ( y 0.15) / 0.05  y  0.3

 0.5  0.3  y  0.5
0  y  0.5


(Eq. 3.25)

was introduced at the left boundary of the domain. Figure 3.16 details Φ verses the ycoordinate at the right boundary of the domain for the different schemes tested on the
structured grid with a 26.56° uniform velocity field. As with the previously examined
cases, the new limiter achieves results that are nearly identical to those produced by the
unlimited second-order scheme but without the inherent oscillations around the square
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wave. This profile was also examined on an unstructured grid cased with a uniform
velocity of 45°; similar plot of the solutions was obtained.

Figure 3.16

Plot of Φ vs y-Coordinate at x = 1.0 for FOU, SOU, SOU-B, and SOU-N
schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity field
26.56° from the horizontal and a Gaussian-square wave variable distribution.
As with the periodic profile cases, the dissipation of each second-order scheme
was calculated using Equation 3.24. The results of these calculations, found in Table 3.2,
show the scheme employing the new limiter to be 68.4% less dissipative than the scheme
employing the Barth limiter for the structured grid case and 20.5% less dissipative for the
unstructured triangular grid case. This demonstrates the successful implementation of the
“limit on the limit” enforced by Equations. 3.13 and 3.14.
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Table 3.2

Dissipation for Gaussian-square wave cases.

Gaussian-Square Wave Cases
SOU
SOU-B
SOU-N
6.97E-03 2.27E-02 7.16E-03
S26.56°
7.25E-03 1.15E-02 9.15E-03
U45°
Notes: “S” indicates a structured grid case, while “U” indicates an unstructured grid case.
Each number of degrees indicates the velocity field rotation from the horizontal.

Non-uniform Velocity Field
A final set of test cases was run to examine the limiter performance in a nonuniform velocity field. For these cases, the inlet of the domain was split into two
regions, with the top region assigned a Φ value of 1 and the bottom region assigned a
value of 0. The velocity through the domain was sinusoidal, with the discontinuity in Φ
convected through the domain. Figure 3.17 shows contour plots for each of the secondorder cases on the structured grid. The over- and undershoot in the unlimited (a) and the
dissipation in the Barth limited (b) cases are apparent. Figure 3.18 plots the distribution
of Φ vs. x through the domain at y = 0.5. From this plot, the non-physical extrema in the
unlimited scheme are apparent, since the results exceed the physical bounds of 0 and 1.
The Barth limiter causes a gradual decrease in the amplitude of the periodic distribution
as the flow continues through the domain. As before, the new limiter produces results
that are much less dissipative than those yielded by the Barth limiter, without the
overshoot of the non-limited second-order method. Figure 3.19 shows the results on a
similar plot as Figure 3.18 for each of the three schemes on an unstructured grid. As in
previous cases, the first-order method is very dissipative. All the second-order methods
perform much better, with the new limiting scheme being slightly less dissipative than the
Barth limiting method. These results are consistent with all of those presented above.
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(a)
Figure 3.17

(b)

(c)

Non-smoothed contours of Φ: (a) SOU; (b) SOU-B; (c) SOU-N.

Notes: This figure was obtained for the structured grid case with a non-uniform velocity
field and a discontinuous variable distribution.

Figure 3.18

Plot of Φ vs x-coordinate at y = 0.5 for SOU, SOU-B and SOU-N schemes.

Notes: This plot is obtained for the structured grid case with a non-uniform velocity field
and a discontinuous variable distribution.
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Figure 3.19

Plot of Φ vs x-coordinate at y = 0.5 for FOU, SOU, SOU-B, and SOU-N
schemes.

Notes: This plot is obtained for the unstructured grid case with a non-uniform velocity
field and a discontinuous variable distribution.
Computational Considerations
The computational cost and convergence rate for both limiting methods were also
examined in this study. For the 26.56° velocity field structured grid cases, the methods
exhibited nearly the same computational time per iteration. With the discontinuity inlet
condition, the new limiting method maintained a slightly slower convergence rate than
that of the Barth scheme. However, for the sine wave cases, the new method converged
at about the same rate as the Barth scheme. Results from the 45° velocity field structured
grid were similar. The computational time and rate trends for the methods remained
comparable, with one exception. Representative of the majority of the sine wave profile
cases, Figure 3.20 demonstrates close agreement of the convergence rates. Figure 3.21
details the exception--the eight sine wave profile case. For this case, the Barth limiter
case did not converge in to the same level as the new limiter case. For the 45° velocity
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field unstructured grid cases, the computational time per iteration trend was similar to the
previous cases; however, both methods maintained the same convergence rate.

Figure 3.20

Plot of residual vs iteration for SOU-B and SOU-N schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity field 45°
from the horizontal and a sinusoidal variable distribution of a single wave introduced at
the inlet.
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Figure 3.21

Plot of residual vs iteration for SOU-B and SOU-N schemes.

Notes: This plot was obtained for the structured grid case with a uniform velocity field of
45° from the horizontal and a sinusoidal variable distribution of eight waves introduced at
the inlet.
Momentum Equations

Shear Driven Cavity Flow
Next, the limiter was applied to the velocity components and tested for the
solution of the two-dimensional continuity and momentum equations for the case of shear
driven cavity flow. This test case has been used previously in the literature to document
the performance of higher-order discretization schemes [22, 23]. The computational
domain was a unit square with the top wall boundary moving at a velocity such that Re =
1000. Eight different grids were tested, four structured (22x22, 42x42, 129x129,
250x250) and four unstructured (1,096, 3,968, 37,518 and 68,952 cells). For method
comparison, the normalized x- and y-velocities were plotted along the normalized cavity
centerlines (x = 0.5 and y = 0.5, respectively). These results were then compared to the
computational solution reported by Ghia for a 129x129 grid [24], which was considered
the “exact” or reference solution.
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As expected, the second-order results collapse onto the published results from
Ghia [24] for each of the two finest structured and unstructured grids. Figure 3.22
illustrates the velocity magnitude contours over the domain for the coarsest structured
grid cases employing unlimited, Barth limited and novel limited second-order upwind
methods; the approximate “exact” result from the finest unstructured grid case employing
the new limiter is also included for comparison.

Figure 3.22

(a)

(b)

(c)

(d)

Non-smoothed velocity contours: (a) SOU; (b) SOU-B; (c) SOU-N; (d)
SOU-N schemes.

Notes: This figure was obtained for shear driven cavity flow. Images (a) – (c) are from
the 22x22 structured grid case, while (d) is from the 37,518 cell unstructured grid case.
Figures 3.23-3.26 plot the x- and y-components of the velocity in the middle of
the domain (at locations corresponding to x = 0.5 and y = 0.5, respectively). Examination
of Figures 3.23 and 3.24 shows that the new limiter produces results that are closer to the
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exact results than the first-order and second-order Barth limited methods tested. In fact,
the new limited scheme is less dissipative than the Barth method and closely reproduces
the velocity distributions predicted by the unlimited scheme. For the medium-coarse
structured grid case, these results are echoed. Further grid refinement eliminates the
dissipation difference between the second-order schemes. Figures 3.25 and 3.26
highlight results from the coarsest unstructured grid. As previously indicated, the new
limiter is less dissipative than the other methods tested. The medium-coarse unstructured
grid results are similar to the mid-level structured grid results; all the higher-order
methods collapse onto the exact solution, yielding the same results for the finest
unstructured grid.

Figure 3.23

X-velocity vs y-coordinate at x = 0.5 for FOU, SOU, SOU-B, and SOU-N
schemes and experimental solution.

Notes: This plot is obtained for the 22x22 structured grid case of shear driven cavity
flow.
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Figure 3.24

Y-velocity vs x-coordinate at y =0.5 for FOU, SOU, SOU-B, and SOU-N
schemes and experimental solution.

Notes: This plot is obtained for the 22x22 structured grid case of shear driven cavity
flow.

Figure 3.25

X-velocity vs y-coordinate at x = 0.5 for FOU, SOU, SOU-B, and SOU-N
schemes and experimental solution.

Notes: This plot is obtained for the1096 cell unstructured grid case of shear driven cavity
flow.
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Figure 3.26

Y-velocity vs x-coordinate at y = 0.5 for FOU, SOU, SOU-B, and SOU-N
schemes and experimental solution.

Notes: This plot is obtained for the 1096 cell unstructured grid case of shear driven cavity
flow.
Three Dimensional Sinusoidal Profile
To test the three-dimensional behavior of the limiter, the following velocity
profile:

0


 

V 
0

 sin(4x)sin(4y)  20 



Eq. (3.26)

was introduced at the domain inlet. For this set of test cases, the 1m x 1m x 10m domain
was discretized with an unstructured mesh of 91,787 cells; periodic conditions were
employed for the x-z and y-z boundaries. Figure 3.27 shows the non-smoothed contours
of the velocity magnitude at the inlet face (z = 0) and at the z = 2 plane for each of the
second-order cases tested. Figure 3.28 provides the z-velocity component plotted along
the diagonal line given by x = y at the z = 2 plane for all four of the cases examined.
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While there is a clear difference between the first- and second-order results, the
distinctions between the three second-order schemes is less obvious due predominantly to
the high levels of dissipation caused by the gradient calculation method on the
unstructured grid. As seen in previous cases, however, the new limiter yields results
nearly identical to the unlimited method (NLNM is 1.22% more dissipative), which are
an improvement over those produced by the Barth limited method (NLNM is 4.93% less
dissipative).

Figure 3.27

(a)

(b)

(c)

(d)

Non-smoothed velocity contours: (a) SOU; (b) SOU; (c) SOU-B; (d) SOUN schemes.

Notes: This figure was obtained for the three dimensional sinusoidal velocity profile case.
Image (a) is from the domain inlet (z = 0), while (b) - (d) are cross-sections of the domain
at z = 2.
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Figure 3.28

Z-velocity vs y-coordinate plotted along x = y on the plane of z = 2.

Notes: This plot is obtained for the three dimensional sinusoidal velocity profile case.
Summary and Conclusions

A new, non-local flux limiter was developed and applied to the solution of the
scalar advection equation and the Navier-Stokes equations for a number of 2D, steady
test cases. The limiter uses recursive examination of upwind neighbor extrema to limit a
given cell’s minimum and maximum reconstructed face values. Solutions produced by
the limiter were compared with those from first-order upwind and limited (employing the
Barth limiter) and unlimited second-order upwind methods. The new limiter shows
improvement over the existing methods in eliminating oscillations near discontinuities
typically present in non-limited SOU schemes while reducing the numerical dissipation
in smooth regions of the flow field present in limited SOU schemes. Furthermore, for the
majority of cases tested, the computational time and iterations necessary to reach
convergence for the new method were approximately the same as those needed for the
Barth limiter.
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CHAPTER IV
A NEW LOCAL SLOPE-LIMITING METHOD FOR SECOND-ORDER FINITE
VOLUME SIMULATIONS

Work from this chapter is currently under revision for publication in the
International Journal for Numerical Methods in Fluids [25].
Introduction

Discretization of the advection-diffusion equation is critical to most
computational fluid dynamics (CFD) simulations. Simple solution techniques use firstorder discretization schemes for the convective (or advective) term; however, computed
solutions experience severe and often unacceptable levels of numerical dissipation.
Therefore, higher-order schemes have been developed to improve solution accuracy. For
simulations on unstructured meshes, second-order schemes are most common.
Application of these schemes for calculation of the convective term has been successful
in decreasing the numerical dissipation, although higher-order methods also result in
oscillations in regions of discontinuity or steep local gradient, as expressed by Godunov’s
Theorem [4]. The concept of a limiter that will eliminate oscillations by restoring
monotonicity at discontinuities has been examined by numerous authors, and this
approach has yielded mixed results. For most existing flux limiting schemes, oscillations

47

are reduced at the expense of re-introduction of a portion of dissipation, even in smooth
regions of the flow field [1].
Various limiters for use with higher-order schemes have been proposed in the
literature. Early, smooth limiters proposed by Van Leer [10] and Van Albada et al. [11]
are capable of virtually eliminating oscillations; however, both force a relatively large
amount of smoothing of the solution at discontinuities. Roe and Baines introduced the
Superbee limiter [12], reducing the smoothing behavior of existing limiters at the expense
of slightly compressing the gradients in the solution. Later, Gaskell and Lau presented
the higher-order SMART limiter [13], which possesses local third order accuracy [1].
The so-called Barth limiter is an inherently multidimensional approach, and was
introduced specifically for use with unstructured grids [14]. The technique is often
referred to as slope-limiting, since the gradient of the dependent variable reconstruction
in each cell is reduced (if necessary) to ensure that face projected variable values lie
within specified bounds. Venkatakrishnan later expanded upon the Barth limiter,
replacing the sharp cutoff with a polynomial function that is continuously differentiable
[15]. Michalak and Olliver-Gooch [16] recently developed a similar limiting approach,
which uses a different polynomial function and has been shown to perform better than the
limiter of Venkatakrishnan. While each new limiter has continued to improve upon its
predecessors, potential areas of improvement remain. Issues to be addressed include
smoothing of discontinuities and, more importantly, damping of naturally occurring
extrema in smooth regions of the variable field.
Recent progress in the area of limiter improvement has focused in several
different areas, one being in the detailed examination of the convective boundedness
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criterion (CBC) originally proposed by Gaskell and Lau [13]. Long considered a
necessary and sufficient condition for bounded, normalized convective schemes, Yu et al.
[17] proved the condition merely sufficient in their introduction of the extended
convective boundedness criterion (ECBC). Further investigation demonstrated both the
ECBC and CBC to be limiting cases of a general convective boundedness criterion
(GCBC) [18]. In these studies, limiters were developed to constrain the normalized
convective gradient within the bounds of the various proposed criteria. These limiters
were able to virtually eliminate oscillations in the solution; however, a significant amount
of numerical dissipation remained present in the results.
Monotonic limiters for use with higher-order total variation diminishing (TVD)
schemes have also been thoroughly investigated. The combination of the Minmod limiter
and ELED (Essentially Local Extremum Diminishing) scheme limiter [19] shows
improvement over other TVD limiters; although some numerical dissipation still exists.
Limiters for compact TVD (CTVD) schemes [20] and characteristic variable-based
limiters [21] have been developed with similar results. These advances demonstrate the
necessity of a superior limiter in order to obtain an optimum higher-order scheme.
Most flux limiting schemes to date, including the CBC and TVD based schemes
mentioned above, are formulated with local data, i.e. the flux variables are computed
entirely from cell data in the neighbor stencil. While computationally attractive, this
approach may restrict the capability of the limiters. The primary difficulties encountered
thus far lie in the fact that limiters which enforce monotonicity near discontinuities also
tend to limit or “clip” naturally occurring extrema in smooth regions of the variable field,
manifesting as extra dissipation in the solution. Ideally, a flux limiting scheme will
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eliminate non-physical oscillations near steep gradients while reproducing smooth
regions in a manner identical to an unlimited second-order scheme.
Based on this idea, a non-local, non-monotonic (NLNM) limiter was introduced
by Poe and Walters [8,9] for use with second-order upwind schemes. This limiter is
based on recursive examination of upwind neighbor cells to constrain the extrema in any
given cell, and it was shown to be successful in eliminating oscillations near
discontinuities without clipping local extrema or introducing unnecessarily high levels of
dissipation into the solution. The primary disadvantage of the NLNM limiter is its nonlocality, which increases both computational expense (since limiter bounds had to be
determined from an iterative procedure) and difficulty of implementation, particularly
with regard to code parallelization. In practice, the limiter added very little computational
expense to the simple scalar advection cases examined, but the method became more
expensive and cumbersome to implement when applied to the Navier-Stokes equations.
A simpler scheme is desired, which retains the accuracy of the NLNM limiter while
substantially reducing the complexity and computational expense.
This chapter presents a new contribution to limiter development for use with
upwind-biased, finite-volume CFD algorithms on structured and unstructured grids. The
dependent variable extrema within any given cell are estimated by examination of the
adjacent neighbor cells; specifically they are determined from values projected to the
nodes of the cell to be limited. Reconstructed face values are then constrained to satisfy
boundedness within these estimates. The goal of this chapter is to present the derivation
of a local, non-monotonic (LNM) limiter of this type and to demonstrate its improved
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performance over existing limited and unlimited second-order methods for simple test
cases.
The remainder of the chapter is organized as follows. The next section presents
the numerical method, including details on the development of the new limiter, and
contrasts it with existing limiter methods for second-order upwind schemes. Next, the
new limiter is applied to several simple test cases to demonstrate its ability to reduce
oscillations while maintaining low numerical dissipation on Cartesian and unstructured
triangular meshes. The final section presents conclusions.
Numerical Method
Background

The specific class of numerical methods addressed in this chapter is the finitevolume approach with upwind-biased reconstruction of the convective terms. As a
representative problem, the general scalar advection-diffusion equation is first
considered. For an arbitrary scalar quantity Φ, the general governing transport equation
is:

Φ

Φ

Γ

Eq. (4.1)

Here ρ is the fluid density, u is the fluid velocity, Γ is the diffusivity coefficient, and SΦ is
an arbitrary source term. For the steady case with no sources or sinks, the transport
equation integrated over a finite control volume (cell) becomes:

Φ

Γ
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Eq. (4.2)

where the subscript CS denotes integration over the bounding surface of the cell. For
polyhedral (in 3D) or polygonal (in 2D) control volumes, the total surface integral may
be expressed as a summation over each face of the cell:
∑#

∑#

Φ

Here u represents the average face velocity,

Γ

Eq. (4.3)

is the outward-pointing unit normal vector,

Φf is the average convected value of the dependent variable at the face, and Af is the face
area. The equation may be expressed more simply in terms of face mass flow rates as:
∑#

Φ

∑#

Γ

Eq. (4.4)

In general, discrete values for Φ are stored for each cell, and the values of Φf used in the
numerical representation of the convective term must be determined via reconstruction
from the known cell data.
The simplest upwind-biased method available for calculating Φf is pure first-order
upwinding (FOU). This scheme simply defines Φf to be equal to the value of Φ in the
upwind cell, ΦU in Figure 1. To improve accuracy, the second-order upwinding (SOU)
or linear reconstruction method is often employed. For this method, Φf is defined as:
Φ

where

Φ

Φ⋅

Eq. (4.5)

is the position vector between the upwind cell centroid and the face centroid

and Φ is the gradient of Φ in the upwind cell. The gradient must be computed
numerically; for example, the Green-Gauss Theorem estimates the gradient as:
Φ

∑#

52

Φ

Eq. (4.6)

in which V is the cell volume and Φ is an estimated value for Φ at each face centroid.
For the simulations presented in this chapter, the gradients for each cell are calculated by
FLUENT using a cell-based method, in which Φ is set equal to the arithmetic average of
the values of Φ in the neighbor cells (e.g. ΦU and ΦD in Figure 4.1).

Figure 4.1

Unstructured grid.

Notes: For a given face (f), the position vector rf is constructed from the centroid of the
upwind (U) cell toward to the face centroid.
In many cases, a flux limiter (or slope limiter) is used in conjunction with the
SOU scheme for calculating Φf. The default limiter in FLUENT, tested for comparison
in this study, is that developed by Barth and Jespersen [14]. This method first determines
limiting values Φmax and Φmin for each cell by finding the minimum and maximum Φ
from the set of all values in the neighbor cells and the cell itself. Then the limiter value
for each face is calculated by comparing the reconstructed face values, Φf, to the cell
centroid value, ΦC:
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If  f   C :  f  MIN{1,

 MAX   C
}
 f  C

  C
If  f   C :  f  MIN{1, MIN
}
 f  C

Eq. (4.7)

After each cell face is examined, the cell value of α is taken as the minimum of the face
limiter values (constrained such that α ≥ 0), and Equation 4.5 is modified as:
Φ

,

Φ

α Φ⋅

Eq. (4.8)

Conceptually, the Barth limiter enforces local monotonicity among the face values, in the
sense that no reconstructed face value may result in a new extremum in the immediate
neighborhood of the cell.
Local Non-Monotonic (LNM) Limiter

The current work details the development of a local, non-monotonic (LNM)
limiter. In each cell, the stencil considered for calculation of the limiter consists only of
the immediate face neighbors of the cell (and the cell itself). In principle, the limiter
operates similarly to the Barth limiter, but with a less restrictive bound on face and cell
values and without strictly enforcing local monotonicity. Reconstructed face values may
in fact introduce new extrema in the neighborhood of the cell, provided they are within
the bounds determined for the cell by the new procedure.
As with the Barth limiter, the first step in the calculation of the LNM limiter is to
determine the maximum and minimum values that should be used to bound the dependent
variable reconstruction within each cell. In contrast to the Barth limiter, bounding values
of Φ are uniquely computed for each face of a given cell, rather than finding a single
minimum and maximum for the cell reconstruction that must be satisfied at all faces.
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Also in contrast to the Barth limiter, the bounding extrema for a given face depend on the
reconstruction in the cell neighbor, and are therefore a function of the value of Φ, the
gradient of Φ, and the limiter value for Φ in the neighbor cell. As such, the limiter values
are defined implicitly, and must be obtained using an iterative procedure. For implicit
solution algorithms, this requirement is trivial, since the limiter may simply be
recalculated once during each outer (Newton) iteration, just as any other limiter would
be. For explicit schemes, however, implementation may add considerable expense, since
the limiter values would need to be iteratively converged prior to each computational
time step. In the present study, only implicit numerical schemes were evaluated, so the
added computational cost for explicit schemes is yet to be quantified. For the implicit
scheme and test cases considered here, the additional computational cost of the new
limiter was found to be negligible in comparison to the Barth limiter, both in terms of
time per iteration and number of iterations to convergence.
To explain the new procedure, consider Figure 4.2. The cell of interest, for which
the limiter value is to be calculated, is denoted C. Each face of cell C is considered in
turn, working clockwise from the upper right. For the first face, the neighbor cell is
indicated as N1. The bounding values for the face are equal to the maximum and
minimum values of Φ projected from N1, within the domain of C. Since a linear
reconstruction is used in all cells, the maximum and minimum must lie at one of the
bounding nodes of C. Therefore three values (for the triangular cell shown) are found and
associated with face 1:

55

 a   N1   N1  N1  r1a
 b   N1   N1  N1  r1b

Eq. (4.9)

 c   N1   N1  N1  r1c
The bounding values for face 1 are then taken as:

 MAX  MAX ( a ,  b ,  c ,  C ,  N )
 MIN  MIN ( a ,  b ,  c ,  C ,  N )

Eq. (4.10)

and the limiter value for cell C associated with face 1 is found from:
Φ

Φ

Φ ∙

If  f 1   C :  f 1  MIN{1,
If  f 1   C :  f 1

 MAX   C
}
 f1  C


 C
 MIN{1, MIN
}
 f1  C

Eq. (4.11)

Eq. (4.12)

The above process is repeated for each of the other two faces, and the updated limiter
value for the cell C is taken as the minimum of the face values:
α

α ,α ,α
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Eq. (4.13)

Figure 4.2

Illustration of new limiting procedure.

Notes: For a given cell (C), the position vectors from the cell centroid to the faces are
denoted rf1, rf2, and rf3. Position vectors are also shown from each neighbor cell (N1, N2,
N3) to the nodes surrounding cell C, denoted a,b,c.
Once the limiter values for each cell have been thus determined, the face values
are limited using the approach defined by Equation 4.8 above. The procedure outlined
above was implemented for solution of a passive scalar equation (Equation 4.1), the
steady, laminar, incompressible Navier-Stokes equations:

0

Eq. (4.14)
Eq. (4.15)

and the steady, inviscid Euler equations:

0

Eq. (4.16)
Eq. (4.17)
0

Eq. (4.18)

For solution of the momentum equations (Equations 4.15, 4.16), the limiting
methodology is employed separately for each scalar velocity component,
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.

Results for the 1D test cases in this chapter were obtained using MATLAB
R2012a (The MathWorks, Inc.). Results for the 2D test cases were obtained using the
commercially available CFD code FLUENT, version 6.2.16 (ANSYS, Inc.) [7].
Simulations were performed using the steady state, implicit version of the solver. For the
FLUENT simulations, the new limiter presented in this work was implemented using the
User Defined Function capability available with that code. For the unlimited, Barth
limited, and LNM limited schemes, the cell-based Green-Gauss gradient computation
method described in section II.1 was used. Note that such a gradient formulation is not
linearity preserving on unstructured meshes, but numerical experiments with linearity
preserving least-square and node-based Green-Gauss gradient methods showed no
appreciable differences with respect to limiter-induced dissipation, and the overall
conclusions regarding limiter performance were identical to those presented in the
following section.
Demonstration Test Cases
Steady One-Dimensional Implementation

The new limiter was initially implemented and tested in a steady 1D framework.
The steady advection equation for the dummy dependent variable Φ was solved using the
upwind linear reconstruction approach, such that the governing equation applied to the

th

computational control volume is:
Φ

where
and

Φ ∙

is a uniform mesh spacing,

Φ

Φ

is a uniform velocity,

∙

Eq. (4.19)

is the local limiter value,

is a spatially varying source term. The gradient in each cell was obtained using a
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central difference approach that corresponds to both Least-Squares and Green-Gauss for
the 1D case on a uniform grid:
Eq. (4.20)
For all of the 1D cases, the source term in Equation 4.19 was determined using the
method of manufactured solutions, i.e.
Φ

/

Φ

Eq. (4.21)

/

where the superscripted values represent the exact solution for Φ at the face locations
midway between cell centroids. Results were obtained on a domain of one unit length for
two different source term distributions corresponding to discontinuous and continuous
spatial variation of the dependent variable Φ.
Comparisons were made between implementations with no limiter ( = 1
everywhere), and with the Barth and LNM limiters. Companion simulations were also
run using the Monotone Upstream-centered Scheme for Conservation Laws (MUSCL)
formulation, for which the face value of Φ is obtained using a combination of a firstorder upwind (diffusive) component and an anti-diffusive component:
Φ

where

/

Φ

/

/

∙ Φ

Φ

Eq. (4.22)

is a function defining the degree of upwinding for a particular face, and is

typically computed as a function of the gradient ratio, :

Eq. (4.23)

/
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The MUSCL approach is somewhat different from the approach using either the Barth or
LNM limiters, since the former is based on a piecewise reconstruction of the solution
between cell centers, while the latter is based on upwind linear reconstruction using cellbased gradients. Nevertheless, the MUSCL approach is well-documented and provides a
valuable baseline for evaluating the proposed LNM limiter.
Three different limiting functions satisfying the Total Variation Diminishing
(TVD) constraint were used:
| |
| |

: Van Leer [26]

Eq. (4.24)

: Van Albada [11]

Eq. (4.25)

, min 2 , 1

The value of

: Superbee [27]

Eq. (4.26)

is bounded between 0 and 2 for all three schemes. The first two (Van Leer

and Van Albada) have been shown to perform similarly to the Barth limited scheme. The
Superbee MUSCL scheme enforces the maximum possible value for which

retains the

TVD property and has been found to be compressive (i.e. gradient steepening) for
convection problems. Observing Equation 4.22, it is apparent that all of the TVD
MUSCL schemes are locally monotonic, since any given face value is bounded by its
neighboring cell values.
Double Step
The first exact solution investigated corresponded to a double step profile:
Φ
Φ

0∶
0.25,
1 ∶ 0.25
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0.75
0.75

Eq. (4.27)

Representative results for the double discontinuity case on a 25 cell mesh are shown in
Figure 4.3. The results with no limiting show characteristic over- and undershoot in the
region of the discontinuities. All of the limited schemes—Barth, LNM and all three
MUSCL schemes—prevent this oscillating behavior. In fact, all of the limited schemes
yield exactly equal results, with limiter values identically zero in the vicinity of the
discontinuities.

Figure 4.3

Plot of Φ vs x-coordinate for the exact solution and limited and unlimited
schemes.

Notes: This plot is from the one-dimensional discontinuity test case.
The calculated L2 error norm for each of the double step case is shown in Table
4.1, along with the estimated order of accuracy. As already mentioned, this discontinuous
case shows identical results for all of the limited schemes, as they all yield a zero-order
reconstruction near the discontinuities. The resulting error order of accuracy is effectively
0.5. Note that the corresponding order of accuracy in terms of the L1 and L norms is
approximately 1 and 0, respectively.
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Table 4.1

Error and order of accuracy for 1D double step case.

Double Step Cases
SOU
SOU-B
SOU-L
MVL
MVA
MSB
9.24E-02 1.58E-01 1.58E-01 1.58E-01 1.58E-01 1.58E-01
20
6.53E-02 1.12E-01 1.12E-01 1.12E-01 1.12E-01 1.12E-01
40
4.62E-02 7.91E-02 7.91E-02 7.91E-02 7.91E-02 7.91E-02
80
3.27E-02 5.59E-02 5.59E-02 5.59E-02 5.59E-02 5.59E-02
160
2.31E-02 3.95E-02 3.95E-02 3.95E-02 3.95E-02 3.95E-02
320
1.63E-02 2.80E-02 2.80E-02 2.80E-02 2.80E-02 2.80E-02
640
5.03E-01 4.96E-01 4.96E-01 4.96E-01 4.96E-01 4.96E-01
E. Order
Notes: This data is obtained for the 1D sinusoidal case. The error is calculated using the
L2 error norm.

Sinusoidal
The second exact solution examined was a sinusoidal profile with a period equal
to one-fourth of the domain size:
Φ

The inlet (

8

0) boundary condition was specified as Φ 0

Eq. (4.28)
0. Results for this case

are shown in Figure 4.4. The unlimited linear reconstruction scheme and the LNM
limited scheme showed exactly equal results, with an L2 error norm equal to 0.089, while
the Barth limited results had an L2 norm equal to 0.128. Corresponding L2 errors for the
Van Leer, Van Albada, and Superbee MUSCL schemes were 0.142, 0.160 and 0.121,
respectively. Observing Figure 4.4, the most significant contribution to the L2 error is the
disagreement in cell values immediately upstream of smooth solution extrema, which is a
well-known weakness of monotonic schemes.
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Figure 4.4

Plot of Φ vs x-coordinate for the exact solution and unlimited, LNM, Barth,
and MUSCL limited with Van Leer schemes.

Notes: This figure presents results from the 1-D sinusoidal test case: continuous exact
solution ( ); discrete values of exact solution at cell centroids ( ); solution with no
limiter and LNM limiter ( ); solution with Barth limiter ( ); solution with Van Leer
limited MUSCL scheme (×).
The reason for the exact agreement between LNM and unlimited results is
apparent from Figure 4.5, which plots the value of the limiter value ( ) in each cell
versus , for both the LNM and Barth limiter methods. For this smooth continuous case,
the LNM limiter value is equal to one everywhere, i.e. unlimited. In contrast, the Barth
limiter shows values as low as zero, occurring in the vicinity of solution extrema. The
non-monotonic character of the LNM limited solution is also apparent from the global
maximum and minimum values of Φ occurring at cell centroids and at faces. For the
Barth limited and MUSCL schemes, these are identical, with global bounds – 1.00
Φ

1.00 and – 1.00

Φ

1.00. For the LNM limited (and unlimited) case, the

values of the dependent variable at some faces are local extrema, as evidenced by the
global bounds – 0.918

0.921 and – 1.00

63

1.00.

Figure 4.5

Plot of α vs x-coordinate for LNM and Barth limited schemes.

Notes: This figure is from the one-dimensional continuous sine wave case: LNM solution
(----); Barth solution (----).
The calculated L2 error norm for each of the sinusoidal case is shown in Table
4.2, along with the estimated order of accuracy. For this case, the error for the LNM
limiter is identical to the unlimited case for all grids, and the order of accuracy is 2. The
error with the Barth limiter and MUSCL schemes is greater, but the difference between
all methods becomes quite small as the grid is refined, indicating that the benefit of the
new limiter is greatest for solutions in which the grid size is relatively large compared to
the effective length scale of variations in the dependent variable. The order of accuracy
for all of the limited schemes is nominally 2.
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Table 4.2

Error and order of accuracy for 1D sinusoidal case.

Sinusoidal Cases
SOU
SOU-B
SOU-L
MVL
MVA
MSB
1.41E-01 2.01E-01 1.41E-01 2.17E-01 2.31E-01 1.98E-01
20
3.48E-02 7.46E-02 3.48E-02 7.89E-02 8.16E-02 6.20E-02
40
8.71E-03 9.51E-03 8.71E-03 1.09E-02 1.25E-02 1.31E-02
80
2.18E-03 2.29E-03 2.18E-03 2.52E-03 2.83E-03 4.10E-03
160
5.45E-04 5.59E-04 5.45E-04 5.92E-04 6.44E-04 1.12E-03
320
1.36E-04 1.38E-04 1.36E-04 1.43E-04 1.50E-04 2.93E-04
640
E. Order 2.00E+00 2.02E+00 2.00E+00 2.05E+00 2.10E+00 1.93E+00
Notes: This data is obtained for the 1D sinusodal case. The error is calculated using the
L2 error norm.

It should be noted that the effects of the limiters in the 1D cases are not expected
to carry over exactly to 2D results, since limiting of the gradient manifests as a local
phase shift of the solution in the steady 1D results, but leads to artificial diffusion in
multidimensional cases. However, important observations may be made from these 1D
cases, namely that the LNM limiter: 1) yields results that are identical to unlimited results
for a smoothly continuous variable field, and identical to the Barth limiter near
discontinuities; 2) allows reconstructed face values of the dependent variable that are
local maxima or minima, i.e. non-monotonic face reconstruction; and 3) effectively
eliminates the characteristic oscillations seen in unlimited 2nd-order schemes in the
vicinity of discontinuities.
Scalar Advection Equation

To initially test the new limiting scheme for multidimensional cases, several 2D,
steady-state simulations were run for solution of a passive scalar advection equation. The
domain was a unit square in the x- and y-directions. Two grids were used: one Cartesian
with 100×100 cells and one unstructured triangular grid with 10,116 cells. The
65

unstructured mesh intentionally used an edge length that produced a cell count
approximately equal to the Cartesian mesh. The simple test cases considered here are
based on pure steady advection of a passive scalar Φ in a known incompressible velocity
field, u. Solutions were obtained with the second-order upwind scheme employing the
new limiter (denoted SOU-L), and are compared to solutions from an unlimited secondorder upwind scheme (denoted SOU), a second-order scheme employing the Barth [14]
limiter (SOU-B), as well MUSCL schemes using the Van Albada [26] (MVA) and the
Van Leer [11] (MVL) limiters. Results from the first order upwind (FOU) scheme and
the MUSCL method with the Superbee [27] limiter were also generated; however, due to
excessive dissipation and compression of the results, respectively, these solutions were
not included in this chapter.
To apply the MUSCL schemes on unstructured 2D meshes, the approach of
Darwish and Moukalled [28] was adopted, in which the gradient ratio, r, appearing in
Equation 4.21 is approximated for a given face by:
∙

1

Eq. (4.29)

Here the subscripts U and D denote the upwind and downwind cells for face f (see Figure
4.1), and rUD is the vector connecting the upwind and downwind cell centroids. The face
value is then reconstructed as:
Φ

,

Φ

∙ Φ
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Φ

Eq. (4.30)

Single Discontinuity
For the first set of tests, the limiters were examined for the case of a discontinuous
variable field, to ensure that any non-physical oscillations were removed without
introducing excessive amounts of dissipation. The left (x = 0) and bottom (y = 0)
boundary conditions are:
1  y  1/ 6
 x 0  
0  y  1/ 6
1  x  1/ 6
 y 0  
0  x  1/ 6

Eq. (4.31)

after the double step profile modeled in [22].
Two cases were run on the structured grid. For the first, the velocity was uniform
at an angle of 26.56° from the horizontal; for the second, velocity was uniform at an
angle of 45°. Figure 4.6 shows the contours of Φ for the SOU-B and SOU-L methods for
the first case. The new limiter visibly reduces the level of numerical dissipation in the
solution.
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(a)
Figure 4.6

(b)
Non-smoothed contours of Φ: (a) SOU-B; (b) SOU-L.

Notes: This figure is from the structured grid case with a uniform velocity field of 26.56°
from the horizontal and a discontinuous, double-step variable distribution.
Figure 4.7 compares the resolution of the discontinuity for the 5 schemes tested.
The plot shows the distribution of Φ in the y-direction at the location x = 0.5 in the
domain. The difference in performance for each of the schemes is apparent. The
unlimited scheme (SOU) shows little dissipation, but also the well-known variable
overshoot, up to 7.1% higher than the maximum physical bound on the solution. The
Barth limited (SOU-B) scheme effectively eliminates this overshoot, but the limiter also
introduces some degree of dissipation or smearing of the solution in the region of the
interface. The two limited MUSCL schemes (MVA, MVL) also show dissipation in this
region and more, in fact, than the Barth limited method, a result consistent with those
reported in [28]. The new limiter (SOU-L) shows less dissipation than the other methods
while eliminating the non-physical oscillations.
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Figure 4.7

Plot of Φ vs y-coordinate at x = 0.5 for SOU, SOU-B, SOU-L, MVA, and
MVL schemes.

Notes: This data is obtained for the structured grid case with a uniform velocity field
26.56° above the horizontal and a discontinuous, double-step variable distribution.
Similar trends were seen on the structured grid with a velocity angle of 45°. For
this case, the unlimited, second-order scheme showed variable over- and undershoot,
which is eliminated by all limiting schemes. As above, the new limiter introduces the
least amount of dissipation into the results. For the unstructured grid case, the differences
between the two limiting methods showed similar trends but were quantitatively less
significant. This observation is consistent with results in [22], in which it was concluded
that the relative importance of limiter-induced dissipation is lower for unstructured grids
versus structured grids.
Periodic Inlet Profiles
To confirm that naturally occurring extrema of a smooth variable field are better
preserved by the new limiting method, various simple periodic profiles of the dependent
variable Φ were applied as inlet conditions and convected through the square domain.
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Sine wave profiles with one, two, eight and twelve periods were applied at the left inlet
boundary. As with the previous set of test cases, results were obtained for a structured
grid with uniform 26.56° and 45° velocity fields, as well as for an unstructured grid with
a uniform 45° velocity field.
As the number of variable profile periods at the inlet was increased, significant
differences in the limiters became apparent. Results from the structured grid cases for an
eight-period sine wave profile at the inlet are presented in Figures 4.8 and 4.9. From the
contour plots in Figure 4.8, it can be seen that the new limiter is better able to maintain
distinct peak values (maxima and minima) in the solution throughout the entire domain,
while the Barth limiter shows more damping of the sine wave profile. This result is even
more apparent in Figure 4.9, which shows the distribution of Φ versus x-coordinate at the
top (y = 1) outlet of the domain. Most notably, the results with the new limiter are almost
identical to the results obtained with no limiting, as desired in smooth regions of the
flowfield. Taken together, Figures 4.7 and 4.9 give a simple summary of the
performance of the new limiter in both smooth and discontinuous regions.
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(a)

(b)

Figure 4.8

Non-smoothed contours of Φ: (a) SOU-B; (b) SOU-L.

Notes: This figure is obtained for the structured grid case with a uniform velocity field
26.56° from the horizontal and a sinusoidal variable distribution of eight waves
introduced at the inlet.

Figure 4.9

Plot of Φ vs x-coordinate at y = 1.0 for SOU, SOU-B, SOU-L, MVA, and
MVL schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field of
45° from the horizontal and a sinusoidal variable distribution of eight waves introduced at
the inlet.
For the simulations using a twelve-period sine wave profile at the inlet, the results
from the structured 26.56° case are shown in Figure 4.10. For this case, the new limiter
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shows a non-trivial level of dissipation; however, the results are still much closer to those
of the unlimited second-order scheme than to the Barth limited and MUSCL schemes.
Figure 4.11 presents similar results from the unstructured 45° case. Although the new
limiting scheme again shows significant levels of dissipation, it still shows an
improvement over the Barth method and closer agreement with the unlimited scheme. In
each of these cases, the new limiter maintains the natural extrema of the sine wave profile
better than the second-order Barth limited and MUSCL methods, though comparison to
the results from the unlimited second-order method indicates that some level of limiterinduced dissipation is still present.

Figure 4.10

Plot of Φ vs x-coordinate at y = 1.0 for SOU, SOU-B, SOU-L, MVA, and
MVL schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity 26.56°
from the horizontal and a sinusoidal variable distribution of twelve waves introduced at
the inlet.
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Figure 4.11

Plot of Φ vs x-coordinate at y = 1.0 for SOU, SOU-B, SOU-L, MVA, and
MVL schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field
45° from the horizontal and a sinusoidal variable distribution of twelve waves introduced
at the inlet.
As a more quantitative measure of the performance of each scheme, the error for
each case was determined based on the difference in each cell between the computed
solution for Φ and the known, exact solution. Figure 4.12 shows a log-log plot of the L2
error norm for each scheme versus grid size for the structured grid, eight-period sine
wave test case. Seven grids of varying densities ranging from 50×50 to 500×500 were
examined; Table 4.3 provides this data in tabular form. It can be seen that the error and
error order for both the unlimited and LNM limited methods are approximately equal,
and are in fact almost indistinguishable in the plot. The error order for both is 2.0. The
Barth limited method also yields an error order of 2.0, though an overall larger error
value, while the MUSCL Van Albada and Van Leer limited methods have error orders
less than one (0.6 and 0.7, respectively) for this 2D application. Though not shown here
because the scheme details are not entirely described in the documentation, similar results
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were obtained using a version of the MUSCL scheme available as an internal option in
Ansys FLUENT.

Figure 4.12

Error vs grid size for SOU, SOU-B, SOU-L, MVA, and MVL schemes.

Notes: This log-log plot is obtained for the structured grid case with a uniform velocity
field 45° from the horizontal and a sinusoidal variable distribution of eight waves
introduced at the inlet.
Table 4.3

Error and order of accuracy for eight sine wave case.

Eight Sine Wave Case
SOU
SOU-B
SOU-L
MVL
MVA
3.03E-01 4.37E-01 3.09E-01 4.46E-01 4.57E-01
50x50
1.15E-01 3.42E-01 1.19E-01 3.68E-01 4.08E-01
80x80
5.87E-02 2.64E-01 5.83E-02 3.40E-01 3.77E-01
100x100
1.55E-02 7.22E-02 1.52E-02 1.91E-01 2.41E-01
200x200
7.67E-03 3.13E-02 7.61E-03 1.47E-01 1.93E-01
300x300
5.45E-03 1.86E-02 5.40E-03 1.21E-01 1.56E-01
400x400
3.50E-03 1.17E-02 3.45E-03 1.03E-01 1.37E-01
500x500
1.99E+00 2.07E+00 2.00E+00 7.30E-01 5.81E-01
E. Order
Notes: This data is obtained for the structured grid case with a uniform velocity field 45°
from the horizontal and a sinusoidal variable distribution of eight waves introduced at the
inlet. The error is calculated using the L2 error norm.
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Non-uniform Velocity Field
A final set of test cases was run employing the passive scalar variable Φ to
examine the limiter performance in a non-uniform velocity field. For these cases, the inlet
of the domain was split into two regions and a discontinuous inlet profile was applied,
with the top region assigned an inlet Φ value of 1, and the bottom region assigned an inlet
Φ value of 0. The velocity distribution through the domain was sinusoidal, and the
discontinuity in Φ was convected through the domain. Figure 4.13 shows contour plots
for each of the second-order cases on the structured grid. The over- and undershoot in
the unlimited case (a) and the dissipation in the Barth limited case (b) are apparent. As
above, the new limiter produces results that are less dissipative than those yielded by the
Barth limiter and the limited MUSCL methods, without the overshoot of the non-limited
second-order method. The non-uniform velocity field was also examined on an
unstructured grid. Results are not shown, but the new limiting scheme was found to be
less dissipative than the Barth limiter for that case as well. The MUSCL schemes again
yielded significantly more dissipative results than the other three methods tested. These
results are consistent with all of those presented above. Because the Barth limiter was
found to consistently give superior performance relative to the MVA and MVL methods
for all of the 2D scalar advection test cases, comparison of results in the following
sections is between the LNM and Barth limiters only.
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(a)

(b)

Figure 4.13

(c)

Non-smoothed contours of Φ: (a) SOU; (b) SOU-B; (c) SOU-L.

Notes: This figure was obtained for the structured grid case with a non-uniform velocity
field and a discontinuous variable distribution.
Computational Considerations
The computational cost and convergence rate for both limiting methods were also
examined in this study. For the discontinuity and multiple sine wave structured grid
cases, the convergence rate for the LNM limited method was slightly slower than that of
the Barth limited method, as seen in Figure 4.14. For the remaining structured grid and
all the unstructured grid cases, the methods converged at approximately the same rate, as
seen in Figure 4.15. For all the 26.56° velocity, structured and all the unstructured grid
cases, the LNM limited solutions took longer per iteration than those obtained by the
Barth limited method; although, the time difference was consistently typically well under
15%. The 45° velocity, structured grid cases were interesting- for the discontinuity case,
the LNM method took 20% longer than the Barth limited method, but for the sinusoidal
cases, the new method proved to take up to 9% less time per iteration. On average, the
LNM limited method is expected to take 6% longer per iteration than the Barth limited
method and to converge at nearly the same rate.
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Figure 4.14

Plot of residual vs iteration for SOU-B and SOU-L schemes.

Notes: This plot was obtained for the structured grid case with a uniform velocity field of
26.56° from the horizontal and a discontinuous variable distribution.

Figure 4.15

Plot of residual vs iteration for SOU-B and SOU-N schemes.

Notes: This plot was obtained for the unstructured grid case with a uniform velocity field
of 45° from the horizontal and a discontinuous variable distribution.
Momentum Equations

Shear Driven Cavity Flow
The limiter was next applied to the velocity components and tested for the
solution of the two-dimensional Navier-Stokes equations for the case of shear driven
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cavity flow. This test case has frequently been used in the literature to document the
performance of discretization schemes [e.g. 9,23]. The computational domain was a unit
square with the top wall boundary moving at a velocity such that Re = 1000. Eight
different grids were tested, four structured (22×22, 42×42, 129×129, 250×250) and four
unstructured (1,096; 3,968; 37,518; and 68,952 cells). For method comparison, the
normalized x- and y-velocities were plotted along the normalized cavity centerlines (x =
0.5 and y = 0.5, respectively). These results were then compared to the computational
solution reported by Ghia for a 129×129 grid [24], which was considered the “exact” or
reference solution.
As expected, the second-order results from all methods tested collapsed onto the
published results from Ghia [24] for each of the two finest structured and unstructured
grids. To highlight differences between the different limiter methods, results are
presented for the two (one structured and one unstructured) coarsest meshes. Figure 4.16
shows the velocity magnitude contours throughout the domain for the coarsest structured
grid case employing unlimited, Barth limited, and LNM limited second-order upwind
methods; the approximate “exact” result from the finest structured grid case employing
the new limiter is also included for comparison. Note that the contours are shown without
post-process smoothing to more clearly highlight the performance of the schemes.
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Figure 4.16

(a)

(b)

(c)

(d)

Non-smoothed velocity contours: (a) SOU; (b) SOU-B; (c) SOU-L; (d)
SOU-L schemes.

Notes: This figure was obtained for shear driven cavity flow. Images (a) – (c) are from
the 22x22 structured grid case, while (d) is from the 37,518 cell unstructured grid case.
Figures 4.17-4.20 plot the x- and y-components of the velocity in the middle of
the domain (at locations corresponding to x = 0.5 and y = 0.5, respectively). Examination
of Figures 4.17 and 4.18 shows that on the structured grid, the new limiter produces
results which lie somewhere between the solution yielded by the second-order unlimited
and the Barth limited methods. For the medium-coarse structured grid case, similar
results were obtained (though not shown), though as previously noted, further grid
refinement eliminated any visible differences due to dissipation between the second-order
schemes. Figures 4.19 and 4.20 highlight results from the coarsest unstructured grid.
Again the differences between the limiting schemes are readily apparent. The new limiter
produces results that closely match the unlimited scheme, indicating almost zero limiter79

induced dissipation, even for this unstructured case. Similar results were obtained for the
medium-course unstructured grid; for the finer grids all of the second-order methods
approximately collapse onto the exact solution.

Figure 4.17

X-velocity vs y-coordinate at x = 0.5 for SOU, SOU-B, and SOU-L
schemes and experimental solution.

Notes: This plot is obtained for the 22x22 structured grid case of shear driven cavity
flow.
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Figure 4.18

Y-velocity vs x-coordinate at y =0.5 for SOU, SOU-B, and SOU-L
schemes and experimental solution.

Notes: This plot is obtained for the 22x22 structured grid case of shear driven cavity
flow.

Figure 4.19

X-velocity vs y-coordinate at x = 0.5 for SOU, SOU-B, and SOU-L
schemes and experimental solution.

Notes: This plot is obtained for the1096 cell unstructured grid case of shear driven cavity
flow.
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Figure 4.20

Y-velocity vs x-coordinate at y = 0.5 for SOU, SOU-B, and SOU-L
schemes and experimental solution.

Notes: This plot is obtained for the 1096 cell unstructured grid case of shear driven cavity
flow.
Transonic Bump
Finally, behavior of the new limiting scheme in the vicinity of shocks was
examined by applying the limiter to the benchmark case of transonic inviscid flow over a
bump [29-31]. The computational domain was a 1m × 3m rectangle with a total pressure
inlet condition and static pressure outlet condition and two walls. A ten percent biconvex
bump was located in the middle 1m segment of the bottom wall. The inlet pressure was
set so that the freestream flow had a Mach number of 0.675. Three structured meshes
with different levels of grid refinement were tested: 120×40, 171×57, and 240×80 cells
respectively in the streamwise × spanwise directions. To quantitatively compare results
from the three second-order schemes (SOU, SOU-L, and SOU-B), the Mach number was
plotted along the bump surface for each flow solution.
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Figure 4.21 shows Mach number contours for a representative case. Acceleration
of the flow to supersonic condition and the accompanying shock are readily apparent. As
with the test cases presented above, differences between results using the different
limiting schemes became less apparent as the mesh was refined. Figure 4.22 shows the
results for the SOU, SOU-B, and SOU-L cases for the coarsest grid (120×40 cells).
Consistent with previous results, the ability of the new limiter to better resolve
discontinuities is shown as the SOU-L results essentially lie on top of the unlimited
results at the shock location, unlike those from the more diffusive SOU-B method. All
three of the methods predict that the shock occurs at 70.4% of the chord length; close to
published results which show that it should appear at 71% of the chord length. This
simple test case demonstrates that the new limiter can be used in realistic flows that admit
discontinuities.

Figure 4.21

Mach number contours.

Notes: This plot was obtained from the transonic bump case employing the SOU-L
scheme.
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Figure 4.22

Mach number vs x-coordinate for SOU, SOU-B, and SOU-L schemes.

Notes: This plot was obtained for the SXC grid transonic bump case.
Summary and Conclusions

A new, local slope limiter was developed and applied to the solution of the scalar
advection equation and the Euler and Navier-Stokes equations for a number of 2D, steady
test cases. The limiter is similar in principle to the slope clipping procedure first
proposed by Barth and Jespersen [14], with two key differences. First, the bounding
values used to limit the dependent variable gradient in each cell differ for each face
considered in the limiting procedure, in contrast to [14]. Second, the bounding values
used to determine the limiter for a given cell C are not based simply on the values in faceneighbor cells, but rather on projected values of the dependent variable from neighbor
cell centroids into the domain of C. The result is an implicit limiting scheme, in which the
limiter value is updated from one iteration to the next in each cell during the course of a
simulation.
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Solutions produced using the new limiter were compared with those from an
unlimited second-order scheme, from a second-order scheme employing the Barth
limiter, and from Van Albada [11] and Van Leer [26] limited MUSCL schemes. For the
first three of these, all numerical details were the same except for the limiting method.
Results with the new limiter show improvement over all of the methods examined,
eliminating oscillations near discontinuities typically present in non-limited SOU
schemes while reducing the numerical dissipation in smooth regions of the flow field
present in limited SOU and MUSCL schemes. In particular, results from several of the
test cases showed that the new limiting scheme produced results in close agreement with
the unlimited second-order scheme, indicating almost zero limiter-induced dissipation.
For all of the test cases considered, the new limiter showed an improvement in accuracy
versus the other limited schemes considered, with no loss of robustness or significant
increase in computational cost.
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CHAPTER V
A LOW-DISSIPATION OPTIMIZATION–BASED GRADIENT RECONSTRUCTION
(OGRE) SCHEME FOR FINITE VOLUME SIMULATIONS

Work from this chapter has been published in the proceedings of the American
Society of Mechanical Engineers (ASME)-Japanese Society of Mechanical Engineers
(JSME)-Korean Society of Mechanical Engineers (KSME) Fluids Engineering
Conference July 24-29, 2011 in Hamamatsu, Japan [32]. This work has also resulted in
an article submitted for publication in the International Journal for Numerical Methods in
Fluids [33]. Permission from ASME has been obtained for republication in this
dissertation.
Introduction

In order to obtain flow field solutions using computational fluid dynamics (CFD),
numerical approximations to the flow variables found in the governing equations are
necessary. The simplest approach is to employ the first-order upwind (FOU) method to
determine the values of the flow variables in each cell; however, this method yields very
diffusive results. In order to alleviate diffusion in the solution, second-order upwind
(SOU) methods are often used. These schemes make use of both flow variables and their
gradients (first derivatives) in order to reconstruct distributions of these variables in each
cell. While these methods succeed in reducing the numerical diffusion in the solutions,
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they introduce oscillations, especially in regions of discontinuity. For this reason, SOU
methods are typically paired with limiters which eliminate oscillations at the cost of
reintroducing a small portion of dissipation into the solution.
Throughout the history of CFD, various methods were employed to derive
second-order gradient reconstruction methods. Initial schemes were dependent upon
Taylor Series expansions of a given flow variable about two or more neighboring points.
These expansions were then combined and solved for the flow variable gradient,
achieving second- or higher-order gradient schemes depending on the number of
neighboring points used. Examples of such schemes include the Lax-Wendroff scheme
[34] and the Leap-frog scheme [35]. So-called predictor-corrector methods, such as the
McCormack scheme [36], were later developed. These schemes rely on two steps in
order to achieve accurate gradient approximations, the first supplying an updated solution
from a lower order scheme and the second improving the accuracy of the predicted
solution [1].
More recently, investigation into improved numerical schemes for use with
unstructured grids has taken the forefront of research. Techniques employing the GreenGauss Theorem and the least-squares method have been investigated. Modifications of
these techniques have also been proposed- using face vertex values in the surface integral
of the former and using neighbor gradient values for variable extrapolation in the latter
[37]. In general, it was determined that the least squares methods produced results
comparable to those yielded by the Green-Gauss method at a lesser computational cost;
however, by changing the process by which the surface integral in the Green-Gauss
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Theorem is determined, accuracy can be increased. This study also showed that upwind
convective schemes produced the most stable behavior [38].
Another avenue of investigation that has been pursued recently is the
development of hybrid finite-volume and finite-element methods. In one study, the stable
but diffusive upstream scheme is combined with the less diffusive and less stable central
difference method. The combination of these two schemes allows for results comparable
to higher-order ones existing in the literature [39]. Another study showed a similar
hybrid method to be computationally cheap and simple in implementation structure,
while producing results second only to a weighted least squares gradient reconstruction
scheme [40].
This chapter presents a new gradient approximation method for use with
structured and unstructured grids. Projections based on Taylor series expansions of both
a dependent variable and its gradients are examined and matched against those values in
neighboring cells, with differences computed at control points located between the cell
centroids. By minimizing an objective function based on the degree of mismatch
between neighboring expansions, gradient approximations are obtained. A weighing
parameter is included in the scheme in order to balance the accuracy and stability of the
solution. This novel method yields results that possess lower numerical dissipation than
existing, commonly used methods. The goal of this chapter is to present the derivation of
an Optimization-based Gradient Reconstruction (OGRE) scheme of this type and to
demonstrate its improved performance over existing unlimited second-order and firstorder methods for simple test cases.
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The remainder of the chapter is organized as follows. The next section presents
the development of the new numerical method and contrasts it with existing methods for
second-order upwind schemes. Next, the new scheme is applied to several simple test
cases to demonstrate its ability to reproduce improved accuracy while maintaining low
numerical dissipation on Cartesian and unstructured triangular meshes; the final section
provides brief conclusions.
Numerical Method
Background

The specific class of numerical methods addressed in this chapter is the finitevolume approach with upwind-based reconstruction of the convective terms. As a
representative problem, we consider the general scalar advection-diffusion equation. All
results were obtained using the commercially available CFD solver, FLUENT version
6.2.16, from ANSYS, Inc. [7]. The new gradient calculation method presented in this
work was implemented using the User Defined Function capability available with that
code. Simulations were performed using the steady state, implicit solver.
For an arbitrary scalar quantity Φ, the general governing transport equation is




    v j          S 
x j  x j 
t
x j

Eq. (5.1)

Here ρ is the fluid density, v is the fluid velocity, Γ is the diffusivity coefficient, and SΦ is
an arbitrary source term. For the steady case with no sources or sinks, the transport
equation integrated over a finite control volume (cell) becomes:
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Eq. (5.2)

where the subscript CS denotes integration over the bounding surface of the cell.
Discretizing this reduced finite volume equation transforms the surface integral into a
summation over the faces of the cell, denoted f in Figure 5.1
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Eq. (5.3)

Here v is the average face velocity, n is the outward-pointing unit normal vector, Φf is the
average face value of the dependent variable, and Af is the face area. The equation may
be expressed more simply in terms of face mass flow rates as:

# faces

 m f  f 

f 1


 
Af
  n̂ j
x j 
f 1 

# faces

Eq. (5.4)

In general, discrete values for Φ are stored at each cell centroid; however, the values of
Φf used in the numerical representation of the convective term must be determined via
reconstruction from this known centroid data.
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Figure 5.1

Unstructured grid.

Notes: For the examined face (f), the position vector rf is constructed from the centroid
of the upwind (U) cell toward the downwind (D) cell intersecting the face centroid. The
upwind and downwind cells are determined by the velocity vector (V̅ ).
The simplest upwind-biased method available for calculating Φf is pure first-order
upwinding (FOU). This scheme simply defines Φf to be equal to the value of Φ in the
upwind cell, ΦU in Figure 5.1. To obtain improved accuracy, the second-order
upwinding (SOU) or linear reconstruction method is often employed. For this method, Φf
is defined as:

 f   U    r f
where

rf

Eq. (5.5)

is the position vector between the upwind cell centroid and the face centroid

and Φ is the gradient of Φ in the upwind cell. The gradient must be computed
numerically, for example, the Green-Gauss Theorem estimates the gradient as:

 

1 # faces ~
  f A f n̂ f
V f 1
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Eq. (5.6)

~
in which V is the cell volume and 
f is an estimated value of Φ at the face centroid. For

the comparison simulations presented in this chapter, the gradients for each cell are
~
calculated by FLUENT using a cell-based method, in which 
f is set equal to the

arithmetic average of the values of Φ at the neighbor cell centroids (e.g. ΦU and ΦD in
Figure 4.1). In most cases, a flux limiter is used in conjunction with the SOU scheme for
calculating Φf. The limiter developed by Barth and Jespersen [14] is employed by
FLUENT for use with its second-order method.
Optimization-Based Gradient REconstruction (OGRE) Scheme

OGRE-N
The current work details the development of an Optimization-based GradientREconstruction (OGRE) scheme for use in finite-volume methods. The initial
implementation of this scheme is based on minimization of differences in projected
values from the centroid of a given cell and the centroid of its neighbor cell at the
midpoint between these two centroids. From these results, gradients of the scalar
variable Φ can be determined that provide a low-dissipation solution.
In order to employ the OGRE scheme, the degree of mismatch between the value
of Φ and its gradients at the midpoint (point M in Figure 5.2) between a given cell’s
centroid (point O in Figure 5.2) and its neighbor’s centroid (point 1 in Figure 5.2) must
first be determined. This is done through the use of Taylor series expansions about each
point as expressed in Equations 5.7 and 5.8 below.
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Eq. (5.7)
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Eq. (5.8)

Here, x1 is the x-coordinate and y1 is the y-coordinate of the vector x̅ 1, which extends
from the centroid of the current cell (O) to the centroid of the neighboring cell (1).
Furthermore, l1 is the magnitude of the position vector x̅ 1, and x̂ 1 and ŷ1 are the
normalized x- and y-coordinates of this vector. The coefficient σ is a weighting
parameter that balances the relative contribution of the mismatch between Φ and the
mismatch between its gradients, in the objective function to be constructed below.
Higher values of σ imply a greater weight for decreasing the mismatch of Φ at the control
points, yielding greater accuracy, while lower values of σ imply a greater weight on the
mismatch of the gradients of Φ, allowing for greater stability. Note that in the limit σ →
0, the gradients in a given cell and its neighbor must be equal for Equation 5.8 to balance.
Such a case will lead to all gradients evaluating to zero, and recovery of a pure first order
upwind scheme.

93

Figure 5.2

Unstructured grid.

Notes: Here x̅ 1 is the position vector between the centroid of a given cell (O) and the
midpoint (M) between said cell and a neighbor cell centroid (1).
In practice, a value of Φ can be defined at the midpoint between the given cell and
its neighbor. This value is taken as the average of the projected midpoint values from
each of the two cells:

1M 

 



 
1 
x1 
y1    1 
x1 
y1 
 0 
x 0
y 0  
x 1
y 1 
2 

Eq. (5.9)

By defining Φ1M in this manner, Equation 4.7 may be rewritten as:
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Eq. (5.10)

After obtaining expressions similar to those in Equations 5.8-5.10 for each
neighboring cell, a local objective function can be defined in terms of the two mismatch
expressions as:
N



F   Rn2  R  n
n1
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2



Eq. (5.11)

where N is the number of stencil neighbors. To minimize this convex function, the
derivatives of F are taken with respect to each of the terms of Φ and set equal to zero:
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Eq. (5.12)
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Algebraic manipulation yields the 2x2 matrix system below (for the 2-D case) that can be
solved by any number of matrix solution methods; in this study, simple Gaussian
Elimination is employed.
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ln

ln

n



N



n 1

n



N



n 1

N




x̂
x
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Eq. (5.14)

Since the so-called Barth limiter [14] is inherently diffusive, the NLNM limiter
developed by Poe and Walters [8,9] was originally coupled with this OGRE scheme
(denoted OGRE-N) so that the low-dissipative nature of the novel scheme could be better
illustrated. In order to implement this method into the FLUENT solver, the scalar
variable Φ was defined as a User Defined Scalar (UDS), and the subroutines for
calculating the gradient using the OGRE scheme were written as User Defined Functions
(UDF). The output of the UDF subroutines was a source term defined for each cell by
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the summation of the difference between the novel projected face value, Φf, and ΦC for
each face. The discretization scheme for the solver was set to FOU; however, the
algorithm was made second-order with the addition of the UDF source term.
OGRE-L
An alternative to the above approach for the Optimization-based GradientREconstruction (OGRE) scheme has been developed, in which different control points
are used in an attempt to improve both the accuracy and the stability of the scheme. For a
given cell, this second implementation seeks to minimize differences in projected values
from the centroids of neighbor cells to selected quadrature points on the shared face.
From these results, gradients of the scalar variable Φ can be determined that provide a
low-dissipative, or sharpened, solution.
In order to employ the OGRE scheme, the value of Φ and its gradients at the
quadrature points (points Q1a and Q1b in Figure 5.3) from information at the current and
neighbor’s centroids (points 0 and 1 in Figure 5.3) must first be determined. Each
quadrature point is located on the shared face, midway between each face node and face
centroid, thus the number of quadrature points on each face is equal to the number of
nodes defining the face topology (3 for triangular faces, 4 for quadrilateral faces, etc.).
Note that the different locations for the quadrature points have been examined, including
the exact locations used for Gauss integration, and at the nodes defining the face vertices.
The approach adopted herein was determined to provide the best compromise between
accuracy and stability for both structured and unstructured mesh topologies.
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The values at the control points are determined from information in each neighbor
cell through the use of the Taylor series expansions about each point as expressed in
Equations 5.15 and 5.16 below.
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Eq. (5.15)
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Here, x1 and y1 are the x- and y-coordinates of the vector x̅ 01a, which extends from the
centroid of the current cell (0) to the first quadrature point (Q1a). Furthermore, l1 is the
magnitude of the position vector x̅ 01a, and x̂ 1 and ŷ1 are the normalized x- and ycoordinates of this vector. As above, the coefficient σ is a weighting parameter that
balances the importance between the values of Φ and those of its gradients. Higher
values of σ emphasize the importance of the mismatch of Φ, allowing for greater
accuracy, while lower values of σ emphasize the importance of the mismatch of the
gradients of Φ, allowing for greater stability.
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Figure 5.3

Unstructured grid.

Notes: For a given face (f), quadrature points (Q1a, Q1b) are located for each face by
determining the midpoint between the face centroid (M) and each face node (N).
Position vectors x01a and x11a are then formed between the current (0) and neighbor (1)
cell centroids and a quadrature point.
After obtaining expressions similar to those in Equations 5.15 and 5.16 for any
additional quadrature points on the face, as well as for those on each of the remaining cell
faces, the objective function to be minimized is defined in terms of the two expressions
as:
N
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Eq. (5.17)
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where N is the number of stencil neighbors multiplied by the number of quadrature points
per shared face. To minimize this convex function, the derivatives of F are taken with
respect to each of the terms of Φ and set equal to zero:
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Eq. (5.18)

Eq. (5.19)

Algebraic manipulation yields the 2x2 matrix system (for the 2-D case) below that can be
solved by any number of matrix solution methods; in this study, simple Gaussian
Elimination is employed.
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y n n1
x n 
ln
n1

Eq. (5.20)

Since the so-called Barth limiter [14] is inherently diffusive, the LNM limiter
developed by Poe and Walters [25] was coupled with this version of the OGRE scheme
(denoted OGRE-L) so that the low-dissipative nature of the novel scheme could be better
exemplified. In order to implement this method into the FLUENT solver, the scalar
variable Φ was defined as a User Defined Scalar (UDS), and the process of calculating
the gradient using the OGRE Scheme was written as a User Defined Function (UDF).
The output of the UDF was a source term defined for each cell by the summation of the
difference between the novel projected face value, Φf, and ΦC for each face. The
discretization scheme for the solver was set to FOU; however, the algorithm was made
second-order with the addition of the UDF source term.
The limited OGRE scheme was also employed in the computational solution of
the steady, incompressible Navier-Stokes equations:
u j 
x j
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Eq. (5.21)
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The methodology described above was implemented separately for each scalar velocity
component.
Demonstration Test Cases
Scalar Advection Equation

OGRE-N
To test the new gradient calculation method, several 2D, steady-state simulations
were run. The domain was a unit square in the x- and y-directions. Two grids were used:
one Cartesian with 100x100 cells and one unstructured triangular grid with 10,116 cells.
The unstructured mesh intentionally used an edge length that yielded a cell count
approximately equal to the Cartesian mesh. The simple test cases considered here are
based on pure steady advection of a passive scalar Φ in a known incompressible velocity
field, u. Solutions are obtained from the initial OGRE scheme with a weighting
parameter σ = 2.0 (denoted OGRE), a limited version of the original scheme employing
the NLNM limiter developed by Poe and Walters [8,9] (denoted OGRE-N), a Barthlimited [14] second-order upwind scheme (denoted SOU-B), and a first-order upwind
scheme (denoted FOU).
Single Discontinuity
For the first set of test cases, the gradient calculation schemes were tested for the
case of a discontinuous variable field, to examine the non-physical oscillations present in
unlimited second-order schemes. The bottom of the domain was set as an inlet with Φ =
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0, while the left side of the domain was set as an inlet with Φ = 1. Two cases were run
utilizing the structured grid. For the first, the velocity was uniform at an angle of 26.56°
from the horizon; for the second, velocity was uniform at an angle of 45°. Figure 5.4
shows the contours of Φ for the SOU-B and OGRE-N methods. From the figure it can be
seen that neither method possesses the non-physical oscillations at the discontinuity
present in unlimited second-order schemes. Furthermore, the solution using the new
method is less dissipative in the region of the discontinuity.

(a)
Figure 5.4

(b)

Non-smoothed contours of Φ: (a) SOU-B; (b) OGRE-N.

Notes: This figure is obtained for the structured grid case with a uniform velocity field
26.56° from the horizontal and a discontinuous variable field.
Figure 5.5 compares the resolution of the discontinuity for the four methods tested
on the structured grid with a velocity angle of 26.56°. The plot shows the distribution of
Φ in the y-direction at the location x = 0.5 in the domain. Differences in the first- and
second- order schemes are immediately apparent. While the first-order scheme is
excessively dissipative, the second-order schemes more accurately capture the
discontinuity. The unlimited OGRE gradient method possesses the over-shoot inherent to
second-order methods; however, the limited method (OGRE-N) rids the solution of these
oscillations while maintaining a steep discontinuity. For the structured grid 45° velocity
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case, similar results were achieved; although, slightly less difference between the two
limited second-order methods was noted.

Figure 5.5

Plot of Φ vs y-coordinate at x = 0.5 for FOU, SOU-B, OGRE, and OGREN schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity field
26.56° from the horizontal and a discontinuous variable field.
Figure 5.6 shows a plot of Φ at x = 0.5 for the four methods tested on an
unstructured grid with a velocity field 45° from the horizontal. As with the previous test
cases, the three second-order methods are much less dissipative than the first-order
method. Both the limited and unlimited OGRE methods yield solutions with less
dissipative discontinuities than the existing Barth-limited second-order method. Unlike
the structured grid results, however, the unlimited OGRE method has much less overand under-shoot displayed in the solution. This result is, perhaps, one of the most
significant presented in this chapter and is further investigated in other test cases below.

102

Figure 5.6

Plot of Φ vs y-coordinate at x = 0.5 for FOU, SOU-B, OGRE, and OGREN schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field
45° above the horizontal and a discontinuous variable field.
The gradients of the scalar variable Φ were also investigated in this study. For
this discontinuity test case, ∂Φ/∂x and ∂Φ/∂y for the structured grid, 26.56° velocity case
are presented in Figures 5.7 and 5.8. For both of these gradient plots, the peak or trough
at the location of the discontinuity is much narrower for the OGRE method results than
the solution yielded by the existing method. This is indicative of a less-dissipative
scheme. As with the plots of Φ itself, oscillations in the gradients are seen with the
unlimited OGRE method. These results indicate that while the new method proves to be
much less dissipative that the existing method, a low-dissipation limiter is still necessary
to achieve accurate solutions. The gradient plots for each of the other discontinuity cases
showed similar results and were not included.
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Figure 5.7

Plot of ∂Φ/∂x vs y-coordinate at x = 0.5 for SOU-B, OGRE, and OGRE-N
schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity field
26.56° from the horizontal and a discontinuous variable distribution.

Figure 5.8

Plot of ∂Φ/∂y vs y-coordinate at x = 0.5 for SOU-B, OGRE, and OGRE-N
schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity field
26.56° from the horizontal and a discontinuous variable distribution.
Periodic Inlet Profiles
To examine the behavior of the OGRE scheme when in regions of naturally
occurring extrema of smooth functions, various sinusoidal inlet profiles of Φ were
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convected through the domain. Profiles with one, two, eight and twelve sine wave
periods were applied at the left inlet boundary. As with the previous set of test cases,
results were obtained for a structured grid with uniform 26.56° and 45° velocity fields, as
well as for an unstructured grid with a uniform 45° velocity field. For the one- and twoperiod sine wave cases, the first-order method showed some damping of the extrema;
little difference was noted between the second-order methods, which all maintained the
extrema throughout the domain. This result is expected since the smooth variations are
very well resolved in these cases.
As the number of sine wave periods at the inlet was increased, however,
significant differences in the second-order schemes became apparent. Figures 5.9 and
5.10 present the results obtained for the structured grid, 26.56° velocity field cases. As
with the discontinuity cases presented above, significant differences can be seen between
the second-order schemes tested. The OGRE method possesses a very small amount of
dissipation as compared to the existing second-order method. Very little difference can
be noted between the limited and unlimited OGRE schemes. Again as expected, Figure
5.10 shows that the first-order scheme is excessively dissipative, almost completely
wiping out at the domain exit (y = 1.0) any semblance of the sine wave profile initially
introduced at the inlet. In Figure 5.11, the results for the structured grid, 45° velocity
field cases are presented. Once more, the first-order scheme produces erronous results;
however, in this case, the existing second-order method yields results that are only
slightly less dissipative than the first-order results. While slightly more dissipative than
the structured grid, 26.56° case with eight sine wave periods at the inlet, the limited and
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unlimited OGRE schemes are signifcantly less dissipative than the existing second-order
scheme.

(a)
Figure 5.9

(b)

Non-smoothed contours of Φ: (a) SOU-B; (b) OGRE-N.

Notes: This figure is obtained for the structured grid case with a uniform velocity field
26.56° from the horizontal and a sinusoidal variable distribution with eight waves
introduced at the inlet.

Figure 5.10

Plot of Φ vs x-coordinate at y = 1.0 for FOU, SOU-B, OGRE, and OGREN schemes

Notes: This plot is obtained for the structured grid case with a uniform velocity field
26.56° from the horizontal and a sinusoidal variable distribution of eight waves
introduced at the inlet.
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Figure 5.11

Plot of Φ vs x-coordinate at y = 1.0 for FOU, SOU-B, OGRE, and OGREN schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity field of
45° from the horizontal and a sinusoidal variable distribution of eight waves introduced at
the inlet.
As a more quantitative measure of the performance of each scheme, the
dissipation for each case was determined by:
D     v  n̂  2 dA
CS

Eq. (5.23)

where n̂ is the unit normal vector out of the domain, and the integration is performed over
the entire domain boundary. The results of this calculation are presented for the specified
cases in Table 5.1. As discussed above, the OGRE solution is at least 59.8% less
dissipative than the solution produced by the SOU-B scheme for the structured grid, eight
sine wave cases.
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Table 5.1

Dissipation for eight and twelve sine wave cases.

Eight Sine Wave Cases
FOU
SOU-B
OGRE
OGRE-N
8.13E-01 6.65E-01 1.49E-01 2.12E-01
S26.56°
3.24E-01 3.82E-01 1.29E-01 1.54E-01
S45°
5.08E-01 3.16E-01 1.73E-02 8.73E-02
U45°
Twelve Sine Wave Cases
FOU
SOU-B
OGRE
OGRE-N
6.99E-01 8.69E-01 5.07E-01 5.61E-01
S26.56°
4.26E-01 4.12E-01 4.06E-01 4.14E-01
S45°
4.67E-01 4.88E-01 1.12E-01 2.68E-01
U45°
Notes: Each “S” represents a structured grid case, while “U” indicates an unstructured
grid case. The number of degrees indicates the velocity field orientation to the
horizontal.

The case with an eight-period inlet profile was also examined for the unstructured
grid with the 45° velocity field. Contours and plots of Φ for the schemes tested are
displayed in Figures 5.12 and 5.13. As in the structured grid cases, the first-order scheme
virtually eliminates the profiles as it is convected through the domain. The second-order
methods are clearly less dissipative; however, there are distinct differences between the
existing second-order scheme and the OGRE scheme. From Table 5.1, the limited OGRE
method is 72.4% less dissipative than the existing Barth-limited method for the cases
examined.
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(a)
Figure 5.12

(b)

Non-smoothed contours of Φ: (a) SOU-B; (b) OGRE-N.

Notes: This figure is obtained for the unstructured grid case with a uniform velocity field
of 45° from the horizontal and a sinusoidal variable distribution of eight waves
introduced at the inlet.

Figure 5.13

Plot of Φ vs x-coordinate at y = 1.0 for FOU, SOU-B, OGRE, and OGREN schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field
45° from the horizontal and a sinusoidal variable distribution of eight waves introduced at
the inlet.
The final convected sine wave simulations used a twelve-period profile at the
inlet. The data from the structured 26.56° case is shown in Figure 5.14. For this case, all
the schemes tested yield more dissipative results; although, the differences between the
schemes are even more apparent. For approximately one quarter of the domain, the
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solution from the existing second-order method collapses onto the very diffusive, firstorder method. The limited and unlimited OGRE schemes convect this high number of
sine wave periods through the domain with much less dissipation; the limited OGRE
method is 35.5% less dissipative compared to the existing scheme. The results from the
unstructured grid with a 45° velocity field case are presented in Figure 5.15. For the
majority of the domain in this case, the existing Barth-limited method is marginally less
dissipative than the first-order method. As seen in previous cases, the OGRE schemes
possess significantly less dissipation than the existing second-order scheme; according to
Table 5.1, the limited OGRE method is 45.1% less dissipative for this case.

Figure 5.14

Plot of Φ vs x-coordinate at y = 1.0 for FOU, SOU-B, OGRE, and OGREN schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity field
26.56° from the horizontal and a sinusoidal variable distribution of twelve waves
introduced at the inlet.
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Figure 5.15

Plot of Φ vs x-coordinate at y = 1.0 for FOU, SOU-B, OGRE, and OGREN schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field
45° from the horizontal and a sinusoidal variable distribution of twelve waves introduced
at the inlet.
For the sine wave profile cases, the gradients themselves were also examined.
Figures 5.16 and 5.17 provide plots of ∂Φ/∂x and ∂Φ/∂y at the domain exit (y = 1.0) for
the unstructured grid with a 45° velocity field, twelve-period sine wave case. These
results mirror those presented above– the gradients calculated by the existing secondorder method are much smaller in magnitude than those calculated by the OGRE method,
indicating a much more diffusive scheme. Again for the smooth variable field, there is
virtually no difference between the limited and unlimited OGRE schemes. Examination
of the gradients for each of the other sine wave cases yielded similar results and are not
presented here.
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Figure 5.16

Plot of ∂Φ/∂x vs x-coordinate at y = 1.0 for SOU-B, OGRE, and OGRE-N
schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field
45° from the horizontal and a sinusoidal variable distribution of twelve waves introduced
at the inlet.

Figure 5.17

Plot of ∂Φ/∂x vs x-coordinate at y = 1.0 for SOU-B, OGRE, and OGRE-N
schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field
45° from the horizontal and a sinusoidal variable distribution of twelve waves introduced
at the inlet.
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Non-Uniform Velocity
A final set of test cases was run to examine the performance of the OGRE scheme
in a non-uniform velocity field. For these cases, the inlet of the domain was split into
two regions, with the top region assigned a Φ value of 1 and the bottom region assigned a
value of 0. The velocity through the domain was sinusoidal, with the discontinuity in Φ
convected through the domain. Figure 5.18 shows the non-smoothed Φ contours for the
SOU-B, OGRE and OGRE-N unstructured grid cases. As seen throughout this study,
over- and under-shoot is present in the unlimited OGRE scheme, excessive dissipation is
produced by the existing second-order method, and these problems are alleviated by the
limited OGRE method. Figures 5.19 and 5.20 detail the results of the first- and secondorder schemes on both the structured and unstructured grids, respectively. For all the
cases examined thus far, a Φ mismatch verses Φ mismatch weighting parameter (σ)
value of 2 was determined to achieve the best balance between stability and accuracy.
However, for the structured grid non-uniform velocity field case employing the unlimited
OGRE scheme, this value of σ was too high to produce a solution. It was, therefore,
determined that a value 0.5 was necessary to obtain a solution for this situation; although,
the solution that was obtained possessed a level of dissipation in between that of the firstorder and existing second-order schemes as shown in Figure 5.19. When the limiter was
included with the novel gradient calculation method, the weighting parameter value was
again able to be increased to 2, producing a solution with very low dissipation (Figure
5.19). This again indicates the necessity of the coupling of a low-dissipation limiter and
a low-dissipation gradient calculation method in order to obtain the most accurate results.
For the unstructured grid case, no issues arose relating to the weighting parameter value.
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The results from this case are presented in Figure 5.20 and echo those presented
throughout the study– the unlimited OGRE method possesses little dissipation and nonphysical oscillations, while the limited OGRE method exhibits no oscillations as well as
significantly less dissipation than the existing second-order method.

(a)
Figure 5.18

(b)

(c)

Non-smoothed contours of Φ: (a) SOU-B; (b) OGRE; (c) OGRE-N.

Notes: This figure is obtained for the unstructured grid case with a non-uniform velocity
field and a discontinuous variable distribution.

Figure 5.19

Plot of Φ vs x-coordinate at y = 0.5 for FOU, SOU-B, OGRE, and OGREN schemes.

Notes: This plot is obtained for the structured grid case with a non-uniform velocity field
and a discontinuous variable distribution.
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Figure 5.20

Plot of Φ vs x-coordinate at y = 0.5 for FOU, SOU-B, OGRE, and OGREN schemes.

Notes: This plot is obtained for the unstructured grid case with a non-uniform velocity
field and a discontinuous variable distribution.
Computational Considerations
Computational cost and convergence rate for the limited OGRE scheme were also
considered in this study; results were compared to those from the existing limited SOU
method. For the structured grid, single sine wave cases, the convergence rate of the SOU
method was slightly faster than that of the novel scheme, as seen in Figure 5.21. For the
structured grid, multiple sine waves and discontinuity cases and all of the unstructured
grid cases, however, the convergence rates between the two methods were found to be
nearly identical, as seen in Figure 5.22. It was determined that the NLNM limited OGRE
scheme was 55.6% slower on average than the existing method. This large increase in
computational cost is attributed to the fact that Gaussian elimination is currently
employed in the novel scheme. While various other methods exist which may be
employed to solve the matrix equation more cheaply, investigation of these options is not
the main aspect of this study at this time.
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Figure 5.21

Plot of residual vs iteration for SOU-B and OGRE-N schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity field
26.56° from the horizontal and a sinusoidal variable distribution of a single wave
introduced at the inlet.

Figure 5.22

Plot of residual vs iteration for SOU-B and OGRE-N schemes.

Notes: This plot was obtained for the structured grid case with a uniform velocity field of
45° from the horizontal and a sinusoidal variable distribution of eight waves introduced at
the inlet.
OGRE-L
To initially test the OGRE-L scheme variant, several 2D, steady-state simulations
were run. The domain was a unit square in the x- and y-directions. Two grids were used:
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one unstructured triangular grid with 22,536 cells and one Cartesian with 100x100 cells.
The simple test cases considered here are based on pure steady advection of a passive
scalar Φ in a known incompressible velocity field, u. Solutions are obtained with the
new LNM [25] limited and unlimited second-order upwind scheme (denoted OGRE-L
and OGRE, respectively), and are compared to solutions from a first-order upwind
scheme (denoted FOU) and a second-order scheme employing the Barth [14] limiter
(denoted SOU-B).
Double Step
For the first set of tests, the schemes were examined for the case of a
discontinuous variable field, to ensure that any non-physical oscillations were removed
without introducing excessive amounts of dissipation. The left (x = 0) and bottom (y = 0)
boundary conditions are:
1  y  1/ 6
 x 0  
0  y  1/ 6
1  x  1/ 6
 y 0  
0  x  1/ 6

Eq. (5.24)

after the double step profile modeled in [22].
For the unstructured grid case, the velocity was uniform at an angle of 45˚ from
the horizontal; Figure 5.23 shows the contours of Φ for the SOU-B and SOU-L methods
for this case. From the figure, it can be seen that neither method possesses the nonphysical oscillations at the discontinuity present in unlimited second-order scheme;
however, the region of discontinuity for the novel method’s solution is clearly less
dissipative than that of the existing methods.
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(a)

(b)

Figure 5.23

Non-smoothed contours of Φ: (a) SOU-B; (b) OGRE-L.

Notes: This figure is from the unstructured grid case with a uniform velocity field of 45°
from the horizontal and a discontinuous, double-step variable distribution.
Figure 5.24 compares the resolution of the discontinuity for the four methods
tested on the unstructured grid case. The plot shows the distribution of Φ in the ydirection at the location x = 0.5 in the domain. Differences in the first- and second- order
schemes are immediately apparent. While the first-order scheme is excessively
dissipative, the second-order schemes more accurately capture the discontinuity. The
unlimited new gradient method possesses the over-shoot inherent to second-order
methods; however, the limited method (OGRE-L) rids the solution of these oscillations
while maintaining a steeper discontinuity than the solution produced by the existing
scheme.
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Figure 5.24

Plot of Φ vs y-coordinate at x = 0.5 for FOU, SOU-B, OGRE, and OGREL schemes.

Notes: This data is obtained for the unstructured grid case with a uniform velocity field
45° above the horizontal and a discontinuous, double-step variable distribution
Two cases were run utilizing the structured grid. For the first, the velocity was
uniform at an angle of 26.56° from the horizontal; for the second, velocity was uniform at
an angle of 45°. As with the unstructured grid case, the three second-order methods are
much less dissipative than the first-order method, and the unlimited method exhibits
over- and under-shoot. Both the limited and unlimited new gradient methods yield
solutions with less dissipative discontinuities than the existing Bath-limited second order
method.
The gradients of the scalar variable Φ were also investigated in this study. For
this discontinuity test case, ∂Φ/∂x and ∂Φ/∂y for the unstructured grid, 45° velocity case
are presented in Figures 5.25 and 5.26. For both of these gradient plots, the peak or
trough at the location of each discontinuity is much narrower for both of the new method
results than the solution yielded by the existing method. This is indicative of a less119

dissipative scheme. As with the plots of Φ itself, oscillations in the gradients are seen
with the unlimited OGRE method. These results indicate that while this method proves
to be much less dissipative that the existing method, a low-dissipation limiter is still
necessary to achieve accurate solutions. The gradient plots for each of the other
discontinuity cases showed similar results and were not included.

Figure 5.25

Plot of dΦ/dx vs y-Coordinate at x = 0.5 for SOU-B, OGRE, and OGRE-L
schemes.

Notes: This data is obtained for the unstructured grid case with a uniform velocity field
45° above the horizontal and a discontinuous, double-step variable distribution.
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Figure 5.26

Plot of dΦ/dy vs y-Coordinate at x = 0.5 for SOU-B, OGRE, and OGRE-L
schemes.

Notes: This data is obtained for the unstructured grid case with a uniform velocity field
45° above the horizontal and a discontinuous, double-step variable distribution.
Periodic Inlet Profiles
To examine the behavior of the new scheme when dealing with the naturally
occurring extrema of a smooth variable field, various simple periodic profiles of the
dependent variable Φ were applied as inlet conditions and convected through the square
domain. Sine wave profiles with one, two, eight and twelve periods were applied at the
left inlet boundary. As with the previous set of test cases, results were obtained for an
unstructured grid with a uniform 45° velocity field, as well as for a structured grid with
uniform 26.56° and 45° velocity fields.
As the number of variable profile periods at the inlet was increased, significant
differences in the second-order schemes became apparent. Data from the unstructured
grid cases for an eight-period sine wave profile at the inlet are presented in Figures 5.27
and 5.28. As with the discontinuity cases presented above, significant differences can be
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seen between the second-order schemes tested. Figure 5.27 shows that with the new
method, the sinusoidal profile is almost perfectly convected through the domain without
the levels of dissipation present in the existing method. Very little difference can be
noted between the limited and unlimited OGRE schemes as seen in Figure 5.28. Again
as expected, the first-order scheme is excessively dissipative, almost completely wiping
out at the domain exit (y = 1.0) any semblance of the eight sine waves initially introduced
at the inlet.

(a)
Figure 5.27

(b)
Non-smoothed contours of Φ: (a) SOU-B; (b) OGRE-L.

Notes: This figure is obtained for the unstructured grid case with a uniform velocity field
45° from the horizontal and a sinusoidal variable distribution of eight waves introduced at
the inlet.
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Figure 5.28

Plot of Φ vs x-coordinate at y = 1.0 for FOU, SOU-B, OGRE, and OGREL schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field at
45° above the horizontal and a sinusoidal variable distribution of eight waves introduced
at the inlet.
For the simulations using a twelve-period sine wave profile at the inlet, the data
from the unstructured 45° case is shown in Figure 5.29. For this case, all the schemes
tested yielded at least slightly more dissipative results; although, the differences between
the schemes are even more apparent. As can be seen, the existing second-order method is
only slightly less dissipative that the first-order method, while both the limited and
unlimited new schemes convect the sinusoidal profile through the domain with minimal
dissipation.

123

Figure 5.29

Plot of Φ vs x-coordinate at y = 1.0 for FOU, SOU-B, OGRE, and OGREL schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field
45° from the horizontal and a sinusoidal variable distribution of twelve waves introduced
at the inlet.
Results from the structured grid cases produced similar results: the first order
solutions were severely erroneous, the limited and unlimited new schemes were nearly
the same and showed improvement over the existing scheme. For the 26.56˚ uniform
velocity case, however, the difference between the OGRE and existing methods is more
apparent.
For the sine wave cases, the gradients themselves were also examined. Figures
5.30 and 5.31 provide plots of ∂Φ/∂x and ∂Φ/∂y at the domain exit (y = 1.0) for the
unstructured grid with 45° velocity field, eight sine wave case. These results mirror those
presented above – the gradients calculated by the existing second-order method are much
smaller in magnitude than those calculated by the novel method, indicating a much more
diffusive scheme. Again for the smooth variable field, there is virtually no difference
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between the limited and unlimited OGRE schemes. Examination of the gradients for
each of the other sine wave cases yielded similar results and are not presented here.

Figure 5.30

Plot of dΦ/dx vs x-Coordinate at y = 1.0 for SOU-B, OGRE, and OGRE-L
schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field
45° from the horizontal and a sinusoidal variable distribution of eight waves introduced at
the inlet.

125

Figure 5.31

Plot of dΦ/dy vs x-Coordinate at y = 1.0 for SOU-B, OGRE, and OGRE-L
schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field
45° from the horizontal and a sinusoidal variable distribution of eight waves introduced at
the inlet.
As a more quantitative measure of the performance of each scheme, the error for
each case was determined. Figure 5.32 shows a log-log plot of the each scheme’s error
verses grid size for the structured grid, eight sine wave case; five grids of varying
densities ranging from 50x50 to 200x200 cells were examined. It can be seen that the
error order for both the unlimited and limited OGRE methods are essentially the same
(2.0). The existing second-order scheme is calculated to give an error order 1.7, while
the first-order scheme has an error order less than one (0.1) for this 2D application.
Figure 5.33 examines each scheme’s error verses grid size for the unstructured grid, eight
sine wave case; nine grids of varying densities ranging from 3,602 to 90,004 cells were
examined. The error order for both the unlimited and limited OGRE methods are shown
to be essentially the same (1.6). The existing second-order scheme is calculated to give
an error order 1.9, while the first-order scheme again shows an error order less than one
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(0.3). Though the error order of the OGRE schemes appears to be less than that of the
existing second-order method for this unstructured grid case, it is important to note that
the actual calculated error for the new methods is much lower than that for the existing
method for all grid coarsnesses.

Figure 5.32

Error vs grid size for FOU, SOU-B, OGRE, and OGRE-L schemes.

Notes: This log-log plot is obtained for the structured grid case with a uniform velocity
field 45° from the horizontal and a sinusoidal variable distribution of eight waves
introduced at the inlet.
Table 5.2

Error and order of accuracy for eight sine wave case.

Eight Sine Wave Cases
FOU
SOU-B
OGRE
OGRE-L
4.85E-01 4.37E-01 3.84E-01 3.86E-01
50x50
4.75E-01 3.42E-01 2.25E-01 2.25E-01
80x80
4.67E-01 2.64E-01 1.51E-01 1.51E-01
100x100
4.40E-01 7.22E-02 3.45E-02 3.28E-02
200x200
4.11E-01 3.13E-02 1.56E-02 1.39E-02
300x300
1.05E-01 1.70E+00 1.96E+00 2.04E+00
E. Order
Notes: This data is obtained for the structured grid case with a uniform velocity field 45°
from the horizontal and a sinusoidal variable distribution of eight waves introduced at the
inlet. The error is calculated using the L2 error norm.
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Figure 5.33

Error vs grid size for FOU, SOU-B, OGRE, and OGRE-L schemes.

Notes: This log-log plot is obtained for the unstructured grid case with a uniform velocity
field 45° from the horizontal and a sinusoidal variable distribution of eight waves
introduced at the inlet.
Table 5.3

Error and order of accuracy for eight sine wave case.

Eight Sine Wave Cases
FOU
SOU-B
OGRE
OGRE-L
4.59E-01 4.27E-01 1.05E-01 1.13E-01
3,602
4.46E-01 3.75E-01 6.82E-02 7.75E-02
5,620
4.35E-01 3.24E-01 5.00E-02 5.16E-02
8,140
4.27E-01 2.70E-01 3.92E-02 3.89E-02
10,998
4.14E-01 2.14E-01 3.23E-02 3.56E-02
14,392
4.05E-01 1.75E-01 2.60E-02 2.92E-02
18,270
3.95E-01 1.41E-01 2.19E-02 2.39E-02
22,536
3.55E-01 6.17E-02 1.17E-02 1.27E-02
50,766
3.14E-01 3.36E-02 7.54E-03 7.13E-03
90,004
2.70E-01 1.93E+00 1.60E+00 1.56E+00
E. Order
Notes: This data is obtained for the unstructured grid case with a uniform velocity field
45° from the horizontal and a sinusoidal variable distribution of eight waves introduced at
the inlet. The error is calculated using the L2 error norm.

Non-Uniform Velocity
A final set of test cases was run employing the passive the scalar variable Φ to
examine the OGRE scheme’s performance in a non-uniform velocity field. For these
cases, the inlet of the domain was split into two regions and a discontinuous inlet profile
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was applied, with the top region assigned an inlet Φ value of 1, and the bottom region
assigned an inlet Φ value of 0. The velocity distribution through the domain was
sinusoidal, and the discontinuity in Φ was convected through the domain. Figure 5.34
shows contour plots for each of the second-order cases on the unstructured grid. The
over- and undershoot in the unlimited OGRE case (a) and the dissipation in the exiting
scheme case (b) are apparent. As above, the OGRE-L scheme produces results that are
much less dissipative than those yielded by the SOU-B method, without the overshoot of
the non-limited OGRE method. The non-uniform velocity field was also examined on a
structured grid. As in previous cases, the first-order method is very dissipative. All the
second-order methods perform much better for this case, with the new and existing
schemes both yielding results showing very little dissipation.

(a)
Figure 5.34

(b)

(c)

Non-smoothed contours of Φ: (a) SOU-B; (b) OGRE; (c) OGRE-L.

Notes: This figure was obtained for the unstructured grid case with a non-uniform
velocity field and a discontinuous variable distribution.
Computational Considerations
Computational cost and convergence rate for the LNM limited OGRE scheme
were also considered in this study; results were compared to those from the existing Barth
limited SOU method. For the majority of the cases examined, these two methods
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converged at the same rate (Figure 5.35). The exception was for the 26.56° velocity,
structured grid discontinuity case; for this case, the new method converged slightly
slower than the existing method, as seen in Figure 5.36. Also for nearly all the cases, the
limited OGRE method took more time per iteration, though no more than 10% longer
than the existing SOU method. For a few of the sinusoidal cases, however, the new
method actually took less time per iteration than the existing method. On average, the
OGRE method is expected to take 4% longer per iteration than the Barth limited method
and to converge at the same rate.

Figure 5.35

Plot of residual vs iteration for SOU-B and OGRE-L schemes.

Notes: This plot was obtained for the unstructured grid case with a uniform velocity of
45° from the horizontal and a discontinuous variable distribution.
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Figure 5.36

Plot of residual vs iteration for SOU-B and OGRE-L schemes.

Notes: This plot was obtained for the structured grid case with a uniform velocity field of
26.56° from the horizontal and a discontinuous distribution.
Momentum Equations

Shear Driven Cavity Flow
Next, the new scheme was applied to the velocity components and tested for the
solution of the two-dimensional Navier-Stokes equations for the case of shear driven
cavity flow. This test case has been used previously in the literature to document the
performance of higher-order discretization schemes [22,23]. The computational domain
was a unit square with the top wall boundary moving at a velocity such that Re = 1000.
Eight different grids were tested, four structured (22x22, 42x42, 129x129, 250x250) and
four unstructured (1,096; 3,968; 37,518; and 68,952 cells). For method comparison, the
normalized x- and y-velocities were plotted along the normalized cavity centerlines (x =
0.5 and y = 0.5, respectively). These results were then compared to the computational
solution reported by Ghia for a 129x129 grid [24], which was considered the “exact” or
reference solution.
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As expected, the second-order results collapse onto the published results from
Ghia [24] for each of the two finest structured and unstructured grids. Figure 5.37 shows
the velocity magnitude contours over the domain for the coarsest unstructured grid cases
employing unlimited and limited OGRE schemes and the existing second-order scheme;
the approximate “exact” result from the finest unstructured grid case employing the
limited new scheme is also included for comparison. Note that the contours are shown
without post-process smoothing to more clearly highlight the performance of the
schemes.

Figure 5.37

(a)

(b)

(c)

(d)

Non-smoothed velocity contours: (a) SOU-B; (b) OGRE; (c) OGRE-L; (d)
OGRE-L schemes.

Notes: This figure was obtained for shear driven cavity flow. Images (a) – (c) are from
the 1096 cell unstructured grid case, while (d) is from the 37,518 cell unstructured grid
case.
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Figures 5.38 and 5.39 plot the x- and y-components of the velocity in the middle
of the domain (at locations corresponding to x = 0.5 and y = 0.5, respectively) for the
coarsest unstructured grid. Examination of these figures shows that the new scheme
produces results that are closer to the exact results than the first-order and existing
second-order methods tested. For the medium-coarse unstructured grid case and two
coarsest structured grid cases, similar results were obtained (though not shown). As
previously noted, further grid refinement eliminates any visible differences due to
dissipation between the second-order schemes.

Figure 5.38

X-velocity vs y-coordinate at x = 0.5 for FOU, SOU-B, OGRE, and
OGRE-L schemes and experimental solution.

Notes: This plot is obtained for the 1096 cell unstructured grid case of shear driven cavity
flow.
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Figure 5.39

Y-velocity vs x-coordinate at y =0.5 for FOU, SOU-B, OGRE, and OGREL schemes and experimental solution.

Notes: This plot is obtained for the 1096 cell unstructured grid case of shear driven cavity
flow.
Transonic Bump
Finally, transonic behavior was examined by applying the scheme to the
benchmark case of flow over a bump [29-31]. The computational domain was a 1mx3m
rectangle with a pressure inlet and outlet and two walls. The shear stress at the walls was
nominally zero, and the ten percent biconvex bump was located in the middle 1m
segment of the bottom wall. A Mach number of 0.675 was employed to determine the
inlet pressure. Five levels of grid coarseness were tested: 240x80 (SF), 171x57 (SC),
120x40 (SXC), 84x28 (SXXC), and 60x20 (SXXXC). To compare the two limited
second-order methods (a solution employing the unlimited OGRE scheme was unable to
be obtained due to the sensitivity to discontinuity when applied to the momentum
equations), the Mach number was plotted along the bump for each flow solution.
Figure 5.40 demonstrates the differences in the results for the OGRE-L method
for each of the grids tested; it can be seen that in the region of the shock, the solution
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becomes less diffuse as the grid becomes denser. Figure 5.41 shows the results for the
FOU, SOU-B, and OGRE-L cases for the coarsest grid (SXXXC). The results from each
of the three schemes tested are very dissipative for this case; however, the new method is
the only one that retains the shape of the curve in the region of the shock. For this case,
the first-order method predicts that the shock occurs at 60.2% of the chord length, the
existing method predicts 65.4%, and the new method predicts 70.4%; published results
show that it should be generated at 71% of the chord length.

Figure 5.40

Mach number vs x-coordinate for SXXXC, SXXC, SXC, SC, and SF grid
sizes.

Notes: This plot was obtained from the transonic bump cases employing the OGRE-L
scheme.
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Figure 5.41

Mach number vs x-coordinate for FOU, SOU-B, and OGRE-L schemes.

Notes: This plot was obtained for the SXXXC grid transonic bump case.
For the next coarsest grid, the results yielded are similar- the new method is less
dissipative and better predicts the location of the shock. The existing second-order
method results improve greatly for the SXC case, producing results that are as good as
those from the new second-order method. For the finest grid cases, the new method
results show improvement over the existing method solution; although, both schemes
predict the location of the shock at 70.4% of the chord length.
Summary and Conclusions

A new, low-dissipation optimization-based gradient reconstruction (OGRE)
scheme was developed and applied to the solution of the scalar advection equation and
the Navier-Stokes equations for a number of 2D, steady test cases. The OGRE scheme is
based on a weighted degree of mismatch between projections of the scalar variable and
its gradients. Solutions produced by the limited and unlimited novel method were
compared with those from first-order upwind and limited second-order upwind methods.
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The new scheme shows improvement over the existing methods in the area of solution
dissipation, particularly in cases where unstructured grids are employed.
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CHAPTER VI
FINAL CONCLUSIONS

Comparison of Methods

As a conclusion to this study, each of the four methods developed (SOU-N, SOUL, OGRE-N, OGRE-L) were compared. The eight and twelve sine wave, double step,
and non-uniform velocity cases were examined for this comparison; results from the
existing Barth limited SOU method were also included in this chapter, even though the
solutions from this method were nearly always worse than those yielded by each of the
new methods presented here, as discussed in previous chapters.
For nearly all of the cases using the structured grids, the OGRE-N scheme yielded
better results than the other methods, followed very closely by the results from the SOUN and SOU-L methods, and, the OGRE-L scheme as can be seen in Figure 6.1. For the
remaining structured grid cases, the results from the OGRE-N, SOU-N, and SOU-L
methods were essentially the same, followed by those from the OGRE-L scheme, as
shown in Figure 6.2.
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Figure 6.1

Plot of Φ vs y-coordinate at x = 0.5 for SOU-N, SOU-L, OGRE-N, OGREL, and SOU-B schemes.

Notes: This data is obtained for the structured grid case with a uniform velocity field
26.56° above the horizontal and a discontinuous, double-step variable distribution.

Figure 6.2

Plot of Φ vs x-coordinate at y = 1.0 for SOU-N, SOU-L, OGRE-N, OGREL, and SOU-B schemes.

Notes: This plot is obtained for the structured grid case with a uniform velocity field 45°
about the horizontal and a sinusoidal variable distribution of eight waves at the inlet.
For the unstructured grid double step case, the OGRE-L scheme yielded the best
results, followed by the OGRE-N, while the SOU-N and SOU-L methods produced
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essentially equal results (Figure 6.3). For the other unstructured grid cases, solutions
from the two limited OGRE methods were the same and better than those from the SOUN and SOU-L methods, as seen in Figure 6.4.

Figure 6.3

Plot of Φ vs y-coordinate at x = 0.5 for SOU-N, SOU-L, OGRE-N, OGREL, and SOU-B schemes.

Notes: This data is obtained for the unstructured grid case with a uniform velocity field
45° above the horizontal and a discontinuous, double-step variable distribution.
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Figure 6.4

Plot of Φ vs x-coordinate at y = 1.0 for SOU-N, SOU-L, OGRE-N, OGREL, and SOU-B schemes.

Notes: This plot is obtained for the unstructured grid case with a uniform velocity field
45° above the horizontal and a sinusoidal variable distribution of eight waves introduced
at the inlet.
When the computational considerations between each of the methods were
compared, it was determined that all four methods had very similar convergence rates;
however, there was a vast difference in the time per iteration needed for each of the
schemes to calculate the solution. The OGRE-N scheme required the longest time per
iteration (at 55.6% more than necessary for the existing Barth limited second-order
upwind method). The time per iteration needed for each of the remaining methods was
much less- 6% more, 4% more, and < 1% more than the existing method for the SOU-L,
OGRE-L, and SOU-N schemes, respectively.
From this comparison, it was determined that, while both limiters detailed in this
work greatly increase the accuracy of the existing second-order method, the two schemes
employing the new OGRE method for gradient reconstruction consistently produced far
superior results, particularly in cases involving unstructured grids. Furthermore, the more
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straightforward application of and minimal computational cost of the OGRE-L method
makes it the best choice for further development.
Future Use

It is clear from Chapters III, IV, and V that Objectives 1 (development and testing
of a low-dissipation, non-local, non-monotonic limiter), 2 (development and testing of a
low-dissipation, local, non-monotonic limiter), and 3 (development and testing of a lowdissipation, second-order optimization-based gradient reconstruction scheme) have been
accomplished. Furthermore, from the comparison in the previous section, the new
gradient calculation method paired with the local, non-monotonic limiter is a relatively
computationally inexpensive scheme that consistently yields results with very lowdissipation, especially when used on unstructured grids.
It should be suggested that future research focus on further development of this
new scheme with the intent of applying it to LES simulation of incompressible turbulent
flows on unstructured grids. It is anticipated that the properties of this method will help
achieve more accurate LES results, due to the highly dissipative nature of solutions
obtained with this turbulence modeling method.
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APPENDIX A
USER DEFINED FUNCTIONS IMPLEMENTATION CODE
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Non-local Convective Flux Limiter for Upwind-biased Finite Volume Simulations

/*Iterative_Limiter.c*/
#include "udf.h"
extern Domain* domain;
/* User Defined Scalars */
#define PHI 0
/* User Defined Memory */
#define SRC_PHI 0
#define DPHI_DX 1
#define DPHI_DY 2
#define DPHI_DZ 3
#define PHI_MAX 4
#define PHI_MIN 5
#define ALPHA 6
#define ALPHA_T 7
#define PHI_MAX_N 8
#define PHI_MIN_N 9
#define DISS_FN 10
#define CONV_CHG 11
#define CONV_OUT 12
#define CONV_IN 13
#define MASS_FLOW_OUT 14
#define MASS_FLOW_IN 15
#define PHI_MAX_NEW 16
#define PHI_MIN_NEW 17
#define PHI_PP 18
DEFINE_UDS_FLUX(uds_volume_flux,f,tf,i)
{
return F_VFLUX(f,tf);
}
DEFINE_ADJUST(adjust_fn, domain)
{
Thread *t, *tf, *t0, *t1, *t_up, *t_dn;
cell_t c, c0, c1, c_up, c_dn;
face_t f;
real face_dphi, face_phi, node_dphi, node_phi;
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real f_cent[ND_ND], c_cent[ND_ND], phi_grad[ND_ND], r_f[ND_ND],
n_cent[ND_ND];
real alpha_temp, mdot;
Node* node;
int n, iter_lim;
/* ----- Iteratively determine max and min limits from upstream neighbor cells ----- */
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI_MAX_N) = -1.e20;
C_UDMI(c,t,PHI_MIN_N) = 1.e20;
C_UDMI(c,t,PHI_MAX) = -1.e20;
C_UDMI(c,t,PHI_MIN) = 1.e20;
C_UDMI(c,t,PHI_PP) = -1e20;
C_UDMI(c,t,CONV_CHG) = 0.;
C_UDMI(c,t,CONV_IN) = 0.;
C_UDMI(c,t,CONV_OUT) = 0.;
C_UDMI(c,t,MASS_FLOW_OUT) = 1.e-20;
C_UDMI(c,t,MASS_FLOW_IN) = 1.e-20;
}
end_c_loop(c,t)
}
/* ----- Convective Change ----- */
thread_loop_f(tf,domain)
{
if (!BOUNDARY_FACE_THREAD_P(tf) || THREAD_TYPE(tf) == 12 ||
THREAD_TYPE(tf) == 8)
{
begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
if (F_FLUX(f,tf) > 0.)
{
c_up = c0;
t_up = t0;
c_dn = c1;
t_dn = t1;
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}
else
{
c_up = c1;
t_up = t1;
c_dn = c0;
t_dn = t0;
}
C_CENTROID(c_cent,c_up,t_up);
F_CENTROID(f_cent,f,tf);
mdot = fabs(F_FLUX(f,tf));
NV_VV(r_f, =, f_cent, -, c_cent);
phi_grad[0] = C_UDMI(c_up,t_up,DPHI_DX);
phi_grad[1] = C_UDMI(c_up,t_up,DPHI_DY);
#if RP_3D
phi_grad[2] = C_UDMI(c_up,t_up,DPHI_DZ);
#endif
face_dphi = NV_DOT(phi_grad,r_f);
face_phi = C_UDSI(c_up,t_up,PHI) + C_UDMI(c_up,t_up,ALPHA)*face_dphi;
C_UDMI(c_up,t_up,CONV_OUT) += mdot*face_phi;
C_UDMI(c_dn,t_dn,CONV_IN) -= mdot*face_phi;
C_UDMI(c_up,t_up,MASS_FLOW_OUT) += mdot;
C_UDMI(c_dn,t_dn,MASS_FLOW_IN) -= mdot;
}
end_f_loop(f,tf)
}
else if (THREAD_TYPE(tf) == 4 || THREAD_TYPE(tf) == 10 || THREAD_TYPE(tf) ==
20)
{
begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
C_CENTROID(c_cent,c0,t0);
F_CENTROID(f_cent,f,tf);
mdot = abs(F_FLUX(f,tf));
C_UDMI(c0,t0,CONV_IN) -= mdot*F_UDSI(f,tf,PHI);
C_UDMI(c0,t0,MASS_FLOW_IN) -= mdot;
}
end_f_loop(f,tf)
}
else
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{
begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
C_CENTROID(c_cent,c0,t0);
F_CENTROID(f_cent,f,tf);
mdot = abs(F_FLUX(f,tf));
NV_VV(r_f, =, f_cent, -, c_cent);
phi_grad[0] = C_UDMI(c0,t0,DPHI_DX);
phi_grad[1] = C_UDMI(c0,t0,DPHI_DY);
#if RP_3D
phi_grad[2] = C_UDMI(c0,t0,DPHI_DZ);
#endif
face_dphi = NV_DOT(phi_grad,r_f);
face_phi = C_UDSI(c0,t0,PHI) + C_UDMI(c0,t0,ALPHA)*face_dphi;
C_UDMI(c0,t0,CONV_OUT) += mdot*face_phi;
C_UDMI(c0,t0,MASS_FLOW_OUT) += mdot;
}
end_f_loop(f,tf)
}
}
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,CONV_CHG) =
(C_UDMI(c,t,CONV_OUT)/C_UDMI(c,t,MASS_FLOW_OUT))(C_UDMI(c,t,CONV_IN)/C_UDMI(c,t,MASS_FLOW_IN));
}
end_c_loop(c,t)
}
/*-----------------------------------------------------------------------------------------*/
thread_loop_f(tf,domain)
{
if (!BOUNDARY_FACE_THREAD_P(tf) || THREAD_TYPE(tf) == 12 ||
THREAD_TYPE(tf) == 8)
{
begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
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c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
if (F_FLUX(f,tf) > 0.)
{
c_up = c0;
t_up = t0;
c_dn = c1;
t_dn = t1;
}
else
{
c_up = c1;
t_up = t1;
c_dn = c0;
t_dn = t0;
}
C_CENTROID(c_cent,c_up,t_up);
f_node_loop(f,tf,n)
{
node = F_NODE(f,tf,n);
n_cent[0] = NODE_X(node);
n_cent[1] = NODE_Y(node);
#if RP_3D
n_cent[2] = NODE_Z(node);
#endif
NV_VV(r_f, =, n_cent, -, c_cent);
phi_grad[0] = C_UDMI(c_up,t_up,DPHI_DX);
phi_grad[1] = C_UDMI(c_up,t_up,DPHI_DY);
#if RP_3D
phi_grad[2] = C_UDMI(c_up,t_up,DPHI_DZ);
#endif
node_dphi = NV_DOT(phi_grad,r_f);
node_phi = C_UDSI(c_up,t_up,PHI) + 2.*node_dphi;
C_UDMI(c_up,t_up,PHI_MAX_N) =
MAX(node_phi,C_UDMI(c_up,t_up,PHI_MAX_N));
C_UDMI(c_up,t_up,PHI_MIN_N) =
MIN(node_phi,C_UDMI(c_up,t_up,PHI_MIN_N));
}
C_UDMI(c_dn,t_dn,PHI_MAX) =
MAX(C_UDSI(c_up,t_up,PHI),C_UDMI(c_dn,t_dn,PHI_MAX));
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C_UDMI(c_dn,t_dn,PHI_MIN) =
MIN(C_UDSI(c_up,t_up,PHI),C_UDMI(c_dn,t_dn,PHI_MIN));
}
end_f_loop(f,tf)
}
else
{
begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
if (F_FLUX(f,tf) > 0.)
{
c_up = F_C0(f,tf);
t_up = F_C0_THREAD(f,tf);
C_CENTROID(c_cent,c_up,t_up);
f_node_loop(f,tf,n)
{
node = F_NODE(f,tf,n);
n_cent[0] = NODE_X(node);
n_cent[1] = NODE_Y(node);
#if RP_3D
n_cent[2] = NODE_Z(node);
#endif
NV_VV(r_f, =, n_cent, -, c_cent);
phi_grad[0] = C_UDMI(c_up,t_up,DPHI_DX);
phi_grad[1] = C_UDMI(c_up,t_up,DPHI_DY);
#if RP_3D
phi_grad[2] = C_UDMI(c_up,t_up,DPHI_DZ);
#endif
node_dphi = NV_DOT(phi_grad,r_f);
node_phi = C_UDSI(c_up,t_up,PHI) + 2.*node_dphi;
C_UDMI(c_up,t_up,PHI_MAX_N) =
MAX(node_phi,C_UDMI(c_up,t_up,PHI_MAX_N));
C_UDMI(c_up,t_up,PHI_MIN_N) =
MIN(node_phi,C_UDMI(c_up,t_up,PHI_MIN_N));
}
}
if (THREAD_TYPE(tf) == 4 || THREAD_TYPE(tf) == 10)
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{
C_UDMI(c0,t0,PHI_MAX) = MAX(F_UDSI(f,tf,PHI),C_UDMI(c0,t0,PHI_MAX));
C_UDMI(c0,t0,PHI_MIN) = MIN(F_UDSI(f,tf,PHI),C_UDMI(c0,t0,PHI_MIN));
}
}
end_f_loop(f,tf)
}
}
for (iter_lim = 0; iter_lim < 4; iter_lim++)
{
thread_loop_f(tf,domain)
{
if (!BOUNDARY_FACE_THREAD_P(tf) || THREAD_TYPE(tf) == 12 ||
THREAD_TYPE(tf) == 8)
{
begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
if (F_FLUX(f,tf) > 0.)
{
c_up = c0;
t_up = t0;
c_dn = c1;
t_dn = t1;
}
else
{
c_up = c1;
t_up = t1;
c_dn = c0;
t_dn = t0;
}
C_UDMI(c_dn,t_dn,PHI_MAX) =
MAX(C_UDMI(c_dn,t_dn,PHI_MAX),MAX(C_UDMI(c_dn,t_dn,PHI_PP),MIN(C_UD
MI(c_up,t_up,PHI_MAX),C_UDMI(c_up,t_up,PHI_MAX_N)))+C_UDMI(c_dn,t_dn,C
ONV_CHG));
C_UDMI(c_dn,t_dn,PHI_MIN) = MIN(C_UDMI(c_dn,t_dn,PHI_MIN),MIN(C_UDMI(c_dn,t_dn,PHI_PP),MAX(C_UDMI(c_up,t_up,PHI_MIN),C_UDMI(c_up,t_u
p,PHI_MIN_N)))+C_UDMI(c_dn,t_dn,CONV_CHG));
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}
end_f_loop(f,tf)
}
}
/* ----- Calculate gradients ----- */
thread_loop_c(t,domain)
{
if (&C_UDSI_G(0,t,PHI)[0] == NULL)
{
Message("\n Gradient unavailable.\n");
}
else
{
begin_c_loop(c,t)
{
C_UDMI(c,t,DPHI_DX) = C_UDSI_G(c,t,PHI)[0];
C_UDMI(c,t,DPHI_DY) = C_UDSI_G(c,t,PHI)[1];
#if RP_3D
C_UDMI(c,t,DPHI_DZ) = C_UDSI_G(c,t,PHI)[2];
#endif
}
end_c_loop(c,t)
}
}
/* ----- Compute face limiter values ----- */
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_CENTROID(c_cent,c,t);
alpha_temp = 1.;
c_face_loop(c,t,n)
{
f = C_FACE(c,t,n);
tf = C_FACE_THREAD(c,t,n);
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
if (!BOUNDARY_FACE_THREAD_P(tf) || THREAD_TYPE(tf) == 12 ||
THREAD_TYPE(tf) == 8)
{
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c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
}
else
{
c1 = -1;
t1 = NULL;
}
if ((c0 == c && F_FLUX(f,tf) > 0) || (c1 == c && F_FLUX(f,tf) < 0))
{
F_CENTROID(f_cent,f,tf);
NV_VV(r_f, =, f_cent, -, c_cent);
phi_grad[0] = C_UDMI(c,t,DPHI_DX);
phi_grad[1] = C_UDMI(c,t,DPHI_DY);
#if RP_3D
phi_grad[2] = C_UDMI(c,t,DPHI_DZ);
#endif
face_dphi = NV_DOT(phi_grad,r_f);
/* Limit downstream face value */
if (face_dphi > 0.)
{
alpha_temp = MAX(MIN((C_UDMI(c,t,PHI_MAX)C_UDSI(c,t,PHI))/(face_dphi+1.e-16),alpha_temp),0.);
}
else
{
alpha_temp = MAX(MIN((C_UDMI(c,t,PHI_MIN)-C_UDSI(c,t,PHI))/(face_dphi1.e-16),alpha_temp),0.);
}
/* Limit upstream cell value */
face_phi = C_UDSI(c,t,PHI) + C_UDMI(c,t,ALPHA)*face_dphi;
if (face_dphi > 0.)
{
alpha_temp = MAX(MIN((face_phi-C_UDMI(c,t,PHI_MIN))/(face_dphi+1.e16),alpha_temp),0.);
}
else
{
alpha_temp = MAX(MIN((face_phi-C_UDMI(c,t,PHI_MAX))/(face_dphi-1.e16),alpha_temp),0.);
}
}
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}
C_UDMI(c,t,ALPHA_T) = alpha_temp;
}
end_c_loop(c,t)
}
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,ALPHA) = C_UDMI(c,t,ALPHA_T);
}
end_c_loop(c,t)
}
/* ----- Set source terms ----- */
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,SRC_PHI) = 0.;
}
end_c_loop(c,t)
}
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_CENTROID(c_cent,c,t);
c_face_loop(c,t,n)
{
f = C_FACE(c,t,n);
tf = C_FACE_THREAD(c,t,n);
if (!BOUNDARY_FACE_THREAD_P(tf) || THREAD_TYPE(tf) == 12 ||
THREAD_TYPE(tf) == 8)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
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if ((c0 == c && F_FLUX(f,tf) > 0) || (c1 == c && F_FLUX(f,tf) < 0))
{
F_CENTROID(f_cent,f,tf);
NV_VV(r_f, =, f_cent, -, c_cent);
phi_grad[0] = C_UDMI(c,t,DPHI_DX);
phi_grad[1] = C_UDMI(c,t,DPHI_DY);
#if RP_3D
phi_grad[2] = C_UDMI(c,t,DPHI_DZ);
#endif
face_dphi = C_UDMI(c,t,ALPHA)*NV_DOT(phi_grad,r_f);
C_UDMI(c0,t0,SRC_PHI) -= F_FLUX(f,tf)*face_dphi;
C_UDMI(c1,t1,SRC_PHI) += F_FLUX(f,tf)*face_dphi;
}
}
}
}
end_c_loop(c,t)
}
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,SRC_PHI) /= C_VOLUME(c,t);
}
end_c_loop(c,t)
}
}
DEFINE_SOURCE(conv_source_phi, c, t, dS, eqn)
{
dS[eqn] = 0.;
return C_UDMI(c,t,SRC_PHI);
}
Local Convective Flux Limiter for Finite Volume Simulations

#include "udf.h"
extern Domain* domain;
/* ----- User modifiable problem/solver parameters ----- */
/* Periodic BC definition (if used) */
#define PERIODIC_DX 0.
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#define PERIODIC_DY 0.
#define PERIODIC_DZ 0.
/* Max wavenumber for spectral inlet condition (if used) */
#define K_INLET_MAX 64
static real phi_phase[K_INLET_MAX];
/* Flag for scalar or vector (velocity) equations */
#define VEL_CALC 0 /*0 Phi, 1 all vel comp*/
/* Gradient reconstruction weighting parameter */
#define SIGG 2.
/* ----- Face matching point parameter ----- */
#define QP_MULT 0.5
/* ----- Boundary condition flags ----- */
#define INTERIOR_FACE_GROUP (!BOUNDARY_FACE_THREAD_P(tf))
#define PERIODIC_BC_GROUP (THREAD_TYPE(tf)==12)
#define SHADOW_BC_GROUP (THREAD_TYPE(tf)==8)
#define DIRICHLET_BC_GROUP
(THREAD_TYPE(tf)==3||THREAD_TYPE(tf)==4||THREAD_TYPE(tf)==10)
#define NEUMANN_BC_GROUP
(THREAD_TYPE(tf)==5||THREAD_TYPE(tf)==7||THREAD_TYPE(tf)==36)
/* ----- User Defined Scalaz ----- */
#define PHI 0 /* Arbitrary scalar transport variable */
/* ----- User Defined Memory ----- */
#define PHI 0
#define DPHI_X 1
#define DPHI_Y 2 /* Note that the (total) number of derivatives can be computed for
*/
#define DPHI_Z 3 /* 2D as (1/2)*(order^2+3*order) and for 3D as
(1/6)*(order^3+6*order^2+11*order) */
#define LIM_PHI 4
#define SRC_PHI 5
#define DU_X 6
#define DU_Y 7
#define DU_Z 8
#define SRC_U 9
#define DV_X 10
#define DV_Y 11
#define DV_Z 12
#define SRC_V 13
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#define DW_X 14
#define DW_Y 15
#define DW_Z 16
#define SRC_W 17
#define GRAD_X 18
#define GRAD_Y 19
#define GRAD_Z 20
#define LIM_U 21
#define LIM_V 22
#define LIM_W 23

/* Temporary first derivatives */

/* Projection from cell centriod c to face centroid f */
real proj_c2f(f,tf,c,t,grad_id)
Thread *tf, *t;
face_t f;
cell_t c;
int grad_id;
{
real f_cent[ND_ND], c_cent[ND_ND], r_f[ND_ND];
real phi_grad[ND_ND];
F_CENTROID(f_cent,f,tf);
C_CENTROID(c_cent,c,t);
NV_VV(r_f, =, f_cent, -, c_cent);
phi_grad[0] = C_UDMI(c,t,grad_id+0);
phi_grad[1] = C_UDMI(c,t,grad_id+1);
#if RP_3D
phi_grad[2] = C_UDMI(c,t,grad_id+2);
#endif
return C_UDMI(c,t,PHI) + NV_DOT(phi_grad,r_f);
}
/* Projection from cell centroid c to arbitrary point x */
real proj_c2p(x,c,t,grad_id)
real x[ND_ND];
Thread *t;
cell_t c;
int grad_id;
{
real c_cent[ND_ND], r_f[ND_ND];
real phi_grad[ND_ND];
C_CENTROID(c_cent,c,t);
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NV_VV(r_f, =, x, -, c_cent);
phi_grad[0] = C_UDMI(c,t,grad_id+0);
phi_grad[1] = C_UDMI(c,t,grad_id+1);
#if RP_3D
phi_grad[2] = C_UDMI(c,t,grad_id+2);
#endif
return C_UDMI(c,t,PHI) + NV_DOT(phi_grad,r_f);
}
void GaussElim(A,X)
real A[ND_ND][ND_ND+1], X[ND_ND];
{
int D = ND_ND;
int N, I, J, K;
real ZERO, SUM;
real M;
N = D-1;
ZERO = 1.0E-20;
for (I = 0; I <= N-1; ++I)
{
for (J = I+1; J <= N; ++J)
{
M = A[J][I]/A[I][I];
for (K = I; K <= N+1; ++K)
{
A[J][K] -= M*A[I][K];
}
}
}
if (A[N][N] >= ZERO || A[N][N] <= -ZERO)
{
A[N][N+1] /= A[N][N];
}
else
{
A[N][N+1] = 0.0;
}
for (I = N-1; I >= 0; --I)
{
SUM = 0.0;
for (J = I+1; J <= N; ++J)
{
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SUM += A[I][J]*A[J][N+1];
}
if (A[I][I] >= ZERO || A[I][I] <= -ZERO)
{
A[I][N+1] = (A[I][N+1]-SUM)/A[I][I];
}
else
{
A[I][N+1] = 0.0;
}
}
for (I = 0; I <= N; ++I)
{
X[I] = A[I][D];
}
}
real inlet_phi(x)
real x[ND_ND];
{
real y = x[1];
real phi;
#if 1 /* Sine wave */
real pi = 3.141592654, freq = 1.;
phi = sin(2.*freq*1.*pi*y);
#endif
/*#if 1 */
/*Double Step*/
/*xc = x[0];
yc = x[1];
if (yc == 0){phi = 0.;}
else {phi = 1.;}*/
/*{if (xc < 1/6){phi = 1.;}else {phi = 0;}}*/
/*#endif*/
#if 0 /* Step fn */
y = x[1];
if (y > 0.5){phi = 1.;}
else {phi=-1.;}
#endif
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#if 0 /* Spectral distribution */
real pi = 3.141592654, k_max = 25;
phi = 0.;
int k;
for(k=0;k<k_max;k++)
{
phi += sin(2.*((real)k+1.)*1.*pi*y + phi_phase[k]);
}
#endif
/*0 not using, 1 using*/
return phi;
}

DEFINE_ADJUST(adjust_fn, domain)
{
Thread *t, *tf, *t0, *t1, *t_up;
Node *node;
cell_t c, c0, c1, c_up;
face_t f;
real f_cent[ND_ND], c_cent[ND_ND], dx[ND_ND], Grad[ND_ND];
real x_cent[ND_ND], r_f[ND_ND], n_cent[ND_ND], xs_cent[ND_ND];
real face_dphi;
real sig_sqr = SIGG*SIGG;
real phi_max, phi_min, phi_grad[ND_ND];
int i, j, n, nn;
int grad_id, src_id, lim_id;
int var_iter;
real phi_f, dphi_f[ND_ND], rhs_term1, rhs_term2;
real A[ND_ND+COMP_CALC][ND_ND+COMP_CALC+1];
real face_u, face_v, face_value;
/* ----- Overwrite temporary PHI variable ----- */
#if VEL_CALC
tot_iter = ND_ND+COMP_CALC;
for (var_iter = 0;var_iter<tot_iter;var_iter++)
{
#if COMP_CALC
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grad_id = DT_X + 4*var_iter;
src_id = SRC_T + 4*var_iter;
lim_id = LIM_T + var_iter;
if (var_iter==0)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_T(c,t);
}
end_c_loop(c,t)
}
}
if (var_iter==1)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_U(c,t);
}
end_c_loop(c,t)
}
}
if (var_iter==2)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_V(c,t);
}
end_c_loop(c,t)
}
}
if(var_iter==3)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_W(c,t);
}
end_c_loop(c,t)
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}
}
#else
grad_id = DU_X + 4*var_iter;
src_id = SRC_U + 4*var_iter;
lime_id = LIM_U + var_iter;
if (var_iter==0)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_U(c,t);
}
end_c_loop(c,t)
}
}
if (var_iter==1)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_V(c,t);
}
end_c_loop(c,t)
}
}
if(var_iter==2)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_W(c,t);
}
end_c_loop(c,t)
}
}
#endif
#else
grad_id = DPHI_X;
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src_id = SRC_PHI;
lim_id = LIM_PHI;
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_UDSI(c,t,PHI);
}
end_c_loop(c,t)
}
#endif
/* ----- Calculate reconstruction gradients ----- */
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_CENTROID(c_cent,c,t);
/* Zero out augmented coefficient matrix for grad calc */
for(i=0;i<ND_ND;i++)
{
for(j=0;j<ND_ND+1;j++)
{
A[i][j] = 0.;
}
}
c_face_loop(c,t,n)
{
f = C_FACE(c,t,n);
tf = C_FACE_THREAD(c,t,n);
if INTERIOR_FACE_GROUP
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
F_CENTROID(f_cent,f,tf);
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f_node_loop(f,tf,nn)
{
node = F_NODE(f,tf,nn);
x_cent[0] = QP_MULT*NODE_X(node) + (1.-QP_MULT)*f_cent[0];
x_cent[1] = QP_MULT*NODE_Y(node) + (1.-QP_MULT)*f_cent[1];
#if RP_3D
x_cent[2] = QP_MULT*NODE_Z(node) + (1.-QP_MULT)*f_cent[2];
#endif
NV_VV(dx, =, x_cent, -, c_cent);
/* Determine average values of phi and its derivatives at quadrature points */
phi_f = 0.5*(proj_c2p(x_cent,c0,t0,grad_id)+proj_c2p(x_cent,c1,t1,grad_id));
dphi_f[0] = 0.5*(C_UDMI(c0,t0,grad_id+0)+C_UDMI(c1,t1,grad_id+0));
dphi_f[1] = 0.5*(C_UDMI(c0,t0,grad_id+1)+C_UDMI(c1,t1,grad_id+1));
#if RP_3D
dphi_f[2] = 0.5*(C_UDMI(c0,t0,grad_id+2)+C_UDMI(c1,t1,grad_id+2));
#endif
rhs_term1 = (sig_sqr/(1.+sig_sqr))*(phi_f-C_UDMI(c,t,PHI));
rhs_term2 = (1./(1.+sig_sqr))*NV_DOT(dphi_f,dx);
for(i=0;i<ND_ND;i++)
{
for(j=0;j<ND_ND;j++)
{
A[i][j] += dx[i]*dx[j];
}
A[i][ND_ND] += dx[i]*(rhs_term1+rhs_term2);
}
}
}
if PERIODIC_BC_GROUP
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
F_CENTROID(f_cent,f,tf);
f_node_loop(f,tf,nn)
{
node = F_NODE(f,tf,nn);
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x_cent[0] = QP_MULT*NODE_X(node) + (1.-QP_MULT)*f_cent[0];
x_cent[1] = QP_MULT*NODE_Y(node) + (1.-QP_MULT)*f_cent[1];
#if RP_3D
x_cent[2] = QP_MULT*NODE_Z(node) + (1.-QP_MULT)*f_cent[2];
#endif
/* Shifted point location */
xs_cent[0] = x_cent[0] + PERIODIC_DX;
xs_cent[1] = x_cent[1] + PERIODIC_DY;
#if RP_3D
xs_cent[2] = x_cent[2] + PERIODIC_DZ;
#endif
NV_VV(dx, =, x_cent, -, c_cent);
/* Determine average values of phi and its derivatives at quadrature points */
phi_f = 0.5*(proj_c2p(x_cent,c0,t0,grad_id)+proj_c2p(xs_cent,c1,t1,grad_id));
dphi_f[0] = 0.5*(C_UDMI(c0,t0,grad_id+0)+C_UDMI(c1,t1,grad_id+0));
dphi_f[1] = 0.5*(C_UDMI(c0,t0,grad_id+1)+C_UDMI(c1,t1,grad_id+1));
#if RP_3D
dphi_f[2] = 0.5*(C_UDMI(c0,t0,grad_id+2)+C_UDMI(c1,t1,grad_id+2));
#endif
rhs_term1 = (sig_sqr/(1.+sig_sqr))*(phi_f-C_UDMI(c,t,PHI));
rhs_term2 = (1./(1.+sig_sqr))*NV_DOT(dphi_f,dx);
for(i=0;i<ND_ND;i++)
{
for(j=0;j<ND_ND;j++)
{
A[i][j] += dx[i]*dx[j];
}
A[i][ND_ND] += dx[i]*(rhs_term1+rhs_term2);
}
}
}
if SHADOW_BC_GROUP
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
F_CENTROID(f_cent,f,tf);
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f_node_loop(f,tf,nn)
{
node = F_NODE(f,tf,nn);
x_cent[0] = QP_MULT*NODE_X(node) + (1.-QP_MULT)*f_cent[0];
x_cent[1] = QP_MULT*NODE_Y(node) + (1.-QP_MULT)*f_cent[1];
#if RP_3D
x_cent[2] = QP_MULT*NODE_Z(node) + (1.-QP_MULT)*f_cent[2];
#endif
/* Shifted point location */
xs_cent[0] = x_cent[0] - PERIODIC_DX;
xs_cent[1] = x_cent[1] - PERIODIC_DY;
#if RP_3D
xs_cent[2] = x_cent[2] - PERIODIC_DZ;
#endif
NV_VV(dx, =, x_cent, -, c_cent);
/* Determine average values of phi and its derivatives at quadrature points */
phi_f = 0.5*(proj_c2p(x_cent,c0,t0,grad_id)+proj_c2p(xs_cent,c1,t1,grad_id));
dphi_f[0] = 0.5*(C_UDMI(c0,t0,grad_id+0)+C_UDMI(c1,t1,grad_id+0));
dphi_f[1] = 0.5*(C_UDMI(c0,t0,grad_id+1)+C_UDMI(c1,t1,grad_id+1));
#if RP_3D
dphi_f[2] = 0.5*(C_UDMI(c0,t0,grad_id+2)+C_UDMI(c1,t1,grad_id+2));
#endif
rhs_term1 = (sig_sqr/(1.+sig_sqr))*(phi_f-C_UDMI(c,t,PHI));
rhs_term2 = (1./(1.+sig_sqr))*NV_DOT(dphi_f,dx);
for(i=0;i<ND_ND;i++)
{
for(j=0;j<ND_ND;j++)
{
A[i][j] += dx[i]*dx[j];
}
A[i][ND_ND] += dx[i]*(rhs_term1+rhs_term2);
}
}
}
if DIRICHLET_BC_GROUP /* Dirichlet Boundary faces -- simple 2nd order
implementation!!!*/
{
c0 = F_C0(f,tf);
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t0 = F_C0_THREAD(f,tf);
F_CENTROID(f_cent,f,tf);
f_node_loop(f,tf,nn)
{
node = F_NODE(f,tf,nn);
x_cent[0] = QP_MULT*NODE_X(node) + (1.-QP_MULT)*f_cent[0];
x_cent[1] = QP_MULT*NODE_Y(node) + (1.-QP_MULT)*f_cent[1];
#if RP_3D
x_cent[2] = QP_MULT*NODE_Z(node) + (1.-QP_MULT)*f_cent[2];
#endif
NV_VV(dx, =, x_cent, -, c_cent);
/* Determine average values of phi and its derivatives at quadrature points */
if (THREAD_TYPE(tf) == 4)
{
phi_f = inlet_phi(x_cent);
}
else
{
phi_f = F_UDSI(f,tf,PHI);
}
dphi_f[0] = C_UDMI(c0,t0,grad_id+0);
dphi_f[1] = C_UDMI(c0,t0,grad_id+1);
#if RP_3D
dphi_f[2] = C_UDMI(c0,t0,grad_id+2);
#endif
rhs_term1 = (sig_sqr/(1.+sig_sqr))*(phi_f-C_UDMI(c,t,PHI));
rhs_term2 = (1./(1.+sig_sqr))*NV_DOT(dphi_f,dx);
for(i=0;i<ND_ND;i++)
{
for(j=0;j<ND_ND;j++)
{
A[i][j] += dx[i]*dx[j];
}
A[i][ND_ND] += dx[i]*(rhs_term1+rhs_term2);
}
}
}
}
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/* Solve system for gradient components */
#if VEL_CALC
if (var_iter==0)
{
Grad[0] = C_U_G(c,t)[0];
Grad[1] = C_U_G(c,t)[1];
#if RP_3D
Grad[2] = C_U_G(c,t)[2];
#endif
}
if (var_iter==1)
{
Grad[0] = C_V_G(c,t)[0];
Grad[1] = C_V_G(c,t)[1];
#if RP_3D
Grad[2] = C_V_G(c,t)[2];
#endif
}
if(var_iter==2)
{
Grad[0] = C_W_G(c,t)[0];
Grad[1] = C_W_G(c,t)[1];
#if RP_3D
Grad[2] = C_W_G(c,t)[2];
#endif
}
#else
Grad[0] = C_UDSI_G(c,t,PHI)[0];
Grad[1] = C_UDSI_G(c,t,PHI)[1];
#if RP_3D
Grad[2] = C_UDSI_G(c,t,PHI)[2];
#endif
#endif
C_UDMI(c,t,GRAD_X) = Grad[0];
C_UDMI(c,t,GRAD_Y) = Grad[1];
#if RP_3D
C_UDMI(c,t,GRAD_Z) = Grad[2];
#endif
}
end_c_loop(c,t)
}
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/* ----- Limit gradients ----- */
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,LIM_PHI) = 1.;
}
end_c_loop(c,t)
}
thread_loop_f(tf,domain)
{
if INTERIOR_FACE_GROUP
{
begin_f_loop(f,tf)
{
F_CENTROID(f_cent,f,tf);
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
/* Limit c0 */
phi_max = -1.e20;
phi_min = 1.e20;
c_node_loop(c0,t0,n)
{
node = C_NODE(c0,t0,n);
n_cent[0] = NODE_X(node);
n_cent[1] = NODE_Y(node);
#if RP_3D
n_cent[2] = NODE_Z(node);
#endif
phi_max = MAX(proj_c2p(n_cent,c1,t1,grad_id),phi_max);
phi_min = MIN(proj_c2p(n_cent,c1,t1,grad_id),phi_min);
}
phi_max = MAX(phi_max,C_UDMI(c0,t0,PHI));
phi_min = MIN(phi_min,C_UDMI(c0,t0,PHI));
C_CENTROID(c_cent,c0,t0);
NV_VV(r_f, =, f_cent, -, c_cent);
phi_grad[0] = C_UDMI(c0,t0,GRAD_X);
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phi_grad[1] = C_UDMI(c0,t0,GRAD_Y);
#if RP_3D
phi_grad[2] = C_UDMI(c0,t0,GRAD_Z);
#endif
face_dphi = NV_DOT(phi_grad,r_f);
if (face_dphi > 0.)
{
C_UDMI(c0,t0,LIM_PHI) = MIN((phi_max-C_UDMI(c0,t0,PHI))/(face_dphi+1.e16),C_UDMI(c0,t0,LIM_PHI));
}
else
{
C_UDMI(c0,t0,LIM_PHI) = MIN((phi_min-C_UDMI(c0,t0,PHI))/(face_dphi-1.e16),C_UDMI(c0,t0,LIM_PHI));
}
/* Limit c1 */
phi_max = -1.e20;
phi_min = 1.e20;
c_node_loop(c1,t1,n)
{
node = C_NODE(c1,t1,n);
n_cent[0] = NODE_X(node);
n_cent[1] = NODE_Y(node);
#if RP_3D
n_cent[2] = NODE_Z(node);
#endif
phi_max = MAX(proj_c2p(n_cent,c0,t0,grad_id),phi_max);
phi_min = MIN(proj_c2p(n_cent,c0,t0,grad_id),phi_min);
}
phi_max = MAX(phi_max,C_UDMI(c1,t1,PHI));
phi_min = MIN(phi_min,C_UDMI(c1,t1,PHI));
C_CENTROID(c_cent,c1,t1);
NV_VV(r_f, =, f_cent, -, c_cent);
phi_grad[0] = C_UDMI(c1,t1,GRAD_X);
phi_grad[1] = C_UDMI(c1,t1,GRAD_Y);
#if RP_3D
phi_grad[2] = C_UDMI(c1,t1,GRAD_Z);
#endif
face_dphi = NV_DOT(phi_grad,r_f);
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if (face_dphi > 0.)
{
C_UDMI(c1,t1,LIM_PHI) = MIN((phi_max-C_UDMI(c1,t1,PHI))/(face_dphi+1.e16),C_UDMI(c1,t1,LIM_PHI));
}
else
{
C_UDMI(c1,t1,LIM_PHI) = MIN((phi_min-C_UDMI(c1,t1,PHI))/(face_dphi-1.e16),C_UDMI(c1,t1,LIM_PHI));
}
}
end_f_loop(f,tf)
}
if PERIODIC_BC_GROUP
{
begin_f_loop(f,tf)
{
F_CENTROID(f_cent,f,tf);
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
/* Limit c0 */
phi_max = -1.e20;
phi_min = 1.e20;
c_node_loop(c0,t0,n)
{
node = C_NODE(c0,t0,n);
n_cent[0] = NODE_X(node) + PERIODIC_DX;
n_cent[1] = NODE_Y(node) + PERIODIC_DY;
#if RP_3D
n_cent[2] = NODE_Z(node) + PERIODIC_DZ;
#endif
phi_max = MAX(proj_c2p(n_cent,c1,t1,grad_id),phi_max);
phi_min = MIN(proj_c2p(n_cent,c1,t1,grad_id),phi_min);
}
phi_max = MAX(phi_max,C_UDMI(c0,t0,PHI));
phi_min = MIN(phi_min,C_UDMI(c0,t0,PHI));
C_CENTROID(c_cent,c0,t0);
NV_VV(r_f, =, f_cent, -, c_cent);
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phi_grad[0] = C_UDMI(c0,t0,GRAD_X);
phi_grad[1] = C_UDMI(c0,t0,GRAD_Y);
#if RP_3D
phi_grad[2] = C_UDMI(c0,t0,GRAD_Z);
#endif
face_dphi = NV_DOT(phi_grad,r_f);
if (face_dphi > 0.)
{
C_UDMI(c0,t0,LIM_PHI) = MIN((phi_max-C_UDMI(c0,t0,PHI))/(face_dphi+1.e16),C_UDMI(c0,t0,LIM_PHI));
}
else
{
C_UDMI(c0,t0,LIM_PHI) = MIN((phi_min-C_UDMI(c0,t0,PHI))/(face_dphi-1.e16),C_UDMI(c0,t0,LIM_PHI));
}
}
end_f_loop(f,tf)
}
if SHADOW_BC_GROUP
{
begin_f_loop(f,tf)
{
F_CENTROID(f_cent,f,tf);
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
/* Limit c0 */
phi_max = -1.e20;
phi_min = 1.e20;
c_node_loop(c0,t0,n)
{
node = C_NODE(c0,t0,n);
n_cent[0] = NODE_X(node) - PERIODIC_DX;
n_cent[1] = NODE_Y(node) - PERIODIC_DY;
#if RP_3D
n_cent[2] = NODE_Z(node) - PERIODIC_DZ;
#endif
phi_max = MAX(proj_c2p(n_cent,c1,t1,grad_id),phi_max);
phi_min = MIN(proj_c2p(n_cent,c1,t1,grad_id),phi_min);
175

}
phi_max = MAX(phi_max,C_UDMI(c0,t0,PHI));
phi_min = MIN(phi_min,C_UDMI(c0,t0,PHI));
C_CENTROID(c_cent,c0,t0);
NV_VV(r_f, =, f_cent, -, c_cent);
phi_grad[0] = C_UDMI(c0,t0,GRAD_X);
phi_grad[1] = C_UDMI(c0,t0,GRAD_Y);
#if RP_3D
phi_grad[2] = C_UDMI(c0,t0,GRAD_Z);
#endif
face_dphi = NV_DOT(phi_grad,r_f);
if (face_dphi > 0.)
{
C_UDMI(c0,t0,LIM_PHI) = MIN((phi_max-C_UDMI(c0,t0,PHI))/(face_dphi+1.e16),C_UDMI(c0,t0,LIM_PHI));
}
else
{
C_UDMI(c0,t0,LIM_PHI) = MIN((phi_min-C_UDMI(c0,t0,PHI))/(face_dphi-1.e16),C_UDMI(c0,t0,LIM_PHI));
}
}
end_f_loop(f,tf)
}
if DIRICHLET_BC_GROUP
{
begin_f_loop(f,tf)
{
F_CENTROID(f_cent,f,tf);
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
/* Limit c0 */
phi_max = -1.e20;
phi_min = 1.e20;
if (THREAD_ID(tf) == 6)
{
face_u = 0.014607;
face_v = 0.;
}
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else
{
face_u = 0.;
face_v = 0.;
}
#if VEL_CALC
if (var_iter == 0){face_value = face_u;}
else {face_value = face_v;}
#endif
f_node_loop(f,tf,n)
{
node = F_NODE(f,tf,n);
n_cent[0] = NODE_X(node);
n_cent[1] = NODE_Y(node);
#if RP_3D
n_cent[2] = NODE_Z(node);
#endif
phi_max = MAX(face_value,phi_max);
phi_min = MIN(face_value,phi_min);
}
phi_max = MAX(MAX(F_UDSI(f,tf,PHI),C_UDMI(c0,t0,PHI)),phi_max);
phi_min = MIN(MIN(F_UDSI(f,tf,PHI),C_UDMI(c0,t0,PHI)),phi_min);
C_CENTROID(c_cent,c0,t0);
NV_VV(r_f, =, f_cent, -, c_cent);
phi_grad[0] = C_UDMI(c0,t0,GRAD_X);
phi_grad[1] = C_UDMI(c0,t0,GRAD_Y);
#if RP_3D
phi_grad[2] = C_UDMI(c0,t0,GRAD_Z);
#endif
face_dphi = NV_DOT(phi_grad,r_f);
if (face_dphi > 0.)
{
C_UDMI(c0,t0,LIM_PHI) = MIN((phi_max-C_UDMI(c0,t0,PHI))/(face_dphi+1.e16),C_UDMI(c0,t0,LIM_PHI));
}
else
{
C_UDMI(c0,t0,LIM_PHI) = MIN((phi_min-C_UDMI(c0,t0,PHI))/(face_dphi-1.e16),C_UDMI(c0,t0,LIM_PHI));
}
}
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end_f_loop(f,tf)
}
}
/* ----- Store new (limited) gradients ----- */
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,grad_id+0) = C_UDMI(c,t,LIM_PHI)*C_UDMI(c,t,GRAD_X);
C_UDMI(c,t,grad_id+1) = C_UDMI(c,t,LIM_PHI)*C_UDMI(c,t,GRAD_Y);
#if RP_3D
C_UDMI(c,t,grad_id+2) = C_UDMI(c,t,LIM_PHI)*C_UDMI(c,t,GRAD_Z);
#endif
}
end_c_loop(c,t)
}
/* ----- Set source terms ----- */
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,SRC_PHI) = 0.; /* Initialize source term to zero */
}
end_c_loop(c,t)
}
thread_loop_f(tf,domain)
{
if INTERIOR_FACE_GROUP
{
begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
if (F_FLUX(f,tf) > 0.)
{
c_up = c0;
t_up = t0;
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}
else
{
c_up = c1;
t_up = t1;
}
face_dphi = proj_c2f(f,tf,c_up,t_up,grad_id)-C_UDMI(c_up,t_up,PHI);
C_UDMI(c0,t0,SRC_PHI) -= F_FLUX(f,tf)*face_dphi;
C_UDMI(c1,t1,SRC_PHI) += F_FLUX(f,tf)*face_dphi;
}
end_f_loop(f,tf)
}
else if (PERIODIC_BC_GROUP)
{
begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
F_CENTROID(f_cent,f,tf);
if (F_FLUX(f,tf) > 0.)
{
c_up = c0;
t_up = t0;
}
else
{
c_up = c1;
t_up = t1;
f_cent[0] += PERIODIC_DX;
f_cent[1] += PERIODIC_DY;
#if RP_3D
f_cent[2] += PERIODIC_DZ;
#endif
}
face_dphi = proj_c2p(f_cent,c_up,t_up,grad_id)-C_UDMI(c_up,t_up,PHI);
C_UDMI(c0,t0,SRC_PHI) -= F_FLUX(f,tf)*face_dphi;
C_UDMI(c1,t1,SRC_PHI) += F_FLUX(f,tf)*face_dphi;
}
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end_f_loop(f,tf)
}
else
{
begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
if (F_FLUX(f,tf) > 0.)
{
face_dphi = proj_c2f(f,tf,c0,t0,grad_id)-C_UDMI(c0,t0,PHI);
C_UDMI(c0,t0,SRC_PHI) -= F_FLUX(f,tf)*face_dphi;
}
}
end_f_loop(f,tf)
}
}
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,src_id) = C_UDMI(c,t,SRC_PHI)/C_VOLUME(c,t);
C_UDMI(c,t,lim_id) = C_UDMI(c,t,LIM_PHI);
}
end_c_loop(c,t)
}
#if VEL_CALC
} /* End of for loop over var_iter */
#endif
}
DEFINE_SOURCE(conv_source_phi, c, t, dS, eqn)
{
dS[eqn] = 0.;
return C_UDMI(c,t,SRC_PHI);
}
DEFINE_SOURCE(conv_source_u, c, t, dS, eqn)
{
dS[eqn] = 0.;
return C_UDMI(c,t,SRC_U);
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}
DEFINE_SOURCE(conv_source_v, c, t, dS, eqn)
{
dS[eqn] = 0.;
return C_UDMI(c,t,SRC_V);
}
DEFINE_SOURCE(conv_source_w, c, t, dS, eqn)
{
dS[eqn] = 0.;
return C_UDMI(c,t,SRC_W);
}
Low-dissipation Optimization-based Gradient REconstruction (OGRE) Scheme for
Finite Volume Simulations
For Use with the Non-local Convective Flux Limiter

/* First order reconstruction (2nd order method) using */
/* optimization routine to determine gradients.
*/
#include "udf.h"
extern Domain* domain;
/* User Defined Scalars */
#define PHI 0
/* User Defined Memory */
#define SRC_PHI 0 /* Source term for higher order residual components */
#define DPHI_X 1 /* First derivatives */
#define DPHI_Y 2
#define DPHI_Z 3
#define DPHI_XX 4 /* Second derivatives */
#define DPHI_XY 5
#define DPHI_XZ 6
#define DPHI_YY 7
#define DPHI_YZ 8
#define DPHI_ZZ 9
#define DPHI_XXX 10 /* Third derivatives */
#define DPHI_XXY 11
#define DPHI_XXZ 12
#define DPHI_XYY 13
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#define DPHI_XYZ 14
#define DPHI_XZZ 15
#define DPHI_YYY 16
#define DPHI_YYZ 17
#define DPHI_YZZ 18
#define DPHI_ZZZ 19
#define GRAD_X 20 /* Temporary first derivatives */
#define GRAD_Y 21
#define GRAD_Z 22
#define GRAD_XX 23 /* Temporary second derivatives */
#define GRAD_XY 24
#define GRAD_XZ 25
#define GRAD_YY 26
#define GRAD_YZ 27
#define GRAD_ZZ 28
#define GRAD_XXX 29 /* Temporary third derivatives */
#define GRAD_XXY 30
#define GRAD_XXZ 31
#define GRAD_XYY 32
#define GRAD_XYZ 33
#define GRAD_XZZ 34
#define GRAD_YYY 35
#define GRAD_YYZ 36
#define GRAD_YZZ 37
#define GRAD_ZZZ 38
#define GG_X 39
#define GG_Y 40
#define GG_X_AVG 41
#define GG_Y_AVG 42
#define SIGG 2.
#define REC_ORDER 1
#define NBR_LVL 2
void GaussElim(A,X)
#if RP_2D && REC_ORDER == 1
real A[2][3], X[2];
#endif
#if RP_3D && REC_ORDER == 1
real A[3][4], X[3];
#endif
{
#if RP_2D
int D = 2;
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#endif
#if RP_3D
int D = 3;
#endif
int N, I, J, K;
real ZERO, SUM;
real M;
N = D-1;
ZERO = 1.0E-20;
for (I = 0; I <= N-1; ++I)
{
for (J = I+1; J <= N; ++J)
{
M = A[J][I]/A[I][I];
for (K = I; K <= N+1; ++K)
{
A[J][K] -= M*A[I][K];
}
}
}
if (A[N][N] >= ZERO || A[N][N] <= -ZERO)
{
A[N][N+1] /= A[N][N];
}
else
{
A[N][N+1] = 0.0;
}
for (I = N-1; I >= 0; --I)
{
SUM = 0.0;
for (J = I+1; J <= N; ++J)
{
SUM += A[I][J]*A[J][N+1];
}
if (A[I][I] >= ZERO || A[I][I] <= -ZERO)
{
A[I][N+1] = (A[I][N+1]-SUM)/A[I][I];
}
else
{
A[I][N+1] = 0.0;
}
}
183

for (I = 0; I <= N; ++I)
{
X[I] = A[I][D];
}
}
DEFINE_ADJUST(adjust_fn, domain)
{
Thread *t, *tf, *t0, *t1, *t_up, *tn, *tnn;
cell_t c, c0, c1, c_up, cn, cnn;
face_t f;
real f_cent[ND_ND], c_cent[ND_ND], cn_cent[ND_ND], phi_grad[ND_ND],
r_f[ND_ND], dx[ND_ND], Grad[ND_ND], face_area[ND_ND], cnn_cent[ND_ND];
real phi_n, phi_nn, face_dphi, face_phi, dl;
real sig_sqr = SIGG*SIGG;
real n_sign;
int i, j, n, nn, iter_grad;
#if RP_2D && REC_ORDER == 1
real A[2][3];
int dim = 2;
#endif
#if RP_3D && REC_ORDER == 1
real A[3][4];
int dim = 3;
#endif
/* ----- Calculate reconstruction gradients ----- */
for (iter_grad=0;iter_grad<3;iter_grad++)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
/* Initialize temporary first derivatives */
C_UDMI(c,t,GRAD_X) = 0.;
C_UDMI(c,t,GRAD_Y) = 0.;
/* Initialize temporary second derivatives */
C_UDMI(c,t,GRAD_XX) = 0.;
C_UDMI(c,t,GRAD_YY) = 0.;
C_UDMI(c,t,GRAD_XY) = 0.;
C_CENTROID(c_cent,c,t);
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/* Zero out augmented coefficient matrix for grad calc */
for(i=0;i<dim;i++)
{
for(j=0;j<dim+1;j++)
{
A[i][j] = 0.;
}
}
c_face_loop(c,t,n)
{
/* Loop through immediate neighbors */
f = C_FACE(c,t,n);
tf = C_FACE_THREAD(c,t,n);
if (!BOUNDARY_FACE_THREAD_P(tf) || THREAD_TYPE(tf) == 12 ||
THREAD_TYPE(tf) == 8)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
if (c0 == c)
{
cn = c1;
tn = t1;
}
else
{
cn = c0;
tn = t0;
}
C_CENTROID(cn_cent,cn,tn);
NV_VV(dx, =, cn_cent, -, c_cent);
NV_VS(dx, =, dx, *, 0.5);
dl = NV_MAG(dx);
NV_VS(dx, =, dx, /, dl);
phi_grad[0] = 0.5*(C_UDMI(cn,tn,DPHI_X)+C_UDMI(c,t,DPHI_X));
phi_grad[1] = 0.5*(C_UDMI(cn,tn,DPHI_Y)+C_UDMI(c,t,DPHI_Y));
phi_n = 0.5*((C_UDSI(cn,tn,PHI) - C_UDMI(cn,tn,DPHI_X)*dx[0]*dl C_UDMI(cn,tn,DPHI_Y)*dx[1]*dl) + (C_UDSI(c,t,PHI) +
C_UDMI(c,t,DPHI_X)*dx[0]*dl + C_UDMI(c,t,DPHI_Y)*dx[1]*dl));
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A[0][0] += (1.+sig_sqr)*dx[0]*dx[0];
A[0][1] += (1.+sig_sqr)*dx[0]*dx[1];
A[1][0] += (1.+sig_sqr)*dx[1]*dx[0];
A[1][1] += (1.+sig_sqr)*dx[1]*dx[1];
A[0][2] += sig_sqr*dx[0]*(phi_n-C_UDSI(c,t,PHI))/dl + dx[0]*dx[0]*phi_grad[0] +
dx[0]*dx[1]*phi_grad[1];
A[1][2] += sig_sqr*dx[1]*(phi_n-C_UDSI(c,t,PHI))/dl + dx[1]*dx[0]*phi_grad[0] +
dx[1]*dx[1]*phi_grad[1];
c_face_loop(cn,tn,nn) /* Loop through 2nd layer neighbors */
{
f = C_FACE(cn,tn,nn);
tf = C_FACE_THREAD(cn,tn,nn);
if (!BOUNDARY_FACE_THREAD_P(tf) || THREAD_TYPE(tf) == 12 ||
THREAD_TYPE(tf) == 8)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
if (c0 == cn)
{
cnn = c1;
tnn = t1;
}
else
{
cnn = c0;
tnn = t0;
}
if (cnn != c)
{
C_CENTROID(cnn_cent,cnn,tnn);
NV_VV(dx, =, cnn_cent, -, c_cent);
NV_VS(dx, =, dx, *, 0.5);
dl = NV_MAG(dx);
NV_VS(dx, =, dx, /, dl);
phi_grad[0] = 0.5*(C_UDMI(cnn,tnn,DPHI_X)+C_UDMI(c,t,DPHI_X));
phi_grad[1] = 0.5*(C_UDMI(cnn,tnn,DPHI_Y)+C_UDMI(c,t,DPHI_Y));
phi_nn = 0.5*((C_UDSI(cnn,tnn,PHI) - C_UDMI(cnn,tnn,DPHI_X)*dx[0]*dl C_UDMI(cnn,tnn,DPHI_Y)*dx[1]*dl) + (C_UDSI(c,t,PHI) +
C_UDMI(c,t,DPHI_X)*dx[0]*dl + C_UDMI(c,t,DPHI_Y)*dx[1]*dl));
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A[0][0] += (1.+sig_sqr)*dx[0]*dx[0];
A[0][1] += (1.+sig_sqr)*dx[0]*dx[1];
A[1][0] += (1.+sig_sqr)*dx[1]*dx[0];
A[1][1] += (1.+sig_sqr)*dx[1]*dx[1];
A[0][2] += sig_sqr*dx[0]*(phi_nn-C_UDSI(c,t,PHI))/dl +
dx[0]*dx[0]*phi_grad[0] + dx[0]*dx[1]*phi_grad[1];
A[1][2] += sig_sqr*dx[1]*(phi_nn-C_UDSI(c,t,PHI))/dl +
dx[1]*dx[0]*phi_grad[0] + dx[1]*dx[1]*phi_grad[1];
}
}
if (THREAD_TYPE(tf) == 4 || THREAD_TYPE(tf) == 10)
{
F_CENTROID(f_cent,f,tf);
NV_VV(dx, =, f_cent, -, c_cent);
NV_VS(dx, =, dx, *, 0.5);
dl = NV_MAG(dx);
NV_VS(dx, =, dx, /, dl);
phi_grad[0] = 0.;
phi_grad[1] = 0.;
phi_nn = F_UDSI(f,tf,PHI);
A[0][0] += (1.+sig_sqr)*dx[0]*dx[0];
A[0][1] += (1.+sig_sqr)*dx[0]*dx[1];
A[1][0] += (1.+sig_sqr)*dx[1]*dx[0];
A[1][1] += (1.+sig_sqr)*dx[1]*dx[1];
A[0][2] += sig_sqr*dx[0]*(phi_nn-C_UDSI(c,t,PHI))/dl + dx[0]*dx[0]*phi_grad[0]
+ dx[0]*dx[1]*phi_grad[1];
A[1][2] += sig_sqr*dx[1]*(phi_nn-C_UDSI(c,t,PHI))/dl + dx[1]*dx[0]*phi_grad[0]
+ dx[1]*dx[1]*phi_grad[1];
}
}
}
else
{
if (THREAD_TYPE(tf) == 4 || THREAD_TYPE(tf) == 10)
{
F_CENTROID(f_cent,f,tf);
NV_VV(dx, =, f_cent, -, c_cent);
NV_VS(dx, =, dx, *, 0.5);
dl = NV_MAG(dx);
NV_VS(dx, =, dx, /, dl);
phi_grad[0] = 0.;
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phi_grad[1] = 0.;
phi_n = F_UDSI(f,tf,PHI);
A[0][0] += (1.+sig_sqr)*dx[0]*dx[0];
A[0][1] += (1.+sig_sqr)*dx[0]*dx[1];
A[1][0] += (1.+sig_sqr)*dx[1]*dx[0];
A[1][1] += (1.+sig_sqr)*dx[1]*dx[1];
A[0][2] += sig_sqr*dx[0]*(phi_n-C_UDSI(c,t,PHI))/dl + dx[0]*dx[0]*phi_grad[0] +
dx[0]*dx[1]*phi_grad[1];
A[1][2] += sig_sqr*dx[1]*(phi_n-C_UDSI(c,t,PHI))/dl + dx[1]*dx[0]*phi_grad[0] +
dx[1]*dx[1]*phi_grad[1];
}
}
}
GaussElim(A,Grad);
C_UDMI(c,t,GRAD_X) = Grad[0];
C_UDMI(c,t,GRAD_Y) = Grad[1];
}
end_c_loop(c,t)
}
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,DPHI_X) = C_UDMI(c,t,GRAD_X);
C_UDMI(c,t,DPHI_Y) = C_UDMI(c,t,GRAD_Y);
}
end_c_loop(c,t)
}
}
/* ----- Set source terms ----- */
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,SRC_PHI) = 0.;
}
end_c_loop(c,t)
}
thread_loop_f(tf,domain)
{
188

if (!BOUNDARY_FACE_THREAD_P(tf) || THREAD_TYPE(tf) == 12 ||
THREAD_TYPE(tf) == 8)
{
begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
if (F_FLUX(f,tf) > 0.)
{
c_up = c0;
t_up = t0;
}
else
{
c_up = c1;
t_up = t1;
}
F_CENTROID(f_cent,f,tf);
C_CENTROID(c_cent,c_up,t_up);
NV_VV(r_f, =, f_cent, -, c_cent);
phi_grad[0] = C_UDMI(c_up,t_up,DPHI_X);
phi_grad[1] = C_UDMI(c_up,t_up,DPHI_Y);
#if RP_3D
phi_grad[2] = C_UDMI(c_up,t_up,DPHI_Z);
#endif
face_dphi = NV_DOT(phi_grad,r_f);
C_UDMI(c0,t0,SRC_PHI) -= F_FLUX(f,tf)*face_dphi;
C_UDMI(c1,t1,SRC_PHI) += F_FLUX(f,tf)*face_dphi;
}
end_f_loop(f,tf)
}
}
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,SRC_PHI) /= C_VOLUME(c,t);
}
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end_c_loop(c,t)
}
}
DEFINE_SOURCE(conv_source_phi, c, t, dS, eqn)
{
dS[eqn] = 0.;
return C_UDMI(c,t,SRC_PHI);
}
For Use with the Local Convective Flux Limiter

/* First order reconstruction (2nd order method) using */
/* optimization routine to determine gradients.
*/
/* ------------------------------------------------------------------------- */
#include "udf.h"
extern Domain* domain;
/* ----- User modifiable problem/solver parameters ----- */
/* Periodic BC definition (if used) */
#define PERIODIC_DX 0.
#define PERIODIC_DY 0.
#define PERIODIC_DZ 0.
/* Max wavenumber for spectral inlet condition (if used) */
#define K_INLET_MAX 64
static real phi_phase[K_INLET_MAX];
/* Flag for scalar or vector (velocity) equations */
#define VEL_CALC 1
/*Flag for compressible flow calc*/
#define COMP_CALC 1 /*0 incomp, 1 comp*/
/* Gradient reconstruction weighting parameter */
#define SIGG 2.
/* ----- Gauss quadrature point parameters ----- */
#define QP_MULT 0.5
/* ----- Boundary condition flags ----- */
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#define INTERIOR_FACE_GROUP (!BOUNDARY_FACE_THREAD_P(tf))
#define PERIODIC_BC_GROUP (THREAD_TYPE(tf)==12)
#define SHADOW_BC_GROUP (THREAD_TYPE(tf)==8)
#define DIRICHLET_BC_GROUP
(THREAD_TYPE(tf)==3||THREAD_TYPE(tf)==4||THREAD_TYPE(tf)==10)
#define NEUMANN_BC_GROUP
(THREAD_TYPE(tf)==5||THREAD_TYPE(tf)==7||THREAD_TYPE(tf)==36)
/* ----- User Defined Scalaz ----- */
#define PHI 0 /* Arbitrary scalar transport variable */
/* ----- User Defined Memory ----- */
#define PHI 0
#define DPHI_X 1
#define DPHI_Y 2 /* Note that the (total) number of derivatives can be computed for
*/
#define DPHI_Z 3 /* 2D as (1/2)*(order^2+3*order) and for 3D as
(1/6)*(order^3+6*order^2+11*order) */
#define SRC_PHI 4
#define DT_X 5
#define DT_Y 6
#define DT_Z 7
#define SRC_T 8
#define DU_X 9
#define DU_Y 10
#define DU_Z 11
#define SRC_U 12
#define DV_X 13
#define DV_Y 14
#define DV_Z 15
#define SRC_V 16
#define DW_X 17
#define DW_Y 18
#define DW_Z 19
#define SRC_W 20
#define GRAD_X 21 /* Temporary first derivatives */
#define GRAD_Y 22
#define GRAD_Z 23
#define PHI_MAX 24
#define PHI_MIN 25
/* Projection from cell centroid c to face centroid f */
real proj_c2f(f,tf,c,t,grad_id)
Thread *tf, *t;
face_t f;
191

cell_t c;
int grad_id;
{
real f_cent[ND_ND], c_cent[ND_ND], r_f[ND_ND];
real phi_grad[ND_ND];
F_CENTROID(f_cent,f,tf);
C_CENTROID(c_cent,c,t);
NV_VV(r_f, =, f_cent, -, c_cent);
phi_grad[0] = C_UDMI(c,t,grad_id+0);
phi_grad[1] = C_UDMI(c,t,grad_id+1);
#if RP_3D
phi_grad[2] = C_UDMI(c,t,grad_id+2);
#endif
return C_UDMI(c,t,PHI) + NV_DOT(phi_grad,r_f);
}
/* Projection from cell centroid c to arbitrary point x */
real proj_c2p(x,c,t,grad_id)
real x[ND_ND];
Thread *t;
cell_t c;
int grad_id;
{
real c_cent[ND_ND], r_f[ND_ND];
real phi_grad[ND_ND];
C_CENTROID(c_cent,c,t);
NV_VV(r_f, =, x, -, c_cent);
phi_grad[0] = C_UDMI(c,t,grad_id+0);
phi_grad[1] = C_UDMI(c,t,grad_id+1);
#if RP_3D
phi_grad[2] = C_UDMI(c,t,grad_id+2);
#endif
return C_UDMI(c,t,PHI) + NV_DOT(phi_grad,r_f);
}
void GaussElim(A,X)
real A[ND_ND][ND_ND+1], X[ND_ND];
{
int D = ND_ND;
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int N, I, J, K;
real ZERO, SUM;
real M;
N = D-1;
ZERO = 1.0E-20;
for (I = 0; I <= N-1; ++I)
{
for (J = I+1; J <= N; ++J)
{
M = A[J][I]/A[I][I];
for (K = I; K <= N+1; ++K)
{
A[J][K] -= M*A[I][K];
}
}
}
if (A[N][N] >= ZERO || A[N][N] <= -ZERO)
{
A[N][N+1] /= A[N][N];
}
else
{
A[N][N+1] = 0.0;
}
for (I = N-1; I >= 0; --I)
{
SUM = 0.0;
for (J = I+1; J <= N; ++J)
{
SUM += A[I][J]*A[J][N+1];
}
if (A[I][I] >= ZERO || A[I][I] <= -ZERO)
{
A[I][N+1] = (A[I][N+1]-SUM)/A[I][I];
}
else
{
A[I][N+1] = 0.0;
}
}
for (I = 0; I <= N; ++I)
{
X[I] = A[I][D];
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}
}
real inlet_phi(x)
real x[ND_ND];
{
real y = x[1];
real phi;
#if 0 /* Sine wave */
real pi = 3.141592654, freq = 8.;
phi = sin(2.*freq*1.*pi*y);
#endif
#if 0 /* Step fn */
y = x[1];
if (y > 0.5){phi = 1.;}
else {phi=-1.;}
#endif
#if 0 /* Tent fn */
y = x[1];
if (y > 0.55){phi = 0.;}
else if (y > 0.5){phi = 1. + 20.*(0.5-y);}
else if (y > 0.45){phi = 20.*(y-.45);}
else {phi=0.;}
#endif
#if 0 /* Spectral distribution */
real pi = 3.141592654, k_max = 25;
phi = 0.;
int k;
for(k=0;k<k_max;k++)
{
phi += sin(2.*((real)k+1.)*1.*pi*y + phi_phase[k]);
}
#endif
#if 0 /* Double Step */
if ((x[0] < 0.16666667) && (x[1] < 0.16666667))
{
phi = 1.;
}
else
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{
phi = 0.;
}
#endif
return phi;
}

DEFINE_ADJUST(adjust_fn, domain)
{
Thread *t, *tf, *t0, *t1, *t_up, *tn;
Node *node;
cell_t c, c0, c1, c_up, cn;
face_t f;
real f_cent[ND_ND], c_cent[ND_ND], dx[ND_ND], Grad[ND_ND];
real x_cent[ND_ND], r_f[ND_ND], n_cent[ND_ND], xs_cent[ND_ND];
real face_dphi;
real sig_sqr = SIGG*SIGG;
real phi_max, phi_min, phi_grad[ND_ND];
int i, j, n, nn;
int grad_id, src_id;
int var_iter, tot_iter;
real phi_f, dphi_f[ND_ND], rhs_term1, rhs_term2;
real A[ND_ND+COMP_CALC][ND_ND+COMP_CALC+1];
/* ----- Overwrite temporary PHI variable ----- */
#if VEL_CALC
tot_iter = ND_ND+COMP_CALC;
for (var_iter = 0;var_iter<tot_iter;var_iter++)
{
#if COMP_CALC
grad_id = DT_X + 4*var_iter;
src_id = SRC_T + 4*var_iter;
if (var_iter==0)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
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{
C_UDMI(c,t,PHI) = C_T(c,t);
}
end_c_loop(c,t)
}
}
if (var_iter==1)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_U(c,t);
}
end_c_loop(c,t)
}
}
if (var_iter==2)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_V(c,t);
}
end_c_loop(c,t)
}
}
if(var_iter==3)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_W(c,t);
}
end_c_loop(c,t)
}
}
#else
grad_id = DU_X + 4*var_iter;
src_id = SRC_U + 4*var_iter;
if (var_iter==0)
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{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_U(c,t);
}
end_c_loop(c,t)
}
}
if (var_iter==1)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_V(c,t);
}
end_c_loop(c,t)
}
}
if(var_iter==2)
{
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_W(c,t);
}
end_c_loop(c,t)
}
}
#endif
#else
grad_id = DPHI_X;
src_id = SRC_PHI;
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,PHI) = C_UDSI(c,t,PHI);
}
end_c_loop(c,t)
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}
#endif
/* ----- Calculate reconstruction gradients ----- */
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_CENTROID(c_cent,c,t);
/* Zero out augmented coefficient matrix for grad calc */
for(i=0;i<ND_ND;i++)
{
for(j=0;j<ND_ND+1;j++)
{
A[i][j] = 0.;
}
}
c_face_loop(c,t,n)
{
f = C_FACE(c,t,n);
tf = C_FACE_THREAD(c,t,n);
if INTERIOR_FACE_GROUP
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
cn = c0;
tn = t0;
if ((cn == c) && (tn == t))
{
cn = c1;
tn = t1;
}
F_CENTROID(f_cent,f,tf);
f_node_loop(f,tf,nn)
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{
node = F_NODE(f,tf,nn);
x_cent[0] = QP_MULT*NODE_X(node) + (1.-QP_MULT)*f_cent[0];
x_cent[1] = QP_MULT*NODE_Y(node) + (1.-QP_MULT)*f_cent[1];
#if RP_3D
x_cent[2] = QP_MULT*NODE_Z(node) + (1.-QP_MULT)*f_cent[2];
#endif
NV_VV(dx, =, x_cent, -, c_cent);
/* Determine neighbor values of phi and its derivatives at quadrature points */
phi_f = proj_c2p(x_cent,cn,tn,grad_id);
dphi_f[0] = C_UDMI(cn,tn,grad_id+0);
dphi_f[1] = C_UDMI(cn,tn,grad_id+1);
#if RP_3D
dphi_f[2] = C_UDMI(cn,tn,grad_id+2);
#endif
rhs_term1 = (sig_sqr/(1.+sig_sqr))*(phi_f-C_UDMI(c,t,PHI));
rhs_term2 = (1./(1.+sig_sqr))*NV_DOT(dphi_f,dx);
for(i=0;i<ND_ND;i++)
{
for(j=0;j<ND_ND;j++)
{
A[i][j] += dx[i]*dx[j];
}
A[i][ND_ND] += dx[i]*(rhs_term1+rhs_term2);
}
}
}
if PERIODIC_BC_GROUP
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
cn = c1;
tn = t1;
F_CENTROID(f_cent,f,tf);
f_node_loop(f,tf,nn)
{
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node = F_NODE(f,tf,nn);
x_cent[0] = QP_MULT*NODE_X(node) + (1.-QP_MULT)*f_cent[0];
x_cent[1] = QP_MULT*NODE_Y(node) + (1.-QP_MULT)*f_cent[1];
#if RP_3D
x_cent[2] = QP_MULT*NODE_Z(node) + (1.-QP_MULT)*f_cent[2];
#endif
/* Shifted point location */
xs_cent[0] = x_cent[0] + PERIODIC_DX;
xs_cent[1] = x_cent[1] + PERIODIC_DY;
#if RP_3D
xs_cent[2] = x_cent[2] + PERIODIC_DZ;
#endif
NV_VV(dx, =, x_cent, -, c_cent);
/* Determine neighbor values of phi and its derivatives at quadrature points */
phi_f = proj_c2p(xs_cent,cn,tn,grad_id);
dphi_f[0] = C_UDMI(cn,tn,grad_id+0);
dphi_f[1] = C_UDMI(cn,tn,grad_id+1);
#if RP_3D
dphi_f[2] = C_UDMI(cn,tn,grad_id+2);
#endif
rhs_term1 = (sig_sqr/(1.+sig_sqr))*(phi_f-C_UDMI(c,t,PHI));
rhs_term2 = (1./(1.+sig_sqr))*NV_DOT(dphi_f,dx);
for(i=0;i<ND_ND;i++)
{
for(j=0;j<ND_ND;j++)
{
A[i][j] += dx[i]*dx[j];
}
A[i][ND_ND] += dx[i]*(rhs_term1+rhs_term2);
}
}
}
if SHADOW_BC_GROUP
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
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cn = c1;
tn = t1;
F_CENTROID(f_cent,f,tf);
f_node_loop(f,tf,nn)
{
node = F_NODE(f,tf,nn);
x_cent[0] = QP_MULT*NODE_X(node) + (1.-QP_MULT)*f_cent[0];
x_cent[1] = QP_MULT*NODE_Y(node) + (1.-QP_MULT)*f_cent[1];
#if RP_3D
x_cent[2] = QP_MULT*NODE_Z(node) + (1.-QP_MULT)*f_cent[2];
#endif
/* Shifted point location */
xs_cent[0] = x_cent[0] - PERIODIC_DX;
xs_cent[1] = x_cent[1] - PERIODIC_DY;
#if RP_3D
xs_cent[2] = x_cent[2] - PERIODIC_DZ;
#endif
NV_VV(dx, =, x_cent, -, c_cent);
/* Determine neighbor values of phi and its derivatives at quadrature points */
phi_f = proj_c2p(xs_cent,cn,tn,grad_id);
dphi_f[0] = C_UDMI(cn,tn,grad_id+0);
dphi_f[1] = C_UDMI(cn,tn,grad_id+1);
#if RP_3D
dphi_f[2] = C_UDMI(cn,tn,grad_id+2);
#endif
rhs_term1 = (sig_sqr/(1.+sig_sqr))*(phi_f-C_UDMI(c,t,PHI));
rhs_term2 = (1./(1.+sig_sqr))*NV_DOT(dphi_f,dx);
for(i=0;i<ND_ND;i++)
{
for(j=0;j<ND_ND;j++)
{
A[i][j] += dx[i]*dx[j];
}
A[i][ND_ND] += dx[i]*(rhs_term1+rhs_term2);
}
}
}
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if DIRICHLET_BC_GROUP /* Dirichlet Boundary faces -- simple 2nd order
implementation!!!*/
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
F_CENTROID(f_cent,f,tf);
f_node_loop(f,tf,nn)
{
node = F_NODE(f,tf,nn);
x_cent[0] = QP_MULT*NODE_X(node) + (1.-QP_MULT)*f_cent[0];
x_cent[1] = QP_MULT*NODE_Y(node) + (1.-QP_MULT)*f_cent[1];
#if RP_3D
x_cent[2] = QP_MULT*NODE_Z(node) + (1.-QP_MULT)*f_cent[2];
#endif
NV_VV(dx, =, x_cent, -, c_cent);
/* Determine values of phi and its derivatives at quadrature points */
if (THREAD_TYPE(tf) == 4 && VEL_CALC == 0)
{
phi_f = inlet_phi(x_cent);
}
else
{
phi_f = F_UDSI(f,tf,PHI);
}
dphi_f[0] = C_UDMI(c0,t0,grad_id+0);
dphi_f[1] = C_UDMI(c0,t0,grad_id+1);
#if RP_3D
dphi_f[2] = C_UDMI(c0,t0,grad_id+2);
#endif
rhs_term1 = (sig_sqr/(1.+sig_sqr))*(phi_f-C_UDMI(c,t,PHI));
rhs_term2 = (1./(1.+sig_sqr))*NV_DOT(dphi_f,dx);
for(i=0;i<ND_ND;i++)
{
for(j=0;j<ND_ND;j++)
{
A[i][j] += dx[i]*dx[j];
}
A[i][ND_ND] += dx[i]*(rhs_term1+rhs_term2);
}
}
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}
}
/* Solve system for gradient components */
GaussElim(A,Grad);
C_UDMI(c,t,GRAD_X) = Grad[0];
C_UDMI(c,t,GRAD_Y) = Grad[1];
#if RP_3D
C_UDMI(c,t,GRAD_Z) = Grad[2];
#endif
}
end_c_loop(c,t)
}
/* ----- Store new gradients ----- */
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,grad_id+0) = C_UDMI(c,t,GRAD_X);
C_UDMI(c,t,grad_id+1) = C_UDMI(c,t,GRAD_Y);
#if RP_3D
C_UDMI(c,t,grad_id+2) = C_UDMI(c,t,GRAD_Z);
#endif
}
end_c_loop(c,t)
}
/* ----- Set source terms ----- */
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,SRC_PHI) = 0.; /* Initialize source term to zero */
}
end_c_loop(c,t)
}
thread_loop_f(tf,domain)
{
if INTERIOR_FACE_GROUP
{
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begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
if (F_FLUX(f,tf) > 0.)
{
c_up = c0;
t_up = t0;
}
else
{
c_up = c1;
t_up = t1;
}
face_dphi = proj_c2f(f,tf,c_up,t_up,grad_id)-C_UDMI(c_up,t_up,PHI);
C_UDMI(c0,t0,SRC_PHI) -= F_FLUX(f,tf)*face_dphi;
C_UDMI(c1,t1,SRC_PHI) += F_FLUX(f,tf)*face_dphi;
}
end_f_loop(f,tf)
}
else if (PERIODIC_BC_GROUP)
{
begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
c1 = F_C1(f,tf);
t1 = F_C1_THREAD(f,tf);
F_CENTROID(f_cent,f,tf);
if (F_FLUX(f,tf) > 0.)
{
c_up = c0;
t_up = t0;
}
else
{
c_up = c1;
t_up = t1;
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f_cent[0] += PERIODIC_DX;
f_cent[1] += PERIODIC_DY;
#if RP_3D
f_cent[2] += PERIODIC_DZ;
#endif
}
face_dphi = proj_c2p(f_cent,c_up,t_up,grad_id)-C_UDMI(c_up,t_up,PHI);
C_UDMI(c0,t0,SRC_PHI) -= F_FLUX(f,tf)*face_dphi;
C_UDMI(c1,t1,SRC_PHI) += F_FLUX(f,tf)*face_dphi;
}
end_f_loop(f,tf)
}
else
{
begin_f_loop(f,tf)
{
c0 = F_C0(f,tf);
t0 = F_C0_THREAD(f,tf);
if (F_FLUX(f,tf) > 0.)
{
face_dphi = proj_c2f(f,tf,c0,t0,grad_id)-C_UDMI(c0,t0,PHI);
C_UDMI(c0,t0,SRC_PHI) -= F_FLUX(f,tf)*face_dphi;
}
}
end_f_loop(f,tf)
}
}
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
C_UDMI(c,t,src_id) = C_UDMI(c,t,SRC_PHI)/C_VOLUME(c,t);
}
end_c_loop(c,t)
}
#if VEL_CALC
} /* End of for loop over var_iter */
#endif
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}
DEFINE_SOURCE(conv_source_phi, c, t, dS, eqn)
{
dS[eqn] = 0.;
return C_UDMI(c,t,SRC_PHI);
}
DEFINE_SOURCE(conv_source_u, c, t, dS, eqn)
{
dS[eqn] = 0.;
return C_UDMI(c,t,SRC_U);
}
DEFINE_SOURCE(conv_source_v, c, t, dS, eqn)
{
dS[eqn] = 0.;
return C_UDMI(c,t,SRC_V);
}
DEFINE_SOURCE(conv_source_w, c, t, dS, eqn)
{
dS[eqn] = 0.;
return C_UDMI(c,t,SRC_W);
}
DEFINE_SOURCE(conv_source_t, c, t, dS, eqn)
{
dS[eqn] = 0.;
return C_UDMI(c,t,SRC_T);
}
DEFINE_PROFILE(inlet_profile,tf,i)
{
real x[ND_ND], f_cent[ND_ND];
face_t f;
Node *node;
real phi_f, n_gp;
int n;

/* this will hold the position vector */

begin_f_loop(f,tf)
{
F_CENTROID(f_cent,f,tf);
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phi_f = 0.;
n_gp = 0.;
f_node_loop(f,tf,n)
{
node = F_NODE(f,tf,n);
x[0] = QP_MULT*NODE_X(node) + (1.-QP_MULT)*f_cent[0];
x[1] = QP_MULT*NODE_Y(node) + (1.-QP_MULT)*f_cent[1];
#if RP_3D
x[2] = QP_MULT*NODE_Z(node) + (1.-QP_MULT)*f_cent[2];
#endif
n_gp += 1.;
phi_f += inlet_phi(x);
}
phi_f /= n_gp;
F_PROFILE(f,tf,i) = phi_f;
}
end_f_loop(f,tf)
}

DEFINE_ON_DEMAND(init_inlet_modes)
{
int i;
real pi = 3.141592654;
for (i=0;i<K_INLET_MAX;i++)
{
phi_phase[i] = 2.*pi*rand()/2147483648.;
}
}
Tested Inlet Profiles
Double Step

DEFINE_PROFILE(left_square_wave,tf,i)
{
face_t f;
real f_cent[ND_ND];
real y, z;
begin_f_loop(f,tf)
{
F_CENTROID(f_cent,f,tf);
y = f_cent[1];
z = 1./6.;
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if(y < z)
{
F_PROFILE(f,tf,i) = 1.;
}
else
{
F_PROFILE(f,tf,i) = 0.;
}
}
end_f_loop(f,tf)
}
DEFINE_PROFILE(bottom_square_wave,tf,i)
{
face_t f;
real f_cent[ND_ND];
real x, z;
begin_f_loop(f,tf)
{
F_CENTROID(f_cent,f,tf);
x = f_cent[0];
z = 1./6.;
if(x < z)
{
F_PROFILE(f,tf,i) = 1.;
}
else
{
F_PROFILE(f,tf,i) = 0.;
}
}
end_f_loop(f,tf)
}
Sinusoidal

DEFINE_PROFILE(sin_profile,tf,i)
{
real x[ND_ND];
real y;
face_t f;
real pi = 3.141592654, freq = 12.;
begin_f_loop(f,tf)
{
F_CENTROID(x,f,tf);
208

y = x[1];
F_PROFILE(f,tf,i) = sin(2.*freq*1.*pi*y);
}
end_f_loop(f,tf)
}
Gaussian-Square Wave

DEFINE_PROFILE(rev_req,tf,i)
{
face_t f;
real f_cent[ND_ND];
real y, a = 1.0, ga = 0.05;
begin_f_loop(f,tf)
{
F_CENTROID(f_cent,f,tf);
y = f_cent[1];
if (y < 0.3)
{
F_PROFILE(f,tf,i) = a*exp(-SQR((y-0.15)/ga));
}
else if (y > 0.3 && y < 0.5)
{
F_PROFILE(f,tf,i) = 0.5;
}
else
{
F_PROFILE(f,tf,i) = 0.0;
}
}
end_f_loop(f,tf)
}
Three-Dimensional Sinusoidal

DEFINE_PROFILE(uvortprof,tf,i)
{
face_t f;
real f_cent[ND_ND];
real x, y, z, a = 1, ga = 0.05;
begin_f_loop(f,tf)
{
F_CENTROID(f_cent,f,tf);
x = f_cent[0];
y = f_cent[1];
z = f_cent[2];
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F_PROFILE(f,tf,i) = sin(4.0*3.14*x)*cos(4.0*3.14*y);
}
end_f_loop(f,tf)
}
DEFINE_PROFILE(vvortex_profile,tf,j)
{
face_t f;
real f_cent[ND_ND];
real x, y, z, a = 1, ga = 0.05;
begin_f_loop(f,tf)
{
F_CENTROID(f_cent,f,tf);
x = f_cent[0];
y = f_cent[1];
z = f_cent[2];
F_PROFILE(f,tf,j) = -cos(4.0*3.14*x)*sin(4.0*3.14*y);
}
end_f_loop(f,tf)
}
Dissipation Calculation

DEFINE_ON_DEMAND(on_demand_facediss)
{
Domain *d;
Thread *t, *tf;
cell_t c;
face_t f;
int i;
real mdot, phi_face, diss = 0;
real f_cent[ND_ND], c_cent[ND_ND], r_f[ND_ND], phi_grad[ND_ND];
d = Get_Domain(1);
thread_loop_f(tf,domain)
{
if (THREAD_TYPE(tf) == 4 || THREAD_TYPE(tf) == 10 || THREAD_TYPE(tf) == 20)
{
begin_f_loop(f,tf)
{
c = F_C0(f,tf);
t = F_C0_THREAD(f,tf);
F_CENTROID(f_cent,f,tf);
C_CENTROID(c_cent,c,t);
NV_VV(r_f,=,f_cent,-,c_cent);
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phi_grad[0] = C_UDSI_G(c,t,PHI)[0];
phi_grad[1] = C_UDSI_G(c,t,PHI)[1];
#if RP_3D
phi_grad[2] = C_UDSI_G(c,t,PHI)[2];
#endif
phi_face = C_UDSI(c,t,PHI)+NV_DOT(phi_grad,r_f);
mdot = F_FLUX(f,tf);
diss -= mdot*phi_face*phi_face;
}
end_f_loop(f,tf)
}
else if (THREAD_TYPE(tf) == 5 || THREAD_TYPE(tf) == 11 || THREAD_TYPE(tf) ==
36)
{
begin_f_loop(f,tf)
{
c = F_C0(f,tf);
t = F_C0_THREAD(f,tf);
F_CENTROID(f_cent,f,tf);
C_CENTROID(c_cent,c,t);
NV_VV(r_f,=,f_cent,-,c_cent);
phi_grad[0] = C_UDSI_G(c,t,PHI)[0];
phi_grad[1] = C_UDSI_G(c,t,PHI)[1];
#if RP_3D
phi_grad[2] = C_UDSI_G(c,t,PHI)[2];
#endif
phi_face = C_UDSI(c,t,PHI)+NV_DOT(phi_grad,r_f);
mdot = F_FLUX(f,tf);
diss -= mdot*phi_face*phi_face;
}
end_f_loop(f,tf)
}
}
Message("\n Scheme Dissipation: %f\n",diss);
}
Error Calculation

DEFINE_ON_DEMAND(on_demand_error)
{
Domain *d;
Thread *t, *tf;
cell_t c;
face_t f;
int i;
real mdot, phi_face, diff = 0., sqr = 0., err = 0., real_phi = 0., cell_num = 0., freq = 8.;
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real ex, ey, pi = 3.141592654;
real f_cent[ND_ND], c_cent[ND_ND], r_f[ND_ND], phi_grad[ND_ND];
d = Get_Domain(1);
thread_loop_c(t,domain)
{
begin_c_loop(c,t)
{
cell_num += 1.;
/*Calc Real PHI*/
C_CENTROID(c_cent,c,t);
ex = c_cent[0];
ey = c_cent[1];
if (ex < ey)
{
real_phi = sin(2*pi*freq*(ey-ex));
}
else
{
real_phi = 0.;
}
/*Calc Error*/
diff = C_UDSI(c,t,PHI)-real_phi;
sqr += (diff*diff);
}
end_c_loop(c,t)
}
err = sqrt(sqr/cell_num);
Message("\n Scheme Error: %f\n",err);
}
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