Abstract. We exploit the knowledge of the nonequilibrium potential in a model for the modulated class A laser. We analyse both, the deterministic and the stochastic dynamics of such a system in terms of the Lyapunov potential. Furthermore, we analyse the stochastic response of such a system and explain it again using the potential in a wide range of parameters and for small values of the noise. Such a response is quantified by means of the amplification factor, founding stochastic resonance within specific parameter's ranges. 
electric field suffices to describe the dynamical evolution of the laser. This equation contains a white-noise term accounting for the stochastic nature of the spontaneous emission. Some properties of typical class A lasers, such as a dye laser, are discussed in Refs. [22, 23] .
Here we analyse SR in the indicated laser system, exploiting the knowledge of its NEP. The extremely interesting aspect of this system's NEP is that it goes from a fixed point into a limit cycle potential as a parameter of the laser is varied. In the following Section 2 we introduce the model and the form of its NEP. In Section 3 we describe the dynamics of the system when modulation is considered, both in the deterministic and the stochastic situations. Afterwards, we devote section 4 to the study of the amplification factor to have a deep understanding of the stochastic dynamics with modulation, therefore we discuss a few situations of interest. Finally, we draw some conclusions.
The model
We study the dynamical equations of a class A laser described in terms of the slowly varying complex amplitude E of the electric field, injected with a monochromatic optical field Se iΩt . The resulting evolution equation is [18, 24, 25] E(t) = (1 + iα) Γ 1 + β|E| 2 − κ E + σSe −i∆Ωt + ζ(t),
where ∆Ω is the detuning between the external field and the free-running laser frequency. Here κ is the cavity decay rate, Γ the gain parameter, β the saturation-intensity parameter, α the atomic detuning parameter, and σ the amplitude feed-in rate, proportional to the inverse of the round-trip time τ in [26] , ζ(t) is a (complex) Gaussian whitenoise term with zero mean and correlations ζ(t)ζ * (t ) = 4Dδ(t − t ). In this paper we will work with a dimensionless version of Eq.(1) with rescaled time and electric field.
Writing x 1 + ix 2 for the new rescaled field, the new equations arė
x 2 = a b + x 2 1 + x 2 2 − 1 (αx 1 + x 2 ) + ηx 1 + √ 2 ξ 2 (t), (3) (see Ref. [18] for full details). The new parameters are a = Γ/(κβ) (related to the gain parameter), b = 1/β, ρ = σS/κ and η = ∆Ω/κ such that ρ is proportional to the intensity of the injected field and η to its frequency. The (real) Gaussian white noises ξ i (t) have zero mean and cor- 
with white noises of zero mean and correlations
Eventually, in order to study the existence of stochastic resonance in this system, we will be interested in allowing the parameter a to vary periodically in time. However, when a is a constant it is a matter of simple algebra to show that the dynamical Eqs.(2,3) can be written as [16, 18, 27, 28 , 29]
For future reference, we write this function in terms of intensity I and phase φ,
In the next subsections we summarise the main features of the dynamical evolution in the deterministic and stochastic cases, a more detailed account can be found in [18] .
Deterministic dynamics
In the absence of the stochastic terms ( = 0), it turns out that V (x 1 , x 2 ) is a Lyapunov potential (i.e. bounded from below and never increasing during the dynamical evolution) provided that the condition ηρ = 0 is satisfied. The existence of the potential allows one to "visualise" the dynamics of the point of coordinates (x 1 (t), x 2 (t)) as the movement of a fictitious particle within the potential landscape. (iii) In the case ρ = 0, η = 0, the function
is no longer a Lyapunov potential. However, the complex bifurcation set that appears in this case [18] , can still be understood in terms of the potential at least for small values of the product ρη.
In all cases, the details of the transient trajectory in the (x 1 , x 2 ) space leading to the minimum of the potential depend on the particular value of the parameter α.
Stochastic dynamics
In the presence of noise terms ( = 0), the Lyapunov potential also allows us to determine the steady-state proba-
being Z the normalisation constant. The relation is exact if ηρ = 0 and, otherwise, it has to be interpreted as an approximation valid in the limit → 0 [15] . A simple change of variables gives us the probability distribution for intensity and phase, P st (I, φ) =Ẑ −1 exp (−V (I, φ))/ , from which the average value of intensity I and phase flux,φ, can be computed
For ρ = 0 and a > b, the integrals can be analytically computed with the results
where Γ (x, y) is the incomplete gamma function [30] . From these expressions we derive that, in the deterministic case, 3 Modulation: Deterministic and Stochastic
Dynamics
We are interested in analysing the possibility of stochastic resonance in the dynamic system's response to an external perturbation. To this end, we consider a periodic modulation of the parameter a in Eqs.(2,3) of the form:
As a = Γ/(κβ), this is equivalent to a modulation of the gain parameter (with fixed values for the cavity decay rate and the saturation-intensity parameter). We firstly consider this contribution in absence of noisy terms (deterministic) and then in presence of noise (stochastic effects).
Modulation: Deterministic Dynamics
We first note that the form of the evolution Eqs. (6) is still valid if the parameter a depends on time a(t). has now an explicit dependence on time, i.e V (I, φ; t).
We keep in this section the condition a 0 > b such that the unmodulated (a 1 = 0) potential V (x 1 , x 2 ) has the "Mexican hat" shape with a line of degenerate minima at
(i) For ρ = 0 and a 0 > a 1 + b the modulated potential keeps at all times the same qualitative shape with a
In this case, it is observed that for large modulation periods, small values of ω, and after a transient time, the trajectories (x 1 (t), x 2 (t)) follow faithfully that minimum but with a time delay, such that their intensity I(t) = x 1 (t) 2 + x 2 (t) 2 after this transient time can be fitted as small modulation period -large frequency ω-the shape of the potential changes very fast and, although the trajectories (x 1 (t), x 2 (t)) tend to the minima of the potential following the maximum slope lines, they are not able to follow adiabatically the values of these minima. As a result, it turns out that the intensity can be fitted to a form
For α = 0, the phase φ(t) remains constant around a value that depends on the initial condition, see dotted line (ii) For ρ > 0, η = 0 the potential is tilted to a preferred direction and displays a single minimum whose location oscillates periodically in time with the frequency ω. The trajectories in the (x 1 , x 2 ) plane as well as the intensity and phase follow this time-varying minimum as shown in Fig.3 . Note that the stationary intensity oscillates around a larger mean value than a 0 −b, Fig.3(a) . The maximum and minimum value of the oscillations of the intensity I(t) now depend on the α parameter at variance with the case ρ = η = 0 analysed previously.
The combined effects of η and ρ include different scenarios depending on the values adopted for these two parameters, corresponding to an extension of the bifurcation set reported in the non-modulated case.
Modulation: Stochastic Effects
We now consider Eqs.(2,3) subject simultaneously to the modulation term (13) and to noise (i.e. = 0). The noise term is the responsible of driving the system out of the minima of the potential. In this section we will discuss the possible enhancement of the modulation induced by the stochastic terms as a function of the different system parameters. It is our main aim here to characterise the stochastic dynamics in terms of the Lyapunov potential.
We use the asymptotic probability distribution function P st (I, φ, t) =Ẑ −1 exp (−V (I, φ, t))/ ) where the potential V (I, φ, t) is given by Eq.(8) but including an explicit dependence of a(t) with time as given by Eq.(13).
We can obtain the mean values of the intensity and phase flux in a similar way than in Eqs. (9, 10) . As these values have an explicit dependence on time, we obtain the mean value of each of them in a period of time, i.e.
and
where the averages I st (t) and φ st (t) are obtained from
Eqs.(9,10) using the time dependent probability distribution P st (I, φ, t). We note that Eqs. 
Stochastic Resonance: the Amplification Factor
It is the aim of this section to study if a certain value of the noise term improves the response of some of the variables for the modulated system. More specifically, we are interested in maximising the amplification factor of the intensity or the phase flux as a function of the noise term.
The amplification factor of I st (t) is defined as
where M 1 indicates the first coefficient of the Fourier ex-
and can be obtained as
We evaluate this amplification factor by using I st (t) in In the numerical simulations, and specially for large , it is important to evaluate the mean values over longer times in order to reduce the statistical errors and obtain a good agreement between the numerical results and the theoretical ones, as it is observed in the inset of Fig.6 . For ρ = 0 we can use the analytical expressions (11) and (12) The parameter α has no effect when evaluating theoretically the amplification factor A F (I) because it appears in the antisymmetric matrix but it does not explicitly appear in the potential. The amplification factor A F (φ) does have an explicit dependence on α, and we can define a normalised amplification factor A F (φ)/α 2 that does not depend on α. The amplification factor does not change significantly when a 1 is modified (keeping a 0 and b constant). However, we observe that when a 1 increases, the mean value of the intensity slightly increases but the amplification factor A F (I) decreases, and the absolute value of the frequency and the amplification factor A F (φ) increase.
An important result is that the amplification factor 
Conclusions
In this paper we have exploited the description of a class A laser in terms of a Lyapunov potential for the deterministic dynamics in order to discuss the effect of a modulation term in the gain parameter. The potential description was obtained in a previous work [17, 18] 
