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The Sinc quadrature and the Sinc indefinite integration are approximation formulas
for definite integration and indefinite integration, respectively, which can be applied
on any interval by using an appropriate variable transformation. Their convergence
rates have been analyzed for typical cases including finite, semi-infinite, and infinite
intervals. In addition, for verified automatic integration, more explicit error bounds that
are computable have been recently given on a finite interval. In this paper, such explicit
error bounds are given in the remaining cases on semi-infinite and infinite intervals.
1 Introduction
The “Sinc quadrature” is an approximation formula for the integral over the whole real line, ex-
pressed as ∫ ∞
−∞
F (x) dx ≈ h
N∑
k=−M
F (kh), (1.1)
where M, N, h are selected appropriately depending on n. This approximation is also called the
(truncated) “trapezoidal formula.” It is well known that the formula (1.1) can achieve quite a fast,
exponential convergence. Furthermore, its optimality is proved under a certain class of functions [4,
6]. Here, there are two important conditions to be satisfied: (i) the interval of integration is
(−∞, ∞), and (ii) |F (x)| decays exponentially as x→ ±∞. In other cases, an appropriate variable
transformation t = ψ(x) should be employed, i.e., the given integral should be transformed as∫ b
a f(t) dt =
∫∞
−∞ f(ψ(x))ψ
′(x) dx, so that the above two conditions are met.
In this regard, Stenger [5] considered the following four typical cases:
1. (a, b) = (−∞, ∞), and |f(x)| decays algebraically as x→ ±∞,
2. (a, b) = (0, ∞), and |f(x)| decays algebraically as x→∞,
3. (a, b) = (0, ∞), and |f(x)| decays (already) exponentially as x→∞,
4. The interval (a, b) is finite.
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He then gave the concrete transformations to be employed in all cases:
ψSE1(t) = sinh t,
ψSE2(t) = e
t,
ψSE3(t) = arcsinh(e
t),
ψSE4(t) =
b− a
2
tanh
(
t
2
)
+
b+ a
2
,
which are called the “Single-Exponential (SE) transformations.” Takahasi–Mori [7] proposed the
following improved transformations:
ψDE1(t) = sinh[(pi/2) sinh t],
ψDE2(t) = e
(pi/2) sinh t,
ψDE3†(t) = e
t−exp(−t),
ψDE4(t) =
b− a
2
tanh
(
pi
2
sinh t
)
+
b+ a
2
,
which are called the “Double-Exponential (DE) transformations.” In addition, in case 3, another
DE transformation
ψDE3(t) = log(1 + e
(pi/2) sinh t)
was proposed [2] so that its inverse function can be explicitly written with elementary functions
(whereas ψDE3†(t) cannot).
Error analyses of the Sinc quadrature combined with ψSE1(t), . . . ,ψSE4(t) are given [5] in the
following form:
|Error| ≤ C e−
√
2pidµn,
and for ψDE1(t), ψDE2(t), ψDE3(t), ψDE4(t), their error analyses have been given [8] as
|Error| ≤ C e−2pidn/ log(8dn/µ), (1.2)
and for ψDE3†(t), also given [8] as
|Error| ≤ C e−2pidn/ log(2pidn/µ), (1.3)
where µ indicates the decay rate of the integrand, d denotes the width of the domain in which the
transformed integrand is analytic, and C is a constant independent of n. In view of the inequalities
above, the accuracy of the approximation can be guaranteed if the constant C is explicitly given in
a computable form. In fact, the explicit form of C was revealed in case 4 (the interval is finite) [3],
and the result was used for verified automatic integration [9].
The main objective of this study is to reveal the explicit form of C’s in the remaining cases: 1–3
(the interval is not finite), which enables us to bound the errors by computable terms.
As a second objective, this paper improves the DE transformation in case 3. Instead of ψDE3(t)
or ψDE3†(t),
ψDE3‡(t) = log(1 + e
pi sinh t)
is introduced in this paper, and it is shown that the error is estimated as
|Error| ≤ C e−2pidn/ log(4dn/µ), (1.4)
while clarifying the constant C. The rate of (1.4) is better than (1.2) and (1.3). Furthermore,
by using Sugihara’s nonexistence theorem [6], it can be shown that ψDE3‡ is the best among the
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possible variable transformations in case 3 (although the point is not discussed in this paper and
left for another occasion).
In addition to the “Sinc quadrature” described above, similar results can be given for the “Sinc
indefinite integration” for indefinite integrals
∫ ξ
a f(t) dt, which is also examined in this paper.
The remainder of this paper is organized as follows. The main results of this paper are stated in
Sections 2 and 3; new error estimates for the Sinc quadrature are presented in Section 2, and for
the Sinc indefinite integration in Section 3. Numerical examples are shown in Section 4. All proofs
of the presented theorems are given in Section 5.
2 Error Estimates with Explicit Constants for the Sinc Quadrature
In this section, after reviewing existing results, new error estimates for the Sinc quadrature are
stated. Let us introduce some notation here. Let Dd be a strip domain defined by Dd = {ζ ∈ C :
| Im ζ| < d} for d > 0. Furthermore, let D−d = {ζ ∈ Dd : Re ζ < 0} and D+d = {ζ ∈ Dd : Re ζ ≥ 0}.
In all the theorems presented in Sections 2 and 3, d is assumed to be a positive constant with
d < pi/2. For a variable transformation ψ, ψ(Dd) denotes the image of Dd by the map ψ, i.e.,
ψ(Dd) = {z = ψ(ζ) : ζ ∈ Dd}. Let I1 = (−∞, ∞), I2 = I3 = (0, ∞), and let us define the following
three functions:
E1(z; γ) =
1
(1 + z2)(γ+1)/2
,
E2(z;α, β) =
zα−1
(1 + z2)(α+β)/2
,
E3(z;α, β) =
(
z
1 + z
)α−1
e−βz .
We write Ei(z; γ, γ) as Ei(z; γ) for short.
2.1 Existing and New Error Estimates for the Sinc Quadrature with the SE
Transformation
Existing error analyses for the Sinc quadrature with ψSE1, ψSE2, and ψSE3 are written in the following
form (Theorems 2.1 and 2.2).
Theorem 2.1 (Stenger [5, Theorem 4.2.6]). Assume that f is analytic in ψSE1(Dd), and there exist
positive constants K, α, and β such that
|f(z)| ≤ K|E1(z;α)| (2.1)
for all z ∈ ψSE1(D−d ), and
|f(z)| ≤ K|E1(z;β)| (2.2)
for all z ∈ ψSE1(D+d ). Let µ = min{α, β}, let h be defined as
h =
√
2pid
µn
, (2.3)
and let M and N be defined as{
M = n, N = ⌈αn/β⌉ (if µ = α),
N = n, M = ⌈βn/α⌉ (if µ = β). (2.4)
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Then there exists a constant C1, independent of n, such that∣∣∣∣∣∣
∫
I1
f(t) dt− h
N∑
k=−M
f(ψSE1(kh))ψ
′
SE1
(kh)
∣∣∣∣∣∣ ≤ C1 e−
√
2pidµn . (2.5)
Theorem 2.2 (Stenger [5, Theorem 4.2.6]). The following is true for i = 2, 3. Assume that f is
analytic in ψSEi(Dd), and there exist positive constants K, α, and β such that
|f(z)| ≤ K|Ei(z;α, β)| (2.6)
for all z ∈ ψSEi(Dd). Let µ = min{α, β}, let h be defined as (2.3), and let M and N be defined
as (2.4). Then there exists a constant Ci, independent of n, such that∣∣∣∣∣∣
∫
Ii
f(t) dt− h
N∑
k=−M
f(ψSEi(kh))ψ
′
SEi
(kh)
∣∣∣∣∣∣ ≤ Ci e−
√
2pidµn . (2.7)
This paper explicitly estimates the constant Ci’s in (2.5) and (2.7) as follows.
Theorem 2.3. Let the assumptions in Theorem 2.1 be fulfilled. Furthermore, let ν = max{α, β}.
Then the inequality (2.5) holds with
C1 =
2ν+1K
µ

 2(1− e−√2pidµ){cos d}ν + 1

 .
Theorem 2.4. Let the assumptions in Theorem 2.2 be fulfilled. Then the inequality (2.7) holds
with
C2 =
2K
µ

 2(1− e−√2pidµ){cos d}(α+β)/2 + 1

 ,
C3 =
2K
µ

 2
1+(β/2)cα,d
(1− e−
√
2pidµ){cos d}(α+β)/2
+ 2(1−α+|1−α|)/2

 ,
where cα,d is a constant defined by
cα,d =


{
2
(
1 + 1cos d
)}(1−α)/2
(if 0 < α < 1),
2(α−1)/2 (if 1 ≤ α).
(2.8)
2.2 Existing and New Error Estimates for the Sinc Quadrature with the DE
Transformation
Existing error analyses for the Sinc quadrature with ψDE1, ψDE2, ψDE3, and ψDE3† are written in the
following form (Theorems 2.5 and 2.6).
Theorem 2.5 (Tanaka et al. [8, Theorem 3.1]). The following is true for i = 1, 2, 3. Assume that
f is analytic in ψDEi(Dd), and there exist positive constants K and µ (with µ ≤ 1 in case i = 3)
such that |f(z)| ≤ K|Ei(z;µ)| for all z ∈ ψDEi(Dd). Then there exists a constant C, independent
of n, such that ∣∣∣∣∣∣
∫
Ii
f(t) dt− h
n∑
k=−n
f(ψDE1(kh))ψ
′
DE1
(kh)
∣∣∣∣∣∣ ≤ C e−2pidn/ log(8dn/µ),
where
h =
log(8dn/µ)
n
. (2.9)
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Theorem 2.6 (Tanaka et al. [8, Theorem 3.1]). Assume that f is analytic in ψDE3†(Dd), and there
exist positive constants K and µ with µ ≤ 1 such that |f(z)| ≤ K|E3(z;µ)| for all z ∈ ψDE3†(Dd).
Then there exists a constant C, independent of n, such that∣∣∣∣∣∣
∫
I3
f(t) dt− h
n∑
k=−n
f(ψDE3†(kh))ψ
′
DE3†(kh)
∣∣∣∣∣∣ ≤ C e−2pidn/ log(2pidn/µ),
where h = log(2pidn/µ)/n.
Remark 2.1. As for Theorem 2.5 with i = 3 and Theorem 2.6, although the condition ‘µ ≤ 1’ is
not assumed (only µ > 0 is assumed) in the original paper [8], that condition is necessary to avoid
the case where |z/(1 + z)|µ−1 =∞ at z = −1 (see E3(z;µ)).
As for case 1 (Theorem 2.5 with i = 1) and case 2 (Theorem 2.5 with i = 2), this paper not only
explicitly estimates the constant C’s, but also generalizes the approximation formula from
∑n
k=−n
to
∑N
k=−M as stated below. Here, xγ is defined for γ > 0 by
xγ =


arcsinh


√
1+
√
1−(2piγ)2
2piγ

 (if 0 < γ < 1/(2pi)),
arcsinh(1) (if 1/(2pi) ≤ γ),
which is introduced to determine the region of x where cosh(x) e±piγ sinhx is monotone (see Okayama
et al. [3, Proposition 4.17]).
Theorem 2.7. Assume that f is analytic in ψDE1(Dd), and there exist positive constants K, α,
and β such that (2.1) holds for all z ∈ ψDE1(D−d ), and (2.2) holds for all z ∈ ψDE1(D+d ). Let
µ = min{α, β}, let ν = max{α, β}, let h be defined as (2.9), and let M and N be defined as{
M = n, N = n− ⌊log(β/α)/h⌋ (if µ = α),
N = n, M = n− ⌊log(α/β)/h⌋ (if µ = β). (2.10)
Furthermore, let n be taken sufficiently large so that n ≥ (ν e)/(8d), Mh ≥ xα/2, and Nh ≥ xβ/2
hold. Then it holds that∣∣∣∣∣∣
∫
I1
f(t) dt− h
N∑
k=−M
f(ψDE1(kh))ψ
′
DE1
(kh)
∣∣∣∣∣∣ ≤ C1 e−2pidn/ log(8dn/µ),
where C1 is a constant independent of n, expressed as
C1 =
2ν+1K
µ
{
2
(1− e−piµ e /4){cos(pi2 sin d)}ν cos d
+ epiν/4
}
.
Theorem 2.8. Assume that f is analytic in ψDE2(Dd), and there exist positive constants K, α, and
β such that (2.6) holds with i = 2 for all z ∈ ψDE2(Dd). Let µ = min{α, β}, let ν = max{α, β}, let
h be defined as (2.9), and letM and N be defined as (2.10). Furthermore, let n be taken sufficiently
large so that n ≥ (ν e)/(8d), Mh ≥ xα/2, and Nh ≥ xβ/2 hold. Then it holds that∣∣∣∣∣∣
∫
I2
f(t) dt− h
N∑
k=−M
f(ψDE2(kh))ψ
′
DE2
(kh)
∣∣∣∣∣∣ ≤ C2 e−2pidn/ log(8dn/µ),
where C2 is a constant independent of n, expressed as
C2 =
2K
µ
{
2
(1− e−piµ e /4){cos(pi2 sin d)}(α+β)/2 cos d
+ epiν/4
}
.
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As for case 3 (Theorem 2.5 with i = 3 and Theorem 2.6), this paper employs the improved
variable transformation ψDE3‡ as described in the introduction, and gives the error estimates in a
form similar to Theorems 2.7 and 2.8.
Theorem 2.9. Assume that f is analytic in ψDE3‡(Dd), and there exist positive constants K, β,
and α with α ≤ 1 such that (2.6) holds with i = 3 for all z ∈ ψDE3‡(Dd). Let µ = min{α, β}, let
ν = max{α, β}, let h be defined as
h =
log(4dn/µ)
n
, (2.11)
and let M and N be defined as (2.10). Furthermore, let n be taken sufficiently large so that
n ≥ (ν e)/(4d), Mh ≥ xα, and Nh ≥ xβ hold. Then it holds that∣∣∣∣∣∣
∫
I3
f(t) dt− h
N∑
k=−M
f(ψDE3‡(kh))ψ
′
DE3‡
(kh)
∣∣∣∣∣∣ ≤ C3‡ e−2pidn/ log(4dn/µ),
where C3‡ is a constant independent of n, expressed as
C3‡ =
2K
µ
{
2(c˜d)
1−α
(1− e−piµ e /2){cos(pi2 sin d)}α+β cos d
+ epi(1−α+6ν)/12
}
,
and where c˜d is a constant expressed by using cd = 1 + {1/cos(pi2 sin d)} as
c˜d =
1 + log(1 + cd)
log(1 + cd)
cd. (2.12)
3 Error Estimates with Explicit Constants for the Sinc Indefinite
Integration
Sinc indefinite integration is an approximation formula for the indefinite integral [1], expressed as
∫ ξ
−∞
F (x) dx ≈
N∑
k=−M
F (kh)J(k, h)(ξ), ξ ∈ R. (3.1)
Here, the basis function J(k, h) is defined by
J(k, h)(x) = h
{
1
2
+
1
pi
Si[pi(x/h − k)]
}
,
where Si(x) is the so-called sine integral, defined by Si(x) =
∫ x
0 {sin(σ)/σ}dσ. The approxima-
tion (3.1) can be combined with the SE transformation or the DE transformation [2] similar to the
Sinc quadrature (1.1). This section presents the error estimates for those formulas.
3.1 New Error Estimates for the Sinc Indefinite Integration with the SE
Transformation
This paper gives new error estimates for the Sinc indefinite integration with ψSE1, ψSE2, and ψSE3
in the following form (Theorems 3.1 and 3.2).
Theorem 3.1. Assume that f is analytic in ψSE1(Dd), and there exist positive constants K, α,
and β such that (2.1) holds for all z ∈ ψSE1(D−d ), and (2.2) holds for all z ∈ ψSE1(D+d ). Let
µ = min{α, β}, let ν = max{α, β}, let h be defined as
h =
√
pid
µn
, (3.2)
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and let M and N be defined as (2.4). Then, it holds that
sup
τ∈I1
∣∣∣∣∣∣
∫ τ
−∞
f(t) dt−
N∑
k=−M
f(ψSE1(kh))ψ
′
SE1
(kh)J(k, h)(ψ−1
SE1
(τ))
∣∣∣∣∣∣ ≤ C1 e−
√
pidµn,
where C1 is a constant independent of n, expressed as
C1 =
2ν+1K
µ

 1(1− e−2√pidµ){cos d}ν
√
pi
dµ
+ 1.1

 .
Theorem 3.2. The following is true for i = 2, 3. Assume that f is analytic in ψSEi(Dd), and there
exist positive constants K, α, and β such that (2.6) holds for all z ∈ ψSEi(Dd). Let µ = min{α, β},
let h be defined as (3.2), and let M and N be defined as (2.4). Then, it holds that
sup
τ∈Ii
∣∣∣∣∣∣
∫ τ
0
f(t) dt−
N∑
k=−M
f(ψSEi(kh))ψ
′
SEi
(kh)J(k, h)(ψ−1
SEi
(τ))
∣∣∣∣∣∣ ≤ Ci e−
√
pidµn,
where C2 and C3 are constants independent of n, expressed as
C2 =
2K
µ

 1(1− e−2√pidµ){cos d}(α+β)/2
√
pi
dµ
+ 1.1

 ,
C3 =
2K
µ

 2
1+(β/2)cα,d
(1− e−2
√
pidµ){cos d}(α+β)/2
√
pi
dµ
+ 1.1 · 2(1−α+|1−α|)/2

 ,
and where cα,d is a constant defined in (2.8).
Remark 3.1. This paper addresses the indefinite integration formulas based on (3.1) developed by
Haber [1]. Haber developed his formula for case 4, but did not develop any formula for cases 1-3.
Other indefinite integration formulas with ψSE1, ψSE2, and ψSE3 were developed by Stenger [5],
but error estimates of the formulas are left for future work.
3.2 New Error Estimates for the Sinc Indefinite Integration with the DE
Transformation
This paper gives new error estimates for the Sinc indefinite integration with ψDE1, ψDE2, and ψDE3‡ in
the following form (Theorems 3.3–3.5). Let us define ǫDEd,µ(n) as ǫ
DE
d,µ(n) = [e
−pidn/ log(4dn/µ) log(4dn/µ)]/n
for short.
Theorem 3.3. Assume that f is analytic in ψDE1(Dd), and there exist positive constants K, α,
and β such that (2.1) holds for all z ∈ ψDE1(D−d ), and (2.2) holds for all z ∈ ψDE1(D+d ). Let
µ = min{α, β}, let ν = max{α, β}, let h be defined as (2.11), and let M and N be defined
as (2.10). Furthermore, let n be taken sufficiently large so that n ≥ (ν e)/(4d), Mh ≥ xα/2, and
Nh ≥ xβ/2 hold. Then, it holds that
sup
τ∈I1
∣∣∣∣∣∣
∫ τ
−∞
f(t) dt−
N∑
k=−M
f(ψDE1(kh))ψ
′
DE1
(kh)J(k, h)(ψ−1
DE1
(τ))
∣∣∣∣∣∣ ≤ C1ǫDEd,µ(n),
where C1 is a constant independent of n, expressed as
C1 =
2ν+1K
µd
{
1
(1− e−piµ e /2){cos(pi2 sin d)}ν cos d
+ epi(α+β)/4
}
.
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Theorem 3.4. Assume that f is analytic in ψDE2(Dd), and there exist positive constants K, α, and
β such that (2.6) holds with i = 2 for all z ∈ ψDE2(Dd). Let µ = min{α, β}, let ν = max{α, β},
let h be defined as (2.11), and let M and N be defined as (2.10). Furthermore, let n be taken
sufficiently large so that n ≥ (ν e)/(4d), Mh ≥ xα/2, and Nh ≥ xβ/2 hold. Then, it holds that
sup
τ∈I2
∣∣∣∣∣∣
∫ τ
0
f(t) dt−
N∑
k=−M
f(ψDE2(kh))ψ
′
DE2
(kh)J(k, h)(ψ−1
DE2
(τ))
∣∣∣∣∣∣ ≤ C2ǫDEd,µ(n),
where C2 is a constant independent of n, expressed as
C2 =
2K
µd
{
1
(1− e−piµ e /2){cos(pi2 sin d)}(α+β)/2 cos d
+ epi(α+β)/4
}
.
Theorem 3.5. Assume that f is analytic in ψDE3‡(Dd), and there exist positive constants K, β,
and α with α ≤ 1 such that (2.6) holds with i = 3 for all z ∈ ψDE3‡(Dd). Let µ = min{α, β},
let ν = max{α, β}, let h be defined as h = log(2dn/µ)/n, and let M and N be defined as (2.10).
Furthermore, let n be taken sufficiently large so that n ≥ (ν e)/(2d), Mh ≥ xα, and Nh ≥ xβ hold.
Then, it holds that
sup
τ∈I3
∣∣∣∣∣∣
∫ τ
0
f(t) dt−
N∑
k=−M
f(ψDE3‡(kh))ψ
′
DE3‡
(kh)J(k, h)(ψ−1
DE3‡
(τ))
∣∣∣∣∣∣ ≤ C3‡ǫDEd,2µ(n),
where C3‡ is a constant independent of n, expressed as
C3‡ =
2K
µd
{
(c˜d)
1−α
(1− e−piµ e){cos(pi2 sin d)}α+β cos d
+ epi(1+5α+6β)/12
}
,
and where c˜d is a constant defined in (2.12).
Remark 3.2. The formulas with ψDE1, ψDE2, and ψDE3 were originally developed by Muhammad–
Mori [2], but no error analysis was done on cases 2 and 3. In case 1, the authors claimed that the
formula can achieve O(exp(−pidn/ log(4dn/(µ − ǫ)))), where ǫ denotes an arbitrary small positive
number, under some mild conditions (not specified clearly). In contrast, Theorem 3.3 states the
better convergence rate than that claimed by Muhammad–Mori [2], under explicit assumptions.
4 Numerical Examples
In order to numerically confirm the results presented in Sections 2 and 3, let us consider the
following three examples.
Example 4.1 (Case 1 [2]). Consider the function f1(t) =
√
3/(2pi(t2 + t + 1)) and its defi-
nite/indefinite integral on I1:∫ ∞
−∞
f1(t) dt = 1, (4.1)∫ τ
−∞
f1(t) dt =
1
2
+
1
pi
arctan
{
2√
3
(
τ +
1
2
)}
. (4.2)
The integrand f1 satisfies the assumptions in Theorems 2.3 and 3.1 with α = β = 1, d = 3/4, and
K =
√
3 e. In addition, f1 satisfies the assumptions in Theorems 2.7 and 3.3 with α = β = 1,
d = pi/7, and K = 8
√
3/e.
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Example 4.2 (Case 2 [2]). Consider the function f2(t) = 2/(pi(1 + t
2)) and its definite/indefinite
integral on I2: ∫ ∞
0
f2(t) dt = 1, (4.3)∫ τ
0
f2(t) dt =
2
pi
arctan(τ). (4.4)
The integrand f2 satisfies the assumptions in Theorems 2.4 and 3.2 (i = 2) with α = β = 1,
d = cosh(1), and K = 2/pi. In addition, f2 satisfies the assumptions in Theorems 2.8 and 3.4 with
α = β = 1, d = 3/2, and K = 2/pi.
Example 4.3 (Case 3 [7]). Consider the function f3(t) = e
−(1+t) /(1+ t) and its definite/indefinite
integral on I3: ∫ ∞
0
f3(t) dt = E1(1), (4.5)∫ τ
0
f3(t) dt = E1(1)− Γ(0, 1 + τ), (4.6)
where E1(x) is the exponential integral, and Γ(s, x) is the incomplete gamma function. The in-
tegrand f3 satisfies the assumptions in Theorems 2.4 and 3.2 (i = 3) with α = β = 1, d = 3/2,
and K = e−1. In addition, f3 satisfies the assumptions in Theorems 2.9 and 3.5 with α = β = 1,
d = log(pi), and K = e.
Numerical results are shown in Figures 1–6. All programs were written in C++ with double-
precision floating-point arithmetic, and the GNU Scientific Library was used for computing spe-
cial functions (for this reason, rounding errors are not considered). In Figure 2, ‘maximum
error’ denotes the maximum value of absolute errors investigated on the following 403 points:
τ = 0, ±2−100, ±2−99, . . . , ±2−1, ±20, ±21, . . . , ±2100. Similarly, in Figures 4 and 6, errors were
investigated on 201 points (just the positive points of above), and their maximum is plotted in
those figures. In each graph, we can see that the error estimate by the presented theorem (dotted
line) surely bounds the actual error (solid line).
5 Proofs
5.1 In the Case of the SE Transformation
Let us first have a look at the sketch of the proof by using the Sinc quadrature as an example. Let
F (x) = f(ψSEi(x))ψ
′
SEi
(x) (recall that we employ the SE transformation t = ψSEi(x)). Then, we
have to evaluate the following term:∣∣∣∣∣∣
∫
Ii
f(t) dt− h
N∑
k=−M
f(ψSEi(kh))ψ
′
SEi
(kh)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫ ∞
−∞
F (x) dx− h
N∑
k=−M
F (kh)
∣∣∣∣∣∣ .
For the estimation, the function space defined below plays an important role.
Definition 5.1. Let L, R, α, β be positive constants, and d be a constant where 0 < d < pi/2.
Then, LSEL,R,α,β(Dd) denotes a family of functions F that are analytic on Dd, and for all ζ ∈ Dd and
x ∈ R, satisfy
|F (ζ)| ≤ L|1 + e−2ζ |α/2|1 + e2ζ |β/2 , (5.1)
|F (x)| ≤ R
(1 + e−2x)α/2(1 + e2x)β/2
. (5.2)
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Figure 1. Error of the Sinc quadrature for (4.1)
and its estimate.
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Figure 2. Error of the Sinc indefinite integra-
tion for (4.2) and its estimate.
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Figure 3. Error of the Sinc quadrature for (4.3)
and its estimate.
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Figure 4. Error of the Sinc indefinite integra-
tion for (4.4) and its estimate.
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Figure 5. Error of the Sinc quadrature for (4.5)
and its estimate.
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Figure 6. Error of the Sinc indefinite integra-
tion for (4.6) and its estimate.
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If F belongs to this function space, the error of the Sinc quadrature is estimated as below. The
proof is omitted here because it is quite similar to the existing theorem for case 4 [3, Theorem 2.6].
Theorem 5.1. Let F ∈ LSEL,R,α,β(Dd), let µ = min{α, β}, let h be defined as (2.3), and let M and
N be defined as (2.4). Then, it holds that∣∣∣∣∣∣
∫ ∞
−∞
F (x) dx− h
N∑
k=−M
F (kh)
∣∣∣∣∣∣ ≤
2
µ

 2L
(1− e−
√
2pidµ){cos d}(α+β)/2
+R

 e−√2pidµn .
This theorem states the desired error estimates with explicit constants for the Sinc quadrature
(if F ∈ LSEL,R,α,β(Dd), which is not yet confirmed).
For the Sinc indefinite integration, the next theorem holds. This proof is also omitted because
it is quite similar to the existing theorem for case 4 [3, Theorem 2.9].
Theorem 5.2. Let F ∈ LSEL,R,α,β(Dd), let µ = min{α, β}, let h be defined as (3.2), and let M and
N be defined as (2.4). Then, it holds that
sup
ξ∈R
∣∣∣∣∣∣
∫ ξ
−∞
F (x) dx−
N∑
k=−M
F (kh)J(k, h)(ξ)
∣∣∣∣∣∣
≤ 2
µ

 L
(1− e−2
√
pidµ){cos d}(α+β)/2
√
pi
dµ
+ 1.1R

 e−√pidµn .
This theorem states the desired error estimates with explicit constants for the Sinc indefinite
integration.
In view of Theorems 5.1 and 5.2, our project is completed by checking F ∈ LSEL,R,α,β(Dd) in each
case: 1, 2, and 3. Let us check each case one by one.
5.1.1 Proofs in Case 1 (Theorems 2.3 and 3.1)
The claims of Theorems 2.3 and 3.1 follow from the next lemma.
Lemma 5.1. Let the assumptions in Theorem 2.3 or Theorem 3.1 be fulfilled. Then, the function
F (ζ) = f(ψSE1(ζ))ψ
′
SE1
(ζ) belongs to LSEL,R,α,β(Dd) with L = 2
νK/{cos d}(ν−µ)/2 and R = 2νK.
Proof. First, consider the case α ≤ β. From the inequality (2.1), it follows that
|F (ζ)| ≤ K|E1(ψSE1(ζ);α)||ψ′SE1(ζ)| =
K
|1 + e−2ζ |α/2|1 + e2ζ |β/2 · 2
α|1 + e2ζ |(β−α)/2
for ζ ∈ Dd with Re ζ < 0, and from the inequality (2.2), it follows that
|F (ζ)| ≤ K|E1(ψSE1(ζ);β)||ψ′SE1(ζ)| =
K
|1 + e−2ζ |α/2|1 + e2ζ |β/2 ·
2β
|1 + e−2ζ |(β−α)/2
for ζ ∈ Dd with Re ζ ≥ 0. Setting ζ = x+ i y with x < 0, we have
2α|1 + e2ζ |(β−α)/2 = 2α(1 + e2x)(β−α)/2
{
1− sin
2 y
cosh2 x
}(β−α)/4
≤ 2α(1 + e0)(β−α)/2 {1− 0}(β−α)/4
= 2(α+β)/2 ≤ 2β ≤ 2
β
{cos y}(β−α)/2 .
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Furthermore, setting ζ = x+ i y with x ≥ 0, we have
2β
|1 + e−2ζ |(β−α)/2 =
2β
(1 + e−2x)(β−α)/2
{
1− sin2 y
cosh2 x
}(β−α)/4
≤ 2
β
(1 + 0)(β−α)/2
{
1− sin2 y
cosh2 0
}(β−α)/4 = 2
β
{cos y}(β−α)/2 .
Thus, because µ = α and ν = β in this case, it holds for all ζ ∈ Dd that
|F (ζ)| ≤ K|1 + e−2ζ |α/2|1 + e2ζ |β/2 ·
2ν
{cos d}(ν−µ)/2 ,
and it holds for all x ∈ R that
|F (x)| ≤ K
(1 + e−2x)α/2(1 + e2x)β/2
· 2
ν
{cos 0}(ν−µ)/2 .
In the case α > β, the same inequalities hold. This completes the proof. 
5.1.2 Proofs in Case 2 (Theorems 2.4 and 3.2 with i = 2)
The claims of Theorems 2.4 and 3.2 (i = 2) follow from the next lemma.
Lemma 5.2. Let the assumptions in Theorem 2.4 or Theorem 3.2 be fulfilled with i = 2. Then,
the function F (ζ) = f(ψSE2(ζ))ψ
′
SE2
(ζ) belongs to LSEL,R,α,β(Dd) with L = K and R = K.
Proof. From the inequality (2.6) with i = 2, (5.1) and (5.2) immediately hold with L = R = K. 
5.1.3 Proofs in Case 3 (Theorems 2.4 and 3.2 with i = 3)
The claims of Theorems 2.4 and 3.2 (i = 3) follow from the next lemma.
Lemma 5.3. Let the assumptions in Theorem 2.4 or Theorem 3.2 be fulfilled with i = 3. Then,
the function F (ζ) = f(ψSE3(ζ))ψ
′
SE3
(ζ) belongs to LSEL,R,α,β(Dd) with L = 2
β/2cα,dK and R =
2(1−α+|1−α|)/2K, where cα,d is the constant defined in (2.8).
For the proof, let us prepare some useful inequalities (Lemmas 5.4–5.7).
Lemma 5.4. For all ζ ∈ D
pi/2, it holds that
1√
2
∣∣∣∣∣ e
ζ
1 + eζ
∣∣∣∣∣ ≤
∣∣∣∣∣ arcsinh(e
ζ)
1 + arcsinh(eζ)
∣∣∣∣∣ ≤
√
2
∣∣∣∣∣ e
ζ
1 + eζ
∣∣∣∣∣ . (5.3)
Furthermore, for all x ∈ R, it holds that
arcsinh(ex)
1 + arcsinh(ex)
≤ e
x
1 + ex
. (5.4)
Proof. First, consider (5.4), which is proved by showing that p(t) ≤ p(sinh t) for t ≥ 0, where
p(t) = t/(1 + t) (just put x = log(sinh t)). Because p(t) is monotonically increasing, the desired
inequality p(t) ≤ p(sinh t) clearly holds. Hence, (5.4) is proved.
Next, consider (5.3), which is proved by showing that |g(ζ)| ≤ √2 and |1/g(ζ)| ≤ √2, where
g(ζ) =
arcsinh(eζ)
1 + arcsinh(eζ)
1 + eζ
eζ
.
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The functions g and 1/g are analytic on D
pi/2 (and continuous on Dpi/2). Therefore, by the maximum
modulus principle, |g(ζ)| and |1/g(ζ)| have their maximum on the boundary of D
pi/2. It is sufficient
to consider z = x+ i (pi/2) for x ∈ R.
First, let us show 1/|g(z)| ≤ √2, which is relatively easy. Setting X = Re{arcsinh(i ex)} and
Y = Im{arcsinh(i ex)}, we have
|g(z)|2 = |g(x+ ipi/2)|2 = (1 + e−2x) X
2 + Y 2
(X + 1)2 + Y 2
.
Furthermore, from
X =
{
log[ex+
√
e2x−1] (if x ≥ 0),
0 (if x < 0),
Y =
{
pi/2 (if x ≥ 0),
arctan(ex /
√
1− e2x) (if x < 0),
it holds for x ≥ 0 that
1
|g(z)|2 =
1
1 + e−2x
· (1 + log[e
x+
√
e2x−1])2 + (pi/2)2
log2[ex+
√
e2x−1] + (pi/2)2
≤ 1
1 + e−2x
· (1 + {
√
1 + pi2 − 1}/2)2 + (pi/2)2
({√1 + pi2 − 1}/2)2 + (pi/2)2 < 2,
and it holds for x < 0 that
1
|g(z)|2 =
1
1 + e−2x
{
1 +
1
arctan2[ex /
√
1− e2x]
}
≤ 1
1 + e−2x
{
1 +
1
(ex)2
}
= 1.
Thus, |1/g(x + ipi/2)|2 ≤ 2 holds for all x ∈ R.
Next, let us show |g(z)| ≤ √2. It holds for x ≥ 0 that
|g(z)|2 = (1 + e−2x) log
2[ex+
√
e2x−1] + (pi/2)2
(1 + log[ex+
√
e2x−1])2 + (pi/2)2 ≤ (1 + 1) · 1 = 2.
For x < 0, we have
|g(z)|2 = (1 + e−2x) arctan
2[ex /
√
1− e2x]
1 + arctan2[ex /
√
1− e2x] =
2s2
1 + s2
+
(
s
tan s
)2 1
1 + s2
,
where 0 ≤ s = arctan[ex /√1− e2x] < pi/2. In the case where 0 ≤ s < 1, it holds that
|g(z)|2 ≤ 2 · 1
2
1 + 12
+
(
s
tan s
)2 1
1 + s2
≤ 2 · 1
2
1 + 12
+ (1)2
1
1 + 02
= 2,
and in the case where 1 ≤ s < pi/2, it holds that
|g(z)|2 ≤ 2 · (pi/2)
2
1 + (pi/2)2
+
(
s
tan s
)2 1
1 + s2
≤ 2 · (pi/2)
2
1 + (pi/2)2
+
(
1
tan 1
)2 1
1 + 12
< 2.
Thus, |g(x+ ipi/2)|2 ≤ 2 for all x ∈ R. This completes the proof. 
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Lemma 5.5. For all ζ ∈ D
pi/2 and x ∈ R, we have
1
| eζ +
√
1 + e2ζ | ≤
√
2
|1 + eζ | , (5.5)
1
ex+
√
1 + e2x
≤ 1
1 + ex
. (5.6)
Proof. First, consider (5.6), which is proved by showing
g(x) =
1 + ex
ex+
√
1 + e2x
≤ 1
for x ∈ R. Because
g′(x) = − ex
(
1− e
x
√
1 + e2x
)(
(1 + ex)−
√
1 + e2x
)
≤ 0,
we have g(x) ≤ limx→−∞{g(x)} = 1, which is the desired result.
Next, consider (5.5), which is proved by showing |g(ζ)| ≤ √2. The function g is analytic on D
pi/2,
(and continuous on D
pi/2). Therefore, by the maximum modulus principle, |g(ζ)| has its maximum
on the boundary of D
pi/2, i.e., | Im ζ| = pi/2. It is sufficient to consider z = x + i (pi/2) for x ∈ R.
In the case x ≥ 0, we have
|g(z)|2 =
∣∣∣∣∣ 11 +√1− e−2x − i
e−x
1 +
√
1− e−2x
∣∣∣∣∣
2
=
1 + e−2x
(1 +
√
1− e−2x)2 ≤ 1 + e
−2x ≤ 2.
In the case x < 0, we have
|g(z)|2 =
∣∣∣√1− e2x + e2x−i (1−√1− e2x) ex∣∣∣2 = 1 + e2x ≤ 2.
This completes the proof. 
Lemma 5.6. For all ζ ∈ D
pi/2, it holds that
1
|1 + eζ | ≤
1
|1 + e2ζ |1/2 .
Proof. Let x, y ∈ R with |y| < pi/2, and let ζ = x+ i y. Then, we have
∣∣∣∣ 11 + e2ζ
∣∣∣∣−
∣∣∣∣ 11 + eζ
∣∣∣∣2 = e−x2(cosh(x) + cos(y))
(√
2(cosh(x) + cos(y))2
cosh(2x) + cos(2y)
− 1
)
.
To show that the right-hand side is nonnegative, it suffices to observe
2(cosh(x) + cos(y))2
cosh(2x) + cos(2y)
− 1 = 1 + 2 cosh(x) cos(y)
cosh2(x)− sin2(y) ≥ 0,
because it generally holds that if t− 1 ≥ 0 then √t− 1 = (t− 1)/(√t+ 1) ≥ 0. 
Lemma 5.7. Let x, y ∈ R with |y| < pi/2. Then, it holds that
sup
x∈R
∣∣∣∣∣cosh
2[(x+ i y)/2]
cosh(x+ i y)
∣∣∣∣∣ ≤ cos
2(y/2)
cos y
=
1
2
(
1 +
1
cos y
)
.
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Proof. First, we have∣∣∣∣∣cosh
2[(x+ i y)/2]
cosh(x+ i y)
∣∣∣∣∣ = cosh(x) + cos(y)
2
√
cosh2(x)− sin2(y)
≤ cosh(x) + cos(y)
2
√
cosh2(x){1 − sin2(y)}
,
which is then estimated as
cosh(x) + cos(y)
2
√
cosh2(x){1 − sin2(y)}
=
cosh(x) + cos(y)
2 cosh(x) cos(y)
≤ 1 + cos(y)
2 · 1 · cos(y) .
This completes the proof. 
Lemma 5.3 is proved as follows.
Proof. From the inequality (2.6) with i = 3, it follows that
|F (ζ)| ≤ K
∣∣∣∣∣ arcsinh(e
ζ)
1 + arcsinh(eζ)
∣∣∣∣∣
α−1 ∣∣∣∣ 1
eζ +
√
1 + e2ζ
∣∣∣∣β
∣∣∣∣ 11 + e−2ζ
∣∣∣∣1/2 .
First, consider the case 1 ≤ α. From Lemmas 5.4, 5.5, and 5.6, it holds that
|F (ζ)| ≤ K
∣∣∣∣∣
√
2
1 + e−ζ
∣∣∣∣∣
α−1 ∣∣∣∣∣
√
2
1 + eζ
∣∣∣∣∣
β ∣∣∣∣ 11 + e−2ζ
∣∣∣∣1/2
≤ 2β/22(α−1)/2K
∣∣∣∣ 11 + e−2ζ
∣∣∣∣(α−1)/2
∣∣∣∣ 11 + e2ζ
∣∣∣∣β/2
∣∣∣∣ 11 + e−2ζ
∣∣∣∣1/2
for all ζ ∈ Dd. For x ∈ R, it holds that
|F (x)| ≤ K
(
1
1 + e−x
)α−1 ( 1
1 + ex
)β ( 1
1 + e−2x
)1/2
≤ K
(
1
1 + e−2x
)(α−1)/2 ( 1
1 + e2x
)β/2 ( 1
1 + e−2x
)1/2
.
This completes the proof for 1 ≤ α.
Next, consider the case 0 < α < 1. From Lemmas 5.4, 5.5, and 5.6, it holds that
|F (ζ)| ≤ K
∣∣∣√2(1 + e−ζ)∣∣∣1−α
∣∣∣∣∣
√
2
1 + eζ
∣∣∣∣∣
β ∣∣∣∣ 11 + e−2ζ
∣∣∣∣1/2
= K
∣∣∣∣∣2(1 + e
−ζ)2
1 + e−2ζ
∣∣∣∣∣
(1−α)/2 ∣∣∣∣∣
√
2
1 + eζ
∣∣∣∣∣
β ∣∣∣∣ 11 + e−2ζ
∣∣∣∣α/2 .
Furthermore, from Lemma 5.7, it holds for ζ = x+ i y ∈ Dd that∣∣∣∣∣2(1 + e
−ζ)2
1 + e−2ζ
∣∣∣∣∣ = 4
∣∣∣∣∣cosh
2(ζ/2)
cosh(ζ)
∣∣∣∣∣ ≤ 2
(
1 +
1
cos y
)
.
Then, using Lemma 5.6, we have
|F (ζ)| ≤ 2β/2K
{
2
(
1 +
1
cos d
)}(1−α)/2 ∣∣∣∣ 11 + e2ζ
∣∣∣∣β/2
∣∣∣∣ 11 + e−2ζ
∣∣∣∣α/2
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for all ζ ∈ Dd. For x ∈ R, it holds that
|F (x)| ≤ K
(√
2(1 + e−x)
)1−α ( 1
1 + ex
)β ( 1
1 + e−2x
)1/2
= K
(
2(1 + e−x)2
1 + e−2x
)(1−α)/2 (
1
1 + ex
)β ( 1
1 + e−2x
)α/2
≤ K
(
2
(
1 +
1
cos 0
))(1−α)/2 ( 1
1 + e2x
)β/2 ( 1
1 + e−2x
)α/2
.
This completes the proof for 0 < α < 1. 
5.2 In the Case of the DE Transformation
We need the following definition in the case of the DE transformation.
Definition 5.2. Let L, R, α, β be positive constants, and d be a constant with 0 < d < pi/2.
Then, LDEL,R,α,β(Dd) denotes a family of functions F that are analytic on Dd, and for all ζ ∈ Dd and
x ∈ R, satisfy
|F (ζ)| ≤ (pi/2)L| cosh ζ||1 + e−pi sinh ζ |α/2|1 + epi sinh ζ |β/2 , (5.7)
|F (x)| ≤ (pi/2)R cosh x
(1 + e−pi sinhx)α/2(1 + epi sinhx)β/2
. (5.8)
If F belongs to this function space, the errors of the Sinc quadrature and Sinc indefinite integra-
tion are estimated as below. The proofs are omitted because they are quite similar to the existing
theorems for case 4 [3, Theorems 2.14 and 2.16].
Theorem 5.3. Let F ∈ LDEL,R,α,β(Dd), let µ = min{α, β}, let ν = max{α, β}, let h be defined
as (2.9), and let M and N be defined as (2.10). Furthermore, let n be taken sufficiently large so
that n ≥ (ν e)/(8d), Mh ≥ xα/2, and Nh ≥ xβ/2 hold. Then,∣∣∣∣∣∣
∫ ∞
−∞
F (x) dx− h
N∑
k=−M
F (kh)
∣∣∣∣∣∣
≤ 2
µ
[
2L
(1− e−piµ e /4){cos(pi2 sin d)}(α+β)/2 cos d
+R epiν/4
]
e−2pidn/ log(8dn/µ) .
Theorem 5.4. Let F ∈ LDEL,R,α,β(Dd), let µ = min{α, β}, let ν = max{α, β}, let h be defined
as (2.11), and let M and N be defined as (2.10). Furthermore, let n be taken sufficiently large so
that n ≥ (ν e)/(4d), Mh ≥ xα/2, and Nh ≥ xβ/2 hold. Then,
sup
ξ∈R
∣∣∣∣∣∣
∫ ξ
−∞
F (x) dx−
N∑
k=−M
F (kh)J(k, h)(ξ)
∣∣∣∣∣∣
≤ 2
µd
[
L
(1− e−piµ e /2){cos(pi2 sin d)}(α+β)/2 cos d
+R epi(α+β)/4
]
ǫDEd,µ(n).
In view of Theorems 5.3 and 5.4, our project is completed by checking F ∈ LDEL,R,α,β(Dd) in each
case: 1, 2, and 3. Let us check each case one by one. The next lemma is useful for the proofs.
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Lemma 5.8 (Okayama et al. [3, Lemma 4.22]). Let x, y ∈ R with |y| < pi/2, and let ζ = x+ i y.
Then, ∣∣∣∣ 11 + epi sinh ζ
∣∣∣∣ ≤ 1(1 + epi sinh(x) cos y) cos(pi2 sin y) ,∣∣∣∣ 11 + e−pi sinh ζ
∣∣∣∣ ≤ 1(1 + e−pi sinh(x) cos y) cos(pi2 sin y) .
5.2.1 Proofs in Case 1 (Theorems 2.7 and 3.3)
The claims of Theorems 2.7 and 3.3 follow from the next lemma.
Lemma 5.9. Let the assumptions in Theorem 2.7 or Theorem 3.3 be fulfilled. Then, the function
F (ζ) = f(ψDE1(ζ))ψ
′
DE1
(ζ) belongs to LDEL,R,α,β(Dd) with L = 2
νK/{cos(pi2 sin d)}(ν−µ)/2 and R =
2νK.
Proof. First, consider the case α ≤ β. From the inequality (2.1), it follows that
|F (ζ)| ≤ K|1 + e−pi sinh ζ |α/2|1 + epi sinh ζ |β/2 · 2
α|1 + epi sinh ζ |(β−α)/2
for ζ ∈ Dd with Re ζ < 0, and from the inequality (2.2), it follows that
|F (ζ)| ≤ K|1 + e−pi sinh ζ |α/2|1 + epi sinh ζ |β/2 ·
2β
|1 + e−pi sinh ζ |(β−α)/2
for ζ ∈ Dd with Re ζ ≥ 0. Setting ζ = x+ i y with x < 0, we have
2α|1 + epi sinh ζ |(β−α)/2
= 2α(1 + epi sinh(x) cos y)(β−α)/2
{
1− sin
2(pi cosh(x) sin y)
cosh2(pi sinh(x) cos y)
}(β−α)/4
≤ 2α(1 + e0)(β−α)/2 {1− 0}(β−α)/4 = 2(α+β)/2 ≤ 2β ≤ 2
β
{cos(pi2 sin y)}(β−α)/2
.
Furthermore, setting ζ = x+ i y with x ≥ 0 and using Lemma 5.8, we have
2β
|1 + e−pi sinh ζ |(β−α)/2 ≤
2β
(1 + e−pi sinh(x) cos y)(β−α)/2{cos(pi2 sin y)}(β−α)/2
≤ 2
β
(1 + 0){cos(pi2 sin y)}(β−α)/2
.
Thus, because µ = α and ν = β in this case, it holds for all ζ ∈ Dd that
|F (ζ)| ≤ K|1 + e−pi sinh ζ |α/2|1 + epi sinh ζ |β/2 ·
2ν
{cos(pi2 sin d)}(ν−µ)/2
,
and it holds for all x ∈ R that
|F (x)| ≤ K
(1 + e−pi sinhx)α/2(1 + epi sinhx)β/2
· 2
ν
{cos(pi2 sin 0)}(ν−µ)/2
.
In the case α > β, the same inequalities hold. This completes the proof. 
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5.2.2 Proofs in Case 2 (Theorems 2.8 and 3.4)
The claims of Theorems 2.8 and 3.4 follow from the next lemma.
Lemma 5.10. Let the assumptions in Theorem 2.8 or Theorem 3.4 be fulfilled. Then, the function
F (ζ) = f(ψDE2(ζ))ψ
′
DE2
(ζ) belongs to LDEL,R,α,β(Dd) with L = K and R = K.
Proof. From the inequality (2.6) with i = 2, (5.7) and (5.8) immediately hold with L = R = K. 
5.2.3 Proofs in Case 3 (Theorems 2.9 and 3.5)
The claims of Theorems 2.9 and 3.5 follow from the next lemma.
Lemma 5.11. Let the assumptions in Theorem 2.9 or Theorem 3.5 be fulfilled. Then, the function
F (ζ) = f(ψDE3‡(ζ))ψ
′
DE3‡(ζ) belongs to L
DE
L,R,2α,2β(Dd) with L = 2(c˜d)
1−αK and R = 2(epi/12)1−αK,
where c˜d is the constant defined in (2.12).
For the proof, we need the next estimate.
Lemma 5.12. Let d be a constant with 0 < d < pi/2. Then,
sup
ζ∈Dd
∣∣∣∣∣1 + log(1 + e
pi sinh ζ)
log(1 + epi sinh ζ)
· 1
1 + e−pi sinh ζ
∣∣∣∣∣ ≤ c˜d, (5.9)
sup
x∈R
{
1 + log(1 + epi sinhx)
log(1 + epi sinhx)
· 1
1 + e−pi sinhx
}
≤ epi/12, (5.10)
where c˜d is a constant defined in (2.12).
Proof. First, consider (5.10), which is proved by showing
p(t) =
1 + t
t
(1− e−t) ≤ 1 + log 6
6
(
< epi/12
)
for t ≥ 0 (put t = log(1 + epi sinhx)). Let λ be a value with log 6 < λ < log 7 so that p′(λ) =
(1 + λ + λ2 − eλ)/(eλ λ2) = 0. Then, p(t) ≤ p(λ) clearly holds. Furthermore, using the relation
1 + λ+ λ2 = eλ, we have
p(λ) =
1 + λ
λ
(
eλ−1
eλ
)
=
1 + λ
λ
(
λ(1 + λ)
eλ
)
=
(1 + λ+ λ2) + λ
eλ
= 1 + λ e−λ .
Because the function 1+x e−x is monotonically decreasing for x ≥ 1, 1+λ e−λ < 1+ (log 6) e− log 6
holds (note that log 6 < λ). Hence, (5.10) is proved.
Next, consider (5.9). By the maximum modulus principle, it is proved by showing
|p(ξ)| ≤ 1 + log(2 + e
γ)
log(2 + eγ)
(1 + eγ) = c˜d, (5.11)
where ξ = log(1 + epi sinh(x+i d)) and γ = − log[cos(pi2 sin d)]. Here, notice that
Re ξ = log |1 + epi sinh(x+i d) | ≥ log
[
(1 + epi sinh(x) cos d) cos(pi2 sin d)
]
≥ −γ
holds from Lemma 5.8. Let us bound |p(ξ)| in the two cases: a) |ξ| ≤ log(2 + eγ) and b) |ξ| >
log(2 + eγ). For case a), it holds that
|p(ξ)| =
∣∣∣∣∣(1 + ξ)
∞∑
k=1
(−ξ)k−1
k!
∣∣∣∣∣ ≤ (1 + |ξ|)
∞∑
k=1
|ξ|k−1
k!
=
1 + |ξ|
|ξ| (e
|ξ|−1).
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Furthermore, because (1 + x)(ex−1)/x is monotonically increasing, we have (5.11). For case b),
because Re ξ ≥ γ, it holds that
|p(ξ)| ≤ 1 + |ξ||ξ| (1 + | e
−ξ |) = 1 + |ξ||ξ| (1 + e
−Re ξ) ≤ 1 + |ξ||ξ| (1 + e
γ).
Furthermore, because (1 + x)/x is monotonically decreasing, we have (5.11). This completes the
proof. 
Lemma 5.11 is proved as follows.
Proof. From the inequality (2.6) with i = 3, it follows that
|F (ζ)| ≤
∣∣∣∣∣1 + log(1 + e
pi sinh ζ)
log(1 + epi sinh ζ)
∣∣∣∣∣
1−α |ψ′
DE3‡(ζ)|
|1 + epi sinh ζ |β
= 2
∣∣∣∣∣1 + log(1 + e
pi sinh ζ)
log(1 + epi sinh ζ)
· 1
1 + e−pi sinh ζ
∣∣∣∣∣
1−α
K(pi/2)| cosh ζ|
|1 + e−pi sinh ζ |α|1 + epi sinh ζ |β .
Then, use Lemma 5.12 to obtain the desired result. 
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