Markov Chain analysis was recently proposed to assess the time scales and preferential pathways into biological or physical networks by computing residence time, first passage time, rates of transfer between nodes and number of passages in a node. We propose to adapt an algorithm already published for simple systems to physical systems described with a high resolution hydrodynamic model. The method is applied to bays and estuaries on the Eastern Coast of Canada for their interest in shellfish aquaculture. Current velocities have been computed by using a 2 dimensional grid of elements and circulation patterns were summarized by averaging Eulerian flows between adjacent elements. Flows and volumes allow computing probabilities of transition between elements and to assess the average time needed by virtual particles to move from one element to another, the rate of transfer between two elements, and the average residence time of each system. We also combined transfer rates and times to assess the main pathways of virtual particles released in farmed areas and the potential influence of farmed areas on other areas. We suggest that Markov chain is complementary to other sets of ecological indicators proposed to analyse the interactions between farmed areas -e.g. depletion index, carrying capacity assessment. Markov Chain has several advantages with respect to the estimation of connectivity between pair of sites. It makes possible to estimate transfer rates and times at once in a very quick and efficient way, without the need to perform long term simulations of particle or tracer concentration.
Introduction
Physical exchanges play a key role in marine ecosystems. In many cases, the transport and the mixing of particulate and dissolved matters control the dynamics and the main characteristics of marine abiotic and biotic components. Monsen et al. (2002) stress the importance of assessing the time scale related to physical processes, and quote a number of studies dealing with biogeochemical processing, thermal stratification in lakes, mineralization of organic matter, primary production, harmful algae blooms, structure and functioning of microbial loop where physical time scales play a major role. Looking at possible control of eutrophication by benthic communities, Officer et al. (1982) , Cloern (1982) , Hily (1991) clearly identified residence time as a key parameter to the interactions between biological processes. They were followed by Dame and Prins (1998) who established that carrying capacity for suspension feeding bivalves is a function of primary production turnover rate, bivalve filtration rate and water residence time. The assessment of carrying capacity gave birth to a number of modelling studies where the water renewal time of bays and estuaries were precisely quantified (Koutitonsky et al., 2004; Guyondet et al., 2005) . Along with physical time scales, pathways of substances transported by water movement were also investigated in a number of recent studies. Ghezzo et al. (2015) defines connectivity as the physical dispersion of particles which are passive or which interact with their environment (e.g. larvae corresponding to the pelagic phase during the life cycle of organisms). Such studies are motivated by the need to identify the potential effect of living (e.g. pathogens) or non living (e.g. pollutant) substances on the growth, survival and production of species of interest (e.g. keystone species, cultivated species) as well as the spatial interactions between distant populations having a pelagic life stage. This is no surprise that many authors argue that quantities like water renewal times and connectivity contribute to the assessment of health of aquatic systems and are a prerequisite to the development of indicators for management (Ribbe et al., 2008; Abdlerhman, 2005; Adams et al., 2012; Filgueira et al., in press; Cucco and Umgiesser, 2006; Dumas et al. 2012; Guyondet et al., 2013; Huang, 2007; Miller and McPherson, 1991; Mudge et al., 2008; Treml et al., 2008; Thomas et al., 2012) .
The main concepts of mixing time scales can be found in Bolin and Rodhe (1973) , Zimmerman (1976) , Takeoka (1984) and Monsen et al. (2002) , but the vocabulary remains very diverse -e.g. retention time, flushing time, e-flushing time, residence time, local residence time, average residence time, integral residence time, age, turnover time, exposure time, transit time, local effect time. All these terms refer to the time that a single or an amount
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of particles stay within a domain or, alternatively, the time needed to leave the domain.
Definitions and methods used to measure the time scale also account for spatial scale and size.
Some authors consider the time for a particle to cross a spatial domain (e.g. bay, estuary), others measure the time that a particle in one region of a domain will take to reach another region or to exit the whole domain. In other cases, a global indicator of the water renewal time for the whole domain is sufficient. For instance, residence time (RT) is the time until a water parcel at a specified location leaves a given domain, which can be an estuary, a bay or a
portion of the open ocean. Local residence time (LRT) is the time period for concentration of a uniformly distributed tracer to drop below a threshold value at a specific location within the embayment. It is sometimes called the e-flushing time when the concentration follows an exponential law and the threshold is equal to 1/e, e = 2.718 . The average of local residence time over an embayment is the integral residence time (IRT, Koutitonsky et al., 2004) . The IRT is useful to compare coastal ecosystems studies, while the LRT allows to analyse the structure of water mixing within an ecosystem and the potential response of that ecosystem to perturbations -e.g. human activities (Koutitonsky et al., 2004) .
Though there are a few examples of the estimation of mixing time scales on the basis of data (e.g. salinity) and simple equations (Zimmerman, 1976; Mudge et al., 2008; Miller and McPherson,1991; Abdelrhman, 2007) , pathways of particles are usually not observable and models are therefore needed when the spatial patterns of local time characteristics are investigated (Ribbe et al., 2008) . On the basis of three-dimensional, depth or laterallyaveraged two-dimensional circulation models, Lagrangian (Adams et al., 2012; Basterretxea et al., 2012; Braunschweig et al., 2003; Brooks et al., 1999; Ghezzo et al., 2015; Monsen et al., 2002; Orfila et al., 2005; Safak et al., 2015; Tartinville et al., 1997; Thomas et al., 2012; Thompson et al., 2002; Wijeratne and Rydberg, 2007) or Eulerian (Abdelrhman, 2005; Cucco and Umgiesser, 2006; De Brye et al., 2012; Delhez and Deleersnijder, 2002; Döös and Engqvist, 2007; Dumas et al., 2012; Gourgue et al., 2007; Gustafsson and Bendtsen, 2007; Guyondet et al., 2013; Huang, 2007; Koutitonsky et al., 2004; Plus et al., 2009; Ribbe et al., 2008; Shen and Wang, 2007; Treml et al., 2008; Yuan et al., 2007) methods allow to track the passage of passive tracers or single particles.
As mentioned above, different time scales have been assessed in these case studies using one definition or another. In addition, some authors moved a step forward by computing the connectivity between areas within the domain of interest (Basterretxea et al., 2012; Ghezzo et al., 2015; Thomas et al., 2012; Treml et al., 2008) . To evaluate the optimal size and locations of marine protected areas (MPA) near SW Mallorca Island, Basterretxea et al. (2012) assessed
the connectivity among near-shore habitats and showed that the drifting distance of fish larvae was consistent with the MPA design. For this purpose the domain of interest is divided into a number of spatial boxes and simulations of particles drift are run with a series of initial conditions and during a period corresponding to the larval duration. Connectivity is defined as the number of particles arriving into box i from box j by the end of period divided by the number of particles initially released in box j. Thompson et al. (2002) built transition probabilities in a similar way. Using a 3D tidal circulation model of a macrotidal area (Passamaquoddy bay), they divided the bay into 15 boxes and estimated transition using stochastic particle tracking. They also introduced Markov Chain theory and assessed some properties of the system -e.g. first passage time, probability to stay in a box or move to another box after a given time. Leguerrier et al. (2006) developed an algorithm based on Markov Chain theory and computed residence time, first passage time, rates of transfer between boxes and number of passages in a box using transition matrix. As an illustration, they applied this algorithm to a simple food web and the same physical system as Thompson et al. (2002) and showed how to analyse preferential pathways of matter into simple systems.
We propose to adapt the algorithm from Leguerrier et al. (2006) to physical systems described with a high resolution hydrodynamic model. Current velocities have been computed by using a 2 dimensional grid of elements and circulation patterns were summarized by averaging
Eulerian flows between adjacent elements. Flows and element volumes allow to compute probabilities of transition between elements. Instead of running simulations of particles movement, we applied Leguerrier's algorithm to the resulting transition matrix and we were able to easily compute some characteristics of the system -e.g. average time needed by virtual particles to move from one element to another, rate of transfer between 2 elements, residence time.
This study relies upon previous works on hydrodynamic modelling on 3 bays and estuaries in Eastern Canada. The objectives were the following: 1) Extend the Markov chain to 2D systems to compute residence time, transfer rate, transfer time 2) Compute connectivity in relation with aquaculture issues 3) Compare ecosystem properties A C C E P T E D M A N U S C R I P T
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Material and Methods
Study sites
Three sites have been recently investigated on the Eastern Coast of Canada for their interest in shellfish aquaculture, a sector which plays an important economic role in this region.
Tracadie Bay is a bar-built embayment located on the north shore of PEI (46˚23'N 62˚59'W, Fig. 1 into the North Arm. These three areas result in a more complex morphology compared to Tracadie Bay (Table 1) . The tidal range is 0.3-1.3 m and the instantaneous exchange of bay with the offshore is up to 2040 m 3 s -1 , resulting in an average renewal time of 6.6 days (Table   1 ). This renewal time is the shortest of the three studied systems. It should be noted that this value differs significantly among the three main areas of the system, with the North Arm and Baie du Village areas having larger renewal times than the Central Harbour.
The Malpeque Bay system is a bar-built embayment located on the north shore of PEI (46˚32'N 63˚48'W, Fig. 1 ). It is the largest system of this study, covering a surface area of 223.6 km 2 and a total volume of 629.5 ×10 6 m 3 (Table 1) , with maximum depth of 12 m (Fig.   1 ). The bay is open to the Gulf of St. Lawrence through three permanent channels, the main
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one located in the northeastern part of the system and two smaller ones on the northwestern part. Malpeque is composed of several sub-basins and an intricate river system. Grand River, which discharges into the most southern part of the system, is the main river in terms of discharge (≈ 1 m 3 s -1 ). The multiple sub-basins and the morphology formed by the river system results in a morphological complexity similar to Richibucto Estuary (Table 1) . The tidal range is 0.3-1.1 m and the instantaneous exchange of bay with the offshore is up to 10×10 3 m 3 s -1 , which results in a renewal time of 10.3 days, the longest of the three systems (Table 1) .
Hydrodynamic modelling
A finite element model was developed for the 3 study sites using the RMA suite of models (Resource Modelling Associates, http://ikingrma.iinet.net.au). RMA-10 solves the Reynolds form of the Navier-Stokes equations for momentum, the continuity equation and a convection-diffusion equation for transport of heat, salinity and any dissolved or suspended matter. It uses a Smagorinsky scheme (Smagorinsky 1963) to estimate horizontal eddy diffusivities. This model has been used to reproduce water circulation in response to tidal, meteorological (wind and atmospheric pressure) and river forcing. The implementation of the hydrodynamic model in the 3 bays relies upon an unstructured grid made of triangular elements which accounts for the variability of the bathymetry and the morphology of each bay. Details on implementation, parameterization and calibration of the model have been reported in previous works (Filgueira et al., 2014; Guyondet et al. 2013; press; for Tracadie, Richibucto and Malpeque respectively).
The advection-dispersion scheme of the validated numerical model was first used to estimate the spatial distribution of the e-folding water renewal time over the entire system (Filgueira et al., 2013) . We adopted the definition of local residence time (LRT) found in Abdelrhman (2005), Koutitonsky et al. (2004) and Guyondet et al. (2013) . LRT is defined as the time for concentration of a uniformly distributed tracer to drop below a threshold value at a specific location. The model reproduces the spatio-temporal evolution of bay waters that are marked by a passive tracer (concentration C =1 at time t =0), as they are being renewed by the tracerfree waters (C =0) of the river and Gulf of St. Lawrence. Assuming an exponential decrease in concentration owing to mixing, a location is considered as renewed when the tracer concentration falls below 1/e of the initial value. The time needed to reach this point is defined as the water renewal time. Note that LRT is equivalent to the e-flushing time used by Dumas et al. (2012) . Also note that, when the concentration decline is following an A C C E P T E D M A N U S C R I P T
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exponential law, LRT is exactly equal to the average time needed by a tracer to leave the system.
Computation of average flows
For each node, RMA provides values for three quantities at each time step: water speed in the x-direction, water speed in the y-direction and water depth. The volumetric flow through the edge of 2 adjacent elements is calculated by multiplying the net velocity by the crosssectional area. RMA provides a time series for water velocity and depth at each node, and the protocol described above can be applied to each time step. The volumetric flows for all time steps are averaged as a daily mean for each link following a first order upwind scheme. The error of this averaged flow scheme is kept to a minimum if the spatial and temporal variation of the concentration of a conservative tracer remains small for each element and time step.
The procedure is fully described by and detailed in Appendix A.
Markov transition matrix
Computation of residence time, transfer time and transfer rate is based on the algorithm developed by Leguerrier et al. (2006) . The main assumptions of this approach are i) the probability of finding the particle in any given region depends only on its location at the previous time, and ii) this probability does not change over time at some appropriate time scale. This is the basis of Markov Chain theory, with a considerable amount of literature dedicated to the analysis of the properties of such systems. We apply exactly the same algorithm as Leguerrier et al. (2006) to a physical system made of N triangle elements. Input data are the average flows (m 3 /d) between all pairs of elements and element volumes obtained by the averaging procedure described by and mentioned above.
We note F ij the flow going from element j to element i. The last column (j = N+1) of the F = (F ij ) matrix corresponds to the inputs from the boundary, and the last row (i = N+1) to the outputs from the elements which are at the boundary. By definition, the total output from any element equals the total input to this element. Noting V i the volume of element i, the probability that a particle which is in element j at time t moves to element i during one time step ∆t is equal to:
Probability for a particle that is in i to stay in i during one time step is given by:
Time step Δt is chosen as half the minimum of turnover times computed for all elements so that each term of the matrix is positive and less than 1. Matrix P is completed by adding the "system outside" column: a column of zeros, with 1 for the last element which is an absorbing element (which means that particles reaching this element will stay and not re-enter the system). This matrix is stochastic since the sum of each of its column is equal to one (Bailey, 1964) . It is the transition matrix of a Markovian process, in which the random variable is the concentration C of a tracer in each element. Given the initial vector of concentration C 0 of a particle in the system, concentration at time t+Δt is equal to:
The vector of concentration C t+1 only depends on concentration at time t and not of the former states, which is the characteristic of the Markov property (Bailey, 1964) . C t is always less than 1, and hence represents the probability distribution of a unit of matter within the system. As time is incremented, one can then compute the probability distribution of a unit of matter, or, as Thompson et al. (2002) did, compute the probability that a particle stays in a element in which it was present at time t=0, the probability that a particle is absorbed by the outside element, or the probability that a particle moves from one element to another for the first time during time t.
Calculation of indices from a Markov transition probability matrix
Let us define t i A
, as the event for a particle to be in element i at time
is the probability to be in element i at time t, assuming that the particle was in element j at time 0. Equation (4) 
It can be shown that:
where I is the identity matrix. , corresponding to the event of being in j at time 0. The probability of such an event is given as a conditional probability ) (
. We define the average passage time ij T as the expectation of the random variable t associated to the probability distribution Using the generator functions
, we can write:
The algorithm is therefore based on the following steps:
 computation of the matrix of transition probability P
for s close to 1 with equation (9)  computing T ij and R ij with equations (7) and (8) 
Special cases of transfer rates and times
Residence time is defined as the average time needed by a particle, being initially in a given element, to leave the system. It is a particular case of the transfer time between a given element and the element which represents the external world and is an absorbing state in the For each system, we have also selected a source element and mapped the transfer rates (TR) and times (TT) between this source element and all other elements of the systems. This application is used to illustrate the type of results automatically produced by the Markov
Chain based algorithm and also to highlight some characteristics of water mixing in the systems. Since the calculations are made all at once, the choice of any element and the mapping of TR and TT can be made on demand. Here, we have chosen a single source element at the entrance of each bay or estuary as a complement to the previous results of residence times.
Links between elements: connectivity indicators
Transfer time (TT) and transfer rate (TR) are defined for any couple of elements and can be The main pathways of matter among leased areas have been identified by analyzing transfer time (T ij ) and transfer rate (R ij ) from element j to element i for all the pairs of elements (i,j) that belong to any actual or projected leased area. Potential interactions between leases were defined through the identification of (i,j) pairs with high connectivity -e.g T ij < 20 days and
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R ij > 0.1, suggesting that the time that is required for a particle released in element j to reach element i is shorter than 20 days and the average amount of matter that reaches element i is above 10%. The number of (i,j) pairs that meet the thresholds were counted and the number of successful connections was turned into a percentage of connections between two leased areas.
The main results showed that current leases have an elevated potential of influencing projected leases while the projected leases are not significantly connected to the current leases and a strong connectivity exist among projected leases.
Shellfish aquaculture is present in our 3 study sites and, as for Malpeque bay, concerns have been raised on the impacts of aquaculture and ecosystem carrying capacity. To illustrate some potential use of TR and TT we first identified the set of elements j belonging to aquaculture areas. We computed T ij and R ij between j and all other elements i of the bay or estuary. T would be less connected to (and influenced by) aquaculture area. The combination of the 2 indices corresponding maps highlight the regions which have low connectivity with the aquaculture areas. Note that other statistics could also be computed to give a more accurate picture of connectivity between cultivated and not cultivated areas, but the example is sufficient to illustrate the interest of such quantities.
Results
Comparison of RMA and averaged flow simulation for Malpeque
The agreement between both hydrodynamic (RMA) and averaged flow models has been evaluated by comparing the spatial and temporal outcomes of both models generated under the same initial and boundary conditions. Several numerical conservative experiments changing these conditions have been carried out in order to strengthen the validation process.
An example of one of these numerical experiments for Malpeque is presented in Figure 2 . In Figure 2a and 2b for the hydrodynamic and averaged flow models, respectively. Given that the hydrodynamic model can deliver outcomes at a shorter temporal resolution than the averaged flow model, which is constructed with daily water exchange coefficients, the outcomes of the hydrodynamic model have been averaged for a period of 24 hours in Figure 2a . This averaging is required to make a meaningful comparison of the performance of both models. The different temporal resolution could explain the mismatch of both simulations in some areas of the model domain. The effect of the different temporal resolution is clearly observed when the total mass of tracer in the model domain is plotted through time (Fig. 2c ). Despite the fact that both models are able to provide similar mean trends through time, the hydrodynamic model can provide information about tidal effects, which is missing in the averaged flow model (Fig. 2c) . The good agreement in mean spatial and temporal patterns suggests that the averaged flow model can be used to accurately estimate conservative tracer dispersion within a temporal resolution of days.
Comparison of average flows for the 3 sites
In order to complete the description of the 3 study sites the hydrodynamic model results were used to compute the root-mean square (RMS) current ( RMS V ) at each node i of the domains, using the equation:
where N T is the total number of time steps in the simulation and
are the current velocities at node i and time t in x and y directions, respectively.
Maps of the spatial distribution of RMS V in each of the 3 study sites are presented in Fig. 3 .
Moreover, the mean RMS V value over each bay or estuary is reported in Table 1 for comparison purposes.
All 3 systems present maximum flows at their respective inlets where tidal water exchange occurs through restricted cross-sections (Fig. 3) . Passed the inlets the 3 systems behave somewhat distinctly.
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In Malpeque and Tracadie mean flows decrease rapidly towards the inner bay area. In
Tracadie bay especially, short narrow channels connect the inlets to the deeper basin where currents fall below 0.03 m s -1 (Fig. 3a) . In Malpeque bay the channel from the main inlet divides in two branches where currents remain relatively strong (up to 0.3 m s -1 ) and then drop to 0.06 -0.09 m s -1 in the central part of the bay (Fig. 3b) . Narrow channels leading to Grand River and around Lennox island exhibit slightly higher flows (up to 0.2 m s -1 ) while the peripheral areas of Darnley Basin, Marchwater and the southern head of the bay experience the weakest currents (< 0.03 m s -1 ).
In Richibucto the entrance channel does not lead to a much wider area as in the two other systems (Fig. 3c) . The estuary rather consists in branching channels, resulting in a more complex system with a slightly stronger tidal forcing (Table 1) Overall, the main differences between these 3 systems lie within their respective inner morphology as reflected by the increasing complexity from Tracadie to Malpeque to Richibucto and which also translate into increasing spatially averaged flows (Table 1) . (Fig. 4) . As expected, renewal times are always higher in the upper arms of the estuary than in the downstream areas. In Tracadie bay, renewal time is generally lower than 40 days (Fig. 4a, b ) with a range similar to Richibucto (Fig. 4c, d ). On the other hand, Malpeque exhibits higher values, up to 60 days and more (Fig. 4e, f) .
Comparison
Spatial patterns of LRT and MCRT look very similar, but some differences are visible in some areas of each system. In Tracadie bay, the LRT is almost zero in the vicinity of the most western inlet, as opposed to MCRT which shows a less pronounced gradient in the same area.
For practical reasons (very low averaged exchange flows), some elements have been removed in the MCRT calculation in the most western arm of Tracadie bay, which explains the absence of values in this area. For Malpeque, the largest differences between the 2 calculations occur in the central region of the bay. In this area, LRT shows a steeper gradient between 40 and ca. 
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Examples of transfer rates and times from one element (entrance of the bay) -for the 3 sites
We have chosen a single source element at the entrance of each bay or estuary as a complement to the previous results of residence times. For this case study, TT represents the average time for a particle to enter the bay or estuary and reach any location (target element). elements) and 1 (a particle would reach the target with a probability equal to 1). Therefore particles can take a long time to reach a target element with a low probability -which is the case of most of the target elements distant from the source. An interesting case is shown in Tracadie bay. High TR and medium TT link the second outlet of the bay to the one where the source element is located, which shows that there is some recirculation at the mouth of the bay.
Computation and maps of connectivity with respect to existing aquaculture leases for the 3 sites.
In Tracadie Bay and Richibucto estuary, 
A C C E P T E D M A N U S C R I P T ACCEPTED MANUSCRIPT
Similarly, the southwestern arm of Malpeque bay is isolated from the influence of aquaculture sites.
Discussion
Evaluation of Markov Chain method
In ecology, the primary use of Markov models has focused on modelling the succession of communities or spatial distribution of metapopulations (Tucker and Anand, 2004; Hill et al., 2004; Logofet and Lesnaya 2000; Benabdellah et al. 2003; Moilanen, 2004) . In such applications, transition probabilities correspond to the probability of replacement of one individual, species or functional group by another. Observed successions over time allow to compute transition probabilities which are used to compute several features of the ecosystem dynamics. Transition probabilities can also be interpreted as stochastic processes related to the capacity of a species or functional group to occupy a given location -e.g. colonisation, disturbance, replacement, persistence (Hill et al., 2004) . Markov chains allow to derive the long term distribution of individuals/species/groups, the rate of successional change (turnover time), the time needed to come back to a state that has been previously left (recurrence time), the response of community to perturbation (Hill et al., 2004) . Markov chain has also been applied to the cycling of matter in an ecological network (Leguerrier et al., 2006) . First passage time and number of cycles within the network relate to another field of ecological studies based on network analysis (Patten and Higashi, 1995) . The issues generally raised in all these applications are dealing with i) first order stochasticity assumption, ii) estimation of transition probabilities, iii) stationarity of the transition matrix.
The main assumption of Markov models is that the state of the system at time t+1 depends only on the state at time t. It means that Markov models are not appropriate in the cases where the history or the memory of the system cannot be neglected -e.g. ontogeny. The Markov framework also describes the processes involved in the system dynamics as stochastic. In the application by Thompson et al. (2002) , probabilities capture the transport of particles due to deterministic (e.g. tidal currents) and stochastic (e.g. random dispersion) processes. In our case, it may be surprising, at first sight, that deterministic flows result in probabilistic distribution of particles. In both examples however, stochasticity is driven by the representation of space through boxes or triangular elements. When applied to the evolution of tracer concentration, the deterministic equation predicts that, at each time step, only a fraction of the tracer moves from one element to another. This approach is sufficient to mimic
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Markov stochastic processes.
In physical systems, each single state is a geographical area and the estimation of transition probabilities is usually based on physical simulations. Thompson et al. (2002) addressed the estimation of the transition matrix which would capture the essential mixing of particles in a macro-tidal system by simplifying the physical system and defining 15 states, that is, 15 geographical areas. They checked that the probability of a particle to stay in each state, move from one state to another or leave the system derived from the Markov Chain equation was close to the same probabilities derived from particle tracking with a 2D transport model. In our study, each element of the 2D computational grid was defined as one state and we averaged the exchange parameters over time in a way that made the estimation of a stationary transition matrix feasible. We checked that the trajectories of a tracer simulated by a Markov
Chain model were consistent with the mixing patterns resulting from the initial transport equation. Some differences occurred but we estimated that they do not preclude the accuracy of our simplified transport scheme. It must be noted that the 3 systems we considered have very low tidal range (e.g. 1 m) compared to Passamaquoddy bay studied by Thompson et al. (2002) (e.g. 8 m). Water mixing is still tidally-driven but it is clear that the intensity, and therefore the spatial scales, is different by at least an order of magnitude. As outlined by Thompson et al. (2002) , at some appropriate scale water mixing may be regarded as a stochastic process and this is why the use of Markov Chain is appropriate.
Freshwater flow is only included as a constant discharge which acts on the volume and momentum equations. The effect of water density is neglected and we only considered low discharge corresponding to summer conditions which is likely to have a minor influence on water circulation. We also neglected the effect of the wind in our application. A review of some recent works on the computation of residence time and connectivity shows that river flows and wind are taken into account in two different ways -e.g. scenarios or time series of real values (Table 2) . Scenarios allow to repeat and compare calculations of residence time with forcing data which correspond to contrasted situations (Adams et al., 2012; Basterretxea et al., 2012; Braunschweig et al., 2003; Cucco and Umgiesser, 2006; De Brye et al., 2012; Plus et al., 2009; Ribbe et al., 2008; Shen and Wang, 2007; Tartinville et al., 1997; Torréton et al., 2007; Wijeratne and Rydberg, 2007; Yuan et al., 2007) . On the other hand, using real time series as forcing data makes it possible to assess residence time and connectivity when long time scales require to integrate the variability of forcing data or when the hydrodynamics is mostly driven by stochastic forcing (Abdelrhman, 2007; Deleersnijder et al., 2001; Delhez and Deleersnijder, 2002; Dumas et al., 2012; Ghezzo et al., 2015, Gourgue et al., 2007; Gustafsson and Bendtsen, 2007; Guydondet et al., 2013; Huang, 2007; Koutitonsky et al., 2004; Melaku Canu et al., 2012; Mudge et al., 2008; Orfila et al., 2005; Safak et al., 2015; Treml et al., 2008; Umgiesser et al., 2014) . A more complete assessment of time scales would therefore require repeating our calculations for different scenarios of wind and freshwater inputs. Freshwater flows would have a marked seasonality and it is therefore feasible to consider scenarios of low/high freshwater input. The computation steps would be repeated for each scenario and the mapping of transfer times and rates, as well as the influences between farmed areas, would allow assessing the variability of the results as a function of river flows and give a range of values. Such an analysis would be consistent since the time scales lie within 1 or 2 months, which is still low compared to the annual seasonality of river flows. Now a true difficulty would arise if the variability of forcing must be taken into account. This would be the case when the energy spectrum of tidal oscillations is made of several periodic components. In this case, a solution might be to consider flows averaged over the highest tidal period, but there is no guarantee that the resulting mean flows would be accurate enough to make the Markov Chain calculation of transition probabilities close to the probabilities derived by simulation of particle tracking in a way similar to Thompson et al. (2002) . Following these authors, a solution might require to increase spatial scales and build regions composed of set of elements that would account for the mixing at larger temporal scales. More problematic is the case where stochastic forcing (e.g. wind) makes the hydrodynamics less regular. One possible solution is the same as above -e.g. integrate particle tracking over longer time scales and adapt the spatial scale accordingly prior to the estimation of transition probabilities. Another solution might be found in recent developments of Markov set-chains (Samuels, 2001 ) which make possible to take into account the variability of transition probabilities.
Comparison of systems
Our 3 study sites are shallow estuaries influenced by tides with middle range amplitude (e.g. 1 m). Water exchange between the bays and external waters is limited by narrow inlets. We 
days). This ranking is confirmed by the
A C C E P T E D M A N U S C R I P T ACCEPTED MANUSCRIPT
distribution of transfer times between all pairs of elements within each system (not shown). It is also confirmed by the estimation of renewal times based on the tidal prism method (Table   1 ). The explanation must be found in the morphological characteristics and bulk exchange rates ( Richibucto.
The differences in exchange rates and the morphological features explain the distribution of residual currents (Fig. 3 ) which show that Richibucto has more intense currents than the 2 other systems. Transfer times and rates between any pair of elements result from the preferential pathways of particles which integrate residual currents over space. Therefore high residual currents with a region of a bay generally make transfer times between 2 elements of that region lower compared to a region where the residual currents are weak. The patterns are however more complex in regions with gradients of current velocity, which explains why the maps of transfer rates and times ( The distribution of transfer times and rates also relates to the morphological complexity to some extent. Complexity was measured as the ratio between the actual length of the coastline (P) within each system, and the perimeter of an idealised system with the same area (A) and a regular perimeter (e.g. circle). Morphological complexity therefore scales to the ratio A P and the lowest value was found for Tracadie bay (complexity = 9) as opposed to the two other systems which have very similar complexity (e.g. 21 for Malpeque bay, 22 for Richibucto estuary). We did not find any relation between complexity and residence time values, but the distribution of transfer times between all pairs of elements (not shown) exhibited higher variability for the systems with high complexity. This link can actually be explained by the higher transfer times found in narrow branches of the systems where water renewal is more difficult. In a comparison of residence times and connectivity calculated in 3 lagoons, Ghezzo et al. (2015) also identified the morphology as a factor explaining the differences between lagoons. However, the review of other recent studies clearly shows that mixing scales cannot be related to a single factor. In a study of 14 bays, Safak et al. (2015) did find that proximity
to the inlet exerts a critical control on residence time but did not find any relationship between bay area, high tide volume and average depth and median residence times. However they found longer residence times in bays with a higher fraction of tidal area versus open-water area. It must be noted that the tidal range observed in their systems was almost twice as high as in our case. Abdelrhman (2005) In our case, it is approximated by the residence time (MCRT). WFT is based on the assumption that the bay/lagoon would be well mixed and is equal to V/Q, where V is the volume and Q the water flux flowing out of the system. WFT is usually greater than the WRT and the mixing efficiency therefore lies between 0 and 1. Mixing efficiency close to 1 corresponds to well mixed systems. We computed the same indices ( 
therefore some analogy between our bays and Venice lagoon and much less differences emerge from the comparison of our bays compared to the Mediterranean lagoons.
Interestingly, dimensions of Venice lagoon is much comparable to Malpeque bay, and the dimensions of the Mediterranean lagoons cover a wide range of areas and volumes. Size is therefore not sufficient to explain the similarities of mixing scales between systems.
Comparison with other approaches of residence time
Most of the calculations of residence time are based on hydrodynamic models and the most popular applications are based either on Lagrangian or Eulerian approaches ( Table 2) . As mentioned by Ghezzo et al. (2015) , the Eulerian transport scheme considers that the coordinates of the system remain fixed in space and the exchange of the fluid is computed in every fixed location of a grid where current velocity and tracer concentration are calculated.
In the Lagrangian transport scheme, trajectories of a set of particles with different initial coordinates are simulated and statistical analysis of particle positions is performed to assess the main transport characteristics of the system. Our review of 35 recent works dealing with residence time indicates that 21 chose Eulerian and 10 preferred Lagrangian methods.
Lagrangian methods allow taking into account stochastic processes (e.g. random fluctuations of velocity field), behaviour and life history of simulated particles. These features are of interest in the case of interactions between particles and environmental factors and development stage , Basterretxea et al., 2012 Lett et al., 2008) .
Comparison of the pros/cons of these 2 methods is out of the scope of this paper, and interested readers are referred to Döös and Engqvist (2007) for instance. In our study, Markov
Chain considers Eulerian scheme but it has already been noted that transition probabilities could be derived from Lagrangian simulations (Thompson et al., 2002) . Our choice was only dictated by the simplicity of the computation of average flows and the derivation of transition matrix on this basis.
We applied Markov chain to compute average transfer times between any pair of elements used in the computation grid. A special case concerns the transfer times between an element inside the system and a boundary element. In this case, maps of transfer times display the average time needed for some tracer to leave the system. This is analogous to the residence time found in other studies, but this definition must be distinguished from the local residence time (LRT) used in other studies (Koutitonsky et al., 2004 ) even if we found similar patterns.
When transfer times were averaged over space, we obtained an estimation of residence time, defined here as the average time needed for a particle to leave the system, equivalent to the
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classical definition found elsewhere (e.g. Safak et al., 2015) .
Several studies that are reported in Table 2 combine residence time estimations and other quantities. The estimation of particle age is complementary to the concept of residence time.
It usually requires the use of a partial differential equation for which details may be found in Deleersnijder (2002), De Brye et al. (2012) , Deleersnijder et al. (2001) . We did not explore this concept further but, since Markov Chain deals with transition probabilities for any pair of element, an application to the age distribution of particles seems feasible. Another interesting concept found in a few studies is defined as connectivity. Definitions and a review of some applications are given in Table 2 ( Ghezzo et al., 2015; Basterretxea et al., 2012; Thomas et al., 2012; Treml et al., 2008) . Ghezzo et al. (2015) computed the accumulation of particles exchanged between i and j location, and built a square matrix with i-rows and jcolumns expressing the connectivity of each j-station with respect to itself and to the other stations. The result is very similar to the computation of transfer rates with Markov Chains, though we restricted the rates to the first passage of a tracer leaving element j and reaching element i. Using connectivity analysis Ghezzo et al. (2015) made a global description of the preferential pathways within 3 lagoons and defined transition, retention and no connection regions in each system. Spatial interactions rely upon the idea that particles may be emitted in some place and be transported to another location -see the application of network analysis to sea lice dispersal by Adams et al. (2012) . Interactions might also be related to the depletion of particles (e.g. phytoplankton) due to filtration by cultivated filter feeders, which would have a remote impact on distant animals because of the circulation pathways (Filgueira et al., in press) . A third example is related to the recruitment of populations which larvae have a pelagic phase Basterretxea et al., 2012) . In our study, we combined transfer rates and times to assess the main pathways of virtual particles released in farmed areas and the potential influence of farmed areas on other areas. The analysis is therefore qualitative, but it is very flexible and criteria can be easily changed to assess the sensitivity of the results to threshold values defined for screening the main pathways.
Confinement is another interesting concept that Ghezzo et al. (2014) proposed to relate to mixing scales. The confinement paradigm was introduced by Guélorget et al. (1994) to explain the spatial variation of species distribution inside lagoons. Ghezzo et al. (2014) suggested that residence time could be considered as a proxy of confinement but Melaku Figure 5 shows the transfer rates and times between sites situated at the entrance of the bays. Areas with high transfer times and low transfer rates would likely coincide with confined areas. In addition confinement could also be defined as sectors of the bay that are poorly connected to other sectors and therefore be characterized on the basis of connectivity indicators. In our study, the map of the locations which have a low connectivity with existing aquaculture areas illustrate the confinement of the aquaculture area. In this context, confinement would not be limited to the connection between the entrance of the bay and the locations within the bay.
Conclusion
To our knowledge, this is the first time that Markov Chain analysis has been applied to assess residence time in physical systems represented with 2D models. Our study explains how to apply Markov chain computation to quantify transfer times and rates of matter between any location, using the outputs of 2D models to assess the transition matrix between the elements of the computation grid. Compared to tracer simulations, the main advantage of Markov Chain analysis is that it provides additional information on the mixing scales over time or over space. It makes possible to estimate transfer rates and times at once in a very quick and efficient way, without the need to perform long term simulation of particle trajectories or tracer concentration. Another output, not shown here but extensively explained in the seminal paper by Leguerrier et al. (2006) , is the estimation of the number of times a particle originating from one location would pass at a another location. This can be of great interest in estimating how much time a particle would stay in a region with applications to ecological issues -e.g. species recruitment, risks related to pathogen transmission. As an example of the added value of Markov Chain analysis, we show the assessment of the connectivity between aquaculture sites and other sectors of the bays. Such estimation has proved useful and complementary to other indicators used to assess the development of aquaculture -see Filgueira et al. (in press ).
We also review the assumptions made in the use of Markov Chain and the limitations of the method. First, we discussed the averaging of the exchange parameters over time in a way that
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makes the estimation of a stationary transition matrix feasible. The averaging includes neap/spring tidal cycles and it is true that some information is probably lost during this process. However we compared some simulations based on transition probabilities with simulations run with the RMA model. We noted that water mixing was tidally-driven and we could neglect the effect of the wind in our case. Second, deviation from stationarity can be addressed in different ways, depending on the source of the non-stationarity, in reference to Thompson et al. (2002) who stated that, at some appropriate scale, water mixing may be regarded as a stochastic process and the use of Markov Chain is therefore relevant. The first way to alleviate non-stationarity comes from fact that the scale depends on the drivers and intensity of mixing. Thompson et al. (2002) aggregated the results at a spatial scale larger than the scale used to simulate the transport of tracers by discretizing the bay into 15 boxes.
They also upscaled the processes time scale up to days, and therefore integrated shorter time scales into their matrix of transition probabilities. A second way would consist in repeating the calculations for different scenarios of tide, wind and freshwater inputs. This is relevant when seasonal variability is concerned, which is often the case for freshwater inputs for instance. The third solution might be found in recent developments of Markov set-chains (Samuels, 2001 ) which make possible to take into account the variability of transition probabilities, but these developments remain to be implemented.
As a conclusion, we suggest that the Markov Chain analysis is very suitable for tidally-driven systems with short term mixing scales -e.g. 1 month. The use of residence time and related measures is proposed as a tool for management purpose in aquaculture (Adams et al., 2012; Thomas et al., 2012) , design and assessment of marine protected areas (Basterretxea et al. 2012 ), assessment of ecosystem health (Abdelrhman, 2007) . Markov Chain analysis could then be applied to a variety of fields.
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Each element (triangle) of an unstructured triangular grid can be surrounded by a maximum of 3 elements and a minimum of 1 element.
Current velocity has 2 components (u, v) at the center of each side of a triangular element (link). u is the average velocity in the x-direction at the two ends of the link and v is similarly defined for the y direction -both quantities are adjusted to meters per day. The net velocity U is defined as the projection of the velocity vector into the unit perpendicular vector of the link (nx, ny) with the equation:
The unit perpendicular vector (nx, ny) is defined to point towards the center of the element (Fig. A.1) . Therefore a positive/negative net velocity indicates that flow is into/out of the element. where S is equal to the average depth at the two nodes of the link multiplied by the distance between the 2 nodes (length of the link).
RMA provides a time series for water velocity and depth at each node, and the protocol described above can be applied to each time step. The volumetric flows for all time steps are averaged over a whole neap/spring tidal cycle for each link. The averaging procedure is directional, which means that the calculation provides the inflow and outflow between each pair of elements defined in the computation grid. After this process, the average volume (m 3 )
of each element and the average volumetric bidirectional flows (m 3 d -1 ) between every pair of adjacent elements are used to define the average circulation of the bay .
As a result flows represent stationary (constant) exchanges between pairs of elements, and these exchanges are asymmetrical (the inflow is not necessarily equal to the outflow). We have also checked that the mass conservation principle is not violated.
