In this paper we develop bounds for the displacement in the solution set of a system of perturbed linear inequalities, then apply these results to find estimates for changes in the solution set of a perturbed linear program.
INTRODUCTION
It is known that under certain regularity conditions the solution set of a linear program (and of much more general programs) is upper semicontinuous under perturbations in the constraints and/or the objective function [2, 3, 41 . Here "upper semicontinuous" is to be interpreted in the sense applicable to set-valued mappings [2] . However, estimates for the changes in the solution set under such perturbations seem not to have been given. In this paper we develop such estimates.
We proceed by first developing bounds for the displacement in the solution set of a system of perturbed linear inequalities, then applying these bounds to the case of a linear program to obtain a bound for the distance from an arbitrary point, or in particular from a point solving a perturbed program, to the solution set of the unperturbed program. Our results are based on a theorem apparently first proved by Hoffman [6] 
LINEAR EQUATIONS AND INEQUALITIES
We begin with the following lemma:
LEMMA.
Let A and C be real matrices of dimensiolzs m x n and q x n respectively. Define a set F 
is a finite real number.
Proof.
Let jI 1 In b e any polyhedral norm on Rm+g; that is, any norm whose closed unit ball P is a polyhedron.
It is easy to see that where K+j denotes the nonnegative orthant of Rj. Thus F, being the sum of three polyhedral convex cones, is itself such a cone [5, Th. 2.141. The intersection of F with the unit polyhedron P is nonempty (both contain 0); thus P fl F is a convex polyhedron, and therefore is the convex hull of a finite number of extreme points, say {pi,. . . , pr>. Now consider the
A simple compactness argument establishes the existence of v (b, d) . It is also easy to show by computation that 17 is a convex function on F. Consider the restriction of v to P fl 2;; since P fl F is the convex hull of Ph. . . , P, and since a convex function on a convex polyhedron attains its maximum at one of the extreme points (because any point in the poly- This establishes the lemma for the class of polyhedral norms on Rm+~. 
By the duality theorem of linear programming [5] , at least one dual solution corresponding to 3 will exist, and the set of all such solutions is exactly the set of (u, V) satisfying
It is not hard to see that the system
is equivalent to Eq. (4). But by the lemma, there is a solution (G, 6) of Eq. We can now apply Theorem 1 to obtain a very short proof of a fundamental result in the theory of linear inequalities. This result was apparently first proved by Hoffman [6] Here we are using the definition of lower semicontinuity for multivalued mappings as given in [2, p. 1091, and F is as defined in the lemma. Then there is an X E F such that
Proof. We have
Ai -b = aa -8 + (A -d)i -(b -6) < (A -A)1; -(b -6), so

Also
< (Ai -b)+ < [(A -A)2 -(b -6)]+.
Ci -d = ei -d + (C -e)2 -(d-d) = (C -e)Z -(d -d).
Then by Theorem 1 there is an 5 E F such that 11% -111, dc&> C)
LINEAR PROGRAMS
In this section we develop quantitative bounds for the distance to the solution set of a linear program from a point which "almost" satisfies the optimality conditions, or which solves another linear program which is "close" to the original one. These results follow naturally from those of Sec. 2.
The pair of linear programs with which we shall work consists of the primal program min{$rzlGz > g, z > 0} (7) and its dual, max{wTgluTG < pT, ze! > O}.
(8)
These are general enough to include any pair of dual linear programs. We shall suppose that G is i x k, g E Rj, and $ E Rk. It follows from the duality theorem of linear programming that z and ze, are simultaneous primal and dual solutions of Eqs. (7) and (8) 
Let
THEOREM 3. Let the programs (7)
and (8) (7) and (8) with
Proof.
Apply Theorem 2 to the optimality conditions. [(G--r;,T~-(P-$)l+
Proof.
so Similarly, and also
We have
z^-= 0, 72J-=o.
The corollary now follows from Theorem 3 and the above estimates. w A similar, but somewhat more complicated, result could have been proved if we had not assumed that z^ > 0 and 6 3 0, but instead had introduced approximations to these conditions: e.g., (I + O)z^ > 0, where Ll is some matrix of small norm.
If an upper bound on og2(A, C) could be computed, then the bounds given by Theorem 3 and Corollary 3.1 might be usable in practicalcomputation, since the other quantities involved could be estimated if one had bounds on the error in G, p, and g. This problem is considered in the next section.
COMPUTATION OF BOUNDS
The key to computational use of the bounds given here is the ability to ,unti(A, C) = max min{SlAx < b, Cx = d, Px < dp, S> O}l (11) This is a linear max-min problem with coupled constraints; i.e., the feasible set is not the product of a set in Rn+l with one in Rm+a. 
