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ABSTRACT 
Ky Fan defines an N-matrix to be a matrix of the form A = tZ - B, B 2’0, 
A -=c t < p(B), where p(B) is the spectral radius of B and A is the maximum of the 
spectral radii of all principal submatrices of B of order n - 1. In this paper, we define 
the closure (No-matrices) of N-matrices by letting X < t. It is shown that if A E 2 and 
A- ’ < 0, then A E N. Certain inequalities of N-matrices are shown to hold for 
No-matrices, and a method for constructing an N-matrix from an M-matrix is given. 
1. INTRODUCTION AND NOTATION 
Throughout we deal with n x n real Zmatrices, i.e., matrices whose 
off-diagonal entries are nonpositive. Since the results are trivial for n = 1, we 
consider n > 2. Following Fiedler and Ptak [5], we let K denote the class of 
M-matrices and K,, the closure of K, the singular M-matrices. Recall that A E 
K provided 
A=tZ-B, B>,O, (1.0) 
where t > p(B), the spectral radius of B. Berman and Plemmons [l] have 
collected 60 equivalent conditions for M-matrices. We make use of the fact 
that ail principal minors of M-matrices are positive, the inverse of an M-matrix 
is nonnegative, and the principal minors of singular M-matrices are nonnega- 
tive. 
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Ky Fan [4] defines N-matrices to be matrices of the form given in (1.0) 
where u < t < p(B) and u is the maximum of the spectral radii of (n - l)X(n 
- 1) principal submatrices of B. N-matrices are Z-matrices with negative 
determinant and proper principal submatrices belonging to K. We define 
No-matrices to be matrices of the form given in (l.O), where u < t < p(B) and 
(I is as before. We note that N c No and that N,-matrices are nonsingular 
matrices which are limits of convergent sequences of N-matrices, i.e., N, is the 
closure of N. 
In Section 2, we give equivalent conditions for a matrix to belong to N,, 
show that the inequalities for N-matrices given by Fan hold for No-matrices, 
and give a method for constructing an N-matrix from an M-matrix. 
In Section 3, we consider matrices related to Ka- and Na-matrices either by 
letting t he between the maximum spectral radii of submatrices of B of lower 
orders, or by having proper principal submatrices belong to N,. We show that 
these types of matrices fail to have some of the nicer properties of matrices in 
K, or N,. 
We now give some definitions, notation, and preliminary results. Suppose 
M is a matrix partitioned into the form 
MzA B 
[ 1 C D' (1.1) 
then if A is nonsingular, the Schur complement of A in M is 
(M/A) = D - CA-‘B. (1.2) 
If the order of A is k, we sometimes write SIk) = (M/A) and let S[‘] = M. 
It is well known [2] that if M is nonsingular, 
A-‘+ A-‘B(M,‘A)-‘CA-’ - A-‘B(M/‘A))’ 
- (M/A)~‘G-~ (M/W’ I 
. (1.3) 
Let (Y and B be increasing sequences of integers chosen from 1,2,. . . , n. 
Then we denote the minor of M with rows (Y and columns B by M [a//3], the 
minor of M with rows (Y and columns B deleted by M((u//~); and if cr = B, by 
M [ a] or M(a), respectively. Haynsworth and Crabtree [3] have shown that if 
M is partitioned as in (1.1) and A has order k, 
(M,A)ij= M!liAk,i; l,...,k,j] for i,j=k+l,..., n, (1.4) 
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(1.5) 
for cx,PC_(k+l,..., n}, 
and if A is partitioned as 
ACE F 
[ 1 G H where E is nonsingular, 
then 
(M/E) = (@$‘A)/(A/E)). (1.6) 
Equation (1.6) is referred to as the quotient rule for Schur complements. 
If A and B are matrices, we define A Q B to mean aij G bij for all i, j. 
We shall make use of the following two theorems due to Watford [6]. 
THEOREM 1.7. Zf M E 2 and A-’ > 0, where M is us in (l-l), then 
(M/A) E 2. 
THEOREM 1.8. Let A and B belong to Z and A < B. Partition conformally 
Zf A,, and B,, belong to K, then (A/A,,)< (B/B,,). 
We note that Theorem 1.8 holds if A,, E K, since A,, E K and A,, < B,, 
imply B,, E K. 
THEOREM 1.9. Let M be a matrix partitioned as 
ME ‘11 b 
[ 1 c D 
suchthatc*O*b*and~~,*O. 
(i) Zf (M/a,,) is irreducible, then M is irreducible. 
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(ii) If all aijq o for i * j, and M is irreducible, then (M/al,) is 
irreducible. 
Proof. (i): Suppose (M/a,,) is irreducible. Let P be a permutation 
matrix such that 
pMpT= * B 
[ 1 0 D’ 
Since diagonal elements remain on the diagonal under simultaneous permuta- 
tions of rows and columns, a,, is a diagonal entry of A or D. Suppose alI is a 
diagonal entry of A. Let Q be a permutation matrix such that 
a11 Al ’ Bl 
Q(PMPT)QT = A, A, ; B, . 
[ 1 _-_-__- 0 1 D 
This implies (M/a 11 ) is reducible, which is a contradiction. Similarly, (M/a 11) 
is reducible if a,, is a diagonal entry of D. Thus M is irreducible. 
(ii): Suppose allai j < 0 for i * j, and M is irreducible. Let 
permutation matrix such that 
Q be a 
Q(M/a,,)QT = f1 2 , 
I- -1 4 
where (M/all) = D - (l/a,,)&. Partition D, c, and b conformally with 
Q(Wa,dQT = QDQ’- $(Qd@Q’.) 
=I 
D,- $A DI D, 4 - &c&, 1 =[ -I* D4 --&b2 ’ O4 
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Since 0s and - (l/a,,)c,b, have the same sign, 0s = 0 and czb, = 0. Let 
a11 bl b2 
PMPT= cl D, D, . 
[ 1 c2 0 0.4 
If cs = 0, then M is reducible. If c, * 0, then b, = 0 and M is reducible. These 
are contradictions, so (M/a 11 ) is irreducible. n 
2. No-MATRICES 
We now characterize No-matrices as defined in Section 1. 
LEMMA 2.1. The matrix M is an No-matrix if and only if 
(i) M E 2, 
(ii) All proper principal s&matrices belong to K,, and 
(iii) M has negative determinant. 
Proof Suppose M is an N,-matrix. Then M = tl - B, B 2 0, and u < t < 
p(B), where u is the maximum of the spectral radii of the principal sub- 
matrices of B of order n - 1. Clearly (i) holds. Since t > u, all proper principal 
submatrices belong to K,. If M has nonnegative determinant, then M would 
belong to K, and t > p(B). Hence (ii) and (iii) hold. 
Suppose (i), (ii), and (iii) hold. Since M E 2, there exists a positive number 
t and a nonnegative matrix B such that M = tZ - B. Since all submatrices of M 
of order n - 1 belong to Kc, t >, u, where u is defined as above. If t > p(b), 
then M has nonnegative determinant, which is contradiction. Hence M E N,. 
n 
REMARK. N,-matrices are irreducible. 
In characterizing matrices in K and K,, Fiedler and Ptak [5] consider 
matrices in 2 and then give equivalent conditions for matrices to belong to K 
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or K,. We do the same for I$-matrices, first characterizing N,-matrices with 
zero diagonal. 
THEOREM 2.2. Let M be a non-singular matrix in Z with zero diagonal. 
Then M E N, if and only if M is an irreducible monomial matrix. 
Proof. Let M E N,. Since M is nonsingular and all principal submatrices 
of order 2 belong to K,, there exists a permutation matrix P, such that 
where aI2 * 0 and c1 * 0 * bi. There exists a permutation matrix P2 such that 
P,M,P,T = 
0 a12 a13 ’ e1 
0 0 asi e2 
0 0 0 1 e, 
------_A-- 
fi 52 f3 1 D2 
where a 23 * 0, and fi * 0 * ec. Continuing in this manner, there exists a 
permutation matrix P such that 
PMPT = 
0 a 12 
0 0 am * 
0 . 
0 0 an-l,n 
a . nl an2 a tl,n-1 0 
where ai i+l * 0 (mod n). Since all proper principal submatrices belong to K, 
and the super diagonal has nonzero, negative entries, an, n _ 1 = 0 = a,3 fly 2 = 
. . . =a 
n2* 
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Consider aij for j> i + 1. If we delete rows and columns (Y of PMPT, 
wherecw=(i+l,i+2,..., j- l}, we obtain the proper principal submatrix 
a12 
0 
0 . . 
* 
‘i-1.i 
0 aij 
0 'j,j+l 
’ 0 anpI+ 
0 0 . . . 0 0 
If aij * 0, det T < 0, which is a contradiction. Hence ai j = 0 for all j> i + 1, 
and PMPT is an irreducible monomial matrix. The reverse implication is 
obvious. n 
COROLLMY 2.3. Let M E Z and have zero diagonal. Then all principal 
minors are nonnegative if and only if there exists a permutation matrix P such 
that PMPT is upper triangular. Here, the principal minors are zero. 
Watford [6] has shown that if M E N and A is a principal submatrix of M, 
then (M/A) E N. A similar result for NO-matrices follows immediately. 
LEMMA 2.4. Let M E N,. Zf A is a nonsingular principal submutrix of M, 
then (M/A) E N,. 
Proof. An immediate consequence of (1.5). n 
The following Lemma probably appears in the literature. We have no 
reference, but include the result and a short proof. 
LEMMA 2.5. Let M be a nonsingular matrix such that all principal minors 
are rwnpositive. Then all proper principal minors of M- ’ are nonnegative and 
M is irreducible. 
Proof The first part follows immediately from the well-known formula 
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are conformal partitions and A,, is square. Suppose M is reducible. Then 
for some permutation matrix P. This is a contradiction, since det M-’ = 
detAdetD,detA>O,detD>O,anddetM-r<O. n 
We note that iV,,-matrices are invariant under simultaneous permutations 
of rows and columns. Hence, if M E N,, we may assume M can be partitioned 
as 
(2.6) 
where A E K has order k and all proper principal submatrices of orders > k 
are singular. If k = 0, then M is monomial. 
THEOREM 2.7. Let M E Z. The following are equivalent: 
(i) M E IV,. 
(ii) All proper principal submutrices of M belong to K, and det M < 0. 
(iii) After some simultaneous permutations of rows and columns, M 
satisfies 2.6, (M/A) is an irreducible monomial matrix, and M(i/i) 3 0 for 
each i=l , . . . , k, whe-re the order of A is k. Note: When k = 0, we set 
(M/A) = M, which is monomial. 
(iv) M-’ < 0 and is irreducible. 
(v) All principal minors of M- ’ are nonpositive. (Due to Fiedler.) 
(vi) For all positive E sufficiently small, M + EZ E N. 
Proof That (i) is equivalent to (ii) is Lemma 2.1. We show (i) +. (iii) d 
(iv) * (i), (i) * (v), and (i) e (vi). 
If M = (a, j) and a,, = 0 for all i, each of the above conditions implies that 
M is monomial and the theorem is easily verified. Hence, we assume a,, * 0 
for some i. 
(i) 3 (iii): After some simultaneous permutations of rows and columns, we 
have M in the form of (2.6), and M(i/i) >, 0 for each i = 1,. . . , k. By Lemma 
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2.4, (M/A) E No. Since all proper principal submatrices of order k + 1 are 
singular, (M/A) has zero diagonal and is monomial by Theorem 2.2. Thus 
(i) 3 (iii). 
(iii) = (iv): Consider 
S[k-ll= (WAk-1)= C[k_ll D[k~ll . I (pl b[k-1' I 
From (1.6), we see that (M/A)= Slkl = (S[k-‘]/aj’;-‘l), and from (1.3), 
1 T 
- _L-~wl(~l’l) -1 
(SWI) -I= a11 
-$y) -‘dk-l’ (pl)-l . 
Now, S[k-l] E 2, u\‘;~‘] = (det A,)/(det A,_,) > 0, and r = 
(det DLkP ‘])/(det S[k-l]). Since Sckl is an irreducible, monomial matrix in Z, 
(S’k)))’ Q 0 and det SIk) < 0 so det S[k-ll = a\:-‘ldet Slk] < 0. Since 
M(k/k) > 0, det D [k-11 = M(k;k)/(det A,)> 0, so r < 0. Hence, (S[kP1]))l 
< 0. By iteration M-’ < 0, since M = Srkekl. By Theorem 1.9, S(kP1] (hence 
M) is irreducible. Thus (iii) * (iv). 
(iv) * (i): The result is easily verified for n = 2. Assume the result holds 
for all matrices of orders < n. From (1.3), we see that if a,, * 0, then uij > 0, 
since M is irreducible. W.l.o.g., assume alI > 0. Then by Theorem 1.9, 
(M/a,,) is irreducible, where 
M= ‘11 b 
i 1 C D * 
From (1.3), (M/u,,)-’ < 0, and by the inductive hypothesis, (M/u,,) E No. 
From (1.5), all proper principal submatrices of M containing a,, belong to 
K0, and det M = u,,det(M/u,,) < 0. Hence, if ail * 0 for all but one i, then 
M E No. 
Suppose there exists more than one zero diagonal entry and a proper 
principal submatrix with zero diagonal and negative determinant. Then there 
exists a proper principal submatrix A that belongs to N, and has zero 
diagonal. A is monomial by Theorem 2.2, and A- ’ < 0. Let 
McA ’ 
[ 1 C D' 
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Since M-’ < 0, we see from (1.3) that - A-‘ES-l =O, where S-i = 
(M/A)-‘. This implies B = 0, which is a contradiction. Thus every proper 
principal submatrix with zero diagonal has nonnegative determinant (by 
Corollary 2.3, zero determinant), so M E No. Thus (iv) * (i). That (i) 3 (v) 
follows immediately from Lemma 2.5. 
(i) w (vi): This is a direct consequence of the definitions of N- and 
A&matrices with E chosen such that u < t + E < p(B) [u < t < p(B)], where 
M=tZ-BENo. n 
REMARK. As noted by the referee, when k = n - 1 in (2.6) there exists 
an LU factorization of M. This factorization is similar to that found for 
M-matrices by FiedIer and Ptak [5], th e exception being that there exists a 
negative diagonal entry in U, u,, < 0. In general for 
where A E K has order k, we have A = LU, and 
M= [ $ ;I[ 0” ;;yA,] =C%. 
If M is as in (2.6), (M/A) is monomial. If k = 0, then M = ZM = I. (M/A). 
This may be referred to as the equivalent condition (iii’). 
Ky Fan [4] has shown that if M E N, M-l < 0. The following corollary is 
the converse with M E Z. 
COROLLARY 2.8. Let M E Z. Zf M-’ < 0, then M E N. 
Pmof M- ’ < 0 implies M is irreducible. This and M E Z imply the 
diagonal entries of M are positive. The result is easily verified for n = 2. 
Assume the result is true for all matrices of orders < n. Let S = (M/a,,). 
Then S E Z and from (1.3), S-’ < 0. By the inductive hypothesis, S E N. Thus 
det M < 0, and from (1.5) ah principal minors of M of orders <. n containing 
a11 (hence aii for alI i) are positive, so M E N. n 
COROLLARY 2.9. Let ME Z. Then M-’ < 0 if and only if there is a 
permutation matrix P such that PMPT = CaMi, where Mi E No. 
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Proof. Suppose M- ’ Q 0. Let P be a permutation matrix such that 
PMPT = MI B 
i 1 0 D’ 
where M, is irreducible and D, B, and the zero block may not exist. Then 
implies M, E N, and B = 0. The result follows immediately. The converse is 
trivial. n 
The following inequalities for N,-matrices are the same ones shown by Fan 
[4] for N-matrices and may be proved in the same manner. We give proofs of 
(i) and (ii) which are simpler than Fan’s. Note that (iv) follows directly from 
Theorem 1.6. 
THEOREM 2.10. Let A, B E N,, n > 2, such that A Q B. 
(i) ZfA < C < B, then C E N,. 
(ii) A-’ 2 B-‘. 
(iii) det A < det B. 
(iv) 1-f A,, and B,, are principal submatrices of A and B, respectively, 
such that 
are partitioned confonnally, and A,, E K, then (A/A,,) d (B/B,,). 
Proof. (i): Any proper principal submatrix C of C belongs to K,, since 
A Q C for the corresponding proper principal submatrix A of A. If det C >, 0, 
then C E K,, which implies B E K,, which is a contradiction. 
(ii)(duetoFiedler):SinceO,<B-AwithA-’~OandB-’gO,wehave 
0 < A-‘(B - A)B-’ = A-‘- B-‘. n 
REMARK From the characteristic polynomial, we see that all No-matrices 
have exactly one negative eigenvalue. If an No-matrix is Hermitian, the 
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principle submatrices of order n - 1 have rank at least n - 2 by the Cauchy 
interlacing theorem. 
We now give a method allowing to construct an N-matrix from an 
M-matrix. Let A E K be n X n, A-’ = (aij), &rij= q, t = minimum column 
sum of A-‘, e = column vector of ones, and 
Id= [ c:T ie]. 
We shah show that if c is a number such that - l/(q - t) < c < - l/q, then 
M- ’ < 0, and hence M E N. 
With M and c as above, 
S = (M/A) = 1 - (cer)A-‘( - e) = 1+ cq < 0. 
Thus M is nonsingular and S ’ < 0. From (1.3), it remains to show that with 
M as above, 
where 1 = ee*. We have 0 < c(t - q) < 1, so ct < 1 + cq = S < 0, and et/S > 1. 
NOW, ./A-’ >, tJ, which implies (c/S)JA-’ >, (ct/S)J > J. Hence Z - 
(c/S)JA- ’ < 0, so R < 0. 
3. MATRICES RELATED TO K,- AND No-MATRICES 
We consider matrices M of the form 
M=tZ-B, (3.0) 
B a 0, n 2 3, and (Y < t < u, where (Y is the maximum spectral radius of 
(n - 2) X (n - 2) principal submatrices of B, and u is the maximum spectral 
radius of (n - l)x(n - 1) principal submatrices of B. With M defined as 
above, we see that (i) M E 2, (ii) all principal submatrices of orders < n - 2 
belong to K,, and (iii) at least one principal submatrix of order n - 1 belongs 
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to No. The following example shows that the converse need not hold: 
M= -1 
I 
_; ;p z], B-[; i ti,l 
li 
Here (Y = t + 1. Hence, we wish to consider the larger class of matrices 
satisfying (i), (ii), and (iii). These matrices are closely related to K,,- and 
Na-matrices and have certain similar properties. The following theorem gener- 
alizes a result by Fan [4]. 
THEOREM 3.1. Let M be a matrix sutisj$ng (i), (ii), (iii), and n > 3, ZfM 
is mm-singular, then det M < 0 and M-’ E Z with at least one positive 
diagonal entry. 
Proof. W.l.o.g., assume the principal submatrix belonging to N, is in the 
upper left corner: 
MC A b 
[ 1 c d’ 
where A E N,. (3.2) 
Then d-CA-‘b>O, since d>,O and A-‘~0. Hence, detM=detA(d- 
CA-lb) < 0. 
Let M- ’ = ( ui j). If M is reducible, then we may assume 
where A E N, and d > 0, 
since N,-matrices are irreducible. Then 
M_l = A-' - A-‘bd-’ l z, 
0 d-’ I 
since A-’ <Oandb<O. 
Assume M is irreducible. With M as in (3.2), u,, = (det A)/(det M) > 0. 
The theorem is easily verified for n = 3, since any 3 X 3 Zmatrix with 
nonnegative diagonal has nonnegative cofactors for i * j. Assume the result is 
true for all matrices of orders q, where 4 < q < n. 
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(1) With M partitioned as in (3.2), if d * 0, consider S = (M/d). Let 
t = (det A)/(det M). From (1.3) we may write 
M-l= s-’ I - tA-‘b - tcA-’ 1 t ’ b 
We need to show that S’ E Z. By Theorem 1.7, S E Z, and from (1.5), ah 
principal submatrices of S of orders d n - 3 belong to K,. For principal 
submatrices of S of order n - 2, either all have nonnegative determinant, or at 
least one has negative determinant. Then either S E N,, or S satisfies the 
inductive hypothesis, respectively. In either case, S-i E Z. 
(2) If d = 0 for every such partitioning of M, PMPT, as in (3.2) we 
consider the following four cases. 
Case I: There is only one nonzero diagonal entry. W.l.o.g., let it be al, > 0. 
Partition M in the form 
By assumption, D 4 N,, so by Corollary 2.3, we may assume D is upper 
triangular. Let S = (M/a,,). Then from (1.3), 
M-l= [I” ;_I]* 
As before, either S E N,, or S satisfies the inductive hypothesis. If S E N,, 
then S-’ < 0, u = - (l/a,,)bS-l Q 0, and o = - (l/a,,)S-‘c G 0, so M-’ 
E Z. If S G N,, then S- ’ E Z, and we must show that u < 0 and 0 < 0. Since 
D is upper triangular, the only possible nonzero cofactors to consider are the 
(1,2) and (n, 1) cofactors, which are easily verified to be nonnegative. 
Case ZZ: There exist exactly two rwnzero diagonal entries of M. W.l.o.g., let 
them be a,,, a22 > 0. Partition M in the form 
----- 
By Corollary 2.3, we assume D is upper triangular. Let Sj = (M/aii) for 
i = 1,2. Let M; ’ denote the inverse of M obtained with a,, permuted to the 
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(1,l) entry of M. From (1.3) 
If either S, or S, belongs to N,, we are through. If not, then ST’ and S,’ 
belong to Z, and we need to show ui < 0 and vi < 0. Since SC’ and S;2 
belong to 2, this is verified by showing the (1,2) and (2,l) cofactors of M are 
nonnegative. Since the corresponding matrices have the form of M in case I, 
the minors M&2) and M(2,l) are nonpositive. 
Case III: There exist at least three nonzero diagonal entries of M. W.I.o.g., 
let them be ullraz, as > 0. Let Si =(M/a,,) for i = 1,2,3. Let M;' be 
defined as in case II. If one of the Si E N,, we are through. If not, then each 
Sir’ E Z, so the entries of ui and vi are nondiagonal entries of S,’ and S;‘. 
Case IV: All diagonal entries are zero. Let 
McA b 
[ 1 c 0’ 
where A E No and S = (M/A) = (det M)/(det A) > 0. Then 
M-’ = R 
_ A-‘&-’ 
_ S-‘&-l I s-1 s 
We need to show R E Z. This is verified by showing the (i, j) cofactors are 
nonnegative for i, j= 1,. . . , n - 1 and i * j. These computations are facilitated 
by noting that A is monomial. 
From the above cases, M- ' E Z. n 
It is easy to see that if A and B satisfy (i), (ii), and (iii) and A < B, then 
A < C < B implies C satisfies the same conditions. The inequalities for de- 
terminants and inverses need not hold. Let 
where A,, B, E No and r, s > 0. 
(1) If A, = B, and r < s, then det B < det A. 
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(2) If det A, < det B, and r = s, then det A < det B. Let 
Then 
‘i] and B-‘-[-H _i --i]. 
We now show by example that matrices related to those in Theorem 3.1 
fail to have determinants with the same sign. Consider Zmatrices such that 
n >, 4, all matrices of orders < n - 3 are Ka-matrices, all matrices of order 
n - 2 are ND-matrices, and at least one matrix of order n - 1 satisfies the 
hypothesis of Theorem 3.1. Let 
Then 
1 -1 8 6 
G-1=-E ; -; _; > 
I 
detG<O, and (A/G)>O, 
so det A < 0. Let 
If we choose a>0 and .s>O such that T<O, 2~<8~, and E+T<O, then 
(B/G) < 0, so det B > 0. 
The author wishes to thank Professors Mirosluv Fiedler, Emilie V. 
Haynsworth, and the referee for their help&l suggestions. 
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