Abstract-We present a new technique for generating compact dictionaries for cause-effect fault diagnosis in scan-BIST. This approach relies on the use of three compact dictionaries: 1) D 1 , containing compacted LFSR signatures for a small number of patterns and faults with high detection probability, 2) an interval-based pass/fail dictionary D 2 for the BIST patterns and for faults with relatively lower detection probability, and 3) D 3 , containing compacted LFSR signatures for cleanup ATPG vectors and random-resistant faults. We show that D 2 , which is two orders of magnitude smaller than a maximal-resolution pass/fail dictionary, provides nearly the same diagnostic resolution as an uncompacted dictionary. We also show that, by using a 16-bit LFSR signature for D 1 and D 3 , we obtain two to three orders of magnitude reduction in dictionary size, yet nearly no loss in diagnostic resolution. Together, these three compact dictionaries provide an efficient solution to the problem of cause-effect diagnosis in scan-based BIST. These dictionaries can also be used to target unmodeled faults using scoring algorithms.
INTRODUCTION
FAULT diagnosis is necessary for the identification of manufacturing defects and for yield learning. One approach to diagnosis is based on the use of fault dictionaries, which alleviate the need for repeated fault simulation [1] . However, as designs grow in complexity, dictionary-based diagnosis becomes infeasible due to prohibitively large dictionary sizes. An alternative approach is to record only pass/fail information in a pass/fail dictionary. For large designs, even a pass/fail dictionary is too large to be practical.
Several techniques have recently been proposed for reducing dictionary size [1] , [2] , [3] , [4] , [6] , [7] . An important consideration in dictionary compaction is that of diagnostic resolution, which is determined by the number of modeled faults that correspond to the same entry in a compact fault dictionary. An effective dictionary compaction scheme should yield a small dictionary without significant loss in diagnostic resolution.
Most prior work on fault dictionaries has been based on deterministic vectors for external testing. Recently, built-in self-test (BIST) has gained increasing acceptance as a test solution. In particular, the combination of scan design and BIST, commonly referred to as scan-BIST, is now common. However, a problem with this approach is that a BIST signature does not contain enough diagnostic information. The problem of dictionary size is even more acute in BIST because the number of pseudorandom test vectors used here is at least an order of magnitude larger than the compacted deterministic test sets used for external testing.
In this paper, we use the concept of intervals of test vectors to generate compact fault dictionaries. The proposed approach attempts to make diagnosis more efficient by classifying the faults based on their detection probability and by using a separate dictionary for each fault type. The dictionary generation procedure consists of three steps. First, we create a compacted full-response dictionary D 1 for a small number of vectors, e.g., the set of vectors in the first interval. We use this dictionary to diagnose faults with high detection probability. For a circuit with O outputs (including scan cells) and N scan vectors, a typical full-response dictionary contains an entry for every fault that is ON bits long. This makes a full-response dictionary prohibitively large. We overcome this problem by simulating an LFSR to compact each ON-bit entry in D 1 to an S-bit signature during dictionary creation. During test application, an S-bit on-chip LFSR is used to generate a signature, which is taken off-chip and compared with the entries in D 1 for diagnosis.
We next use the interval-based technique to generate a highly compacted dictionary D 2 over all BIST vectors to target the random-testable faults that have relatively low detection probability. We use an interval-based dictionary instead of an LFSR-based dictionary here because the knowledge of failing intervals provides valuable information on failing vectors, which in turn allows us to perform targeted effect-cause analysis. Moreover, an LFSR-based dictionary is generated using all the output values; hence, it is practical only for a small number of test vectors.
Finally, a third dictionary D 3 is used to diagnose the remaining random-resistant faults that are targeted by clean-up ATPG vectors. This dictionary has the same organization as D 1 .
Compared to a traditional pass/fail dictionary, the intervalbased approach leads to two orders of magnitude reduction in storage with negligible loss of diagnostic resolution. As interval length increases, we show experimentally that there is no loss of resolution until a compression threshold is reached.
INTERVAL-BASED DICTIONARY
Fault dictionaries form an important component of cause-effect diagnosis techniques. Compared to effect-cause methods, dictionary-based methods offer faster fault isolation because most of the time-consuming fault simulation is done a priori during dictionary creation. As a result, the diagnosis cost tends to be lower if the same dictionary is used to diagnose faults in a large number of ICs [1] .
In a dictionary-based diagnosis procedure, the faulty responses of all the modeled faults are precomputed and stored as dictionary entries. In a BIST environment, due to the large amount of pseudorandom vectors, a full-response dictionary is not feasible. Even a pass/fail dictionary is prohibitively large when tens of thousands of vectors are used. If BIST vectors do not provide satisfactory fault coverage, "clean-up" ATPG vectors need to be applied after the BIST session [8] . The need for clean-up vectors increases the dictionary size further and increases diagnosis cost.
Let T be an ordered set of patterns that is applied to the circuit under test. An interval I corresponds to a subset of consecutive vectors from T . The first step in creating an interval-based dictionary is to divide T into a set of nonoverlapping intervals Fig. 1a illustrates N consecutive intervals. The test sequence is split into intervals of length L and I i represents the ith interval. We assume that error masking (aliasing) can be neglected such that, if an interval contains one or more failing vectors, the corresponding BIST signature is different from the fault-free signature.
We illustrate the interval-based method via a compact 2D pass/ fail dictionary in Fig. 1b modeled faults. These faults correspond to rows in the compact dictionary and the intervals make up the columns. If a fault F i is detected by a vector in interval I j , i.e., interval I j fails due to fault F i , the corresponding ði; jÞ entry in the fault dictionary is set to 1, otherwise it is set to 0. A given set of failing and nonfailing intervals corresponds to a particular bit pattern that can often be mapped to a set of candidate faults from F . Details of a hardware implementation of the interval-based BIST test application scheme and timing diagram are given in [12, pp. 26-28] . We augment the basic scan-BIST scheme by using two MISRs with reset inputs to capture the signature for every interval in an interleaved fashion. Since we set the number of intervals to be one to two orders of magnitude smaller than the number of test vectors, the interval-based pass-fail dictionary is significantly smaller than a maximal-resolution pass/fail dictionary.
FAULT DICTIONARIES FOR BIST DIAGNOSIS
Interval-based dictionaries are not suitable for easy-to-detect faults. If an entry is made in an interval-based dictionary for an easy-to-detect fault, it is likely that all intervals will fail due to the fault and the dictionary entry will consist of all 1s. As a result, a large number of easy-to-detect faults will map to the same dictionary entry of all 1s. The diagnostic resolution will therefore be significantly affected. Another problem with an interval-based dictionary with pseudorandom vectors is that additional deterministic vectors are usually required to ramp up the fault coverage to acceptable levels [8] . Hence, the interval-based dictionary is only one component of a complete diagnosis procedure.
A Three-Step Diagnosis Approach
Here, we propose a three-step approach that involves the use of an interval-based dictionary in a standard BIST diagnosis procedure. First, we note that, in a diagnosis method based on modeled faults, most of the computation effort is expended on the hard-to-detect faults. We have seen during simulation that over 90 percent of the vectors are used to cover the relatively hard-to-detect faults which comprise a significantly smaller proportion of the set of modeled faults. The interval-based dictionary provides the best performance for the hard-to-detect faults that are detected by a small number of pseudorandom vectors.
Before the start of the BIST session, we create an interval-based dictionary using an appropriate interval length, usually determined by the diagnostic threshold, and two smaller full-response dictionaries. As a preprocessing step, the set of modeled faults is partitioned into three categories, easy-to-detect, hard-to-detect, and undetectable, by the pseudorandom patterns used for BIST. The interval-based dictionary is created for the hard-to-detect faults such that the resolution is not adversely affected by the easyto-detect faults. An LFSR-based compacted full-response dictionary D 1 , as described in Section 1, is created for vectors in the first interval and for the easy-to-detect faults. We have seen that the vectors in the first interval are usually adequate for these faults. Faults in the third category are not detected by the BIST vectors.
Additional "clean-up" ATPG vectors are typically used for these faults. We can perform diagnosis for these faults either using another LFSR-based compacted full-response dictionary D 3 or via dynamic diagnosis procedures. We have considered LFSRs with primitive polynomials in our work since they appear to be the most effective at reducing dictionary size with little impact on diagnostic resolution.
Diagnosis of Unmodeled Faults Using Scoring Algorithms
The single stuck-at fault model has often been shown to be inadequate in practice [11] . In order to handle unmodeled faults in dictionary-based diagnosis, scoring algorithms have been proposed in the literature [1] , [5] . Scoring can be easily applied to an interval-based dictionary D 2 since it contains valuable pass/fail status of failing vectors. However, it is difficult to directly use scoring on LFSR-based dictionaries D 1 and D 3 because the information of failing vectors and failing outputs in the responses is "scrambled" in the LFSR signature. An LFSR-based dictionary (either D 1 or D 3 ) can be made useful for a scoring algorithm by using the partition schemes described below. We call these schemes vector-based-partition and outputbased-partition, respectively.
In vector-based-partition, we perform a partition on the test response information over all the outputs. For each ON-bit entry in a full response dictionary, where O is the number of outputs and N is the number of test vectors, we divide the entry into J v partitions of equal length. For each partition, we compare its content to the fault-free value and record only the pass/fail status. We also record the original S-bit LFSR value. The resulting entry in such an LFSR-based dictionary is therefore a composite signature, which contains J v bits of pass/fail status of partitions and an S-bit LFSR value. As a result, we need to not only obtain the S-bit signature in the output MISR at the end of the BIST operation, but also transfer the response of each partition from the chip after the partition is applied. This can be implemented by adding another shift register at the output of the MISR as proposed in [9] and the pass/fail of each partition can be computed without resetting the MISR after each partition. The resulting size of a dictionary entry is therefore S þ J v bits. However, this new dictionary contains pass/fail status information for each partition of ON=J v bits, which makes it suitable for scoring algorithms. We illustrate this procedure in Fig. 2a . We also show an example of scoring based on the notion of Hamming distance of the 20 status bits between dictionary entries and the test response. The scores shown in Fig. 2a are obtained by subtracting the Hamming distance from the total number of pass/ fail status bits (J v ¼ 20) in the test response. It can be seen that there exists a trade off between the effectiveness of compaction and the accuracy of scoring. A larger value of J v , i.e., partitioning a dictionary entry into more sections, leads to higher accuracy for scoring, but the compaction ratio is reduced. We refer to such an enhanced LFSR-based dictionary as D v .
An alternative output-based-partition is performed on the output responses over all the test vectors. In this method, we split each O-bit output into J o subpartitions. The output responses from the ith subpartition of all the test vectors form the ith partition. We compare the content of each partition to the fault-free value and record only the pass/fail status. Therefore, the resulting entry in such an LFSR-based dictionary is a composite signature containing J o bits of pass/fail status of partitions and an S-bit LFSR value. During the BIST procedure, an MISR is still used to collect all the responses to form the S-bit LFSR signature, but we need a separate LFSR for collecting response from each partition. We note that this scheme is especially suitable for the widely used STUMPS architecture, where response from each scan chain forms a partition and can be associated with one LFSR. We illustrate this procedure in Fig. 2b ; the scoring procedure is similar to that in Fig. 2a . We refer to such an enhanced LFSR-based dictionary as D o .
EXPERIMENTAL RESULTS
In this section, we present simulation results on the proposed diagnosis method for full-scan ISCAS-89 benchmark circuits. We first examine the resolution of an interval-based dictionary for all single stuck-at faults using an average measure DE, the diagnostic expectation, which is defined as the average size of an equivalence class. It can be calculated as follows:
Size of f 0 s equivalence class ! = number of faults ð Þ :
A smaller value of DE indicates higher diagnostic resolution.
For each benchmark circuit, we considered a total of 10,000 pseudorandom vectors to construct a pass/fail dictionary for all the "hard-to-detect" faults that are not detected by the first interval. The easy-to-detect faults, i.e., the faults that are detected by the first interval, are handled by a separate LFSR-compacted full-response dictionary. We constructed a number of intervalbased dictionaries for varying interval lengths.
Experimental results on diagnostic expectation are presented in Fig. 3a . In order to illustrate the amount of interval length L compared to the number of test vectors N, we list the interval length L along the x-axis in the form of pN, where p ¼ L=N. As expected, DE increases with an increase in the interval length. For some circuits, e.g., s13207, s38417, and s38584, an abrupt increase in DE is noticed and this threshold on interval length can serve as a valuable guideline for designing the dictionary.
We limit ourselves to 10,000 vectors because we also generate comparative data for full-response dictionaries. Even with only 10,000 patterns, the full-response dictionaries are gigantic and it takes several days of CPU time to generate them. Moreover, we have observed in experiments that, as we increase the number of BIST vectors to 100,000 and increase the interval length from 100 to 1,000 simultaneously, i.e., keep dictionary size the same, there is no loss of diagnostic resolution. Therefore, the interval-based dictionary D 2 can be efficiently generated for a much larger number of patterns for large circuits. In addition, the generation of the LFSRcompacted full-response dictionaries of the first and third stages (D 1 and D 3 , respectively) takes relatively less time since these dictionaries are generated using only a small number of patterns. To investigate the effect of interval-based compaction on a fullresponse dictionary, we first construct full-response dictionaries using N ¼ 200 random vectors for several of the smaller ISCAS-89 benchmark circuits. We then create interval-based dictionaries with various interval lengths and present the corresponding DE variations in Fig. 3b . As in Fig. 3a , the interval length is given in the form of pN, where p ¼ L=N. It can be seen that the sudden increase in DE for these cases occurs at a smaller interval length than for the pass/fail dictionaries in Fig. 3a . However, if the comparison is made on the value of p, i.e., the ratio of the interval length to the total number of vectors, the threshold values in the two figures are still comparable. We expect the DE value for an interval-based fullresponse dictionary to be comparable to that of an uncompacted full-response dictionary if a larger number of vectors are used.
Next, we examine the effectiveness of using a simulated LFSR to compact the first-stage full-response dictionary D 1 . In order to save computation time and storage for the uncompacted case, we use only 10 pseudorandom vectors to target the easy-to-detect faults. In practice, we expect the number of vectors in the first stage to be less than 100. Faults that are not detected by these vectors are handled in the next two stages. In Table 1a , we list the dictionary sizes and the DE values before and after compaction based-on a 16-bit LFSR with a primitive polynomial. It can be seen that, by storing LFSR signatures in the dictionary, we obtain three orders of magnitude reduction in size, yet there is almost no loss in diagnostic resolution.
In Table 1b , we present results on the total dictionary size and the DE values when we take into account the dictionaries for all the three stages. We also compare our results to a recent compact dictionary approach based on output compaction [7] . We note here that our method is based primarily on BIST vectors, while the work in [11] was aimed at deterministic ATPG vectors. Column 2 in Table 1b shows the dictionary size of a pass/fail dictionary based on 10,000 BIST vectors. Clearly, for large circuits, even a pass/fail dictionary is impractical. For the interval-based dictionary used in the second stage, we choose the interval length L to be 100, which is less than the threshold value in most cases. This ensures that we achieve a low value of DE, hence high diagnostic resolution. We also use an LFSR-compacted full-response dictionary based on clean-up ATPG vectors for the third stage, i.e., D 3 . We add the dictionary sizes for the three stages and list them in Column 3. In Column 4, we list the DE values of the proposed method. It is calculated over all the three dictionaries and all the detectable faults. In Columns 5 and 6, we list dictionary sizes and DE values obtained from the compaction method described in [7] using ATPG vectors. (This dictionary in [7] is based on pass/fail information together with output-compacted signatures and the dictionary size is referred to as f Ã ðv þ oÞ.) It can be clearly seen that, even though our method uses a larger amount of BIST vectors than the ATPG vectors in [7] , the overall dictionary size is smaller and diagnostic resolution is, in most cases, comparable to that in [7] .
Next, in order to demonstrate the effectiveness of using LFSRcompaction for a dictionary based on ATPG vectors, we apply the compaction procedure on the dictionaries referred to in Columns 5 and 6 of Table 1b. We show the results in terms of dictionary size and DE values in Columns 7 and 8. The results demonstrate that the proposed LFSR-based compaction is not only effective for pseudorandom vectors, but it is also effective for dictionaries based on ATPG vectors.
Finally, we illustrate the effectiveness of the scoring algorithms for diagnosing unmodeled faults in Table 2 . We present simulation results that are averaged over a larger number of unmodeled faults. We choose six types of unmodeled faults from [13] (without feedback): AND-bridging faults, OR-bridging faults, dominant-A bridging faults, dominant-B bridging faults, stuck-open faults, and transition faults. For each fault type, we randomly select 40 unmodeled faults, one at a time, and use the scoring procedure presented in Section 3 to determine a set of candidate fault locations. We present the average size of the candidate set S over all the faults and the percentage of fault locations that are correctly identified, i.e., the percentage of cases in which at least one of the circuit nodes constituting the fault are included in the candidate set. For the bridging faults, there are two fault locations (sites), corresponding to the end-points of the bridge; at least one fault site for a bridging fault must be included in S for it be counted in Columns 3 and 5 of the table. We did not consider any layout information in our random selection of bridging faults; we expect the results in Table 2 to be better if a more sophisticated scoring algorithm is employed and layout information is used to extract realistic bridging faults. For the stuck-open and transition faults, we consider only one fault site in the calculation of the percentages for Columns 3 and 5.
The results are presented for both the output-based and the vector-based partitioning schemes, which have the same dictionary size. It can be seen from the results that a majority of the unmodeled faults can be identified, i.e., the corresponding locations are included in the candidate set, by the output-based scheme. However, this method also yields large candidate sets. In contrast, the vector-based scheme leads to much smaller candidate sets, but it is less effective in identifying unmodeled faults, especially for bridging faults. The choice of an appropriate scheme can therefore be made based on the diagnosis requirement. We expect much smaller candidate sets and higher diagnosability percentage if layout information is available and improved scoring algorithms are used. We also note that, as we increase the amount of compaction, i.e., by using larger partitions, both the size of candidate set and the diagnosability percentage will increase.
For the sake of comparison, we also include the average size of the candidate sets and the percentage of diagnosed unmodeled faults when the same scoring procedure is applied to a fullresponse dictionary. In most cases, the average size of S is smaller for the full-response dictionary. However, the percentage of fault sites included in S is comparable for this simple scoring algorithm and compact dictionaries designed using output-based partitioning, even though they are two orders of magnitude smaller.
CONCLUSION
We have presented a new technique for generating compact dictionaries for diagnosis in scan-based BIST. This approach makes diagnosis more efficient by classifying the faults based on the probability that the faults can be detected and using a separate dictionary for each fault type. We have shown that a combination of three compact dictionaries can be used to obtain two to three orders of magnitude reduction in memory requirements without compromising diagnostic resolution.
