The real-time state-of-health (SOH) estimation of lithiumion batteries for electric vehicles (EV) is essential to EV maintenance. According to situations in practical applications such as long EV battery capacity test time, unavailability of regular daily tests, and availability of full-life-cycle charge data of EV recorded on the charging facility big data platform, this paper studies an online in-use EV state-of-health estimation method using iterated extended Gaussian process regression-Kalman filter (GPR-EKF) to incorporate lithium-ion battery data at the macro time scale and the micro time scale based on daily charge data of electric vehicles. This method proposes a kernel function GPR (Gaussian process regression) integrating neutral network with cycles to conduct fitting for data at the macro time scale to determine colored measurement noise; in addition, fragment charge data at the micro time scale is adjusted with real-time iteration to be used as the state equation, which effectively addresses issues of real-time SOC calibration and nonlinearization. The pertinence, effectiveness and real-time performance of the model algorithm in online battery state-of-health estimation is verified by actual data.
batteries that cannot be measured directly [1] . The estimation is to evaluate the degradation levels of battery performance by estimating the current battery performance state. The initial SOH for factory-fresh batteries can be defined as 100%, and the SOH gradually declines with increasing number of charge-discharge cycles and time of use. Currently, the definition of SOH has not been completely unified. According to literature, SOH estimations are usually conducted through internal resistance or impedance, capacity or energy, charge-discharge rate, number of cycles and other parameters. The estimation criteria can be a single parameter or a combination of multiple parameters.
Currently, domestic and international research on SOH of batteries are mainly from the following three aspects [1] , [2] .
Electrochemical Models
The electrochemical model studies the electrochemical rule of battery capacity degradation from the electrochemical reaction mechanism of batteries, which means to analyze the battery operation mechanism and establish a battery degradation model based on the change rule of kinetic parameters, mass transfer process, thermodynamic properties, mechanical, thermal and electrical properties of materials and other parameters from the perspective of the internal physicochemical process of batteries. The SOH and remaining life of batteries can be estimated accordingly. The main problem is the large number of model parameters, making it difficult to be put into application. In addition, the process of tests aiming at aging factors are too complex so that there are considerable difficulties in setting up a complete degradation model [3] - [5] .
Equivalent Circuit Models
From the perspective of electrotechnology, equivalent circuit models provide equivalent or approximate description of the dynamic property and capacity degradation property of batteries by making lithium-ion batteries be equivalent into circuit models constituting of electrical components according to analysis of large amount of state data from experts with specialized knowledge. This type of models also includes models based on equivalent circuits and semiempirical models based on capacity loss. Compared with electrochemical models, building equivalent circuit models for batteries is more feasible; however, in the approximation Copyright c 2019 The Institute of Electronics, Information and Communication Engineers process, some implication relations between parameters inside batteries that are decisive to system properties may be overlooked, resulting in weak comprehensive ability of equivalent circuit models in describing dynamic and static properties of batteries [6] - [10] .
Data-Based Analysis Models
With a large amount of experimental data accumulated in the use of batteries, data-based analysis models summarize an empirical law of battery capacity degradation by statistically estimating the battery SOH according to analysis of experimental data. This approach draws high attention in the industry because the systematic aging mechanism analysis of batteries is not required in this approach. Data-driven methods often estimate key degradation information from the test data by a specific learning algorithm including as AR (auto regressive models) and GRP (Gaussian process regression). Nuhic et al. proposed SVM approach to construct the aging model of lithium-ion batteries for SOH Prediction. Besides the kernel techniques, neural network and deep learning techniques were also employed to estimate the SOH of litium-ion batteries [11] - [18] . Nonetheless, there also exist limitations in the data-driven SOH estimation due to inevitable errors generated by uncertainty and incompleteness of drive data obtained at the early stage.
It is explicitly stipulated in IEEE Std 1188-1996 that under the standard condition, the SOH of a battery can be determined when the actual battery capacity is lower than 80% of the rated capacity, indicating that the battery needs to be replaced. The reason is that electric vehicles use battery cell packs to satisfy their capacity needs. When the battery capacity is reduced to 80%, its power can generally still meet the output requirements of an electric vehicle. The SOH of an EV lithium-ion battery is defined as
Specifically, C is the EV battery capacity currently measured, and C 0 is the initial discharge capacity of the EV battery.
In the daily use of electric vehicles, batteries are not recharged after they completely run out, and the initial charge stage is usually between SOC (20-40) %. A complete battery can be estimated with available capacity because of the inaccuracy of SOC generated by the nonlinearity of the battery capacity and battery degradation. This paper puts forward a battery SOH estimation method based on three-dimensional fragment charge data of battery voltage (U), charge time (T ) and number of charge cycles (N). Different from the research method based on SOC-Uocv, this approach takes absolute charge time as a parameter to avoid influence of SOC value drifts on the online SOH estimation for lithium-ion batteries. The iterated extended Kalman filter-Gaussian process regression (GPR-EKF) is applied to incorporate data at the macro time scale and micro time scale, and kernel function GPR (Gaussian process regression) based on the integration of neutral network and cycles is employed to conduct fitting for the macro time scale data of batteries to determine colored measurement noise; in addition, fragment charge data at the micro time scale is adjusted with real-time iteration to be used as the state equation, which effectively addresses issues of realtime SOC calibration and nonlinearization. Thereby, the online estimation accuracy of SOH is improved.
Principles of an Iterated GPR-EKF Model
With the different working conditions of electric vehicles, the battery discharge process is very complex and changeable, whereas the charging process is relatively simple and steady. Moreover, since the coulomb efficiency of lithiumion batteries is very high, the charging capacity can be approximated to real capacity of batteries. According to charging mode, the charging capacity is divided into two parts: one is abtained under the constant current charging stage, and the other is abtained under the constant voltage charging stage. In the case of standard charging process, the constant voltage charging capacity of a single lithium-ion battery only accounts for about 2% of the total capacity of the lithium-ion battery. Moreover, the technology to control the constant voltage charging of the lithium-ion battery is relatively complex. At the same time, overcharging of the lithium ion battery will reduce its life. For the above reasons, only constant current charging is usually performed on electric vehicles and is considered in this paper.
Common external physical parameters characterizing battery working status include voltage, internal resistance and capacity. According to the charge feature of electric vehicles, voltage representations of batteries in different health states vary when they are charged with certain currents in the constant-current charge state, which can be used to characterize the degradation of battery capacity parameter. It is known that an established model of a lithium-ion battery pack is fixed, and empirical lab data of some parameters needs to be utilized as reference. Therefore, the estimation accuracy under different working conditions will be reduced. In order to improve the versatility and adaptability of the model, a real-time iterated model based on actual battery performance should be set up according to historical charge data to complete the estimation model in real time for making the model closer to current working status of the battery pack and improving the estimation accuracy.
Under different health status, charge voltage curves share similarities with basically the same trends. But the curvature of charge curves shows an obvious increase at the later stage. Charge capacity tests of an electric bus battery were carried out on December 6 th , 2013, May 9 th , 2016 and October 29 th , 2017 respectively after its delivery. The relation curves between the charge voltage and time is as illustrated in Fig. 1 . Fitting of voltage model curves under different SOH cannot be performed accurately if the model simply translates and transforms through voltage curves.
Employing a combined estimation technology of state and parameters, the current battery state-of-health estimation lacks adaptability and accuracy. The main reason is that end point voltage of batteries is the only measurable data, but test results indicate that the relation between single capacity and battery voltage changes with the increasing number of charge, making it difficult to establish a determined relation expression of end point voltage and time. In addition, the single SOC value having positive correlation with battery capacity is inaccurate due to battery capacity degradation and errors generated from capacity estimation using fragment data are accumulated, resulting in failure in convergence. Based on the combination of Kalman filter and Gaussian process regression, the multiple-time-scale model is integrated. To ensure the micro model is gradually iterated as the number of charge increases, the macro data model will be utilized as the iterative convergence condition for the micro data model for guaranteeing the accuracy of battery SOH estimation. In actual research, main studies of the Kalman filter focus on the nonlinear system due to the nature of the objective world, nonlinearity. The Kalman filter is the minimum variance estimation designed in time domain based on the least square method.
The following nonlinear discrete state space model is considered:
Specifically, the state vector x k ∈ R n is unobservable, and z k ∈ R m is observable measurement vector; f (•) and h(•) are known nonlinear functions; process noise ω k−1 ∈ R n and measurement noise γ k ∈ R m are assumed to be mutually independent Gaussian noises by adopting the suboptimal estimation method, whose mean values are w k−1 and v k respectively and covariance matrixes are Q k−1 and R k respectively.
Gaussian process regression (GPR) provides a selfconsistent and practical probabilistic method to address the core issue in the machine learning field, attracting much attention from scholars. Machine learning is related to statistical technologies. Current methods for massive data learning include support vector machine (SVM), neutral network, relevance vector machine, and so on. Rasmussen proposes a Gaussian process algorithm to be applied in the machine learning field [19] . Meanwhile, the appearance of kernel functions and their successful application enable an increasing number of people to introduce kernel functions into Gaussian processes [20] , [21] , where the covariance function of a Gaussian process is its kernel function. Gaussian processes (GP) is mainly adopted in two supervised learning problems, regression and classification. Gaussian processes have obtained certain achievements on time series prediction in recent years [22] , [23] . Robert et al. applied Gaussian processes in the modelling for time series such as stock forecasting and so on [24] .
In making Gaussian process regression forecast, the mean function is denoted as m(x), the covariance function is denoted as k(x, x ), and they are defined as the follows:
Consider a simple regression model:
The training set is {(
is the input value, f is the function value, y i (i = 1, . . . , n) is the output value; ε represents independent and identically distributed white Gaussian noise whose mean value is 0 and variance is σ 2 . The following form can be obtained: ε = (0, σ 2 ). The probability density function of the observed value y is obtained as follows:
Thus, the prior distribution of the observed value y is:
When estimation of predicted value is applied, the distribution of the observed value y and the predicted value f * is as follows:
Specifically, k(X, x * ) represents covariance between training data and predicted values, and k(x * , x * ) is covariance between predicted values. When the observed value contains noise, the covariance of the observed value is cov(y) = K(X, X) + σ 2 n I, the joint distribution of the observed value and the test value is:
The posteriori distribution of weights can be obtained according to Bayesian inference. The posterior distribution inference of the Bayesian linear model is as follows:
Currently, there is no unified theoretical foundation of kernel function type selection for Gaussian processes. Therefore, this paper aims to determine the kernel function type through influences of single and combining kernel functions on distribution of prediction as well as tests of a massive amount of data. For kernel function multiplication, when two kernel functions are mutually independent, k(x, x ) = k 1 (x, x ) k 2 (x, x ), the product of two kernel functions are still a kernel function, and k 1 (x, x ) is considered as a structural modification for the other kernel function k 2 (x, x ). A single kernel function usually only describes one aspect of data characteristics, but it is difficult for a GPR model based on a single kernel function to provide accurate description for a highly complex system. Therefore, multiple kernel functions can be combined to describe heterogeneous information in data for enhancing the nonlinear mapping ability of kernel functions.
EKF is the prior knowledge (mainly covariance information) based on decided system models (including system state models and measurement models) and system noises. However, in many cases, it is difficult to obtain system models or accurate system models and statistical properties of system noises are also unknown, leading to sharp decline in filter algorithm effectiveness or even being unable to work. This paper integrates the GPR method into EKF to use the GPR method for identifying system models, including state transition models and measurement models as well as the corresponding covariance matrixes of noises, in order to substitute or enhance original system models. It can solve the state estimation problem in the case of unknown system model or inaccurate system model. Establishing a parameterized model requires a large amount of specialized knowledge. Some systems can only set up simplified models, and it is difficult to comprehensively characterize actual systems with these parameterized models. GPR models can overcome deficiencies in using parameterized models by conducting multiple-dimensional data training to improve model accuracy, because GPR models can characterize system information that parameterized models fail to capture. Besides, the generalization performance is also enhanced. In essence, GPR models characterize residual output of the system in addition to contribution of separation parameter models.
Regarding different moment k, iterated GPR-EKF is described as follows by a nonlinear system consisting of a random variable x with Gaussian noise W(k) and an observable variable z with Gaussian noise V(k).
Specifically, GP f is a nonlinear state equation function based on GPR; GP h is a nonlinear measurement equation function based on GPR. In the traditional Kalman algorithm, prediction of state can be obtained with only one calculation step by substituting state of last moment into the state equation. However, iterated GPR-EKF utilizes original x 1 , x 2 . . . , x k−1 here to predict x k , and calculates their weights for the mean value to obtain one-step-ahead prediction of system state. After hyper parameters of GPR are optimized by learning training data, obtained state transition GPR models and measurement GPR models can be used to substitute system models to gain iterated GPR-EKF algorithm.
Realization of Battery State-of-Health Models
It is discussed previously that it is unable to conduct full charge and discharge for lithium-ion batteries in daily charge; thus, the definite actual available charge capacity of lithium-ion batteries cannot be gained directly. The algorithm proposed in this paper integrates Gaussian process regression into the Kalman filter to establish an iterated GPR-EKF model, and fragment charge data based on the micro time scale iterates the nonparametric measurement function in the Kalman filter (GP f k ). Meanwhile, the empirical data based on the macro time scale is combined with the historical charge data to establish colored measurement noise with a nonzero expected value, whose mean value is v k and covariance matrix is R k .
Determine related parameters of the initial battery cycle loop 0 , constant-current charge current I, cut-off voltage of constant-voltage charge U, full-charge data in the initial constant-current charge d 0 = (t 0 (n), U 0 (n)), k = 1, 2, . . . , n 0 , n 0 is total number of sampling time points when the battery reaches the cut-off voltage V in the charge with constant current I. t 0 (n) is the discrete relative time of the equivalent interval sampling, and the sampling time interval T s = t 0 (n + 1) − t 0 (n) is a constant. v 0 (n) represents the voltage of the sampling point k. The least square method is applied to conduct fitting for initial data, whose measurement function is GP f 0 . The kth daily charge fragment data is d k = (t k (n), v k (n)), n = 1, 2, . . . , n k . Because the absolute time of fragment data time starts from 0, the overall charge data is sorted here. The final stop time of charging is as 0 and the start time of charging is as (n k − 1)T s , which is conductive to the subsequent collation of prediction data (as shown in Fig. 2) .
Conduct EKF-GPR for the kth fragment data, estimate required full-charge time for the kth constant-current charge, and establish a nonparametric iterated GPR-EKF model: Along with the increasing time of use, the EV battery capacity and charge curve characteristics change gradually. Therefore, shifts will occur gradually in the constant adoption of nonparametric GPR models based on initial fullcharge data, leading to estimation result drifts. Suppose colored measurement noise is V k Gaussian noise. Make a prediction about the macro battery capacity degradation data by applying Gaussian process regression of the covariance function of product of neutral network covariance function and periodic kernel function, and the covariance of measurement noise R k is obtained. k 1 (x, x ) is set to be a neutral network kernel function, a local kernel function, to describe the nonlinear characteristics of data. k 2 (x, x ) is set to be a periodic kernel function, a global kernel function, to describe periodic characteristics of data. Expressions of k 1 (x, x ) and k 2 (x, x ) are
Steps for initializing hyper parameters in mean value functions and covariance functions of GPR prediction models include that hyper parameter in mean value function and covariance function of a GPR prediction model is denoted as Θ, and the hyper parameter is initialized as Θ = [a, b, 1, sf1, ell, p, sf2] T . Further, the logarithmic maximum likelihood estimation function is:
Iterated GPR-EKF equations are as follows: Prediction:
Update model, use difference quotient to approximate the derivative:
Calculate gain:
Update state:x
Update covariance:ˆP
Finally, the absolute moment corresponding to the initial voltage U, required full-charge time for the kth charge T k , and available capacity for the kth constant-current charge are gained as following
where I is the current value of constant-current charge of the battery. Finally, the real-time battery SOH estimation result is obtained.
Where C k is the available capacity for the kth constant current charge; C 0 is the initial constant-current charge capacity.
Model Validation and Analysis
The online estimation model of battery state-of-health algorithm was validated based on battery testing data and daily charge data of an electric bus. Figure 3 is a picture from the battery test scene. The selected test equipment is a battery charge and discharge machine manufactured by Sin excel, whose technical specifications of voltage accuracy and current accuracy are 0.5% and 1.0% respectively. To evaluate SOH of electric bus power batteries, the battery pack is composed of sixty-three battery modules (basic units). Each module consists of 8 single batteries in series. All modules are divided into three same branches in parallel where the twenty-one modules within each branches are connected in series. The specifications of the battery pack are summarized in Table 1 . The first full-charge capacity test of the electric bus was conducted after its delivery on December 6 th , 2013. The iterated GPR-EKF battery state-of-health estimation model was applied based on full-charge data and historical charge data to provide online battery state-of-health estimation for fragment charge data of March 10 th , 2014. The initial battery SOC reading before charging was 36%. Figure 4 shows the full-charge curve of battery on December 3 rd , 2013 and estimated battery curve of March 3 rd , 2014. According to online estimation, the final available charge capacity of the bus battery on March 10 th , 2014 was
where I stands for constant current of charging process. Accordingly, the state of health of the battery at that time was Table 2 The actual measured results of available capacity Three full-charge battery tests were carried out for the electric bus successively from 2013 to 2017. The full process curve of charge is as shown in Fig. 4 . The actual measured results of available capacity are as shown in Table 2 . Historical charge data of the electric bus with the SOC initially lower than 40% being charged to 100% was selected to perform online battery estimation. 122 sets of fragment charge data from 2013 to 2017 were chosen to conduct data verification. Figure 5 shows results of the battery stateof-health estimation.
The estimated charge capacity data of the electric bus fragment charge data with the full-charge battery test interval within 3 days was selected for comparison.
The accuracy of battery charge capacity cannot be reproduced because of the battery capacity fluctuation. The degradation level of battery capacity does not change suddenly under normal working condition of the battery, and the Table 3 The comparison of estimated charge capacity data capacity fluctuation of a fully-functioning battery is usually lower than 2%. Comparing estimated data with the actual data, the capacity fluctuation is lower than 6%; accordingly, it can be preliminarily estimated that the accuracy of capacity estimation should be better than 8%.
In order to better evaluate SOH of batteries and ensure the safety of use, the numerous charging data and corresponding SOH information of batteries in the same type can be introduced to analysis accuracy and uncertainty of estimation based on clustering method. K-means method is used to cluster historical data under different working conditions. Then the accuracy and uncertainty of SOH estimation can be evaluated by calculating the distances between estimated data and cluster centers. If the given data is an outiliers (far away from all cluster centers), it shows that the SOH estimation is perhaps not accurate enough. Because, at present, full charge/discharge testing is still the most stable and reliable method for evaluating SOH of batteries, it is necessary to conduct a full charging test to obtain relatively accurate SOH measure for updating the initial state of iteration and training data. If these two estimated results are in agreement, the accuracy of the estimation will be further illustrated and the battery itself has problems. Conversely, the accuracy and robustness of the estimation can be improved by correction based on full charge/discharge process.
Conclusion
Based on the charge data of electric vehicles under the normal working condition, the online state-of-health estimation method for in-use electric vehicle batteries designed in the paper can monitor the state of health of batteries in real time, which is conductive to the recycling of batteries and effective improvement of battery maintenance level. Estimating the full charge time of batteries by using fragment data is the main function of the model. The iterated GPR-EKF algorithm proposed in the paper firstly integrates Gaussian process regression with the extended Kalman filter to approximate the state equation, measurement equation and noise of EKF before utilizing the difference quotient to approximate the state matrix and the measurement matrix. The online SOH estimation error can be controlled within 8% according to the data results of actual electric vehicle battery tests and battery charge during the full life cycle.
