Latent interaction models have motivated a great deal of methodological research, mainly in the area of estimating such models. Product-indicator methods have been shown to be competitive with other methods of estimation in terms of parameter bias and standard error accuracy, and their continued popularity in empirical studies is due, in part, to their straightforward implementation and relative ease of estimation in mainstream structural equation modeling software. In recent years, the impact of different specifications of the mean structure of the structural model has been the focus of a fair amount of investigation in this area. Yet the effects of misspecification of the error structure of the observed variables implied by the model have not been investigated. In this study, the authors demonstrate algebraically the ramifications of misspecifying these error structures for the unconstrained product-indicator approach. Recommendations to practitioners based on these results are discussed.
In a series of articles, Marsh and colleagues (Lin, Wen, Marsh, & Lin, 2010; Marsh et al., 2004 Marsh et al., , 2007 Marsh, Wen, & Hau, 2006 ) discussed nuances regarding the mean structure and centering for product-indicator methods. Absent from their deliberations regarding latent interaction models, however, was any discussion of the role that proper specification of the error structure of the observed variable indicators and covariance structure of the exogenous latent variables under multivariate normality may play in facilitating the estimation of unbiased coefficients of the structural regression model. For example, Marsh et al. (2004 Marsh et al. ( , 2007 stated that if the matchedpair strategy were used, the 9 3 9 covariance matrix, Θ d , whose elements are the variances and covariances between the observed variable error terms, would be diagonal: covariances fixed at zero. This statement is true if the multivariate normality assumption is satisfied (see, e.g., Algina & Moulder, 2001; Jöreskog & Yang, 1996) . However, when the assumption of multivariate normality is released, it is not confined to the first-order exogenous latent variables only. Instead, the multivariate normality assumption applies to both the first-order exogenous latent variables and their indicators' error terms. Furthermore, other methods based on the unconstrained model, such as the doubly mean-centered approach (Lin et al., 2010) and the residual centering approach (Little, Bovaird, & Widaman, 2006) , did not include these error covariances either. Therefore, a ''patch'' is technically necessary to make the unconstrained model and methods based on the unconstrained model properly specified.
In this article, we demonstrate algebraically the ramifications of misspecifying these error structures for the unconstrained product-indicator approach and implications this may have on drawing inferences regarding the interaction effect. To support the findings from the analytic derivations, we further investigate the consequences of misspecification of the error structure and misspecification due to assuming that the joint distribution of the observed and latent variables is multivariate normal by conducting a small population analysis in which we quantify the degree to which these misspecifications adversely affect the interact effect.
Mathematical Derivation of Elements in the Error Covariance Matrix
As a starting point, for the model depicted in Figure 1 , consider the covariance between d 2 and d 8 . The product of indicators x 2 and x 5 implies that x 2 x 5 = t x 25 + l x 25 j 1 j 2 + d 8 , from which d 8 = x 2 x 5 À l x 25 j 1 j 2 À t x 25 is derived. The covariance can be specified as
, and the Cov(d 2 , t x 25 ) = 0,
On the basis of Bohrnstedt and Goldberger (1969) , the covariance between a random variable and the product of two random variables can be solved as
Defining Dl = l x 2 l x 5 À l x 25 , on the basis of Equation 2, the first piece of u 82 , Cov½d 2 , (l x 2 l x 5 À l x 25 )j 1 j 2 ), can be reexpressed as
Moreover, given distributional assumptions about d and j
Similarly,
and
Therefore, by substitution,
Now, on the basis of Bohrnstedt and Goldberger, if d 2 , j 1 , j 2 are multivariate normal, all third moments equal zero. Therefore,
If indicator variables are centered, t x 5 = 0; thus, u 82 = 0. However, if j 1 and j 2 are not assumed to be bivariate normally distributed, as claimed to be allowed by the unconstrained approach, the third moment will not vanish:
Furthermore, when the broader assumption of multivariate normality is released, the nonnormality applies not only to the first-order exogenous latent variables but also to the error terms (d 1 , . . . , d 6 ). Therefore,
Thus, as the above mathematical derivations show, when the multivariate normality assumption is not satisfied, the error covariance elements are not zero, even when the matched-pair strategy is used to create the product indicators in the mean-centered unconstrained model proposed by Marsh et al. (2004 Marsh et al. ( , 2006 . Whether the exclusion of these elements can affect parameter estimation is examined through an empirical population analysis in the next section.
Empirical Population Analysis
Notably different from a simulation study, a population analysis is not focused on the behavior of statistics from repeated samplings but rather on the behavior of the parameter(s) in the population (see, e.g., Bandalos & Leite, 2013) . The analysis for the population study considers each condition independently, as one set of data will be generated for this condition, and the generated data are then regarded as the population data.
The design of this population analysis was based on crossing four manipulated independent variables, yielding 36 conditions overall: 3 (observed indicator variable reliability levels) 3 3 (latent variable distributions) 3 2 (error term distributions for the observed variables) 3 2 (centering or noncentering). The population size for each cell was set to be N = 500,000.
Indicator Reliability
For the fully latent interaction model in which the structural model and measurement model are both accommodated in the larger model and estimated simultaneously, unreliability of the indicators may pose fewer threats (Harring, Weiss, & Hsu, 2012) . However, it would be important to find out the possible influences the unreliability of the indicators might have on estimation of the models when they are specified properly and when they are misspecified. The reliabilities of the indicators in measurement model were set to be 0.95 (extremely high), 0.75 (medium), and 0.45 (low), with the indicator reliabilities set to be equal across all indicators in each condition.
Latent Variable and Error Distributions
To determine and quantify the impact of the misspecification on parameter estimation, different nonnormal conditions were used. Harring et al. (2012) pointed out that previous studies (Klein & Moosbrugger, 2000; Klein & Muthén, 2007; Marsh et al., 2004; Wall & Amemiya, 2001) had only investigated the impact of mild nonnormality on nonlinear latent structural model estimation. As discussed previously, the multivariate assumption applies not only to the latent exogenous variables but to the error terms for the observed indicators as well. Therefore, three conditions were chosen for latent exogenous variables: (a) skewness = 3, kurtosis = 20 (severe nonnormality); (b) skewness = 2, kurtosis = 7 (moderate nonnormality); and (c) bivariate normality. Two conditions were chosen for error terms for the observed indicators: (a) normality and (b) skewness = 3, kurtosis = 20 (severe nonnormality). These conditions were fully crossed to adjudicate both independent effects as well as their joint influence. The Fleishman-Vale-Maurelli procedure (Fleishman, 1978; Vale & Maurelli, 1983) was used to generate combined levels of skewness and kurtosis for the nonnormal distributions of the observed indicator variables and latent exogenous predictors.
Data-Generating Model
The latent portion of the model follows the regression structure in Equation 1 with population data generated from h = 10 + 2j 1 + 3j 2 + 0:127j 1 j 2 + z, where, as Figure 1 implies, three observed variables were generated for each of the three latent variables. Observed indicators of the endogenous latent variable, y 1 , y 2 , and y 3 were not centered and entered into the model directly. For the uncentered approach, the indicators for the exogenous predictors (x 1 , x 2 , x 3 and x 4 , x 5 , x 6 ) were generated with means of 0. The endogenous indicator errors e 1 , e 2 , and e 3 were generated with their variances chosen so that the reliability of each indicator corresponded to those levels under investigation (see, e.g., Bollen, 1989) . For the centered approaches, the indicators for the exogenous predictors were mean centered with three product terms created using a matched-pair strategy on the basis of the centered indicators. The raw scores x 1 , . . . , x 6 were used to derive product terms for the uncentered approach. The exogenous indicator errors, d l were generated under the distributional conditions previously described, again with the variances of the errors chosen so that the reliability of each indicator adhered to the study levels detailed above. The regression disturbance z was generated to have a mean of zero and variance of 10. Because the means of the exogenous variables j 1 and j 2 were arbitrary, they were generated as
and followed the distributional assumptions previously outlined. Following Marsh et al. (2004) , the unstandardized loadings relating each indicator to its latent variable were set to 1 (for scaling purposes), 0.7, and 0.7.
Study Outcomes
Four models were fit to the 18 sets of population data respectively: the unconstrained model proposed by Marsh et al. (2004 Marsh et al. ( , 2006 with error variance-covariance structure constrained to be diagonal and is referred to as the uncorrelated error (UE) models, centered and uncentered; the correlated error (CE) models with the six error covariances specified in the model, centered and uncentered (see mathematical derivation of latent covariances between exogenous predictors and interaction term in Appendix B). Mplus 6.12 (Muthén & Muthén, 2010 ) was used to estimate each of the models. Because there are 18 sets of population data, 36 models were run (An Mplus input file can be found in Appendix C). The estimate for the population regression coefficient for the interaction effect,ĝ 3 , was the focus of the study, although the following conventional structural equation modeling fit indices were also mentioned: comparative fit index (CFI), root mean square error of approximation (RMSEA), and standardized root mean square residual (SRMR). It should be noted that the discrepancy between values in Table 1 and Table 3 for the exogenous predictors is a by-product of using a mean centered versus uncentered model. A proof is available from the authors. Table 1 reports the results of the model fit indices and the model parameter estimates when the indicators x 1 , . . . , x 6 were mean centered (with Table 2 defining NN-1 through NN-6). It can be seen that UE and CE performed equally well in terms of parameter estimates as well as the model fit indices across all the conditions, with the CFI always being 1 and the SRMR and RMSEA being extremely close to 0. Most parameters were recovered very well. All the estimates for the regression coefficient for the interaction effect were close to the population parameter 0.127, ranging from 0.122 to 0.130, and the average estimate of the interaction regression coefficient for UE models was 0.1271 and 0.1266 for CE models across the 18 conditions. Considering the random generation of the population data, this fluctuation seemed quite reasonable, and the estimates were very stable across all the conditions. When the reliability was high (0.95), the UE and CE models produced identical parameter estimates for the regression coefficients for the interaction across all degrees of nonnormality. The estimates for the regression coefficients for the firstorder effects were also same for the UE and CE models across almost all the conditions, except for severely nonnormal latent variables plus severely nonnormal errors. When the reliability of the indicators was medium (relatively good), similar or identical estimates for the regression coefficients could also be obtained for the UE and CE models across all the conditions. The same was also true of the coefficients for the first-order effects. When the reliability was low, there was small variation among the parameter estimates, but this variation we deemed acceptable. It can then be concluded for the models examined here that the degree of nonnormality and the indicator reliability actually did not influence the parameter estimates to an appreciable degree when the indicators were centered. Table 3 presents the results of the model fit indices and the model parameter estimates when the indicators x 1 , . . . , x 6 were uncentered. It can be seen that CE models performed perfectly well in terms of fit indices across all the conditions, with CFI always being 1 and the SRMR and RMSEA being close to 0. All the estimates for the regression coefficient for the interaction effect were close to the population parameter 0.127, ranging from 0.122 to 0.130, and the estimates of the interaction regression coefficient averaged across the 18 conditions was 0.1263. Considering the random generation of the population data, this fluctuation was reasonable, and the estimates were very stable across all the conditions. The reliability of the indicators and the degree of nonnormality actually did not exert an influence on the estimation when error covariances were taken into account. For UE models, however, in which the error covariances were not specified, when the reliability of the indicators was high (0.95), the latent parameter estimates deviated from their respective population values of 3, 2, and 0.127 to a large extent across all the conditions. At the same time, the estimates for the interaction parameter showed a consistent downward bias, but the estimates for the first-order regression coefficient tended to show an upward bias. The model fit indices did not support a good fit of the UE models, as the CFI was much lower than the common benchmark value 0.95, and the RMSEA was also much higher than the common benchmark value of 0.05. The SRMR, though, still performed relatively well.
Results and Discussion
When the reliability of the indicators was low (0.45) and medium (0.75), 12 conditions were not able to converge. When the reliability was 0.75, the estimates for the interaction coefficient were consistently lower than the population value, while they were consistently higher when the reliability of the indicators was low. The estimates for the regression coefficients for the first-order effects deviated from the true values to an even larger degree. The model fit indices also showed that UE models fit poorly because the error covariances were not properly specified. This also demonstrated that when there was model misspecification (in this case, the error covariance structures was missing), the reliability exerted a strong impact on the estimation of the model and would tend to cause convergence issues as the reliability of the indicators decreased. CE models, however, were stable and minimally affected by suboptimal reliability of the indicators. This result, therefore, illustrates the contention made previously that the unreliability of the indicators poses fewer problems to the fully latent model estimation, but this should be confined to the conditions in which the model, including error structure, was properly specified.
Summary and Conclusions
Both the mathematical derivation and empirical population analysis demonstrate that if the multivariate normality assumption is violated, the error covariances between the product indicators and the first-order indicators based on the derived product indicators should be included in the model when the uncentered unconstrained model is used to estimate the model. With these error covariances being improperly constrained to be zero, the estimates of the regression coefficient for the interaction effect tend to show downward biases. At the same time, the model estimation is vulnerable to the unreliability of the indicators of the latent variables. It was shown that when the reliability of the indicators was extremely high, the model estimation performed reasonably well, but as the reliability of the indicators decreased, the chance of nonconvergence increased, and the model estimates tended to deviate from their population true values to a large extent. In contrast, when these error covariances were properly specified in the model, the model performed equally well in terms of parameter estimates and model fit indices, no matter the severity of nonnormality. When the indicators for the first-order latent variables are mean centered before entering the model and the product terms are created on the basis of the deviation scores, whether or not these error covariances are specified seems to yield little effect on the parameter estimates and the model fit for the conditions examined. The mathematical derivation has shown that when the latent variables or error terms are not normally distributed, the error covariances between the indicators for the first-order latent variables and the indicators for the latent interaction term are not zero. But when the indicators for the first order latent variables are mean-centered, these covariances appear negligible (with corresponding correlations close to zero) and thus have little influence on the parameter estimation.
Previous studies (see, e.g., Algina & Moulder, 2001 ) indicated that the uncentered approach would encounter convergence problems. They derived the error variances and error covariances under multivariate normality and further pointed out that error variances and covariances were complicated functions of other parameters, thus causing the convergence problem. To avoid convergence problems, they recommended using the centered approach instead. The results from this study showed that the uncentered unconstrained model indeed suffered from this convergence problem. But the CE models proposed here were able to accommodate this uncentered condition and performed well in terms of both parameter estimates and the fit indices. When the indicators were centered, both UE and CE models performed well. This actually shows that the reason for the nonconvergence problem is not caused by whether the indicators are centered or not but by the fact that the previous studies have left out these error covariances, thus misspecifying the model in the first place. Under multivariate normality, the structure of these error covariances was very simple, as can be seen in the previous derivation. But if multivariate normality is violated, these error covariances have very complicated structures, including the third moments. In the uncentered approach, this misspecification of the model has a direct impact on the parameter estimation. But when the indicators are centered, the third moment left (see the previous derivation) in these covariances may be not large enough to affect the estimation result.
Even so, it is strongly recommended that CE models be used, because without including these error covariances, the model itself is misspecified. As a matter of fact, under the CE model specification, the choice between the uncentered and centered approaches becomes essentially arbitrary.
So far, the product-indicator method remains one of the most popular methods for fitting latent interaction models, because it is theoretically easier to understand by applied researchers and is easily implementable in standard structural equation modeling packages (EQS, LISREL, Mplus, etc.) . Although insights and advances have been made in terms of the understanding of the mean structure and centering in product-indicator methods, how to specify the error structure has remained clouded or ignored. This study serves as a start to explore the proper specification of the error structures, and it reveals the importance of the proper specification of the error covariances for the unconstrained model.
Of course, in this study we focused only on the unconstrained model, and it is not yet known whether this misspecification will also affect the approaches built on the unconstrained model, such as the double-mean-centering approach (Lin et al., 2010) and the residual-centering approach (Little et al., 2006) . Therefore, more studies are called for to study further the impact of the misspecified error structure within latent nonlinear models. If, on the other hand, the exogenous predictors do not have a zero mean vector, the variance of the interaction term is denoted by the more complicated expression in Equation B1 . The covariance between each exogenous predictor and the product term can be specified as
