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Abstrat
In this paper we are interested in the semi-lassial estimates of the
spetrum of the Neumann Laplaian in dimension 3. This work aims
to present a omplementary ase to the one presented in the paper
of Heler and Morame in the ase of onstant magneti eld. More
preisely, in the ase when the magneti eld is variable and under
the most generi ondition for whih boundary loalizations an be
observed, we prove a three terms upper bound for the lowest eigenvalue
and establish some semi-lassial behaviour of the spetrum.
1 Introdution and main results
Let Ω be an open bounded subset of R3 with smooth boundary. For a vetor
potential A ∈ C∞(Ω,R3) and h > 0, we introdue
β = ∇×A
and the quadrati form dened for all ψ ∈ H1(Ω,C) by :
qh
A
(ψ) =
∫
Ω
|(ih∇+A)ψ|2dx.
One of our interests will be the lowest eigenvalue denoted by λh1(A) of the
assoiated self-adjoint operator i.e. the Neumann realization of (ih∇ +A)2
on Ω denoted by P h
A
. The question of analyzing the behaviour of λh1(A) as
h tends to 0 appears in the theory of superondutivity when studying the
third ritial eld of the Ginzburg-Landau funtional (see [FH09℄) and also
in the theory of phase transition of liquid rystals (see [HP07℄). In this last
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topis, it turns out that the ase when the magneti eld admits onstant
strength really plays a partiular role. In this paper, we will treat the ase
when both diretion and strength of the magneti eld may vary, what an
happen in the superondutivity ase. In fat, until now, only the ase with
onstant magneti eld was studied in details. Before analyzing the general
problem, we need to reall some properties of a simplied model on the half
spae whih were rst established in [LP00℄ and then in [HM02, FH09℄.
Model in R
3
+
Let us onsider the ase of the onstant magneti eld in
R
3
+ = {(r, s, t) ∈ R3 : t > 0}.
The angle between the magneti eld β and the plane t = 0 is denoted by θ1
and so, up to a rotation, we an assume (in the ase when the norm of β is
1) :
β = (0, cos θ, sin θ),
with
θ = θ1 ∈ [0, π
2
].
An assoiated vetor potential is given by :
A = (t cos θ − s sin θ, 0, 0)
and we onsider the Neumann realization on R3+ of
(1.1) H(θ) = (Dr + Vθ)2 +D2s +D2t ,
where
(1.2) Vθ = t cos θ − s sin θ.
The bottom of the spetrum of this operator is denoted by :
(1.3) inf σ(H(θ)) = σ(θ).
Atlthough we work in 3D, we will have to onsider the Neumann realization
on R2+ denoted by H(θ) with domain :
D(H(θ)) = {ψ ∈ L2(R2+) : H(θ)ψ ∈ L2(R2+) and Dtψ = 0 on t = 0}
and dened by :
(1.4) H(θ) = D2t +D
2
s + V
2
θ .
It has been proved in [LP00℄ (see [FH09℄ and the referenes therein), that :
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1. inf σ(H(θ)) = σ(θ) for θ ∈ ]0, π
2
[
,
2. σ is analyti on
]
0, π
2
[
, stritly inreasing on
[
0, π
2
]
and satises :
0 < σ(0) < 1 and σ
(
π
2
)
= 1.
3. For θ ∈ ]0, π
2
[
:
(1.5) inf σess(H(θ)) = 1 .
4. σ(θ) is a simple eigenvalue of H(θ) assoiated to some positive and
L2-normalized funtion uθ (see also [RS78℄).
In partiular, the minimal energy of H(θ) is obtained when the magneti
eld is tangent (θ = 0). Using a resaling, the bottom of the spetrum when
the eld admits ‖β‖ for module is given by ‖β‖σ(θ).
For x ∈ ∂Ω, we let :
(1.6) βˆ(x) = σ(θ(x))‖β(x)‖,
where θ(x) is dened by :
‖β(x)‖ sin θ(x) = β · ν(x)
with ν(x) the inward pointing normal at x.
Lu-Pan's result : main term of the asymptotis
We reall the asymptotis whih was rst established by Lu-Pan (f. [LP00,
FH09℄) :
Theorem 1.1 The following asymptoti expansion holds :
λh1(A) = min(inf
Ω
‖β(x)‖, inf
∂Ω
βˆ(x))h +O(h5/4).
Remark 1.2.
1. In fat, until now, the proof of the upper bound was just skethed (see
[LP00, Theorem 5.1℄). We will see that, if some generi onditions are
satised, the remainder for the upper bound is better than O(h5/4).
2. The Stokes formula implies that :∫
∂Ω
β · ν dσ =
∫
Ω
∇ · β dx = 0,
and so there exists a point where the magneti eld is tangent to
the boundary. Consequently, when the magneti eld has onstant
strength, the rst term in the asymptotis is Θ0‖β(x0)‖h.
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3. The ase when the magneti eld is onstant has already been studied
in details under generi assumptions in [HM04℄ where a two terms
asymptotis is proved with a seond term of order h4/3.
4. When the magneti eld just admits a onstant strength, one or two
term asymptotis are established in the papers [HP07, HP08, Ray09b℄.
5. Finally, let us mention that this kind of asymptotis has already ap-
peared in dimension 2 in the onstant ase (see [BS98, BPT98, LP99,
dPFS00, HM01, FH06℄) and that we have obtained a two terms expan-
sion in [Ray09a℄ when the magneti eld is not uniform.

Main assumptions and ideas
Let us state our hypotheses on the magneti eld in this paper. Our estimates
are only interesting when the following ondition is satised (f. Theorem
(1.1)) :
(1.7) inf
∂Ω
βˆ < inf
Ω
‖β‖.
This ondition is also alled the surfae superondutivity ondition (f.
[LP00, FH09℄). It implies a loalization of the groundstates on the boundary
when h→ 0. Hene, on the boundary, we wish to deal with some generi ase
in the same way as we have done in 2D (see [Ray09a℄) ; so we will assume
rst that :
(1.8) βˆ admits a minimum at x0
and that at this point the eld is neither tangent, neither perpendiular to
the boundary, i.e :
(1.9) 0 < θ(x0) = θ1 <
π
2
.
Our point is to obtain the semi-lassial behaviour of eigenvalues in the bot-
tom of the spetrum of P h
A
. In order to do that we will onstrut an operator
whom spetrum is lose to the one of P h
A
. From this, it will follow a quasimode
onstrution assoiated to the approximated operator and simultaneously we
will get, in some sense, the andidate to a three terms asymptotis (in powers
of h) of the lowest eigenvalues. To dene the dierent terms in the asymp-
totis, eah one orresponding to a step of the quasimode onstrution, we
need to introdue a few invariants mixing the geometry of the domain, the
properties of the magneti eld and spetral quantities attahed to H(θ). We
rst dene the diret orthonormal basis (
−→
l0 ,
−→τ0 ,−→ν0) attahed to the point x0 :
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1.
−→ν0 is the inward pointing normal at x0
2.
−→τ0 = β(x0)− (β(x0) ·
−→ν0)−→ν0
‖β(x0)− (β(x0) · −→ν0)−→ν0‖
3.
−→
l0 =
−→τ0 ×−→ν0 .
Let us now present our main results.
Seond term of the asymptotis
Our rst invariant depends on the the seond fundamental form at x0 denoted
by K :
K11 = K(
−→
l0 ,
−→
l0 ), K22 = K(
−→τ0 ,−→τ0 ), K12 = K(−→l0 ,−→τ0 ).
It also depends on the rst derivatives of β at x0 :
β = ∇ < β‖β(x0)‖ ,
−→τ0 > ·−→τ0
δ˜ = ∇ < β‖β(x0)‖ ,
−→
l0 > ·−→l0 ,
η = ∇ < β‖β(x0)‖ ,
−→τ0 > ·−→ν0 −K11 cos(θ),
with θ = θ1. At x0 we dene the quantity C
β,K(x0) by :
2β < Vθ(st− T
2
s2)uθ, uθ > +η < t
2Vθuθ, uθ > +
2δ˜
sin θ
∫
t>0
t|Dsuθ|2+ < HKuθ, uθ >,
(1.10)
where Vθ is dened in (1.2) and
(1.11) T = T (θ) = −C(θ)
S(θ)
,
with
(1.12) C = C(θ) = cos θσ(θ)− sin θσ′(θ) , S = S(θ) = sin θσ(θ)+ cos θσ′(θ)
and
(1.13) HK = (K11 +K22)∂t + 2tK11V
2
θ + 2tK22D
2
s + 2tK12(VθDs +DsVθ).
Remark 1.3.
5
1. We an notie that S(θ) > 0. Indeed, we know (see [FH09℄) that
σ′(θ) ≥ 0, σ(θ) > 0 and we have assumed that θ 6= 0.
2. An integration by parts provides that
< t(VθDs +DsVθ)uθ, uθ >= 0
and so Cβ,K(x0) is real.
3. We will see that the onstrution of Cβ,K(x0) as part of the seond
term of the asymptotis uses that x0 is a ritial point of βˆ.

We an now state a theorem dealing with the seond term of the asymptotis :
Theorem 1.4 Under Assumptions (1.8) and (1.9), there exists D > 0 and
h0 > 0 suh that, for 0 < h ≤ h0, there exists at least one eigenvalue µ of
P h
A
suh that :
|µ− (βˆ(x0)h+ Cβ,K(x0)‖β(x0)‖1/2h3/2)| ≤ Dh2,
where Cβ,K(x0) is dened in (1.10).
Then, to ontinue the asymptoti expansion, we assume the following generi
ondition :
(1.14) βˆ admits a non-degenerate minimum at x0.
Third term of the asymptotis
We denote by Sβ the Hessian matrix at x0, namely :
Sβ(r, s) =
1
2
∂2r βˆ(x0)r
2 +
1
2
∂2rsβˆ(x0)(sr + rs) +
1
2
∂2s βˆ(x0)s
2
We an now introdue a fundamental operator linked with the behaviour of
the third term of the asymptotis :
(1.15) S˜β = Sβ(Dτ ,
τ
sin θ
).
By the non-degeneray Assumption (1.14), this operator is an harmoni os-
illator whose spetrum is expliitly known. We an now state the main
result of this paper :
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Theorem 1.5 Under Assumptions (1.14) and (1.9), there exists d ∈ R suh
that for all n ∈ N∗, there exists Dn > 0 and hn > 0 suh that, for 0 < h ≤ hn,
there exists at least one eigenvalue µn of P
h
A
suh that :
|µn − (βˆ(x0)h+ Cβ,K(x0)‖β(x0)‖1/2h3/2 + (γn(S˜β) + d)h2)| ≤ Dnh5/2,
where γn(S˜β) is the n-th eigenvalue of S˜β.
This theorem admits the following easy orollary :
Corollary 1.6 Under Assumptions (1.14) and (1.9), there exists d ∈ R,
D1 > 0 and h1 > 0 suh that, for 0 < h ≤ h1 :
λh1(A) ≤ βˆ(x0)h+ Cβ,K(x0)‖β(x0)‖1/2h3/2 + (γ1(S˜β) + d)h2 +D1h5/2.
An interesting point would be to get the orresponding lower bound.
Organization of the paper
In Setion 2, we study some spetral properties of H(θ). In Setion 3, we
onsider a hange of oordinates and see how the magneti eld and the
metris are transformed. In Setion 4, we explain how we get, using Tay-
lor approximations, a simplied operator. Finally, in Setion 5, we use the
simplied model to onstrut a quasimode and prove Theorem 1.4 and 1.5.
2 The family of operators H(θ)
This setion is devoted to the study of a family of operators H(θ) whih
plays a fundamental role. Let us explain why we are redued to this family
of operators in R2+. Considering the operator (1.1) and performing a Fourier
transform in the variable r, we are led to the τ -dependent family of Neumann
realizations :
H(θ, τ) = (τ + Vθ)
2 +D2s +D
2
t .
Then, under Assumption (1.9) and making a translation in the variable s,
H(θ, τ) is unitarily equivalent to H(θ, 0) = H(θ).
In the next subsetion, we study the exponential deay properties of the
solutions of equations in the form :
h(θ)v = f,
where :
(2.16) h(θ) = H(θ)− σ(θ).
This kind of equations will indeed appear many times in the nal quasimode
onstrution.
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2.1 Exponential deay
We begin to notie that, in view of (1.5) and using Persson's Theorem (f.
[Agm82, FH09℄), when 0 < θ < π
2
and for any 0 < α <
√
1− σ(θ), we get :
eα
√
s2+t2uθ ∈ H1(R2+).
Let us denote
L2exp(R
2
+) = {f ∈ L2(R2+) : ∃α > 0, eα(t+<s>)f ∈ L2(R2+)}
and
H1exp(R
2
+) = {f ∈ L2(R2+) : ∃α > 0, eα(t+<s>)f ∈ H1(R2+)},
where < s >= (s2 + 1)1/2.
Thus, we have :
(2.17) uθ ∈ H1exp(R2+).
Let us now state the main proposition of this subsetion.
Proposition 2.1 Let f ∈ L2exp(R2+) suh that < f , uθ >= 0. Then, if v
denotes a solution of
(2.18) h(θ)v = f,
then
v ∈ H1exp(R2+).
Proof.
We begin to prove the ontrol in the variable s. Let us introdue a smooth
uto funtion χ satisfying
χ(s) = 1 if |s| ≤ 1 and χ(s) = 0 if |s| ≥ 2.
For n ∈ N∗, we onsider the (bounded and inversible) multipliation oper-
ator by e−ǫχn(s)<s> where χn(s) = χ(n−1s). Let us verify that it preserves
D(H(θ)).
For ψ ∈ D(H(θ)), we have :
H(θ)(e−ǫχn(s)<s>ψ) = e−ǫχn(s)<s>H(θ)ψ−ǫχ′n(s) < s > Dsψ−ǫχn(s)
s
< s >
Dsψ.
As Dsψ ∈ L2(R2+), we dedue that H(θ)(e−ǫχn(s)<s>ψ) ∈ L2(R2+). Moreover,
e−ǫχn(s)<s>ψ satises the Neumann ondition and so :
e−ǫχn(s)<s>ψ ∈ D(H(θ)).
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We now use a Grushin method and we introdueH(θ) dened onD(H(θ))×C
by :
H(θ) =
[
h(θ) uθ
< · , uθ > 0
]
.
It is obvious that this operator is inversible. (2.18) is equivalent to :
H(θ)
[
v
0
]
=
[
f
0
]
,
if we take for v the unique solution orthogonal to uθ (all the other solutions
will satisfy the deay properties beause uθ does). Letting v˜ = e
ǫχn(s)<s>v
and f˜ = eǫχn(s)<s>f , we an rewrite :
H(θ)ǫ,n
[
v˜
0
]
=
[
f˜
0
]
,
where
H(θ)ǫ,n =
[
eǫχn(s)<s> 0
0 1
]
H(θ)
[
e−ǫχn(s)<s> 0
0 1
]
.
We an notie that D(H(θ)ǫ,n) = D(H(θ)). An easy omputation provides :
H(θ)ǫ,n =
[
eǫχn(s)<s>h(θ)e−ǫχn(s)<s> eǫχn(s)<s>uθ
< · , e−ǫχn(s)<s>uθ > 0
]
.
We an write, using the exponential deay of uθ (see (2.17)), that :
H(θ)ǫ,n = H(θ) + ǫFn,
where Fn is bounded relatively to H(θ) uniformly with respet to n. The
onlusion is then standard ; for ǫ small enough H(θ)ǫ,n is inversible and
there exists C(ǫ) > 0 suh that for all n ∈ N∗ :
‖(H(θ)ǫ,n)−1‖ ≤ C(ǫ).
This leads to the inequality :
‖v˜‖L2(R2
+
) ≤ C(ǫ)‖f˜‖L2(R2
+
).
Thus, we dedue :
‖eǫχn(s)<s>v‖L2(R2
+
) ≤ C(ǫ)‖eǫχn(s)<s>f‖L2(R2
+
).
The dominated onvergene Theorem shows that the r.h.s onverges when
n → +∞ to ‖eǫ<s>f‖L2(R2
+
). So, we infer that e
ǫχn(s)<s>v weakly onverges
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(after subsequene extration) in L2(R2+) to some funtion h. The onver-
gene in the sense of distributions and again the dominated onvergene
theorem proves that : eǫ<s>v = h ∈ L2(R2+). Consequently, the deay with
respet to s is proved.
We now explain the deay with respet to the variable t. We proeed exatly
in the same way, but we have to deal with the Neumann ondition. For
n ∈ N∗, we onsider a smooth uto funtion ηn suh that :
ηn(t) =


0 if 0 ≤ t ≤ 1
2
1 if 1 ≤ t ≤ n
0 if t ≥ 2n
.
We observe that the (bounded and inversible) multipliation operator by
eǫηn(t)t preserves D(H(θ)) ; then, it remains to use the same analyis as previ-
ously by using this time the deay of uθ with respet to t and the proposition
is proved after having notied (by integration by parts) that :
qθ(e
α/2(t+<s>)v) < +∞,
where qθ is the quadrati form assoiated to H(θ).

Let us denote :
H∞exp = {f ∈ L2(R2+) : ∀(ℓ, k) ∈ N4 DℓsDkt f ∈ L2exp(R2+)}.
It is lear that H∞exp ⊂ S(R+ × R). Proposition 2.1 permits to prove the
following proposition :
Proposition 2.2 The groundstate uθ of H(θ) belongs to H
∞
exp.
Proof.
We rst reall that uθ ∈ H1exp(R2+). Then, let us take the derivative with
respet to s :
h(θ)∂suθ = 2 sin θVθuθ ∈ L2exp(R2+).
Proposition 2.1 provides Dsuθ ∈ H1exp(R2+). A reursion gives that, for all
m ∈ N :
Dms uθ ∈ H1exp(R2+).
Then, we ome bak to the equation :
D2tuθ = (−D2s − V 2θ + σ(θ))uθ ∈ L2exp(R2+).
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Taking the derivative with respet to s, we nd :
D2tD
m
s uθ ∈ L2exp(R2+)
and dierentiating with respet to t, we dedue :
D3tD
m
s uθ ∈ L2exp(R2+).
Finally, a reursion provides, for all integers ℓ, k :
DℓsD
k
t uθ ∈ L2exp(R2+).

We an now state the other important orollary :
Corollary 2.3 Let g ∈ H∞exp and f ∈ D(H(θ)) suh that :
h(θ)f = g.
Then, f ∈ H∞exp.
Proof.
The proof is essentially the same as the one of the previous orollary.

2.2 A few properties of uθ
We begin to establish some properties of uθ related to the tangential oordi-
nate s.
2.2.1 A momentum formula
The denition of uθ provides :
H(θ)uθ = σ(θ)uθ .
We dierentiate with respet to s this identity and obtain the formula :
(2.19) h(θ)∂suθ = 2 sin θ Vθuθ.
Therefore, taking the salar produt with uθ, we dedue the lemma :
Lemma 2.4
For all θ ∈]0, π
2
[, we have :∫
t>0
(t cos θ − s sin θ)|uθ(s, t)|2dsdt = 0 .
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We again take the derivative in (2.19) with respet to s to nd :
(2.20) h(θ)∂2suθ = 2 sin θ(2Vθ∂suθ − sin θuθ) = 2 sin θ(∂sVθ + Vθ∂s)uθ.
If we take the derivative two more times, we get :
h(θ)∂4suθ = 12 sin
2 θ∂2suθ + 8 sin θVθ∂
3
suθ.
We dedue the lemma :
Lemma 2.5 We have :∫
Vθ∂
3
suθuθdsdt =
3
2
sin θ
∫
∂2suθuθdsdt.
2.2.2 Another formulas
We will meet the question of nding g s.t :
(2.21) h(θ)g = −t∂suθ.
We let :
(2.22) Ls = −∂2s + sin2 θ s2.
An easy omputation gives the following ommutator formula :
LsH(θ) = H(θ)Ls + 4 cos θ sin θt∂s.
We infer :
h(θ)(Lsuθ) = −4 cos θ sin θt∂suθ.
Hene, we an dene a solution of (2.21) by :
(2.23) f0 = (2 sin(2θ))
−1(sin2 θs2uθ − ∂2suθ).
Finally, we have :
Lsh(θ)f0 = h(θ)(Lsf0) + 4 cos θ sin θ t∂sf0.
We take the salar produt to get :
< Lsh(θ)f0 , uθ >=< 4 cos θ sin θt∂sf0 , uθ > .
But, we have :
< Lsh(θ)f0 , uθ >= − < Ls(t∂suθ) , uθ >= − sin2 θ
∫
ts2 ∂suθ uθ dsdt
= sin2 θ
∫
tsu2θdsdt.
So, we dedue the following lemma :
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Lemma 2.6 We have the identity :
< 4 cos θt∂sf0, uθ >= sin θ
∫
tsu2θdsdt.
Finally, dierentiating twie the equation (2.21) satised by f0, we obtain :
Lemma 2.7 We have, on one hand :
h(θ)∂sf0 = −t∂2suθ + 2 sin θVθf0,
< −t∂2suθ + 2 sin θVθf0, uθ >= 0
and on the other hand :
h(θ)∂2sf0 = −t∂3suθ + 2 sin θ(− sin θf0 + 2Vθ∂sf0),
< −t∂3suθ + 2 sin θ(− sin θf0 + 2Vθ∂sf0), uθ >= 0.
2.2.3 Properties of H(θ, ρ)
The main ingredient in the following analysis is the so-alled Feynman-
Hellmann formula. We introdue a parameter ρ whih will permit to play
with a sale invariane. We dene :
H(θ, ρ) =
1
ρ
(D2s +D
2
t ) + ρV
2
θ
and onsider :
(2.24) H(θ, ρ)uθ,ρ = σ(θ)uθ,ρ,
where
uθ,ρ(s, t) = uθ(ρ
−1/2s, ρ−1/2t).
We an notie that H(θ, 1) = H(θ).
2.2.4 Feynman-Hellmann with respet to ρ
We take the derivative with respet to ρ :
(H(θ, ρ)− σ(θ))∂ρu = −∂ρHu,
and
∂ρH = −ρ−2(D2s +D2t ) + ρ−1/2(τ +
√
ρVθ)Vθ.
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We use (2.24) to obtain :
(2.25) (H(θ, ρ)− σ)∂ρu = σuθ,ρ
ρ
− 2V 2θ uθ,ρ.
Multiplying this last equation by uθ,ρ and integrating, one reovers the so-
alled Virial Theorem :
(2.26)
∫
t>0
(|Dsuθ|2 + |Dtuθ|2) dsdt =
∫
t>0
|Vθuθ|2dsdt = σ(θ)
2
.
Remark 2.8.
If we only perform a resaling in the variable s, we nd the identity :
(2.27)
∫
|Dsuθ|2dsdt = − sin θ
∫
sVθu
2
θdsdt.

2.2.5 Feynman-Hellmann with respet to θ
We take the derivative of (2.24) with respet to θ :
(H(θ, ρ)− σ(θ))∂θu = σ′(θ)u− ∂θHu,
and
∂θH = 2ρVθ∂θVθ.
We nd :
(2.28) (H − σ)∂θu = σ′(θ)uθ − 2ρVθ∂θVθuθ.
Taking ρ = 1 and multiplying by uθ, we get :
(2.29) 2
∫
t>0
Vθ
∂Vθ
∂θ
|uθ|2dsdt = σ′(θ) ,
whih also reads :
(2.30) σ′(θ) := −2
∫
t>0
(cos θ t− sin θ s)(sin θ t+ cos θ s)|uθ(s, t)|2dsdt .
Remark 2.9.
Combining (2.29) and (2.26), it follows :
(2.31)
∫
tVθu
2
θdsdt =
C(θ)
2
and
∫
sVθu
2
θdsdt = −
S(θ)
2
.

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2.2.6 Consequenes
A rst identity
We get the following lemma :
Lemma 2.10 Dening
(2.32) I1(θ) =
∫
t>0
(t− sT (θ))Vθ|uθ|2dsdt ,
where T (θ) is dened in (1.11), we have : I1(θ) = 0.
Proof.
One multiplies (2.25) by σ′ and (2.28) by σ
ρ
to obtain :
(2.33) (H(θ, ρ)− σ(θ))wθ,ρ = −2σ′V 2θ uθ,ρ + 2σVθ∂θVθuθ,ρ,
where
(2.34) wθ,ρ = σ
′∂ρuθ,ρ − 1
ρ
σ∂θuθ,ρ.
We take ρ = 1, multiply by uθ, integrate and Lemma 2.10 is proved.

We will denote :
(2.35) w0 = σ
′∂ρuθ,1 − σ∂θuθ,1.
A seond identity
We now apply the operator
(2.36) j(θ, ρ) = σ′∂ρ − σ
ρ
∂θ
to (2.33), take ρ = 1 and we obtain :
j(θ, ρ)(H(θ, ρ))wθ,ρ + (H(θ, ρ)− σ)j(θ, ρ)wθ,ρ
= (−2σ′V 2θ + 2σVθ∂θVθ)wθ,ρ + j(θ, ρ)(−2σ′V 2θ + 2σVθ∂θVθ)uθ,ρ.
Then, on the one hand, we get :
(2.37) j(θ, ρ)(H(θ, ρ)) = −σ′(D2s +D2t ) + σ′V 2θ − 2σVθ∂θVθ,
and one the other hand :
j(θ, ρ)(−2σ′V 2θ + 2σVθ∂θVθ) = −σ∂θ(−2σ′V 2θ + 2σVθ∂θVθ)
= 2σ′′σV 2θ + 2σσ
′Vθ∂θVθ − 2σ2(∂θVθ)2 − 2σ2Vθ∂2θVθ.
Taking the salar produt with uθ, and using (2.29) and (2.26), we dedue
the lemma :
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Lemma 2.11 We have the identity :∫
t>0
(2σ′V 2θ − 2σVθ∂θVθ)w0uθdsdt+
∫
t>0
(σ∂θVθ − σ′Vθ)2u2θdsdt =
σ2σ′′ + σ3
2
.
A third identity
If we take the derivative of (2.33) two times with respet to s , we get :
h(θ)∂sw0 = 2 sin θVθw0 − 2Vθuθ + 2(Cs+ St) sin θuθ − 2(Cs+ St)Vθ∂suθ
and then :
h(θ)∂2sw0 = 4 sin θVθ∂sw0 − 2 sin2 θw0 − 2(Cs+ St)Vθ∂2suθ
+ 4C sin θuθ − 4CVθ∂suθ + 4 sin θ(Cs+ St)∂suθ
and we dedue the lemma :
Lemma 2.12 We have on one hand :
2 sin θ < Vθw0, uθ > +2 sin θ < (Cs+ St)uθ, uθ > −2 < (Cs+ St)Vθ∂suθ, uθ >= 0
and on the other hand :
< 4 sin θVθ∂sw0 − 2 sin2 θw0 − 2(Cs+ St)Vθ∂2suθ, uθ >
= − sin θ < (2C + 4(Cs+ St)∂s)uθ, uθ >= 0.
Two more identities satised by f0 and w0
If we resale the equation (2.21) satised by f0, we get :
(H(θ, ρ)− σ(θ))f0,ρ = −t∂suθ,ρ,
where
f0,ρ(s, t) = f0(ρ
−1/2s, ρ−1/2t).
We now apply the operator j, take ρ = 1 and use the identity (2.37) to get :
h(θ)j(f0,ρ) + σ
′t∂suθ + (2σ
′V 2θ − 2σVθ∂θVθ)f0 = −t∂sw0.
Taking the salar produt with uθ, we nd :∫
(2σ′V 2θ − 2σVθ∂θVθ)f0uθdsdt+
∫
t∂sw0uθdsdt = 0.
Moreover, notiing that
0 = j
(∫
t∂su
2
θ,ρdsdt
)
= 2
∫
tuθ,ρwθ,ρdsdt,
we get the lemma :
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Lemma 2.13 We have the following anellations :
∫
(2σ′V 2θ − 2σVθ∂θVθ)f0uθdsdt = 0
and ∫
t∂sw0uθdsdt = 0
Remark 2.14.
It follows from Corollary 2.3 that all the solutions of equations of the form
h(θ)f = g that we have met in this setion belong to H∞exp.

3 A hoie of oordinates near the boundary
This setion deals with a system of oordinates near the boundary. Indeed,
it will be useful to be redued to a simplied model on an half spae.
3.1 A general hoie of oordinates
Let us assume that 0 ∈ ∂Ω. In some neighborhood V of 0, we take the
oordinates (y1, y2) on ∂Ω (via a map C3 denoted φ and whih will be dened
preisely in the following). We denote ν(φ−1(y1, y2)) the inward pointing
normal at the point φ−1(y1, y2) and we dene loal oordinates in V :
Φ(y1, y2, y3) = φ
−1(y1, y2) + y3ν(φ
−1(y1, y2)).
More preisely, for a point x ∈ V , φ−1(y1, y2) is the projetion of x on ∂Ω∩V
and y3 = t = d(x, ∂Ω).
Transformation of the magneti eld
We now want to determine the new vetor potential and magneti eld in
these new oordinates. Let us introdue the 1-form ω :
ω = A1dx1 + A2dx2 + A3dx3.
We have :
ω = A˜1dy1 + A˜2dy2 + A˜3dy3.
We an express dxi as a funtion of (dyj) and we get :
A˜ = DyΦ
−1(A(Φ−1(y))).
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Then, in order to nd the new eld, we write :
dω = (∇×A)1dx2 ∧ dx3 + (∇×A)2dx1 ∧ dx3 + (∇×A)3dx1 ∧ dx2.
The omatrix formula provides :
(3.38) β˜ = det(DΦ)−1((DΦ))tβ,
where
β˜ = ∇y × A˜.
Metris in the new oordinates
The eulidean metris is
g0 = dx
2
1 + dx
2
2 + dx
2
3.
In the new oordinates (y1, y2, y3), we have :
g0 =
∑
k,j
gijdyk ⊗ dyj,
where (gkj) is the matrix (DΦ
−1)t(DΦ−1). We denote (gkj) the inverse matrix
of (gkj).
If the support of u is suiently onentrated near x0, we have :
(3.39)
qh
A
(u) =
∫
Ω
|(ih∇+A)u|2dx =
∫
t>0
|(ih∇y + A˜)u˜|2DΦt(DΦ)| detDΦ−1|dy,
where
|(ih∇y + A˜)u˜|2DΦt(DΦ) =
∑
k,j
gkj(ih∇yk + A˜k)u˜ (ih∇yj + A˜j)u˜.
We will denote by P˜ h
A
the assoiated Neumann realization on L2(| detDΦ−1|dy),
namely :
(3.40) P˜ h
A
= | detDΦ|
∑
k,j
(ih∇j + A˜j)| detDΦ−1|gkj(ih∇k + A˜k).
3.2 Coordinates (r, s, t)
We now introdue normal oordinates near x0. (~τ0, ~l0) is an orthonormal basis
of the tangent plane at x0 ; we denote by (r, s) the orresponding oordinates.
Then, it is standard, using the exponential map near x0, that (r, s) dene a
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loal parametrization of the boundary and they are alled normal oordinates
(f. [Laf96℄). So, there exists an open set S of R2 and a dieomorphism φ
suh that :
φ :Wx0 → S, φ(x) = (r, s).
Moreover, if G denotes the rst fundamental form of ∂Ω, we have :
G = I3 +G1(r, s) +O(r
3 + s3),
where G1 is a quadrati form in r and s.
Letting t(x) = d(x, ∂Ω), we dene the system of oordinates on the bound-
ary : (y1, y2, y3) = (r, s, t). The metris g0 an be expressed as :
g0 = dt⊗ dt+G− 2tK + t2L,
where K,L are respetively the seond and third fundamental forms on ∂Ω.
Taylor expansion of the metris
We let :
K0 =
(
K11 K12
K12 K22
)
We write the followimg Taylor expansion :
K = K0 +K1(r, s) +O(r
2 + s2),
where K1 is linear in r and s.
In general, for a 2× 2 matrix U , we will denote U0 the matrix :
U0 =

 U11 U12 0U12 U22 0
0 0 0

 .
Thus, we an write :
g0 = I3 − 2tK0 +G01(r, s)− 2tK01 + t2L0 +O(r3 + s3)
= I3 − 2tK0 +G01(r, s) +R(r, s, t) +O(r3 + s3 + t3)
= gapp +O(r
3 + s3 + t3),
where R is homogeneous of degree 2 and of partial degree 1 with respet to
r and s.
Remark 3.1.
In the following, we take as onvention to always denote by R the homo-
geneous polynoms of degree 2 and of partial degree 1 with respet to r and
s.
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We dedue :
DΦ−1 = I3 − tK0 + G
0
1
2
+R(r, s, t) +O(r3 + s3 + t3)
and
DΦ = I3 + tK
0 − G
0
1
2
+R(r, s, t) +O(r3 + s3 + t3).
It follows :
|g|1/2 = 1−tKM0 +Tr(
G01
2
)+R(r, s, t)+O(r3+s3+t3) = mapp+O(r
3+s3+t3),
where KM0 = K11 +K22 is the mean urvature and :
mapp = |gapp|1/2.
The dual metris satises :
(3.41)
g0 = I3+2tK
0−G01(r, s)+R(r, s, t)+O(r3+s3+ t3) = g0app+O(r3+s3+ t3).
Remark 3.2.
In the following, it will be onvenient to denote by Gr
2
ij (resp. G
s2
ij , G
rs
ij ) the
oeient of r2 in the oeient with index (i, j) of G1 (resp. the oeient
of s2, the oeient of rs).

4 An approximated operator on R
3
+
In this setion, we use the loal oordinates introdued in the previous se-
tion to onstrut a model operator near x0. The one term asymptotis was
obtained by onsidering the model with onstant eld in R3+ ; in the follow-
ing, we keep more terms in the approximation of P h
A
to get a three terms
asymptotis.
4.1 The model
In this subsetion, we approximate rst the metris and then the magneti
eld in order to get a model operator.
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Approximation of the metris
With (3.40) and (3.41), we are redued to onsider the operator on L2(mappdrdsdt),
with Dirihlet ondition on t = t0, |r| = r0, |s| = s0 (for t0, r0, s0 positive
and small enough) and Neumann ondition on t = 0 :
Happ =h2(mapp)−1DtmappDt
+ (1 + 2tK11 −G11 − R11)(hDr + A˜r)2 + (1 + 2tK22 −G22 − R22)(hDs + A˜s)2
+ (2K12t−G12 − R12)(hDr + A˜r)(hDs + A˜s)
+ (2K12t−G12 − R12)(hDs + A˜s)(hDr + A˜r)
+ h2R˜1(r, s, t)Dr + h
2R˜2(r, s, t)Ds,
where the R˜i(r, s, t) are linear funtions in r, s and t oming from a ommu-
tator between the metris and the derivatives Dr and Ds.
This rst approximation of the operator P˜ h
A
satises, for ψ suiently on-
entrated near x0 (an expliit hoie will be made in the following) :
‖P˜ h
A
ψ −Happψ‖ ≤ Ch2
∑
k,j
‖(|r|3 + |s|3 + t3)|DkDjψ|‖
(4.42)
+ Ch‖(|r|3 + |s|3 + t3)|ψ|‖+ Ch
∑
j
‖(r4 + s4 + t4)|Djψ|‖+ C‖(|r|5 + |s|5 + t5)|ψ|‖.
Omitting the terms of order 3, we get :
HMOD = h2nappDtmappDt
(4.43)
+ (1 + 2tK11 −G11 −R11)(hDr + A˜r)2 + (1 + 2tK22 −G22 − R22)(hDs + A˜s)2
+ (2K12t−G12 −R12)(hDr + A˜r)(hDs + A˜s)
+ (2K12t−G12 −R12)(hDs + A˜s)(hDr + A˜r)
+ h2R˜1(r, s, t)Dr + h
2R˜2(r, s, t)Ds.
with
napp = 1 + tK
M
0 − Tr(
G01
2
) +R.
Taylor approximation of the magneti eld
The Taylor formula applied to β at x0 gives (at the order 1):
β = β0 + r∂rβ(x0) + s∂sβ(x0) + t∂tβ(x0)
= β(1) +O(r2 + s2 + t2),
21
and with (3.38) we are led to :
β˜ = β0 + t(−KM0 β0 +K0β0 + ∂tβ(x0)) + r∂rβ(x0) + s∂sβ(x0) +O(r2 + s2 + t2).
= β˜(1) +O(r2 + s2 + t2).
We an notie that, on t = 0, we have β˜(1) = β(1).
Let us write :
βr
(1) = −δ0r − ǫ0s− ξ0t,
βs
(1) = cos θ1 + α0r + β0s+ η0t,
βt
(1) = sin θ1 + γ0s+ ζ0r + µ0t,
and
β˜r
(1)
= −δr − ǫs− ξt,
β˜s
(1)
= cos θ1 + αr + βs+ ηt,
β˜t
(1)
= sin θ1 + γs+ ζr + µt.
Then, we have the relations :
δ0 = δ, ǫ0 = ǫ, α0 = α, β0 = β, γ0 = γ, ζ0 = ζ,(4.44)
ξ = ξ0 −K12 cos θ, η = η0 −K11 cos θ, µ = µ0 −KM0 sin θ.(4.45)
We now write the formula at the order 2 for β and β˜, but only when t = 0 ;
indeed, this will be enough in the following. So, the approximation at the
order 2 of β and β˜ on t = 0 an be written as :
βr
(2) = −δr − ǫs− C0rs− F0s2 −D0r2,
βs
(2) = cos θ1 + αr + βs+ C0rs+ F0s
2 +D0r
2,
βt
(2) = sin θ1 + γs+ ζr − 2B0rs− 3H0s2 −E0r2.
and
β˜r
(2)
= −δr − ǫs− Crs− Fs2 −Dr2,
β˜s
(2)
= cos θ1 + αr + βs+ Crs+ Fs
2 +Dr2,
β˜t
(2)
= sin θ1 + γs+ ζr − 2Brs− 3Hs2 −Er2.
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Then, we have (f. 3.38), on t = 0 :
β˜ =
(
1 + Tr(
G1
2
)
)(
I3 − G
0
1
2
)
β
and this provides a relation between the apital letters of β˜ and β. Identifying
the terms in s2, we get (f. Remark 3.2):
F = F0 +
1
2
cos θGs
2
12,(4.46)
F = F0 +
1
2
cos θGs
2
11,
H = H0 − 1
6
sin θ(Gs
2
11 +G
s2
22).
Then, we obtain for the term in r2 :
D = D0 +
1
2
cos θGr
2
12,(4.47)
D = D0 +
1
2
cos θGr
2
11,
E = E0 − 1
2
sin θ(Gr
2
11 +G
r2
22).
and for the term in rs :
C = C0 +
1
2
cos θGrs12,(4.48)
C = C0 +
1
2
cos θGrs11,
B = B0 − 1
4
sin θ(Grs11 +G
rs
22).
Then, we hoose a gauge suh that :
A˜t = 0
and suh that the Taylor approximation of A˜ at the order 3 denoted by A˜(3)
is dened by :
A˜r
(3)
= Vθ + Pr,2 + Pr,3
A˜s
(3)
= Ps,2 + Ps,3
A˜t
(3)
= 0,
23
where
Pr,2 = (αt− ζs)r + βst− γ
2
s2 +
η
2
t2
Pr,3 = (At
2 +Bs2 + Cst)r + (Dt+ Es)r2 + (Fts2 +Gt2s+Hs3 + It3)
(4.49)
Ps,2 = δrt+ ǫst +
ξ
2
t2
Ps,3 = At
2r + Cstr +Dtr2 + Fts2 +Gt2s+ It3.
The model operator on L2(mappdrdsdt) is :
HM = h2nappDtmappDt
(4.50)
+ (1 + 2tK11 −G11 −R11)(hDr + A˜r(3))2 + (1 + 2tK22 −G22 − R22)(hDs + A˜s(3))2
+ (2K12t−G12 −R12)(hDr + A˜r(3))(hDs + A˜s(3))
+ (2K12t−G12 −R12)(hDs + A˜s(3))(hDr + A˜r(3))
+ h2R˜1(r, s, t)Dr + h
2R˜2(r, s, t)Ds
and it satises :
‖Happψ −HMψ‖ ≤ Ch
∑
j
‖(r4 + s4 + t4)Djψ‖+ C‖(|r|5 + |s|5 + t5)|ψ|‖.
(4.51)
In onlusion, we an write :
‖P˜ h
A
ψ −HMψ‖ ≤ Ch2
∑
k,j
‖(|r|3 + |s|3 + t3)|DkDjψ|‖
(4.52)
+ Ch‖(|r|3 + |s|3 + t3)|ψ|‖+ Ch
∑
j
‖(r4 + s4 + t4)|Djψ|‖+ C‖(|r|5 + |s|5 + t5)|ψ|‖.
4.2 Non-degenerate minimum of βˆ
In this subsetion, we express the ondition of non-degenerate minimum of
βˆ. Firstly, we write that x0 is a ritial point of βˆ and seondly we give
the expression of the Hessian matrix of βˆ. Moreover, we will assume that
‖β(x0)‖ = 1.
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4.2.1 Critial point of βˆ
By denition of θ, we have :
(4.53) ‖β‖ sin θ = βt.
Let us ompute the partial derivatives of θ. We have :
∂rβt =
∂rβ · β
‖β‖ sin θ + ‖β‖ cos θ ∂rθ
∂sβt =
∂sβ · β
‖β‖ sin θ + ‖β‖ cos θ ∂sθ
In r = s = t = 0, we get :
ζ = (α cos θ1 + ζ sin θ1) sin θ1 + cos θ1∂rθ
γ = (β cos θ1 + γ sin θ1) sin θ1 + cos θ1∂sθ
and so :
∂rθ = ζ cos θ1 − α sin θ1
∂sθ = γ cos θ1 − β sin θ1.
Then we dierentiate βˆ with respet to r and s :
∂rβˆ =
∂rβ · β
‖β‖ σ(θ) + ‖β‖σ
′(θ)∂rθ
∂sβˆ =
∂sβ · β
‖β‖ σ(θ) + ‖β‖σ
′(θ)∂sθ
At r = s = t = 0, we have : ∂rβˆ = 0 and ∂sβˆ = 0. This leads to :
(α cos θ1 + ζ sin θ1)σ(θ1) + σ
′(θ1)∂rθ = 0
(β cos θ1 + γ sin θ1)σ(θ1) + σ
′(θ1)∂sθ = 0
Thus, we nd :
C(θ1)α + S(θ1)ζ = 0,
C(θ1)β + S(θ1)γ = 0,
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where C and S are dened in (1.12). This an be rewritten as :
(4.54) ζ = Tα and γ = Tβ ,
with T dened in (1.11).
4.2.2 Hessian matrix of βˆ
A omputation assoiated with the relations (4.54) gives, for the rst deriva-
tives at x0:
∂r‖β‖ = (α cos θ + ζ sin θ) = ασ
′
S
,
∂s‖β‖ = (β cos θ + γ sin θ) = βσ
′
S
,
and for the seond derivatives ar x0:
∂2r‖β‖ = δ2 +
σ2
S2
α2 + 2D0 cos θ − 2E0 sin θ,
∂2s‖β‖ = ǫ2 +
σ2
S2
β2 + 2F0 cos θ − 6H0 sin θ
∂2rs‖β‖ = δǫ+ αβ
σ2
S2
+ C0 cos θ − 2B0 sin θ.
So, we get the following Taylor expansion :
‖β‖ = 1 + ασ
′
S
r + β
σ′
S
s+
r2
2
(δ2 +
σ2
S2
α2 + 2D0 cos θ − 2E0 sin θ)
+
s2
2
(ǫ2 +
σ2
S2
β2 + 2F0 cos θ − 6H0 sin θ) + rs(δǫ+ σ
2
S2
αβ + C0 cos θ − 2B0 sin θ).
We now want a Taylor expansion of θ. We have :
sin θ = sin θ1 + (cos θ1∂rθ + sin θ1∂sθ) + r
2
(
cos θ1
2
∂2r θ −
sin θ1
2
(∂rθ)
2
)
+ s2
(
cos θ1
2
∂2sθ −
sin θ1
2
(∂sθ)
2
)
+ rs (cos θ1∂rsθ − sin θ1∂rθ∂sθ) .
After omputations using (4.53), we get :
∂2r θ
2
= α2
σσ′
S2
−D0 sin θ − E0 cos θ − sin θ
2 cos θ
δ2,
∂2sθ
2
= β2
σσ′
S2
− F0 sin θ − 3H0 cos θ − sin θ
2 cos θ
ǫ2,
∂2rsθ = −2αβ
σσ′
S2
− C0 sin θ − 2B0 cos θ − sin θ
cos θ
ǫδ.
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Finally, we an write the seond derivatives of βˆ :
1
2
∂2r βˆ =
σ3 + σ2σ′′
2S(θ)2
α2 +
C(θ)
2 cos θ
δ2 +D0C(θ)−E0S(θ)(4.55)
1
2
∂2s βˆ =
σ3 + σ2σ′′
2S(θ)2
β2 +
C(θ)
2 cos θ
ǫ2 + F0C(θ)− 3H0S(θ)(4.56)
∂2rsβˆ =
σ3 + σ2σ′′
2S(θ)2
αβ +
C(θ)
2 cos θ
δǫ+ C0C(θ)− 2B0S(θ)(4.57)
5 Constrution of a quasimode
In this setion, we onstrut a quasimode and prove Theorem 1.5. More
preisely, we proeed in three steps. First, we hoose an appropriate saling.
Then, we make a Fourier transform and a translation as annoned at the
beginning of Setion 2. We expand the new operator in powers of h and look
formally for a quasimode expressed as a series in powers of h. As we are
just interested in a three terms asymptotis for the bottom of the spetrum,
we will just keep the three rst terms of the series. The onstrution of
the quasimode (denoted by ψ) will then deeply use the results of Setion
2.2. In partiular, the solutions f0, w0, ∂suθ and ∂
2
suθ of equations of the
form h(θ)v = f will appear in the expression of the quasimode. Finally, we
will estimate a quantity expressed as ‖(P h
A
− λ(h))χψ‖ (where χ is a uto
funtion) by using the exponential deay properties proved in Setion 2.1 to
ontrol the error of the trunations and we will onlude with the spetral
Theorem.
5.1 Resaling
We rst make the following resaling :
(5.58) t = h1/2t˜, s = h1/2s˜, r = h1/2r˜.
We omit the tilde, we divide by h and, instead of HM, we onsider :
Hh,new = nhappDtm
h
appDt + f
h
11(Dr + A
h
r )
2 + fh22(Ds + A
h
s )
2
(5.59)
+ fh12(Dr + A
h
r )(Ds + A
h
s ) + f
h
12(Ds + A
h
s )(Dr + A
h
r )
+ hR˜1(r, s, t)Dr + hR˜2(r, s, t)Ds,
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where
A
h
r = Vθ1 + h
1/2Pr,2 + hPr,3,
A
h
s = h
1/2Ps,2 + hPs,3,
and with
nhapp = 1 + h
1/2tKM0 − hTr(
G01
2
) + hR, mhapp = 1− h1/2tKM0 + hTr(
G01
2
) + hR
fh11 = 1 + 2h
1/2tK11 − hG11 − hR11, fh12 = 2h1/2K12t− hG12 − hR12
fh22 = 1 + 2h
1/2tK22 − hG22 − hR22 .
5.2 Quasimode
We begin rst by taking a partial Fourier transform in r, denoted by F and
then we perform the translation Uθ :
s = s˜+
τ
sin θ
.
to get the operator Hh,new whih is unitarily equivalent to Hh,new :
Hh,new = U−1θ F−1Hh,newFUθ.
So, to get Hh,new, we just have to replae (omitting the tilde) in Hh,new :
s by s+
τ
sin θ
and r by Dτ − 1
sin θ
Ds.
We formally expand Hh,new in powers of h1/2 and we write :
Hh,new =
+∞∑
j=0
hj/2Hj
with
H0 = D
2
s +D
2
t + V
2
θ
H1 = (2Vθ(αt− ζs) + 2δtDs) Dτ − 2ζ
sin θ
Vθ τDτ
+ (
2
sin θ
(βt− γs)Vθ + ζ
sin2 θ
(VθDs +DsVθ) +
2ǫ
sin θ
tDs) τ − γ
sin2 θ
Vθ τ
2 + H˜1,
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where H˜1 is dened by :
H˜1 = − 1
sin θ
(αt− ζs)(DsVθ + VθDs) + 2Vθ(βst− γ
2
s2) + ηVθt
2
− 2δt
sin θ
D2s + ǫt(sDs +Dss) + ξt
2Ds +HK
and where HK is dened in (1.13). The reason why we have boxed the terms
involving τ is that, after a partial salar produt in the variable (s, t), we
will be redued to operators in the variable τ . The expression of H2 will be
disussed later.
We look for a quasimode expressed as a formal series in powers of h1/2 :
uh =
+∞∑
j=0
hj/2uj
attahed to an eigenvalue in the form :
λh1 =
+∞∑
j=0
hj/2λj .
Then, writting formally that uh satises
Hh,newuh = λh1uh,
we are led to the system :
h0 :H0u0 = λ0u0,
h1/2 :H1u0 +H0u1 = λ1u0 + λ0u1,
h :H2u0 +H1u1 +H0u2 = λ2u0 + λ1u1 + λ0u2.
In the next subsetion, we onstrut a solution for this system.
5.2.1 The oeient of h0
H0 (as an operator in the (s, t) variable) has been analyzed in Setion 2. We
take as λ0 the lowest eigenvalue of H0 (whih was denoted before by H(θ))
and we hoose
(5.60) u0(τ, s, t) = φ0(τ)uθ(s, t) ,
with φ0 (of norm 1) to be determined later.
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5.2.2 The oeient of h
1
2
We have to ompute :
< H1u0, uθ > .
This quantity has the struture :
ADτφ0 +BτDτφ0 + Cτφ0 +Dτ
2φ0 +Eφ0,
where :
A =< (2Vθ(αt− ζs) + 2δtDs)uθ, uθ >,
B = − < 2ζ
sin θ
Vθuθ, uθ >,
C =< (2(βt− γs)Vθ + ζ
sin2 θ
(VθDs +DsVθ) +
2ǫ
sin θ
tDs)uθ, uθ >,
D =< − γ
sin2 θ
Vθuθ, uθ >,
E =< H˜1uθ, uθ > .
Let us examine A. We reall that (2.23) holds. Moreover, using Lemma 2.10
and (4.54), we nd :
< 2Vθ(αt− ζs)uθ, uθ >= 0.
Thus, we have proved that A = 0.
Let us now onsider B and D. By Lemma 2.4, we have : B = D = 0.
Finally, let us prove that C is also equal to 0.
Again by (4.54) and Lemma 2.10, we nd :
< (2(βt− γs)Vθuθ, uθ >= 0.
Then, as we have just proved above, we get :
<
2ǫ
sin θ
tDsuθ, uθ >= 0.
Finally, we reall that (2.20) holds. We dedue that λ1 = E. Let us simplify
its expression. We rst observe that :
< t2Dsuθ, uθ >= 0.
Then, we get :
< (αt− ζs)(DsVθ + VθDs)uθ, uθ >= 0.
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Indeed, an integration by parts gives :
< (αt− ζs)∂s(Vθuθ), uθ >= − < (αt− ζs)∂suθ, Vθuθ >,
where we have used Lemma 2.4. Moreover, in the same way, we get :
< (Dss+ sDs)uθ, uθ >= 0.
Consequently, we have (f. (1.10) and relations (4.44)) :
E = λ1 = 2 < Vθ(βst− γ
2
)uθ, uθ > +η < t
2Vθuθ, uθ > − 2δ
sin θ
∫
t>0
t|Dsuθ|2
+ < HKuθ, uθ > .
So, for u1, we take a solution of the equation
(H0 − σ(θ))u1 = λ1u0 −H1u0.
Gathering all the results of Setion 2.2, we an write the expression of u1 :
u1 = (
α
S
w0 + 2iδf0) Dτφ0 +
ζ
sin2 θ
∂suθ τDτφ0
+ (
β
S sin θ
w0 − i ζ
2 sin3 θ
∂2suθ + 2i
ǫ
sin θ
f0) τφ0 +
γ
2 sin3 θ
∂suθ τ
2φ0 + u˜1,
where u˜1 is dened by :
(5.61) (H − σ)u˜1 = (λ1 − H˜1)uθ.
Before analyzing the oeient of h, let us state a lemma onerning u˜1 :
Lemma 5.1 We have the identity :
2 sin θ
∫
t>0
Vθu˜1uθdsdt =
∫
t>0
∂s(H˜1uθ)uθdsdt.
Proof.
We take the derivative of (5.61) with respet to s, we multiply by uθ and
integrate.

At this step of the proof, we have not used yet the non-degeneray ondition
(1.14). In fat, this onstrution is enough for the proof of Theorem 1.4.
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The oeient of h
We are interested in λ2 and u2 and we are led to examine the ompatibility
ondition :
< H1u1 +H2u0, uθ >= λ2φ0.
We have not given yet the expliit expression of H2, but it is easy to observe
that the last equation an be put into the form :
(A1τ
2D2τ + A2τ
4 + A3τ
3Dτ + A4τD
3
τ τ + A5τD
2
τ + A6τ
2Dτ + A7τ
3 + A8D
3
τ
+ A9D
2
τ + A10τDτ + A11τ
2 + A12Dτ + A13τ + A14)φ0 = λ2φ0.
Moreover, the oeients of K and G1 (introdued in Setion 3.2) just play
a priori a role in the oeients Ai for i ∈ {9, · · ·14} (for degree and saling
reasons). In the next paragraph, let us be more aurate on that point.
Redution to the ase of the at metris
We prove that the oeients of τ 2, D2τ and τDτ do not depend on G1 and K
and that we an do, in some sense, exatly as if the metris were at. Before
starting the analysis, let us reall that the relations (4.44) still hold so that
the urvature play a role in ξ and η.
Let us rst onsider the dependene of the oeients on K. We begin by
notiing that the one of D2τ has no suh dependene.
Then, we onsider the one of τ 2. Colleting all the terms involving K in
< H1u1, uθ >, we nd that they will appear only in the following oeient
(we use Lemma 5.1) :
γ
2 sin3 θ
∫
t>0
H˜1∂suθuθdsdt− γ
2 sin3 θ
∫
t>0
∂s(H˜1uθ)uθdsdt.
Thus, we an ompute the ommutator H˜1∂s−∂sH˜1 modulo the terms whih
do not involve the urvature ; we get :
γ
2 sin3 θ
(K11t
2 sin θ cos θ − 4K11t sin θVθ − 4K12t sin θDs).
Comsequently, the oeient is :
<
γ
2 sin2 θ
(K11t
2 cos θ − 4K11tVθ)uθ, uθ > .
Then, we onsider the oeient of τ 2 involving the urvature in H2 :
γK11 cos θt
2
2 sin2 θ
− 2γK11tVθ
sin2 θ
.
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In onlusion, the oeient of τ 2 does not depend on K.
We now analyze the oeient of τDτ . Modulo terms not depending on the
urvature, we see that there is only one term in H1 whih has to play a role
in τDτ and looking at the expression of the orresponding oeient, we are
redued to the same omputations as for τ 2.
Let us now onsider the dependene of the oeients with respet to G1
(see Remark 3.2). First, let us onsider the term in τ 2 and let us look for the
terms involving G1 :
−Gs211
∫
t>0
V 2θ u
2
θ −Gs
2
22
∫
t>0
|Dsuθ|2
and :
(5.62)
1
sin2 θ
(
6H
∫
t>0
sVθu
2
θ + 2F
∫
t>0
tVθu
2
θ
)
.
A priori, in (5.62), there should be the term in F , but the oeient is
essentially : < tDsuθ, uθ >= 0. Realling the relations (4.46), (5.62) gives
the ontribution :
− 1
sin2 θ
(Gs
2
11 +G
s2
22) sin θ
∫
t>0
sVθu
2
θ +
1
sin2 θ
cos θGs
2
11
∫
t>0
tVθu
2
θ.
Then, we reall Remark 2.27 and the oeients of Gs
2
11 and G
s2
22 anel.
Seondly, we look at the terms in D2τ and τDτ and we observe that the terms
Gr
2
11 and G
r2
22 on one hand and G
rs
11 and G
rs
22 on the other hand anel for the
same reason as for Gs
2
11 and G
s2
22 after having used the expressions (4.47) and
(4.48).
Finally, the terms in R (see Remark 3.2) playing at the sale h and with
degree less than 1 with respet to r and s will just provide, after the Fourier
transform and the translation, oeients of Dτ and τ and, as we will see,
these terms are not important to prove Theorem 1.5.
Now we give an expliit expression of H2 (modulo terms whih do not hange
the oeients ofD2τ , τDτ and τ
2
, but only those of τ , Dτ and the onstant) :
H2 = Pr,2
(
Dτ − 1
sin θ
Ds, s+
τ
sin θ
, t
)2
+ Ps,2
(
Dτ − 1
sin θ
Ds, s+
τ
sin θ
, t
)2
+ Pr,3
(
Dτ − 1
sin θ
Ds, s+
τ
sin θ
, t
)
Vθ + VθPr,3
(
Dτ − 1
sin θ
Ds, s+
τ
sin θ
, t
)
+ Ps,3
(
Dτ − 1
sin θ
Ds, s+
τ
sin θ
, t
)
Vθ + VθPs,3
(
Dτ − 1
sin θ
Ds, s+
τ
sin θ
, t
)
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where the Pi,j are given in (4.49) (and in whih we put the index 0 at all
oeients). The guess is that we have the following anellations :
(5.63) Ai = 0 ∀i ∈ {1, · · · , 8}.
Then, we would be redued to an equation of the form :
(A9D
2
τ + A10τDτ + A11τ
2 + A12Dτ + A13τ + A14)φ0 = λ2φ0.
Finally, writing formally that Dτ = r and τ = s, we would hope to get the
expression of the Hessian matrix.
Let us now prove the anellations (5.63) !
Coeient of D3τ , τD
3
τ ,
Suh terms do not appear. Indeed, with the hoie of gauge in (4.49), there is
no r2 in the homogeneous polynoms of order 2 and no r3 in the homogeneous
polynoms of order 3.
Coeient of τ 4
We an observe that the oeient of τ 4 in H2 is :
γ2
4 sin4 θ
,
moreover the oeient of τ 4 in < H1u1, uθ > is :
− γ
2
2 sin5 θ
< Vθ∂suθ, uθ > .
But, taking the salar produt of (2.20) by uθ, we obtain
< Vθ∂suθ, uθ >=
sin θ
2
.
Coeient of τ 2D2τ
The oeient of τ 2D2τ in H2 is :
ζ2
sin2 θ
and in < H1u1, uθ > :
− 2ζ
2
sin3 θ
< Vθ∂suθ, uθ > .
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Coeient of τ 3
The oeient of τ 3 in H1u1 is :
βγ
S sin4 θ
< (St + Cs)∂suθ, Vθuθ > +
γζ
S sin5 θ
< (DsVθ + VθDs)∂suθ, uθ >
+ i
ǫγ
sin4 θ
< t∂2suθ, uθ > −
γβ
S sin3 θ
< Vθw0, uθ > +
γζ
2 sin5 θ
< Vθ∂
2
suθ, uθ >
− γǫ
sin3 θ
< Vθf0, uθ > .
In H2, the oeient reads :
− γβ
S sin θ
< (St+ Cs)uθ, uθ > +
2H
sin3 θ
< Vθuθ, uθ > .
Using Lemma 2.7, we nd that the term in ǫγ disappear.
Let us onsider the term in γζ . We take the derivative of (2.20) with respet
to s and make the salar produt with uθ to nd :
< Vθ∂
2
suθ, uθ >= 0 and < (DsVθ, VθDs)∂suθ, uθ >= 0.
We treat the term in βγ with Lemma 2.12 and the wished anellation follows.
Coeient of τ 3Dτ
From < H1u1, uθ >, we nd the oeient :
− γζ
sin4 θ
< Vθ∂suθ, uθ >
and from < H2uθ, uθ > :
ζγ
2 sin θ
.
Then, we onlude exatly as for the oeient of τ 2D2τ .
Coeients of τD2τ and τ
2Dτ
Their anellation also omes from (2.20), Lemma 2.7 and Lemma 2.12. We
now study the expressions of the oeients of the quadrati terms τ 2, D2τ
and τDτ .
Coeient of D2τ
The terms in D2τ oming from < H1u1, uθ > are :
α2
S2
< 2Vθ(Cs+ St)w0, uθ > −4δ2 < t∂sf0, uθ >
+
2iδα
S
< 2Vθ(Cs+ St)f0, uθ > +
2iαδ
S
< t∂sw0, uθ >
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By Lemma 2.13, the imaginary terms anel. Then, the terms in D2τ in
< H2u0, uθ > are :
α2
S2
< (Cs+ St)2uθ, uθ > +δ
2 < t2uθ, uθ >
+ 2D0 < tVθuθ, uθ > +2E0 < sVθuθ, uθ > .
So, we observe, with Lemma 2.6 and (2.31), that the oeient of δ2 is
− sin θ
cos θ
∫
t>0
tsu2θdsdt+
∫
t>0
t2u2θdsdt =
1
cos θ
∫
t>0
tVθu
2
θdsdt =
C(θ)
2 cos θ
.
Then, with Lemma 2.11 and again (2.31) (for the oeients of D0 and E0),
we have proved (see (4.55)) that the oeient of D2τ is :
1
2
∂2r βˆ(x0).
Coeient of τ 2
From < H1u1, uθ > and with Lemma 5.1,we get as oeient of τ
2
:
<
(
2
sin θ
(βt− γs)Vθ + ζ
sin2 θ
(VθDs +DsVθ) +
2ǫ
sin θ
tDs
)
(
β
S sin θ
w0 − i ζ
2 sin3 θ
∂2suθ + 2i
ǫ
sin θ
f0
)
, uθ > +
γ
2 sin3 θ
< [H˜1, ∂s]uθ, uθ > .
From < H2u0, uθ >, we nd the oeient :
1
sin2 θ
< (βt− γs)2uθ, uθ > − γ
sin2 θ
< (βst− γ
2
s2 +
η
2
t2)uθ, uθ >
+
ζ2
sin4 θ
< D2suθ, uθ > +
ζ
sin3 θ
< (Ds(βt− γs) + (βt− γs)Ds)uθ, uθ >
+ 2
F0
sin2 θ
< tVθuθ, uθ > +6
H0
sin2 θ
< sVθuθ, uθ > +2F 0 < tDsuθ, uθ >
+
ǫ2
sin2 θ
< t2uθ, uθ > +
γ
sin θ
< (αt− ζs)Dsuθ, uθ > .
We observe that 2F 0 < tDsuθ, uθ >= 0. Then, let us gather some terms. We
have rst, with the same formulas as for the oeient of D2τ :
< 2(βt−γs)Vθ β
S sin θ
w0, uθ > +
1
sin2 θ
< (βt−γs)2uθ, uθ >= 2 σ
3 + σ2σ′
sin2 θS(θ)2
β2.
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There are other terms in β2 (or βγ) :
(5.64)
− γ
sin2 θ
< (βst− γ
2
s2)uθ, uθ > +
γ
2 sin3 θ
< [2Vθ(βst− γ
2
s2), ∂s]uθ, uθ > .
But, we have :
[2Vθ(βst− γ
2
s2), ∂s] = 2 sin θ(βst− γ
2
s2)− 2(βt− γs),
so, with (2.10), we nd :
< [2Vθ(βst− γ
2
s2), ∂s]uθ, uθ >=< 2 sin θ(βst− γ
2
s2)uθ, uθ > .
Thus, (5.64) anels.
Let us gather the terms in γη :
(5.65) − γη
2 sin2 θ
< t2uθ, uθ > +
γη
2 sin3 θ
< t2[Vθ, ∂s]uθ, uθ >= 0.
As terms in ǫ2, we have (exatly as in the paragraph onerning D2τ with δ
2
):
ǫ2
sin2 θ
< t2uθ, uθ > − 4ǫ
2
sin2 θ
t∂sf0, uθ >=
C(θ)
2 sin2 θ cos θ
ǫ2.
Let us now onsider the terms in ζ2 :
(5.66)
ζ2
sin4 θ
< D2suθ, uθ > +
ζ2
2 sin5 θ
< (Vθ∂s + ∂sVθ)∂
2
suθ, uθ > .
After an integration by parts, we an apply Lemma 2.5 and nd that (5.66)
anels. Then, we have :
2
F0
sin2 θ
< tVθuθ, uθ > +3
H0
sin2 θ
< sVθuθ, uθ >=
1
sin2 θ
(F0C(θ)− 3H0S(θ)) .
Let us now prove that all the other terms vanish.
So, let us rst notie (Lemma 2.13) :
<
4iǫ
sin2 θ
(βt− γs)Vθf0, uθ > + < 2iǫβ
S sin2 θ
t∂sw0, uθ >= 0.
Then, we have, with Lemma 2.7 :
< − 2ζǫ
sin3 θ
(Vθ∂s + ∂sVθ)f0, uθ > + <
ζǫ
sin4 θ
t∂3suθ, uθ >= 0.
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Let us write the remaining terms (for the last one, see Lemma 5.1 ) :
<
2iζ
sin4 θ
(βt− γs)Vθ∂2suθ , uθ > + <
iβζ
S sin3 θ
(Vθ∂s + ∂sVθ)w0, uθ >
+
ζ
sin3 θ
< (Ds(βt− γs) + (βt− γs)Ds)uθ, uθ >
+
γ
sin3 θ
< (αt− ζs)Dsuθ, uθ > + iγ
2 sin4 θ
< [∂s, (αt− ζs)(∂sVθ + Vθ∂s)]uθ, uθ > .
After two integrations by parts, it is easy to see that :
ζ
sin3 θ
< (Ds(βt− γs) + (βt− γs)Ds)uθ, uθ >= 0.
Then, using Lemma 2.12, we get :
− < iζ
sin4 θ
(βt− γs)Vθ∂2suθ, uθ > + <
iβζ
S sin3 θ
(Vθ∂s + ∂sVθ)w0, uθ >
= −i ζβ
2S sin3 θ
< (2C + 4(Cs+ St)∂s)uθ, uθ >= 0.
We have :
γ
sin3 θ
< (αt− ζs)Dsuθ, uθ >= iζγ
2 sin3 θ
.
It is easy to see that :
< [∂s, (αt− ζs)(∂sVθ + Vθ∂s)]uθ, uθ >=< (αt− ζs)[∂s, (∂sVθ + Vθ∂s)]uθ, uθ >
= −2 sin θ < (αt− ζs)∂suθ, uθ >= −ζ sin θ.
In onlusion, we have proved that the oeient of τ 2 is :
1
2 sin2 θ
∂2s βˆ(x0).
Coeient of τDτ
From < H1u1, uθ > we get the following oeient of τDτ :
< (2Vθ(αt− ζs) + 2δtDs)( β
S sin θ
w0 − i ζ
2 sin3 θ
∂2suθ + 2i
ǫ
sin θ
f0), uθ >
+ < (
2
sin θ
(βt− γs)Vθ + ζ
sin2 θ
(VθDs +DsVθ) +
2ǫ
sin θ
tDs)(
α
S
w0 + 2iδf0), uθ >
+
ζ
sin2 θ
< [H˜1, ∂s]uθ, uθ >
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From < H2u0, uθ >, we nd the oeient :
− 2ζ
sin θ
< (βst− γ
2
s2 +
η
2
)uθ, uθ > +
2
sin2 θ
< (αt− ζs)Dsuθ, uθ >
2
sin θ
< (αt− ζs)(βt− γs)uθ, uθ > + 2ǫδ
sin θ
< t2uθ, uθ >
+
1
sin θ
(4B0
∫
t>0
sVθu
2
θdstdt+ 2C0
∫
t>0
tVθu
2
θdsdt).
We do not have to redo all the omputations ; indeed, these are exatly the
same kind of omputations that we have met before. We just have to reall
the relations (4.54) and observe that all is divided by sin θ and we get as
oeient :
1
sin θ
∂rsβˆ(x0).
In onlusion, φ0 satises the equation :
Sβ(Dτ ,
τ
sin θ
)φ0 + A12Dτφ0 + A13τφ0 + A14φ0 = λ2φ0.(5.67)
A priori A12, A13 and A14 are omplex numbers. For (c1, c2, d) ∈ C3, we
introdue :
(5.68) Sβ,c1,c2,d = Sβ(Dτ + c1, τ + c2) + d.
Then, Sβ,c1,c2,d is just some shifted harmoni osillator. After some (om-
plex) translation to eliminate the linear terms, it is easy to put Equation
(5.67) into the form :
Sβ,c1,c2,dφ˜0 = λ2φ˜0,
for some omplex numbers c1, c2 and d. Thus, we hoose for φ˜0 the normalized
eigenfuntion assoiated to an eigenvalue λ2 = γn(S˜β) + d. At this step, we
do not know that d is real. We just know that λ2 − d is real.
5.3 Upper bound
The omputations of the last setion lead us to hoose as a quasimode :
ψ = χ(r, s, t)vh(h−1/2r, h−1/2s, h−1/2t),
where χ is a smooth uto funtion in a neighborhood of x0 and where :
vh = FUθuh,
with
uh = u0 + h
1/2u1 + hu2.
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To get Theorem 1.4, we would just have to keep the two rst terms (whih
were obtained only under Assumption (1.8)), but we do not expliit the proof
whih is essentially the same as the one of Theorem 1.5 (see below).
We reall (4.52) and we observe that (we use that vh has an exponential
deay to ontrol the ommutators of χ with the derivatives by O(h∞)) :
h2
∑
k,j
‖(|r|3 + |s|3 + t3)|DkDjψ|‖ ≤ Ch2h3/2h−1,(5.69)
h‖(|r|3 + |s|3 + t3)|ψ|‖ ≤ Chh3/2,(5.70)
h
∑
j
‖(r4 + s4 + t4)|Djψ|‖ ≤ Chh4/2h−1/2,(5.71)
‖(|r|5 + |s|5 + t5)|ψ|‖ ≤ Ch5/2.(5.72)
Thus, we have
‖P˜ h
A
ψ −HMψ‖ ≤ Ch5/2.
Then, by onstrution of uh and by ontrolling the remainders in the expan-
sion of Hh,new with the exponential deay, it follows :
‖(HM − (λ0h+ λ1h3/2 + (γn(S˜β) + d)h2))ψ‖L2(mappdrdsdt) = O(h5/2).
Then, with the spetral Theorem, we have :
d(σ(P h
A
), λ0h+ λ1h
3/2 + (γn(S˜β) + d)h
2) = O(h5/2).
Thus, as σ(P h
A
) ⊂ R , λ0 ∈ R, λ1 ∈ R, we get neessarily that γn(S˜β)+d ∈ R.
In partiular d is real and we have proved Theorem 1.5.
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