In the theory for continuous-time linear systems, the system Hankel operator plays an important role in a number of realization problems ranging from providing an abstract notion of state to yielding tests for state space minimality and algorithms for model reduction. But in the case of continuous-time nonlinear systems, Hankel theory is considerably less developed beyond a well known Hankel mapping introduced by Fliess in 1974. In this paper, a definition of a system Hankel operator is developed for causal L2-stable input-output systems. If a generating series representation of the input-output system is given then an explicit representation of the corresponding Hankel operator is possible. If, in addition, an affine state space model is available with certain stability properties then a unique factorization of the Hankel operator can be constructed with direct connections to well known and new nonlinear Gramian extensions.
Introduction
In the theory of continuous-time linear systems, the system Hankel operator plays an important role in a number of realization problems. For example, when viewed as a mapping from past inputs to future outputs, it plays a direct role in the abstract definition of state [9] . It also plays a central role in minimality theory and in model reduction problems. Specifically, the Hankel operator supplies a set of similarity invariants, the so called Hankel singular values, which can be used to quantify the importance of each state in the corresponding input-output system [8] . The Hankel operator can also be factored into the composition of an observability and controllability operator, from which Gramian matrices can be defined and the notion of a balanced realization follows [6, 8, 111. In the case of continuous-time nonlinear systems, Hankel theory is much less developed, but important results do exist. The first result along these lines is due to Fliess [a] - [4] who used a system Hankel mapping to describe when an affine realization of an input-output system described by a generating series is minimal. This mapping in essence plays the same role that the system Hankel matrix does in linear system theory. In quite a different setting, the notion of Hankel singular values was generalized to nonlinear systems by Scherpen in [13, 14, 151 and used in model reduction problems.
Connections between minimality and these invariants were then introduced in [16, 171. But to date, no exact analogue of the Hankel operator for a nonlinear system has been fully developed in the literature. In this paper we take first steps in this direction by first giving a definition of this concept for causal L2-stable input-output systems and then supplying an explicit representation of it via generating series. Its connection to the Hankel mapping of Fliess is also established. When an affine state space realization is available with certain stability properties, a factorization of this operator is developed and related to the controllability and observability functions of Scherpen in [13, 141. Thus, a link is established between the newly defined system Hankel operator and one nonlinear generalization of the notion of Gramian matrices. Finally a new generalization of the Gramian is introduced which in some sense is the most direct analogue of that which is used for linear systems.
The paper is organized as follows. In Section 2, we review the well known linear system definitions of the system Hankel matrix; Hankel operator; and controllability/observability operators, Gramians and functions. This is partly to establish notation, but also to motivate the particular approach taken in the nonlinear case. Then in Section 3, we briefly review well known results regarding the Hankel mapping of Fliess for any input-output system that can be represented by a generating series. Finally, in Section 4, we introduce a Hankel operator definition motivated by the linear system development given in Section 2 and the Hankel mapping of Section 3. We then develop its relationship to nonlinear Gramian extensions.
The mathematical notation used throughout is fairly standard. The inner product on lR" is represented as ( x , y ) = zTy. Li(a,b) 
Linear Systems as a Paradigm
In this section we review the well known linear system definitions of the system Hankel matrix; Hankel operator; and controllability/observability operators, Gramians and functions. 
F(ii). In matrix notation, it then follows that
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Given some t* > 0, there exists an open interval I con-
T(t, t*)S(t*),
where EO...^ (t,t*) := 9 and
(3) Let ( A , B , C) be a state space realization of S with dimension n. Any such realization induces a factorization of the system Hankel matrix into the form 7-L = OC, where 0 and C are the (extended) observability and controllability matrices. If the realization is asymptotically stable then the Hankel operator can be written as the composition of uniquely determined observability and controllability operators; that is, % = 6c^, where the controllability and observability operators are defined as
Since c^ and 6 have a finite dimensional range and domain, respectively, they are compact operators; and the composition 6c^ is also a compact operator [lo] . In light of equation (3), we also have the identities 
eATtCTy(t) dt.
For any x1,x2 E Etn: 
Clearly, L,(x) has the interpretation of being the minimum amount of input energy required to drive the system from zero at t = -CO to x(0) = x , while Lo(x) is ,equivalent to the energy generated by the natural response of the system to x(0) = x. 
Hankel Mappings for Nonlinear Systems
In this section we briefly review well known results regarding Hankel mappings for any input-output system that can be represented by a generating series (ChenFliess functional expansion). The definition is due to Fliess [2] - [4] , and a detailed treatment of this material may also be found in [7] . (See also [5] .) Let S be a given input-output map represented by a convergent generating series Let M be an n-dimensional analytic state space manifold, and let
be a system defined in terms of local coordinates on M . We assume that f , g , and h are analytic on M . where go := f and gi is the ith column of g when i > 0.
It is well known that if a certain growth condition on the coefficients { C (~] ) } , ,~I = is satisfied, then there exists a realization of c if and only if the Lie rank of c is finite. The following result characterizes minimality.
Theorem 3.1 A n analytic realization (f, g , h) about xo E M of a formal power series c is minimal if and only if its dimension is equal to the Lie rank p~( c ) .

Hankel Operators for Nonlinear Systems
In this section we first introduce a system Hankel operator motivated by the linear case described in Section 2. We then relate it to the Hankel mapping of Fliess from the previous section. Finally, we show that as in the linear case this Hankel operator has a natural factorization into a controllability and observability operator pair which can be related to the energy functions through an appropriate generalization of the adjoint operator.
In the following development we use the convention that L2-stability of an input-output system, S, means that U E LT (-oo ii + 3 = (SoF)(ii).
:
Observe that the usual interpretation from linear system theory that ' ?? maps past inputs to future outputs is preserved by this definition. If S can be described by the generating series
Y ( t ) = c(r])Eq(t, --oO)[Ul,
4EI'
then for t > 0 it can be shown that 
(ii).
To see the connection between the Hankel operator and the Hankel mapping of Section 3, we proceed as earlier. In matrix notation, equation (9) [18] .) Now choose some t* > 0, then in a neighborhood o f t * we have
(11) (We shall assume hereafter that we can let t* + 0, and that the Taylor series (10) converges for all t > 0.)
Next let (f, 9, h ) be a state space realization of S with dimension n in a neighborhood W of xo E M . From equations (8) We finally show how to relate the generalized controllability and observability operators to the nonlinear Gramian generalizations of Scherpen. The key tool is the notion of an adjoint operator for any mapping between two linear spaces.
Let F be a topological vector space over IR with dual space F' [12] . Let E be a nonempty set and EO the linear space of all real-valued functions on E . Now suppose E has an inner product ( . , . ) E , and let y E F be fixed. We are interested in the problem of determining a corresponding 5, E E such that
If T were a linear operator then such an E , is known to always exist, in fact E , = T* ( y ) , where T* is the adjoint of T. But In this case, if the system is zero-state observable, then it known that Lo must have a local minimum at 2 = 0, i.e., e ( 0 ) = 0 [13, 141. Thus, after differentiating the expression for Lo given in (15), it follows that one can always write q(z) = Q(z)z for some matrix-valued function Q. Comparing the functions P and Q defined here to the expression given in (6) and (7), respectively, allows one to conclude that the linear case always results in the trivial situation where the functions P and 0 are constant functions, specifically, P ( z ) = P-l and Q(z) = Q for all z E W .
Conclusions and Future Research
In this paper, a definition of a system Hankel operator for a causal &-stable input-output system was introduced. Then a connection was made between this operator and the well-known Hankel mapping of Fliess through the use of a generating series representation for the input-output system. Next, a unique factorization of this Hankel operator was shown to exist given any affine state space realization with a certain stability property. Finally, direct connections to well known and new nonlinear Gramian extensions were made via the notion of a generalized adjoint operator for a nonlinear mapping.
Future research in this area includes the development of explicit representations for the energy functions in terms of a given state space realization, and new connections between the Hankel singular values functions defined in [13, 141 and the Hankel operator introduced here (see [18] ). An ultimate application of this research may be the synthesis of algorithms for model reduction of nonlinear systems.
