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Construction of Williamson 
Type Matrices 
JENNIFER SEBERRY WALLIS 
Institute of Advanced Studies. Australian National University. Canberra 
(Received January 3, 1974) 
Recent advances in the construction of Hadamard matrices have depended on the existence 
of Baumert-Hall arrays and four (1, - 1) matrices A, B, C, D of order m which are of 
Williamson type, that is they pair-wise satisfy 
i) MNT = NMT, M, N E {A, B, C, D} and 
ii) AAT + BBT + CCT + DDT = 4mlm. 
It is shown that Williamson type matrices exist for the orders m = s(4s - 1), m = 
s(4s + 3) for s E {1, 3, 5, ... , 25} and also for m = 93. This gives Williamson matrices for 
several new orders including 33,95, 189. 
These results mean there are Hadamard matrices of order 
i) 4s(4s - 1)/,20s(4s - 1)/, S E {1, 3, 5, ... , 25}; 
ii) 4s(4s + 3)/, 20s(4s + 3)1, s E {1, 3, 5, ... , 25}; 
iii) 4.931,20.93t; 
for 
t E {1, 3, 5, ... , 61} u {I + 2al()b26c, a, b, c nonnegative integers}, which are new infinite 
families. 
Also, it is shown by considering eight-Williamson-type matrices, that there exist Hada-
mard matrices of order 4(P + 1)(2p + 1)r and 4(p + 1)(2p + 5)r whenp := 1 (mod 4) is a 
prime power, 8r is the order of a Plotkin array, and, in the second case 2p + 6 is the order 
of a symmetric Hadamard matrix. These classes are new. 
1, INTRODUCTION 




MNT = NMT, M, N E {A, B, c, D}, 
AAT + BBT + CCT + DDT = 4mlm • 
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Williamson first used such matrices and we call them Williamson type. 
The matrices Williamson originally used were both circulant and symmetric 
but neither the circulant nor symmetric properties are necessary in order to 
satisfy (1). 
Goethals and Seidel [2] found two (1, -1) matrices 1+ R, S of order 
!(p + 1),p == 1 (mod 4) a prime power, which are circulant and symmetric 
and which satisfy 
(2) 
where I is the identity matrix. 
Turyn [6] noted that A = I + R, B = I - R, C = D = S satisfy the 
conditions (1) for m = -!(p + 1) and hence are Williamson matrices. White-
man [11] provided an alternate construction for A, B, C, D of these orders. 
Turyn announced [7] that he has found Williamson type matrices of order 
9c, c a natural number. In [9] Williamson type matrices are constructed for 
orders tp(p + 1), where p == 1 (mod 4) is a prime power. 
This means that there are Williamson type matrices of the following 
classes: 
WI b 
WIl !(p + 1) 
WIll 9C 
WIV !p(p + 1) 
WV s(4s - 1) 
WVI s(4s + 3) 
WVIl sv 
bE {I, 3, 5, ... ,29,37, 43}; see [10, p. 388-389]. 
p == 1 (mod 4) a prime power; [6], [11]. 
c a natural number; [7] 
p == 1 (mod 4) a prime power; [9]. 
s the order of a good matrix; Corollary 3. 
s the order of a good matrix, 4s + 4 the order of a 
symmetric Hadamard matrix; Corollary 4. 
s the order of a good matrix, v the order of an abelian 
group G on which are defined a (v, k, A) and a (v, 
(v - 1)/2, (v - 3)/4 difference set v - 4(k - A) = 4s -
1; Corollary 5. 
Good matrices (see next section for definition) are known to exist [3], [8] 
for orders n E {I, 3,5, ... ,23, 25}, and symmetric Hadamard matrices do 
exist for each of these 4n + 4 (see [10]). So WVI gives Williamson type 
matrices for the new orders 1207, 1827, 2185, 2575, WV gives the new orders 
33,95, 189,315,473,663,885, 1139, 1425, 1743,2093,2475 and WVIl gives 
the new order 93. 
The table gives the orders less than 100 for which Williamson type matrices 
are known. 
We use the following theorem (see Section 2 for definitions): 
THEOREM 1 (Baumert and Hall, see [10]) If there are Williamson type 
matrices of order m and a Baumert-Hall array of order t then there exists a 
Hadamard matrix of order 4mt. 
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Turyn has announced [7] that he has found Baumert-Hall arrays for the 
orders t and 5t 
t e {I, 3, 5, ... , 59} U {I + 2aI()b26C, a, b, c nonnegative integers}. (3) 
Some Baumert-Hall arrays found by Cooper, Hunt and Wallis may be found 
in [1], [4]. David Hunt (unpublished) has shown 61 may be added to the set 
in (3). 
TABLE I 
order class order class order class order class 
1 I 27 I 51 II 77 
3 I 29 I 53 79 II 
5 I 31 II 55 II 81 III 
7 I 33 V 57 II 83 
9 I 35 59 85 II 
11 I 37 I 61 II 87 II 
13 I 39 63 II 89 
15 I 41 II 65 91 II 
17 I 43 I 67 93 VII 
19 I 45 II 69 II 95 V 
21 I 47 71 97 II 
23 I 49 II 73 99 II 
25 I 75 II 
2. BASIC DEFINITIONS 
A matrix with every entry + lor -I is called a (1, -I)-matrix. An Hadamard 
matrix H = (hlj) is a square (1, -1) matrix of order n which satisfies the 
equation 
HHT = HTH = nino 
We use J for the matrix of all 1 'so 
A Baumert-Hall array of order t is a 4t x 4t array with entries A, - A, B, 
-B, C, -C, D, -D and the properties that: 
i) in any row there are exactly t entries ±A, t entries ±B, t entries ± C, 
and t entries ± D; and similarly for columns; 
ii) the rows are formally orthogonal, in the sense that if ±A, ±B, ± C, 
± D are realized as elements of any commutative ring then the distinct rows 
of the array are pairwise orthogonal; and similarly for columns. 
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Four (1, -1) matrices A, B, C, D of order m with the properties 
i) MNT = NMT for M, N E {A, B, c, D}, 
ii) (A - If = -(A - I), BT = B, C T = C, DT = D, (5) 
iii) AAT + BBT + CCT + DDT = 4mlm 
will be called good matrices. These are used in [3], [8], [10] to form skew-
Hadamard matrices and exist for odd m :::;; 25. 
Let Sb S2, ... , Sn be subsets of V, an additive abelian group of order v, 
containing kb k2' ... , kn elements respectively. Write Tj for the totality of 
all differences between elements of Sj (with repetitions), and Tfor the totality 
of elements of all the Ti . If T contains each nonzero element a fixed number 
of times, A. say, then the sets Sl' S2, ... , Sn will be called n-{v; kl' k2' ... , k n ; 
A.} supplementary difference sets. If n = 1 we have a (v, k, A.) difference set 
which is cyclic or abelian according as V is cyclic or abelian. Henceforth we 
assume V is always an additive abelian group of order v with elements 
gb g2, ... , g-. 
The type 1 (1, -1) incidence matrix M = (mj) of order v of a subset X 
of V is defined by 
{
+ 1 gj - gj EX, 
mij = -1 otherwise; 
while the type 2 (1, -1) incidence matrix N = (nij) of order v of a subset Y 
of V is defined by 
{
+1 gj + gjE Y, 
nij = -1 otherwise. 
It is shown in [10] that if M is a type 1 (1, -1) incidence matrix and N is 
a type 2 (1, - 1) incidence matrix of 2-{2q - 1; q - 1, q; q - I} supplemen-
tary difference sets then 
and 
MMT + NNT = 4q1 - 2J. (6) 
If N were type 1 (6) would still be satisfied. 
In general the (1, -1) incidence matrices A l , ••• , An of n-{v; kl' k 2 , ••• , 
kn ; A.} supplementary difference sets satisfy 
itl AjAr = 4Ctl ki - .1)1 + [nv.- 4Ctl kj - A.)]J. 
3. THE MAIN CONSTRUCTION 
THEOREM 2 Suppose X, Yare (1, -1) matrices of order v such that 
i) XyT = YXT, 
ii) XXT = (v - 4m + 1)1 + (4m - I)J, 
iii) yyT = (v + 1)1 - J. 
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Further suppose A, B, C, D are good matrices of order m satisfying (5). Then 
AlJ BlJ ClJ DlJ of order mv given by 
Al = I x X + (A - I) x Y 
BI = B x Y 
CI = C X Y 
DI = D x Y 
are Williamson type matrices. 
Proof Since B, C, D are symmetric, clearly 
MNT = NMT for M, N E {BIo CI> DI }. 
The terms AIBf, AICf, AIDf are all similar and we only prove the result 
for AIBf. 
AIBf = (I x X + (A - I) x Y)BT X yT 
= BT X XyT + (A _ I)BT x yyT 
= B X YXT + (BAT - B) X yyT 
= (B x Y)(I x X T + (AT - I) X yT) 
= (B x Y)(I x X + (A - I) x yl 
= BIAr· 
Now, since AT - I = (A - If = -(A - I) = -A + I we have AT + 
A = 2/, and so, 
AlAr + BIBr + CICf + DIDr = I x XXT + (A - I) x YXT 
+(A - IY x XYT 
+(A - I)(A - If x yyT 
+ (BBT + CCT + DDT) X yyT 
= I X XXT + (-A - AT + I) X yyT 
+4ml x yyT 
= I x [(v - 4m + 1)1 + (4m - I)J] 
+ (4m - 1)1 x [(v + 1)1 - J] 
= [v - 4m + 1 + (4m - 1)(v + l)]Imv 
= 4mvlmv· 
So AI> BI , Cl , Dl are Williamson type matrices of order mv. 
COROLLARY 3 Suppose there exist good matrices of order m. Then there exist 
Williamson type matrices of order m(4m - 1). 
Proof The good matrices can be used in (4) to form an Hadamard matrix 
of order 4m. This matrix can then be normalized to the form 
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where 
EET = 4ml - J. 
Now put X = J, Y = E in the theorem and we have the result. 
This gives new Williamson type matrices of order 33, 95, 189, 315, 473, 
663, 885, 1139, 1425, 1743, 2093, 2475. 
COROLLARY 4 Suppose there exist good matrices of order m. Further suppose 
4m + 4 is the order of a symmetric Hadamard matrix. Then there exist William-
son type matrices of order m(4m + 3). 
Proof Normalize the Hadamard matrix to the form (8) where now ET = 
E. Put X = J - 2/, Y = E, v = 4m + 3 in the theorem and we have the 
result. 
This gives new Williamson type matrices of order 1207, 1827, 2185, 2575. 
COROLLARY 5 Suppose there exist good matrices of order m. Further suppose 
there exist (v, k, A) and (v, (v - 1)/2, (v - 3)/4) difference sets defined on the 
same abelian (or cyclic) group and that v - 4(k - A) = 4m - 1. Then there 
exist Williamson type matrices of order mv. 
Proof The reader is referred to [10] for properties of type 1 and 2. Let 
X be the type 1 (1, -1) incidence matrix of the (v, k, A) difference set and Y 
be the type 2 (1, -1) incidence matrix of the (v, (v - 1)/2, (v - 3)/4) difference 
set and we have the result. 
COROLLARY 6 There exist Williamson type matrices of order 93. 
Proof There exist (31, 6, 1) and (31, 15, 7) difference sets in the cyclic 
group of order 31. Hence with v = 31, k = 6, A = 1 and m = 3 in the 
previous corollary we have the result. 
4. THREE CONSTRUCTIONS FOR EIGHT-WILLIAMSON TYPE 
MATRICES: THE FIRST 
A Baumert-Hall like array in eight symbols will be called a Plotkin array of 
order 8t. 
Eight (1, -1) matrices AI> A 2 , ••• , As of order m which satisfy 
i) AjAr = AjAr, i, j = 1, 2, ... , 8, 
s 
ii) L AjAr = 8mlm• 
j= 1 
will be called eight- Williamson type matrices. These matrices are of most 
interest when there are no known Williamson type matrices for the given order 
and they may be used in Plotkin arrays of order 8t to find an Hadamard 
matrix of order 8mt. 
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Plotkin's [5] result that if there exists an Hadamard matrix H of order n 
there is a Plotkin array in eight symbols of order 4n is obtained as follows: 
L S - .1(1 -I)H T _.1( I I)H et - 2 I I' - 2 -I I 
V - 1( I -1)H V _ 1(1 I)H 
-"2 -I -I' -"2 I -1 
then define 
HnCA, B) = S x A + T x B 
H 2n(A, B, C, D) = [Hn(A, B) Hn(C, D) j-
HnC - c, D) HnCA, - B) 
B 2n(A, B, C, D) = rS x A + T x B V x C + V x D"'J 
Lv x - C + V x - D S x A + T x B) 
H4iA b A 2, A 3 , A 4, As, A 6 , A 7 , As) 
= [H2nCA i> A 2 , A 3 , A4) B 2iAs, A 6 , A 7 , As) l. (16) 
B2i -As, A 6 , A 7 , As) -H2n( -Ai> A 2, A 3 , A4)J 
In [5] Plotkin exhibits a Plotkin array of order 24 and also gives the follow-
ing conjecture: 
CONJECTURE (Plotkin) There exist Plotkin arrays in every order Sn, n a 
positive integer. 
LEMMA 7 Let p == l(mod 4) be a prime power. Suppose there exist three 
(1, - 1) matrices Z, P, Q of order q such that 
i) PQT = QpT, ZpT = PZT, ZQT = QZT, 
ii) ppT + QQT = 2(q - p)1 + 2pJ, 
iii) ZZT = (q + 1)1 - J, 
then there exist eight-Williamson type matrices of order!(p + l)q. 
Proof As in (2) we find I + R, S of order t(p + 1). Now consider 
Al = 1 x P + R x Z 
A2 = S X Z 
A3 = 1 x -P + R x Z 
A4 = S X Z 
. As = I x Q + R x Z 
A6 = S X Z 
A7 = 1 x - Q + R x Z 
As = S x Z 
which clearly satisfy AjAJ = AjAr for i,j = 1,2, ... , S. Also 
s 
L AjAr = 21 x (ppT + QQT) + 4(RRT + SST) X ZZT 
j= 1 
= I x [4(q - p) + 4p(q + 1)]1 
= 4(p + 1)q1t(p+ I)q, 
and hence we have the result. 
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COROLLARY 8 Let p == 1 (mod 4) be a prime power. Then there exist eight-
Williamson type matrices of order t(p + 1)(2p + 1). 
Proof Since p is a prime power there exists an Hadamard matrix of order 
q = 2p + 2 (see [10]). Form E as in (8) and then choose P = -J, Q = 
Z = E in the theorem. 
COROLLARY 9 Let p == 1 (mod 4) be a prime power. Then there are eight-
Williamson type matrices of order 
i) !(p + 1)(p + 2); 
ii) !(p + 1)(2p + 5); 
when p + 3 and 2p + 6 respectively are the orders of symmetric Hadamard 
matrices. 
Proof In both cases form E as in (8) from the symmetric Hadamard 
matrix. Then with 
i) P = J, Q = J - 2/, Z = E of order p + 2; 
ii) P = J - 2/, Q = Z = E of order 2p + 5; 
in the theorem, we have the result. 
COROLLARY 10 Let p == 1 (mod 4) be a prime power. Suppose there exist 
(v, k, A) and (v, (v - 1)/2, (v - 3)/4) difference sets defined on the same 
abelian (or cyclic) group. Then there exist eight- Williamson type matrices of 
order 
i) !Cp + l)v when v - 2(k - A) = p; 
ii) !Cp + l)v when v - 4(k - A) - 1 = 2p. 
Proof Let P be the type 1 (1, -1) incidence matrix of the (v, k, A) dif-
ference set and Z be the type 2 (1, - 1) incidence matrix of the other difference 
set. Now using 
i) Q = J; 
ii) Q = Z; 
in the theorem we have the result. 
COROLLARY 11 Let p == 1 (mod 4) be a prime power. Let 8r be the order of 
a Plotkin array. Then there exist Hadamard matrices of order 
i) 4(P + 1)(2p + l)r; 
ii) 4(P + 1)(p + 2)r, when p + 3 is the order of a symmetric Hadamard 
matrix; 
iii) 4(p + 1 )(2p + 5)r, when 2(p + 3) is the order of a symmetric Hadamard 
matrix. 
Proof Put the eight-Williamson type matrices into the Plotkin arrays of 
order 8r. While (ii) is covered by class HX of [10, p. 450]. The other two classes 
WILLIAMSON TYPE MATRICES 205 
seem to be genuinely new. Unfortunately they yield no new Hadamard mat-
rices of order less than 4000. 
CoROLLARY 12 Let p == 1 (mod 4) be a prime power. Let 8r be the order of a 
Plotkin array. Further suppose there exist (v, k, A) and (v, (v - 1)/2, (v - 3)/4) 
difference sets defined on the same abelian (or cyclic) group. Then there exist 
Hadamard matrices of order 
i) 4(p + l)vr, when v - 2(k - ),) = p; 
ii) 4(p + l)vr, when v - 4(k - J.) - 1 = 2p. 
An example of how this may be used is that there are (31, 6, 1) and (31, 
15, 7) difference sets, so with p = 5 in (ii) we have an Hadamard matrix of 
order 744. 
5. THE SECOND 
THEOREM 13 Let p == 1 (mod 4) be a prime power. Suppose there exist three 
(1, -1) matrices X, y, P of order q == 1 (mod 4) which satisfy 
i) XyT = YXT, Xp T = PXT, ypT = pyT, 
ii) XXT + yyT = 2(q + 1)1 - 21, 
iii) ppT = (q - p)1 + pl, 
then there exist eight- Williamson type matrices of order t(P + l)q. -
Proof As in (2) we find 1 + R, S of order t(p + 1) and consider 
Al = 1 x P + R x X 
A2 = S X X 
A3 = 1 x -p + R x X 
A4 = S X X 
As = I x P + R x Y 
A6 = S X Y 
A7 = I x -p + R x Y 
As = S x Y 
which clearly satisfy AiAJ = AjAr for t,} = ],2, ... ,8. Also 
8 
L AiAT = 41 x ppT + 2(RRT + SST) X (XXT + yyT) 
;=1 
= 41 x «q - p)1 - pJ) + 2p1 x (2(q + 1)1 - 2J) 
= 4(p + l)q1t (p+l)q, 
and hence we have the result. 
COROLLARy]4 Let p == 1 (mod 4) be a prime power. Suppose there exist a 
(v, k, ).) difference set, where p = v - 4(k - A), and 2 - {v; (v - 1)/2; 
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(v - 3)/2} supplementary difference sets, M and N, with the property that 
x EM=> - X E M and YEN => - YEN. 
Then there exist eight-Williamson type matrices of order t(p + l)v. 
Proof The choice of M and N ensures that their type 2 (1, - 1) incidence 
matrices X and Y satisfy XyT = YXT and also that the type 1 (1, -1) 
incidence matrix P of the difference set satisfies Xp T = PXT, ypT =pyT. 
Now putting P, X, Y in the theorem we have the result. 
COROLLARY 15 Let p == 1 (mod 4) be a prime power. Then ifp + 4 is a prime 
power there exist eight-Williamson type matrices of order t(p + 1)(p + 4). 
Proof Use P = J - 21. The construction of M and N can be found in 
[10, p. 283). 
COROLLARY 16 Let p == 1 (mod 4) and p + 4 be prime powers. Let 8r be the 
order of a Plotkin array. Then there exists an Hadamard matrix of order 
4(p + 1)(p + 4)r. 
This is a particular case of a theorem of Goethals and Seidel (see [10, p. 450]) 
and is of interest for the structure of the matrix. 
6. THE THIRD 
LEMMA 17 Let p and q both be prime powers == 1 (mod 4). Then there exist 
eight- Williamson type matrices of order !-(p + 1)(q + 1). 
Proof Form J + Rand S of order t(p + 1) as in (2), and similarly form 
I' + R' and S' of order t(q + 1). Now consider 
At = I' x (J + R) + R' x S 
A z = S' x S 
A3 = I' x (J - R) + R' x S 
A4 = S' X S 
As = I' x -S + R' x (J + R) 
A6 = S' x (J + R) 
A 7 = I' x - S + R' x (I - R) 
As = S' x (J - R). 
Clearly A;AJ = AjAr, for i,j = 1,2, ... ,8. Also 
s 
L AiAf = (1' + (R')Z + (S')Z) x 2(1 + R2 + S2) 
;= 1 
= 2(q + l)(p + 1)J(p+l)(q+1)/4' 
and hence we have the result. 
COROLLARY 18 Let p and q both be prime powers == 1 (mod 4). Let 8r be the 
order of a Plotkin array. Then there exists an Hadamard matrix of order 
2(q + 1)(p + l)r. 
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Proof Use the results of Lemma 17 in the Plotkin array. 
This is a particular case of a theorem of Goethals and Seidel [2] which 
obtains Hadamard matrices of order kn when k (= 2(p + I» is the order of 
an Hadamard matrix and n( = q + 1) is the order of a symmetric conference 
matrix (see [10, p. 368]). The interest lies in the structure of the matrix. 
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