We present a new projective invariant-based technique for recovering depth information from stereo images. The basic idea of our method is to use intensity segments as primitives for stereo matching. To recover the depth information of intensity segments, two projective invariants are introduced. From the two invariants, we can derive a relation that should be satisfied between the matching pairs of intensity segments on the stereo images. By using the relation, the matching computation of the intensity segments can be performed easily. The proposed method can obtain a dense and accurate depth map directly from the input images. It is robust to both image distortions and occlusions.
Introduction
There are two main challenges to solving the stereo matching problem: multiple candidate matches and missing parts. Multiple candidate matches arise due to either projective distortion or repetitive scene structure. Missing parts arise due to occlusion. Both of them cause unexpected false matching. Therefore, identifying different type of false matching and establishing the corresponding matching strategy is a key problem in stereo vision.
A large number of methods have been developed. According to the nature of the measurement primitives, most of them fall into one of two categories: featurebased and region-based. The feature-based approach extracts image features such as edges or line segments and matches them across stereo images [1] . The regionbased approach matches intensity patterns across stereo images by computing correlation or sum of squared difference [2] . Both the feature-based and the region-based approaches have some key limitations. The feature-based approach tends to produce a sparse set of measurements. It can only obtain the depth information at feature points or segments. As a result, to reconstruct visible surfaces, interpolation techniques are needed. The region-based approach assumes that the corresponding intensity patterns have no projective distortion in stereo images. As a result, the region-based approach tends to be less robust to image deformations. Moreover, Despite the fact that occlusion regions occur in most scenes and represent important information about depth discontinuities, most of conventional stereo algorithms neglect the effects of occlusions. They give poor results at occlusions.
Recently, the effects of projective distortion and the phenomenon of occlusion have been received much attention. Some researchers have re-examined the problems [2] , [3] , [4] , [5] , [6] .
In this paper, we propose a projective invariant-based method to solve the stereo matching problem. The proposed method permits us to deal with the problems of projective distortion and occlusion by using the same approach. We use a canonical camera configuration for simplicity. Thus, the stereo analysis can be done along the corresponding scan lines with the help of the epipolar constraint. To get a robust result on both projective distortion and occlusion, we employ intensity segments as primitives for matching. The intensity segments on a scan line are intensity functions defined on the corresponding intervals. They can be easily obtained by detecting the intensity changes across the corresponding scan line. Once the intensity segments are extracted, we use them to perform stereo matching task. Two projective invariants are introduced. One is about intensity constraint, the other about position constraint. From the two projective invariants, we further derive a relation that should be satisfied between the matching pairs of intensity segments on the stereo images. Thus, the matching computation of the intensity segments can be performed by using the relation. We first use polynomial fitting technique to approximate the intensity segments. Then, for all the candidates of the matching pairs we compute their matchingness. The candidates which pass the matching test are accepted to be the solutions. The remainder of the candidates will be further investigated until correspondences are found or occlusions are detected.
The outline of this paper is as follows. Section 2 presents the basic idea of the proposed method. Section 3 covers techniques for overcoming the intensity segment correspondence problem. Section 4 gives the occlusion analysis.
Modeling Stereo Matching
In this section, we will develop a model for stereo matching. We first introduce an equivalent representation of the world space. As a result, the stereo matching problem can be formulated as the problem of finding zero-path in the equivalent space by using a photometric ACCV'95 (Second Asian Conference on Computer Vision) invariant. Then, to get a more robust result to projective distortion and occlusion, another projective invariant is developed. From the two projective invariants, we can derive a relation that should be satisfied between the matching pairs of intensity segments. Thus, instead of using pixel-based matching, we can reformulated the stereo matching problem based on intensity segment matching.
Camera geometry
We employ a canonical stereo camera configuration. Fig.1 shows the camera geometry. The cameras are rigidly attached to each other so that their optical axes are parallel and separated by a distance b. The origin of the world coordinate system is located at the lens center of the left camera. The positive Z-axis is directed along the optical axes. The baseline connecting the lens centers is assumed to be perpendicular to optical axes and oriented along the X-axis. In addition, the coordinate system of the left and right cameras are given by o l u l v l and o r u r v r , respectively.
Matching space
As shown in Fig.1 , consider a point P(x,y,z) in the world space. Suppose the point projects into the left and right image planes at (u l , v l ) and (u r , v r ), respectively.
Let f be the focal length of both cameras, Then by similar triangles, we have
where the quantity d is called the disparity. We see that (1) ~ (3) define a transformation from the world space xyz to the matching space uvd. There are many interesting relations between the two spaces.
Consider a plane in the world space αx + βy + γ z + δ = 0 (4) From (1) ~ (3), we have
Substitution of (5) ~ (7) into (4) leads to αu + βv + (δ/b) d + γ f = 0 (8) (8) corresponds to a plane in the matching space.
From the statement above, we can obtain some important conclusions. we see that the transformation defined by (1) ~ (3) maps a plane in the world space into a plane in the matching space. Specially, the transformation maps an iso-depth plane, the locus of z with a constant value, in the world space into an isodisparity plane, the locus of d with a constant value, in the corresponding matching space. This result can be obtained directly from (3) . Since b and f are constants for our system, when z takes a constant value d remains constant also. Such an iso-depth plane is a plane parallel to the image planes of the two cameras for our camera geometry. Because all the iso-depth planes cover the whole world space, the mapping from iso-depth planes to iso-disparity planes will produce a full description of the world space. In 2.6, we will define a mapping to solve the stereo matching problem by using the result.
Projective invariants
We develop two important projective invariants. The first invariant is given by a photometric invariant. For simplicity, we assume that the visible surfaces in the scene can be specified by Lambertian surfaces. Thus, from the reflectance property of Lambertian surface, we know that the intensity is a photometric invariant.
Let P be a point on the visible surface of interest. Its perspective projections on the left and right image planes are given by (u l , v l ) and (u r , v r ), respectively. Then from the above discussion, we have I l (u l , v l ) = I r (u r , v r )
where I l (u l , v l ) and I r (u r , v r ) are the image intensity defined on the left and right image planes, respectively.
The second invariant is derived from a relation between the projections on the left and right image planes of a line segment. Here, the line segment of interest is restricted to the corresponding epi-polar plane. Fig.2 , let P 1 P 2 be a line segment in the world space and P∈P 1 P 2 . Then, from (1) ~ (2) the projections on the left image plane of P1, P2 and P are given by
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Similarly, the corresponding projections on the right image plane can be written as
(u r , v r ) = f ( x−b z , y z ) (15) Now, Let's consider the ratio defined by
where i = l, r denotes the camera index. Substituting (10) ~ (12) into (16), we have
On the other hand, Substituting (13) ~ (15) into (16) leads to
Thus, the ratio defined by (16) Therefore, for our camera geometry, the ratio defined by (16) is a projective invariant. Similarly the ratio defined by (17) is also a projective invariant.
It should be pointed out that the above conclusions hold for any line segment in the world space.
If we further assume that P 1 , P 2 , P, C l and C r are coplanar, i.e., P 1 P 2 lies on the corresponding epi-polar plane defined by P 1 , C l and C r , then we can prove that the ratio defined below is a projective invariant.
(
where i = l,r, (P 1 P) i and (P 1 P 2 ) i are projections on the left and right image planes of P 1 P 2 , respectively.
As a matter of fact, in this situation, (P 1 P) i and (P 1 P 2 ) i fall on the corresponding epi-polar lines. For our camera configuration, these two epi-polar lines are collinear, i.e., the relation v i1 = v i2 = v i , i = l, r holds. Therefore we have
From(16), the ratio is a projective invariant. Notice that although the above derivation is done under the special camera configuration, the conclusions obtained have a general meaning. The invariant defined by (22) is independent of the selection of the camera coordinates. We know that visual information is invariant to camera rotation. If we do not consider the effect of the image boundary, the images under an arbitrary camera configuration can be created from the images corresponding to a canonical camera configuration by using a reprojection process refereed to as so-called rectification.
In the case of multiple cameras, the above conclusion is still true, but the coplanar condition requires that the cameras should be set up so that the corresponding optical centers lie on the same line.
A relation between two matching intensity segments
The following gives the relation that should be satisfied between a matching pair of intensity segments on the stereo images.
As shown in Fig.2 , from the epi-polar constraint we know that the projections on the left and right image planes of P 1 P 2 fall on the corresponding horizontal scan lines. If we define an intensity segment to be a set of intensity values on the corresponding projective interval, then the corresponding intensity segments on the left and right image planes of P 1 P 2 can be written as
(24) where i = l, r. Because the ratio defined by (23) is a projective invariant, for P∈P 1 P 2 we have u l −u l1 u l2 −u l1 = u r −u r1 u r2 −u r1 (25)
Rewriting (25) gives u r −u r1 = α (u l −u l1 ) (26) where α is a constant determined by α = u r2 −u r1 u l2 −u l1 On the other hand, since the intensity of a point in the world space is an invariant, we have I l (u l , v l ) = I r (u r , v r ) (27) For our camera configuration, the two camera images are row registered, i.e., v l = v r . Therefore, (27) can be rewritten to be I l (u l ) = I r (u r ) (28) Now, let's introduce a transformation defined by u l ' = u l − u l1 , u r ' = u r − u r1 Thus, (26) becomes u r ' = α u l ' (29) It is obvious that the transformation defined by (29) does not change the relations between the intensity segments on the left and right image planes, therefore I l (u l ' ) = I r (u r ' ) (
After substituting (29) into (30), we have I l (u l ' ) = I r (α u l ' ) u l ' ∈ [0, u l2 −u l1 ] (31) (31) gives a relation that should be satisfied between a matching pair of intensity segments. We see that the two intensity segments are the same except that there is an expansion or contraction along horizontal scan line.
Other constraints
To solve the stereo matching problem, we use some constraints on self-occlusion and uniqueness showed below in this research.
Constraint on self-occlusion
We state the constraint with the help of Fig.3 . This constraint restricts the intensity segment-based matching computation. It points out that along a horizontal scan line, an intensity pattern from left to right on the left image plane can match an intensity pattern from left to right on the right image plane, but can not match an intensity pattern from right to left on the right image plane. We see that the self-occlusion constraint is quite similar to the ordering constraint. It can be regarded as a 'local' version of the standard ordering constraint. But differently from the standard ordering constraint, the self-occlusion constraint has no exception of violation. It always holds for 3-D scenes. For example, the standard ordering constraint violates in the double block illusion case, but the self-occlusion constraint remains true.
The uniqueness constraint
This constraint is an extension of the uniqueness in pixel-based matching paradigm. To prohibit multiple matching between intensity segments, it requires that for an intensity segment on the left image plane, at most one intensity segment on the right image plane can match with it. Notice that the constraint permits unmatched intensity segments to exist. Obviously, the unmatched intensity segments correspond to occlusion areas on the stereo images.
From pixel-based matching to intensity
segment-based matching We see that the stereo matching problem can be done in the equivalent matching space. To obtain the disparity distribution estimates in the matching space, we use the correspondence relation of iso-depth plane in the world space and iso-disparity plane in the matching space. Because only real data could be available, we define Disparity Distribution Estimates of the matching space (DDE) as follows We see that this mapping establishes a direct connection between real image data and disparity distribution estimates. Since image intensity is a photometric invariant, the image subtraction defined by (32) gives the disparity estimates at the corresponding elements on the matching space.
The computation of DDE is simple. It can be obtained as follows. For each d, two operations are done. First, a horizontal left shifting is executed on the right image. Then an image subtraction between the left image and the shifted right image is done. The resulting image is inserted into the corresponding iso-disparity plane.
Thus, once the DDE is created, the stereo matching problem can be solved by finding zero-path on the DDE.
We note that if we intersect the DDE with a plane whose v takes a constant value, we obtain an image called Disparity Estimate Image (DEI). We can use this image to perform the stereo matching task by a pixelbased matching method. But pixel-based matching method has a disadvantage. Since it uses pixel intensities as primitives, it often meets a false target problem. To avoid the false target problem and obtain more robust result we employ intensity segments for stereo matching instead of pixel-based method.
The intensity segment-based matching method can be simply described below. We first extract feature points from the left and right images by detecting the intensity changes across the corresponding scan line. The feature points may include zero-crossings and /or peaks. Once the feature points have been extracted, we use them to create intensity segments. Now, let's consider the computation of the corresponding DEI. We first use polynomial fitting technique described in 3 to approximate the intensity segments. Then for all the candidates of the matching pairs of intensity segments, we compute the matchingness of them. The candidates which pass the matching test are accepted to be the solutions. Because an intensity segment can be determined by the coefficients of the corresponding polynomial and the boundary condition, the following
gives a measurement of matchingness of the two intensity segments. Where, the boundary condition is given by a 0 = I l (0), b 0 = I r (0), a n+1 = I l (M l −1), b n+1 = I r (M r −1) Thus, the matching between two intensity segments can be done by computing (37). We design a test to check the value of (37). If it is bigger than a threshold given by the system, we pre-accept the matching. Otherwise reject it. Then the uniqueness constraint selects the candidate with a maximum matchingness as the solution from the preaccepted candidates. Finally, the constraint on selfocclusion helps us to recover the correct depth information from the accepted candidate.
Occlusion analysis
Occlusions on stereo images are such regions which can be seen from one image, but can not be seen from the other image. In other words, the regions on one image corresponding to occlusions have no match on the other image. Therefore, if an intensity segment on the left image plane does not match with any intensity segment on the right image plane we can consider the intensity segment to be an occluded segment. Thus, occlusion detecting and stereo matching can be performed by using the same method.
For convenience, we classify occlusions into two types. The other cases can be converted into one of the two types. We assume that a preprocessing has been done before start the occlusion analysis. Specially, the two neighbors of the intensity segment of interest on the left image plane have been processed. That is, the two neighbors all have their match on the right image plane. If it is not true, we merge them into the current intensity segment until the neighbors of the new intensity segment have their matches on the right image plane.
The first type corresponds to the pure occlusion. In this case, the intensity segment of interest on the left image plane has no match on the right image plane. But its two neighbors have their own match on the right image plane and these matches fill up the corresponding interval.
The second type is a hybrid type. Like the type one, the two neighbors of the current intensity segment have their own match on the right image plane. But these matches do not fill up the whole interval. For this type we need to do further investigation until correspondences between sub-segments are found or type one segments are detected.
Conclusion
In this paper, we proposed an intensity segment-based method to solve the stereo vision problem. The proposed method has some advantages. It is robust to both image distortions and occlusions.
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