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This paper investigates the inﬂuence of liquidity in the major developed and major developing economies
on commodity prices. Liquidity is taken to be M2. A novel ﬁnding is that unanticipated increases in the
BRIC countries’ liquidity is associated with signiﬁcant and persistent increases in commodity prices that
are much larger than the effect of unanticipated increases in G3 liquidity, and the difference increases
over time. Over 1999–2012 BRIC liquidity is strongly linked with global energy prices and global real
activity whereas G3 liquidity is not. The impact of BRIC liquidity on mineral and metal prices is twice
as large as that of G3 liquidity. Granger casualty goes from liquidity to commodity prices. BRIC and G3
liquidity and commodity prices are cointegrated. BRIC and G3 liquidity and global output and global
prices are cointegrated. We construct a structural factor-augmented error correction (SFAVEC) model.
 2014 Elsevier B.V. All rights reserved.1. Introduction
The effect of global liquidity on the prices of commodities,
goods and assets has been a focus of recent research. Sousa and
Zaghini (2007) ﬁnd that global excess liquidity signals inﬂationary
pressure at a global level. D’Agostino and Surico (2009) demon-
strate that global liquidity has predictive power for the US inﬂation
rate. Darius and Radde (2010) show that global liquidity has
impact on a commodity price index (but not on equity prices and
oil prices). Belke et al. (2010) document that the dramatic increase
in global liquidity since 2001 has had impacts on the price of assets
in inelastic supply including commodities. Anzuini et al. (2013)
ﬁnd that US monetary expansion has a signiﬁcant, but modest
effect on commodity prices. Ratti and Vespignani (2013) report
that increases in global liquidity have had a positive effect on oil
prices in recent years. Theoretically increases in liquidity are likelyto be associated with a rise in aggregate demand and this will
increase the price of most assets including commodity prices.2
In this paper we seek to determine the inﬂuence of liquidity as it
arises from the major developed and major developing economies
on commodity prices. Hamilton (2013) notes that the newly indus-
trialized economies have absorbed over two-thirds of the increase
in world oil consumption since 1998. Kilian and Hicks (2013) asso-
ciate the rise in real oil price over 2003–2008 with growth in
emerging economies, primarily that in China and India. Radetzki
(2006) surmises that in developing Asian countries a dollar added
to the GDP uses more than twice the quantity of commodities as
does a dollar added to the GDP in OECD countries and notes that
between 2000 and 2005, just China’s share of global demand
growth for petroleum was 28%, for aluminum was more than 50%,
for steel was more than 84%, and for copper was 95%. Humphreys
(2010) notes that industrialization increases demand for metalsmmodity
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major factor in the boom in metal prices from 2003 to 2008.
Roberts and Rush (2010) argue that commodity resources are used
intensively in traded goods and that this is a part of the demand for
commodities by rapidly developing countries. Dungey et al. (2014)
ﬁnd that shocks to Chinese demand result in sustained increase in
commodity prices in the Australian mining sector.
Our view is that it greatly matters in assessing the impact of
liquidity on commodity prices as to where the innovation in liquid-
ity is originating. In this paper the major developing economies are
taken to be the BRIC countries (Brazil, the Russian Federation, India
and China). The major developed economies are taken to be the G3,
the world’s three leading developed economic blocs – the US, Japan
and the European Union (EU). Compared to the G3, the BRIC coun-
tries grow and are anticipated to grow faster, use commodities
more intensively, and expand liquidity more rapidly. M2 is used
as measure of liquidity.
The BRIC countries have become much more important provid-
ers of global liquidity in recent years. Over the fourteen years from
1999:01 to 2012:12 M2 is up approximately by a factor of 13.3 in
BRIC countries. In comparison, M2 is up by a factor of 2.4 in the G3
over the same period. The annual rates of increase in nominal M2
measured in US dollars are about 16% in Brazil, 33% in Russia, 13%
in India and 20% in China from 1999 to 2012, and by about 6.4% in
the US, 5.4% in Japan and 8.6% in Euro area. These measures adjust
for exchange rate movements that reﬂect higher inﬂation rates in
Brazil, India and Russia over the period than in the G3 economies.
Measured inﬂation in China is only higher than that in Japan over
the period.3 In US dollars terms and in local currency terms, the real
value of money holdings rise dramatically in the BRIC countries com-
pared to the G3 economies over 1999–2012, mirroring higher
demand for real money and much faster economic growth in the
BRIC countries compared to the G3.
A structural factor-augmented vector error correction model is
employed in the analysis of the effect of innovations in BRIC liquid-
ity andG3 liquidity on global commodity prices.4 A structural factor-
augmented dimension to the SVECmodel will capture the dynamic of
the information provided by many variables to the analysis of short
and long run inﬂuence of liquidity on global commodity prices, global
industrial production, global CPI and global interest rate. The latter
three structural factors are estimated using principal component
techniques applied to country level data on industrial production,
CPI, and interest rates, respectively. To the best of our knowledge this
is one of the few papers that address issues regarding commodity
prices using structural factor-augmented vector error correction.53 Given a CPI index of 100 for all countries in 1999:01, the CPI index in 2012:12
becomes 133.9 in China, 134.8 in the Euro area, 95.9 in Japan, 140.3 in the US, 136.8 in
the UK, 245.3 in Brazil, 530.1 in Russia, and 240.6 in India.
4 The literature on the identiﬁcation of monetary policy in a VAR framework is
expanding in several directions. Bernanke et al. (2005) propose a Factor-augmented
VAR (FAVAR) to identify monetary policy shocks. A small number of factors (principal
components) can summarize large amounts of information about an economy and be
included in the FAVAR. Dees et al. (2007) propose a global VAR (GVAR). The GVAR
combines separate models for each of the many economies linking core variables
within each economy with foreign variables using quarterly data. The foreign
variables external to a domestic economy are trade-weighted.
5 In related work Beckmann et al. (2014) quantify common and idiosyncratic
factors in global liquidity across economies and exam the impact on commodity
prices in a Markov-switching error correction model (in which other variables are
global measures). Structural factors for commodity prices have also been identiﬁed
and used in FAVAR models exploring global effects. Byrne et al. (2013) identify a
common factor in commodity prices and examine the interactions with the real
interest and global variables. Lombardi et al. (2012) examine global commodity cycles
in which two factors represent common trends in metals and food prices, and the
other variables are global industrial production, US dollar effective exchange rate, US
interest rate and the price of oil. Aastveit et al. (2012) estimate a FAVAR model with
two separate factors based on output data for emerging and developed economies,
and two further variables, oil supply and real oil price.A novelty of our model is the use of a structural factor-augmented
vector error correction inmodeling commodity prices and its interac-
tion with liquidity in developed and developing economies. Granger
casualty goes from liquidity to commodity prices. BRIC M2 and G3
M2 are cointegrated with commodity prices and with global CPI
and global output.
The main new ﬁnding in this paper is of a much greater impact
of positive shocks in liquidity in the largest emerging economies on
commodity prices over 1999–2012 than that of positive shocks in
liquidity in the largest advanced economies over the same period.
The disparity in the effect of BRIC liquidity on commodity prices
compared to that of G3 liquidity on commodity prices grows over
time. Positive shocks in BRIC liquidity have much larger effects on
energy prices, mineral and metal prices, and raw material prices
than do positive shocks in G3 liquidity. Shocks to G3 liquidity have
larger effects than shocks to BRIC liquidity on precious metal
prices. Results are for generalized cumulative impulse response
(Pesaran and Shin, 1998) and are invariant to the ordering of the
variables. Similar results are obtained from models with identiﬁca-
tion schemes similar to standard structural recursive systems in
the VAR literature. Results are also robust to different measure-
ment of global variables, to treatment of the global ﬁnancial crisis,
and to variation in lag length.
The transmission link between liquidity and commodity prices
is discussed in Section 2. The structural factor-augmented vector
error correction model for analysis of liquidity and commodity
prices is introduced in Section 3. The data, variables and structural
factors appear in Section 4 and stationarity and cointegration are
discussed in Section 5. The empirical results are presented in Sec-
tion 6. In section the liquidity effect at global level is discuss.
Robustness of results is investigated in Section 8. Section 9
concludes.2. Liquidity and commodity prices: the transmission
mechanism
There are a number of channels by which liquidity measured by
monetary aggregates can inﬂuence commodity prices. Frankel
(1984) maintains that increases in the money stock will inﬂuence
the real price of commodities in the short-run, because the prices
of many other goods are not ﬂexible in the short-run and real inter-
est rates are impacted. In the Frankel (1986) model, real agricul-
tural commodity prices decline and the real interest rate rises in
the short-run following a decline in the level of the money supply
when the prices of other goods are sticky. In the short-run com-
modities must be sufﬁciently undervalued so that there is an
expectation of future price increases large enough to offset the
higher real interest rate.
Following increases in liquidity an inventory channel for accu-
mulating commodities and might also be at work. Barsky and
Kilian (2002) maintain that easy monetary policy indicated by
low real interest rates might generate incentives to accrue invento-
ries and lead to high real commodity prices. Alquist and Kilian
(2010) note, with lower interest rates, investors have a greater
incentive to pursue investment in assets such as oil. Anzuini
et al. (2013) also identiﬁes a futures market connection between
liquidity and oil prices.
In theory, increases in M2 are associated with a rise in aggregate
demand that will increase the price of most assets including com-
modity prices. Barsky and Kilian (2004) argue that monetary policy
may inﬂuence commodity prices through expectations of greater
growth and inﬂation. Barsky and Kilian (2002) connect large
increases in global liquidity measured bymoney growth in the Uni-
ted States and nine other OECD countries with the substantial
increase in commodity prices preceding the increase in oil prices
6 Structural factors in VAR models to better identify the effects of monetary policy
have appeared in a number of contributions (for example, by Belviso and Milani
(2006), Laganà (2009) and Kim and Taylor (2012), amongst others).
7 Bernanke et al. (2005) propose a factor-augmented vector autoregressive model
(FAVAR) based on the development of principal components analysis outlined by
Stock and Watson (2002). A factor-augmented approach has been used by Dave et al.
(2013) to isolate the bank lending channel in monetary transmission of US monetary
policy and by Gilchrist et al. (2009) to assess the impact of credit market shocks on
the US activity. One of the main advantages of this methodology is that a single
individual variable or factor can capture the dynamic of a large amount of information
contained in many variables. Sims (2002) argues that when deciding policy central
banks consider a huge amount of data. An overview of factor-augmented VARs and
other models in provided by Koop and Korobilis (2009). Boivin and Ng (2006) caution
that expansion of the underlying data could result in factors less helpful for
forecasting when idiosyncratic errors are cross-correlated or when a useful factor in a
small dataset becomes dominated in a larger dataset.
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ment in commodities prices measure the market’s assessment of
the stance of monetary policy. An expected increase in money
growth causes investors to shift out ofmoney and into commodities.
Many commodity prices are determined in markets inﬂuenced
by global supply and demand effects. The idea that global liquidity
can impact commodity prices and other prices has been investi-
gated in the literature. Darius and Radde (2010) ﬁnd that global
liquidity has signiﬁcant impact on house prices and a commodity
price index, but not on equity prices and oil prices. Gerdesmeier
et al. (2009) show that high money and credit growth are associ-
ated with asset price booms some quarters later. Belke et al.
(2010) document that global liquidity has risen since 2001 with
impacts on the price of assets in inelastic supply such as commod-
ities. Brana et al. (2012) link global excess liquidity to asset prices
in emerging economies.
The novelty in this study is recognition that the effect of liquid-
ity on commodity prices will depend on the source of the change in
liquidity across countries. It is hypothesized that increases in
liquidity in major emerging economies compared to increases in
liquidity in major developed economies will be associated with a
disproportionate rise in commodity prices. This conjecture is based
on both the ﬁnding by a number of authors that growth in emerg-
ing market countries is associated with a relatively greater usage of
commodities than is expansion in developed economies (see for
example, Radetzki, 2006; Humphreys, 2010; Roberts and Rush,
2010), and the argument by Barsky and Kilian (2004) that mone-
tary expansion may inﬂuence commodity prices through expecta-
tions of greater growth. Therefore, the increase in liquidity in
developing countries is associated with a higher expected growth
for commodity demand than an increase in liquidity from devel-
oped countries. While the literature has recognized the inﬂuence
of global liquidity on commodity prices traded on world markets,
the contrast of the inﬂuence of liquidity as it arises from the major
developed and major developing economies on commodity prices
has not been made.
3. The model and methodology
In this paper we will construct a structural factor-augmented
error correction (SFAVEC) model to estimate the impacts of
increases in BRIC and in G3 liquidity on global commodity prices.
The econometric strategies in the paper are the following. Global
factors for interest rates, industrial production and CPI are esti-
mated using principal component techniques. Two cointegrating
vectors involving the factors as well as commodity prices and
liquidity indicators are reclaimed.
The plausible steady-state relationships that are examined are
between liquidity and commodity prices and between liquidity,
global output and global prices. The ﬁrst cointegration vector is
motivated by Frankel’s (1986) overshooting model of commodity
prices that emphasizes that following changes in money growth
there is short-run adjustment to a new long-run equilibrium
between monetary aggregates and commodity prices. Thus, the
vector error correction model is an appealing methodology to
study the dynamics in the relationship between global liquidity
and global commodity prices, with the new feature in this paper
that global liquidity will be sourced as to whether it arises in devel-
oped or in developing economies. The second cointegration vector
is based on the quantity theory of money and on empirical studies
by Swanson (1998), Bachmeier and Swanson (2005), Garratt et al.
(2009) and Browne and Cronin (2010), among others, establishing
and documenting a long run relationship between the price of
goods, output and monetary aggregate. A new element in this
study at global level is that the global monetary aggregate obtains
from developed and from developing economies.A structural factor-augmented error correction model (SFAVEC)
is estimated using as endogenous variables the three factors, the
two indicators of the M2 aggregate for developed and developing
countries and the commodity price index. The basic model is dis-
cussed in this section by highlighting the appealing features of
the technique given the nature of the issue being addressed. The
data, variables and various test results are examined in detail in
subsequent sections.
The use of a SFAVEC model is preferred to the standard VAR
model for the following reasons. First, the relationship between
liquidity and commodity prices is a global relationship. In conse-
quence, variables for many countries can inﬂuence commodity
prices. The inclusion of supplementary variables in standard VARs
is constrained by degrees-of-freedom problems. To overcome the
problem of the small number of variables that can be used in stan-
dard VARs, construction of principal components utilizes the infor-
mation in a large number of variables that can more realistically
reﬂect global inﬂuences. A structural interpretation is given to
the factors by constructing each factor to represent the same eco-
nomic variable across countries.6
Following Bernanke et al.’s (2005) idea of incorporating princi-
pal component vectors in a simultaneous equation model, we con-
struct a structural factor-augmented error correction model.7 We
will work with the following variables: liquidity distinguished
between M2 for the G3 economies ðG3 M2tÞ and M2 for the BRIC
economies ðBRIC M2tÞ; world commodity prices (COMt); and the
global variables for global interest rate (GIRt), global CPI (GCPIt), glo-
bal industrial production (GIPt). The global variables are structural
factors estimated by principal components. We use one factor each
for global interest rate, global industrial production and global CPI
to retain parsimony in the structural factor-augmented VEC
approach. These variables will be deﬁned in the next section.
The SFAVEC model can expressed as:
B0Xt ¼ bþ
Xj
i¼1
BiXti þxECT1t1 þ qECT2t1 þ et ð1Þ
where j is optimal lag length, determined by the Schwarz criterion
(one lag in this case), Xt is vector of endogenous variables, ECT1t
and ECT2t are the error correction terms for liquidity and commod-
ity prices and for liquidity, global output and global prices, respec-
tively, and et is the vector of structural changes, which is serially
and mutually independent.
The vector Xt is expressed as:
Xt ¼ ½GIRt;D logðG3 M2tÞ;D logðBRIC M2tÞ;D logðGCPItÞ;
D logðGIPtÞ;D logðCOMtÞ ð2Þ
Country-speciﬁc SVAR studies such as Kim and Roubini (2000),
Kim (2001) and Anzuini et al. (2013) use structural contemporane-
ous restriction in order to identify the model based on economic
theory and/or the estimated time of the central bank reaction to
12 On the grounds that commodities such as oil are crucial inputs for many sectors,
some authors have assumed that oil or commodity price inﬂuences output and prices
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there is not a strong belief on variable ordering and contemporane-
ous restrictions.8 In the absence of persuasive knowledge on the
ordering of the variables and countries in a GVAR model, Dees
et al. (2007) pursue a strategy of examining both generalized
impulse response functions (GIRFs) and structural impulse response
functions (IRFs) obtained from a reasonable structural identiﬁcation
of shocks (in the global economy with the US ordered ﬁrst).
The GIRF developed by Koop et al. (1996) and Pesaran and Shin
(1998), unlike conventional impulse response, is invariant to the
ordering of the variables, but for which a structural interpretation
of the shocks is challenging.9 Garratt et al. (2006), Dees et al. (2007)
and Favero (2013) emphasize that GIRFs can provide useful informa-
tion on the dynamics of the transmission of shocks.10 Garratt et al.
(2006, p. 267) argue that GIRFs are ‘‘informative about the dynamic
properties of the model’’. Situations when structural restrictions are
not easily justiﬁed are described by Pesaran and Shin (1998) as
circumstances when use of GIRFs can be advantageous.11
3.1. Identiﬁcation
In this paper we will follow the procedure in Dees et al. (2007)
and examine both GIRFs and IRFs obtained from a reasonable
structural identiﬁcation strategy given the literature in the area.
We evaluate different alternative contemporaneous restrictions
based on standard assumptions in the literature. Identiﬁcation is
achieved by assuming that both industrial production and con-
sumer prices do not respond contemporaneously to the ﬁnancial
variables. Forni and Gambetti (2010) refer to this assumption as
standard in the literature. It is assumed that ﬁrms do not change
their output and price contemporaneously in response to unex-
pected ﬁnancial signals. Consistent with Sims and Zha (1995)’s
dynamic stochastic general equilibrium model and recognition of
information delays, the central bank interest rate does not respond
within the month to price level and output events. The central
bank interest rate responds contemporaneously to G3 M2 and to
BRIC M2, and the latter depend on real output, the price level
and interest rates. The world price of commodities (or the world
price of oil in Kim and Roubini (2000)) inﬂuences the ﬁrst principal
component for the global interest rate to capture systematic
response to (negative) supply shocks and inﬂationary pressure.
To complete the structural identiﬁcation of the model two ques-
tions now arise for the role of commodity price. The ﬁrst is whether
commodity price is taken to be contemporaneously exogenous to
all variables in the model and the second is whether commodity8 In a country-speciﬁc study it is possible to infer that the central bank can o
cannot observe inﬂation contemporaneously based on the date at which inﬂation
indicators is released and can change the interest rate accordingly. At the global leve
whether global interest rate responds to global CPI is less clear, as the global variable
are composed of several country-speciﬁc variables.
9 The GIRF computes the mean IRF by integrating out all other shocks. Walli
(2004) notes that a disadvantage of GIRF compared to IRF is that shocks can b
difﬁcult to interpret, especially when different models are compared. The non
orthogonality of GIRF innovations raises difﬁculties for the structural interpretation o
shocks.
10 Pesaran and Shin (1998) show that the generalized impulse response coincide
with a Cholesky decomposition when the variable shocked is ordered ﬁrst and doe
not react contemporaneously to any other variable in the system. Favero (2013) note
that the GIRF results can be interpreted as the effect (on the variables in the model) o
an intercept adjustment to the particular equation shocked.
11 The literature is extensive where GIRFs have been used to identify macroeco
nomics shocks. For example: Koop et al. (1996) on US output and unemploymen
shocks; Holt and McKenzie (2003) on international commodity price and production
shocks; Cheung et al. (2004) on nominal exchange rates shocks; Pesaran et al. (2006
on country, regional and global shocks; and Grier and Smallwood (2013) on exchang
rate and export shocks in 27 developed and developing economies.
contemporaneously (e.g. Gordon and Leeper, 1994; Sims and Zha, 2006; Christiano
et al., 1999; Kim and Roubini, 2000; Kim, 2001).
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eprice inﬂuence industrial production and consumer prices contem-
poraneously.12 We use the log likelihood ratio (LR) test for over-
identiﬁcation restrictions to assess which restrictions best ﬁt the
data. On the basis of LR test results the best structural model is
the following:
BoXt ¼
1 b01 b02 0 0 b05
b10 1 0 b13 b14 0
b20 0 1 b23 b24 0
0 0 0 1 b34 0
0 0 0 0 1 0
b50 b51 b52 b53 b54 1
2
666666664
3
777777775
GIRt
D logðG3M2tÞ;
D logðBRICM2tÞ;
D logðGCPItÞ
D logðGIPtÞ;
D logðCOMtÞ
2
666666664
3
777777775
ð3Þ
In Eq. (3) commodity prices are contemporaneously endogenous.
This setup is similar to that in Anzuini et al. (2013) in which equi-
librium in the commodity market is viewed as a result of arbitrage
in a ﬁnancial market in which all variables potentially have contem-
poraneous effects on the commodity price. Also in Eq. (3), the setup
is consistent with the assumptions that given output decisions are
made in advance and that prices are sticky, real activity and prices
respond to commodity prices with a lag. The model in Eq. (3) is just
identiﬁed and is used to generate IRFs in the next section.13
4. Data, variables and structural factors
4.1. The data
The model is constructed with monthly data from January 1999
to December 2012. The starting period is dictated by the creation of
the European central bank and the availability of Euro area interest
rate data. The highest frequency at which all data are available is
monthly. M2 is selected as a measure of liquidity. Monthly M2 data
for the Russian Federation and for China start in 1997:01. Monthly
data on other aggregates is not available for these countries for the
sample period starting in 1999:01. For India the monetary aggre-
gate L2 is used as a proxy of M2 which is not reported at monthly
frequency by the Reserve Bank of India for this period.14
The monetary aggregate indicators are M2 for the G3 economies
ðG3 M2tÞ, the US, Japan and the EU (taken to be the Euro area and
UK), and M2 for the BRIC economies ðBRIC M2tÞ, Brazil, Russia,
India and China. The monetary aggregates are measured in USThe justiﬁcation for commodity prices to be contemporaneously endogenous is
stronger in an analysis with global variables than in Anzuini et al. (2013) with US
variables. Results for various combinations of identifying assumptions concerning
connections with commodity prices and the alternatives possibilities about the
contemporaneous relationship between G3 M2 and BRIC M2 are addressed in the
robustness analysis.
14 Different measures of global liquidity have been employed in the literature. Sousa
and Zaghini (2007) construct a quarterly (G5) global liquidity indicator based on
aggregating broad money indicators for the US (M2), Japan (M2+), the United
Kingdom (M4), the Euro area (M3) and Canada (M2+). The monetary aggregate used
for each country is indicated in parenthesis. Belke et al. (2010) build a quarterly global
liquidity indicator built on monetary aggregates for the US, the Euro area, Japan,
United Kingdom, Canada, South Korea, Australia, Switzerland, Sweden, Norway and
Denmark. The monetary aggregate is M2 for the US, M3 for the Euro area, M2 plus
cash deposits for Japan, M4 for the UK and mostly M3 for the other countries. For a
measure of global liquidity based on narrower monetary aggregates Brana et al.
(2012) construct a monthly global monetary base founded on the US, United
Kingdom, Japan, Australia, New Zealand, Sweden, Denmark, the Euro area, China,
South Africa, ten countries from Central and Eastern Europe including Russia, and
Qatar, Kuwait and Saudi Arabia. Darius and Radde (2010) construct a quarterly
measure of global liquidity given by the sum of the US monetary base and world
international reserves. Ruffer and Stracca (2006) and Brana et al. (2012) review
alternative measures of global liquidity.
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Fig. 1. BRIC M2 and G3 M2 in billions of US dollars: 1999:01–2012:12. Notes: The BRIC countries are Brazil, Russia, India and China. G3 economies are the US, EU and Japan.
Data are monthly over 1999:01–2012:12 in billions of US dollars. The scale of the right hand side of Figure is for M2 for the BRIC countries and the scale of the left hand side of
Figure is for M2 for the G3.
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Fig. 2. Log of US dollar commodity price indices: 1999:01–2012:12. Notes: The US dollar commodity price component indices are for energy commodities, agriculture
commodities, mineral and metal commodities, precious metal commodities, and raw materials commodities.
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energy, mineral and metal, precious metal, and raw materials
prices are in US dollars. We will also construct a global interest rate
ðGIRtÞ variable, a global CPI ðGCPItÞ variable, and a global industrial
production ðGIPtÞ variable based the on the interest rate, industrial
production and CPI in each of the BRIC and G3 economies. The glo-
bal commodity price data and commodity price component data
are from World Bank and the International Monetary Fund. The
M2 data for US, Euro area, UK, Japan, Brazil and Russian Federation
are from International Monetary Fund and the Federal Reserve
Bank of St. Louis, while China’s and India’s M2 are from People’s
Bank of China and Reserve Bank of India, respectively.15 The
exchange rate data to convert M2 series from domestic currency into
US dollars is obtained from Federal Reserve Bank of St. Louis.16 All
other variables are from the Federal Reserve Bank of St. Louis (FRED
data).
Information on M2 in US dollars for the BRIC countries and for
the G3 over 1999:01–2011:12 is provided in Fig. 1. The scale of the
right hand side of Fig. 1 is for M2 for the BRIC countries and the
scale of the left hand side of Fig. 1 is for M2 for the G3. BRIC M2
goes from being only about 10% of G3 M2 at the start of the period
to being over 50% by the end of the period. The logs of US dollar
commodity price index and commodity price component indices
for energy commodities, agriculture commodities, mineral and
metal commodities, precious metal commodities, and raw materi-
als commodities are shown in Fig. 2. The underlying indices are set
at 100 for 2005. From 1999:01 to 2012:12 the commodity price
index is up by a multiple of 3.71. Over the same period energy
prices, agriculture prices, mineral and metal prices, precious metal15 Note for India the monetary aggregates L2 has been used as a proxy of M2, as the
Reserve Bank of India does not report monthly M2 aggregates for this period.
16 Russian federation exchange rate has been interpolated from the annual series as
monthly data for Ruble/US dollars is not available for the full sample period.prices, and raw materials prices have increased by multiples of
about 4.22, 3.19, 3.60, 4.01, and 3.19, respectively.4.2. Global interest rate, CPI and industrial production
In this paper each structural factor will represent an economic
or ﬁnancial category of variable. The interest rate, CPI and indus-
trial production for each of the BRIC and G3 economies clearly play
a role in the link between global liquidity and commodity prices. A
problem is to ﬁnd a practical way to compress the information on
interest rates, CPI and economic activity in each of the G3 and BRIC
economies into a few variables. In this section we will construct
global indicators of the interest rate, CPI and industrial production
based on principal components methodology applied to data for
the G3 and BRIC economies.
The BRIC and G3 economies account for over 75% of global GDP
measured by purchase power parity for the full data period. The
structural factors or the indicators of global interest rate, global
industrial production and of global CPI are the leading principal
components of the BRIC and G3 economies’ interest rates, indus-
trial production and CPI (in log-level form for industrial production
and CPI):
GIRt ¼ IREAt ; IRUSt ; IRCHt ; IRJat ; IRUKt ; IRInt ; IRRut ; IRBrt
h i
ð4Þ
GIPt ¼ IPEAt ; IPUSt ; IPCHt ; IPJat ; IPUKt ; IPInt ; IPRut ; IPBrt
h i
ð5Þ
GCPIt ¼ CPIEAt ;CPIUSt ;CPICHt ;CPIJat ;CPIUKt ;CPIInt ;CPIRut ;CPIBrt
h i
ð6Þ
In Eq. (4), GIRt is a vector containing the discount rate of the
central banks of the Euro area, UK, US, China, Japan, India, Russia
and Brazil. Eqs. (5) and (6) are vectors containing the industrial
production and CPI for the same countries, respectively.
The ﬁrst principal components obtained from Eqs. (4)–(6) are
shown in Fig. 3. The ﬁrst principal component for the global
Fig. 3. Principal components estimation of global variables: 1999:01–2012:12. Notes: The principal components of the BRIC and G3 economies’ short-term interest rate,
industrial production, and CPI are taken to represent global interest rate, global industrial production, and global CPI, respectively.
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GIRt , is the ﬁrst diagram in Fig. 3. It captures the collapse in interest
rates at the end of 2008 with the onset of the global ﬁnancial crisis
as well as the relatively low interest rates over the period 2002–
2006. The ﬁrst principal component for the CPI indices, GCPIt , is
the second diagram in Fig. 3. GCPIt slopes linearly upward. This
indicates an overall ﬂat rate of inﬂation, consistent with low and
moderate CPI in the BRIC and G3 economies over 1999–2012
(the basic data are logs of CPI levels). There are brief periods when
CPI seems to ﬂatten out or speed up in line with weaknesses in the
global economy and movement in commodity prices.
The ﬁrst principal component for global industrial production,
GIPt , is represented in the third diagram in Fig. 3. Global industrial
production has an upward trend until the global ﬁnancial crisis in
2008. There is a severe correction in GIPt in 2008–2009, reﬂecting
the global ﬁnancial crisis, with recovery of global industrial
production to early 2008 levels only in 2011. Global industrial
production also shows a correction in 2001 coinciding with the
March–November 2001 recession in the US.Information on the correlations between country-speciﬁc and
global factor for the short-term interest rate (IR), for industrial pro-
duction (IP), and for the CPI in turn are reported in the columns in
Table 1. The global factors are given by ﬁrst principal components
for the global interest rate (GIR), global industrial production rate
(GIP), and global CPI (GCPI). The global interest rate correlation
with country interest rates is high for most countries and low for
India and Brazil (with correlation coefﬁcients of 0.32 and 0.38,
respectively). The global industrial production correlation with
country industrial production is high for each of the BRIC countries
(at 0.92 and above), at 0.61 or 0.62 for the Euro area and the US,
and low for Japan (at 0.31) and the UK (0.62). The global CPI cor-
relation is high with all economies CPI’s at 0.95 and above, except
for the correlation with Japan’s CPI.
4.3. Causality test
Recent international studies such as Anzuini et al. (2013) have
examined whether liquidity from developed large economies
Table 1
Correlation between country-speciﬁc and global factors.
Country/
global
Global/country IR Global/country IP Global/country CPI
Euro area 0.84 0.61 0.99
US 0.89 0.62 0.99
China 0.62 0.93 0.95
Japan 0.51 0.31 0.75
UK 0.89 0.62 0.97
India 0.32 0.92 0.95
Russia 0.68 0.99 0.99
Brazil 0.38 0.97 0.99
Notes: Correlations between country-speciﬁc and global factor for the short-term
interest rate (IR), for industrial production (IP), and consumer price index (CPI) are
reported in the columns in Table. The global factors are given by ﬁrst principal
components for the global interest rate (GIR), global industrial production rate
(GIP), and global CPI (GCPI).
19 One standard deviation in BRIC M2 is 0.012 and one standard deviation in G3 M2
is 0.015. If the impulses were normalized, this would reduce the apparent impact of
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largest economy (measured by US dollars), growth in emerging
market countries is associated with a relative greater usage of
commodities than in developed economies, and monetary expan-
sion may inﬂuence commodity prices through expectations of
greater growth, we consider it important to evaluate whether or
not G3 M2 or BRIC M2 or both Granger cause commodity prices.
In Tables 2 and 3 the Granger causality direction results
between G3 M2 and commodity prices and between BRIC M2
and commodity prices are reported. The null hypothesis that
commodity prices do not Granger cause BRIC M2 and the null
hypothesis that commodity prices do not Granger cause G3 M2
cannot be rejected at conventional levels (using most lags struc-
tures). These results hold when the test is performed in log-level
and in log-difference form.
The null hypothesis that BRIC M2 does not Granger causes com-
modity prices is rejected at 1% level using both log-level and log-
difference form, conﬁrming that causal direction is from BRIC M2
to commodity prices. Results for the G3 M2 and commodity prices
are less clear. The null hypothesis that G3 M2 does not granger
cause commodity prices is rejected for variables in log-level form
but is not rejected in difference-level form. Overall, we conclude
that Granger casualty goes from liquidity to commodity prices.
5. Stationarity and cointegration
In Table 4 the stationary properties of the data are reported. For
this purpose both the Augmented Dickey-Fuller (ADF) test and the
Kwiatkowski–Phillips–Schmidt–Shin (KPSS) are estimated for all
variables. The null hypothesis for the ADF test is the variable has
a unit root and the null hypothesis for the KPSS test is that the var-
iable is stationary.17 Results show that variables are ﬁrst difference
stationary. In empirical estimation the interest rate is used in levels
in line with most macroeconomics studies.
Here we are interested in cointegration results for two relation-
ships, for BRIC M2, G3 M2 and global commodity prices given that
increase on money supply will lead to high prices in the long run,
and for BRIC M2, G3 M2, and global activity and global (consumer)
prices, motivated by the quantitative theory of money. To formally
establish the cointegration relationship among these variables, we
use the Johansen’s cointegration test.18 Table 5 reports results for
the Johansson cointegration tests using critical values based on
MacKinnon et al. (1999).17 Ideally both the ADF and KPSS tests should lead to the same conclusion regarding
the data as they do here. Jin and Frechette (2004) show that disagreement in these
test results might indicate that the data is fractionally integrated.
18 For more detail of this test please see Enders (2004, p. 362) and Engle and Granger
(1987).In Table 5.1, results reveal that log of commodity prices, BRIC
M2 and G3 M2 have a cointegrated vector when the test is speci-
ﬁed with intercept. Results are expanded in Tables 5.1.1 (trace test)
and 5.1.2 (Maximum Eigenvalue test) and both test indicate 1 coin-
tegration vector among these 3 variables. In the last column of
Table 5.1.1 it is observed that the null hypothesis of the number
of cointegration vectors is less or equal than r is rejected when
r ¼ 0 at 1% level, while either the hypothesis of r 6 1 and r 6 2 can-
not rejected even at 15% level. In the maximum eigenvalue test (in
Table 5.1.2), the null hypothesis that the number of cointegrating
vector is r can only be rejected when r = 0, while the hypotheses
of either r = 1 and r = 2 cannot rejected even at 20% level.
In Table 5.2, the test for cointegration among global CPI, global
output and G3 M2 and BRIC M2 shows one cointegration vector
when both intercept and linear trend are introduced to the model.
In the last column of Table 5.2.1 is observed that the null hypoth-
esis of the number of cointegration vectors is less or equal than r is
rejected when r ¼ 0 at 1% level, while the hypotheses of either
r 6 1 and r 6 2 cannot rejected even at 30% level. In the maximum
eigenvalue test (in Table 5.2.2), the null hypothesis of the number
of cointegrating vector is r can only be rejected when r = 0, while
the hypotheses of either r = 1 and r = 2 cannot rejected even at
30% level.
The hypothesis of only 1 cointegration vector among global CPI,
global output and G3 M2 and BRIC M2 is supported by test results
above. For this reason, the following two cointegration vectors are
introduced into the SFAVEC model in Eqs. (1) and (2):
ECT1t ¼ logðCOMtÞ  b l logðBRIC M2tÞ
 r logðG3 M2tÞ  Ið0Þ ð7Þ
ECT2t ¼ logðGCPItÞ  b c logðGIPtÞ  p logðBRIC M2tÞ
u logðG3 M2tÞ  ht  Ið0Þ ð8Þ6. The empirical results
6.1. Cumulative GIRFs and IRFs for global variables to BRIC M2 and G3
M2
We report in Fig. 4 the responses of the global variables in the
SFAVEC model in Eqs. (1) and (2) to one standard deviation gener-
alized cumulative impulse response function in BRIC M2 and in G3
M2.19 We are using one standard deviation generalized cumulative
impulse response function following Pesaran and Shin (1998). The
dashed lines represent a one standard error conﬁdence band around
the estimates of the coefﬁcients of the cumulative impulse response
functions.20
In the ﬁrst row of Fig. 4 it is found that positive innovations in
the BRIC countries’ liquidity lead to signiﬁcant and persistent
increases in global interest rates, global industrial production and
commodity prices. The rise in commodity prices is sharp in the ﬁrst
three months following the BRIC M2 shock and then gradually con-
tinues to increase. Following the BRIC M2 shock, most of the rise in
global industrial production occurs in the ﬁrst four months
whereas the global interest rate continues to rise as time goes
on. The positive shock in BRIC M2 is associated with a boom in glo-
bal industrial production and global tightening in monetary policyshocks on commodity price of G3 M2 compared to BRIC M2. Thus, the cumulative
impulse response results reported in this section understate the inﬂuence of BRIC M2
compared to G3 M2 somewhat. For purposes of comparison the standard deviation of
the overall commodity price variable is 0.046.
20 The conﬁdence bands are obtained using Monte Carlo integration as described by
Sims (1980), where 5000 draws were used from the asymptotic distribution of the
VAR coefﬁcient.
Table 2
Granger causality tests 1999:1–2012:12 (log-level).
Null hypothesis: variable x does not Granger cause variable y
Alternative hypothesis: variable x Granger cause variable y
Granger test/lags 1 3 6 12
COM does not Granger cause BRIC M2 F-Stat. 0.15 0.35 0.71 1.47
Prob. 0.69 0.78 0.63 0.14
BRIC M2 does not Granger cause COM F-Stat. 3.08*** 8.05*** 4.71*** 3.15***
Prob. 0.08 0.00 0.00 0.00
COM does not Granger cause G3 M2 F-Stat. 0.22 0.26 1.53 1.16
Prob. 0.63 0.85 0.17 0.31
G3 M2 does not Granger COM F-Stat. 6.37*** 4.52*** 2.39** 2.29***
Prob. 0.01 0.00 0.03 0.02
Notes: Variables are in logs.
⁄Rejection of the null hypothesis at 10% level of signiﬁcance.
** Rejection of the null hypothesis at 5% level of signiﬁcance.
*** Rejection of the null hypothesis at 1% level of signiﬁcance.
Table 3
Granger causality tests 1999:1–2012:12 (log-ﬁrst difference).
Null hypothesis: variable x does not Granger cause variable y
Alternative hypothesis: variable x Granger cause variable y
Granger test/lags 1 3 6 12
COM does not Granger cause BRIC M2 F-Stat. 0.20 1.76 2.22** 1.51
Prob. 0.65 0.15 0.03 0.12
BRIC M2 does not Granger cause COM F-Stat. 7.04*** 4.77*** 2.32** 2.27***
Prob. 0.00 0.00 0.04 0.00
COM does not Granger cause G3 M2 F-Stat. 0.24 2.28* 1.34 0.96
Prob. 0.62 0.08 0.24 0.48
G3 M2 does not Granger COM F-Stat. 1.17 1.49 1.28 1.41
Prob. 0.28 0.22 0.27 0.17
Notes: Variables are in logs.
* Rejection of the null hypothesis at 10% level of signiﬁcance.
** Rejection of the null hypothesis at 5% level of signiﬁcance.
*** Rejection of the null hypothesis at 1% level of signiﬁcance.
Table 4
Test for unit roots 1999:1–2012:12: Data in level.
Null hypothesis for ADF test: the variable has a unit root
Alternative hypothesis for ADF test: the variable does not have a unit root
Null hypothesis for KPSS test: variable is stationary
Alternative hypothesis for KPSS test: variable is not stationary
Level ADF KPSS First difference ADF KPSS
logðG3 M2tÞ 0.13 1.61*** D logðG3 M2tÞ 12.4*** 0.09
logðBRIC M2tÞ 2.20 1.62*** D logðBRIC M2tÞ 2.6* 0.73
logðGCPItÞ 0.47 1.62*** D logðGCPItÞ 8.31*** 0.13
logðGIPtÞ 1.48 1.48*** D logðGIPtÞ 5.93*** 0.08
logðCommoditiestÞ 1.52 1.53*** D logðCommoditiestÞ 8.86*** 0.04
logðEnergytÞ 2.20 1.52*** D logðEnergytÞ 9.70*** 0.07
logðAgriculturaltÞ 0.66 1.52*** D logðAgriculturaltÞ 8.16*** 0.11
logðFoodtÞ 0.77 1.53*** D logðFoodtÞ 8.26*** 0.10
logðMin:and metaltÞ 1.31 1.39*** D logðMin:andmetaltÞ 8.13*** 0.07
logðPrecious met:tÞ 0.50 1.58*** D logðPrecious metal:tÞ 11.8*** 0.21
logðRaw material:tÞ 1.00 1.45*** D logðRaw material:tÞ 5.98*** 0.07
Notes: The ﬁrst difference of the series is indicated by D. The lag selection criteria for the ADF is based on Schwarz information Criteria (SIC) and for the KPSS is the Newey–
West Bandwidth.
⁄⁄Rejection of the null hypothesis at 5% level of signiﬁcance.
* Rejection of the null hypothesis at 10% level of signiﬁcance.
*** Rejection of the null hypothesis at 1% level of signiﬁcance.
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tions in the BRIC countries’ liquidity do not signiﬁcantly affect
global CPI. A positive shock in BRIC M2 is associated with positive
increase in G3 M2.
In the second row of Fig. 4 shocks to the G3 economies’ liquidity
are not associated with statistically signiﬁcant changes in globalinterest rates, global CPI, global industrial production, or BRIC
M2. A positive innovation in G3 M2 does lead to an increase in
commodity prices that is statistically signiﬁcant for ten months.
However, positive innovations in BRIC M2 are linked with a posi-
tive effect on commodity prices that is three times as large as
the effect of unanticipated increases in G3 liquidity on commodity
Table 5
VAR Johansen cointegration test summary.
5.1 Cointegration test: logs of commodity prices and money (G3 and BRIC)
Endogenous variables : logðCommodity pricestÞ; logðG3 M2tÞ; logðBRIC M2tÞ
Exogenous variables : logðGlobal industrial productiontÞ;Global interest rate
Test type No trend and intercept Linear trend and intercept
Trace 1 0
Max-eig. 1 0
Notes: Number of cointegrating relations given. Critical values based on
MacKinnon–Haug–Michelis (1999) at 0.05 level
5.1.1 Unrestricted cointegration rank test (trace)
Null hypothesis: the number of cointegrating vectors is less than or equal to r
Alternative hypothesis: there are more than r cointegrating vectors
Hypothesized Eigenvalue Trace
statistic
0.05 Critical
value
Prob. #
Null Alternative
r = 0 rP 1 0.22 58.28 35.19 0.00
r 6 1 rP 2 0.06 16.32 20.26 0.16
r 6 2 rP 3 0.03 5.03 9.16 0.27
#MacKinnon–Haug–Michelis (1999) p-values
5.1.2 Unrestricted cointegration rank test (maximum eigenvalue)
Null hypothesis: the number of cointegrating vectors is r
Alternative hypothesis: there are (r + 1) cointegration vectors
Hypothesized Eigenvalue Max-
eigenvalue
stat.
0.05
Critical
value
Prob.#
Null Alternative
r = 0 r = 1 0.22 41.96 22.29 0.00
r = 1 r = 2 0.06 11.28 15.89 0.23
r = 2 r = 3 0.03 5.03 9.16 0.27
#MacKinnon–Haug–Michelis (1999) p-values
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effect of BRIC M2 compared to G3 M2 on commodity prices then
slowly grows over time.21
Fig. 5 shows the responses of the variables in the SFAVEC model
in Eqs. (1)–(3) to one standard deviation cumulative impulse
response function in BRIC M2 and in G3 M2. In Fig. 5 we have a
structural interpretation of the shocks from the identifying restric-
tions imposed in Eq. (3). Overall, the cumulative impulse response
results in Fig. 5 from the model in the Eqs. (1)–(3) are similar to the
responses of the variables in the SFAVEC model in Eqs. (1) and (2)
to one standard deviation generalized cumulative impulse
responses in Fig. 4, although not as marked. The structurally iden-
tiﬁed positive innovations in BRIC M2 are linked with a positive
effect on commodity prices that is two times as large as the effect
of unanticipated increases in G3 liquidity on commodity prices
after three months and the effect persists.
A difference between sets of results in Figs. 4 and 5 is that G3
M2 no longer responds signiﬁcantly to BRIC M2 in the ﬁrst row
of Fig. 5. This is likely because in the system of Eqs. (1)–(3) under-
lying the result in Fig. 5, G3 M2 and BRIC M2 are restricted to not
inﬂuence each other contemporaneously. The ﬁnding that results
from both GIRF and IRF obtained from a structural identiﬁcation
scheme (above and in the section on robustness below) are similar
may imply that the initial variance covariance matrix of the
reduced form for residuals is close to a diagonal matrix. In this case
the fact that GIRF and structural IRF are similar may simply be a
product of the statistical properties of the variance covariance
matrix. Intuitively, if the variance covariance matrix of the reduced
form residuals is already close to a diagonal matrix the method
used to orthogonalize the shocks is irrelevant because reduced
form shocks are already uncorrelated.225.2 Cointegration test: logs of global CPI (GCPI), money (G3 M2 and BRIC M2)
and global output (GIP)
Endogenous variables : logðCommodity pricestÞ; logðGlobal MoneytÞ
Exogenous variables : logðGlobal industrial productiontÞ;Global interest rate
Test type No trend and intercept Linear trend and intercept
Trace 2 1
Max-eig. 2 1
Notes: Number of cointegrating relations given. Critical values based on
MacKinnon–Haug–Michelis (1999) at 0.05 level
5.2.1 Unrestricted cointegration rank test (trace)
Null hypothesis: the number of cointegrating vectors is less than or equal to r
Alternative hypothesis: there are more than r cointegrating vectors
Hypothesized Eigenvalue Trace
statistic
0.05 Critical
value
Prob. #
Null Alternative
r = 0 rP 1 0.36 104.71 63.87 0.00
r 6 1 rP 2 0.10 31.92 42.91 0.39
r 6 2 rP 3 0.05 13.64 25.87 0.68
#MacKinnon–Haug–Michelis (1999) p-values
5.2.2 Unrestricted cointegration rank test (maximum eigenvalue)
Null hypothesis: the number of cointegrating vectors is r
Alternative hypothesis: there are (r + 1) cointegrating vectors
Hypothesized Eigenvalue Max-
eigenvalue
stat.
0.05
Critical
value
Prob. #
Null Alternative
r = 0 r = 1 0.36 72.78 32.11 0.00
r = 1 r = 2 0.10 18.28 25.82 0.35
r = 2 r = 3 0.05 8.43 19.38 0.78
#MacKinnon–Haug–Michelis (1999) p-values6.2. Historical cumulative contributions of BRIC and G3 M2 on
commodity prices
The cumulative contributions to commodity price of the struc-
tural shocks to G3 M2 and to BRIC M2 are reported in Fig. 6a from
estimating the SFAVEC model in Eqs. (1) and (2). The cumulative
contributions of structural shocks to commodity price are the mov-
ing average of the last 12 months to improve the readability of the
plot. Contextual information in Fig. 2 shows that commodity prices
fell during 2001 with recession in the US and fell sharply at the end
of 2008 during the global ﬁnancial crisis. Commodity prices rose
particularly strongly over 2006–2008.
In Fig. 6a the rapid increase in commodity price leading to a
peak in June 2008 is associated with positive structural shocks to
BRIC M2. The fall in commodity price from July 2008 to January
2009 is associated with the global ﬁnancial crisis during late
2008, recession in the US over December 2007 to June 2009, and
weak growth in Europe. Fig. 6a suggests that BRIC M2 and G3
M2 did not contribute to this decline in commodity price. The
cumulative impact of the BRIC countries’ M2 on the commodity
price is positive in the recovery of commodity price during 2009
and 2010.
Fig. 6b shows the difference in the cumulative effect on com-
modity price of structural shocks to BRIC M2 and G3 M2 (BRIC–
G3 M2) over 1999:01–2012:12. A positive (negative) value for
BRIC–G3 M2 indicates a larger (smaller) effect of BRICM2 on com-
modity price than that of G3M2. In Fig. 6b the contribution to com-
modity price of liquidity in BRIC countries relative to that of21 The one standard deviation generalized cumulative impulse response functions of
the variables in the SFAVEC model in Eqs. (1), (2) to shocks to all the variables is
available as Fig. 10 in the Appendix A.
22 We thank a referee for noting this point that it is possible that the initial variance
covariance matrix of the reduced form for residuals is close to a diagonal matrix.liquidity in G3 countries is much bigger since 2005. The relative
contribution of the BRIC countries’ liquidity to commodity price
is particularly important during 2006 through 2008 and from the
end of 2009 through 2010, in line with the rise in the economic
importance of the BRIC economies.
Fig. 4. One standard deviation generalized cumulative response of global variables to shocks in BRIC M2 and G3 M2. Notes: Results based on the SFAVEC model in Eqs. (1) and
(2).
Fig. 5. One standard deviation cumulative impulse response of global variables to shocks in BRIC M2 and G3 M2: Commodity price contemporaneously endogenous. Notes:
Results are based on the SFAVEC model in Eqs. (1)–(3).
Fig. 6. (a) Cumulative effect of structural shocks to BRIC and G3 M2 on commodity price. Notes: Results are obtained from estimating the SFAVEC model in Eqs. (1) and (2).
The cumulative contributions of structural shocks to commodity price are the moving average of the last 12 months expressed at an annualized rate. (b) Difference in
cumulative effect on commodity price of structural shocks to BRIC M2 and G3 M2. Notes: A positive (negative) value for difference in cumulative effect of structural shocks to
BRIC M2 and G3M2 on commodity price, BRIC-G3 M2, indicates larger (smaller) effect of BRICM2 on commodity price than that of G3 M2.
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components
We now examine the response of commodity price components
to innovations in BRIC M2 and in G3 M2. In the SFAVEC model inEqs. (1) and (2) the variable D logðCOMtÞ is replaced by the log dif-
ference of a commodity price component index (one at a time). The
commodity price component indices considered are for energy
commodities, agriculture commodities, mineral and metal
commodities, precious metal commodities, and raw materials
Fig. 7. One standard deviation generalized cumulative impulse response of disaggregated commodity prices to shocks in G3 M2 and BRIC M2. Notes: Results are based on the
SFAVEC model in Eqs. (1) and (2). Commodity price component indices are for energy, agriculture, mineral and metal, precious metal, and raw materials.
23 Thornton (2014, p. 210) notes that the liquidity effect, ‘‘the response of interest
rates to an exogenous, policy-induced change in the supply of credit – has been
extremely difﬁcult to isolate at any frequency’’. Fawley and Neely (2014, p. 76) state
that the search for the liquidity effect – ‘‘an injection of reserves that decreases the
28 R.A. Ratti, J.L. Vespignani / Journal of Banking & Finance 53 (2015) 18–33commodities. The responses of the commodity price component
indices innovations in BRIC M2 and in G3 M2 are shown in ﬁrst
row and in the second row, respectively, in Fig. 7.
It is found that positive innovations in the BRIC countries’
liquidity lead to statistically signiﬁcant and persistent increases
in global energy prices. The rise in energy prices is very steep in
the ﬁrst two months and then energy prices continue to rise.
Shocks to G3 liquidity have a small positive effect on global energy
prices that is not statistically signiﬁcant. Positive innovations in
both G3 and BRIC liquidity have positive and statistically signiﬁ-
cant effects on agricultural prices that persist over time. The size
of the effects of G3 and BRIC liquidity on agricultural prices are
similar in the ﬁrst few months, with a tendency for the BRIC effect
to grow larger over time while the G3 effect does not (after the ﬁrst
four months).
Positive shocks in G3 and BRIC liquidity have positive and sta-
tistically signiﬁcant effects on mineral and metal prices that persist
over time. The size of the impact of BRIC M2 on mineral and metal
prices is over 60% larger than that of G3 M2 three months after the
shock. The BRIC liquidity effect on mineral and metal prices contin-
ues to grow larger over time and after twenty months is over twice
the size of the effect of increases in G3 liquidity. Positive innova-
tion in BRIC M2 accompanies statistically signiﬁcant and growing
increase in raw materials prices. Positive shocks to G3 M2 have a
positive effect on global raw materials prices that is statistically
signiﬁcant over a two to six month window. Increases in both G3
and BRIC liquidity have positive and statistically signiﬁcant effects
on precious metal prices that persist over time. On precious metal
prices, the size of the effects of G3 M2 is twice as large as that of
the effects of and BRIC M2.
The overall conclusion of this section in that positive shocks in
BRIC M2 have much larger effects on commodity prices, energy
prices, mineral and metal prices, and raw material prices than do
positive shocks in G3 M2. Shocks to G3 liquidity did not have a sta-
tistically signiﬁcant effect on global energy prices. It is only on pre-
cious metal prices that shocks to G3 M2 have larger effects than
shocks to BRIC M2. The results for the effects of structural innova-
tions in BRIC M2 and in G3 M2 on commodity price component
indices is consistent with the result in the previous sub-section
that the magnitude of the positive effect of positive BRIC M2 inno-
vations compared to positive G3 M2 innovations on commodity
prices is much larger and that the disparity grows over time.nominal interest rate’’ – have been mixed with many studies ﬁnding aberrant results
with aggregate data.
24 A striking example of different objectives and circumstances in juxtaposition to
the central banks in the G3 economies is provided by the People Bank of China.
Goodfriend and Prasad (2007) argue that China’s monetary authority exercises an
independent monetary policy, capital controls and a ﬁxed exchange rate policy
explicitly targeting M2, while the G3 central banks’ target an interest rate and operate
under a ﬂoating exchange rate regime with free capital mobility.7. Is there a liquidity effect at global level?
Friedman and Kuttner (2010) in their extensive review of the
literature and analysis of the data (particularly pertaining to the
1990s and later) ﬁnd no evidence for a relationship between bankreserves and short-term interest rates for the United States, the
Euro area, or for Japan.23 For the BRIC economies empirical evidence
suggests no liquidity effect either. Fernald et al. (2014) investigate
the effects of Chinese monetary policy on the Chinese economy,
and report impulse response results from a structural FAVAR model
showing a shock to M2 raises the interest rate (signiﬁcantly) for sev-
eral months (Fig. 5, Fernald et al., 2014). Catão and Pagan (2011) and
Bicchal (2010) in VAR analyses for Brazil and India, respectively, ﬁnd
that positive innovations in aggregates are associated with statisti-
cally insigniﬁcant effects on policy interest rates. Ono (2013) ﬁnds
that for Russia, a positive shock in monetary base has a negative
effect on the overnight Moscow Interbank Actual Credit Rate over
1999–2011, but that the effect is only statistically signiﬁcant in
one of the three structural VAR they consider.
For the global variables in the model it is not clear from the lit-
erature what the effects of liquidity on interest rates should be.
While commodity prices might be exogenous to an individual
economy, they are endogenous to the global economy. There is
no global central bank and countries have different exchange rate
regimes, capital controls andmonetary policies.24 Figs. 4 and 5 indi-
cate that a positive shock to BRIC M2 leads to a statistically signiﬁ-
cant rise in global interest rates, and that a shock to G3 M2 leads
to a statistically insigniﬁcant rise in global interest rates. Figs. 4
and 5 show that BRIC’s liquidity signiﬁcantly impact commodity
prices and hence global CPI in the ﬁrst 3 months. Consequently, G3
central banks may tight monetary policy in response to an increase
in commodity prices and domestic inﬂation.
To determine more clearly the empirical effects of liquidity on
global interest rates we extend the model in Eqs. (1)–(3) by disag-
gregating the global interest rate into separate principal compo-
nents for G3 central bank interest rate and BRIC central bank
interest rate. The GIRFs of positive shocks G3 M2 and BRIC M2
on G3 interest rate and BRIC interest rate are reported in Fig. 8. IRFs
based on Eqs. (1)–(3) give similar results to those in Fig. 10. A posi-
tive innovation in G3 M2 leads to a decline in interest rate in the
G3. However, column 2 Fig. 8 shows that an increase in liquidity
in BRIC countries is associated with tightened monetary policy in
Fig. 8. One standard deviation generalized cumulative impulse response using disaggregated global interest rate. Notes: Results are based on the SFAVEC model in Eq. (1) and
modiﬁed Eq. (2) in which GIRt has been replaced by G3IRt and BRICIRt .
Fig. 9. One standard deviation generalized cumulative impulse of global variables to shocks to BRIC M2 and G3 M2 (Global variables weighted by nominal GDP). Notes:
Results based on the SVEC model in Eqs. (1) and (2) with global variables constructed by summing national variables weighted by relative nominal GDP.
Fig. 10. One standard deviation cumulative impulse response of global variables to shocks in BRIC M2 and G3 M2: commodity price contemporaneously exogenous. Notes:
Results are based on the SFAVEC model in Eqs. (1), (2) and (8). The global variables are based on principal components.
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with a sizable increase in commodity prices and hence global
inﬂation.25 Finally, columns 3 and 4 in Fig. 8 show that BRIC M2
and G3 M2 shocks are statistically insigniﬁcant in inﬂuencing BRIC
interest rate.8. Robustness analysis
In this section we evaluate the robustness of our model by
exploring outcomes when using different indicators for global
interest rates, industrial production and CPI, lag structures, dummy
variables to reﬂect the global ﬁnancial crisis, disaggregation of
global output into separate principal components for G3 output
and BRIC output, and non-recursive structural identiﬁcation
restrictions widely used in the SVAR literature.25 This new ﬁnding is consistent with the ﬁnding by Bernanke et al. (1997),
Hamilton and Herrera (2004) and Leduc and Sill (2004), amongst others, that
monetary policy in developed countries responds to oil price shocks.8.1. Global variables: alternative global weights
In the earlier analysis the inﬂuence of global interest rate, global
industrial production and global CPI is captured by the leading
principal components from interest rates, industrial production
and CPI in the BRIC and G3 economies. Beyer et al. (2000), Giese
and Tuxen (2007), and Belke et al. (2013) aggregate global vari-
ables by using nominal GDP weights converted to a single currency
(interpolated monthly). We constructed a global indicator of inter-
est rate, CPI and industrial production by using nominal GDP rela-
tive to total GDP (G3 and BRIC GDP) weights for the US, Euro area,
UK, Japan, Brazil, Russia, India and China economies. These three
global indicators are substitute for GIRt ;D logðGCPItÞ and
D logðGIPtÞ in Eqs. (1)–(3). The cumulative impulse responses are
re-estimated from the reconstituted SFAVEC model.
The ﬁrst and second rows of Fig. 9 show the response in global
variables to one standard deviation generalized impulses in BRIC
M2 and in G3 M2, respectively. Positive innovations in the BRIC
countries’ liquidity lead to signiﬁcant and persistent increases in
Table 6
Log likelihood ratio (LR) test for over-identiﬁed restrictions null hypothesis: restrictions are valid.
Cases LR  v2ðq kÞ Chi-square value Probability
COM contemporaneously endogenous and does not inﬂuence GIP and GCPI contemporaneously
Eq. (3) 0 0.81 0.36
COM contemporaneously exogenous and does inﬂuence GIP and GCPI contemporaneously
A 2 7.10 0.03
B 2 7.27 0.02
C 3 14.71 0.00
D 1 6.19 0.01
Notes: Notation is commodity price, COM, global industrial production, GIP, global consumer prices, GCPI, G3 M2 and BRIC M2. Case A: G3 M2 inﬂuences BRIC M2
contemporaneously and not vice versa. Case B: BRIC M2 inﬂuences G3 M2 contemporaneously and not vice versa. Case C: G3 M2 and BRIC M2 do not inﬂuence each other
contemporaneously. Case D: G3 M2 and BRIC M2 inﬂuence each other contemporaneously. q is the number of imposed restriction and k is the number of free parameters
under Cholesky lower-triangle decomposition.
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prices. As before, following the BRIC M2 shock, the rise in commod-
ity prices is steep in the ﬁrst few months and then continues to
increase. A difference from before (reported in Fig. 4) is that now
positive innovations in BRIC M2 signiﬁcantly affect global CPI.
In the second row of Fig. 9 shocks to the G3 economies’ liquidity
are not associated with statistically signiﬁcant changes in global
interest rates or global industrial production. A positive innovation
in G3 M2 does lead to an increase in commodity prices that is
larger than in the earlier principal component model and is statis-
tically signiﬁcant for twenty months. However, positive innova-
tions in BRIC M2 continue to be linked with a positive effect on
commodity prices that is larger than is the effect of unanticipated
increases in G3 liquidity on commodity (although not by as great a
margin). The magnitude of this relatively larger effect of BRIC M2
compared to G3 M2 on commodity prices slowly grows over time.
8.2. Alternative lag-lengths
An alternative lag selection can be selected using the Akaike
information Criterion (AIC) rather than SC criterion used in our
previous estimation. The AIC select two lags (rather than one) in
estimation of the SFAVEC model described in Eqs. (1) and (2).
The model is re-estimated with two lags and generalized cumula-
tive impulse response results are very similar to those obtained in
Fig. 4. While results stay statistically signiﬁcant the conﬁdence
bands around point estimates tend to increase slightly (results
are available under request).
8.3. Global ﬁnancial crisis
The global ﬁnancial crisis was associated with dramatic changes
in commodity prices. To deal with the global ﬁnancial crisis we
introduce a dummy variable that takes the value 1 from July
2008 to December 2008 and 0 otherwise into Eq. (1).26 Results
are essentially unchanged from those in Fig. 4 from following this
strategy for dealing with the global ﬁnancial crisis (and are available
from the authors).
8.4. Disaggregated global output
To determine more clearly the empirical effects of liquidity on
commodity prices we extend the model in Eqs. (1)–(3) by
disaggregating the global output variable into separate principal
components for G3 output and BRIC output, on the grounds that
failure to model these separate output factors might be inﬂuencing26 Perri and Quadrini (2011) identify the third and fourth quarter of 2008 as being
the global ﬁnancial crises period. To correspond to this analysis we identify July 2008
to December 2008 as being the crisis period. With monthly data a narrower focus is
possible. We experiment with September 2008 to November 2008 as being the global
ﬁnancial crises without changing results.results. In results not reported it is found that unanticipated
increases in the BRIC countries’ liquidity continue to have much
larger effects on commodity prices than unanticipated increases
in G3 liquidity, even when output is disaggregated for developed
and emerging economies.27
8.5. Alternative structural identiﬁcation strategies
The structural model in Eq. (3) takes commodity prices as con-
temporaneously endogenous. The model in Eq. (3) is just identiﬁed.
As an alternative, here we assume that commodity prices are con-
temporaneously exogenous and they inﬂuence contemporaneously
output and prices (as in Kim and Roubini, 2000 and in other
models). The restriction that commodity prices are contemporane-
ously exogenous opens up the possibilities with regard to identify-
ing assumptions concerning the contemporaneous relationship
between G3 M2 and BRIC M2. The four possibilities for whether
G3 M2 and BRIC M2 respond or do not respond to each other in
the same month are presented in Eqs. (9)–(12) when building on
the Kim and Roubini (2000) model.
BoXt ¼
1 b01 b02 0 0 b05
b10 1 0 b13 b14 0
b20 b21 1 b23 b24 0
0 0 0 1 b34 b35
0 0 0 0 1 b45
0 0 0 0 0 1
2
666666664
3
777777775
GIRt
D logðG3M2tÞ
D logðBRICM2tÞ
D logðGCPItÞ
D logðGIPtÞ
D logðCOMtÞ
2
666666664
3
777777775
ð9Þ
BoXt ¼
1 b01 b02 0 0 b05
b10 1 0 b13 b14 0
b20 b21 1 b23 b24 0
0 0 0 1 b34 b35
0 0 0 0 1 b45
0 0 0 0 0 1
2
666666664
3
777777775
GIRt
D logðBRICM2tÞ
D logðG3M2tÞ
D logðGCPItÞ
D logðGIPtÞ
D logðCOMtÞ
2
666666664
3
777777775
ð10Þ
BoXt ¼
1 b01 b02 0 0 b05
b10 1 0 b13 b14 0
b20 0 1 b23 b24 0
0 0 0 1 b34 b35
0 0 0 0 1 b45
0 0 0 0 0 1
2
666666664
3
777777775
GIRt
D logðG3M2tÞ;
D logðBRICM2tÞ;
D logðGCPItÞ
D logðGIPtÞ;
D logðCOMtÞ
2
666666664
3
777777775
ð11Þ27 In addition it is apparent that positive shocks to BRIC countries’ output are linked
with larger effects on commodity prices than positive shocks to G3 output. These
results are available from the authors.
Fig. 11. One standard deviation generalized cumulative impulse response. Notes: The one standard deviation generalized cumulative impulse response functions of the global
interest rate (Global IR), G3 M2, BRIC M2, global CPI (Global CPI), global industrial production (Global IP), global commodity price (Commodity prices) to structural
innovations in all the endogenous variables in the SFAVEC model in Eqs. (1), (2). The global variables are based on principal components.
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1 b01 b02 0 0 b05
b10 1 b12 b13 b14 0
b20 b21 1 b23 b24 0
0 0 0 1 b34 b35
0 0 0 0 1 b45
0 0 0 0 0 1
2
666666664
3
777777775
GIRt
D logðG3M2tÞ;
D logðBRICM2tÞ;
D logðGCPItÞ
D logðGIPtÞ;
D logðCOMtÞ
2
666666664
3
777777775
ð12Þ28 Similar results to those in Fig. 10 obtain for substituting Eq. (9) with the
identifying restrictions implied by Eqs. (10), (11) or (12).In the setup in Eq. (9), G3 M2 inﬂuences BRIC M2 contemporane-
ously and not vice versa, etc.
We use the log likelihood ratio (LR) test for over-identiﬁcation
restrictions to assess if these restrictions ﬁt the data. Results for
this test are presented in Table 6 for restrictions proposed in Eqs.
(3), and (9)–(12). In Table 6, column 2 shows the number of over
identiﬁed restriction and column 3 shows the chi-square values.
In column 4 the probability values of rejecting the null hypothesis
of ‘‘restrictions are valid’’ are presented. The restrictions imposed
in Eq. (3) cannot be rejected even at the 30% level, indicating that
the restrictions in Eq. (3) ﬁt the data fairly well compared to the
models in Eq. (9) through Eq. (12). The probability values show
that this test strongly rejects the restrictions imposed in models
(9)–(12) at the 5% level. Among these models, the model in Eq.
(9), the model that only restricts the contemporaneous impact of
BRIC M2 on G3 M2, is marginally the best model and will be
examined for impulse response to liquidity shocks.Fig. 10 shows the responses of the variables in the SFAVEC
model in Eqs. (1), (2) and (9) to one standard deviation cumulative
impulse response function in BRIC M2 and in G3 M2. Results sup-
port the main conclusion of the earlier analysis concerning a bigger
effect on commodity prices of innovations in Bric M2 compared
with G3 M2. In Fig. 10, in the ﬁrst row BRIC M2 has a statistically
effect on commodity prices, and in the second row G3 M2 does not
have a statistically effect on commodity prices.28 In addition, global
industrial production responds signiﬁcantly to BRIC M2 (and not to
G3 M2). Results in Fig. 10 from the model in the Eqs. (1), (2) and
(9) have several differences compared to the results in Figs. 4 and
5, consistent with the rejection of the restrictions in the model (9)
compared to the null hypothesis of the Cholesky decomposition
restrictions outlined.9. Conclusion
In this paper we investigate the inﬂuence of liquidity as it arises
from the major developed and major developing economies on
commodity and disaggregated commodity prices. The magnitude
of the positive effect on commodity prices of positive BRIC liquidity
innovations compared to that of positive G3 liquidity innovations
on commodity prices is much larger and the disparity grows over
time. Positive shocks in BRIC liquidity have much larger effects
32 R.A. Ratti, J.L. Vespignani / Journal of Banking & Finance 53 (2015) 18–33on energy prices, mineral and metal prices, and rawmaterial prices
than do positive shocks in G3 liquidity. It is only on precious metal
prices that shocks to G3 M2 have larger effects than shocks to BRIC
M2. A positive shock in BRIC M2 is associated with a boom in glo-
bal industrial production and global tightening in monetary policy
as indicated by increases in central bank discount rates. Global
industrial production and global interest rates do not respond sig-
niﬁcantly to innovations in G3 M2.
Results are robust to alternative identiﬁcation schemes in the
structural factor-augmented vector error correction model, to dif-
ferent measurement of global variables, to treatment of the global
ﬁnancial crisis, and to variation in lag length. Findings suggest dur-
ing what Hamilton (2013) refers as a ‘‘new industrial age’’ (1997–
2010), characterized by billions of people making the transition
from agricultural to industrial activity with increases in real
income beyond subsistence levels, increases in liquidity in the
major developing countries have much more powerful conse-
quences for global commodity prices than do increase in liquidity
in advanced countries.Appendix A. One standard deviation generalized cumulative
impulse response
The one standard deviation generalized cumulative impulse
response functions of the variables in the SFAVEC model in Eqs.
(1) and (2) to shocks to all the variables are reported in Fig. 11.References
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