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Abstract
We show that the formally exact expression for the free energy (with a non-
relativistic Hamiltonian) for the correlated metal generates the Poisson equa-
tion within the saddle-point approximation for the electric potential, where
the charge density automatically includes correlations. In this approximation
the problem is reduced to the self-consistent periodical Anderson model (SC-
PAM). The parameter of the mixing interaction in this formulation have to
be found self-consistently together with the correlated charge density. The
factors, calculated by Irkhin, for the mixing interaction, which reflect the
structure of the many-electron states of the f -ion involved, arise automati-
cally in this formulation and are quite sensitive to the specific element we are
interested in. We also discuss the definitions of the mixing interaction for the
mapping from ab initio to model calculations.
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I. INTRODUCTION
The local density approximation (LDA) to density functional theory (DFT) is working
surprisingly well in many cases for which is is expected not to work at all. One of its
most important features is that the self-consistent procedure provides a quite accurate dis-
tribution of the charge density, calculated from the Kohn-Sham equation1 which is more
accurate than the Poisson equation It is also important to understand why the form of the
potential which has been derived from the theory of a homogeneous electron gas with the
charge density which includes contributions from the localized electrons (the extreme case
of non-homogeneity) works so well. Below we will show that, at least, the Poisson equa-
tion can be formulated also in the case of strongly correlated system, where some part of
the electrons are either fully or partly localized. One the one hand, physically it is clear
that the role played by the localized (core) electrons in the formation of the potential is
the screening of the nuclear potential experienced by the conduction electrons (which con-
tribute to the cohesive energy). The localized electrons do not contribute to the cohesive
energy and, therefore, the error, coming from an insufficient description of the core electrons
is not so essential for the properties derived from a calculation of the total energy at zero
temperature. On the other hand, the experience accumulated using the LDA-DFT shows
that it fails to describe the properties, which require information about (quasi)localized
electrons, like photo-electron spectroscopy experiments, or exchange interaction between lo-
calized electrons in magnetic insulators, semiconductors, etc. In these cases, methods either
completely based on the field theory or the ones combining the field-theory and DFT, are
desirable. The models often used are the Anderson impurity and periodical models and here
we will discuss mainly the periodical model. There are two ways for providing methods
combining DFT and field theory. The first way is the following. The field operators can be
constructed using the functions generated within a LDA-DFT calculation and a correction,
constructed from the difference Hint = Hfull −HLDA, can be used to correct the electronic
structure generated by the initial LDA calculation2. The motivation for using the LDA-DFT
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basis here is that one can expect compensation by the LDA potential from those part of
the self-energy for the conduction electrons, which corresponds to a static random phase
approximation3. This way, however, involves complex calculations of the matrix elements
of the Coulomb interaction and frequency-dependent magnitudes, like the self-energy, that
in practice such calculations are quite hard to perform4,5. The other way, much more often
used, is some mapping to the Anderson or Hubbard models. Then, two difficulties arise.
First, the question about double counting of some of the interactions, and also how to calcu-
late the parameters of the model which is chosen for treating correlations. Second, the model
calculations often involve a redistribution of spectral weights between low- and high-energy
regions and a redistribution of the charge density caused by it. The latter is never taken
into account in the model calculations. It is especially important since any redistribution
of charge involves a large Coulomb energy. This is especially important when the Anderson
model is used for discussing magnetic properties. These properties are determined by the
effective exchange integral ∼ V 2/U (where V is the mixing and U is the Hubbard on-site re-
pulsion) and, therefore, involves small energies. Calculations of this small energy difference,
having neglected a possibly greater Coulomb energy, can easily lead to a misinterpretation
of the experimental data. It is also important that the mixing interaction is representation
dependent and, therefore, for the description of a real system within a model it is important
to define clearly what is mixing interaction for that special case. This shows the need for
a formulation which allows for a self-consistent calculation of the parameters of the model
together with the charge density. Such an opportunity arise in a natural way if one starts
with the full Hamiltonian and treat the single-ion Coulomb interactions in some approxima-
tion which takes into account the strong local electron correlations. Such a scheme has been
suggested earlier6, however, the strong electron correlations (SEC) have been treated within
the slave-boson technique which at present seems to be unsatisfactory for reasons which we
will not discuss here (see, Ref.7). Here we will discuss the parameters of the Anderson model
within the same scheme, using the definitions of the operators in a non-orthogonal basis set
different from Ref.6, but coinciding with the ones used in Ref.2 and8. We have discussed a
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way to calculate the single-site Coulomb repulsion parameter, Hubbard U , earlier2,8,9. Here
we pay attention mainly to the mixing interaction. The organization of the paper is as
follows. In section II we rewrite the Hamiltonian in an non-orthogonal basis set, and con-
struct the many-electron operators. Using a saddle point approximation we get the Poisson
equation for the SEC system. In section III we show how the periodical Hubbard-Anderson
model appears using the results of section II. In section IV we discuss the mixing parameter
entering the model, and in section V we conclude with a discussion.
II. THE POISSON EQUATION IN THE SYSTEM WITH SEC
Here we reformulate the derivation given in Ref.6, using the same ideology of separating
the electrons in core and valence states. The zero level Hamiltonian is the one considered
in Ref.6, but within a non-orthogonal basis set and, what is more important, here we avoid
the slave-boson technique in favor of the diagram technique from the atomic limit developed
in Ref.2,8. Let us consider an ion which has n f -electrons in the ground state. Then, only
the transitions Γn → Γn±1 will be allowed in the spectrum of excitations while all other
transitions like Γn → Γn±2,Γn±3, involving a larger number of electrons, will be strongly
suppressed by the large energy separation between these states. If the energy of the atomic-
like transition ∆2 ≡ E(n+1)Γ −E(n)Γ′ between an (n+1) and n-electron state, Γ and Γ′, of the
f -ion is much higher than the Fermi energy, εF , the number of f -electrons in the ion will
be fixed. Indeed, in this limit this upper ”single-electron” level is empty while the lower
one, even if it forms a band, will be fully filled. In the rare earth elements the populated
part of the f -spectral density corresponding to the transitions ∆1 ≡ E(n) − E(n−1) is much
below εF (except for Ce, and perhaps Sm). It can be also much below the bottom of the
conduction-electron bands. When an orbital has such a low energy, the mixing interaction,
as well as overlap between these core-like levels and conduction electrons are negligible10.
This physical picture exactly corresponds to the type of ab initio calculation where the f -
electrons are kept in the core. One can use the many-electron functions for the description of
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the ground state of an ion from DFT-LDA-based calculations too. All electrons in this case
experience the same potential. As has been shown in Ref.8, this picture is valid when the
energy of the upper transition, ∆2 = E(n+1)−En, is much above Fermi energy. However, the
photo-electron spectroscopy experiments show that even in rare earth elements, for which
this picture seems to be most appropriate, the level ∆2 is sometimes only slightly above
εF
11. Therefore, due to mixing interaction and, possibly, hopping, a band with mixed f -
and conduction electron states12 can be formed. As discussed in details in Ref.8, this leads
to shifts of spectral weights from integer values and a violation of the single-electron picture.
These spectral weights, therefore, must enter the expression for the charge density in the
Poisson equation. Besides, they control the strength of the mixing and hopping. Let us
derive the Poisson equation which contains the information about these spectral weights
and is valid not only for zero temperature. Here, we will not consider the formation of
phonons and scattering processes which involve them, nor plasmons.
A. The Hamiltonian in a Non-Orthogonal Basis Set
An orthogonalization procedure of the wave-functions belonging to different ions leads
to a coupling of the states. This makes it difficult to separate the strongest single-site in-
teractions. Therefore, the local strong interactions between f -electrons can most easily be
taken into account in the non-orthogonal site representation. For this reason we will, to
some extent, use the technique developed previously2 (below referred to as I). The delocal-
ized electrons are treated within the weak-coupling perturbation theory (WCPT), while the
localized (or semi-localized) within the strong-coupling theory (SCPT), see I. In order to
introduce, for the f -operators (and other core electrons), the many-electron representation
we rewrite the field operator, ψˆσ(r), in the jL-representation
ψˆσ(r) =
∫
dq e−iq·rφjL(r)ajL, (1)
ajL = [(1− δL,µ)cjL + δL,µfjµ]. (2)
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Here, j ≡ Rj is the site, L ≡ (l, ml, s = 1/2, σ), l is the orbital moment, ml is its projection
to the z-axis, s is electron spin and σ its projection to the same axis µ indicates localized
electrons. In Eq.(2) we have separated all electrons to two classes: core electrons, fjµ, which
either remain fully localized in solids, or only partly delocalized, and delocalized electrons,
cjL, which will be described in k-space in regular crystals. Since the essential part of the
work to be done concerns the localized electrons, it is reasonable to formulate the approach
in the site representation first. The basis functions φjL(r) are in general not orthogonal to
each other,
∫
drφ∗jL(r)φj′L′(r) = OjL,j′L′. (3)
therefore, from {ψσ(r), ψ†σ′(r′)} = δ(r− r′)δσσ′ , we see that
{ajL, a†j′L′} = O−1jL,j′L′, (4)
where O−1jL,j′L′ is the (jL, j′L′)-matrix element of the inverse of the overlap matrix O.
The full Hamiltonian is
H =
∫
drψ†σ(r)

 p2
2m
−∑
j
Zje
2
|r−Rj| − C∞

ψσ(r) +Hnn
+
1
2
∫
drdr′ψ†σ(r)ψσ(r)v(r− r′)ψ†σ′(r′)ψσ′(r′), (5)
Hnn =
∑
j
ZiZje
2
|Ri −Rj| , (6)
where C∞ is the infinite constant
∫
drdr′δr − r′)v(r − r′)∑σ′ δσσ′ which arose when we
transformed ψ†1ψ
†
2v(1, 2)ψ2ψ1 into ψ
†
1ψ1v(1, 2)ψ
†
2ψ2. We omit this constant below, since it
does not influence the physics. Let us rewrite the Hamiltonian in the representation using
the functions φjL(r) (which can also be defined in different ways and we shall discuss it
later). Using the expansion in Eq.(1) inserted into Eq.(5) gives
H = Hnn +
∑
j2L2,j3L3
h0j2L2,j3L3a
†
j2L2aj3L3
+

1
2
∑
{jL}
vj2L2,j3L3,j4L4,j5L5a
†
j2L2
aj5L5a
†
j3L3
aj4L4

 . (7)
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Here
h0j2L2,j3L3 ≡ (j2L2|

 p2
2m
−∑
j
Zje
2
|r−Rj|

 |j3L3), (8)
Now we assume that the nuclei are in fixed positions and separate the part of the Hamiltonian
which contains on-site interactions between electrons that are treated as core electrons
Hion =∑
j
Hionj =
∑
j
{∑
µ2,µ3
h0jµ2,,jµ3f
†
jµ2fjµ3
+
1
2
∑
{µ}
vjµ2,jµ3,jµ4,jµ5a
†
jµ2ajµ5a
†
jµ3ajµ4

 . (9)
The single-site part of the problem and the rest will be treated in different approximations.
We want to use Hubbard operators that are usually introduced in such a way that they
diagonalize the single-ion Hamiltonian
H ionj |j,Γn〉 = EjΓn|j,Γn〉, (10)
XΓnΓmj ≡ |j,Γn〉〈j,Γm|. (11)
Let us now discuss how to construct them.
B. The Hubbard Operators in Terms of Fermions
We are not able to diagonalize the full Hamiltonian exactly, unless for certain model cal-
culations, and we have to use some approximation. In order to ensure that the ground-state
wave function fulfills Hunds rules, we will follow the technique by Irkhin13, who translated
the Racah technique, used in atomic spectroscopy14 for the wave functions, into the oper-
ator language. Although this issue has been discussed in Refs.15,2, we find the definition
used not fully satisfactory and in need of a slight modification. For this reason we discuss
the definition of the many-electron operators and, correspondingly, the connection between
the Hubbard operators and the many-electron creation and annihilation operators and the
modification needed. The creation operator for a group of n equivalent electrons (say, in an
f -shell) in the many-electron state |Γn〉 = A†Γn |0〉 in Irkhin’s definition has the form
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A†Γn =
1√
n
∑
µ,Γn−1
GΓnΓn−1C
Γn
Γn−1,µf
†
µA
†
Γn−1 . (12)
Here GΓnΓn−1 are the fractional parentage coefficients, which do not depend on the momentum
projections (if n ≤ 2, G = 1 and the squared coefficient, (GΓnΓn−1)2 , measures the fracture of
the state |Γn−1〉 in |Γn〉); CΓnΓn−1,µ are the Clebsch-Gordan coefficients,
CΓnΓn−1,µ ≡ C
LnM
(n)
L
LnM
(n−1)
L
,lml
C
SnM
(n)
S
Sn−1M
(n−1)
S
,1/2,σ
, (13)
where Ln,M
(n)
L , Sn,M
(n)
S are the orbital moment, its projection, spin moment and its projec-
tion for the n-electron configuration |Γn〉. In order to be able to calculate the commutation
relations between the conduction electrons and the Hubbard operators (H-operators) as well
as between the H-operators themselves, we have to express them in terms of Fermion oper-
ators. We have to provide the correct commutation relations for H-operators, belonging to
the same site
[XγΓ, XΛχ]± = δ
ΓΛXγχ ± δχγXΛΓ. (14)
If we try to define an H-operator in the form of a product of the operators A,i.e.XγΓ = A†γAΓ,
we should get zero if we multiply by XγΓnXΛmχ for n 6= m. This should be provided by the
fact, that for the Fermion operators f 2 = (f †)2 = 0. However, the product AΓnA
†
Λm 6= 0, if
n < m, because the operators AΓn do not contain information about non-filled orbitals of
the shell. The operators AΓn do not provide the orthogonality of the states with different
number of electrons in shell. The recipe suggested in Ref.15 is to define new operators as
follows
A˜†Γn = A
†
Γn
∏
µ
(1− nˆµ), A˜Γn =
∏
µ
(1− nˆµ)AΓn . (15)
The product should run over all non-filled orbitals. Let us consider, for example, the two-
electron state composed of f -states, |Γ2〉 = |L = 5,M (2)L = 4, S = 1,M (2)S = 0〉. Then, the
operator
A†Γn =
∑
m1m2σ1σ2
C5,43m1,3m2C
1,0
1/2,σ1;1/2,σ2
f †3m1;1/2,σ1f
†
3m2;1/2,σ2
(16)
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combines three terms (for briefness below we omit indices l = 3 and spin s = 1/2 :
A†Γ2 = α[f
†
3↑f
†
1↓ + γf
†
2↑f
†
2↓ + f
†
1↑f
†
3↓] (17)
with α =
√
5/253, γ = 27/
√
15. Now, we have to multiply this by the product of the
factors (1− nˆµ), where µ runs over all empty orbitals. From this a problem is apparent: the
different terms of the combinations of Clebsch-Gordan coefficients involve different orbitals
and, therefore, it is impossible to choose a single factor which includes all empty orbitals
for each term in the sum. Therefore, each term of the sum must be supplemented with its
own factor. In this particular example the new many-electron operator should be defined as
follows
A˜†Γ2 = α

f †3↑f †1↓ ∏
m1 6=3
(1− nˆm1↑)
∏
m2 6=1
(1− nˆm2↓) + γf †2↑f †2↓
∏
m1 6=2
(1− nˆm1↑)
∏
m2 6=2
(1− nˆm2↓)
+ f †1↑f
†
3↓
∏
m1 6=1
(1− nˆm1↑)
∏
m2 6=3
(1− nˆm2↓)

 ≡ α[A˜†Γ2(3↑,1↓) + γA˜†Γ2(2↑,2↓) + A˜†Γ2(1↑,3↓)].
(18)
Obviously, in a general case, when we construct the operator A˜†Γ2 , each term in the sum
should be multiplied by the product of the factors (1 − nˆmσ) corresponding to this term,
where the set of {mσ} includes only those orbitals which are not included in the product
of the f -operators in the corresponding term of the Clebsch-Gordan sum. Let us denote
this product Π¯, where the bar over Π means that it contains only complementary orbitals.
In I we used the orbital representation, where each H-operator contains only one term,
containing n creation f -operators for the n-electron state which is multiplied by the product
Π¯. We we will call it elementary operator. In the case of Eq.(18) these operators are
A˜†Γ2(3↑,1↓), A˜
†
Γ2(2↑,2↓)
, A˜†Γ2(1↑,3↓). We can, therefore, make the statement that any operator
of a state in a central field (i.e. of the Clebsch-Gordan combination type) or in a crystal
field, can be represented as a sum of elementary operators with the coefficients, which are
dictated by the symmetry of the surrounding of the ion. Since the construction of the state
in central field within the Racah technique is recursive, i.e. the n-electron state is composed
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of (n−1)-electron states and one-electron states, the (n−1)-one is made of the combination
of (n− 2)-and one-electron states, and so on, this statement needs proof. Let us start with
a many-electron operator, describing one localized electron in orbital 1. The electron state
has the form f †1
∏
ν 6=1(1 − nˆν). In order to construct the state, which contain two electrons
localized in the states 1 and 2, we have to multiply this operator by f †2 from the left-hand
side. Since f †2 (1 − nˆ2) = f †2 , all extra factors (1 − nˆν) are automatically projected out and
we are back at Eq.(12). Therefore, each step to a higher number electron operator will be
started again with Eq.(12). This means that the factors Π¯ should be added in each term of
the sum in the last step only. Thus, the Hubbard operator can be written in the form
XγΓ = A˜†γA˜Γ, (19)
where each elementary operator entering the sum for the operator A˜†γ contains the projecting
product Π¯(i)γ . The same is valid for A˜Γ and Π¯
(j)
Γ . Then, we can represent each fjµ-operator
in any place where we meet it, particularly, in the Hamiltonian, in terms of H-operators
Xaj ≡ Xa(γ,Γ)j ≡ X [γ,Γ]j :
fjµ ≡ (fµ)aXaj . (20)
Here, repeated indices are summed over. The H-operators can also be written in the Hubbard
formX
[γ,Γ]
j ≡ |Rj, n, γ〉〈Rj, n+1,Γ| or in terms of products of Fermion operators as discussed
above (here |Rj, n, γ〉 and |Rj, n + 1,Γ〉 are many-electron n- and (n + 1)-particle states).
Using the definition of the many-electron operators and the Hubbard operators in terms
of Fermion operators one can calculate all commutation relations between the conduction
electrons operators and the Hubbard operators2,
{cjL, X a¯j′} = O−1jL,j′νf bνεba¯ξ Zξj′. (21)
Here, a, b denote the Fermi-like transitions from the n- to (n + 1)-electron state (a =
a(Γn,Γn+1)), a¯ denotes the inverse transition (a¯ = a¯(Γn+1,Γn)), ξ = ξ(Γn,Γ
′
n) and ε
ba¯
ξ
are the structure constants of the algebra for the Hubbard operators,
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{Xbj , X a¯j′} = εba¯ξ Zξj′, {Xbj , Zξj′} = εbξa Xaj′, {X b¯j , Zξj′} = εb¯ξa¯ X a¯j′. (22)
The summation over repeating indices is implied. A Bose-like transition is denoted as Zξ
and a diagonal Bose-like operator is denoted as hΓj , h
Γ
j ≡ Zξ(Γ,Γ)j .
C. The Field for the Electric Potential and the Poisson Equation
Let us introduce the Fourier-component of the charge density for the nuclei in the point
Rα with the charge Zα:
ρˆn(q) =
∑
j
Zje
iq·Rj . (23)
Then, the interaction between the nuclei is
Hcoulnn =
1
2
∑
jj′
ZjZj′e
2
|Rj −Rj′| =
∫
dqρˆi(q)
4πe2
q2
ρˆi(−q). (24)
The interaction between electrons and nuclei,
Hcoulen = −
∑
j
∫
drρˆe(r)
Zje
2
|Rj − r|
= −
∫
dqρˆe(q)
4πe2
q2
ρˆn(−q), (25)
contains the electrons which are localized to the same nucleus, or to other ones, and those
which are in a mixed state. The interaction of the localized electrons with their own nucleus
is
−∑
j
∫
dr
Zje
2
|r−Rj|φ
∗
ν(r−Rj)φµ(r−Rj)(f †νfµ)ξZξj
= −
∫
dq
4πe2
q2
∑
j
ZjS
ξ
j (q)Z
ξ
j , (26)
where Sξj is the form-factor of the ion, which takes into account the contribution of the
orbitals ν and µ into the transition ξ
Oξj (q) =
∫
dreiqrφ∗jν(r)φjµ(r)(f
†
νfµ)
ξ (27)
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and the index j in φjµ(r) denotes affiliation of this function to the ion on Rj. This term is
included to the Hamiltonian for the ion in this point. The term
−∑
jn
∫
dr
Zje
2
|r−Rj|(1− δjn)φ
∗
ν(r−Rn)
×φµ(r−Rn)(f †νfµ)ξZξn
= −
∫
dq
4πe2
q2
∑
j 6=n
[Zje
−iq·RjOξn(q)Zξneiq·Rn ] (28)
describes the interaction of localized electrons belonging to one ion with a nucleus of another
ion. Then, the operator of an effective density of ions can be written as
ρˆi(q) =
∑
j
[Zj −
∑
ξ
Oξj (q)Zξj ]eiq·Rj (29)
and the interaction between all nuclei which are screened by their electrons is
1
2
∫
dqρˆi(q)
4πe2
q2
ρˆi(−q)−HD. (30)
Here, HD takes into account the terms which are double counted in the first term, since
there is no interaction of the ion with itself
HD = 1
2
∑
j
∫
dq[Zj −
∑
ξ
Oξj (q)Zξj ]
4πe2
q2
[Zj
−∑
ξ
Oξj (q)Zξj ]. (31)
The terms of this interaction at small q, as well as HD itself, diverge. This is the standard
problem of screening.
All other electrons belong either to the class of the transitions between different ions, or
to a mixed state between conduction-electron and localized electrons, or to the conduction
electrons. The operator of the charge density, ρˆr(q), of these remaining electrons can be
written as follows
ρˆr(q) =
∑
jLj′L′
OjLj′L′(q)c†jLcj′L′
+
∑
jLj′L′
OjLj′µ′(q)(fµ′)ac†jLXaj′ +Ojµj′L′(q)(f †µ)a¯X a¯j cj′L′
+(1− δjj′)Ojµj′µ′(q)(f †µ)a¯(fµ′)bX a¯jXbj′ (32)
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The matrices O(q) are defined as
OjLj′L′(q) =
∫
dreiq·rφ∗jL(r)φj′L′(r). (33)
Thus, we obtain the Hamiltonian in the many-electron representation
H = H0 + (Hcoul + T ), (34)
where T is the kinetic energy, and the zero Hamiltonian is
H0 = HX0 +Hc0 =
∑
jΓ
EjΓh
Γ
j +
∑
h0cjL,j′L′c
†
jLcj′L′. (35)
Here HX0 describes the electrons treated as core electrons when the interaction between the
ions and all other electrons is switched off
EjΓ = (j,Γ|
∑
i∈Rj
p2i
2m
− ∑
i∈Rj
Zje
2
|Rj − ri|
+
1
2
∑
i,i′∈Rj
Zje
2
|ri − ri′| |j,Γ), (36)
and the function |j,Γ) is a many-electron wave-function. The Hamiltonian of the conduction
electrons, Hc0, describes the electrons in the field of the unscreened nuclei. This will be
supplemented with the self-consistent field from the electrons. The kinetic energy of the
electrons which belong to one site is taken into account, while the part T of it, which is
proportional to ρˆr(q), is not. We will treat this part of the kinetic energy as a perturbation.
Thus, the full Coulomb interaction can be written as follows
1
2
∫
dq[ρˆi(q)− ρˆr(q)]4πe
2
q2
[ρˆi(q)− ρˆr(q)]
≡ 1
2
∫
dqρˆq
4πe2
q2
ρˆq. (37)
The partition function, written in the standard form, is
Z = Tr exp[−β(H− µN)]
= Z0
1
Z0
Tr{exp[−βH0]Tτ exp[−
∫ β
0
dτHint(τ)]}
≡ Z0 · 〈Tτ exp[−
∫ β
0
dτHint(τ)]〉(0) (38)
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Let us write the part Hcoulρρ of Hint in the Fourier transformed form, Eq.(32). Then, we
introduce the Gaussian functional integral
1 =
∫
Dϕq(τ) exp[−
∫ β
0
dτ
8π
∫
dq q2ϕq(τ)ϕ−q(τ)] (39)
under the trace of the partition function. We make the shift
ϕq(τ)→ ϕq(τ) + i4πe
q2
ρˆq, (40)
in this Gaussian integral. This allows us to rewrite the Coulomb interaction in terms of
interaction of electrons with the random field ϕq(τ). This shift generates the term (−Hcoulρρ )
which cancels the Hcoulρρ in the Hint but adds the term
− ie
2
∫ β
0
dτ
∫
dq [ϕq(τ)ρˆ−q(τ) + ρˆq(τ)ϕ−q(τ)]. (41)
Note that, although the f -orbitals of the same site are orthogonalized, the q 6= 0-components
of the overlap matrix have non-zero values and, therefore, non-diagonal transitions ξ 6= [Γ,Γ]
enter the expression for q-component of the charge density. Thus, we have to work with the
following expression for the partition function
Z
Z0
=
∫
Dϕq(τ) exp[−
∫ β
0
dτ
∫
dq
q2
8π
ϕq(τ)ϕ−q(τ)]
× exp[−βF〉[ϕq(τ), ϕ−q(τ)]], (42)
where
F〉[ϕq(τ), ϕ−q(τ)]
≡ − 1
β
ln〈Tτ exp[−
∫ β
0
dτ
∫
dq(Tq −Hρ
−HD)]〉(0), (43)
Tq ≡
[
pˆ2
2m
]
q
ρr(q) (44)
Hρ = 1
2
∫
dq [(ieϕq(τ)− µ)ρˆ−q(τ) + ρˆq(τ)
×(ieϕ−q(τ)− µ)], (45)
H0i = Hc0 +HX0 . (46)
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Here, we have used the fact that the fields ϕq(τ) commute with any operator. The function
F is written in the form usually used for the cumulant expansion.
Since both the mixing interaction and overlap matrices are non-zero, a part of the charge
is in the mixed cf -states. Besides, the f -subsystem is described in terms of non-linear X-
operators. For these reasons we cannot describe the full contribution from the term µNˆ
in the zero Hamiltonian. The field ϕq(τ) can be interpreted as the field for the electrical
potential which is generated by Coulomb interaction. If we put e = 0 the system does not
have charged particles and, therefore, there are no contribution to the partition function from
this field. At e 6= 0 in a non-homogeneous system an average charge density is not equal to
zero, and, therefore, the expectation value 〈ϕq(τ)〉ϕ is non-zero too. Taking the functional
derivative of the free energy, we find that the saddle-point approximation generates the
Poisson equation for this field
δF
δϕ−q(τ)
≡ δ(−T lnZ)
δϕ−q(τ)
= − q
2
8π
〈ϕq(τ)〉ϕ + ie
2
〈ρˆq(τ)〉ϕ = 0. (47)
The static part of the field of the electrical potential Φ(r) is connected with the field 〈ϕ〉 as
follows
Φ(r) ≡ lim
τ→−0
i〈ϕ(r, τ)〉ϕ = i〈ϕ(r, 0)〉ϕ. (48)
Thus, we have the Poisson equation for the electric field Φ(r),
∇2Φ(r) = −4π〈ρˆq(0)〉ϕ, (49)
where the charge density is the difference between the densities of the delocalized electrons
and ”soft” ion (where the polarization of the ion and excitations are allowed).
III. THE SELF-CONSISTENT HUBBARD-ANDERSON MODEL
Since the charge density, 〈ρˆq(0)〉ϕ, contains expectation values 〈c†jLcj′L′〉, 〈c†jLXaj′〉,
〈X a¯j′cjL〉, 〈X a¯jXbj′〉, we need expressions for them. Since the field ϕ(r, τ) contains the av-
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erage static field and deviations of it
ϕ(r, τ) =
1
i
Φ(r) + δϕ(r, τ), (50)
it is reasonable to start with the approximation iϕq(τ)ϕ → i〈ϕq(0)〉ϕ → Φ(q), and to neglect
the fluctuations of this field. Then, we obtain the following saddle-point Hamiltonian
H˜0 =
∫
dq q2Φ(q)Φ(−q)
+
∑
(hjL,j′L′ − µOjL,j′L′)c†jLcj′L′
+
∑
(E
(n)
jΓ − nµ)hΓj , (51)
H˜int = T + e
2
∫
dq [Φ(q)ρˆ−q + ρˆqΦ(−q)]−HD. (52)
Here
hjL,j′L′ = (jL| pˆ
2
2m
+ Φ(r)|j′L′) (53)
is the frequency matrix of the conduction electrons in the self-consistent field Φ(r). The
Hamiltonian h˜ for them can be obtained if we make a transformation to the orthogonal
variables α, using the Cholesky decomposition for the overlap matrix O:
c†(h− µO)c = c†[Z¯(Z¯−1hZ−1)Z−µ Z¯Z]c =
(c†Z¯)[h˜−µI](Zc) = α†[h˜−µI]α. (54)
Let us now insert into H˜int the expression for ρˆq in the jL-representation. Taking into
account that
e
2
∫
dq Φ(q)OjL,j′L′(q) = e
2
∫
dr φ∗jL(r)Φ(r)φj′L′(r)
≡ VjL,j′L′ (55)
are matrix elements of the self-consistent Coulomb field, we find that H˜ actually gives the
periodic Hubbard-Anderson Hamiltonian
16
H˜ =
∫
dq q2Φ(q)Φ(−q)
+
∑
(hLDA − µO)jL,j′L′c†jLcj′L′
+
∑
(E˜
(n)
jΓ − nµ)hΓj
+
∑
[Vjµ,jµ′(f
†
µfµ′)
ξ 6=[Γ,Γ]Zξ + h.c.]
+
∑
(
p2
2m
+ V − µO)jL,j′µ′(fµ′)ac†jLXaj′
+(
p2
2m
+ V − µO)jµ,j′µ′(f †µ)a¯X a¯j cj′L]
+
∑
(1− δjj′)( p
2
2m
+ V − µO)jµ,j′µ′
×(f †µ)a¯(fµ′)bX a¯j′Xbj′
−HD. (56)
Thus, within this approximation, the single-ion energies E˜
(n)
jΓ are shifted by the self-consistent
field of interaction with other ions, delocalized electrons and the localized ones, but belonging
to other sites: E˜
(n)
jΓ = E
(n)
jΓ + 〈Γ|Φ(r)|Γ〉. However, the self-consistent field should be found
from the Poisson equation and, therefore, it contains only the Hartree part of the interaction
between the collective quasi-particles. Nevertheless, this problem does not coincide with the
single-particle Hartree approximation, since it contains additional information about the
structure of the many-electron states |Γ〉 of the ion. Due to the non-linearity of the problem
the approximations for the Green functions (GFs) can be used in a different form from
the standard single-particle problem in the Hartree approximation. This does not only
lead to different expressions for the charge density, but makes it possible to improve the
approximations for the matrix elements. Thus, in spite of the fact that the static field Φ(r)
fulfills the Poisson equation, in this approximation VjLj′L′ does not necessarily correspond to
the potential for the electrons in the Hartree approximation. Particularly, as seen from the
solution of the self-consistent Anderson model, presented in Ref.16, the potential depends
implicitly on the many-body population numbers of the ion states already in the lowest
approximation.
The exchange contribution appears in first order between electrons via the fluctuation of
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the field ϕ, ∝ 〈T δϕ(τ)δϕ(τ ′)〉. This study we leave for the future, however, it is interesting
to note that this exchange involves also the contributions from fluctuations caused by the
intra-ion transitions.
The charge density for the Poisson equation can be found from the GFs. It is clear that if
it is possible to approximate this potential by a spherically symmetrical one, Vjµjµ′ = δµµ′Vj,
then (f †µfµ)
ξ = δξ,[Γ,Γ] for the orbitals, µ, occupied in the state Γ. The averages 〈c†c〉, 〈c†X〉,
〈X†c〉, 〈X†X〉 needed for finding 〈ρ(r)〉, can be found from the corresponding GFs.
IV. MIXING INTERACTION
Let us now rewrite the problem in a form close to the standard periodical Anderson
model. This allows us to discuss different possible definitions for the matrix element of
the mixing interaction. Usually the Hamiltonian of the Anderson model is written in the
following form
H(And) =∑
kσ
εσkc
†
kσckσ +
∑
kσ
[V σkµe
ik·Rjc†kσfjµ +H.c.]
+
∑
j{µ}
Uµ1µ2µ3µ4f
†
jµ1f
†
jµ2fjµ3fjµ4 +
∑
jµ
ǫµf
†
jµfjµ. (57)
Here εσk is the spectrum of the conduction electrons, V
σ
kµ is the matrix element of mixing
interaction,
V σkµ =
∫
drφ∗σk (r)[
p2
2m
+ V (r)]ϕµ(r−Rj), (58)
and Uµ1µ2µ3µ4 is the matrix elements of the Coulomb intra-shell interactions. For the mixing
no problem arises in the case of the impurity Anderson model, since the potential in this
case is the difference between the periodical potential for the conduction electrons and the
potential of the impurity, although the local on-site term is equal to zero due to symmetry
reasons, overlap with the orbitals of neighboring ions gives non-zero contribution (see the
paper by Anderson17). In the case of the periodic Anderson model (PAM) this form of the
matrix element suggests that either the potential has different symmetry from the Bloch
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wave functions, or the functions φ∗σk (r) and ϕµ(r −Rj) are not orthogonal. It is not clear
how to fulfill the first assumption in the case of elemental metals (like Ce metal) since we
are dealing with a periodic system. In the second case
∫
drφ∗σk (r)[
p2
2m
+ V (r)]ϕµ(r−Rj)
= εσk
∫
drφ∗σk (r)ϕµ(r−Rj) = εσkOkσ,jµ. (59)
Therefore, in order to have a non-zero mixing, one has to work in terms of an non-orthogonal
basis set, but in this case a) there is a contribution from the chemical potential to the
partition function which affects the mixing, and b) the non-orthogonality causes non-zero
anticommutation relations between the f - and c-operators. This is never taken into account
in model calculations.
Let us consider the consequences from our formulation. Since the mixing matrix element
has a single-electron form, let us make in our saddle-point Hamiltonian a transformation that
diagonalizes the conduction electrons. First we have to rewrite the Hamiltonian, Eq.(56) in
k-space (for the formulas to be transparent, we will write them for the case of one atom in
the elementary cell, then, the single-ion matrix elements and energies do not depend on the
ion index). Using the definition:
cjL =
∑
k
e−ik·RjckL, c
†
jL =
∑
k
eik·Rjc†kL, (60)
we find
H˜ =
∫
dq q2Φ(q)Φ(−q)
+
∑
[hL,L′(k)− µOL,L′(k)]c†kLckL′
+
∑
(E˜
(n)
Γ − nµ)hΓj +
∑
[Vµ,µ′(f
†
µfµ′)
ξ 6=[Γ,Γ]Zξj + h.c.]
+
∑
(
p2
2m
+ V − µO)jL,j′µ′eik·Rj(fµ′)ac†kLXaj′
+
∑
(
p2
2m
+ V − µO)jµ,j′L′e−ik·Rj(f †µ)a¯X a¯j ckL]
+
∑
(1− δjj′)( p
2
2m
+ V − µO)jµ,j′µ′(f †µ)a¯(fµ′)bX a¯j′Xbj′
−HD. (61)
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Now we have to rewrite this in terms of the operators αkγ = Z
γL
k ckL, α
†
kγ = c
†
kLZ¯
Lγ
k . It is
easy to see that they are orthogonal to each other
αkγα
†
kγ′ + α
†
kγ′αkγ = Z
γL
k (ckLc
†
kL′ + c
†
kL′ckL)Z¯
L′γ′
k
= ZγLk (O−1)LL′Z¯L
′γ′
k = Z
γL
k (Z
−1
k )
Lγ1(Z¯−1)γ1L
′
Z¯L
′γ′
k
= δγγ′ . (62)
c†(h− µO)c = c†[Z¯(Z¯−1hZ−1)Z−µ Z¯Z]c =
(c†Z¯)[h˜−µI](Zc) = α†[h˜−µI]α. (63)
Thus, we get
H˜ =
∫
dq q2Φ(q)Φ(−q)
+
∑
[(Z¯−1k )
γLhL,L′(k)(Z
−1
k )
Lγ′ − µ δγγ′]α†kγαkγ′
+
∑
(E˜
(n)
Γ − nµ)hΓj +
∑
[Vµ,µ′(f
†
µfµ′)
ξ 6=[Γ,Γ]Zξj + h.c.]
+
∑
(Z¯−1)γL(
p2
2m
+ V − µO)jL,j′µ′eik·Rj(fµ′)aα†kγXaj′
+
∑
(
p2
2m
+ V − µO)jµ,j′L(Z−1k )Lγ(f †µ)a¯e−ik·RjX a¯j αkγ
+
∑
(1− δjj′)( p
2
2m
+ V − µO)jµ,j′µ′(f †µ)a¯(fµ′)bX a¯j′Xbj′
−HD. (64)
At last, diagonalizing the conduction electron Hamiltonian Z¯−1hZ−1 , we have
H˜ =
∫
dq q2Φ(q)Φ(−q) +∑[εkλ − µ ]c˜†kλc˜kλ
+
∑
(E˜
(n)
Γ − nµ)hΓj +
∑
[Vµ,µ′(f
†
µfµ′)
ξ 6=[Γ,Γ]Zξj + h.c.]
+
∑
V a¯λ (k)e
ik·Rj c˜†kλX
a
j′
+
∑
e−ik·RjX a¯j αkγ
+
∑
(1− δjj′)( p
2
2m
+ V − µO)jµ,j′µ′(f †µ)a¯(fµ′)bX a¯jXbj′
−HD, (65)
where the band energy and mixing matrix elements are
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εkλ = ϑ
∗λ
γ (k)(Z¯
−1
k )
γLhL,L′(k)(Z
−1
k )
Lγ′ϑλγ′(k), (66)
V a¯λ (k) = ϑ
∗λ
γ (k)(Z¯
−1)γL(
p2
2m
+ V − µO)jL,j′µ′(fµ′)a
≡ vλµ′(k)(fµ′)a, (67)
V ∗a¯λ (k) = (
p2
2m
+ V − µO)jµ,j′L(Z−1k )Lγθλγ (k)(f †µ)a¯
≡ (f †µ)a¯v∗λµ′ (k), (68)
where {ϑ} diagonalizes Z¯−1hZ−1, and vλi is the one-electron hybridization parameter Thus,
the matrix element of the mixing interaction has to be found self-consistently together with
the charge density (which in turn depends on the particular approximation in which the
PAM is solved) and can be represented in the form of a sum over all localized orbitals of
products of the matrix element of the single-particle potential (on the conduction electron
Bloch function φkλ(r) and the localized orbital χµ(r)) and the factor (fµ′)
a, which reflects
the contribution of this orbital into Fermion-like transition. Irkhin15 has performed the
calculation of this factor for the 4f -elements making use of the Racah technique leaving,
the single-particle matrix element undefined. Putting a¯ = a¯(Γn,Γn−1) and µ = (l, m, σ) and
using the result of the calculation of Irkhin, we can write these coefficients as follows
(f †µ)
a¯ = 〈Γn|f †lmσ|Γn−1〉
=
√
n[Γn][Γn+1]


Sn Ln Jn
Sn−1 Ln−1 Jn−1
1/2 l j


GΓnΓn−1 , (69)
where γ = (lmlσ) are the one-electron quantum numbers, [a] = 2a + 1 and G
Γn
Γn−1 is the
parentage Racah coefficients and j = l+1/2. The coefficients (f †µ)
a¯ are different for the two
channels, j = 5/2 and j = 7/2. The square of them are given in Table. I.
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TABLES
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14
[f5/2]
2 1 2.25 2.3 1.8 0.9 0.15 0 1.6 2.3 4.1 1.7 0.9 0.3 0
[f7/2]
2 0 0.25 0.6 0.8 0.63 0 0.9 0.5 1.3 4.1 3.0 3.3 2.8 1
TABLE I. Coefficients for the mixing interaction for many-body states. For the f -series, taken
from15.
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However, there are more considerations to the problem, since the Bloch orbitals are not
orthogonal to the localized orbitals. In the equation of motion for the operators appear
combinations involving the overlap matrices. For the Hamiltonian which includes hopping
and mixing interactions (the periodic Hubbard-Anderson model) the diagram technique and
different approximations for the Green functions (GF) are given in I, while the full self-
consistent solution for rare earths in the simplest possible approximation is presented in
Ref.16.
V. DISCUSSION
Many different suggestions exists in the literature on how the parameters of the Ander-
son Hamiltonian (periodical or impurity) should be calculated from an ab initio approach
and a consensus is not yet achieved. This motivated us to make an attempt to derive the
parameters from a total Hamiltonian. Since the Anderson model is usually used for the
description of the cases when strong electron correlations are well developed, it is reason-
able to consider strong intra-atomic Coulomb interactions first. For this reason we have
performed a derivation of the self-consistent PAM in four steps: i) first we separate, in
the Hamiltonian, the strong intra-atomic interactions and approximately diagonalized them
with the help of many-electron functions describing different ion terms; ii) we expressed all
operators, describing f - and core electrons in terms of Hubbard operators; iii) we performed
the Hubbard-Stratanovich decoupling of the Coulomb interaction and finally iv) we found
the equation for the electric potential in a saddle-point approximation. This lead us to the
effective Hamiltonian, which coincide with the generalized PAM.
All three operations before making the saddle-point approximation are exact. However,
the saddle-point approximation neglects the contributions from the exchange interaction for
the delocalized particles (excitations) and Coulomb screening effects, which appear only in
the next orders with respect to fluctuations of this field near its saddle-point value. Thus, we
may conclude that from this point of view this model is quite rough. On the other hand, the
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way suggested here has an obvious advantage compared to the PAM with non-self-consistent
parameters since it, at least, takes care about perturbations of the local charge density which
may introduce quite large changes in energy.
ACKNOWLEDGMENT
We are grateful to The Natural Science Foundation (NFR and TFR), The Swedish Foun-
dation for Strategic Research (SSF) and the Go¨ran Gustafsson foundation for support.
24
REFERENCES
1W. Kohn and L. Sham, Phys. Rev. 140, 1133 (1965).
2 I. Sandalov, B. Johansson, and O. Eriksson, cond-mat/0011259 .
3T. Kotani, J. of Phys. Condensed Matter 10, 9241 (1998).
4M. Steiner, R. Albers, D. Scalapino, and L. Sham, Phys. Rev. B 43, 1637 (1991).
5C. Calandra and F. Manghi, Phys. Rev. B 45, 5819 (1992-I).
6 I. Sandalov and V. Filatiev, Physica B 162, 139;161 (1990).
7 I. Sandalov and M. Richter, Physica Scripta 54, 410 (1996).
8 I. Sandalov, U. Lundin, and O. Eriksson, cond-mat/0011260.
9U. Lundin, I. Sandalov, O.Eriksson, and B. Johansson, Phys. Rev. B 62, 16370 (2000-II).
10 I. Sandalov, O. Hjortstam, B. Johansson, and O. Eriksson, Phys. Rev. B 51, 13987 (1995-
II).
11Y. Baer and W. D. Schneider, Handbook on the Physics and Chemistry of the Rare Earths
10 (North-Holland, Amsterdam, 1987).
12U. Lundin, I. Sandalov, O. Eriksson, and B. Johansson, Sol. State Commun. 115, 7 (2000).
13V. Y. Irkhin and Y. P. Irkhin, Phys. Stat. Sol. b 183, 9 (1994).
14 I. Sobelman, Introduction to the theory of Atomic Spectra (Pergamon Press, Oxford, 1973).
15Y. Irkhin, Sov. Phys. Solid State 30, 697 (1988).
16U. Lundin, I. Sandalov, and O. Eriksson, cond-mat/0011261.
17 P. Anderson, Phys. Rev. 124, 41 (1961).
25
