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RÉSUMÉ. Cet article présente une méthode qui permet d’améliorer les performances des trans-
missions point-à-point sur un canal à diffusion. Au niveau liaison de données, la fiabilité est
habituellement assurée par des retransmissions indépendantes pour chaque récepteur. Un mé-
canisme de gestion collective des pertes à l’aide de codes à effacement est proposé, puis sa
performance est évaluée formellement. Il est alors montré que le gain sur le nombre de retrans-
missions est potentiellement élevé.
ABSTRACT. This paper presents a method allowing an improvement of unicast transmissions over
a broadcast channel. At the data link level reliability is generally ensured by means of inde-
pendent retransmissions for each receiver. A mechanism based on the use of erasure codes is
proposed to provide a collective management of packet losses and its performance is formally
evaluated. It is shown that the improvement on the number of retransmissions is potentially
important.
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1. Introduction
La plupart des réseaux de transmission de données actuels reposent au moins sur
un canal à diffusion ; on peut citer à titre d’exemple les standards Ethernet, WiFi et
GPRS. Plus généralement, l’ensemble des réseaux de transmission sans fil reposent
sur un canal à diffusion. Ce type de canal est partagé entre émetteurs et récepteurs,
y compris quand plusieurs transmissions indépendantes ont lieu simultanément. On y
rencontre des taux d’erreur bit (TEB) relativement important, qui diminuent la perfor-
mance du réseau en termes d’occupation de la bande passante disponible et de délais
de transmission de bout en bout.
Les protocoles de transmission point-à-point utilisés aujourd’hui au niveau liaison
de données sur le canal de diffusion à TEB élevé reposent sur deux fonctions. La fonc-
tion de filtrage permet à chaque récepteur de n’examiner que les paquets qui lui sont
explicitement adressés. La fonction de gestion de la fiabilité permet de rejeter les pa-
quets contenant des erreurs bit et de procéder à un certain nombre de retransmissions.
Si cette fonction échoue, des mécanismes complémentaires sont mis en œuvre pour
garantir la transmission des données de bout en bout, par exemple au niveau trans-
port. La retransmission pure et simple d’un paquet perdu au niveau liaison n’est pas
optimale : le canal reste alors réservé à l’unique transmission point à point pour la-
quelle le paquet est retransmis, et l’accumulation éventuelle des retransmissions de ce
même paquet entraîne un retard pour toutes les autres transmissions, ce qui peut avoir
un impact important sur les protocoles de communications sur-jacents comme TCP.
L’importance du TEB étant une caractéristique du canal partagé, toutes les transmis-
sions point à point concurrentes posent les mêmes problèmes.
Les techniques de fiabilisation des transmissions à base de code à effacement (ou
FEC, Forward Error Correction) sont une alternative bien connue au retransmissions.
Elles reposent sur ACOMPLETER
La solution proposée dans cet article repose sur l’utilisation conjointe de tech-
niques de retransmission et de correction d’erreurs au niveau paquet, afin que chaque
paquet retransmis sur le canal corrige des pertes distinctes sur plusieurs transmissions
point à point concurrentes. Les paquets perdus dans des transmissions concurrentes
sont considérés comme des paquets d’information d’un code à effacement. Chaque
paquet retransmis est alors un paquet de redondance calculé à partir de ces paquets
d’information.
L’article présente de manière détaillée le principe de notre solution (section 2),
puis les gains potentiels sont évalués par la théorie probabiliste (section 2). Enfin,
ACOMPLETER
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2. Principe général
2.1. Contexte
Dans notre contexte, plusieurs utilisateurs partagent un canal à diffusion pour des
transmissions point à point. On considère que le canal ne permet de diffuser qu’un
seul paquet à la fois et que les transmissions sont multiplexées dans le temps au niveau
paquet. Ce type de canal est utilisé dans des réseaux locaux ou métropolitains sans fil
(Bluetooth, 802.11, WiMAX), des réseaux de mobiles (GSM, GPRS, UMTS) ou des
réseaux par satellite (TDMA).
Les réseaux cités reposent sur la ressource radio, qui possède entre autres caracté-
ristiques celles d’avoir un taux de transmission faible et une taux d’erreurs bit (TEB)
relativement important par rapport aux réseaux filaires. Des mécanismes de correc-
tion d’erreur sont présents au niveau physique et permettent de corriger une partie des
erreurs bits. D’autres mécanismes permettent de corriger les erreurs restantes et d’as-
surer ainsi la fiabilité de bout en bout. Dans le cas du protocole TCP, par exemple,
les paquets de données perdus ne sont pas acquittés par le récepteur et plusieurs re-
transmissions sont effectuées successivement après expiration d’un time-out. Dans le
cas où les pertes de paquets sont dues à des erreurs bit, cette solution n’est pas opti-
male car elle entraîne une diminution inutile de la fenêtre de transmission TCP et un
doublement inutile du time-out de retransmission. Des mécanismes de retransmission
sont donc généralement employés dès le niveau liaison de données. C’est le cas par
exemple de la couche MAC de 802.11 [ANS 99], où chaque trame est acquittée par le
récepteur et retransmise plusieurs fois, avec utilisation éventuelle de taux de tranmis-
sions de plus en plus faible, ce qui permet d’utiliser des techniques de modulation du
signal de plus en plus robustes aux erreurs bit. On retrouve également ces retransmis-
sions dans la couche RLC de UMTS utilisée en mode acquittement [3GP 99] et dans
des propositions récentes pour les réseaux satellitaires [KOJ 04].
Toutefois, l’utilisation de retransmissions au niveau liaison de données pose égale-
ment des problèmes. De trop nombreuses retransmissions diminue l’occupation “uti-
le” de la bande passante et augmentent les délais de bout en bout. Si ces délais sont
trop importants, on ne parvient pas à éviter le déclenchement de mécanismes au niveau
transport comme ceux cités plus haut, et la performance du réseau est inéluctablement
diminuée [FAI 02].
Le mécanisme proposé dans la suite de cet article a donc pour vocation essentielle
de réduire de manière importante le nombre de retransmissions au niveau liaison de
données. Ceci permettra à la fois d’augmenter la proportion de paquets de données
diffusés sur le canal et de diminuer délais et gigue de bout en bout. Notre méca-
nisme repose sur l’utilisation d’un code à effacement, dans lequel un certain nombre
de pertes survenues dans un ensemble de paquets d’information peuvent être corrigées
au moyen de paquets de redondance. Ainsi, les codes de la famille MDS(k, n) (Maxi-
mumDistance Separation) permettent de calculer n−k paquets de redondance pour un
bloc de k paquets d’information initiaux. Si le récepteur reçoit k paquets quelconques
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parmi ces k+(n− k) paquets, il sera à même de décoder les k paquets d’information
d’origine. Ces codes à effacement sont déjà utilisés de manière proactive (FEC) ou
réactive (ARQ hybride de type 2) pour fiabiliser des transmissions multipoints (voir
par exemple [LUB 02]).
2.2. Proposition
Nous proposons ici d’adapter un mécanisme de type ARQ hybride de type 2 à des
transmissions point à point en couplant les mécanismes de filtrage et de retransmission
au niveau liaison de données. On suppose que les transmissions proviennent toutes
d’un émetteur unique ; cette hypothèse correspond par exemple aux cas du satellite
et des transmissions cellulaires. On suppose par ailleurs que l’accès au canal à diffu-
sion est partagé au moyen d’un multiplexage temporel. Ce type de multiplexage est
généralement dynamique, comme dans les protocoles de type CSMA (Carrier Sense
Multiple Access) que l’on trouve dans Ethernet et 802.11 ou les protocoles de type
DAMA (Demand-Assigned Multiple Access), mais il peut également être statique.
Le mécanisme proposé repose sur le fait que dans tout canal à diffusion, chaque
récepteur reçoit au niveau physique tous les paquets diffusés. Au lieu de filtrer les
paquets sur l’adresse de destination, chaque récepteur archive temporairement tous les
paquets d’information reçus au niveau physique. Chaque récepteur acquitte ensuite les
paquets qui lui étaient destinés et ceux-là seulement. L’émetteur détermine ensuite la
liste des paquets d’information qui n’ont pas été acquittés, et construit des paquets
de redondance à partir de ces paquets d’information. La liste est diffusée à tous les
récepteurs, puis l’émetteur diffuse des paquets de redondance jusqu’à ce que tous
les récepteurs aient acquittés tous les paquets d’information précédemment perdus.
Les récepteurs peuvent décoder et acquitter tous les paquets d’information qu’il leur
manque à partir des paquets archivés dès qu’ils ont reçu suffisamment de paquets de
redondance. La proposition est illustrée puis détaillée dans la suite de cette section.
2.2.1. Exemple préliminaire
Avant de rentrer dans la description détaillée de la proposition, un exemple simple
permet d’illustrer le gain potentiel en occupation de la bande passante. Supposons
qu’un émetteur E transmette sur le canal à diffusion un paquet pkt1 à un récepteur
R1 et un paquet pkt2 à un récepteur R2. R1 ne reçoit pas le paquet pkt1 qui lui était
destiné, mais entend pkt2. Réciproquement R2 ne reçoit pas pkt2 mais entend pkt1.
Un mécanisme de retransmission classique imposerait à E de réémettre pkt1 et
pkt2, ce qui conduit à une occupation du canal de 50%. Or, si E transmet une paquet
pkt1⊕2 calculé en faisant le XOR bit à bit de pkt1 et de pkt2, R1 et R2 peuvent retrou-
ver les paquets qui leur étaient destinés à partir des paquets simplement entendus en
effectuant les calculs de décodage suivants :
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pkt1 = pkt2 ⊕ pkt1⊕2
pkt2 = pkt1 ⊕ pkt1⊕2
L’utilisation de l’opérateur XOR permet donc d’économiser un paquet de retrans-
mission et de passer à un taux d’occupation de la bande passante de 66%. La figure 1
illustre les différences entre ces mécanismes.
Figure 1. Retransmissions vs. décodage
2.2.2. Détail de la proposition
Afin d’illustrer notre proposition, nous faisons l’hypothèse d’un multiplexage te-
moporel statique : sR utilisateurs reçoivent simultanément une transmission distincte
deN paquets d’information chacun au niveau liaison. Si on note pkt(i, j) la diffusion
sur le canal du ie`me paquet de données destiné au j e`me récepteur, l’ordre de passage
des paquets de donnée sur le canal avec un entrelacement dynamique est alors :
pkt(1, 1), . . . ,pkt(1, R),pkt(2, 1), . . . ,pkt(N,R).
Dans ces conditions, l’algorithme général de l’émetteur consiste à émettre un bloc
Bn de N × R paquets d’information, à déterminer la liste complète Ln des paquets
perdus par leur destinataire, à diffuser cette liste à tous les récepteurs, à considérer ces
paquets comme les k paquets d’information d’un nouveau codeMDSn et à transmettre
des paquets de redondance de ce nouveau code jusqu’à ce que tous les récepteurs
aient pu décoder tous les paquets d’information du bloc Bn d’origine. Le détail du
traitement d’un bloc Bn est donné dans l’algorithme 1.
Chaque récepteur doit quant à lui écouter le canal de diffusion et archiver tous les
paquets reçus du bloc Bn, y compris les messages qui ne lui sont pas explicitement
destinés, acquitter chaque paquet reçu dont il est le destinataire, attendre la liste des
paquets formant le nouveau code MDSn, à déterminer combien le nombre de paquets
il a réussi à archiver parmi ces Ln paquets, à attendre les paquets de redondance qui
lui permettront de décoder les paquets qu’il a perdu et à acquitter le décodage complet
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Algorithme 1. Émetteur
//Transmission de N ×R paquets d’information entrelacés
for i← 1 to N do
for j ← 1 to R do
transmettre(pkt (i, j), j);
end
end
//Réception de N ×R acquittements
acks← ∅;
while time-out non échu et il manque des ack do
recevoir(ack);
acks← acks ∪ ack
end
//Calcul de la liste des paquets perdus par leurs récepteurs
L← ∅;
for i← 1 to N do
for j ← 1 to R do
if {i, j} /∈ acks then L← L ∪ {i, j};
end
end
Construire un code MDS pour les paquets de L ;
//Génération de paquets de redondance
if L 6= ∅ then
diffuser(L);
while il manque des ack do
Générer un paquet de redondance red (L);
diffuser(red (L));
recevoir(ack);
acks← acks ∪ ack;
end
end
des paquets d’information de Bn qui lui étaient destinés. Le détail du traitement d’un
bloc Bn par un récepteur est donné dans l’algorithme 2.
3. Évaluation théorique
3.1. Introduction
Le but de cette partie est d’évaluer numériquement le mécanisme proposé dans
la partie précédente. Le paramètre qui nous apparaît essentiel ici est l’utilisation du
canal, c’est à dire le nombre total de paquets retransmis nécessaires pour satisfaire
tous les récepteurs. Pour cette évaluation, nous avons choisi les hypothèses suivantes :
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Algorithme 2. Récepteur i
//Réception des paquets d’information et acquittements
nb← 0;




if i′ = i then transmettre(ack (i,séquence( pkt)),E);
end
//Calcul du nombre de paquets de redondance à attendre
recevoir(L);
P’← card(L);
foreach i ∈ L do
if i a été archivé then P’← P’− 1;
end
//Réception des paquets de redondance
while P’ > 0 do
recevoir(red);
if time-out non échu then P’← P’− 1;
end
//Envoi d’un acquittement pour le bloc




– pertes de paquets : nous supposons que les pertes de paquets sont indépen-
dantes dans le temps et entre les récepteurs (pas de corrélation temporelle ou spatiale).
Nous considérons qu’un paquet est perdu avec une probabilité de p et donc qu’il est
reçu avec une probabilité de (1− p).
– récepteurs : Le nombre de récepteurs est noté R. Nous supposons que tous les
récepteurs ont les mêmes propriétés (notamment en termes de capacité de stockage).
– nombre de paquets par récepteur dans un même bloc : ce paramètre per-
met d’augmenter la taille des blocs et donc d’améliorer la capacité de correction du
système. L’hypothèse que nous avons retenue ici est que dans chaque bloc, le même
nombre de paquets, noté N , est destiné à chaque récepteur.
Il est évident que ces hypothèses volontairement simplificatrices ne correspondent
pas exactement à un contexte d’application réel. Toutefois, elles ont l’avantage d’être
indépendantes d’une application particulière et le cadre mathématique présenté pourra
donc être simplement modifié pour inclure certaines propriétés particulières. Par exem-
ple, on pourra facilement introduire un nombre de paquets différent dans chaque bloc
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pour chaque récepteur. De plus, ces hypothèses permettent de poser un cadre mathé-
matique plus fiable que de simples simulations.
3.2. Retransmissions classiques
Avec des retransmissions classiques, chaque paquet est traité indépendamment. Il
suffit donc de calculer le nombre moyen de retransmissions d’un seul paquet, puis de
multiplier par le nombre de paquets d’un bloc.
Lors d’une transmission, la probabilité de perte d’un paquet est p. Si nous notons
A la variable aléatoire représentant le nombre d’émissions nécessaires pour la trans-
mission d’un paquet,
P (A = a) = p(a−1)(1− p)
A suit donc une loi géométrique de paramètre 1 − p. Son espérance est donc égale à





Notons que ceci décrit le nombre de paquets réémis et non pas le nombre de paquets
total émis.
3.3. Retransmissions codées
Pour évaluer l’utilisation du canal avec le mécanisme proposé précédemment, nous
devons tout d’abord évaluer le nombre de paquets perdus par un récepteur sur les
paquets qui lui sont destinés. Nous calculerons ensuite la taille de la liste L, puis le
nombre de paquets perdus par un récepteur sur la liste L. Nous estimerons ensuite le
nombre de paquets nécessaires pour récupérer ces pertes et nous déterminerons enfin
ce nombre pour le récepteur nécessitant le plus de paquets. Ce nombre correspond en
effet au nombre de paquets total retransmis.
Notons X le nombre de pertes subies par un récepteur sur les N paquets qui lui
sont destinés. Celui-ci suit une loi binomiale B(N, p). On a donc :






Pour évaluer la taille de la liste L, il faut évaluer le nombre de pertes Y subies par les
R − 1 autres récepteurs. Comme X , Y suit une loi binomiale. Ses paramètres sont
B((R− 1)N, p). Donc,
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La taille de la liste L est donc égale àX +Y et suit une loi binomiale. Nous avons
différencié les pertes subies par un récepteur des pertes subies par les autres récepteurs
pour pouvoir calculer les pertes subies par un récepteur sur la liste L. En effet, en plus
des X paquets perdus qui lui étaient destinés (et qui font partie de L), un récepteur a
perdu un certain nombre de paquets de L parmi les Y paquets de L qui ne lui sont pas
destinés. Ce nombre, noté Z, suit une loi binomiale B(Y, p) (où Y suit lui-même une
loi binomiale). Cette loi peut être exprimée de la manière suivante :
P (Z = z) =
(R−1)N∑
i=z












pz(1− p)i−zP (Y = i)
Le nombre de pertes subies par un récepteur sur les paquets de la liste L est donc
T = X + Z. Sa formule générale s’écrit donc sous la forme :
P (T = t) =
N∑
i=0
P (X = i)P (Z = t− i)
A partir du nombre de paquets perdus par un récepteur sur la liste L, nous devons
maintenant évaluer le nombre de paquets de redondance nécessaires pour récupérer
ces paquets perdus. Comme nous supposons que le code utilisé est MDS, un récepteur
sera satisfait dès qu’il aura en sa possession |L| paquets de L ou générés à partir de
L, c’est-à-dire lorsqu’il aura reçu le nombre de paquets manquants. Si S représente le
nombre de paquets nécessaires,
pour s = 0 P (S = 0) = P (T = 0), et
pour s > 0 P (S = s) =
s∑
i=1












ps−i(1− p)iP (T = i)
Le calcul de P (S = s/T = i) peut être expliqué par le fait que, pour que s paquets
soient nécessaires pour en recevoir i, il faut que le dernier soit reçu. Les configurations
acceptables sont donc celles contenant i − 1 paquets reçus sur les s − 1 premières
positions.
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Enfin, pour évaluer le nombre de paquets de redondance nécessaires pour satisfaire
tous les récepteurs, il suffit de considérer que tous les récepteurs suivent une loi Si de
même loi que S puis de calculer la loi de M = maxi=1..R Si. La méthode classique
pour calculer la loi du maximum de R variables de même loi consiste à utiliser la
fonction de répartition de ce maximum. On a :
P (M ≤ m) =
R∏
i=1
P (Si ≤ m) = P (S ≤ m)R
Clairement, P (Si ≤ m) =
∑m
j=0 P (S = j). Puis on obtient :
P (M = m) = P (M ≤ m)− P (M ≤ m− 1)
= P (S ≤ m)R − P (S ≤ m− 1)R
La variableM décrit donc l’utilisation du canal, notéeUHARQ, dédiée aux paquets
de redondance pour cette méthode.
4. Discussion
4.1. Gains
4.2. Corrélations spatiale et temporelle
L’évaluation menée dans la section précédente fait l’hypothèse que les pertes sont
réparties uniformément dans le temps et qu’elles sont indépendantes entre les récep-
teurs. Cette hypothèse ne couvre pas l’ensemble des canaux à diffusion. En particulier,
des travaux récents ont montré que les corrélations spatiale et temporelle des pertes
pouvaient avoir un impact important sur la performance des mécanismes de trans-
mission fiable dans le contexte de transmissions multipoints fiables 802.11 [PéR 04].
Dans cette étude, chaque récepteur observe un regroupement des pertes sous forme de
nombreux bursts de pertes consécutives, ce qui se traduit par une corrélation tempo-
relle plus importante que lorsque les pertes sont uniformément réparties dans le temps.
Dans le cas du multiplexage de transmission point à point, de tels bursts entraînent la
diminution du nombre de paquets archivés par un récepteur pour un bloc donné. De
même, la simultanéité des pertes entre plusieurs récepteurs augmente la corrélation
spatiale et contredit l’hypothèse d’indépendance des pertes entre différents récepteurs.
La technique proposée pourra donc être étudiées sous des hypothèses de corrélations
spatiale et temporelle plus fortes.
4.3. Contraintes d’implémentation
Plusieurs contraintes liées à la technique proposée dans cet article doivent être étu-
diées. La première est due au fait que les récepteurs doivent stocker temporairement
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les paquets qui ne leur sont pas destinés. Ceci implique donc une capacité de sto-
ckage qui est liée aux paramètres R (nombres de récepteurs gérés conjointement) et
N (nombres de paquets par récepteur dans un bloc) mais aussi au débit de la trans-
mission. Or plus le nombre de paquets par blocN ×R sera important, plus le système
proposé sera efficace. Ceci est dû aux propriétés fondamentales des codes correcteurs
d’erreurs dont les performances augmentent avec la longueur du code (à niveau de
redondance égal).
Parmi ces trois paramètres, seuls N et R peuvent être ajustés par l’émetteur de
sorte à trouver le bon compromis entre les différents gains obtenus (voir la paragraphe
précédent) et la capacité de stockage utilisée. Le nombre de récepteurs R peut être
paramétré en constituant plusieurs sous-groupes de récepteurs gérés conjointement.
Par exemple, sur un canal à diffusion partagé par 10 récepteurs, on peut constituer 2
groupes de 5 récepteurs où chaque récepteur ne considére pas les paquets envoyés aux
membres de l’autre groupe. On peut aussi envisager des solutions plus sophistiquées
où les récepteurs seront groupés en fonction de leur capacité de stockage.
Le nombre de paquets par récepteur dans un bloc,N , peut aussi être ajusté. L’aug-
mentation de N entraîne toutefois un délai supplémentaire. En effet, en cas de perte,
les N paquets destinés à un récepteur donné seront délivrés aux couches supérieures
seulement après décodage, ce qui peut générer de la gigue sur les premiers paquets et
s’avérer gênant par exemple en cas d’utilisation de TCP au niveau transport (déclen-
chement de retransmissions et réduction de la fenêtre de transmission à cause de ce
délai [FAI 02] alors que le paquet a finalement été décodé au niveau liaison). Toute-
fois, si on considère l’ensemble desN paquets d’un récepteur contenus dans le même
bloc, le dernier paquet sera délivré plus rapidement que si le mécanisme n’avait pas
été utilisé. En pratique, le paramètre N devra donc être ajusté en fonction du délai
d’attente maximum admissible par paquet (surtout en cas d’utilisation de TCP) et de
la capacité de stockage des récepteurs.
Un autre problème d’implémentation potentiel est le fait que, dans certains proto-
coles de niveau liaison (par exemple 802.11), les paquets n’ont pas forcément la même
taille. Pour combiner deux paquets de taille différentes, on effectuera un opération de
bourrage (rajout de 0) sur le paquet de plus petite taille pour pouvoir le combiner avec
l’autre paquet et ainsi générer un paquet de redondance. Dans certains cas bien parti-
culier, par exemple si un paquet de grande taille est combiné avec plusieurs paquets
de petites tailles, ceci peut impliquer la retransmission de plusieurs paquets de redon-
dance de grande taille et ainsi augmenter le taux d’occupation du lien. Toutefois, ce
phénomène peut être partiellement évité en constituant des blocs de paquets de taille
similaire.
5. Conclusion
Ce travail a présenté un mécanisme de gestion de la fiabilité des données au niveau
de la couche liaison de données pour des transmissions point-à-point utilisant un canal
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à diffusion. L’originalité de ce mécanisme consiste à gérer globalement les pertes de
paquets observées sur plusieurs transmissions point-à-point utilisant simultanément le
même canal à diffusion. Le principe est d’utiliser un mécanisme de type ARQ hybride
(utilisation de paquets de retransmissions codés avec un code correcteur d’erreur) sur
les pertes observées indépendamment par chaque récepteur. Le principal intérêt de
cette méthode, par rapport à des retransmissions indépendantes pour chaque récepteur,
est de diminuer globalement le nombre de paquets retransmis, c’est-à-dire d’optimiser
de manière générale l’utilisation du canal. Une évaluation théorique des gains obtenus
a montré le potentiel extrêmement intéressant de cette méthode, en particulier lorsque
des blocs de paquets de taille importante peuvent être utilisés.
Plusieurs travaux sont actuellement en cours pour approfondir certains points. Le
premier concerne l’influence des différentes corrélations spatiales et temporelles des
pertes de paquets sur les performances de cette méthode. Pour cela, plusieurs ap-
proches sont à l’étude. La première consiste à reprendre l’étude théorique des perfor-
mances pour l’adapter à un canal avec des pertes non uniformes et non indépendantes.
Une autre approche, basée sur des simulations, consiste à générer des pertes à partir de
modèle de canaux connus pour évaluer les gains. Enfin, dans le but d’être encore plus
proches de la réalité, on pourra mettre en œuvre une méthode similaire à celle utilisée
dans [PéR 04], consistant à recueillir des traces réelles et à calculer a posteriori les
performances des différents mécanismes.
Ce travail pourrait aussi être généralisé en ne considérant plus le canal à diffusion
comme un canal à effacement de paquet, mais comme un canal à erreur et à effa-
cement. En effet, si l’on ne supprime plus systématiquement les paquets erronés, en
utilisant des systèmes ARQ hybrides basés sur des codes correcteurs d’erreurs tra-
vaillant au niveau bit ou octet (voir par exemple [?]), il devrait être possible de réduire
encore les retransmissions (au prix toutefois d’une complexité de calcul augmentée).
Toutefois, le point qui nous parait le plus important actuellement est l’étude de
l’application de cette technique dans les différents contextes où elle peut être utilisée
(satellites, mobiles, 802.11, ...). En effet, ces contextes d’application ont des propriétés
très différentes (en termes de puissance des émetteurs-récepteurs, de débit, de type de
pertes ou de délai de retransmission) qu’il faut analyser précisément pour déterminer
les gains non plus potentiels mais réels de cette méthode dans chacun d’entre eux.
6. Bibliographie
[3GP 99] 3GPP, RLC protocol specification , 3G TS RAN 25.322, 1999.
[ANS 99] ANSI/IEEE STD 802.11, Wireless LAN MAC and PHY Specifications, 1999.
[FAI 02] FAIRHURST G., HOOD L., « Advice to link designers on link Automatic Repeat
reQuest (ARQ) », Request For Comments 3366, IETF, August 2002.
[KOJ 04] KOJO M., ASTUTI D., DANIEL L., NYRHINEN A., RAATIKAINEN K., « Improving
TCP Performance over Wireless WANs using TCP/IP-Friendly Link Layer », 1st Interna-
tional Conference on E-Business and TElecommunication Networks (ICETE), August 2004.
Fiabilité point-à-point/canal à diffusion 13
[LUB 02] LUBY M., VICISANO L., GEMMELL J., RIZZO L., HANDLEY M., CROWCROFT
J., « The use of Forward Error Correction (FEC) in reliable multicast », Reliable Multicast
Transport (rmt) Internet group, RFC 3453, December 2002.
[PéR 04] PÉRENNOU T., LACAN J., NATOUR H. E., « Évaluation de mécanismes de contrôle
d’erreur pour des transmissions multipoints sur des réseaux de mobiles », Soumission à la
revue TSI, , 2004.
