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Abstract 
In this article, the continuous wavelet transform, based on the Mexican Hat function, is used to achieve an automatic processing 
and classification of visual evoked potentials. Indeed, the representations of the modulus of the wavelet coefficients in the time-
scale plan, allowed us to define qualitative criterion for the discrimination of normal and pathological cases. In order to enhance 
the classification rate, we developed a new method that considers the visual evoked potential's scalogram as an image which is 
segmented, according to the maximal level of energy density, into many regions of significant interest. The analysis of the 
resulting segmented image permits to extract a vector of most significant features that will be used to classify normal and 
pathological signals through SVM classifier. The obtained results show that this technique not only, allows a more reliable 
distinction between normal and pathological cases, with a very high classification rate (93%) in comparison with the one of the 
conventional latency measurement (67%), but also, suggests that indications on the progression of the pathology can be provided. 
© 2014 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
The advent of technology and the non-invasiveness of the visual evoked potential (VEP) recordings have 
encouraged their clinical use for the diagnosis of certain brain diseases. These potentials are elicited by the brain 
when visual stimulations are successively applied to a subject. In the clinical practice, interpretation of the VEP is 
based on the visual reading of the latency which corresponds to the time of occurrence of the first major peak (P100) 
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[1], [2], [3], [4]. These signals are very weak in amplitude and completely embedded in noise. The averaging 
technique is commonly used to extract the VEP meaningful signals. The concept is to average most of the signals 
recorded during the test until a clean plot of the VEP is obtained. This often requires the acquisition of several single 
brain responses which yield tiredness and discomfort in the subject [3], [4].  
 
Seeking more accuracy and efficiency of the VEP as a clinical tool, researchers tried to develop other processing 
and analysis approaches. In terms of extraction, a number of authors proposed linear and nonlinear adaptive filtering 
as alternative to the averaging technique. Indeed, Orfanidis, S.J. et al., used a linear predictor, based on least square 
error algorithm, for modeling VEP signals [5]. Drissi, H. et al., showed that good plots of VEP are obtained while 
applying a linear adaptive filter to a few VEP signals [6]. Davila, C.E. et al., proposed a matched subspace filter for 
detecting multi-harmonic VEP's [7]. In most recent works, Hamzaoui, E. et al. proposed a multilayer perceptron as 
nonlinear adaptive filter, which permits a significant improvement of the signal to noise ratio (SNR) [8]. All these 
developed methods and others [9], [10],[11], are very time saving and very convenient for children, elders or people 
that cannot stay still. For VEP data analysis and classification purposes, spectral analysis methods were used and 
various types of feature vectors were proposed to model the VEP such as those obtained with linear predictive and 
mathematical methods [3], [12], or those based on parametric and non-parametric spectral methods [13], [14]. 
Recently, researchs focus on the use of time-frequency techniques for VEP spectral decomposition and filtering [15], 
[16], [17], [18], [19] and the artificial neural networks for VEP classification [20], [21], [22]. 
 
In this paper, we consider the time-scale representation of the VEP as an image which exhibits regions of 
significant interest. The segmentation of this image permits us to extract significant parameters that should enhance 
discrimination rate, between normal and pathological recordings, with respect to the one obtained with the latency 
method. 
2. Materials and methods 
The schematic diagram of figure 1 summarizes the approach we followed in our tests. The proposed method has 
been implemented using the MATLAB® 8.1 toolboxes [23]. Indeed, the recoded VEP is analysed using continuous 
wavelet transform which the graphical result is considered as an image. The processing of this image allows us to 
extract vectors of features that will be used to classify the signals in two or more classes according to the pathology. 
 
 
Figure 1: Schematic diagram of the proposed method. 
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2.1. VEP recording 
In this work, we tested 88 averaged VEP signals recorded from 22 subjects (10 normal and 12 pathological 
subjects with well established multiple sclerosis). The VEP data were elicited using 4 colored reversal checkerboard 
pattern stimulus reversed every 512 milliseconds. The color combinations used in the test were: black-white, black-
blue, black-red and black-yellow. The checks subtended a visual angle of 1.32° and the entire pattern 10.5° 
corresponding to a distance of 1m from the subject [3]. The VEP signals are measured using two electrodes placed 
on the scalp at the Cz an Oz positions according to the international system 10-20 [24], [25]; a third electrode 
connected to the earlobe is used as reference. The potentials are first amplified (x20000) and converted through an 
A/D converter (12 bits, sampling frequency of 1024 Hz). Each set of data were filtered using a band pass filter with a 
bandwidth of [0.3 Hz, 400 Hz], [3], [4]. For each subject and each stimuli, 64 signle VEPs were obtained and 
averaged to improve the signal to noise ratio [3]. 
2.2. Wavelet analysis of VEP 
Spectral analysis of the VEP signals is performed by computing their continuous wavelet transform. Indeed, the 
wavelet transform S(α,β) of the signal s(t) is given by the equation (1) below [26]: 
   dttstS )(.)(1),( 1     (1) 
α and β represent respectively the scaling and dilation factors, whereas ψ1 is the wavelet mother function. 
 
The scale α is associated to the frequency by: 
 *
cFf    (2) 
where Fc is the central frequency of the wavelet (in Hz) and Δ is the sampling period. 
 
More recent works proposed the use of wavelet transform for the analysis of diferent types of evoked potentials. 
Most of them use the first and second derivative of the Gaussian function as the mother wavelet, since these 
functions have similar profile to a typical VEP waveform [17], [18]. In our study, ψ1 is chosen to be the Mexican Hat 
function, which is calculated as the second-order derivative of the Gaussian function [26]. It is expressed by the 
following equation (2) and illustrated by the figure 2 hereafter. 
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where 0<δ<1 represents the wavelet width [26]. 
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Figure 2: Plot of the Mexican Hat Wavelet. 
The wavelet transform defines a local time-frequency energy density of the analysed signal s(t). Indeed, the 
modulus of the wavelet transform coefficients measures the energy of s(t) in the Heisenburg box of each wavelet ψα,β 
centered at (α,f/β), where f is the frequency. The projection of this energy values on the time-scale plan is called: 
scalogram [26]. In this graphical representation, the ordinate axis represents log2(α) and the abscissas one denotes 
the time. A colour map is commonly used to quantify the energy density levels. In this work, we used a hot colormap 
in which colours vary smoothly, according to the values of energy density, from black (low energy density) to white 
through shades of red, orange, and yellow. The white colour corresponds to the maximal level of the energy [23].  
2.3. Classification of VEPs 
The time-scale representation of the VEP signals is considered as an image which we transform into a binary one 
using the Otsu method. This segmentation method requires prior calculation of the histogram of the image to define 
the best value of the threshold. This operation results into a black and white image. The white colour corresponds to 
the maximal value of the signal's energy [27], [28]. From the segmented image, we extract, for each normal VEP, a 
number of geometrical features such as the number of detected regions, their areas, height and width, the coordinates 
of their centres according to scale and time axis, the Euclidian distance between two adjacent centres, the 
coordinates of the midpoint of the segment formed by two nearest centres (see figure 3), … These parameters will 
form the feature vector to be used as the classifier input in the discrimination step.  
 
To assess the relevance of the extracted parameters for VEP discrimination, we used a support vector machine 
classifier (SVM) which is widely used to solve discrimination and regression problems [29], [30]. In the proposed 
approach, we used, a linear kernel to map the training set and the sequential minimal optimization method to detect 
the optimal separating hyper plane[29], [30]. The training set includes the features extracted from the analysed VEPs 
belonging to the normal population. 
 
 
Figure 3: Example of extracted features used to discriminate VEP signals. 
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3. Results and discussion 
In a first time, we performed various tests to define the best values of the wavelet width δ and the central 
frequency Fc of the Mexican Hat wavelet. Then, we computed and plotted the energy of the signal, provided by the 
wavelet transform, versus δ and Fc. We found that the energy reaches its maximal value for δ=0.47 and 2πFc=5.34 
Hz (see figure 4). Also, high values of the energy density are gotten when the scale number α is chosen to be 128.  
 
Results of the application of wavelet transform to VEP signals are illustrated in the figure 5. Examination of the 
scalograms obtained in the normal case reveals two regions of high intensities around 100 and 150 milliseconds for 
high scales (low frequencies). These two regions are separated by a black vertical line that occurs through all scales 
in the time range [105-120 msec]. These zones of maximum densities of energy may match the two first negative 
and positive peaks of the normal VEP. The black line can explain the polarity changes in the signal. A third area of 
high energy is also found in the time range [270-320 msec] which may correspond to the P300 component of the 
VEP. In the pathological cases, the wavelet representations show high energy concentrations within ranges all over 
the time axis. These concentrations are observed for medium and high scales depicting smaller changes throughout 
the signal. Based on these results found by processing the entire dataset, the maximum energy localization in time 
and scale allowed us to define qualitative criterion for the VEPs discrimination [4], [31]. 
 
 
(a) 
 
(b)        (c) 
Figure 4: (a) 3D representation of the maximal values of the VEP's energy density versus the wavelet width δ and the central frequency Fc. (b) 
Projection of the maximal values of the energy density on the central frequency Fc axis. (c) Projection of the maximal values of the energy 
density on the wavelet width δ axis.  
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Figure 5: Plot of averaged VEP and their corresponding wavelet transform. Left: Normal case. Right: Pathological case. 
The second tests were achieved to choose the best value of the binarization threshold. This value is automatically 
calculated to reach the minimum of the intraclass variance of the black and white pixels. The results show that a 
value of 0.2 provides an optimal segmentation of the image with a minimum loss of information. Indeed, for the 
normal subjects, we were able to isolate, the three regions of interest cited above. Each region is characterized by a 
vector of the most stationary parameters that will be used for the SVM training phase. In particular, we found that 
three parameters are reproducible for all analysed VEPs: 
 
 Coordinates of each region's centre: [Cix, Ciy]; 
  Euclidian distance between these centres: Dij; 
  Coordinates of the midpoint of segments formed by two adjacent region's centres [Mijx, Mijy]. 
 
In order to evaluate the effectiveness of the proposed method, we compared its classification rates with those 
obtained using the conventional measurement of latency [3], [6], [14]. Indeed, for all the used stimuli, a significant 
improvement of classification rate is reached as shown in the table 1. The graphical results of VEP classification 
using the CWT-SVM method are illustrated in the following figure 6. 
Table 1. VEP classification rate obtained using the latency measurement and the CWT-SVM methods. 
Color of stimuli Latency Method CWT-SVM Method 
Black – White 61,56 90,92 
Black – Red 63,25 91,82 
Black – Blue 65,69 92,74 
Black – Yellow 67,82 93,27 
 
In particular, the use of checkerboard black-yellow, not only, allows a more reliable distinction between normal 
and pathological VEPs with a very high classification rate (93%), but also, permits a discrimination among 
pathological signals. This suggests that the technique may provide indications on the stage or disease progression.  
4. Conclusion  
The continuous wavelet transform of the visual evoked potentials is performed using the Mexican hat function. 
Examination of the scalograms obtained in the normal case, reveals three regions of high intensities around 100, 150 
and 300 milliseconds for high scales (low frequencies). In the pathological cases, the scalograms show high energy 
concentrations within ranges all over the time axis. These results allowed us to define qualitative criterion for VEPs 
discrimination.  
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Aiming to improve the VEPs classification rates according to the pathology, we considered each scalogram as an 
image which we transform into a binary and segmented one using the Otsu method. From the resulting image, we 
extract a vector of three features which were found to be the most stationary and relevent to characterize a normal 
VEP. Based on this vector, the classification of the signals is achieved through linear SVM classifier. The 
comparison of obtained classification rates with those of the conventional measurement of latency shows that a 
significant improvement of the classification rate is reached for all the used stimuli. In particular, using this method, 
we found that the black-yellow stimulus allows a very good discrimination between normal and multiple sclerosis 
cases with a very high rate (93%). The proposed method is revealed to be very efficient; it is based on only three 
main features related to the geometry of the patterns that the binarized scalogram contains. It permits also a 
discrimination among VEPs belonging to pathological population. We think that such results could be linked to stage 
of the disease. 
 
 
 
 
(d)
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Figure 6: VEPs discrimination using the proposed method for 4 colored stimuli:  
black-white, black-blue, black-red, and black-yellow. 
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