INTRODUCTION
All matrices we consider have entries + 1 and -1 only. With this convention a Hadamard matrix (of order n) is simply an n by n matrix M satisfying the matrix equation MMT = nl,, where Z, is the identity matrix of order IZ. DEFINITION 1.1. A t by n matrix A4 is called an H-matrix if it satisfies MMT = nz,.
(
Note that (1) is equivalent to saying that the rows of M are pairwise orthogonal. Clearly, every t by n submatrix of an n by n Hadamard matrix is an H-matrix, but the converse is not true in general. 317
FRANKL, RijDL, AND WILSON
One of the important properties of H-matrices, namely that each t by s submatrix of them has nearly the same number of plus and minus l's, is formulated in the following lemma. With this terminology Lemma 1.2 says that H-matrices are n-uniform. Note that every submatrix of an n-uniform matrix is n-uniform.
Let A = (a,,,) be an a by b matrix and N= (n,,) a t by s matrix. If 1 6 i,6 . ..<i.<t and l<j,< ...<jb<s satisfy avT=n,,,iI for all l<v<a and 1 d z < b then we say that the submatrix of N spanned by these rows and columns is isomorphic to A. Let h(A, N) denote the number of submatrices of N which are isomorphic to A.
Let d be the set of all 2"b matrices with a rows and b columns. Clearly, for every t by s matrix N we have
Our main result says that if t and s are "large" and a and b are "small" then h(A, n) = (1 + o(l))(:)(;) 2-"b holds for every A E& and every n-uniform matrix N. THEOREM 1.4. Let t = t(n) and s = s(n) be positive integers, functions of the positive integer n, satisfying t(n) s(n)/n + co as n + a. Let a and b be fixed non-negative integers and A an a by b matrix. Then for every n-uniform t by s matrix N one has h(A, N)=(l+o(l)) ; ; 2-Ob. ( )( > Recall that a t by s matrix can be interpreted as the adjacency matrix of a bipartite graph with vertex set Tu S, T corresponding to the rows, S to the columns and edges corresponding to the + 1's. Call a bipartite graph G n-uniform if the corresponding adjacency matrix is n-uniform. By a bipartite isomorphism we mean an isomorphism which maps vertices in the first (second) class on vertices in the first (second) class, respectively.
Let Aut,(G) denote the group of bipartite automorphisms of G. The following result is a direct consequence of Theorem 1.5. 
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Comparing the two extreme sides, we infer id-fj <&, or, using sd=p(N)
A weaker form of this lemma appears already in [3] , where it is attributed to Lindsey. It was discovered by Alon [ I] as well.
3. PROOF OF THEOREM 1.5.
First we prove a lemma. Let vi be the ith row of N. Let t' < t and let ur, . . . . II,, be arbitrary t' distinct rows of N. The case a = 0 is trivial. Suppose that r 3 0, the statement is proved that a6r and let a=r+l.
To simplify notation we will suppose that ii = j, 1 < j < a. Note that ms/n > (t/d-1) s/n > (ts/n)/r&jil-1, i.e., msjn -+ oc, as n --) cc. Proof: Let y be an arbitrary positive number and let t,, be the number of rows in N, which agree with the vth row in at least t(s + ys) places. Applying Lemma 3.1 to the corresponding row vectors gives Similar computation applies to the number of rows coinciding with the v'th row in at most +(s -ys) places.
Since v was arbitrary, the statement of the lemma follows. 1
For every choice j = (j,, . . . . jb), I<ji< ... <jb<S, anid E=(&i ,..., Eb), .sP = -t 1 or -1, let f(j, E) denote the number of rows i of Iv,, 16 i < m, so that the j,th entry in this row is E, for 16~ < b. Using the induction hypothesis, i.e., h(A,) = (1 + o( 1)) mr(i) 2-", /z(A) = (l+O(l)),rr+l(;) 2-cr+'jn follows. 1
A LEMMA FOR ~PARTITE GRAPHS
Recall that a graph is called I-partite if its vertex set is partitioned into 1 classes and all edges join distinct classes. By the notation G = (lJi= 1 Ai, E) we mean an I-partite graph with edge set E and with vertex set partitioned into A, u ... uA,. As p(H, G) = e(A,, A,) for H being an edge (for H being a pair of isolated vertices the argument is clearly the same) the statement is proved.
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Supposing the statement is true for 1, we prove it for I+ 1 3 3. Let G = (uf=, A i, E) be an (I + 1)-partite, n-uniform graph which satisfies (4.1) with I replaced by I+ 1. Then, by n-uniformity, the number s,(i), (S,(i)) of vertices of A, that are joined to less than fm -tm"2x (more than $rn + &m1j2x) vertices of Aj satisfies and thus xm li2s,( i) 6 Ja 2 2
respectively. Hence, the number s, of points for which there exists an i with the first (or second) property is bounded by Thus the induction assumption can be applied to the I-partite graph GO with vertex set Uf= 1 Dy, where 0; c BY, IDpI = rm/2(1-l/m")l.
Using the inequality
Now we derive the upper bound. Replace the bipartite graph between Ai and Ai by its complement whenever (wi, IV,) is not an edge of H. Then p(H, G) is simply the number of K,, 1 in the new graph. Thus we may assume that H = K,, 1 holds.
First, we have at most m points u E A, which are joined to at most (m+m-" )/2 points of Aj for every i= 1, 2, . . . . I and thus, according to the induction assumption, these vertices are contained altogether in at most copies of K,, , .
Let V, be the set of vertices v of A, for which there exists an i, 1 6 i 6 I, such that v is joined to more than t(m + xm"') vertices of Ai. Using the induction assumption we see that the number N, of K,, , with one vertex in V, -V, + , is at most IV,-Vxtll ( 
CONCLUDING REMARKS
The condition n = o(st) is clearly necessary in Theorem 1.5. Without this n-uniformity would not even imply that the number of plus and minus ones is asymptotically the same in the matrix. Besides Hadamard matrices (and their submatrices) random matrices provide a natural example for n-uniformity.
Speaking about random matrices one is led to consider the non-symmetric case, i.e., when the probability of each entry to be plus one is p, p # 4. One can define that a matrix N is (p, n)-uniform if for every t by s submatrix M of it Ip(M) -pstl d dm holds. Theorem 1.5 can be extended to this case also: 2-"" should be replaced by pP(A)( 1 pp)Qb-P(a).
An interesting example of n-uniform graphs and tournaments is provided by the Paley graphs and tournaments.
Let q be an odd prime power and let the vertex set of G be GF(q) with i and j joined by an edge (arc from i to j) if i-j is a quadratic residue and q=l (mod4), q= -( 1 mod 4), respectively. The fact that Paley tournaments contain all small tournaments as subtournaments was proved by Graham and Spencer [4] . This was extended-using the same method-to Paley graphs by Bollobas and Thomason [2] . Actually the proof can be adopted to yield the statement corresponding to Theorem 1.8 for the Paley tournaments and Paley graphs.
It is worth noting that the Paley graphs have stronger pseudo-random properties than those given in Theorem 1.8. For example, if G is a Paley graph, then for every fixed induced subgraph F of G and any not too large graph H, the number of induced subgraphs of G isomorphic to H that contain F is asymptotically the same as that number for a random graph of the same size as G. This follows easily from the results of [4] . Graphs arising from general Hadamard matrices do not have this property.
Finally, let us mention that in [IS] it is proved that graphs satisfying much weaker uniformity conditions contain all small graphs as induced subgraphs.
