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When two agents exchange information, they need a conceptualisation of the domain of interest and a shared vocabulary to communicate facts with respect to this domain. The two conceptualisations can be expressed in so-called ontologies, which are often defined in a formal language, such as a programming language or a formal logic. An ontology is a catalog of the types of things that are assumed to exist in a domain of interest D from the perspective of a person who uses a language L for the purpose of talking about D [3]. Hence, it abstracts the essence of the domain of interest and helps to classify and distinguish the various types of objects in the domain, their properties, and relationships.

In collaborative performance of tasks, agreement between different agents with respect to their ontologies is crucial or, at least, the agents should be aware of existing discrepancies. Various troublesome situations may arise due to ontological discrepancies. One of the agents, for instance, may by mistake assume that a particular property is applicable to particular types of objects, while the other has no knowledge of that. 

Ontological discrepancies may cause serious communication flaws, and the generation of adequate feedback in order to repair such flaws is an essential part of modelling a proper communication process.

In principle, there is a range of approaches to achieve ontological agreement. In our research [1], we aim at the design of a mechanism that solves ontological discrepancies during the communication process. This recognises the fact that agents may autonomously develop their own ontologies, so discrepancies need to be resolved on-the-fly. In order to design such mechanism, we make three assumptions, as follows:
1.	the two ontological representations of the participating agents are independent and may, therefore, be formalised in different languages;
2.	the information in a received message is in agreement with the ontology of its sender – in other words, the communication channel is ideal and there are no translation failures from the sender’s ontology to its communication vocabulary;
3.	ontological representations can be evaluated in a common domain of interest, i.e., both agents are able to observe the common domain they refer to when communicating.

A significant problem is that, given a particular ontological discrepancy, an agent has abundant possibilities for feedback. Suppose, for instance, that agent A asks the question: “Is this file running?”, and that B’s ontology contains the information that files are a particular type of items and that running is only applicable to processes. Then, examples of possible ways in which B may react are:
B1: “Sorry, I don’t understand that”
B2: “Running is not applicable to files”
B3: “Running is only applicable to processes”
B4: “Files are not processes”
B5: “Is running applicable to files?”
B6: “I did not know that running is applicable to files”
B7: “What do you mean by running?”

In the communication process, therefore, we clearly distinguish between message interpretation and message generation.

In the interpretation process, background assumptions (called “presuppositions”) are extracted from the message and subsequently compared with the receiver’s ontology. The receiver may detect discrepancies by, for instance, type conflicts, ontological gaps, and particular inconsistencies that emerge during the conversational process. For various reasons, we have decided to represent the sender’s ontology as a type-theoretical context. The decision criteria for discrepancies are thus expressed in terms of entailment in type theory, where the addition of particular information to a given context yields, in the technical jargon, legal or illegal contexts. In the interpretation process, presuppositions from the message are considered as additional information and compared to the type-theoretical context of the receiving agent.

Message generation is still in a rudimentary phase, but we believe that at least the following information should be included for adequate feedback utterances to be generated: (i) the kind of ontological discrepancy, (ii) the role the agents play in the conversation, (iii) the agents’ beliefs and their common beliefs about D. The message generator produces two types of information: first, the problem itself – i.e., which information causes the discrepancy – and second, a possible way to solve the problem, for instance, a question about the interlocutor’s ontology or a statement about its own ontology.

Essential to our approach is that ontological discrepancies are treated at the level of agents themselves, without the aid of an external observer, and therefore on the basis of their own subjective view on the world. In other words, there is no reference to any (implicit) third ontology. It also means that the framework abstracts from a notion of truth which is inherent to model-theoretic approaches. Agents work towards agreement on the basis of their belief states and communicative acts.
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