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ABSTRACT 
Understanding the slow activated glassy dynamics of colloidal and thermal (molecular, metallic, 
polymer) fluids in the presence of quenched disorder, interfaces and/or confinement is of 
fundamental science importance and relevant for materials applications. My overarching goal is 
to construct new, microscopic, force-level statistical mechanical theories to determine 
qualitatively and quantitatively the dynamics of confined systems using relatively simple models, 
make testable predictions and compare to experiments. The Elastically Collective Nonlinear 
Langevin Equation (ECNLE) theory for activated relaxation in the bulk serves as the starting 
point to predict dynamical arrest, the shear modulus and alpha relaxation time. First, I construct a 
new theoretical framework for the dynamics of bulk isotropic hard-sphere fluids and colloidal 
suspensions in the presence of randomly pinned particles, and also apply it to real thermal 
liquids. The randomly-pinned particle systems are also used to describe caging constraints at 
solid substrates in supported films. Second, I propose an improved treatment of collective 
elasticity effects in films to capture geometric asymmetry due to modified boundary conditions. 
Third, a new theory is constructed for how the local dynamic free energy that quantifies spatial 
caging constraints in glass-forming liquids at a surface and how such perturbations are 
propagated into the film. Fourth, novel predictions are made under anisotropic confinement in 
specific classes of films with a vapor interface(s), roughly and smooth hard substrates, and a 
vibrating (softened) pinned particle solid which reflect a complex interplay between glassy 
dynamics, elastic and topographic properties of surfaces, and physical adsorption. The spatial 
gradient of alpha relaxation time and glass transition temperature, interfacial and vitrified dead-
layer thickness, spatial decoupling of relaxation in films from the bulk, elastic shear modulus, 
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and characteristic length scales are calculated and are found to be in good agreement with 
simulations of simple models and experiments on molecular and polymeric liquids.  
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CHAPTER 1: Introduction 
1.1. Background 
Despite decades of theoretical, simulation and experimental scientific effort devoted to 
understanding the grand challenge problem of glassy dynamics in diverse physical systems, the 
fundamental physical mechanisms remain rather poorly understood and continue to be intensely 
debated [1,2]. Some common signatures of glassy dynamics are observed in essentially all 
amorphous materials, albeit with large variations among material types and sometimes even 
within a fixed chemical class of systems (e.g., polymers, molecules). At high temperature (see 
Figure 1.1), the structural relaxation time of a liquid above its crystallization temperature,  , 
varies roughly in an Arrhenius manner and is of order a few picoseconds, with a low viscosity 
and high self-diffusion constant. Upon cooling below the melting temperature or another 
characteristic dynamic crossover temperature, the relaxation time grows enormously down to the 
glass transition temperature (Tg) where, by definition, the relaxation time reaches ~ 100-10,000 
seconds and the liquid falls out of equilibrium and is effectively a solid on the experimental time 
scale with a measurable shear modulus. The glassy dynamics problem in the laboratory is thus 
characterized by a measureable increase in the equilibrium liquid phase of the structural 
relaxation time by 14-16 orders of magnitude, which far exceeds simulation time scales which 
can typically probe ~4-6 decades, as depicted in Figure 1.1. The non-equilibrium glass state 
exhibits time-dependent properties, physical aging and memory effects. All these phenomena are 
important for the processing of materials and properties relevant in a wide range of technological 
applications, in addition to their high scientific interest in fundamental physics [1-6]. 
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Figure 1.1: Illustration of the logarithm of the mean structural or alpha relaxation time versus 
normalized inverse temperature for liquids with different fragility. Two dashed lines divide the 
Angell-like plot into three distinct regimes separated by the two empirically deduced “crossover 
temperatures”. The deeply supercooled regime (largely inaccessible in simulation) is roughly 
defined as the wide range where the relaxation time grows from ~ 100 ns to 100 s or larger. 
 
There are many phenomenological models and theories of glassy dynamics based on 
diverse ansatzes [2,3,7-22], each with a different analytical expression for the temperature 
dependence of the alpha time of glass-forming liquids which typically apply in only one of the 3 
regimes in Figure 1.1. Angell-like plots per Figure 1.1 serve to classify a glass-forming material 
as strong or fragile by quantifying the rate of change or curvature with cooling. The alpha 
relaxation time of strong glass materials, for example SiO2 and GeO2, obeys the Arrhenius law, 
which is 
    0 exp a
B
E
k T
     
 
     (1.1) 
where Bk  is Boltzmann's  constant, 0  is a constant (~psec), and aE   is the activation energy of 
the thermally activated process. In contrast, molecular (e.g., o-terphenyl and ethanol), most 
metallic, and polymeric (e.g., polystyrene) glass forming liquids are to varying degrees fragile 
with a temperature dependence of   in the deeply supercooled regime that can usually be 
empirically fit to the Vogel-Fulcher-Tamman (VFT) formula 
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    0
0
exp AT
T T
      
     (1.2) 
where the key fit parameters are AT  (an activation temperature) and 0T   (Vogel temperature). 
Other functional forms for the structural relaxation time have been proposed and fit to 
experimental data, some with finite temperature divergences, some without them. 
Many diverse, and often seemingly conceptually orthogonal, theoretical approaches have 
been proposed for glassy dynamics in the various regimes. Before the deeply supercooled regime 
is reached (so-called "dynamic precursor regime"), the microscopic ideal mode coupling theory 
(MCT) [21] has been developed and widely applied to interpret experiments and simulations. It 
uses time-dependent liquid state theory methods to self-consistently relate forces, structure and 
dynamics in first principles manner. It can accurately account for the onset or emergence of 
transient dynamic localization or caging. However, the strong dynamic Gaussian closure 
approximations invoked by ideal MCT leads to its qualitative failure after ~3 decades of 
structural relaxation time growth since it does not take into account activated hopping processes.  
To treat activated relaxation, the classic Adam−Gibbs (AG) theory [3,7] proposes a 
strong correlation between the structural relaxation time and the length scale of collective 
rearrangements which is postulated to grow (weakly) with cooling. The dynamic activation 
barrier is argued to be inversely related to the configurational entropy, a thermodynamic 
property. The modern version of the AG entropy crisis approach, the random first-order phase 
transition theory (RFOT) [16,17], also assumes a direct connection between slow dynamic and 
thermodynamics and builds concepts of spin glasses and "entropic droplets". RFOT has a 
Kauzmann ideal glass transition, corresponding to a true finite temperature thermodynamic phase 
transition (not accessible in reality even if it exists) associated with the emergence of a subtle 
form of "amorphous order".  
In contrast to thermodynamic-based entropy crisis approaches, various purely purely 
dynamical "elastic models" have been proposed motivated by solid state physics concepts that 
view cold liquid as solids with emergent (dynamic) shear rigidity that persists on a finite but long 
time scale. These models have no divergences, no connections to equilibrium thermodynamic 
properties, and no compact domain characteristic length scale that grows with cooling. The most 
prominent model in this category is the so-called "shoving model" of Dyre [9-11,14]. In the 
deeply supercooled regime, it is postulates a local large amplitude irreversible re-arrangement 
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can only be realized if (via spontaneous fluctuation) there is a long range collective 
rearrangement of particles outside the local region to create dynamic free volume. The latter 
aspect is postulated to dominate the activation barrier at low temperatures. The scale-free nature 
of the collective elasticity picture is in stark contrast to the compact domain picture of AG theory 
and RFOT. 
 Recently, Mirigian and Schweizer have formulated a microscopic, particle and force 
level, predictive approach, the Elastically Collective Nonlinear Langevin Equation (ECNLE) 
theory [9-11]. It views the basic relaxation event as a coupled large amplitude cage-scale 
hopping process which is facilitated by a long range but low amplitude collective elastic 
distortion of the surrounding liquid. This treatment, which can be quantitatively applied to 
colloidal suspensions and molecular and polymeric liquids, results in two inter-related, but 
distinct, temperature-dependent barriers. In the deeply supercooled regime (see Figure 1.1), the 
elastic barrier becomes more important and grows much faster with cooling than the local cage 
barrier. 
The consequences of geometric confinement and interfacial effects on activated glassy 
dynamics, mechanical properties and vitrification of colloidal suspensions and viscous thermal 
liquids have been of great interest to theorists, simulators, and experimentalists over the past two 
decades. The initial scientific motivation for studying such systems arose from a basic physics 
perspective of the glass transition -- the introduction of finite system size might provide 
fundamental insights to the glass transition in the bulk. The logic was in analogy to critical 
phenomena where a boundary can "cut off" a growing dynamic correlation length. However, this 
motivation has many problems, including glassy relaxation is not a long wavelength 
phenomenon, times scales do not grow in a power law manner, the estimated dynamic 
correlations lengths even in the bulk at Tg are not large, and confinement introduces interfaces 
which directly modify dynamics in a manner that appears to propagate over long length scales in 
a non-universal manner. The large challenges in developing a predictive theory for bulk glassy 
dynamics makes it even more difficult to understand the many complex consequences of system 
finite size, geometry of confinement, and interfaces. 
Figure 1.2 shows examples of how confinement can be realized by randomly pinned 
particles in the isotropic bulk liquid [23,24], a quenched fiber network [25], surfaces and 
interfaces [26-29], and geometrical constraints [30,31]. Under broken symmetry conditions, 
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confinement induces strong spatial gradients of dynamical properties that can be qualitatively 
different from fluids in bulk, and may have little connection to structural or thermodynamic 
gradients. Speeding up [9,31-33], or slowing down [24,30], or invariance [34-36] of dynamics 
have all been observed in experiment and on the computer, which strongly depends on the 
properties of surfaces, boundaries and geometric size-effects.  
Randomly pinning particles in a bulk liquid creates a toy model of a porous material, and 
induces slower structural relaxation of glass-forming liquids. It also has become popular to study 
in the context of RFOT-like scenarios. While the dynamics of molecules in films supported by a 
rough solid surface is significantly slowed down compared to their bulk mobility, a smooth solid 
surface weakly accelerates the dynamics near the interface in the same manner as a free (vapor 
interface) surface [35,36]. Tuning attractions between the quenched and annealed species of a 
fluid can modify the system microstructure which also affects dynamics [37,38]. For planar film 
like geometries, the physical mechanism concerning how and why the elastic properties of the 
substrate modify glassy dynamics of the system is not understood and may underlie many 
puzzling experimental observations in the literature. Spherical confinement [30] can 
experimentally be created by pinning a monolayer of particles at the interface which introduces 
extra complexities relative to bulk isotropic randomly-pinned-mobile particle systems per Figure 
1.2a.  But it is simpler than the confinement between planar interfaces in Figure 1.2 c, d, e in the 
sense that a spherical cavity preserves radial symmetry albeit with spatial gradients due to the 
confining boundary.  
Overall, dynamical gradients can lead to enormous changes of the structural relaxation 
time (many, many decades) that can extend over large distances (perhaps 10-100 nm) which 
depends on the form of confinement, the nature of the surfaces and interfaces, thermodynamic 
state (temperature, density), and even the chemical nature of the liquid of interest. The 
overarching goal of this thesis is to develop new theoretical approaches for these systems, which 
are predictive and can be confronted quantitatively with experiment and simulation. Such an 
advance would also be valuable for materials design applications. The starting point is recent 
advances in our group for bulk glass forming liquids and free-standing (two vapor interfaces) 
thin films, based on the ECNLE approach mentioned above.  
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Figure 1.2: Illustration of systems with confinement and/or interfaces. (a) Randomly pinned 
(quenched) - mobile particle mixtures. (b) Suspensions of colloids confined in a quenched 
disordered nanofiber network. (c) Bilayers composed of two different polymers and/or a 
supported molecular or polymer film with a sharp interface. (d) Polymer or molecular films 
confined between two surfaces (capped films). (e) Supported polymer and molecular films with a 
vapor interface at the top with possible local densification or dewetting on the solid surface. (f) 
Fluids under spherical or droplet-like confinement (orange, salmon and blue color corresponding 
to mobile, pinned and slow dynamic particles, respectively). 
 
1.2. Elastically Collective Nonlinear Langevin Equation Theory 
To pursue an understanding of how confinement affects the glass dynamics in amorphous 
systems, we build on and qualitatively extend the ideas of ECNLE theory. Before discussing 
these extensions for complicated systems, we introduce briefly the theory for bulk isotropic 
liquids. Starting from the first principles ideal mode coupling theory (MCT), a microscopic and 
purely kinetic approach relates the structural correlation functions with dynamics, the long-time 
force-force correlation function experienced by a particle due to the surrounding liquid is related 
to an ensemble-averaged mean square displacement self-consistently. Ideal MCT then predicts 
the conditions for the latter becoming finite at long time which in practice heralds the beginning 
(a dynamic crossover) or emergence of long lived caging constraints and transient dynamic 
localization. To overcome the failure of ideal MCT to address activated processes, but retain its 
strength at microscopically relating interactions, structure and dynamic constraints, the Nonlinear 
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Langevin Equation (NLE) theory was constructed based on a stochastic evolution equation for a 
tagged particle which experiences forces via the gradient of a "dynamic free energy" (Figure 
1.3). The new idea of the NLE approach is the concept of a dynamic free energy which controls 
single particle stochastic trajectories. From it, the mean barrier hopping time can be computed 
using Kramer's theory. NLE theory quantifies dynamical constraints based on local structure and 
forces, and has been applied to polymers, rods and various colloidal systems [10,11]. However, 
NLE theory describes only the local cage scale rearrangement and has no longer range collective 
motions. This rationalizes why it is found to accurately predict the first 3-4 decades of activated 
relaxation in cold liquids and colloidal suspensions, but then strongly fails in the direction of 
ultimately massively underestimating the alpha relaxation time. 
   Motivated by the physical ideas underlying the phenomonelogical elastic shoving 
model of Dyre, elastically collective physics beyond the local (first coordination shell) cage were 
included in the microscopic NLE theory [10,11] thereby yielding the ECNLE theory, as briefly 
mentioned above. The physical picture of the alpha relaxation process is based on two distinct 
but coupled physical processes: the large amplitude local cage scale rearrangement (activated 
hop) and the longer range collective elastic fluctuation of the surrounding fluid. ECNLE theory 
has been employed to successfully compute the alpha relaxation time of diverse thermal 
molecular and polymeric liquids over 10-14 decades of time and is often in good quantitative 
agreement with experiments. In Chapter 2, we review in more detail ECNLE theory of glass-
forming liquids in the isotropic bulk, and also provide new insights concerning the theoretical 
framework which is sketched in Figure 2.1  for a sphere fluid. 
 
1.3.  ECNLE Theory for Free-Standing Films 
Recently Mirigian and Schweizer tentatively extended the ECNLE approach to address 
the problem of faster relaxation and spatial dynamical gradients in free-standing films with two 
vapor interfaces [9]. The minimalist formulation assumed any changes of film structure and 
thermodynamics was not important. Hence, all interesting effects of confinement were assumed 
to be purely dynamical. Two physical effects were included. Missing neighbors of particle cages 
very close (within 1.5 particle diameters only) to a vapor interface reduce the local caging part of 
the dynamic free energy and hence the local cage barrier. This results in a reduction of the 
amplitude of a cage expansion associated with the collective elastic displacement field. The form 
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of the elastic displacement field was assumed to be unperturbed by the free surface, but it was 
cut off at the interface thereby reducing the collective elastic contribution to the barrier. This led 
to a predicted significant enhancement of relaxation near the vapor interface and a monotonic 
increase of the relaxation time towards the film interior. From the spatial gradient of the 
relaxation time, the thickness dependence of Tg gradients, ﬁlm-averaged Tg shifts, and other 
features can be deduced. Although qualitative agreement between the ECNLE calculations with 
some aspects of experiment and simulation were found, many open issues remain which may 
have qualitative implications such as the following. How does the surface alter the spatial form 
of the collective elastic displacement field? What is the role of “surface elasticity” or interfacial 
tension on dynamical properties? Can the changes of the dynamic free energy nucleated at the 
interface "propagate" or be transferred over long distances into the film interior?  
   
1.4 Thesis Overview 
Figure 1.3 provides a roadmap of this thesis. Here the goals, some key questions and key 
findings are briefly summarized.   
In Chapter 2, multiple new issues concerning activated relaxation in glassy hard sphere 
fluids and colloidal suspensions,  and also molecular and polymer thermal liquids based, are 
analyzed based on the bulk ECNLE theory. By invoking a high temperature reference state, a 
near universality of the apparent dynamic localization length scale is predicted for liquids of 
widely varying fragility, a result that is relevant to recent simulation studies and quasi-elastic 
neutron scattering measurements. In contrast, in the same format strongly non-universal behavior 
is found for the activation barrier that controls long time relaxation. Two measures of 
cooperativity in ECNLE theory are analyzed. One uses the particle-level Einstein glass model to 
compute the elastic barrier per the original approach, and the other a different continuum-
mechanics-based calculation of strain energy. A new alternative cooperativity length scale is 
defined as the spatial scale required to recover the full barrier and bulk structural relaxation time. 
This dynamic length scale grows strongly with cooling due to the emergence in the deeply 
supercooled regime of collective long range elastic fluctuations required to allow local hopping. 
It becomes very large as the laboratory Tg is approached, though is relatively modest at degrees 
of supercooling accessible with simulation. The structural or alpha relaxation time is found to be 
exponentially related to this cooperativity length over an enormous number of decades of 
9 
 
relaxation time that span the lightly to deeply supercooled regimes. Moreover, the effective 
barrier height increases almost linearly with the growing cooperativity length scale. An 
alternative calculation of the collective elastic barrier based on a literal continuum mechanics 
approach is shown to result in very little change of the theoretical results for bulk properties, but 
leads to a much smaller and less temperature-sensitive cooperativity length scale. 
 
In Chapter 3, ECNLE theory of activated dynamics in bulk spherical particle liquids is 
generalized to address the influence of random particle pinning on structural relaxation and other 
dynamic properties. The simplest neutral confinement model is analyzed for hard spheres where 
there is no change of the equilibrium pair structure upon particle pinning. As the pinned fraction 
grows, strong changes of the localization length, jump distance, cage scale barrier and NLE level 
mean hopping time, and subtle changes of the dynamic shear modulus, are predicted. The 
increase of the alpha time with pinning predicted by the local NLE theory is too small compared 
to simulation findings, and severely so at very high volume fractions. The strong deviations are 
argued to be due to the longer range collective elasticity aspect of the problem which is expected 
to be modified by random pinning in a complex manner. A qualitative physical scenario is 
offered for how the three distinct aspects that quantify the elastic barrier may change with 
pinning. ECNLE theory calculations of the alpha time are then presented based on the simplest 
effective-medium-like treatment for how random pinning modifies the elastic barrier. The results 
appear to be consistent with most, but not all, trends seen in recent simulations.  
 
Chapter 4 re-visits glass-forming free standing polymer thin films to improve its 
treatment of collective elasticity effects. The naive cut off of the isotropic bulk displacement 
field approximation invoked in prior work is improved to explicitly include some aspects of 
spatial anisotropy with a modified boundary condition consistent the adopted step function 
liquid-vapor interface model. The consequences of this improvement on dynamical predictions 
are quantitative but of significant magnitude, and in the direction of further speeding up 
dynamics and further suppressing Tg. The theory is applied to thin films and also (for the first 
time) semi-infinite thick films to address qualitatively new questions for three different polymers 
of different dynamic fragility. Variation of the vitrification time scale criterion over many orders 
of magnitude is found to have a surprisingly minor effect on changes of the film-averaged Tg 
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relative to its bulk value. The theory predicts a new type of spatially inhomogeneous "dynamic 
decoupling" corresponding to an effective factorization of the total barrier into its bulk 
temperature-dependent value multiplied by a function that only depends on location in the film. 
Larger reductions of the absolute value of Tg shifts in thin polymer films are predicted for longer 
time vitrification criteria and more fragile polymers. Quantitative no-fit-parameter comparisons 
with experiment and simulation for film-thickness-dependent Tg shifts of polystyrene and 
polycarbonate are in reasonable accord with the theory.  
 
 In Chapter 5, an entirely new theory for how caging constraints in glass-forming liquids 
at a surface or interface are modified and spatially transferred into the film interior is formulated 
in the context of the dynamic free energy concept. The basic idea is to explicitly formulate 
modified caging constraints in different particle-sized layers on a sub-cage-size scale. The 
dynamic free energy at any mean location (cage center) involves contributions from two adjacent 
layers where confining forces are not the same. At the most fundamental level, the caging 
component of the dynamic free energy varies essentially exponentially as a function of distance 
from the interface, saturating deep enough into the film with a correlation length of modest size 
and weak sensitivity to thermodynamic state. This imparts a roughly exponential spatial variation 
of the key features of the dynamic free energy required to treat dynamical gradients of all 
quantities including the localization length, jump distance, and cage barrier. The theory is 
numerically implemented (and analytically analyzed for some questions) for the hard sphere 
fluid and diverse realizations of the interface which can be a vapor, a rough pinned particle solid, 
a vibrating (softened) pinned particle solid, or a smooth hard wall. Their basic description at the 
level of the dynamic free energy is the same, with the crucial difference arising from the first 
layer where dynamical constraints can be weaken, softened, or hardly changed depending on the 
specific interface. Numerical calculations establish the spatial dependence and volume fraction 
sensitivity of the key dynamical property gradients for five different model interfaces. 
Comparison of the theoretical predictions for the dynamic localization length and glassy modulus 
with simulations and experiments for systems with a vapor interface reveal good agreement.  
 
Based on the foundational advance of Chapter 5, the long range elastic displacement 
field, collective elastic barrier and alpha relaxation time gradient are determined using the 
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formulation of Chapter 4 for vapor interfaces (in Chapter 6) and a rough pinned particle solid and 
a smooth hard wall (in Chapter 7). The physical origin of a double exponential form for the alpha 
time gradient is elucidated for the first time, a puzzling feature that has been empirically 
observed in simulations for two decades. The spatial gradient of alpha relaxation time to 
calculate the Tg gradient. Moreover, spatially dynamic decoupling is analyzed and theoretical 
predictions are quantitatively compared to simulations. Finally, we propose some additional 
theoretical analysis for other film-averaged properties to mimic experimental systems (colloids, 
molecules, polymers) with diverse interfaces and chemical makeup. 
 
 The dissertation ends at Chapter 8 with a summary and suggestions for future work. 
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Figure 1.3: Outline of thesis topics focusing on theoretical developments and studied systems.  
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CHAPTER 2: Elastically Collective Nonlinear Langevin Equation Theory of Glass-
Forming Liquids and Confined Systems 
2.1. Introduction 
 The construction of a quantitative, predictive, force-level theory of activated glassy 
structural relaxation at the level of atoms or molecules remains a grand challenge in statistical 
mechanics [1-3]. Recently, Mirigian and Schweizer formulated and applied a force-based 
dynamical theory that relates thermodynamics, structure and activated relaxation for colloidal 
suspensions [4,5], supercooled molecular liquids [4,6] and polymer melts [7] -- the “Elastically 
Collective Nonlinear Langevin Equation” (ECNLE) theory. Quantitative tractability for real 
materials is achieved based on an a priori mapping of chemical complexity [4] to a 
thermodynamic-state-dependent effective hard sphere fluid using experimental equation-of-state 
data. The basic relaxation event involves coupled large amplitude cage-scale hopping and a long 
range but low amplitude collective elastic distortion of the surrounding liquid, resulting in two 
inter-related, but distinct, barriers. The elastic barrier becomes very important in the deeply 
supercooled regime and grows much faster with cooling than the local cage barrier.  
 The initial formulation of ECNLE theory for rigid molecules is based on a quasi-
universal mapping, is devoid of fit parameters, has no divergences at finite temperature or below 
random close packing, and accurately captures the alpha relaxation time over 14 decades [4,5]. 
Extension to polymer liquids is based on a disconnected Kuhn segment model [7]. To capture the 
wide variation of fragility in polymer melts, non-universality was introduced motivated by the 
system-specific nature of the nm-scale conformational dynamics required for segmental hopping 
[8]. Good results have been demonstrated for Tg, fragility and the temperature dependent 
segmental relaxation time. 
 ECNLE theory has also been extended and applied to other problems: spatially 
heterogeneous relaxation in free standing thin films [9-11], segmental relaxation in polymer 
nanocomposites [12-13], attractive glass and gel formation in dense sticky colloidal suspensions 
[14], the effect of random pinning in dense liquids [15], penetrant diffusion in supercooled 
liquids and glasses [16-18], and activated relaxation in dynamically-asymmetric 2-component 
mixtures [19].   
 In this Chapter, we revisit the basics of ECNLE theory of 1-component liquids to further 
establish it physical picture and address new questions. After a brief review of key technical 
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aspects in Section 2.2, new numerical studies are presented in Section 2.3 that explore a possible 
universality of a practical measure of the dynamic transient localization length, and alternative 
perspectives of the temperature-dependent barrier and effective volume fraction are also studied. 
Section 2.4 analyzes the magnitude and temperature dependence of the particle-level cooperative 
displacement of the alpha process and an alternative measure of a growing cooperativity length 
scale. Interestingly, the latter is shown to be strongly correlated with the alpha time. An 
alternative continuum mechanics analysis of the elastic barrier and its consequences on the alpha 
time and cooperativity length scale is presented in Section 2.5. The Chapter concludes in Section 
2.6 with a discussion. 
2.2. ENCLE Theory and Chemical Mapping 
 As relevant background, the present state of bulk liquid ECNLE theory is briefly 
reviewed. All aspects have been discussed in great detail in prior papers [4-8]. 
 
Figure 2.1: Left panel. Schematic of the fundamental relaxation event for a fluid of spheres 
which involves a local, large amplitude cage-scale hopping motion on the ~ 3 particle diameter 
cage length scale and a spatially longer-range collective elastic harmonic motion to 
accommodate the local rearrangement. Cage scale hopping is described by the dynamic free 
energy as a function of particle displacement, and the jump distance sets the amplitude of the 
long range elastic displacement field outside the cage. Various key length and energy scales 
discussed later in the article are indicated. Right panel shows calculations of the mean alpha time 
(seconds) for liquid OTP as a function of temperature (main frame) and inverse temperature 
(inset). 
 
2.2.1 Quasi-Universal ECNLE Theory of Spherical Particle Liquids 
ECNLE theory describes the activated relaxation of a tagged particle as a mixed local-
nonlocal rare hopping event [6]. Figure 2.1 shows a cartoon of the key physical elements. The 
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foundational quantity for a tagged spherical particle (diameter, d) liquid of packing or volume 
fraction   is the angularly-averaged instantaneous displacement-dependent dynamic free 
energy, Fdyn (r)  Fideal (r) + Fcaging (r), where r is the displacement of a particle from its initial 
position. The derivative of the dynamic free energy determines the effective force on a moving 
particle due to its surroundings. The “ideal” term bFideal (r)  3ln(r / d) favors unbounded 
diffusion or delocalization. The localizing “caging” contribution Fcaging (r)  is constructed solely 
from knowledge of the equilibrium pair correlation function g(r) or structure factor S(q) where q 
is the wavevector. It captures kinetic constraints on the nearest neighbor cage scale defined from 
the location of the first minimum of g(r) ( rcage » 1.5d ). Large amplitude local hopping is strongly 
coupled to (or "facilitated by") a spatially long-range collective elastic adjustment of all particles 
outside the cage needed to create the extra space required to accommodate a hop.  
Key local length scales (see Figure 2.1) are the minimum and maximum of the dynamic 
free energy (rL and rB, respectively), and jump distance  Dr º rB  rL ; key energies are the local 
cage barrier height, FB, and harmonic curvature at the dynamic free energy minimum, K0. The 
precise nature of the elastic displacement field (u(r) in Figure 2.1) realized via a spontaneous 
fluctuation that is required to facilitate a cage scale hop is a priori unknown. As a technical 
approximation, the liquid outside the cage is treated as a linear elastic material (following Dyre 
[20]) which allows calculation of the displacement field using continuum mechanics 
supplemented by a microscopic boundary condition. The so-computed radially-symmetric single 
particle displacement field decays (with no spatial cutoff) as an inverse square power law of 
distance [6]: 
     
 
u(r )  Dreff
rcage
r






2
,   r > rcage      (2.1) 
The amplitude is set by the microscopically-determined mean cage expansion length,
 
Dreff [6]:
 
Dreff »
3Dr2
32rcage
£ rL       (2.2) 
where  Dr » 0.2  0.4d  and grows with density or cooling. In the trajectory-level but dynamic 
mean field spirit of NLE theory, the prefactor of 3/32 in Eq. (2.2) follows from assuming each 
spherical particle in the cage independently hops in a random direction by  Dr .  
18 
 
 There are two ways to then compute the elastic barrier. One could invoke literal 
continuum mechanics, as done by Dyre in his seminal phenomenological approach [20]. 
However, in ECNLE theory the local cage and long range collective elastic aspects are 
intimately related. Given the former is described microscopically, for consistency prior work has 
invoked a particle-level calculation of the elastic barrier we refer to as "molecular Einstein-like". 
It corresponds to computing the elastic barrier by summing over all harmonic particle 
displacements outside the cage region which yields [6]:  
                    0
3
2 2 2
0 4/ 2 ( ( 1) ) 2
cage
cage
elastic eff
r
r
F dr r u r r Kg r
d
K 
    D 



                  
(2.3) 
where r is relative to the cage center and 20 3 /B LK k T r . Note the long range nature of the 
integrand in Eq. (2.3) which decays as ~ r-2, and hence the total elastic barrier converges slowly 
to its full value with the leading correction scaling as ~r-1.  
The sum of the coupled (and in general temperature and density dependent) local and 
elastic collective barriers determine the mean total barrier for the alpha relaxation process:  
 Ftotal  = FB + Felastic                  (2.4) 
The elastic barrier increases much more strongly with increasing density or cooling than its cage 
analog, and dominates the growth of the alpha time as the laboratory glass transition is 
approached [6]. A generic measure of the average structural relaxation time follows from a 
Kramers calculation of the mean first passage time for hopping [6]. For barriers in excess of a 
few kBT one has [5,6]:    
  
 
 
2
0
21 exp B elasticB
s BB
F Fk T
d k TK K
 

 + +  
     (2.5) 
where  KB  is the absolute magnitude of the barrier curvature. The alpha time is expressed in units 
of a "short time/length scale" relaxation process (cage-renormalized Enskog theory) the explicit 
formula for which is given elsewhere [6,8]. Physically, it captures the alpha process in the 
absence of strong caging defined by the parameter regime where no barrier is predicted by NLE 
theory (e.g.,  <0.43 for hard spheres [21]). The latter condition corresponds to below the naive 
mode coupling theory "transition" which in ECNLE theory is manifested as a smooth dynamic 
crossover [6,21,22].  
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 Finally, we note that while the focus of this article is the very large number of                     
1-component glass-forming molecular and polymer liquids, glass-forming mixtures are also of 
interest. ECNLE theory has recently been extended [17,18] to treat binary mixtures and 
addresses the problem of dynamic heterogeneity and decoupling associated with the motion of 
different species.   
2.2.2. Mappings for Molecular and Polymeric Liquids  
The theory is rendered quantitatively predictive for rigid molecular liquids via a mapping 
[4,5] to an effective hard sphere fluid guided by the requirement that it exactly reproduces the 
equilibrium dimensionless density fluctuation amplitude (compressibility) of the liquid [23], 
 S0 (T )  kBT T . This thermodynamic quantity sets the amplitude of nm-scale density 
fluctuations, and follows from the experimental equation-of-state (EOS). The mapping relation is 
[4]:  
 
 
4 2
1
0 0,exp2
1
1 2
HS
t s B T s
BS S k T N A
T
 

    º  »  +  + 
  (2.6)
 
The first equality employs Percus-Yevick (PY) integral equation theory [23] for hard sphere 
fluids. The final equality is an accurate analytic description of experimental data derived 
previously [4]. Temperature enters all 3 factors in S0 (T )  skBTT . This mapping determines a 
material-specific, temperature-dependent effective hard sphere packing fraction, ( )eff T . From 
Eq. (2.6) one has the explicit expression: 
expt expt e pt
0 00
x( ; , , ) 1 ( ) ( ) 3 ( )eff sT A B N T S T S TS  +  +   (2.7) 
Thus, in practice, 4 known chemically-specific parameters enter in the minimalist 
mapping [4,5,7,8]: A and B (interaction site level entropic and cohesive energy EOS parameters, 
respectively), the number of elementary sites that define a rigid molecule, Ns (e.g., Ns=6 for 
benzene), and hard sphere diameter, d. Knowledge of ( )eff T  allows g(r) and S(q) to be 
computed, which determines Fdyn(r), from which all dynamical results follow. With this 
mapping, ECNLE theory can make alpha time predictions with no adjustable parameters. The 
theory has accurately predicted the alpha time over 14 decades for nonpolar organic molecules, 
and with less quantitative accuracy for hydrogen-bonding molecules (e.g., glycerol) [4,5].  
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Figure 2.1 shows mean alpha relaxation time calculations for orthoterphenyl (OTP) in 
two temperature representations; for this system no adjustable parameter agreement with 
experiment has been documented [4,5]. Detailed analytic and numerical analyzes of the 
theoretical form of the temperature dependence of the alpha time have also been performed [4]. 
Over various restricted temperature or time scale regimes, the theory is consistent with 
essentially all of the diverse forms in the literature including the entropy crisis VFT [3], dynamic 
facilitation parabolic model [24], empirical two-barrier form [25,26], and MCT critical power 
law [27]; see Ref.[4] for a detailed discussion. 
  Polymers have additional complexities associated with conformational isomerism and 
chain connectivity. As a minimalist model the polymer liquid is replaced by a fluid of 
disconnected Kuhn-sized segments modeled as non-interpenetrating hard spheres composed of a 
known number of interaction sites, Ns , and effective hard core diameter [7]. Polymer-specific 
errors must be incurred based on such a mapping. To address this, a one-parameter non-universal 
version of ECNLE theory has been developed based on the hypothesis the amount of cage 
expansion depends on sub-nm chemical (conformational) details that are coarse-grained over in 
the effective hard sphere description [8]. Nonuniversality enters via a modified jump distance, 
 Dr ® lDr , where the constant l  is adjusted to simultaneously provide the best theoretical 
description of Tg and fragility of a specific polymer [8]. From Eq. (2.2) and (2.3), this results in 
4 .elastic elasticF Fl®  Hence, the relative importance of the local versus collective elastic barrier 
acquires a polymer-specificity. Very high (very low) fragility polymers correspond to l  greater 
(smaller) than the universal model value of unity. Hence, within ECNLE theory increasing l  
and dynamic fragility corresponds to a more cooperative alpha process as defined by the relative 
importance of the collective elastic contribution to relaxation [8]. 
 In this article, we present representative calculations for a subset of organic molecules 
and polymer melts previously studied [4,7,8]. Specifically [8], polystyrene (PS; fragility = 
m~110) and orthoterphenyl (fragility~82) where lPS  lOTP  1, very high fragility (m~142) 
polycarbonate (PC) where  lPC  2  , and very low fragility (m~46) polyisobutylene (PIB) 
where lPIB  0.47.  
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2.3. Temperature Dependence of Short and Long Time Dynamics and Effective Volume 
Fraction  
2.3.1.  Apparent Plateau Mean Square Displacement 
 The single particle mean square displacement (MSD) at intermediate time scales where 
particles are approximately "transiently localized" is a quantity of interest in simulation [3,28] 
and experiment (e.g., quasi-elastic neutron scattering [29]). In a log-log plot, the displacement 
corresponding to the minimum non-Fickian slope of the MSD serves as an objective and 
practical measure of a "dynamic localization length" [3,30]. Consistent with intuition, it has been 
numerically shown based on stochastic trajectory solution of NLE theory [31,32] that this 
condition corresponds to the mean displacement, R*, where the cage restoring force of the 
dynamic free energy is a maximum. Analytic analysis of NLE theory yields [33]: 
       R
* µ d × rL      (2.8) 
This practical measure of a dynamic localization length is not the same as the literal minimum of 
the dynamic free energy at rL. 
 
Figure 2.2: Square of the displacement of maximum cage restoring force normalized by its value 
at a high  temperature reference state as a function of reduced temperature for PS, OTP, PIB, PC 
liquids. The two choices of TA corresponding to 0.50A   and 0.53 and total barriers of 1 and 3 
kBT, respectively. The curves through the points are guides to the eye.  
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  Calculations of R* as a function of temperature for several systems are shown in Figure 
2.2. Possible universality is explored based on a high temperature crossover temperature, TA, 
defined as when the total barrier is 1 or 3 kBT (corresponding to volume fractions of  0.50A   
and 0.53, respectively). The doubly normalized plot in Figure 2.2 reveals that over a very wide 
range of reduced temperatures (corresponding to alpha time variation by more than 10 decades), 
a good collapse is found which depends little on chemistry or which criterion is adopted for TA. 
Using a prior analytic result [21,33] of NLE theory that  30 exp 12.5Lr d»    plus Eq. (2.8) 
gives:  
    
R*
RA
*




2
» rL
rL,A
» exp 12.5 (T )  (TA  
    (2.9)
 
These results can be potentially tested against simulation and experiment. Note that while the 
numerical data in Figure 2.2 can be reasonably described as linear in temperature over the 
narrow range probed in simulation, the functional form is nonlinear at the lower temperatures of 
primary experimental interest. This cautions against linear extrapolation of high temperature 
simulation data. 
2.3.2. Dynamic Barriers 
             Fundamental connections of the alpha relaxation time and measures of short time 
dynamics have been predicted by ECNLE theory in prior studies [4,6]. Recently, Simmons 
[34,35] suggested based on simulations performed at relatively high temperatures that a roughly 
exponential, but non-universal (system/model dependent), connection exists between the 
effective barrier deduced from the logarithm of the alpha time and the MSD in the pseudo-
plateau regime if both quantities are non-dimensionalized by a high temperature crossover value. 
In the simulations, the latter is defined as the temperature TA where there is ~10% deviation from 
Arrhenius relaxation.  
 Motivated by the above, Figure 2.3 plots our calculations for the temperature-dependent 
total barrier divided by its value at TA against the normalized square of R*. For PS, PC, and OTP 
(not plotted, identical to PS) they are well fit (including all of the deeply supercooled regime) by:  
    
2*
*
( ) exp
( )
total A
total A
F T Ra b c
F T R
    +   
        (2.10)
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where a, b, c are positive system-specific constants, and c increases monotonically with fragility. 
Thus ECNLE theory does predict a specific exponential connection between the barrier and R* if 
expressed in a dimensionless form. Note that for the very low fragility PIB (m~46), the plot is 
nearly linear up to a barrier of ~10 kBT. However, the results for different systems in Figure 2.3 
do not collapse in the adopted plotting representation, and are not expected to. The reason is the 
collective elastic barrier makes a relative contribution to the total barrier which is not universal 
since the jump distance that quantifies the amplitude of the displacement field is chemically-
specific as explained in Section 2.2 (origin of the diverse fragility values) [8]. In contrast, if this 
aspect is neglected then all nonpolar systems have very similar fragilities [4], and the analogous 
plot of Figure 2.3 (not shown) very nearly collapses for different chemical systems, as it also 
does if one only considered the local contribution of the barrier, FB. 
 
Figure 2.3: Total dynamic barrier divided by its value for the high temperature reference state 
versus (RA*/R*)2 for PS, PC, PIB liquids and the same two values of the high temperature 
reference state volume fraction defined in Figure 2.2. The dotted curve is a fit to the red data 
points:  -3.85+2.77*exp(0.54(RA*/R*)2). 
 
 Various theoretical models based on different physics generally correspond to different 
forms of the temperature dependence of the effective barrier. For example, Mauro et al [36] have 
proposed a phenomenological model they claim can fit experimental data over many decades 
based on a configurational entropy perspective significantly modified in a manner motivated by 
constraint theory ideas typically employed for network glass-formers. This model corresponds to 
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an effective barrier in thermal energy units (logarithm of the non-dimensionalized shear viscosity 
[36]) that grows exponentially with a material-specific energy scale divided by the thermal 
energy. Hence, a structural relaxation time that is roughly a double exponential of inverse 
temperature.  
 With the above motivation, the main frame of Figure 2.4a plots ECNLE theory barrier 
calculations for OTP in a log-linear inverse temperature Angell representation. The individual 
contributions to the total barrier are not very exponential in inverse temperature. However, 
surprisingly, the total barrier over a wide range of barrier heights, including the deeply 
supercooled regime (total barrier ~ 6-32 kBT, corresponding to alpha times ~ 10 ns-100 s) is not 
far from an apparent Arrhenius form. This seems to us at least partially accidental, given the 
different physical processes underlying the local and collective elastic barriers in ECNLE theory. 
The inset of Figure 2.4a buttresses this view since PS, PC and PIB do not show as good apparent 
Arrhenius growth of the total barrier as does OTP. More generally, although our plot is partially 
motivated by the Mauro et al model [36], the result should not be taken as support for its 
underlying physical picture. Rather, it simply demonstrates that our theory based on very 
different ideas makes numerical predictions that could be empirically interpreted as following  
the behavior of more phenomenological approaches. 
 Figure 2.4b plots the same OTP results in the less common linear in temperature format. 
Curiously, the elastic and total barriers are reasonably exponential in this representation. The 
rough linearity can be interpreted as suggesting the relation ln bFtotal  µ1 T / T0   is a good 
approximation. The extracted (via fit) temperature for PS is T0~ 484 K is roughly where the total 
barrier is a little less than 1 kBT, and is very close to the temperature TA~461 K where the total 
barrier is exactly 1 kBT. The inset of Figure 2.4b shows the corresponding value of rL for OTP, 
which is also roughly exponential. This behavior has physical meaning given the connection of 
rL with the effective volume fraction in Eq. (2.9), and the near linear growth of the latter with 
cooling as established in the next sub-section.  
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Figure 2.4: Log-linear plot of the local, elastic and total barrier as a function of inverse 
temperature normalized by the bulk Tg for liquid OTP. Inset shows the total barriers for all 4 
systems of present interest. (b) OTP results of panel (a)  plotted versus temperature in Kelvin; 
inset shows the corresponding location of the minimum of the dynamic free energy.  
 
2.3.3. Mapped Volume Fraction and Dynamic Crossovers   
 The key quantity to treat thermal liquids in ECNLE theory is the effective hard sphere 
temperature-dependent volume fraction of Eq. (2.7). Figure 2.5a shows calculations of this 
quantity for the four systems of present interest in the standard inverse temperature 
representation. The effective volume fraction grows sub-linearly with inverse temperature, which 
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is perhaps not unexpected given Eqs (2.6) and (2.7). Figure 2.5b plots the same results versus 
temperature. Rather surprisingly, the behavior is remarkably simple, following an almost linear 
growth over a huge temperature range corresponding to a total barrier growth from ~1-32 kBT: 
     ( ) 0.5eff refT K T T » +       (2.11) 
 where K and Tref  depend on material. This implies that if the quantities that enter Eq. (2.7) are 
expanded through linear order in T, then the content of the mapping is almost fully captured. We 
note the slope for OTP in Figure 2.5b is ~ 6x10-4 K-1, very close to its linear expansion 
coefficient of ~7x10-4 K-1. Precise agreement should not be expected since the mapping is based 
on the dimensionless compressibility which has 3 temperature dependent quantities. On the other 
hand, the naive idea that under the isobaric (1 atm) conditions of interest the temperature 
dependence of feff (T )is mainly due to thermal expansion (an EOS property) seems reasonable.   
 The implications of Eq. (2.11) for dynamics are interesting to consider. First note that in 
the standard representation of Figure 2.5a the smooth curve could be crudely viewed as 
consisting of high and low temperature linear branches. With such a construction (not shown), 
for PS we find the lines intersect at T*~540 K, corresponding to T*/Tg ~ 1.25. A similar exercise 
for OTP and PC yields T*/Tg~1.17 and 1.3, respectively. The absolute value of T*/Tg, and its 
reduction with increasing fragility, agree well with trends of experimentally-deduced dynamical 
crossover temperatures [3,37-40]. The latter are based on empirically fitting the ideal MCT 
critical power law or other functions to alpha relaxation time data plotted as a function of inverse 
temperature. Thus, empirically, one is tempted to associate the smooth thermodynamic crossover 
temperature T* as underpinning the dynamical crossover. This perspective in reinforced by 
examining dynamic properties. A representative example for PS is shown in Figure 2.6. In either 
the T or T-1 plotting formats, a crossover of the local barrier is found at ~520-540 K, which is 
nearly identical to the T* value found from Figure 2.5a; analogous behavior is found for other 
dynamical properties (e.g., rL). A caveat is that although dynamical properties plotted versus T 
show the crossover, the effective volume fraction of Figure 2.5b does not. 
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Figure 2.5: Effective volume fraction versus (a) 1000/T and (b) T for the 4 thermal liquids of 
interest.  
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Figure 2.6: Local cage barrier versus (a) T and (b) 1000/T for PS melt. The two blue straight 
lines show the two roughly linear regimes, and their extrapolated intersection occurs at ~515 K. 
 
2.4. Measures of Cooperativity  
 At present, ECNLE theory focuses on average dynamic properties. Explicit space-time 
dynamic heterogeneity (DH) is not addressed. However, the concept of "cooperativity" is not the 
same as DH. It can be analyzed in the ECNLE theory framework.  
2.4.1.  Cooperative Displacement 
 Real space analyses of simulations [41-44] have attempted to identify the number of 
particles involved in a relaxation event and, even more objectively, the total particle mean square 
29 
 
displacement associated with a re-arrangement, defined here as MSD*. Schall, Spaepen and 
Weitz [45] experimentally extracted the full displacement field associated with activated re-
arrangements in glassy colloidal suspensions. They found a picture akin the ECNLE theory 
where ~12 particles in a compact "cage" region of space move by a large amount and are 
surrounded by a long range collective displacement field of a form consistent with continuum 
elasticity. From the observed displacements, the total particle MSD can potentially be measured.  
 Based on the coupled local-nonlocal physical picture of alpha relaxation in ECNLE 
theory, the "number of re-arranging particles" is ill-defined (in contrast to other models such as 
Adams-Gibbs [46] and RFOT [47] which involve compact clusters). However, we can compute 
MSD*. The cage consists of a central particle plus ~12 nearest neighbors. In NLE theory, each 
particle is envisioned to move a distance  Dr  during the alpha relaxation event which increases 
from ~0.25-0.35 particle diameters upon cooling from the lightly supercooled regime to Tg[6]. 
Hence, the local component is:   
      
 
MSDcage
* » 13Dr 2 » (0.8 1.6)d 2
   (2.12)
 
The collective elastic fluctuation contribution corresponds to a total displacement of: 
 
2 22 3 2
* 2 2
4
2 2
34 24
32
0.71 (0.003 0.011)
cage
cage cage
elastic eff
cager
r r rMSD dr r r d
r d r d
r d d
d

        D D                 
D »  »    

   (2.13)
 
This is far smaller than the local hopping contribution. Hence, the total linear displacement 
MSDtotal
* ~1-2 particle diameters, grows weakly with cooling, and is dominated by local physics 
even though the longer range elastic effects make a large contribution to the activation barrier. 
The obtained modest value of  MSDtotal
* seem reasonable compared to simulation studies      
[41-44,48]. 
2.4.2. Cooperativity Length Scale 
 Since collective elastic effects involve a scale-free displacement field, there is no intrinsic 
length scale in the usual sense.  However, a cooperativity length can be defined by asking a 
question recently explored in studies of thin film heterogeneous dynamics [49-52]. There, one 
can define a length scale as the distance from the surface where some pre-determined fraction of 
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the bulk alpha relaxation time is recovered. The analog of this idea in the context of bulk ECNLE 
theory corresponds to adjusting the upper limit in Eq. (2.3) to define a length-scale-dependent 
elastic barrier within a spherical region of radius varying from cager  to bulk  : 
    
Felastic (bulk )  4 drr
2
rcage
bulk
 g(r) K0u
2(r)
2





 » Felastic
bulk 1
rcage
bulk







   
(2.14)
 
Note the slow inverse in distance decay to its asymptotic value. From this, a cooperativity length 
scale is defined as when a fixed percentage (C) of the bulk alpha time is recovered: 
   
ln
 (bulk )

bulk




º lnC » Felastic (bulk )  Felastic
bulk
kBT
 
rcage
bulk
Felastic
bulk
kBT
,
  
(2.15) 
bulk  is proportional to the bulk elastic barrier. Prior work argued fragility is dominated by 
collective elasticity which is the origin of "cooperativity" [4,6,8] in ECNLE theory. From         
Eq. (2.15) one can write: 
  
bulk » 
rcage
lnC
Felastic
bulk
kBT
 
rcage
lnC
12K0Dreff
2
kBT
rcage
d




3
,
  
(2.16) 
Recall there is no literal spatial cuttoff of the facilitating displacement field and its contribution 
to the elastic barrier. However, for the close to unity values of C we employ below, in a practical 
sense the above length scale can be qualitatively thought of as partitioning the liquid into 
spherical clusters composed of a finite number of particles which roughly define "independently 
relaxing regions" in the context of ECNLE theory.  
Figure 2.7 shows sample calculations of bulk  for PS and OTP (they are almost identical) 
based on the criteria C = 0.5 and 0.8. This cooperativity length grows strongly with cooling, and 
is well described by a cubic polynomial. For the 50% criterion, 30bulk d »  at the laboratory Tg. 
The inset of Figure 2.7 shows the analogous results for the hard sphere fluid. Concerning the 
large cooperativity lengths in Figure 2.7, recall that the emergence of the collective elastic barrier 
as an important effect begins around a crossover volume fraction of ~0.57-0.58,[6] and here  bulk  
is relatively small. For example, at 0.58 » , the inset of Figure 2.7 shows that 6bulk d »  for C = 
0.5. To place this value in context, we note that ECNLE theory predicts for PS parameters that 
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0.58 » , the alpha time ~ 200 ns. This time scale lies in the practical dynamical crossover 
regime deduced experimentally for fragile liquids (10-7 s) [39,40]. Importantly, it is essentially 
the longest time scale that has been probed in molecular dynamics (MD) simulation. Hence, 
since existing MD simulations cannot access the deeply suppercooled regime where the 
collective elastic effects become dominant, the molecular cooperativity lengths they can probe 
are modest, perhaps no more than ~ 4-6 particle diameters. 
 
Figure 2.7: Main frame: Cooperativity length scale defined by the criteria C   0.5 and 0.8 as a 
function of inverse normalized temperature for OTP and PS. Inset shows the underlying hard 
sphere fluid results. The dash-dot curves in the main frame are fits to a cubic polynomial. 
 
2.4.3.  Time-Length Scale Connection  
 One can ask if a simple connection exists between the dynamic cooperativity length and 
alpha time, or its natural logarithm which defines an effective barrier. This question is of prime 
interest in diverse glass physics theories [3,28,53]. Each theory typically has a (growing) length 
scale, with a distinct physical meaning or origin, and often posits a specific power law 
connection between the effective barrier and this length scale via expressions such as: 
    
ln

 0




µ Barrier
kBT
µ ( / d )n or ( / d )
n
kBT
or  / d
kBT




n
    
(2.17)
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Whether ECNLE theory obeys any of the above three relations is a priori not obvious given the 
many different microscopic quantities that enter the alpha time calculation and the presence of 
two barriers with distinct density and temperatures dependences. 
 
 
Figure 2.8: (a) Logarithm of the bulk relaxation time as a function of (bulk / d ) / T 0.75for PS 
and OTP systems and two criteria based on the molecular Einstein approach to computing the 
elastic barrier. Straight dashed lines are fits to the numerical calculations. (b) Logarithm of the 
bulk relaxation time as a function of the non-dimensionalized dynamic length scale raised to the 
0.8 power for PS and OTP systems and two criteria based on the molecular Einstein approach to 
computing the elastic barrier. Straight dashed lines are fits to the numerical calculations. 
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 We have explored the above question for several thermal liquids and choices of the 
criterion parameter  C. Remarkably, we generically find that all forms in Eq. (2.17) can represent 
extremely well our results for the alpha time, typically over 12-15 orders of magnitude in time. 
Figure 2.8a shows representative results for the plotting format associated with the final 
proportionality in Eq. (2.17). The apparent exponent is 3/4, and works equally well for two 
different C values and different chemical species. But, as shown in Figure 2.8b,  the first form in 
Eq. (2.17) works just as well (perhaps even better and over 15 decades) with an exponent only 
slightly larger of 0.8. Thus, we robustly find a single activated time-length scale relation holds 
over essentially the entire temperature regime (lightly to deeply supercooled) with an effective 
barrier scaling in a weakly sub-linear manner with the cooperativity length. Given Eq. (2.16), 
one might think this is not surprising. But recall the alpha time and total barrier involves both 
local and long range elastic contributions which have very different temperature dependences 
and relative importances that can vary widely for polymers of diverse fragilities. We note the 
recent interesting finding of simulations [51,52] of free standing thin films that the bulk alpha 
time varies exponentially with an effective barrier that grows with roughly one power of a length 
scale that defines the characteristic width of the mobility gradient near the vapor interface.   
2.5. Alternative Continuum Mechanics Calculation of the Elastic Barrier   
2.5.1. Bulk Analysis and Comparison to Molecular Einstein Model Analog 
 The original motivation for extending the local NLE theory of hopping [6] to include 
collective elastic effects was the phenomenological "shoving model" of Dyre [20]. He derived 
the displacement field in Eq. (2.1) albeit with an empirically adjustable amplitude. The elastic 
energy was computed assuming a literal continuum elastic picture, not the molecular Einstein 
perspective of ECNLE theory.  
 Here we consider the consequences of computing the elastic barrier with a continuum 
approach but retaining our microscopic description of the amplitude of the displacement field. In 
our notation, in the continuum approach the strain and stress fields in spherical coordinates are 
given by: 
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e rr (r) 
¶u(r)
¶r
 
2rcage
2 Dreff
r3
,  eqq (r)  ejj (r) 
u(r)
r

rcage
2 Dreff
r3
,     
 ( ) 2 ( ),rr rrr G r e   ( ) ( ) ( )rrr r G rqq jj  e        (2.18) 
where G is the high frequency but dynamic shear modulus. The strain energy, identified as the 
elastic barrier, is then: 
Uelastic 
4
2
dr
rcage

 r2  rr (r)e rr (r) + 2qq (r)eqq (r)   8GDreff2 rcage  (2.19) 
This basic form is similar to Eq. (2.3) with three differences: (i) numerical prefactor, (ii) the 
macroscopic shear modulus replaces the single particle spring constant K0, and (iii) the integrand 
decays not as r-2 as for the molecular Einstein model, but much more quickly as r-4. 
 To establish the consequences of the above differences for bulk relaxation, we adopt an 
accurate analytic formula for G derived in prior NLE theory studies [5,6,33]:    
      G 
9kBT
5rL
2d
 3
5

K0
d
    (2.20)  
Substituting Eq. (2.20) into Eq. (2.19) gives  
   
 
Uelastic  Felastic
bulk 2d 2
5rcage
2 »
8
45
Felastic
bulk , for rcage ~ 1.5d
       (2.21)
 
Hence, almost identical results for the elastic barrier as found for the molecular Einstein 
approach are obtained to within a nearly constant numerical prefactor. For the bulk relaxation 
time and Tg there are no conceptual differences between using continuum mechanics versus 
molecular Einstein ideas to compute the elastic barrier.   
2.5.2. Cooperativity Length Scale 
 Given the elastic energy decays much faster (~ r-4) in the continuum mechanics approach 
compared to the molecular Einstein analog (~ r-2), there must be significant differences for the 
cooperativity length  bulk . Figure 2.9 presents calculations analogous to those in Figure 2.7. 
There is a massive reduction in length scale and a roughly linear in inverse temperature 
dependence. The numerical results are easily understood by repeating the analysis in Section 
35 
 
2.4.2 to obtain:    
 
 
log
 (bulk )

bulk




º logC » Felastic(bulk )  Felastic
bulk
kBT
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rcage
3
bulk
3
Felastic
bulk
kBT
,
    (2.22)
 
Simple algebra yields the relation between the cooperativity lengths based on the two 
calculations labeled with subscripts C and E for continuum and Einstein, respectively: 
  
bulk ,C
rcage
»
bulk ,E
rcage






1/3
    
(2.23) 
The cube root relation explains the huge length scale reduction. Given the cubic polynomial fit in 
Figure 2.7, it also explains to zeroth order the nearly inverse temperature dependence in       
Figure 2.9. Note that based on the continuum mechanics calculation, the weakly varying with 
temperature local barrier  now also affects the cooperativity length scale far more than in the 
molecular Einstein approach.  
 
Figure 2.9: Main frame: cooperativity length scale for PS and OTP using C   0.5 and 0.8 as a 
function of inverse normalized temperature based on the continuum mechanics approach to 
computing the elastic barrier in ECNLE theory. Inset shows the corresponding hard sphere fluid 
results.  
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2.5.3.  Time-Length Scale Connection  
 We have carried out the same exercise as in Section 2.4.3 to explore the validity of the 
three forms of the barrier-alpha time relationships of Eq. (2.17). Results analogous to Figure 2.8 
are shown in Figure 2.10. Remarkably good straight lines are again obtained, with a much larger 
apparent exponent of ~2. This is roughly three times (as expected given Eq. (2.23)) the value of 
0.75 found in Figure 2.8. We also find (not shown) essentially equally good representations of 
our alpha time calculations by the relations and .   
 We conclude that the existence of a tight connection between the alpha time and a 
growing cooperativity length scale in ECNLE theory is robust to which approach is used to 
compute the elastic barrier. However, the absolute magnitude and temperature dependence of the 
cooperativity length scale, and the apparent exponent that relates it to the barrier, differ 
substantially. 
 
Figure 2.10: Logarithm of the bulk relaxation time as a function of  2/ /bulk d T for PS and 
OTP and for two criteria based on the continuum mechanics approach to computing the elastic 
barrier in ECNLE theory. Straight dashed lines are fits to the numerical data points.   
 
2.6. Discussion 
 We have analyzed new aspects of ECNLE theory to provide deeper insight of its physical 
content and address new questions. Calculations have been performed for the hard sphere fluid 
and thermal molecular and polymeric liquids of diverse fragilities. We find a near universality of 
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the temperature-dependence of the apparent dynamic localization length if one adopts a high 
crossover temperature as a reference state. In contrast, strong nonuniversalities remain for the 
total activation barrier. Surprising simplicities emerge for the temperature-dependent effective 
volume fraction and various dynamical properties if results are plotted against temperature and 
not its inverse.  
 The particle-level total displacement associated with the alpha event is found to be 
weakly temperature-dependent (grows with cooling) and only ~1-2 particle diameters. An 
alternative amplitude-based criterion for determining a dynamic cooperativity length scale was 
also analyzed. It grows strongly with cooling, reaches very large values at the laboratory Tg, and 
is correlated in an exponential manner with the alpha time over an enormous number of decades 
in relaxation time with a barrier-length scale apparent scaling exponent modestly smaller than 
unity. An alternative calculation of the elastic barrier based on continuum mechanics results in 
little change of the predictions of ECNLE theory for bulk average properties, but leads to a much 
smaller and more weakly growing with cooling cooperativity length scale due to the stronger 
spatial decay of the elastic field with distance. 
 The issue of the molecular Einstein versus literal continuum mechanics approach to 
computing the collective elastic barrier might be more incisively probed by performing new 
simulations and/or confocal imaging experiments in colloidal materials. This question is 
especially germane to how solid or vapor boundaries can "cut off" or modify the elastic barrier in 
thin films [9-12]. Work in this latter direction is underway and will be reported in a future article.  
 Finally, we note that the focus of the present article has been on the temperature and 
system-specific dependences of the mean alpha relaxation time, and how the understand the 
origin of its dramatic growth over 14 or more orders of magnitude. We feel is the most important 
zeroth order question to understand in the area of glass-forming liquids. Significant progress has 
been made for the questions posed in the Introduction in the context of ECNLE theory. Of 
course, many other important open problems remain to be treated using the ECNLE approach 
such as the nature and consequences of space-time dynamic heterogeneity, below Tg 
nonequilibrium dynamics and physical aging, and nonlinear mechanical response in the glass 
state. However, we note that all these problems have been previously studied in depth using the 
simpler NLE version of the activated dynamics theory [32,54-61]. An important future direction 
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is to build on that prior progress and recent advances to establish what are the consequences of 
collective elastic effects for these other issues in ECNLE theory. 
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CHAPTER 3: Theory of Activated Glassy Dynamics in Randomly Pinned Fluids 
3.1. Introduction 
Understanding the physical mechanisms underlying the glass transition remains a grand 
challenge [1-3]. When liquids are cooled their structural relaxation time dramatically increases 
by 14 or more decades before the system falls out of equilibrium thereby heralding kinetic 
vitrification. Simulations typically probe 3-6 decades of the initial slowing down--the so-called 
dynamical precursor regime. Many theories have been advanced based on qualitatively distinct 
hypotheses [1-19]. These include approaches that relate glassy dynamics to equilibrium 
thermodynamics such as the entropy crisis Adams-Gibbs model [3,4] and Random First Order 
Transition (RFOT) theory [13,14], and explicitly dynamical approaches such as mode coupling 
theory [18], dynamic facilitation [15,16], correlated strings [19], and local cage scale hopping 
[9,10] coupled with longer range collective elasticity [7,8,11].  
In an effort to critically test theoretical ideas, a recent theme has been to employ 
simulation to probe the sensitivity of glassy dynamics to boundary conditions [3,20].  A bulk 
realization of this idea introduces internal constraints, the so-called random pinning protocol 
[21]. Here, a subset of particles are randomly fixed in space in a manner that does not change the 
structural pair correlations, so-called neutral confinement [21-28]. Such random pinning leads to 
slower relaxation in a manner that depends strongly on the pinning fraction and system 
temperature or density. Although many interesting simulation results for different idealized 
spherical particle models have been obtained [22-28], it seems to fair to say this body of work 
has not provided a definitive test of competing theories for at least two reasons. (i) Simulations 
only probe the dynamical precursor regime where there are likely strong and non-universal 
crossover effects that are not well understood. (ii) Most theories do not make testable 
quantitative predictions for how random pinning changes activated dynamics, a limitation that 
must be addressed to make definitive progress [25]. Beyond the basic physics motivation, 
randomly pinned systems are toy models of real quenched porous media, including colloidal 
suspensions with particles pinned using optical tweezers [29].  
The present work is motivated by both basic physics and porous media considerations. 
We aim to construct a theory for the effect of random pinning by extending the elastically 
collective nonlinear Langevin equation (ECNLE) approach [7,8,30] of activated dynamics in 1-
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component liquids. ECNLE theory is formulated at the level particles and forces, and relates 
structure and thermodynamics to relaxation. It has successfully predicted, often with no 
adjustable parameters, relaxation in colloidal [8,30], molecular [7,8] and polymeric [31,32] 
systems. General and material-specific aspects of relaxation over 14-16 decades in time have 
been analyzed in the latter two classes of liquids.  
Figure 3.1 sketches the physical ideas of ECNLE theory. Building on a simple (“naïve”) 
version of ideal mode coupling theory (NMCT [13,33]), a stochastic trajectory level approach for 
cage scale single particle barrier hopping was constructed, NLE theory [10,33]. Though 
successful for the initial few decades of slow dynamics in the precursor regime [20,24], NLE 
theory breaks down at lower temperatures and higher densities where it under predicts 
(eventually severely) the relaxation time [7,8]. The physical reason has been argued to be 
associated with the need to create a small amount of local free volume via cage dilation to allow 
enough room for a large amplitude hopping event to occur [7,11,30]. This cage dilation is 
realized via a spontaneous collective elastic fluctuation of particles outside the cage and is 
quantified via a radially-symmetric displacement field with a characteristic amplitude and spatial 
form. The alpha relaxation event then becomes of mixed local-nonlocal spatial character 
whereby the longer range elastic fluctuation contributes to the activation barrier and serves as a 
facilitating process to allow irreversible local re-arrangement. Above (below) a characteristic 
liquid packing fraction (temperature), the collective elastic component dominates the growth of 
the relaxation time [7,8]. This crossover is predicted to occur close to the empirically deduced 
via extrapolation “mode coupling transition” (MCT) volume fraction (~0.58) or temperature 
(~1.1-1.3Tg, where Tg is the experimental vitrification temperature). Activated dynamics is 
predicted to already be very important before this crossover is reached and is not contained in 
ideal MCT. We emphasize that this empirical MCT crossover is not the ab initio computed ideal 
MCT transition which occurs at a significantly higher (lower) temperature (packing fraction) and 
is more properly thought of as an “onset” condition [3,7].  
This Chapter presents an initial attempt to generalize ECNLE theory to pinned-mobile 
systems. We consider a fluid of identical hard spheres with a fraction   randomly pinned. 
Pinning intensifies confining forces on the cage scale as described via the “dynamic free energy” 
of NLE theory, and also introduces changes of the emergent dynamic shear rigidity and nature of 
the facilitating displacement field fluctuations required to allow a large amplitude hopping event 
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to be realized. Physically, we expect pinning has strong consequences on all mobile particle 
dynamical properties as encoded in the dynamic free energy. How it modifies the collective 
elastic effects are analyzed in an effective medium framework.  
Section 3.2 briefly reviews NLE and ECNLE theories for bulk homogeneous                  
1-component and binary mixture sphere fluids. The NLE approach is extended to treat the effect 
of pinning in Section 3.3. Numerical calculations of the dynamic localization length, jump 
distance, shear modulus, entropic barrier, and mean alpha relaxation time are presented. The 
results are compared to recent simulation studies, and agreements and disagreements are 
identified. An approximate analytic analysis is performed and for some properties the derived 
results provide physical insight to the numerical results. Predictions for the alpha relaxation time 
of an effective medium extension of ECNLE theory are presented in Section 3.4. The Chapter 
concludes in Section 3.5 with a brief summary and discussion. Three sections 3.6, 3.7, and 3.8 
provide technical details of the theoretical development, implementation and analytic analysis.  
3.2. Dynamical Theories of Bulk Liquids  
As relevant background, we recall NLE and ECNLE theories of 1 and 2 component fluids 
in the absence of pinning [7,34].  All applications below are for hard spheres and the required 
structural correlations are computed with Percus-Yevick (PY) integral equation theory [35].   
3.2.1. Single-Component Fluid: NLE Theory 
 We consider a hard sphere (diameter d) fluid of volume fraction   º d
3 / 6 . Adopting a naïve 
mode coupling approach based on density fluctuations as the slow variable, the force-force time 
correlation function experienced by a tagged particle in Fourier space is [13,33,36,37] 
 
     
 
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where Bk  is Boltzmann’s constant, T  is temperature,  
b º kBT 1,  S(q) is the collective static 
structure factor, q is wavevector, the effective force is  q C(q)M q , 
 1 1( ) 1C q S q      is the direct correlation function, and  
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and      , , /q t S q t S qc   are the normalized (at t = 0) single and collective dynamic 
propagators, respectively. The kinetically arrested state is treated as an Einstein glass 
corresponding to particles isotropically localized on a length scale rL. In the long time limit, the 
dynamic propagators become Debye-Waller factors [10,33]: 
   
2 2 2 2/ 6 / 6 ( )
, ,        , ,         (3.2)
q r q r S qL Lq t e q t es c
 
 ®    ®    
The collective contribution includes the deGennes narrowing effect. Its form is motivated by the 
short time collective density fluctuation propagator,  
c (q,t)  exp q
2Dst / S(q)  where 
 Ds  kBT / zs  is the short time self diffusion constant. Single particle localization in the long time 
limit is enforced via the replacement . The self-consistent 
expression for rL follows from the “spring constant”  
K º b f 0 .f t ®    which obeys 
 K (rL ) rL
2  3kBT , thereby yielding the NMCT self-consistent localization equation [33]: 
  
 
     
2 2
1 2 1exp 1 .       (3.3)2 39 62
q M
q rd Lq S q S q
rL

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    +      
 
An idealized localized state is predicted at  for hard spheres [33]. 
NLE theory goes beyond ideal NMCT to predict activated single particle stochastic 
trajectories described at the level of an angularly-averaged scalar dynamic displacement, r(t) , of 
a tagged particle from its initial position. In the overdamped limit one has [10,33]:  
    
     0,                          3.4s
F r tdr t dyn t
dt r t
z 
¶
 + 
¶
 
where  (t) is the white noise random force corresponding to the short time Fickian diffusion 
process. Fdyn(r) is the “dynamic free energy”, the gradient of which describes an effective force 
on a tagged particle due to the surrounding particles. It is given by [10,33,37]:  
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The leading term favors the fluid state and the second term corresponds to a trapping potential 
due to interparticle forces which favors localization. If the noise term in Eq.(3.4) is dropped, the 
NMCT ideal glass transition is recovered. For , Fdyn(r) has a minimum at rL 
(which obeys Eq.(3.3)) and a barrier at displacement of rB of  height  FB, as sketched in        
Figure 3.1. 
3.2.2. Single-Component Fluid: ECNLE Theory 
ECNLE theory introduces facilitating longer-range collective elastic fluctuations which 
are argued to be essential for allowing cage scale hopping at sufficiently low temperature or high 
density [7,11,30]. The elastic fluctuation is described by a displacement field outside the cage 
radius (defined from the first minimum of the pair correlation function, g(r)) of: 
               
2
,         r > r                               3.6cage
rcageu r reff r
 
  D
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where rcage » (1.3-1.5)d, and the cage dilation amplitude is of order or smaller than the transient 
localization length and is given by [7,30]: 
                
2 2 3 4 23 3 ,                         3.73 32 192 3072 32
r r r r r rcage cagereff rr cagecage
 D D D D D   + » 
  
 
Here, Dr = rB - rL is the microscopic jump distance (Figure 3.1). The elastic energy cost is then:  
     
3
2 2 22 12 ,                          3.80 0
rcageF drr g r K u r K re eff drcage
 
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where K0 = 3kBT/rL2 is the curvature of Fdyn(r) at r = rL. The final result of Eq.(3.8) assumes     
g(r) = 1 outside the cage, which is a benign simplification for hard spheres [7].   
 
Figure 3.1: Schematic illustration of NLE and ECNLE theory ideas for the pinned-mobile 
particle system. Violet and orange spheres correspond to pinned and mobile particles, 
respectively. 
 
The alpha process is viewed as a mixed local-nonlocal activated event with a total barrier 
composed of cage (NLE theory) and collective elastic contributions, 
 
Ftotal  FB + Fe
. For  £ 
0.54, the latter is small or negligible compared to the local barrier. One objective measure of a 
dynamic crossover is when the rate of increase of the elastic and local barriers with increasing 
volume fraction (slope) are equal; this criterion yields [7] a crossover at x ~ 0.575. Another 
measure of crossover, popular in the analysis of experiments and simulations [3,38,39], is to 
empirically fit alpha time data to a MCT critical power law expression. Implementing this 
procedure for ECNLE numerical calculations yields [7] an “empirical MCT crossover” at 
c,empirical ~ 0.58-0.59. The latter corresponds to ~5-6 decades of growth of the alpha time in the 
dynamic precursor regime, the maximum range typically probed in simulation. The kinetic glass 
transition, corresponding to a ~14 decade growth of the alpha time with volume fraction in hard 
spheres (or an alpha time of 100 s for thermal liquids), is predicted [8] to occur at g » 0.61, 
where Fe is modestly larger than FB.   
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For bulk liquids one can qualitatively compare trends of hard sphere systems with those 
of thermal supercooled liquids of spherical particles by identifying volume fraction with inverse 
temperature [40]. This connection is also in the spirit of an a priori quantitative mapping from an 
effective hard sphere fluid to a molecular or polymer liquid in the ECNLE framework [8]. 
Whether such a connection for pinned-mobile fluids is reliable for all aspects of how pinning 
slows down dynamics is not obvious. We return to this point below. 
3.2.3. Two-Component Liquids 
NMCT and NLE theories for the pinned-mobile particle system are constructed via taking 
a special limit of the general 2-component fluid mixture NMCT and NLE theories discussed 
previously [34]. Key technical details are collected in section 3.6 and 3.7.   
Binary mixture NMCT predicts ideal kinetic glass arrest via the individual, species-
dependent long time mean-square displacements  
 
r
i
t ®    ri 0  2  rL,i2 , where i denotes 
the species (i=1,2). The latter obeys coupled self-consistent equations [34]: 
     
23 ,0 ,                                     3.9
2 2
f f
rk T L iB ti ib ®        
where  i tf  is total effective force acting on the species i at time t. The required force-force time 
correlations are [34]: 
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where i is the site number density of species i, Sij(q) and Cij(q) are the dimensionless partial 
collective structure factor and direct correlation function between species i and j, respectively. 
In long time limit,  
2 2 / 6,,,
q rL iq t es i

 ®   describes a localized single particle. Its 
collective analog is more complicated for a binary mixture. The derivation is based on a short 
time analysis of  ,S q tij  which obeys [34,41,42] 
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 is the short time friction constant for the 
component j, Ds,j is the short time self diffusion coefficient, and in matrix form 
     11 * with q C c qij i ij   *S I C . Equation (11) then becomes: 
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Straightforward calculation (see Ref. [34], and section 3.6) yields analytic expressions 
for
 
 S
ij
(q,t) . The collective-Debye Waller factors then follow via the binary mixture analog of 
the 1-component system long time replacement relation [34] 
 
6kBTt / zs, j ® rL, j
2  and 
 
z
s, j
/ z
s, i
 r
L, i
2 / r
L, j
2 , which closes the theory for rL,1 and rL,2. The latter, along with a standard 
factorization approximation, yields the dynamic elastic shear modulus in the limit where 
ergodicity-restoring activated hopping processes are turned off [34,41]: 
       1 3 2 4
1 2 3 4
1 2 3 4
2 2
4
2
, 1 , 1 0
, , .   (3.13)
60
B
dc q dc qk TG dq q S q t S q t
dq dq
   
   
   

 
 
 ®  ®  
  
    
For a binary liquid, a 2-dimensional dynamic free energy surface can be constructed [43]. 
However, this is not necessary for the pinned-mobile system since only one species moves. Thus, 
as discussed below, one can go directly from the NMCT level binary mixture description to the 
analogous NLE theory in a manner identical to how this is executed for a 1-component system 
[10,33]. Having done that, the extension of ECNLE theory to the pinned-mobile system can be 
performed within the well-established 1-component dynamical framework [7]. 
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3.3.  NMCT and NLE Theories of the Pinned-Mobile System 
3.3.1. Formulation   
We consider the same idealized “neutral confinement” pinned-mobile particle model that 
has been extensively studied using simulation [21-29]. The idea is to start with a one-component 
fluid, and randomly pin a fraction of particles. In simulation, the random pinning procedure must 
be performed enough times to properly average over the quenched disorder. This protocal, by 
construction, does not change the ensemble-averaged structural pair correlations between species 
in the randomly pinned system which remain identical to that of the equilibrium one-component 
fluid. This implies that for a theory such as ours that is built on relating dynamics to pair 
structure, all static pair correlation functions are unchanged from that of the pure fluid.    
The pinned-mobile system under neutral confinement obeys C11(r) = C12(r) = C22(r) = 
C(r), where the subscript 1 and 2 indicate mobile and pinned particles, respectively, and C(r) is 
the 1-component hard sphere fluid analog. The density of mobile and pinned particles are ρ1 = 
ρ(1-) and ρ2 = ρ. Because pinned particles are immobile, their localization length is zero. This 
constraint is implemented in the 2-component mixture NMCT by letting  ζs,2 → ∞, which implies 
Ω22(q) = 0 and Ω21(q) = 0 in Eq.(3.12) (see section 3.6). One can then derive (see section 3.7) a 
single NMCT localization relation for the mobile species as: 
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   The corresponding NLE description and dynamic free energy for the mobile species is 
constructed from Eq.(3.14) exactly as done for a 1-component system. The result is 
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            (3.15) 
The first term in the square brackets of Eqs.(3.14) and (3.15) arises from forces between pinned 
and mobile particles. There is no Debye-Waller-like factor for the former since rL2 = 0, and this 
term vanishes if the pinned particle fraction is zero since S12(q)0. The second term arises from 
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forces between pairs of mobile particles. Setting the derivative of the dynamic free energy to 
zero yields Eq.(3.14), by construction [34].  
 Before proceeding we make a few comments on limitations of our approximate theory. 
First, naïve MCT, the dynamic free energy concept and NLE theory all capture only the local 
caging dynamical effects in an average manner. This implies that longer-range considerations 
such as the connectivity or percolation of open space in the pinned-mobile system is not 
explicitly included. Second, so-called “obstruction effects” associated with the exact 
enforcement of the excluded volume constraint that pinned particles block mobile particles is not 
rigorously captured. Per all effective force treatments, this obstruction effect enters in an average 
manner, here in Eqs. (3.14) and (3.15) via the pinned-mobile effective repulsive force (direct 
correlation function) and the arrested Debye-Waller factors of pinned particles. The 
consequences of such simplifications cannot be a priori evaluated, but rather one must infer their 
usefulness by confronting the theoretical predictions with simulation and/or experiment.  
3.3.2. Numerical Results: Lengths Scales, Barrier and Shear Modulus  
Before implementing the theory, we note (per the discussion above) that beyond a critical 
pinning fraction one expects the “accessible free volume” for the mobile particle motion 
becomes “de-percolated”, an effect not explicitly captured by NLE theory where barriers are 
finite below random close packing. Thus, how high in   the NLE theory is reliable is unknown. 
Simulations of various sphere models [23-28] typically explore pinning fractions up to  ~0.1-
0.2, although simulations of pinned-mobile water models [22] extend to  ~0.5 and still find 
relaxation and diffusion. We perform NLE theory calculations that fall in between these limits.  
Figure 3.2 shows NMCT calculations of how the ideal glass transition, which is the initial 
dynamic crossover to the emergence of a barrier in NLE theory, changes with pinning fraction. 
This onset volume fraction, c , decreases roughly linearly, by ~10% as   grows to 20%.  As 
discussed in more detail in section D below, also shown in Figure 3.2 is a kinetic arrest volume 
fraction relevant to real hard sphere colloid suspensions, g , defined as when the mean barrier 
hopping time in the pinned-mobile system reaches the mean hopping time in the pure fluid at 
0.58  . 
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Figure 3.2: The ideal NMCT ( c ) and dynamical arrest ( g ) volume fraction versus pinning 
fraction. The latter volume fraction is defined as when the mean alpha time of the pinned-mobile 
system equals its pure bulk counterpart at 0.58  . 
 
Figures 3.3a and 3.3b show results for the transient localization length and barrier 
location, respectively, as a function of pinning fraction at high packing fractions. For unpinned 
systems (=0), the localization length (barrier position) decreases (increases) with volume 
fraction, and these trends persist at nonzero degrees of pinning. At fixed volume fraction, 
pinning reduces the localization length in a roughly linear manner. On the other hand, the barrier 
location, rB, increases with pinning fraction. We physically interpret this trend in the context of 
1-component NLE theory which predicts rB increases with density [10,33]. The increase here 
with pinning fraction is suggested to be a consequence of a reduced number of pathways for a 
mobile particle to hop as the cage becomes more rigid and confining.  
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Figure 3.3: (a) The localization length (units of particle diameter) as a function of pinning 
fraction at the indicated different volume fractions,  . The solid and dashed-dotted curves 
correspond to the full numerical calculations and the approximate ultra-local analytic expression 
discussed in the text, respectively. (b) The corresponding barrier position as a function of pinning 
fraction at various volume fractions. 
 Figure 3.4 shows the variation of the local barrier height with pinning fraction at fixed 
volume fraction, and as a function of volume fraction at fixed degree of pinning. As expected, 
pinning always increases the barrier for local hopping. Figure 3.4a shows that the -dependence 
of the barrier is weakly supra-linear. Qualitatively, the hopping time is proportional to exp(βFB), 
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and thus one expects the relaxation time will grow roughly exponentially with pinning fraction. 
Figure 3.4b shows that the volume fraction dependence of the barrier is enhanced in a relatively 
modestly manner with pinning. In pure hard sphere fluids, the local NLE barrier grows nearly 
linearly with inverse localization length [7,33,45]. Figure 3.5 shows that this behavior continues 
to hold rather well in the presence of pinning, although there are second order deviations.   
 
 
Figure 3.4: The local cage barrier (in thermal energy units) as a function of (a) pinning fraction 
at various volume fractions, (b) volume fraction at various pinning fractions. 
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Figure 3.5: The local cage barrier for various volume fractions as a function of dimensionless 
inverse localization length, d / rL ( ,), for a range of volume fractions at 4 fixed values of 
pinning fraction. 
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Figure 3.6: The logarithm of the shear modulus (in units of  kBT / d
3) as a function of pinning 
fraction for various volume fractions. The solid and dashed-dotted curves correspond to the full 
numerical results and the approximate analytic ultra-local analysis expression discussed in the 
text, respectively. 
 
Figure 3.6 uses Eq.(3.13) plus the localization length results of Figure 3.3 to compute 
how the dynamic shear modulus of the ideal arrested mobile sub-system changes with pinning 
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fraction and volume fraction. Recall there is no change of local structure, and pinned particles 
enter the calculation only via their effect on the mobile subsystem. The latter enters Eq.(3.13) via 
the prefactor (1- ) which multiplies density, and  is the leading cause of G decreasing with 
pinning fraction as seen in Figure 3.6. If this factor is removed, G grows with pinning fraction 
since mobile particles are more localized. In any case, changes of G with pinning fraction are 
modest. 
 
3.3.3. Analytic Analysis 
For one-component hard sphere fluids with barriers beyond a few kBT, insight has been 
gained within the NLE framework based on the approximate “ultra-local” analytic analysis [45]. 
The latter is enabled by high wavevector dominance in the dynamic force vertex of Eqs.(3.14) 
and (3.15) and the known analytic form of C(q) in this regime. We do not repeat published 
technical details [45].  Here we present an analogous analysis for the pinned-mobile system. 
There is no a priori knowledge whether the analytic simplifications will be accurate for this 
system.  
The critical result of the ultra-local analysis is that for pure hard sphere fluids a single 
“coupling constant” controls, to leading order, all aspects of the dynamic free energy [45]: 
2( )                            (3.16)g dl º   
where g(d) is the contact value of the pair correlation function. The dynamic vertex in NMCT 
and NLE theories is related to an effective mean square force experienced by a tagged particle 
due to its environment, which is dominated by its caging neighbors for short range interactions. 
This leads to an intuitive result since the “effective force” for hard spheres is an impulse that acts 
only when particles are in contact, and hence ~ kBTg(d ) / d . The contact value is related to the 
thermodynamic dimensionless pressure P (compressibility factor, Z) via an exact theorem [7,35]: 
 21( ) Z-1  , Z P/                       (3.17)Zg d b  l  µ º ® µ

 
Prior analytic analysis found 
 
d / rL  µ bFB µ l  , relations which connect short time 
(localization length) and long time (barrier hopping) dynamics, a hallmark of NLE theory [45]. 
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 Ultra-local analytic analysis has been performed for the pinned-mobile system; section 
3.8 provides some details. The localization length and barrier position follow from the self-
consistent equation:   
   3 , ,2 2 1 ,    (3.18)
4 6 3,
q r q rd c L B c L Bg d erfc erfc
rL B
  
    
      + 
        
 
where qc = 2π/rcage is the lower wavevector cutoff of the ultra-local analysis [45]. Since qcrL() 
<< 1, one can safely take qcrL() = 0 and obtain for the localization length: 
           23 1 2 1 0 1 2 1 .       3.194 ( )L Lr rg d
     »        
 
The predicted linear dependence on pinning fraction is shown in Fig.3a, and is in excellent 
accord with the full numerical calculations. If qcrB is sufficiently large then 
 
erfc x  » ex2 / x    in Eq. (3.18), which allows one to obtain: 
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where the final expression follows for large enough values of  . It is well established that even 
for one-component hard sphere fluids that the analytic approximations are less accurate for the 
barrier location since it occurs at a particle displacement far larger than the localization length. 
For the barrier location we do find that Eq.(3.20) properly captures its increase (and a larger 
jump distance) with pinning fraction as seen in Figure 3.3b. However, the quantitative accuracy 
is very poor compared to the numerical predictions, and hence the corresponding curves are not 
shown. 
The local barrier height can also be analytically calculated in the ultra-local limit as: 
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It depends on rL, rB, , g(d) and . Further simplification follows by adopting the inequalities  
6  q rc L  and 6q rc B >  (reasonable in the high barrier regime), yielding: 
     
212( ) ( )3ln 1 3                                    3.22
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In practice, the second term is more dominant. We again find that Eq.(3.22) is consistent with the 
gross qualitative trends in Figure 3.4a, including the roughly linear growth of FB with pinning 
fraction at fixed density and the near linear proportionality between the barrier height and inverse 
localization length seen in Figure 3.5. However, quantitatively the analytic result is in very poor 
agreement with our numerical results and we refrain from plotting the curves. This poor 
quantitative performance is not unexpected since the barrier location enters Eq.(3.22), which (as 
discussed above) is not well captured by the analytic approximations. 
An analytic analysis of the dynamic shear modulus can be straightforwardly performed 
based on Eq.(3.13). One obtains: 
 
 
 
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It is inversely proportional to the localization length squared, or equivalently one power of the 
harmonic spring constant of the dynamic free energy, K0. Figure 3.6 shows good agreement 
between the analytic and numerical results, which is expected since the crucial physical quantity 
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that determine the dynamic shear modulus is the localization length. Eqs. (3.22) and (3.23) also 
imply the inter-relations: 
     
 
F
B
  µ G          (3.24) 
 
F
B
 rL   µ 1+   / 1+ 2  1       (3.25)  
Eq.(3.25) explains the secondary trend in Figure 3.5 that increasing  increases the barrier at 
fixed 1/rL. 
3.3.4. Mean Hopping Time Results  
We now consider the mean barrier hopping time, taken as a surrogate for average alpha 
or structural relaxation time  . It follows from the Kramer’s mean first passage time as [7,46]:  
              
0
2 .       (3.26)BFS
B
e
K K
b  »    
Eq.(3.26) applies when the barrier is beyond several thermal energy units, and here s is the short 
length/time scale dynamical process associated with cage-corrected binary (Enskog) collisions 
[7,33]. We assume the latter is unaffected by pinning. Any modification of s by pinning is a 
small effect given it enters Eq.(3.26) as a prefactor. Thus, s is given by the prior employed hard 
sphere fluid expression (for Newtonian dynamics) [7]: 
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where b-1(q) = 1 - j0(q) + 2j2(q), jn(x) is the spherical Bessel function of order n, M is the particle 
mass, and   0  is a “bare” Boltzmann-like time scale relevant to the low density limit. 
 Figure 3.7 presents NLE theory calculations of the alpha time. The main frame shows its 
volume fraction dependence becomes stronger as pinning fraction increases. This is largely due 
to the higher barrier per Figure 3.4.  The inset of Figure 3.7 shows the alpha time at fixed volume 
fraction grows in a weakly supra-exponential manner with pinning fraction, as expected based on 
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Figure 3.4. Over the range of pinning fractions probed in simulations (up to  ~0.15), the nearly 
exponential growth with   occurs with a slope that grows with increasing volume fraction. 
Based on the inverse temperature volume fraction correspondence [3,40], this trend is consistent 
with simulations in this regime (up to  ~0.15) at high and intermediate temperatures above the 
empirical MCT value.  
 
Figure 3.7: Log-linear plot of the dimensionless mean hopping time computed using NLE theory 
versus volume fraction for several pinning fractions, and (inset) versus pinning fraction for 
several volume fractions. 
Figure 3.8 presents the relaxation time calculations in two distinct normalized formats. 
The inset shows how it grows with pinning fraction relative to the volume-fraction-dependent 
pure fluid analog. An exponential growth law is clearly seen, along with only of order one 
decade enhancement at a pinning fraction of 15% even at a high volume fraction of ~0.58 
(empirical MCT crossover). The main frame shows the analog of an Angell plot where volume 
fraction is scaled by its value where the alpha time of pinned systems equal the unpinned fluid 
analog at  f  0.58. This procedure operationally defines a kinetic vitrification volume fraction, 
 
fg , which decreases with pinning fraction (see Figure 3.2). The theory predicts dynamic fragility 
weakly decreases with pinning, as evidence by the weaker density variation in Figure 3.8, a trend 
in  rough qualitative accord with simulations of thermal liquid models [25,28].   
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Figure 3.8:  Normalized Angell-like plot of the dimensionless NLE theory alpha time versus 
scaled volume fraction, g  , for various pinning fractions. Inset- Log-linear plot of the alpha 
time normalized by its pure fluid analog as a function of pinning fraction at several volume 
fractions. 
3.3.5. NLE Theory versus Simulation 
  We recall that bulk (no pinning) colloid experiments and hard sphere fluid simulations 
typically probe only roughly 3 decades in relaxation time in the “glassy precursor regime” 
spanning the range of ~0.5-0.58 [1,3]. For this initial slowing down regime, NLE predicts the 
alpha time grows by a smaller amount of order 1.5 decades. Hence, collective elastic effects 
seem already important. At the even higher volume fractions probed in more recent simulation 
and experimental work [47], NLE theory was found to strongly under predict the alpha time 
[7,8,30,48].  Hence, one might anticipate NLE theory (strongly) under predicts the effect of 
pinning on relaxation. As discussed below, this is what we find. The one caveat, which we 
believe is a major one, is whether quantitative or subtle trends deduced based on isochoric 
simulations that lower temperature can be expected to present in our isothermal results for the 
effect of pinning as a function of density. We are unaware of simulations that have definitively 
addressed this question. Our intuition is there could be major differences.   
Near the empirical MCT crossover of bulk ECNLE theory (  ~ 0.58-0.59), NLE theory 
predicts only roughly 1 decade of slowing down at  ~0.15 compared to the alpha time of the 
pure system. In contrast, simulations of a binary mixture of soft repulsive harmonic spheres 
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[23,25] over a temperature range where the bulk alpha time grows by 5-6 decades find 
exponential enhancements of the alpha time with pinning fraction which reach a factor of 
~10,000 at  ~0.15 near the empirical MCT temperature.  Simulations of binary LJ mixtures 
[26] find a weakly supra-exponential growth of the alpha time with pinning fraction which is 
enhanced with cooling, reaching a factor of ~1000 at  ~0.15 for  T / TMCT ,empirical » 1.3 .  Studies 
of other binary soft sphere mixtures [27] up to  ~0.1 over a modest range of temperature (bulk 
alpha time grows by 2 decades) find an exponential growth of the relaxation time with   by a 
factor of ~1000 at the lowest T studied. Simulations of yet other 2d and 3d model mixtures [28] 
find similar trends up to  ~0.1, but the alpha time grows significantly more strongly than 
exponential with pinning fraction. Thus, in the glassy precursor regime probed in diverse 
simulations, although there are significant quantitative variations, the qualitative trends are 
broadly similar including a roughly exponential growth of time scale with pinning fraction. This 
trend is captured by NLE theory but with a magnitude strongly under-predicted. Our hypothesis 
is that collective elastic effects are important even in the dynamic precursor regime, a natural 
deduction given the known situation for bulk fluids [7,8]. 
We note one qualitative deviation between the NLE theory and repulsive harmonic 
sphere simulations [25] which appears to have probed the lowest temperatures to date. They 
found the relative increase of the relaxation time with pinning fraction, which grows with 
cooling at relatively high and intermediate temperatures, slows down and appears to saturate near 
the empirical MCT temperature. This trend is seemingly in contrast to the NLE theory result that 
the relative growth monotonically increases with density. We do believe the latter trend is correct 
for the purely local physics that NLE theory addresses. Curiously, other simulations [23,26-28] 
do not report the aforementioned behavior, and whether the reason is they use different 
interparticle potentials and/or do not probe to as effectively low temperature is unclear to us.  
3.4. Collective Elastic Effects in Pinned-Mobile Systems 
3.4.1. Qualitative Considerations 
  The discussion in section IIIE raises two fundamental theoretical questions. For hard 
spheres, will the proper generalization of ECNLE theory that includes collective elastic effects in 
the pinned-mobile hard sphere system predict a non-monotonic variation or saturation-like 
behavior of the alpha time at relatively high volume fractions?  Should such a feature even be 
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present if density is the control variable versus temperature under constant volume conditions? 
We have no answer to the second question, and suggest new simulation studies are necessary. 
For the former question, we first offer a qualitative discussion of how random pinning might 
change the collective elastic barrier which involves multiple distinct physical effects that may be 
affected differently by pinning. The full problem, including possible pinning-induced collective 
displacement field localization, is presently under study. Section 3.4.2 presents our initial 
effective medium analysis. 
  The elastic barrier involves three key contributions in Eq.(3.8) (see Figure 3.1 for a 
schematic) [7]. (1) The microscopic particle jump distance which sets the amplitude of cage 
dilation and hence the required elastic displacement field fluctuation. (2) The degree of transient 
particle localization (rL) or harmonic spring constant (K0), which sets the energy scale for 
elasticity and the collective elastic barrier. (3) The spatial form of the displacement field as a 
function of distance from the cage center. Contributions (1) and (2) are local properties 
determined by NLE theory, and they both change in the direction of a larger elastic barrier for all 
volume fractions as pinning fraction increases. Issue (3) is complex since it requires knowing 
how the excluded volume associated with quenched disorder (immobile particles) modifies the 
facilitating elastic displacement field. Physically we expect the latter may become spatially 
localized since the randomly pinned particles cannot move and rigorously expel it. If true, such 
displacement field localization may reduce the elastic barrier, and perhaps increasingly so as 
more particles are pinned. Hence, whether more pinning increases or decreases the collective 
elastic barrier would seem to be a subtle problem that depends on three competing factors. A 
possible scenario for the pinning enhancement of the relaxation time to stop growing at high 
enough density (or low enough temperature) is that point (3) becomes dominant, a perhaps 
plausible speculation if the collective displacement field becomes exponentially localized in 
space.  However, the problem seems even more subtle since, as argued in the literature [25], 
under sufficiently deep supercooling conditions that can be probed in the laboratory, pinning 
enhancement of the relaxation time is expected to again become stronger with cooling or 
densification; this regime is presently beyond the capability of computer simulation.   
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3.4.2. Naïve Effective Medium Approximation 
  In bulk globally homogeneous fluids, ECNLE theory adopts an elastic continuum model 
as the technical tool to determine the spatial form of radially-symmetric displacement field 
outside the cage based on solving [11]:  
  2. 0,    (3.28)
3
u uGK GB
 +   +    
 
where KB and G are the bulk and dynamic shear modulus, respectively, and u is the vector of the 
displacement field. Randomly pinning particles introduces quenched spatial disorder, 
fluctuations in local mechanical stiffness, and the hard constraint that the mobile particle 
facilitating displacement field cannot penetrate the finite excluded volume presented by the 
pinned particles. How to determine the modified displacement or strain field is an open problem. 
Here, we analyze only the simplest approximation. 
Recall our simple treatment of the local cage scale (NLE theory) aspect where particle 
pinning only enters via setting their Debye-Waller factors to unity, from which we compute their 
effect on all key properties of the dynamic free energy. This analysis seems akin to the simplest 
effective medium approach, and we adopt a similar perspective for the elastic barrier. The 
dynamic free energy predicts the required changes with pinning of the localization well curvature 
and jump distance in Eq.(3.8), and we make the strong assumption of effective spatial 
homogeneity and use the unpinned form of the collective displacement field spatial dependence 
in Eq.(3.6). This may over-predict the spatial range of the displacement field and the effect of 
pinning on the elastic barrier as discussed in section IIIE.  
3.4.3. Numerical Results  
  Figure 3.9 shows ECNLE theory calculations of the total barrier. Remarkably, the nearly 
linear growth with pinning fraction is again found. This implies that, qualitatively, the alpha 
relaxation time grows exponentially (or weakly supra-exponentially) with pinning fraction, and 
with a slope that grows monotonically with volume fraction. 
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Figure 3.9:  The total (local cage plus collective elastic) barrier as a function of pinning fraction 
at several volume fractions. 
 The corresponding barrier hopping times are shown in Figure 3.10 based on the 
previously developed expression for the alpha relaxation time [7,8]: 
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The theory predicts the alpha time near the empirical MCT crossover volume fraction of ~0.58-
0.59 is ~3 decades larger at a pinning fraction of 15%. As discussed in section 3.3.5, this is a 
reasonable value compared to various simulation studies. The magnitude of the alpha time 
increase with pinning fraction monotonically grows with volume fraction. This seems intuitive to 
us, but conflicts with one simulation [25] which found this dependence saturates at low enough 
temperatures approaching the empirical MCT value. We recall the subtle issue that simulations 
which vary temperature at fixed density may be quite different for some of the pinning physics 
than for hard spheres where slower relaxation is induced by increasing density.  
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Figure 3.10:  Log-linear plot of the dimensionless mean alpha relaxation time calculated using 
ECNLE theory versus the fraction of pinned particles for several volume fractions. Inset – 
Analogous results plotted versus volume fraction at several pinning fractions. 
 
  Following the same analysis done in the main frame of Figure 3.8 based on a pinning-
fraction-dependent kinetic glass transition volume fraction (per Figure 3.2), we use the ECNLE 
theory results in Figure 3.10 to construct an Angell-like plot in Figure 3.11. Qualitatively, one 
sees that the dynamic fragility again weakly decreases with pinning fraction. Quantitatively, we 
compute a dynamic fragility as: 
  , |       (3.30)
( / ) gg
dm Log
d 
    
  
The results are shown in the inset of Figure 3.11. One sees the dynamic fragility decreases by 
~15% as the fraction of pinned particles grows from zero to 20%. This prediction is in qualitative 
accord with the simulation study of Ref.[28].  
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Figure 3.11:  Normalized Angell-like plot of the dimensionless alpha relaxation time versus 
scaled volume fraction, g  , for various random pinning fractions using ECNLE theory and 
the  -dependent value of g per Figure 3.2. Inset- Dynamic fragility as a function of pinning 
fraction. 
 
Finally, one can ask whether a master curve that collapses all the pinning fraction and 
volume fraction dependences of the ECNLE theory relaxation time data in Figure 3.10 can be 
constructed. We have explored this possibility within a framework where the pinning fraction 
and volume fraction dependences factor in a multiplicative manner: 
,
( , ) ( )       (3.31)
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where l  is an adjustable exponent and f(x) is an unknown function. Given the near linearity of 
our results in the main frame of Figure 3.10, one might expect l  is close to unity. As shown in 
Figure 3.12, we indeed find that Eq.(3.31) is quite accurate based on l =1.1. From the inset of 
Figure 3.10, we conclude that the good collapse in Figure 3.12 in the high volume fraction 
regime corresponds to a variation of the alpha relaxation time over at least 12 decades. This 
rather remarkable result would seem to be a distinctive consequence of the present ECNLE 
theory ideas for the pinned-mobile system. The data in Figure 3.12 can be fit to various 
functional forms to extract f(x). We find that a simple parabolic function works quite well, as 
shown by the dashed-dot curve in Figure 3.12.  
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Figure 3.12: Replot of the data of Figure 3.10 per Eq.(3.31) with l =1.1. The dashed-dotted 
curve corresponds to the parabolic fit function  f (x)  1453.75  5645.914x + 5490.94x
2 . 
Deviations become large only at low volume fractions. 
 
3.5. Discussion 
We have extended the microscopic NLE theory for the local cage scale single particle 
activated dynamics in bulk liquids to treat the effect of random pinning under the neutral 
confinement condition. The theory was analyzed and implemented for hard spheres. As the 
pinned fraction grows, all aspects of local cage confinement as quantified by the dynamic free 
energy are enhanced: the localization length of mobile particles decreases modestly, while the 
barrier location and hence jump distance grow substantially. The local barrier increases in a 
weakly supra-linear manner, resulting in a weakly supra-exponential growth of the mean alpha 
time with pinning fraction. The effect of pinning on the barrier and relaxation time grows with 
volume fraction. Analytic analysis in the so-called “ultra-local limit” was performed for the 
pinned-mobile system. The derived results agree very well with our numerical results for the 
localization length and dynamic shear modulus, but are quantitatively very inaccurate for the 
barrier location and height. 
Collective elastic fluctuations are of critical importance when barriers become 
substantial. They were analyzed by extending the homogeneous fluid ECNLE theory to the 
pinned-mobile system based on the simplest effective medium approximation. Pinning is then 
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predicted to monotonically enhance the elastic barrier, and more so at higher volume fraction. 
Changes of the relaxation time due to pinning become order(s) of magnitude larger than 
predicted by the local NLE approach.  
The present theory can be easily applied to treat any spherical particle model such as soft 
repulsive spheres or WCA fluids. Additional complications such as vibrating pinned particles or 
attractive interactions between the pinned and mobile particles can be straightforwardly treated. 
The former reduces the effect of random pinning on dynamical slowing down, while the latter is 
expected to enhance it and is especially relevant for using the random pinning model as a crude 
mimic of real porous materials. 
The theoretical results for hard spheres were qualitatively and semi-quantitatively 
contrasted with simulations of spherical particle thermal liquids. Similarities were identified in 
the dynamic precursor regime, including a roughly exponential, or weakly supra-exponential, 
growth of the alpha time and reduced fragility with pinning fraction. However, large quantitative 
deviations between the NLE theory results and simulations emerge corresponding to strong 
under predictions of the extent that pinning increases the relaxation time. A naïve effective-
medium-like extension of ECNLE theory to the pinned particle system appears to correct this 
aspect, yielding exponential growth of the alpha time with reasonable magnitudes. This 
enhancement monotonically grows with volume fraction. Thus, the tendency of pinning effects 
on the relaxation time to slow down or even become invariant to temperature under cold enough 
conditions observed in one simulation study [25] is not captured. Whether this is a reflection of 
missing physics in the theory, or that how pinning slows motion based on constant volume 
cooling is different than increasing density isothermally for specific subtle effects, or some other 
complication, is unclear.  
Future work is aimed at going beyond the effective medium description of how pinning 
affects the collective elastic part of the problem. A key missing feature of our present work is 
that at very high volume fraction or low temperature random pinning of finite excluded volume 
obstacles may spatially localize the displacement field in a manner that depends on volume 
fraction and pinning fraction. The construction of a theory for this effect is under study. 
3.6. Mixture Static and Short Time Dynamic Structure Factors   
  To implement the NMCT and NLE theories in Eqs.(3.14) and (3.15) requires the 
spherical particle binary mixture (species labels 1,2) direct correlation functions and partial 
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collective structure factors as determined using the Ornstein-Zernike (OZ) matrix integral 
equations. We simply quote the standard results [34] where hij(r)=gij(r)-1: 
 
Sij q   d ij + i j hij q   
    
 
S11 q   1 2C22 q 1 1C11 q   1 2C22 q    12C12 q C21 q 
,
S21 q   S12(q)  12 C21 q 1 1C11 q   1 2C22 q    12C12 q C21 q 
,
S22 q   1 1C11 q 1 1C11 q   1 2C22 q    12C12 q C21 q 
               
     (3.32) 
For neutral confinement all direct correlation functions are identical. 
 Equations (3.11) and (3.12) define our model for the short time collective partial dynamic 
structure factors. Because species 2 is a pinned, effectively zs,2 ® , and hence  22(q) = 0 = 
21(q) in Eq.(3.12). Using this simplification and  
Cij q   C(q)yields:  
 
11 q   kBTzs,1 q
2 1 1C(q)  , 12 q    kBTz s,1 q
21C(q),
an q  º 11 q  + 22 q 2 
11 q 
2
,  
11 q 22 q   12 q 2  0
              (3.33) 
Solving for the partial dynamic structure factors involves two relaxation modes [34]: 
     
     
, ,11
, ,                            (3.34) 21
q tq t cIS q t a e a eI c
q tq t cIS q t b e b eI c

 +

 +
 
Straightforward algebra then yields for the relaxation rates:  
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 I q   an q   an2 q   D2 q   0,  
c q   an q  + an2 q   D2 q   11 q  ,
                                     
             (3.35) 
and amplitudes: 
 
aI q  
 I q   22 q  S11 q  + 12 q S21 q 
 I q   c q  
1C(q)S21(q)
1 1C(q)
,
bI q  
 I q   11 q  S21 q  + 21 q S11 q 
 I q   c q  
1C(q)S21(q)
1 1C(q)
 S21 q . 
 (3.36) 
               
                 
22 11 12 21 1 21
11
1
11 21 21 11
( ) ( )( ) ,
1 ( )
0.                                                 3.37
c
c
c I
c
c
c I
q q S q q S q C q S qa q S q
q q C q
q q S q q S q
b q
q q


   + 
  
   
   + 
 
  
 
Combining all the above, one obtains: 
   
     
2
1 11 ( )1 21 1 21
11 11
1 1
21 21
( ) ( ) ( ) ( ),
1 ( ) 1 ( )
,                                                                                3.38
D q C q tC q S q C q S qS q t S e
C q C q
S q t S q
 
 
   +    

 
S22(q) and S12(q) follow by interchanging the labels 1 and 2 in the above results to obtain:  
   
     21 1
22 22
1 ( )1 22 1 22
12 12
1 1
,
( ) ( ) ( ) ( ), ( )               3.39  
1 ( ) 1 ( )
D q C q t
S q t S q
C q S q C q S qS q t S q e
C q C q
 
 
 

 
 +    
 
3.7. Derivation of NMCT and NLE Theories for the Pinned-Mobile System  
To construct the self-consistent NMCT equations one takes the long time limit of the 
appropriate GLE’s. For the pinned-mobile system, this is achieved via the same mapping 
employed for the 1-component system: 
 
6Ds,1t  6kBT t / zs,1 ® rL
2 . Implementing this and using 
the partial collective dynamic structure factor expressions of section 3.6 in Eq.(3.14) yields:   
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In the final equality, the factors A and B are defined. After major simplifications using the 
equilibrium relations of OZ mixture theory, these factors are given by: 
 
12
1 1
( ) ( )                         (3.41)     
1 ( )
C q S qA
C q 
º

 
 
B º
1C
2 (q)
1 1C(q)
.                            
Employing the above results yields Eq.(3.14) of the main text. The corresponding dynamic free 
energy follows as in prior work for 1-component systems [7,10], thereby yielding Eq. (3.15). 
3.8. Ultra-Local Analytic Analysis  
The analytic results presented in section 3.3 are derived in precisely the same way 
discussed in detail previously for the 1-component hard sphere fluid [45]. The key idea is high 
wavevector dominance of the dynamic force correlation vertex in NMCT and the dynamic free 
energy of NLE theory. The important technical elements are: (1) the wavevector integral below a 
cutoff qc can be ignored, (2) for q  qc, one can exploit the exact PY theory result [45,49] 
 
c q   4d3g d  cosqd
qd 2
, and (3) S12(q) is approximated by its high wavevector limit 
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 
 
   
1 2 .                (3.42)       12 1 21
C q
S q C q
C q
 
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
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
 
Substituting the analytic expressions for C(q) and S12(q)  in Eq.(B1) gives 
   
   
2 2 2 2
2 2 2 2
4
/6 /62 2
2 12
2
/6 /6
9
2 2
24
1                      (3.43)            
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One then obtains: 
   3 2 2 1              (3.44)
4 6 3
q r q rd c L c Lg d erfc erfc
rL
  
    
   +            
 
Now, if / 3 1q dc  , the above equation can be explicitly solved:   
     
 
 2
03 1                       (3.45)
4 1 2 1 1 2 1
L
L
r
r
g d

 
 
 +  + 
 
As sketched in Section 3.3.3, a similar analysis can be performed for the barrier location and 
dynamic shear modulus. Straightforward algebra yields for the latter  
         
2 2 2 2
1 1
2
/3 /62 2
1 1 22 20
9 1
4       (3.46)          
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CHAPTER 4: Dynamic Gradients, Mobile Layers, Tg Shifts, Role of Vitrification  
Criterion and Inhomogeneous Decoupling in Free-Standing Polymer Films 
4.1. Introduction 
Activated glassy dynamics, mechanical properties and vitrification in thin polymer films 
with diverse boundary conditions are problems of great scientific interest [1-5] and also are of 
importance in applications for sensors [6], photoresists [7], coatings [8] and optoelectronic 
devices [9]. Despite much effort over the past two decades, including the construction of many 
different phenomenological models built on different ansatzes [2,5,10-21], the physical 
mechanisms responsible for the observed phenomena remain not very well understood. Broadly 
speaking, this reflects the complexity of activated relaxation in bulk liquids in addition to the 
major complications of confinement, interfaces and spatial inhomogeneity.  
Free standing thin films with two vapor interfaces, or semi-infinite thick films with one 
vapor interface, are perhaps the simplest realization of confined films. They would seem to be 
the most likely candidates for realizing some (limited) universality of behavior. Extensive 
experimental [1-3,22-37] and simulation [2,5,14,15,38-42] efforts have revealed that the 
structural relaxation time in these systems can speed up enormously and mobile layers extend 
rather deeply into the film, with corresponding large film-averaged reductions of the glass 
transition temperature, Tg.  
Recently, Mirigian and Schweizer proposed a theory for free standing films built on a 
quantitative, force-level statistical mechanical theory of alpha relaxation in isotropic bulk 
supercooled molecular [43-45] and polymer liquids [46,47], the “Elastically Collective Nonlinear 
Langevin Equation” (ECNLE) theory. Quantitative tractability for real materials is achieved 
based on an a priori mapping of chemical complexity [44] to a thermodynamic-state-dependent 
effective hard sphere fluid. The structural relaxation event involves coupled cage-scale hopping 
and a longer range collective elastic distortion of the surrounding liquid, resulting in two inter-
related, but distinct, barriers. The theory accurately captures the key features of the alpha time of 
molecular liquids over 14 decades [43-45]. Generalization to polymer liquids is based on a 
primitive disconnected Kuhn segment model [46,47]. 
The extension of ECNLE theory to free-standing films predicts the spatial gradient of the 
alpha relaxation time as a function of temperature, film thickness and location in the film, and 
from this Tg gradients, film-averaged Tg shifts, and other properties can be deduced.48-50 
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Relaxation speeds up for purely dynamical reasons via reduction of the cage barrier near the 
liquid-vapor interface due to loss of neighbors, and reduction of the collective elasticity cost for 
hopping due to a cut off mechanism which is operative even for re-arrangements deep in the 
film. The theoretical results have been encouragingly compared with experiment. However, the 
daunting complexity of the spatially inhomogeneous activated dynamics problem in polymer thin 
films encourages attempts to improve the theory. Here, we re-visit the prior naive treatment of 
collective elasticity based on a cutoff of the isotropic bulk displacement field model [48-50] to 
include some aspects of the spatial anisotropy of the elastic field and a modified boundary 
condition at the vapor interface.  
After briefly reviewing the prior version of bulk and thin film ECNLE theory in section 
4.2, the improved treatment is derived in section 4.3. Representative calculations of the elastic 
displacement field and its consequences on barrier gradients are presented. This improved 
formulation is then used to examine dynamical effects in thin films and also (for the first time 
within the ECNLE approach) one-interface semi-infinite thick films. Qualitatively new questions 
not previously addressed are studied. Section 4.4 focuses on the simpler case of thick films, and 
examines three fundamental issues. (i) Spatial gradients of the alpha time and local Tg of 
polystyrene over a wide range of temperature and for different vitrification criteria. (ii) Mobile 
layer length scale, its evolution with temperature, and whether it is related to the bulk alpha 
relaxation time. (iii) Does a unique form of spatially inhomogeneous "dynamic decoupling" 
occurs in films? Section 4.5 considers free standing thin films and analyzes how the total barrier 
as a function of spatial location and film thickness is modified by our new treatment of the 
elastic displacement field. These results are applied to compute film-averaged relaxation times, 
pseudo-thermodynamic and dynamic measures of the film-averaged Tg shifts, the influence of 
vitrification timescale criterion, and polymer chemistry effects with an emphasis on the influence 
of variable bulk fragility. Several theoretical results are quantitatively compared to simulations 
and experiments on polystyrene and polycarbonate, and predictions are made for 
polyisobutylene. The chapter concludes in Section 4.6 with a discussion. 
4.2. ECNLE Theory of Bulk Liquids and Thin Films 
 As relevant background we briefly review the present state of ECNLE theory for bulk 
liquids and free standing thin films, along with the mapping of chemical complexity to effective 
hard sphere fluids. All aspects have been discussed in great detail in prior papers [43-50]. 
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Figure 4.1: Upper panel: schematic illustration of the conceptual elements of ECNLE theory for 
bulk spherical particle fluids. The dynamic free energy and important length and energy scales 
are indicated. Lower panel: schematic illustration of free standing films indicating the coordinate 
z, film thickness h, regions I and II, cage radius, the sharp interface, loss of neighbors near the 
surface, and cut off of the elastic displacement field at the vapor interface. 
 
4.2.1. Bulk Liquids 
Consider a one-component liquid of spherical particles (diameter, d) of packing fraction 
 . ECNLE theory describes the activated relaxation of a tagged particle as a mixed local-
nonlocal rare hopping event [43]. Figure 4.1 shows a cartoon of the key physical elements. The 
foundational quantity is an angularly-averaged displacement-dependent dynamic free energy, 
Fdyn (r)  Fideal (r) + Fcaging (r), the derivative of which is the effective force on a moving tagged 
particle in a stochastic nonlinear Langevin equation (NLE): 
 
b Fdyn (r)  3ln
r
d




  dq
(2 )3
S(q)C 2 (q)
1+ S 1(q)
exp  q
2r2
6
1+ S 1(q) 




 ,   (4.1) 
where  b º kBT 
1
 , Bk  is Boltzmann’s constant, T  is temperature,   is number density, r  is 
the displacement of the particle from its initial position, ( )S q  is the static structure factor, q is 
wavevector, and C(q)  [1 S 1(q)]   is the direct correlation function [51]. The leading term of 
Eq. (4.1) favors the fluid state, and the second term corresponds to a trapping potential due to 
interparticle forces which favors localization. As the density (or temperature) of the liquid 
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exceeds (goes below) a critical value, a local barrier BF  in ( )dynF r  emerges signaling transient 
localization by neighboring cage particles where the cage radius 1.3 1.5cager d»   is defined as 
the position of the first minimum in the radial distribution function ( )g r . Figure 1 also defines a 
transient localization length Lr , barrier position Br , and jump distance  Dr  rB  rL ; the latter is 
 » (0.2  0.35)d for hard sphere fluids. 
 Large amplitude local hopping is strongly coupled to a spatially long-range collective 
elastic adjustment of all particles outside the cage required to create the small amount of extra 
space to accommodate a hop. Determination of the precise form of the elastic displacement field 
is a difficult inverse problem. As a technical approximation, the liquid outside the cage is treated 
as a continuum elastic material which allows calculation of the displacement field, ( )u r , using 
standard linear continuum mechanics [52] supplemented by a microscopic boundary condition. 
The field obeys:  
    
2( . ) 0,
3
GK G +   +    
u u      (4.2) 
where K  and G  are the bulk and dynamic shear modulus, respectively. The radially-symmetric 
solution is a scale-free displacement field which decays as an inverse square power law [43]: 
     
 
u(r )  Dreff
rcage
r






2
,   r > rcage      (4.3) 
The amplitude is set by the small orientationally-averaged mean cage expansion length,
 
Dreff [43]:
 
 
Dreff »
3Dr2
32rcage
£ rL     (4.4) 
The prefactor 3/32 follows from assuming each spherical particle in the cage independently hops 
in a random direction by  Dr , which is in the spirit of the dynamic mean field nature of NLE 
theory [53]. 
 Since in ECNLE theory the local and long range elastic aspects are intimately related, the 
elastic barrier is determined in a "molecular Einstein-like" manner by summing over all 
harmonic particle displacements outside the cage region thereby yielding [43]: 
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(4.5) 
where r is relative to the cage center, and  K0  3kBT / rL
2 is the curvature (harmonic stiffness) of 
the dynamic free energy at its minimum. We note the long range nature of the integrand in Eq. 
(4.5) which decays as ~r-2, and hence the total elastic barrier converges slowly to its full value as 
~r-1. This aspect will be important for thin films or near the vapor interface of a bulk film. 
The sum of the coupled (and in general temperature and density dependent) local and 
elastic collective barriers determine the total barrier for the alpha process:  
 Ftotal  = FB + Felastic            (4.6) 
The elastic barrier increases much more strongly with increasing density or cooling than its cage 
analog, and dominates alpha relaxation time growth as the laboratory glass transition is 
approached [43,44]. A generic measure of the structural relaxation time follows from a Kramers 
calculation of the mean first passage time over the barrier. For barriers in excess of a few thermal 
energy units one has:
   
 
 

 s
 1+ 2
K0KB
kBT
d 2
exp
FB + Felastic
kBT



         (4.7) 
where  KB  is the absolute magnitude of the barrier curvature. The alpha time is expressed in units 
of a "short time/length scale" relaxation process (cage-renormalized Enskog theory),  s , the 
explicit formula for which is given elsewhere [44]. Physically, it captures the alpha process in 
the absence of strong caging defined by the parameter regime where no barrier is predicted (e.g., 
  0.43 for hard spheres [53]). The latter condition corresponds to being below the naïve mode 
coupling theory ideal glass transition [53,54] which in ECNLE theory is manifested as a smooth 
dynamic crossover.  
The above theory can be applied to any fluid of spherical particles. It is rendered 
predictive for molecular liquids via an a priori mapping [44,46] to an effective hard sphere fluid 
guided by the requirement that it exactly reproduces the equilibrium dimensionless density 
fluctuation amplitude (compressibility) of the liquid,  S0(T )  kBT T . This quantity sets the 
amplitude of nm-scale density fluctuations, and follows from the experimental equation-of-state 
(EOS). The mapping is [44,46]:  
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S0
HS 
1 f 4
1+ 2f 2
º S0,exp t  skBTT » Ns
1  A + B
T




2
     (4.8)
 
The first equality follows from adopting the Percus-Yevick (PY) integral equation theory [51] 
for hard sphere fluids. The final approximate equality is an analytically derived form that 
accurately describes experimental data [54]. This mapping determines a material-specific, 
temperature-dependent effective hard sphere packing fraction:  
feff (T ; A,B, Ns )  1+ S0
expt (T )  S0
expt (T ) + 3 S0
expt (T ) . In practice, three key and known 
chemically-specific parameters enter [54]: A and B (interaction site level entropic and cohesive 
energy EOS parameters, respectively), and the number of elementary sites that define a rigid 
molecule, Ns (e.g., Ns=6 for benzene). Knowledge of (T ) allows g(r) and S(k) to be computed 
using PY theory, which determines Fdyn(r), from which all dynamical results follow. With this 
mapping, ECNLE theory makes alpha time predictions for molecular liquids with no adjustable 
parameters which have been shown to be quantitatively accurate over 14 decades for nonpolar 
molecules and less accurate for hydrogen-bonding molecules [44,45]. 
  Polymers have additional complexities associated with connectivity and conformational 
isomerism. As a minimalist model the liquid is replaced by a fluid of disconnected Kuhn 
segments modeled as non-interpenetrating hard spheres of known diameter [46]. Polymer-
specific errors must be incurred, and a one-parameter non-universal version of ECNLE theory 
for polymer melts has been developed [47] based on the hypothesis the amount of cage 
expansion depends on sub-nm chemical details coarse-grained over in the effective hard sphere 
description. Nonuniversality enters via a modified jump distance,  Dr ® lDr , where the constant 
numerical factor l  is adjusted to simultaneously provide the best theoretical description of both 
Tg and fragility for a specific polymer chemistry. From Eqs. (4.2) and (4.3), this results in 
Felastic ® l
4Felastic . The relative importance of the local versus collective elastic barrier thus 
acquires a polymer-specificity.  
 In this chapter, we present results for polystyrene (PS), polycarbonate (PC) and 
polyisobutlyene (PIB). All required parameters and mapping details are identical to those 
reported previously [47]. Since PS is our "baseline" system, we recall the relevant 
parameters: Ns(PS)  38.4 ,  d  1.16  nm,  A(PS)  0.618 ,  B(PS )  1297 K,  lPS  1, and 
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dPS  1.16nm . The above polymers were chosen since they have widely varying fragility defined 
as  log ( )
g
g T T
m T T  ¶ ¶ . Based on the bulk vitrification criterion of ( ) 100gT   s, prior 
work [47] found: PS has a high m~110 with  lPS  1, PC has a very high m~140 with  lPC  2  , 
and PIB has a very low m~46 with  lPIB  0.47 .  
4.2.2. Free Standing Films  
 Films with interfaces exhibit broken symmetry resulting in every material property 
(thermodynamic, structural, dynamic) becoming spatially heterogeneous and anisotropic. 
Treating all of this complexity theoretically is intractable, and hopefully not necessary. Thus, in 
the past [48-50] a minimalist approach was adopted based on the hypothesis that the most 
important effects are purely dynamical. We assume no changes of thermodynamics or structure 
in the film. This ansatz is consistent with recent machine-learning based analysis of simulations 
of free standing films [55] which found the large dynamical changes observed are not related to 
any change of equilibrium properties. For simplicity, we also adopt a step-function density 
profile in the direction orthogonal to the interface.  
 There remains the challenge of formulating a description of how a vapor interface 
modifies the alpha relaxation process. In the context of ECNLE theory, this involves two distinct 
aspects. How does the interface and confinement modify: (i) the local hopping part of the 
problem as encoded in the dynamic free energy, and (ii) the long range displacement field and 
associated elastic barrier. Aspects (i) and (ii) are coupled, and formulating a theory for either one 
is a major challenge.  
 Within the ECNLE theoretical framework, Mirigian and Schweizer [48-50] constructed a 
zeroth order approach for free standing films based on the following two approximations which 
we explain here in the context of a one vapor interface thick film. For point (i), near the surface 
defined as 0 £ z £ rcage   (where for a sharp interface the center of particles of the first layer define 
z=0) caging constraints are softened due to losing nearest neighbors. The fraction of the bulk 
cage particles present at location z follows from geometry as [48-50]: 
    
3 2
1 1 3( ) .
2 4 4
cage
cage
rzz
r z

                 
    (4.9) 
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For 0z  , ( ) 0.5z 
 
corresponding to losing one half of the nearest neighbors. For cagez r , the 
full cage is recovered and ( ) 1z  . This is a highly local approximation, where surface-induced 
mobility is not propagated beyond the cage radius into the bulk. The dynamic free energy is 
modified as:  
   
Fdyn(r)  3kBT ln(r / d ) + (z)Fcaging (r).      (4.10) 
Thus, near the surface all properties of the dynamic free energy (barrier, hopping time, 
localization length, local shear modulus) behave as a liquid with weaker dynamical constraints. 
 To address point (ii), the most naive (but no adjustable parameter) isotropic "cut off" 
assumption was adopted: the displacement field remains isotropic and identical in form as in the 
bulk, but it is set to zero at the vapor interface. Hence,  u(r)  inside the film is unchanged. The 
basic cutoff idea must be physically sensible, but the quantitative treatment is oversimplified. 
Within a cage radius of the surface, the particle spring constant, K0, of the dynamic free energy is 
reduced. Hence, the elastic barrier is reduced, and in a manner that depends on location in the 
film (variable z) and determined by both the cutoff effect and softening of  K0  3kBT / rL
2  within 
a cage radius of the interface. 
 Prior studies [48-50] using the above zeroth order extension of bulk ECNLE theory to 
free standing films have yielded sensible predictions for the temperature and film thickness 
dependence of the mobile layer, gradients of the shear modulus, local Tg and alpha relaxation 
time, and film-averaged shifts of Tg. However, the naive cutoff approximation ignores all explicit 
anisotropy of the elastic fluctuations required for hopping and merits further investigation. In the 
next section we formulate what we think is a more realistic (but still approximate) treatment of 
the problem, and explore its consequences in subsequent sections.  
4.3. Anisotropic Displacement Field with a New Boundary Condition 
Rigorous solution of the problem of what the anisotropic facilitating collective elastic 
displacement field at the particle level is in thin films (generalization of Eq. (4.2)) to allow local 
cage expansion is a complicated unsolved inverse problem. Here, given we model the liquid-
vapor interface as perfectly sharp, we propose to improve our approach by requiring the 
displacement field continuously approaches zero at the vapor interface motivated by the desire to 
be internally consistent. That is, if the equilibrium density profile in the film is constant and the 
interface is precisely sharp, then allowing segments to dynamically penetrate the vapor does not 
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seem consistent. To allow analytic progress, we assume the displacement vector is controlled by 
the radial component  u º ur (r) . This too is a simplification which ignores the possibility that 
near the surface segment displacements parallel and perpendicular to the interface are different. 
The asymmetric confinement of a thin film preserves azimuthal symmetry but  u(r)  must vary 
with the angle q  (see Figure 4.2) and the distance  z  from the center of a hopping event to the 
interface. We assume the vapor layer modifies the displacement field in the lower half space 
(region I in Figure 4.1), but for a thick film not in upper space (region II) which remains the 
same as in the bulk system. As a "trial displacement field" for  u(r)  in region I, motivated as an 
anisotropic generalization of the general solution of Eq. (4.2), we adopt:  
     
u(r,q , z)  As(r,q , z)r +
Bs(r,q , z)
r 2
,    (4.11) 
where  As(r,q , z)  and  Bs(r,q ,z)  are chosen to enforce the boundary condition  u(r,q , z  0)  0. 
The quantity As  must be zero in the bulk since the displacement field decays to zero at large 
distances, but is nonzero under finite confinement conditions. The field in the film exterior is 
zero. 
 
For a hopping event with a cage centered at position z in the film, we must enforce 
 u(r,q , z  0)  0 and  u(rcage ,q , z)  Dreff . Straightforward analytic analysis gives in the lower 
space: 
 
2 3 2
3/23 3 3 2 2 3
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cage cage
r r r r
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 (4.13) 
where the variable "s" is defined in Figure 4.2. Here Dreff is its bulk value for z > rcageand smaller 
in a z-dependent manner based on the loss of neighbors effect. Note that for  z ®   or  q   / 2 , 
Eq. (4.12) reduces to  As  0  and the bulk value of  Bs  Dreff rcage
2  is recovered. The elastic barrier 
follows as:   
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Felastic 
3
 d 3
d r
VFILM
 u2(r,q , z)K0(r, z)    (4.14) 
 
Figure 4.2: Anisotropic elastic displacement field (in units of particle diameter) in the lower half 
space as a function of distance  r  from the cage center of a hopping event at  z  7.5d  as a 
function of the angle (defined in lower schematic) for a hard sphere fluid at    0.61 (maps to 
Tg of a thermal molecular liquid [44]). The four points on the blue naive cut off model 
displacement field [48] curve correspond to where the elastic field goes to zero based on the new 
anisotropic field model.  
 
Figure 4.2 shows an example of the spatial variations of the new displacement field for a 
re-arrangement event centered at  z  7.5d . For the prior naive treatment [48-50] it is direction 
(q )-independent. Enforcing u(r,q , z) ® 0 at the vapor interface introduces a stronger and 
anisotropic spatial dependence of the collective elastic field, and decreases its amplitude 
compared to the prior naive treatment. As q  decreases at fixed z, the displacement field more 
rapidly decays in space. For  z £ 3.5d ,  u(r,q ,z)  is approximately independent of q  since it is 
dominated by the second term on the right hand side of Eqs. (4.12) and (4.13).  At larger 
distances from the cage center, the influence of the confining term  Asr  on the displacement field 
becomes more significant. 
Figure 4.3 presents model calculations of the normalized total barrier gradient using the 
new and prior elastic displacement fields at different temperatures for PS. Since the new 
displacement field is significantly reduced compared to its bulk analog near the vapor interface, 
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the total barrier estimated using the naïve displacement field recovers its bulk value on smaller 
distances. More generally, the total barrier becomes more suppressed near the interface and 
decays slower than its naïve analog. The spatial variation of the barrier has a "two-region" form 
due to the very different nature of the interface-induced changes of the local (loss of nearest 
neighbors) and collective elastic (cutoff at surface) barriers. The inset shows the new elastic 
barrier divided by its bulk value as a function of location in the film for various temperatures. 
The plot is made versus /d z  since we know (as mentioned below Eq. (4.5)) that in the bulk the 
elastic barrier slowly converges to its asymptotic isotropic liquid value as the inverse distance 
from the cage center. The analog of this in the film is a long distance decay as ~ /d z . 
 
Figure 4.3: Total barrier (solid curves) normalized by its bulk value as a function of distance 
from the vapor surface of a thick film at several indicated temperatures for PS (bulk Tg = 430K). 
The mapping corresponds to volume fractions of 0.55, 0.57, 0.60, and 0.61 for T = 566, 522, 
478.5, and 436.2 K, respectively. The dashed-dotted curves are the analogous results using the 
prior naïve displacement field cut off model [48]. Inset: Normalized (to the bulk) collective 
elastic barrier plotted versus dimensionless inverse distance from the surface. 
 
4.4. Thick Films: Gradients, Decoupling and Growing Mobile Layer Length Scale   
We apply the modified ECNLE theory to study spatial gradients of various properties for 
thick films. We then consider two new questions: (i) does z-dependent "dynamic decoupling" 
exist, and (ii) is there a connection between the bulk alpha time growth with cooling and a 
mobile layer length scale.   
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4.4.1. Spatial Gradients 
 Figure 4.4 presents calculations of the alpha relaxation time divided by its bulk value as a 
function of depth from the interface of a PS film at various temperatures. Relaxation massively 
speeds up near the vapor interface and enhanced mobility extends deep into the film. One also 
sees the new treatment of the elastic field results in a longer range gradient compared to the prior 
results. However, overall the differences between the new and prior alpha time gradient 
predictions are quantitative, not qualitative. The functional form of the alpha time gradient is 
generically different near and far from interface. This aspect appears to be different than seen in 
simulations [14,15,56,57] performed at relatively high temperatures on atomic and simple 
polymer models which find a roughly "double exponential" variation, that is the logarithm of the 
alpha time varies exponentially with distance from the surface. Of course, simulations cannot 
address the deeply supercooled regime probed experimentally, and hence the validity of the 
double exponential relaxation time gradient in that regime is unknown.  
 
Figure 4.4: Log-log plot of the normalized (to the bulk) alpha relaxation time of a PS semi-
infinite film as a function of distance from the surface at various temperatures. The dashed-
dotted curve is the corresponding result for T = 436 K based on using the naïve displacement 
field cut off model [48]. 
 
 Figure 4.5 presents Angell-plot type calculations of the PS film alpha relaxation time 
versus normalized inverse temperature over a wide range of locations in the film. The rate of 
growth of the alpha time with cooling varies enormously as one moves from near the surface into 
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the film interior. The temperature dependence is extremely weak very close to the surface. By 
eye on the scale of the graph, bulk-like behavior is attained at ~15-20 nm from the surface.  
 
Figure 4.5: Angell-like plot of the alpha time (in seconds) versus inverse normalized 
temperature at various indicated distances z from the free surface of a semi-infinite PS film.  
 
From knowledge of how the alpha time grows with cooling as a function of location in 
the film, the spatial gradient of 
 
Tg can be calculated. Results are shown in Figure 4.6 in a 
vertically normalized log-linear format. A very rapid variation is predicted within a cage radius 
of the interface due to the loss of neighbors effect. It is followed by a slow drift towards the bulk 
value at larger distances from the interface where collective elasticity effects dominate the 
interface-induced perturbation due to the cutoff of the displacement field effect. Such a two-
regime spatial variation of the local Tg may perhaps be viewed as providing modest support for 
the qualitative suggestion [29,30] that large film-averaged reductions of Tg are mainly a "surface 
effect".  
Results are also shown in Figure 4.6 using a much smaller vitrification timescale criterion 
of only 100 ns, motivated mainly by simulation studies. Of course, the bulk Tg also changes 
(increases) when the vitrification criterion is changed, which is taken into account. In the plotting 
format, we surprisingly find that using a vitrification criterion corresponding to 9 decades faster 
dynamics yields normalized Tg gradients almost identical to those obtained with the typical 
experimental criterion (100 s), at least close to the interface. Farther from the interface there are 
noticeable, but still not dramatic, differences. The latter are expected since the relative 
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importance of local versus elastic effects is very different at temperatures where the bulk alpha 
time is 100 s versus 100 ns. We also show results based on using the prior naive displacement 
field. The differences compared to the new approach are modest, but the prior approach predicts 
smaller Tg reductions that extend less into the film.   
 
Figure 4.6: Linear-log plot of the local glass transition temperature normalized by its bulk value 
as a function of location in the semi-infinite PS film based on two different vitrification criteria, 
100s and 100 ns. The dashed-dotted curves corresponds to the analogous results using the naïve 
displacement field cut off model [48]. Inset: same results as in the main frame plotted in a linear-
linear format. 
 
4.4.2. Mobile Layers and Correlation with the Bulk Alpha Relaxation  
From our results for the alpha time gradient, we define a mobile layer thickness based on 
a chosen criterion. Following recent simulation studies [38,39,41,57], we adopt the criterion of a 
mobile layer thickness,  , as the distance from the film surface where the relaxation time 
reaches a fraction C of its bulk value at a fixed temperature. The results of this calculation for PS 
are shown for C = 0.5 and 0.8 in the inset of Figure 4.7. Ones sees the length (T ) grows quite 
strongly with cooling. The reason is that as temperature decreases, the collective elastic 
contribution to the total barrier grows strongly in an absolute sense and also relative to its local 
cage analog. Thus, the distance into the film required to recover bulk-like relaxation grows rather 
strongly with cooling due to the cutoff effect of the long range collective elastic field. 
Quantitatively, we find, for example, that  » 25d » 30nm near the bulk PS Tg for a criterion of 
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C=0.5. This large absolute length scale again reflects the importance of long range elastic effects 
in determining the mobility gradient far from the surface. 
Motivated by simulation [38,39,41,56,57], general theoretical considerations [10], and 
our recent study in the bulk [58], the main frame of Figure 4.7 explores a possible exponential 
correlation between the bulk alpha relaxation time and the temperature-dependent mobile layer 
length scale. Remarkably, over 15 decades we find the logarithm of the bulk alpha relaxation 
time increases in a weakly sub-linear manner described (essentially equally well) by the 
following two forms: 
    
 
ln  ,bulk (T )  µ (T ) / T 3/4 or (T ) / d 4/5    (4.15) 
This behavior is identical to what we recently found for isotropic liquids based on a growing bulk 
cooperativity length scale defined as when the alpha time achieves its nearly full value [58]. This 
behavior also applies well if one only analyzes our calculations over the typical simulation time 
scale range (~1 ps to 10-100 ns) where the collective elastic effects are quite small (not shown).   
 
Figure 4.7: Logarithm of the bulk PS liquid alpha relaxation time (in secs) as a function of 
 ( / d) / T 
3/4  (red and orange curves) and   / d 
0.8 (green and dark yellow curves), where   is 
the mobile layer thickness in the free-standing thick film computed based on the criterion  
  ( ) 
bulk  0.5 . Inset: the temperature-dependent mobile layer length scale for two specific 
numerical criteria (C values). 
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4.4.3. Interfacial Dynamic Decoupling 
 In bulk glass-forming molecular liquids, due to space-time dynamic heterogeneity the 
phenomenon of "decoupling" is observed in the deeply supercooled regime [10,59]. This 
corresponds to the temperature dependence of the diffusion constant becoming weaker than that 
of the viscosity or single molecule reorientation time. The physics of this effect is still not well 
understood, but such dynamic heterogeneity is presumably also present in thin films and is not 
included in our present theoretical approach. In glass-forming polymer melts, there is another 
type of decoupling in the deeply supercooled regime where, to strongly varying degrees 
depending on fragility, chain scale relaxation times grow more weakly with cooling than the 
segmental relaxation time [60-62]. This phenomena is sometimes described by an effective 
power law relation: 
      chain (T )  (T ) µ (T )
D
    (4.16) 
where the decoupling exponent D varies from ~0.5 to nearly zero depending on chemistry [62]. 
 On the other hand, in films there is explicit and more obvious form of spatial 
heterogeneity of relaxation and mass transport due to the presence of interfaces. This raises the 
question, first clearly expressed by Simmons [63], of whether a film location dependent 
decoupling behavior might apply in the sense that: 
      (z,T )  ,bulk (T ) µ  ,bulk (T )
e ( z )
   (4.17) 
where here the "decoupling exponent" varies with location in the film. If applicable, Eq. (4.17) 
implies a remarkable factorization of the effective barrier into its temperature and chemistry 
dependent bulk value multiplied by a purely z-dependent function: 
     Ftot (T , z) » Ftot ,bulk (T ) · 1 e(z)     (4.18) 
Why such a factorization might be true is not obvious to us. It surely is not a trivial generic 
consequence of the existence of a large mobility gradient. Since experiments are unable to 
measure with fine spatial resolution the alpha relaxation time as a function of location in a film 
over a wide range of temperatures, direct experimental testing of such a decoupling phenomenon 
does not seem feasible at present. However, simulations can examine this question, at least in the 
lightly supercooled regime where they can be performed. If such decoupling exists it should have 
some distinctive consequences for the more averaged quantities that are experimentally 
measurable, although discussion of this point is beyond the scope of the present article.  
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 In the context of ECNLE theory, given there are two barriers that determine the alpha 
time, with different temperatures dependences and different variations with location in the film, 
it is a priori very unclear whether Eq. (4.18) holds. One possible reason why it might hold is the 
foundational idea of ECNLE theory of confined films that a dynamic free energy can be locally 
constructed at each location in a film which determines all physical quantities needed to compute 
a hopping time. 
 Figure 4.8 presents representative calculations that explore the above possibility for PS 
over an exceptionally wide range of temperature corresponding to the bulk alpha time varying by 
15 decades. Rather remarkably, the almost perfect straight lines in the double log representation 
show decoupling is predicted. If one analyzes only the shorter time scale regime relevant to 
simulations, the apparent slopes are a bit smaller than if one fits the theoretical data to a single 
power law over 15 decades, but the qualitative behavior is the same. The existence of this 
decoupling behavior, and hence the validity of Eq. (4.18), is in qualitative accord with the very 
recent simulation discovery of such decoupling by Simmons and coworkers [63]. 
 
Figure 4.8. Double logarithm (base 10) plot of  (z) 
bulk as a function of the bulk PS alpha 
relaxation time at various distances from the vapor surface of a thick film. The lines are power 
law fits through all the theoretical data points which span 15 decades in bulk alpha time. 
 
 The corresponding decoupling exponents extracted from Figure 4.8 using the entire range 
of data (covers the experimental timescale, blue curve) and also just the first 5 decades (covers 
typical simulation timescale, red curve) are plotted versus the inverse distance from the surface 
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in the main frame of Figure 4.9. The decoupling exponent is larger if the deeply supercooled 
regime results are included, as physically expected. Both calculations reveal that, very roughly, 
e  increases linearly with  1 z  at large z. This variation is a direct consequence of the dominance 
of the elastic field cutoff effect far from the interface, which can be shown to provide a 
correction to the dynamic barrier that scales inversely with z. The latter follows by ignoring  FB  
in Eq. (4.7) and assuming K0(z) ~ K 0,bulk , from which one can analytically derive an 
approximate inverse in distance variation from the surface behavior  
    
log10
 (z)

bulk µ 
rcage
4z
log10 
bulk      (4.19) 
However, closer to the surface (smaller z) there are strong deviations from an inverse power law 
behavior since here the reduction of the local barrier via the loss of cage neighbors effect 
becomes very important and it varies with film location differently than ~z-1. 
 
 
Figure 4.9: Decoupling exponent determined from Figure 4.8 as a function of dimensionless 
inverse distance from the surface.  "Experimental time scale" curve indicates all of the data in 
Figure 4.8 was used, while "simulation timescale" curve only fits the first 5 decades of data in 
Figure 4.8 to extract an exponent. Inset: Natural log-linear plot of the decoupling exponent 
versus location in the thick film. 
 
 Overall, the predicted decoupling-related trends are similar to recent simulations in the 
dynamic crossover regime [57,63], except the latter find an exponential decay of the decoupling 
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exponent. The inset of Figure 4.9 shows we do not predict such an exponential behavior. This 
deviation may be related to the fact we do not predict a roughly double exponential variation of 
the alpha time with location z (see Figure 4.4), suggesting missing physics in the theory and our 
treatment of points (i) and (ii) stated in Section 4.3.  
 
4.5. Thin Films  
 We now study free-standing films of thickness, h. This system has been analyzed in prior 
ECNLE theory articles [48-50] based on the naive cut off treatment of the elastic field. Our goals 
here are to first contrast the predictions of the prior and new anisotropic displacement field 
treatment for the barrier gradient. We then use the improved version of the theory to perform 
new quantitative studies of Tg shifts as a function of film thickness, vitrification criterion and 
polymer fragility. No adjustable parameter comparisons are made with experiment and 
simulation.  
 
Figure 4.10: Total barrier as a function of location in thin films of thickness 5, 10 and 15 d at a 
high volume fraction corresponding to Tg of the bulk PS system. For all locations the barrier is 
less than its value in the bulk. Results are shown based on the new (solid) and old naïve [48] 
(dashed-dot) treatments of the elastic displacement field.   
 
4.5.1.  Position-Dependent Barriers  
Figure 4.10 shows calculations of the total barrier gradient for the underpinning hard sphere 
fluid at 0.61   (maps to the bulk Tg for molecular liquids [44] where the barrier is ~32 kBT) 
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for three values of film thickness as a function of normalized location in the film. One sees huge 
reductions of the barrier at/near the surface. Moreover, the reductions are nearly independent of 
film thickness and almost identical for the two treatments of the elastic field since the physics is 
on the local cage scale (loss of neighbors effect). Deeper into the film, the barrier initially grows 
in a roughly linearly manner, and is smaller based on the new treatment of the elastic field. The 
different slopes for different thickness films are a trivial consequence of the normalization of z 
by film thickness, h. The barrier tends to saturate in the middle of the film, but below its bulk 
value, and decreases more as the film thins (more elastic barrier suppression and coupling 
between effects at the two interfaces) and for the anisotropic treatment of the displacement field. 
Overall, these large changes in barriers immediately translate to orders of magnitude speed up of 
the alpha relaxation time. 
4.5.2. Thickness-Dependent Film-Averaged Alpha Relaxation Times, gT  shifts and 
Influence of Vitrification Criteria 
Figure 4.11 presents results for the film-averaged alpha relaxation time normalized by its 
bulk value as a function of film thickness at five temperatures for the PS system. The basic shape 
of the curves is very crudely similar to the alpha time gradient plots of Figure 4.4. However, 
given the spatial gradient is averaged over, all curves display a much reduced "two-regime" form 
than seen in Figure 4.4. Nevertheless, the slowly decaying nature of the curves at large values of 
film thickness is still evident.  For ultra-thin 4 nm films, the film-averaged alpha time is between 
1 and ~ 5.5 orders of magnitude faster than the corresponding bulk value as the film is cooled 
from 522K to 436K. With decreasing temperature, the film thickness required to recover the bulk 
alpha time also grows quite strongly, reflecting the increasing relative importance of the long 
range collective elastic barrier.  
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Figure 4.11: Normalized film averaged relaxation time as a function of film thickness at several 
temperatures from 522 K to 436K for PS (bulk Tg = 430K). 
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Figure 4.12: Film-averaged glass transition temperature shift of PS films (in Kelvin) as a 
function of film thickness (in nm) for two different protocals of extracting a film-averaged glass 
transition temperature and three vitrification timescale criteria. Pseudo-thermodynamic 
calculations (a) based on g hT  are shown for vitrification criteria of ( , ) 100z h  , 
310 and 
710 s as indicated by the dark green, light green, and pink lines, respectively. Analogous 
dynamic calculations of Tg (h) (b) based on the vitrification criteria ( ) 100g hT  , 
310 and 
710 s correspond to the red, orange, and yellow green lines, respectively. The dashed-dotted 
brown and violet curves are the corresponding pseudo-thermodynamic and dynamic calculations 
for a vitrification criterion of 100 sec per previous work based on the naive prior treatment of the 
elastic field [48-50]. Inset: normalized film-averaged glass transition temperature depression of 
PS films determined using the pseudo-thermodynamic approach for three vitrification time-scale 
criteria plotted versus the film thickness in nanometers. 
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We now consider film-averaged Tg shifts. As discussed in the literature [1,2,64] and our prior 
papers [48-50] there are two main approaches to determine the thickness-dependent gT , "pseudo-
thermodynamic" and "dynamic". We employ our alpha time gradient calculations to study the 
thickness-dependent pseudo-thermodynamic Tg based on a computed local Tg(z) defined by 
when ( ( ))localgT z  reaches a specified vitrification criterion:   
     0
1 ( ) .
h
local
g gh
T T z dz
h
      (4.20) 
This Tg is thought to be probed in thermodynamic measurements such as heat capacity and 
ellipsometry. We also compute the corresponding dynamic glass transition temperature as when 
the film-averaged alpha time reaches the chosen vitrification criterion (specified by the exponent 
y below): 
    
 (Tg ) h 
1
h
 ((z))dz
0
h
 º 10 y s     (4.21) 
This gT  value is believed to be relevant to dynamic measurements such as dielectric 
spectroscopy. 
Figure 4.12 presents calculations of the gT  depression (in Kelvin) for PS as a function of 
the film thickness (in nm) for the two different definitions of the glass transition and three 
different vitrification criteria that span 9 decades. We note that our motivation for exploring the 
role of vitrification time scale criterion is mainly theoretical, but it is also very relevant to 
simulations which effectively adopt a time scale for defining Tg that is many orders of magnitude 
shorter than experiment.  
The pseudo-thermodynamic results in Figure 4.12a show a substantially larger drop than 
the dynamic analog of Figure 4.12b as a consequence of different mobility gradient averaging. 
Although the naïve elastic field model approach (dashed-dot curves) exhibits the same trends as 
the new treatment, their gT  reductions differ rather significantly, e.g., by nearly 20 K for h~5 nm. 
Reducing the vitrification time scale criterion leads to a smaller gT  depression (long range elastic 
barrier less important), although the overall shape of the curves are not very different. The inset 
of Figure 4.12a re-plots the main frame pseudo-thermodynamic results by normalizing 
temperature shifts by ,g bulkT . The corresponding ,g g bulkT TD  curve is nearly identical for the 100 
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s and 0.001 s vitrification criteria. On the other hand, for a 100 ns criterion one sees non-
negligible deviations in the direction of smaller Tg suppression. The trends in the inset of Figure 
4.12b are qualitatively the same as those in Figure 4.12a. Overall, the modest sensitivity of Tg 
shifts plotted in the two formats to the vitrification criterion adopted would appear to be good 
news for the relevance of simulations to experiment for this specific question. However, its 
implications for understanding the puzzling "cooling rate Tg measurements" of Fakhraai et al 
[33,34] is unclear. 
 
Figure 4.13: Film-averaged glass transition temperature shift of PS thin films determined by the 
pseudo-thermodynamic approach for three vitrification criteria as a function of the film thickness 
in nm (brown, purple and orange data points with interpolating curves drawn through them). The 
red, blue, and green curves correspond to a simulation result [66] and experimental data of Refs 
[65], and [22] and [23], respectively. The green dashed-dotted curve (barely visible) is a fit using 
Eq. (4.22). Inset: glass transition temperature of bulk PS, PIB and PC polymer melts as a 
function of vitrification time scale criteria. 
 
4.5.3. Comparison to Experiment and Simulation 
Figure 4.13 presents quantitative no adjustable parameter calculations of the pseudo-
thermodynamic Tg shifts of PS as a function of film thickness for three vitrification criteria. Also 
shown are two sets of experimental data [22,23,65], and one set of simulation data [66] using a 
lightly coarse grained model of polystyrene. The two experimental data sets largely overlap in a 
statistical sense to within experimental uncertainties. Given the latter, our goal is to compare the 
theory results with experiment in a global, not individual data set, manner. The simulation results 
employed a definition of the glass transition as when the alpha time is only 1 ns. Since the bulk 
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Tg in the theory calculations varies with vitrification criterion, the inset shows ECNLE theory 
results for the three polymers studied. 
Overall, we think Figure 4.13 shows there is rather good agreement between theory, 
experiment and simulation. The experimental data extends down to h~12-15 nm, where Tg is 
reduced by ~30 K for PS. To achieve such a suppression in simulation requires a much thinner 
film of ~7 nm. This is perhaps expected given the simulation vitrification criterion corresponds 
to a much shorter relaxation time, a trend also consistent with our theoretical calculations.  
 An empirical analytic expression often used to fit experiments and simulations of 
thickness-dependent gT  shifts, which is motivated by a naive "2-layer" model of film dynamics, 
is [14,15,48,67]: 
     
Tg (h) 
Tg ,bulk
1+  / h
,      (4.22) 
where   is an adjustable fit parameter. Fits of Eq. (4.22) to our ( )gT h  theory calculations (green 
dashed-dot curve in Figure 4.13) using the 100 s time criterion reveal good agreement with 
 » 0.92d . However, we are not advocating the veracity of such a naive model. Indeed, our 
theory predicts a continuous gradient of alpha relaxation times and local Tg's, and the ability of 
Eq. (4.22) to fit our theoretical data does not provide evidence a 2-layer model is correct.  
4.5.4. Influence of Polymer Fragility 
 Figure 4.14 shows the influence of polymer fragility (and hence variable relative 
importance of collective elastic versus local cage barriers) on thin film pseudo-thermodynamic 
(main frame) and dynamic (inset) Tg shifts based on the 100 s local vitrification criterion using 
the new anisotropic elastic field approach. Results are presented for PC, PS, PIB (bulk 
theoretical fragilities from ref 47 are ~ 140, 110, 46, respectively). Also shown as discrete 
experimental data points in the main frame for PS [68] and PC [69] based on the bubble inflation 
creep method of McKenna et al [70]. 
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Figure 4.14: Linear-log plot of the film-averaged glass transition temperature shift for PS, PC 
and PIB calculated using the pseudo-thermodynamic (main frame) and dynamic (inset) approach 
as a function of film thickness in nm. The g hT  calculation uses a local vitrification criterion of 
( , ) 100z h   s;the dynamic calculation of gT  uses the global criterion of ( ) 100g hT  s. 
Green triangle and diamond points corresponding to experimental data of Ref. [68] and Ref. [69] 
for PC and PS thin films, respectively. 
 
 The absolute Tg suppression in degrees Kelvin is much smaller for PIB, but similar for PS 
and PC, for both methods of determining a film-averaged glass transition temperature. Consider 
first the results in the main frame of Figure 4.14. The experimental data display modestly larger 
shifts than our theoretical calculations. The remarkable reduction of ~100 K for a PC film of ~ 4 
nm observed experimentally is captured quite well. The large film thickness required for the Tg 
shift to disappear also seems well captured by the theory for PS, and we predict this length scale 
should be very similar for PC. However, for several reasons, there must be a nonuniversal aspect 
to the question of what film thickness is required to eliminate confinement effects. First, if film 
thickness is expressed in absolute units, then the elementary microscopic length scale (e.g., Kuhn 
segment diameter in our model) enters which is polymer specific; e.g., it is almost a factor of 2 
smaller for PIB compared to PS or PC. But even if film thickness is non-dimensionalized by this 
local length scale, we expect the reduced film thickness to recover bulk behavior grows with 
fragility. The reason is that higher fragility in the bulk liquid arises in ECNLE theory from a 
greater relative importance of the collective elastic component of the dynamic activation barrier 
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[47], which in turn is more sensitive to film thickness (via the cutoff effect) than the cage scale 
barrier. This aspect is clear from Figure 4.14 where one sees that the low fragility PIB system 
recovers its bulk Tg at a significantly smaller film thickness than PS or PC.   
Overall, given the noise in the experimental data, the approximate nature of the theory, the 
lack of fitting parameters, and the fact we do not compute the precise observable measured 
experimentally, we find the agreement between theory and experiment encouraging. The inset of 
Figure 4.14 shows the analogous theoretical results based on the dynamic definition of the film-
averaged Tg. All polymer chemistry trends are unchanged, but the maximum Tg suppressions are 
smaller by a factor of ~1.5-3.  
4.5.5. Caveats 
 Finally, we mention some experimental puzzles concerning Tg shifts, the role of fragility, 
and mobility gradients of free standing polymer thin films that seem germane to our work. First, 
the creep experiments [67] suggest a universal correlation of the magnitude of Tg shifts with 
polymer fragility is not valid.  For example, PVAC has a high fragility of m=135 but very little 
reduction of Tg is observed, while PEMA has a much lower fragility of m=87 and a modest (but 
larger than PVAC) Tg reduction [67]. The PVAC behavior seems inconsistent with our present 
work, while the PEMA behavior is consistent. Indeed, older studies [1,3] found that free standing 
films of PMMA and PS showed large quantitative differences in the magnitude of Tg shifts 
(though not the functional form of the film thickness dependence), despite the fact that these two 
polymers have very similar bulk Tg values, characteristic ratios, equation-of-state properties (e.g. 
cohesive energy), etc. Such large chemical variations remain largely a mystery from a 
microscopic theoretical perspective.  
 A second puzzle is that although most experiments (and all simulations) find strong 
evidence for large mobility gradients, some calorimetric and creep experiments have been 
interpreted as not consistent with this deduction. For example, although the creep measurements 
of Ref. [67] do show large thin film Tg shifts for both PS and PC, they do not seem to indicate a 
large mobility gradient as evidenced by the time-thickness superposition behavior and the 
observation that their glassy creep compliance is not higher than in the bulk. A possible 
resolution of the latter mystery has been suggested by Mirigian and Schweizer [50] based on the 
idea that creep measurements of the glassy compliance were not performed at fixed absolute 
temperature for films of different thicknesses.  
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4.6. Discussion 
We have re-visited the ECNLE theory of glassy dynamics in free standing polymer thin 
films to improve the treatment of the collective elastic displacement field. Specifically, we go 
beyond the naive cut off of the isotropic bulk displacement field model employed previously   
[48-50] to explicitly include some aspects of anisotropy and a modified boundary condition at 
the vapor interface. The consequences of this improvement are quantitative, not qualitative, but 
of significant magnitude and in the direction of increasing the speed up of dynamics due to a 
vapor interface and confinement. Semi-infinite thick films have also been studied for the first 
time, and the improved theory applied to address new questions for three different polymers of 
very different dynamic fragility.  
The role of vitrification time scale was examined over a range of 9 decades of variability. 
Rather surprisingly, for the question of Tg film-averaged shift normalized to its bulk value, the 
timescale criterion is found to have a relatively minor effect. This is good news for molecular 
dynamics (MD) computer simulation studies. As the vitrification criterion becomes shorter, 
absolute Tg shifts do modestly decrease mainly because of the decreased importance of the 
longer range elastic barrier at the effectively higher temperatures. The mobile layer size was 
determined, and shown to grow strongly in the deeply supercooled regime. Moreover, the 
logarithm of the bulk isotropic liquid alpha time is predicted to be directly related to this film-
defined length scale raised to a power modestly smaller than unity. We also showed that the 
theory predicts a new type of spatially inhomogeneous "dynamic decoupling" in films, 
corresponding to an effective factorization of the total barrier into its bulk temperature-dependent 
value multiplied by a function that depends only on location in the film. The corresponding 
decoupling exponent grows monotonically as the surface is approached, and bulk behavior (no 
decoupling) is not recovered until ~15-20 nm from the surface. Average thin film Tg shifts were 
also studied as a function of film thickness and polymer chemistry. Larger shifts are predicted for 
psuedo-thermodynamic versus dynamic probes, for longer time scale vitrification criteria, and 
for more fragile polymers. Quantitative, no adjustable parameter comparisons with experiment 
and simulation for the thickness dependent shift are in reasonable agreement with the theory, 
including a nearly 100 K suppression of Tg in 4 nm PC films. Predictions were made for PIB, 
and to a lesser extent, PC films.  
103 
 
Much remains to be done. First, it appears the theory does not make accurate predictions 
for the precise functional form of the barrier gradient in free standing thin and thick films, and 
hence by association the detailed spatial form of the alpha time and Tg gradients. MD simulations 
performed in the dynamic crossover or lightly supercooled regime [56,57,63] suggest a roughly 
double exponential variation of the alpha time as a function of distance from the vapor interface, 
in contrast to the theory. Hence, although it appears our theory with its minimalist treatment of 
multiple physical aspects can make good predictions for film-averaged properties, there seems to 
be missing physics. We suspect this involves another mechanism for enhancing mobility, likely 
mainly point (i) discussed in Section 4.3:  how surface-nucleated mobility "propagates" into the 
film. Our highly local approximation for this aspect may miss longer range surface-nucleated 
"facilitation-like" or "mobility-transfer" effects. This problem is under study. Beyond this, work 
continues on the open and difficult problem of how to treat the effects of solid surfaces or 
interfaces of variable mechanical stiffness on thin film (or bilayer, or droplet) glassy dynamics.  
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CHAPTER 5: Theory of the Spatial Transfer of Interface-Nucleated Changes of  
Dynamical Constraints and Its Consequences in Glass-Forming Films 
5.1. Introduction  
Activated dynamics, mechanical properties and vitrification in thin films of glass-forming 
liquids of diverse chemical nature (atoms, colloids, molecules, polymers) with highly varied 
boundary conditions is a problem of great intrinsic scientific interest and it may shed light on the 
physics of the bulk glass transition [1-5]. Thin films are also important in many materials 
applications [6-9]. Despite intense experimental, simulation and theoretical effort over the past 
two decades [2, 5, 10-18], the key physical mechanisms underlying the observed phenomena 
remain not very well understood. No doubt this reflects the complexity of activated relaxation in 
bulk liquids [10] in concert with the formidable complications of geometric confinement, 
interfaces and spatial inhomogeneity.  
A particularly rich aspect of thin films is the qualitatively varied impact of boundary 
conditions. Free standing thin films with two vapor interfaces, or semi-infinite thick films with 
one vapor interface/surface, are the simplest realizations of confined systems. Extensive 
experimental [1-3,19-28] and simulation [2,5,14,29-32] efforts suggest a spatially 
inhomogeneous large speed up of structural relaxation with mobile layers extending deep into 
the film with correspondingly large film-averaged reductions of the glass transition temperature, 
Tg. In contrast, experiments and simulations find that near a solid substrate the dynamics is 
extremely non-universal -- it can speed up, slow down drastically, or hardly change at all relative 
to the bulk [2,5,13,14,24,25,33-36]. The origin of such complexity seem diverse and sometimes 
puzzling. A confining surface or substrate can be topographically smooth or rough, can promote 
liquid adsorption or not, and can have a mechanical stiffness varying from an infinitely rigid 
(pinned particles) to a soft surface [37-39] to even liquid substrates [40] that are 
thermodynamically hard but dynamically fluid. It appears all these features are important, often 
qualitatively, for determining the dynamics of real world films. 
 Recently, a quantitative force-level statistical mechanical approach for structural (alpha) 
relaxation in isotropic colloidal, molecular and polymer bulk liquids, the “Elastically Collective 
Nonlinear Langevin Equation” (ECNLE) theory [41-46], has been developed and generalized to 
treat glassy dynamics in free-standing films [47-49]. Structural relaxation is described as a 
coupled activated process involving large amplitude cage-scale particle hopping facilitated by a 
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small amplitude long range collective elastic deformation of the surrounding liquid. Quantitative 
tractability for molecular and polymeric liquids is achieved based on an a priori mapping of 
chemical complexity to a thermodynamic-state-dependent effective hard sphere fluid [42,45]. 
The theory for free-standing films predicts strongly accelerated and spatially inhomogeneous 
relaxation for purely dynamical reasons. The approach seems to qualitatively predict well the 
film thickness and temperature dependences of the mobility and Tg gradient, film-averaged Tg 
shifts and other properties. 
 Most recently, Phan and Schweizer [50] formulated an improved treatment of the 
collective elasticity aspect in free-standing thin films and semi-infinite thick films with vapor 
interfaces, and addressed qualitatively new questions. For example, the mobile layer length scale 
is predicted to grow strongly with cooling, and correlates nearly linearly with the effective 
barrier deduced from the bulk isotropic liquid alpha relaxation time. A new type of spatially 
inhomogeneous "dynamic decoupling" was predicted corresponding to an effective factorization 
of the total barrier into its bulk temperature-dependent value multiplied by a function that only 
depends on location in the film. Quantitative no-fit-parameter comparisons with experiment and 
simulation for film-thickness-dependent Tg shifts of polystyrene and polycarbonate are in 
reasonable accord with the theory, and testable predictions were made [19, 51-54].  
However, major puzzles remain even for films with vapor interfaces. Conceptual ones 
include precisely how mobility changes are nucleated at an interface or surface, and how they are 
propagated or transferred deep into the film. How these questions can be addressed for films with 
solid interfaces is also open. Crucial motivation for the present article are puzzles such as the 
long standing simulation finding that the relaxation time gradient for free standing and solid 
substrate films appears to have a "double exponential" form [13,14,31,55-58]. This behavior 
implies the effective activation barrier in films varies roughly in an exponential manner with 
distance from an interface. However, the associated length scale only modestly grows with 
cooling, and appears to saturate even in the lightly supercooled regime accessible to simulation 
[55-58]. A likely related phenomenon is that the spatial dependence of the "decoupling" effect in 
thin or confined films is characterized by an exponent that varies roughly exponentially with 
distance from the interface [57].  
The present Chapters develop the first and most critical advance required to generically 
address the above issues within the ECNLE theoretical framework. Specifically, we formulate a 
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new treatment of how local dynamical constraints, quantified via a cage scale "dynamic free 
energy", are modified at an interface, and how they are transferred into the film. The ideas are 
applied to study the spatial dependence of the particle localization length and glassy elastic 
modulus, and also to establish how all dynamic free energy properties that determine the total 
activation barrier and alpha time gradient are modified. This sets the stage for future efforts that 
will employ ECNLE theory to quantitatively predict the alpha relaxation time gradient and other 
properties for films with diverse boundary conditions. 
The remainder of the chapter is as follows. We briefly review in Section 5.2 the key 
elements of the existing ECNLE theory of bulk liquids and vapor interface films. Section 5.3 
presents our new formulation of how cage scale dynamical constraints are modified for various 
soft and hard interfaces, and how they are spatially transferred into the film. Five different hard, 
soft and vapor interfacial models are considered. Applications to treat the dynamic localization 
length and glassy modulus in films is the subject of Section 5.4, and quantitative comparisons are 
made with experiment and simulation. Section 5.5 establishes how all other features of the 
dynamic free energy in films are modified. The chapter concludes with a discussion in Section 
5.6. The section 5.7 compares predictions for the localization length obtained from two different 
formulations of the new theoretical idea.   
5.2. Background: ECNLE Theory of Bulk Liquids and Free-Standing Thin Films 
 We briefly review the present state of ECNLE theory for bulk liquids [41-46] and free 
standing thin films [47-50] in the simplest context of spherical particle liquids; all details are in 
prior Chapters. In this Chapter, we will implement the new ideas for the foundational hard sphere 
system. 
5.2.1. Bulk Liquids  
Consider a one-component liquid of spherical particles (diameter, d) of packing fraction 
 . The fundamental theoretical quantity is an angularly-averaged displacement-dependent 
"dynamic free energy", Fdyn (r)  Fideal (r) + Fcaging(r), the derivative of which is the effective force 
on a moving tagged particle in a stochastic nonlinear Langevin equation (NLE) [59]: 
 
 
b Fdyn(r) º b Fideal (r) + Fcage(r)
 3ln r
d




  dq
(2 )3
S(q)C 2(q)
1+ S 1(q)
exp  q
2r 2
6
1+ S 1(q) 




 ,
  (5.1) 
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where  b º kBT 
1
, Bk  is Boltzmann’s constant, T  is temperature,   is number density, r  is 
the time-dependent displacement of a particle from its initial position, ( )S q  is the static structure 
factor, q is wavevector, and C(q)  [1 S 1(q)]   is the direct correlation function. The leading 
term in Eq. (5.1) is an ideal entropy like contribution that favors the fluid state, and the second 
term corresponds to a trapping potential due to interparticle forces which favors cage localization 
and which is fully determined from knowledge of the fluid density and pair liquid structure. As 
the density (or temperature in a thermal liquid) exceeds (goes below) a critical value, a local 
barrier BF  in ( )dynF r  emerges (at 0 .4 3 » for hard spheres [59] based on Percus-Yevick 
theory [60] structural input) signaling transient localization by neighboring particles. Figure 5.1 
shows an example dynamic free energy, its ideal and caging components, and defines key length 
and energy scales including the localization length, rL, barrier location, rB, jump distance, 
Dr º rB  rL , and local cage barrier, FB. 
For hard sphere fluids with barriers beyond a few kBT, much insight has been gained 
within the NLE framework based on the “ultra-local” analytic analysis [61]. The critical result is 
that to leading order, all aspects of the dynamic free energy enter via a universal function 
multiplied by a single "coupling constant" l [61]: 
  Fcage (r)  l() · fcage (r / d ) , l µ  g(d )
2
   (5.2) 
where g(d) is the contact value of g(r). The first equality in Eq.(5.2) is a factorization-like 
property which implies the functional form of the caging dynamic free energy (and 
corresponding caging force, ¶Fcage / ¶r ) is of a universal form not dependent on thermodynamic 
state. The local packing structure and volume fraction enter solely in a multiplicative manner via 
a coupling constant, l. This is a striking prediction of NLE theory that is accurate in the high 
packing fraction regime where barriers are relatively high and motion is strongly activated. 
Detailed analysis shows the coupling constant can be physically interpreted, to leading order, as 
proportional to an effective mean square caging force experienced by a tagged particle. It is 
dominated by nearest neighbor forces for short range interactions (high q contributions dominate 
in Eq.(5.1)). Prior analytic analysis has derived [61]:  
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 rL »
3
4g 2 (d )
µ l 1 µ bFB 1 , rB  1qc 3ln
4g 2 d qc
d





 , qc »  / d  
 (5.3) 
 
Figure 5.1: Dynamic free energy as a function of reduced particle displacement for a hard sphere 
fluid of packing fraction 0.58  ; important length and energy scales are defined. The inset 
shows the corresponding ideal and caging components of ( )dynF r . 
 
Note the predicted relation 
 
d / rL  µ bFB µ l  which connects the short time and long time 
dynamics, a hallmark of NLE and ECNLE theory. The dynamic (relaxed high frequency) shear 
modulus, G', obeys a micro-rheology like relation [41,61]:  
2
9'
5
B
L
k TG
dr
      (5.4) 
These connections remain useful for molecular and polymer thermal liquids since they are a 
priori mapped to effective hard sphere fluids [42,45]. In Eq.(5.2), the coupling constant then 
becomes a function of temperature, pressure and chemistry. The connections also remain useful 
in thin films.  
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Figure 5.2: (a) Schematic of the fundamental relaxation event in ECNLE theory involving two 
coupled physical processes: (1) local/cage-scale hopping as described by the dynamic free 
energy, and (2) a nonlocal/spatially long-range collective harmonic elastic motion outside the 
cage region required to allow the large amplitude local rearrangement. Various key length and 
energy scales are indicated. (b) Cartoon illustration of the layer-like model of the surface 
nucleated dynamic facilitation idea and spatial variation of the dynamic free energy.  
 
 In ECNLE theory, large amplitude local hopping is strongly coupled to a long-range 
collective elastic adjustment of all particles outside the cage required to create the extra space to 
accommodate a hop. The conceptual elements are sketched in Figure 5.2a. The radially-
symmetric solution for the required elastic displacement field is scale-free and decays as an 
inverse square power law [41,62]: 
     
u(r)  Dreff
rcage
r






2
,r > rcage
Dreff 
3Dr2
32rcage
£ rL
,     (5.5) 
The amplitude is set by a small mean cage expansion length,
 
Dreff , which follows from assuming 
each particle in the cage independently hops in a random direction by  Dr . The elastic barrier is 
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determined by summing over all harmonic displacements outside the cage region thereby 
yielding [41] 
                   
3
2 2
0
2
0 4/ 2 12( )
cage
cage
elastic eff
r
r
F dr r u rK r K
d
 
   » D 
 
                     
(5.6) 
where r is relative to the cage center, and  K0  3kBT / rL
2 is the curvature of the dynamic free 
energy at its minimum. The sum of the coupled (and in general temperature and density 
dependent) local and elastic collective barriers determine the total barrier for the alpha process, 
Ftotal  = FB + Felastic. A generic measure of the structural or alpha relaxation time follows from a 
Kramers calculation of the mean first passage time. For barriers in excess of a few thermal 
energy units one has [41,59]:
    
2
0
21 exp B elasticB
s BB
F Fk T
d k TK K
 

 + +  
 
        (5.7) 
where  KB  is the absolute magnitude of the barrier curvature. The alpha time is expressed in units 
of a "short time/length scale" relaxation process (cage-renormalized Enskog theory),  s , the 
explicit formula for which is given elsewhere [41,42]. Physically, it captures the alpha process in 
the absence of strong caging defined by the parameter regime where no barrier is predicted (e.g., 
  0.43 for hard spheres). The latter condition corresponds to being below the naïve mode 
coupling theory (NMCT [59,63]) ideal dynamic glass transition which in ECNLE theory is 
manifested as a smooth crossover.  
 The theory can be directly applied to any fluid of spherical particles, and to molecular 
and polymeric thermal liquids by an appropriate mapping [42,45]. Here we consider only the 
hard sphere fluid. To place our calculations in broader context, we recall how packing fraction 
relates to the reduced temperature and alpha time for orthoterphenyl (OTP) [42]: 
   0.53,0.55,0.57,0.59,0.61, corresponds to / 1.53,1.40,1.27,1.15,1.04gT T  , and  ~ 1.64 ps, 
6.50 ps, 183 ps, 122 ns, 0.061 s. 
 
5.2.2. Vapor Interface Films  
 For films with interfaces every property (thermodynamic, structural, dynamic) is spatially 
heterogeneous and anisotropic. Treating such complexity theoretically is intractable. In the past a 
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minimalist approach was adopted based on the hypothesis that the most important effects are 
purely dynamical with no changes of thermodynamics or structure in the film [47-50]. This 
ansatz is consistent with recent machine-learning based analysis of simulations of free standing 
films which found the large dynamical changes are not related to any change of equilibrium 
properties [64]. It also is relevant for simulation studies of films performed under so-called 
"neutral confinement" conditions [13,14,55,56,65] where the solid substrate is constructed to 
have no effect on liquid packing. For simplicity, we adopt a step-function density profile in the 
direction orthogonal to the interface.  
 How a vapor interface modifies the alpha process in ECNLE theory involves two coupled 
effects (i) the local caging aspect as encoded in the dynamic free energy, and (ii) the collective 
elastic displacement field and associated barrier. The cage remains the elementary dynamic unit 
and is characterized locally by (pre-averaged) isotropic symmetry. The goal is to predict how it 
changes as a function of location in the film. Previously, a zeroth order approach [47-50] for free 
standing films was constructed as follows. For point (i), near the surface ( 0 £ z £ rcage  where for a 
sharp interface the center of particles of the first layer define z=0) caging constraints are softened 
due to losing nearest neighbors. The fraction of bulk cage particles present at location z follows 
from geometry as [47]: 
    
3 2
1 1 3( ) .
2 4 4
cage
cage
rzz
r z

                 
    (5.8) 
For 0z  , ( ) 0.5z 
 
corresponds to losing one half of the nearest neighbors. For cagez r , the 
full cage is recovered and ( ) 1z  . This is a highly local approximation, where surface-induced 
mobility is assumed to not extend into the film beyond the cage radius. It can be thought of also 
as simply setting to zero the dynamic Debye-Waller factors (exponential terms in Eq.(5.1)) for 
the fraction of particles missing from the effective cage. The dynamic free energy is thus 
modified as [47]: 
( ) 3 ln( / ) ( ) ( ).dyn B cagingF r k T r d z F r  +     (5.9) 
Near the surface all properties of the dynamic free energy behave as a liquid with weaker 
dynamical constraints. Importantly, note the multiplicative manner the interface modifies 
dynamical constraints where Fcaging (r)  remains the same as in the bulk. Given Eq.(5.2), this 
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implies, to leading order, a "double factorization" type of mathematical structure: 
( ) ( ) ( ) ( / )caging cageF r z f r d l  · . This can have potentially profound consequences in that a 
type of "corresponding states" behavior is predicted for the dynamical caging constraints since 
fcage(r/d) is universal but a continuum of values of (z,  ) in principle exist such that the net 
amplitude of the caging dynamic free energy and force (determined by the product ( ) ( )z l  ) 
remains constant.  To address point (ii), a "cut off" of the bulk isotropic elastic field assumption 
was adopted, formulated in two technically different, but qualitatively the same, manners [41]. 
Since this chapter focuses on point (i), we do not elaborate further, except to emphasize that the 
information required to determine the elastic barrier (jump distance and dynamic localization 
length since K0) follows from knowledge of the dynamic free energy in the film. 
5.3. New Formulation of Interface-Induced Spatially Inhomogeneous Caging Constraints 
The first and foremost critical issue is: (i) how is the caging force (gradient of the 
dynamic free energy) modified near an interface? Prior work [38-41] for a vapor surface 
assumed that beyond a cage radius rcage~1.3-1.5d the dynamic free energy recovers its bulk form. 
Additional simplifications were invoked to render the theory tractable and/or for internal 
consistency with the bulk formulation. (ii) The liquid-vapor interface is perfectly sharp. (iii) The 
ensemble-averaged pair structure is unchanged in the film. (iv) The mobility of all particles in a 
spherical cage region of space are the same. Assumptions (ii) and (iii) can be relaxed at the 
expense of technical complexity. Assumption (iv) pre-averages spatial dynamic heterogeneity 
inside the cage scale retaining the spirit of bulk NLE theory.  
Here we propose a new general formulation of the dynamic free energy idea for films that 
we believe qualitatively improves the treatment of (i) and (iv). Point (i) is the most fundamental, 
and we aim to understand how mobility near the surface can affect particles in a layer directly 
above it, and how such a gradient of dynamical constraints extends into the film. For a vapor 
interface where dynamics speeds up, one could view this as a form of "dynamic facilitation", 
albeit of literal broken spatial symmetry origin which has a physical origin or meaning different 
from in an isotropic fluid. For a solid surface that slows down particles near it, the effect would 
be akin to "anti-facilitation".  
We first recall that bulk NLE theory is built on the single particle (naive) version of ideal 
mode coupling theory (so-called NMCT [59]) as encoded in a self-consistent nonlinear equation 
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for strict kinetic arrest based on a localization length. NMCT relates pair structure, interparticle 
forces, thermodynamic state and caging constraints. Given the film problem is more complex, we 
first explore two different approaches which are in the same spirit physically. Both adopt a finer 
resolution of space than a cage to formulate dynamic constraints, namely a "layer" which can be 
interpreted as a region of one particle diameter or cage radius thickness; here we adopt the 
former perspective. See Figure 5.2b for a sketch. The layer picture is only a conceptual device to 
quantify constraints in a spatially discrete manner. It does not require any density gradient 
perpendicular to the flat interface.  
The first approach is in the NMCT framework and only addresses the ideal glass 
question. The second general approach is formulated directly in terms of the dynamic free energy 
concept. As shown in the section 5.7, for the only question these two formulations can both 
address, the gradient rL(z), the numerical results are similar. The second approach is the focus of 
our present and future efforts. 
5.3.1 NMCT Gaussian Dynamical Formulation  
The NMCT self-consistent localization relation for an ideal glass in the isotropic bulk is 
[59]:  
    
9
rL
2 
d

k
(2 )3 kC(k )
2 S(k )e

k2rL
2
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1+S 1(k )  ,   (5.10) 
where 2 2( ) Lr t r®  º  , and   e

k2rL
2
6  and  e

k 2rL
2
6S (k ) are the kinetically arrested single and collective 
dynamic propagators (Debye-Waller factors), respectively. Per Figure 5.2b, for a film we change 
perspective to a layer-like model. Since in-plane particle localization is taken to be uniform at a 
given distance from the interface, the arrested dynamical state in layer i (or  z  (i 1)d  in terms 
of spatial position) is described by rL,i . Now, we continue to adopt the NLE theory physical 
picture of a cage of diameter of ~ 3d which encapsulates particles from three layers. Focusing on 
a particle at the cage center, we view it as experiencing forces from an equal number of particles 
above and below (if present) it. The dynamics within a cage for a central particle then 
experiences two types of environments in a film depending on its distance from the interface. 
Within each half of a cage, we average over particle mobility, in contrast to bulk NLE theory 
which averages over the mobility of all particles in a full spherical cage. Now, based on the idea 
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that dynamical inhomogeneity is initiated at the surface or interface, we the caging constraints on 
a particle in a given layer in a democratic fashion. The collective Debye-Waller factor in Eq. 
(5.10) then has two contributions yielding a modified self-consistent NMCT equation:  
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,  (5.11) 
The first (second) term inside the bracket corresponds to the dynamic constraints from half of a 
particle cage of center assigned to layer i (i-1). 
  We consider a thick film with one vapor or pinned solid interface. For the former, tagged 
particles in the first layer do not experience forces from the under layer since there are no 
particles. Thus, for the first layer one has from Eq.(5.11) a closed equation: 
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   (5.12) 
This is identical to the Mirigian-Schweizer (MS) approach [47-49] for z=0. For a supported film, 
we first consider the case where the substrate is modeled as a quenched fluid composed of 
literally pinned particles of the same size, density and pair structure as the mobile particle liquid 
that defines the film (often called "neutral confinement"). Then the first layer localization length 
is determined by Eq.(5.11) with rL,0
2  0 . The localization length of particles in first layer of the 
mobile liquid is thus:  
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Importantly, an equation identical to that above follows if we employ our recent theory [66] of 
the bulk, isotropic pinned-mobile hard sphere system with the fraction of pinned particles set to 
0.5. The reason is that in both cases a tagged particle experiences one half of its constraints from 
immobile but otherwise identical particles. This insight exposes our key assumption that it is the 
number of particles that are mobile versus immobile in a cage which quantifies to leading order 
the dynamical constraints on a tagged particle in the center of a cage; effectively their precise 
spatial arrangement is pre-averaged. This essential approximation is what renders the theory 
tractable, and allows us to think and calculate in manner analogous to prior NLE theory work in 
bulk and thin films.  
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The full dynamic localization length gradient then follows immediately from the above ideas and 
Eq. (5.11). Note that the localization length in layer i follows from knowledge of its analog in the 
underlayer i-1. Thus, one can predict the full gradient in a sequential layer-by-layer manner 
starting at the surface, resulting in both a simple physical picture and easy numerical solution.  
 
5.3.2 Dynamic Free Energy Formulation 
 We now consider the problem from the different point of view of the dynamic free 
energy. The physical idea for introducing sub-cage resolution of dynamical constraints remains 
the same as the previous section. Consider a particle at the cage center. We again assume 
dynamic caging constraints on it arise from equal contributions of particles "above and below" it. 
Given we assume packing structure is not changed in the film, the dynamic free energy in layer i 
is: 
   
( ) ( 1)1 1( ) ( ) ( ) , 1
2 2
i bulk i
dyn dyn dynF r F r F r i
 +      (5.14)
 
where i=0 is the first layer of the substrate. The "1/2-1/2" weighting form is the same as in the 
NMCT formulation, and reflects the simple notion that a particle at a center of a cage 
experiences an equal number of forces on average from neighbors "above and below" it. The 
constraints from the half that are above are quantified as in the bulk. But the half below are 
affected by the interface in a manner that depends on both the nature of the interface and the its 
distance from the interface. Thus, the physical idea is again that film perturbations are nucleated 
in the first layer, and via modification of the caging part of the dynamic free energy are spatially 
transfered into the film. For the first liquid layer one has, 
(1) (0)1 1 1 1( ) ( ) ( ) ( ) ( ) ( )
2 2 2 2
bulk bulk surface
dyn dyn dyn ideal caging cagingF r F r F r F r F r F r +  + +   (5.15)
 
where the crucial quantity is the surface layer caging dynamic free energy, the last term above. 
One then constructs, in a layer-by-layer manner, the dynamic free energy of the film by iterating 
Eq.(5.15). For the second layer and third layers one has 
 
(2) (1)
2 2
1 1 1 1 1( ) ( ) ( ) ( ) ( )
2 2 2 2 2
bulk bulk surface
dyn ideal caging caging ideal caging cagingF r F F r F r F F r F r
  + +  + + +  
 (5.16) 
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 (3) (2) 2 3 3
1 1 1 1 1 1( ) ( ) ( ) ( ) ( ) ( )
2 2 2 2 2 2
bulk bulk surface
dyn dyn dyn ideal caging cagingF r F r F r F r F r F r
  +  + + + +  
 (5.17)
 
One can obviously write a general expression for the dynamic free energy in nth  layer 
( ) 1 1( ) ( ) 1 ( ) ( )
2 2
( ) 2 ( )
n bulk surface
dyn ideal caging cagingn n
bulk n
dyn caging
F r F r F r F r
F r F r
  +  +  
 + D
  (5.18) 
( ) ( ) ( )surface bulkcaging caging cagingwhere F r F r F rD º     (5.19)
  The physical essence of this approach is a geometric-like transfer of dynamical constraint 
information nucleated at the surface into the film. The amplitude of the changes of constraints 
enter via a difference in caging dynamic free energy which is expected to be positive (negative) 
for a pinned solid (vapor) surface. The generic form above implies the dynamic free energy 
varies essentially exponentially in space if one passes from a discrete layer description to a 
continuous space description: 
ln(2) /2 , / ln(2)n n ze e where z n d d    ®    (5.20)
 The corresponding "decay length" is a universal constant, and ~1.4d. In contrast, the amplitude 
of the dynamical constraints change in Eq. (5.19) depends on everything: chemistry, 
thermodynamic state, nature of surface. The amplitude and z-dependence of caging constraints 
effectively factorize. Given the ultra-local analytic understanding of NLE theory [61], 
qualitatively one expects the local barrier and all other key aspects of the dynamic free energy 
vary roughly exponentially as a function of distance from the interface. If true, this immediately, 
and generically, provides a transparent physical mechanism for the simulation observations of a 
"double exponential" form of alpha time gradients [13,14,55-58].  
 Recall from the discussion below Eq.(5.9) of Section 5.3.2 that the fundamental form of 
the caging part of the dynamic free energy of the prior ECNLE theory for free-standing films 
obeyed the "double factorization" form.  Eqs.(5.18)-(5.20) continue to obey this general form for 
the difference between the caging component of the dynamics in the bulk and at a location z in 
the film. This property of the theory is expected to have many conseqeunces. For example, as 
shown below, the spatial gradients of dimensionless ratios of a dynamic property in the film 
versus in the bulk can often be (to leading order) invariant to temperature, volume fraction and 
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chemistry. Moreover, the "corresponding states" structure mentioned in Section 5.2.2 continues 
to hold to leading order.  
 Finally, we note that the existence of the large simplicity described relies on many 
simplications and physical ansatzes of the theory: high wavevector dominance of the caging 
dynamic free energy, no changes of thermodynamics or pair structure in the film relative to the 
bulk, and the multiplicative manner that the location in the film variable modifies the dynamic 
free energy corresponding to a z-dependence that does not depend on thermodynamic state or 
chemistry directly.  
5.3.3. Specialization to a Specific Interface 
 
Figure 5.3: Illustration of different interfaces: (a) bilayer with (in general) different packing 
fractions in the two films, (b) free-standing or vapor interface film, and (c) pinned particle rough 
solid surface film which may or may not have the same packing fraction as the overlayer fluid. 
The Image on the right indicates the technical approximation employed of mapping the real 
system to a first layer description based on an isotropic random pinned particle system. 
 The nature of the interface or substrate enters solely via the "surface" component of the 
caging dynamic free energy in Eq.(5.19). We introduce 6 models for this quantity that mimic to 
varying degrees of realism specific physical systems of experimental and simulation interest, as 
sketched in Figure 5.3. In each case there is a sharp interface between the liquid (top) and 
substrate (bottom) which are of macroscopic extent. In this paper we consider only physical 
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systems where the dynamical structure of the substrate is a priori specified. Hence, the substrate 
sets boundary conditions and serves as an external field felt by the liquid. We envision such 
models as directly relevant to simulations that employ pinned particle substrates, a film with a 
vapor interface, and as a simple model for amorphous or crystalline substrates (e.g., silica, 
silicon, gold) that exist far below their melting or glass transition temperature. Of course the 
latter can interact with the liquid via attractive interactions, and variable surface corrugation or 
roughness can play a role. 
 1) General Bilayer System. This is the most general system considered here and is 
depicted in Figure 5.3a -- a bilayer with one sharp interface. The film and substrate are modeled 
as the same type of system (here spheres of equal sizes) but, in general, at different volume 
fractions. In the first liquid layer the center of a cage lies at the bilayer interface (z=0). The 
dynamic free energy experienced by a liquid particle in this first layer is given by Eq. (5.15). 
This model does not address polymeric bilayers composed of 2 distinct glass-forming materials 
[37-39] since in that case the bottom layer modifies the dynamics of the top layer and vice-versa. 
This system will be addressed in a future publication. 
2) Vapor interface.  Per Figure 5.3b, since there are no particles in the vapor layer and 
hence: 
  0s    ( ) 0
surface
cagingF r       (5.21)
 
3) Rough pinned substrate. Here the substrate is composed of literally pinned particles 
identical in every way to the liquid particles. This is the simplest example of a rough solid 
substrate. It has been extensively studied in simulations (neutral confinement condition) which 
allows one to focus entirely on interface-induced changes of liquid dynamics. This system is of 
course anisotropic which renders the problem extremely complex. However, as discussed in 
section, the dynamic free energy of NLE theory is formulated at the cage scale based on an 
approximate angularly averaging procedure. The latter simplification is retained for tractability 
reasons and the desire to consistently describe a spherically-averaged cage. We implement this 
idea per the schematic of Figure 5.3c. At the interface, the 50% of a cage that are pinned 
particles are distributed randomly in a spherical cage with the mobile particles. This 
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simplification assumes the most important consideration is the fraction of neighbors in a cage 
that are pinned versus mobile, and not their precise arrangement. 
 
 Given the above simplification, we can employ our previously developed general NLE 
theory for randomly pinned particle fluids under neutral confinement conditions [66] where the 
fraction of pinned particles in a cage is 0.5. The full dynamic caging free energy of this 
system is [66]: 
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The second equality defines the rough pinned surface dynamic free energy: 
  ( ) 2 ( ; 0.5) ( )pinned surface roughpinned bulkcaging caging cagingF r F r F r    (5.23)
  4) Rough vibrating pinned substrate. This is a simple variant of model 3) that allows the 
randomly pinned particles to slightly harmonically vibrate via a prescribed localization length 
rL,s. The latter enters the theory via the first contribution on the right hand side of Eq. (5.22) 
which is modified by  introducing the appropriate collective Debye-Waller factor of the vibrating 
pinned particles:  
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 5) Smooth Rigid Wall.  Simulations have studied for decades fluids confined by a smooth 
hard wall (no corrugation). They find it modifies liquid dynamics in a qualitatively different 
manner than rough particle-based walls -- motion speeds up relative to the bulk versus slowing 
down [13, 58, 67-69]. Moreover, some real world hard solid substrates are composed of small 
atoms with small lattice constants compared to the size of the elementary constitutents of the 
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fluid film, and thus could behave to leading order as a smooth wall from the perspective of the 
molecules or polymers that define the liquid overlayer. Another relevant system is a liquid 
substrate (e.g., glycerol, as studied experimentally [40]) that is immiscible with the liquid film 
and acts in a thermodynamically hard manner but still exerts a repulsive force on the fluid 
particles perpendicular to the interface. But the low viscosity fluid nature of the substrate 
suggests that effectively there is an in plane interfacial smoothness on the relevant time scale, so 
they too could be roughly viewed as presenting a "smooth wall".   
 In any case, by definition for a smooth wall all the wall-fluid forces parallel to the 
interface vanish. Hence, compared to a rough surface, one expects the caging forces exerted on 
the fluid particles at the interface is reduced by a factor of ~3. We thus crudely model a smooth 
wall by dividing the rough pinned particle dynamic caging free energy by a factor of three which 
corresponds to: 
   ×    
1 1( ) ( 0.5, ) 2 ( ) ( )
3 3
smooth wall roughpinned roughpinned bulk
caging caging caging cagingF r F r F r F r  (5.25)
 
  6) Attractive Rough Walls. Finally, we consider a variant of rough substrate models 3) 
and 4) where there is an attractive interaction between the mobile liquid and the immobilized 
substrate particles. Treating this fully is difficult given the high degree of nonuniversality of the 
surface-fluid interactions, substrate structure, and the presence of an explicit attractive force 
between the substrate and fluid particles. However, prior theoretical and simulation studies have 
found that a rather generic consequence of such an attraction is fluid densification near the wall, 
and typically only in the first layer [70]. We consider a model that is a crude mimic solely of this 
effect by assigning a packing fraction in the first liquid layer that is higher than in other layers 
where it takes on the bulk value [49]: 
      
1 , 1
, 2
bulk
j bulk j
l l   >
   
    (5.26)
 
Density enhancements are chemistry specific, but can be as large as 10-15%. As a specific 
example, for glycerol in contact with a silica surface computational studies find [70] an 
enhancement factor of ~1.038. Alternatively, if the surface is weakly dewetting, the fluid density 
could be reduced, l1. In this crude model the explicit attractive forces are not taken into 
account dynamically, but they would serve to only further slow down the mobile liquid particles 
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near the surface. Treating the latter effect explicitly may also require modifying the dynamic 
force vertex in the NLE dynamic free energy based on the "projected dynamics theory" approach 
[71]. 
 In subsequent sections we present representative numerical results for the key dynamical 
quantities of NLE theory for models 2), 3), 4), 5) and 6). A full analysis using ECNLE theory 
and treating how various interfaces modify the collective elastic aspect of the alpha process in 
films is beyond the scope of this initial work and will be addressed in future publications. 
 
5.4. Short Length Scale Results: Dynamic Localization Length and Shear Modulus 
We apply the theory of Section 5.3.2 to study the highly spatially local questions of the 
dynamic localization length for a thick film and the elastic shear modulus in a thin film.  
5.4.1. Dynamic Localization Length: Vapor vs Pinned Interfaces  
Figure 5.4 shows the spatial variation of the dynamic localization length, rL, normalized 
to its bulk value for two very different values of volume fraction for vapor interface (main frame) 
and rough pinned solid (inset) thick films. For both systems, this relative dependence depends 
very weakly on volume fraction, reflecting the near "factorization" property of the NLE dynamic 
free energy discussed in Section 5.2. As expected, the localization length is larger (smaller) near 
the vapor (solid) surface. It decays to the bulk value in an exponential manner with an essentially 
volume-fraction-independent characteristic length scale of ~1.2 and 1.7 particle diameters for 
vapor and solid surfaces, respectively. These results are consistent with the simple idea of 
Eq.(5.20) that suggests a decay length of ~d/ln(2)~1.45d. The deeper penetration length for the 
solid surface is interesting, especially since the amplitude of the surface perturbation (deviation 
of rL (z  0) / rL,bulk from unity) is larger for the vapor film. This reveals a nontrivial discrimination 
between the surface amplitude versus penetration depth effects due to a soft versus hard 
interface.  
Our results for the vapor interface are also compared (with no fitting) to the recent free-
standing film simulations of an atomistic polystyrene liquid model of Zhou and Milner [31]. 
Although there is some ambiguity associated with the extraction of a transient dynamic 
localization length via the intermediate time segmental mean square displacement (MSD) in 
simulation [31], there is broad consistency between the data and theory including the relative 
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insensitivity to thermodynamic state, the exponential decay, and the amplitude of the change at 
the surface.  Particularly, the MSD normalized by its bulk value is nearly independent of 
temperature over a wide range from 400K to 500K. This behavior agrees well with our weak 
density dependence of ,( )L L bulkr z r  calculated using densities that span a broad range from the 
lightly to deeply supercooled regimes. The gradient normalization of the simulation MSD seems 
to be insensitive to the analyzed time. The finding suggests that simulators can potentially test 
various aspects of our new extension of NLE theory in various confined systems. 
 
Figure 5.4: Normalized to the bulk dynamic localization length gradient for vapor interface 
(main frame) and pinned solid (inset) films. The main frame show results in terms of an absolute 
length scale relevant to polystyrene (d~1.16 nm) for   0.55 and  0.61. The inset shows 
analogous theoretical results for the pinned rough substrate model. The normalized gradient 
localization lengths for the vapor interface and pinned solid films at   0.55 are well-described 
by fit equations /0.832,( ) 1 1.28469
z d
L L bulkr z r e
 +  and /1.631 0.18286 z de , respectively.  
Figure 5.11 shows our corresponding predictions using the inhomogeneous film NMCT 
of Section 5.3.1. One sees very good agreement with the dynamic free energy based analogous 
results for the vapor interface film, but a significantly shorter range gradient for the pinned solid 
surface system. Another important point is the comparsion to the prior NLE-based theory of MS 
[47-49]. Figure 5.11 shows the localization length enhancement is of very similar magnitude 
near the surface, but decays much more quickly to the bulk value at a distance of ~1.3-1.5d, as 
expected.  
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5.4.2. Smooth Wall and Vibrating Rough Interfaces 
  Figure 5.5 shows representative calculations of the normalized localization length 
gradient for the smooth wall and vibrating particle rough wall (for 3 values of surface particle 
localization lengths) models, and contrasts them with the vapor and pinned particle results of the 
previous section. Very interestingly, the smooth hard wall system exhibits enhancements of the 
localization length, and hence behaves more akin to a vapor interface than a rough pinned 
particle substrate. The vibrating particle rough wall systems evolve from suppression of the 
localization length for small vibrational amplitude (rLs=0.01d), to weak enhancement for large 
vibrational amplitude (rLs=0.05d). All systems show a good exponential decay profile, with a 
characteristic length scale of order 1-2 particle diameters. 
 
Figure 5.5:  Normalized localization length gradient at  0.57  for three types of surfaces: 
vapor, and vibrated pinned and literally pinned solid surfaces. The literally pinned surfaces are 
theoretically treated in two ways to mimic a rough and smooth hard surface. The vibrating 
pinned substrate results are shown for several indicated small values of vibrational amplitude 
(surface localization length). Inset: The analogous calculations for the normalized local cage 
barrier, ,( )B B bulkF z F , for smooth and vibrating surfaces with rL ,S d  0.05,0.025,0.01 which can 
be fit by the following exponential forms: /1.5231 0.258 z de , /1.3331 1.067 z de+ , /1.3511 1.324 z de+ , 
and /1.3551 1.429 z de+ , respectively. 
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5.4.3. Elastic Modulus 
We employ Eq. (5.4) with a z-dependent localization length to calculate the glassy elastic 
modulus. Results are shown in the inset of Figure 5.6 in the format of modulus at location z 
divided by its bulk analog for two volume fractions. The value of the latter does not matter in the 
normalized format. One sees the glassy modulus gradient extends 4-5 particle diameters into the 
film. The modulus softens at the vapor surface by a factor of ~3, while at the pinned rough 
surface there is hardening by ~50%.  
 
 
Figure 5.6: Main frame: Normalized to the bulk film-averaged elastic moduli of a free-standing 
vapor interface film at volume fractions 0.55  (red) and 0.61  (blue) as a function of film 
thickness in nm (d=1.2 nm). Orange and dark yellow curves correspond MD simulation data for 
PMMA [73] and 33DDS+DGEBA [72] polymer films, respectively. Dark green and purple 
curves are experimental data [74] measuring the elastic moduli ratio for a PS polymer film 
floated on water having weight-average molecular weights of 114 kg/mol and 136 kg/mol, 
respectively. The dotted curve is an often employed empirical analytic function 
 / 1 1 /Efilm bulkE E hd +  with  d E 5  nm. Inset: normalized theoretical dynamic shear modulus 
gradient of both the vapor interface and pinned particle solid surface films for 0.55  (red) and 
0.61  (blue).  
 
The main frame of Figure 5.6 shows calculations of the film-averaged elastic modulus 
normalized by its bulk value. We have assumed two independent gradients emanating from each 
vapor surface which do not interfere. The calculations have been done at two hard-sphere 
volume fractions, with effectively the same results found. The theoretical spatial gradients for 
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hard spheres are naturally represented in terms of are of z/d, where d is the effective hard sphere 
diameter. To convert the x-axis to real units to allow comparison with experimental data on 
polystyrene films [54], we use the known value of d~1.2 nm [45,46]. The theory predicts the 
modulus softens by a factor of ~2 for a film thickness of ~10 nm, and bulk behavior is recovered 
only for films approaching 100 nm thick.  
Various experimental and simulation data sets on different systems are also shown in 
Figure 5.6. The simulations of [72] and [73] employed coarse-grained molecular dynamics 
(CGMD) to compute the size-dependent Young’s modulus of the polymer diglycidyl ether 
Bisphenol with 3.3’-diaminodiphenyl sulfone (DGEBA/33DDS) and polymethymethacrylate 
(PMMA) free-standing films. Since our gradients of normalized localization length agree with 
the MD simulations of Ref.[31] (see Figure 5.4), and given Eq.(5.4), we expect good agreement 
between theory and simulation for the spatially-dependent Young's modulus normalized by its 
bulk value, E(z)/Ebulk. This expectation is verified in Figure 5.6.  
Concerning the experimental data on polystyrene thin films [74], note it is rather noisy. 
The polymer films have thicknesses that range from from 7 nm to 220 nm and were deposited on 
low viscosity water to avoid gravitational deformation. Measurements of stress-strain response 
until the polymer film breaks in a brittle manner are used to extract Young’s modulus. The 
averaged experimental moduli ratio is to some extent on the width of samples. These real world 
complications, introduce some uncertainty in comparing to our theory based on purely linear 
response and two vapor interfaces. They could also introduce corrections to our assumption of 
"structurally neutral confinement”. Nevertheless, there is rough consistency between theory and 
experiment for the magnitude of modulus changes and variation with film thickness. We do note 
that the experiment rthe bulk value of the modulus is recovered at a smaller film thickness than 
our calculations, but nearly quantitative agreement is found for thicknesses of 20 nm and smaller.  
Although the theoretical localization length and modulus gradients of Figure 5.6 are well 
described by exponential functions, the dotted curve in the main frame shows that our film-
averaged normalized elastic modulus results can also be well fit using a popular empirical 
function, 1 (1+d E /h).  
5.5.  Jump Distance and Local Cage Barrier:  Vapor, Pinned and Smooth Solid Interfaces  
Crucial additional information to quantify the elastic barrier in ECNLE theory is the 
effective jump distance of Eqs.(5.5) and (5.6). To predict the alpha time gradient also requires 
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knowledge of the local cage barrier gradient. In this section, we use the theory of Section 5.3.2 to 
study these two dynamical properties in films with vapor, pinned rough, and smooth hard wall 
surfaces. 
 
Figure 5.7: The particle jump distance normalized to its bulk value for vapor interface (main 
frame) and pinned particle rough surface (inset) films as a function of distance from interface for 
  0.55 and  0.61. The solid curves correspond to calculations using the facilitation idea and 
the dashed-dot curves are based on the prior theory which does not include this effect. The ratio 
( ) bulkr z rD D  for the vapor interface films can be fit by /1.151 0.64563 z de  and /1.251 0.49249 z de  
for 0.55   and 0.61, respectively, and the pinned particle rough surface films are well fit by 
/1.6441 1.053 z de+  and /1.7021 0.642 z de+  for 0.55   and 0.61, respectively.  
 
The main frames of Figures 5.7 and 5.8 show results for the above two quantities at two 
volume fractions for the vapor and pinned solid interface models. Also shown for comparison are 
the analogous results for the vapor surface based on the simpler MS [47-49] approach. For a 
vapor interface, the jump distance (Figure 5.7) and local barrier (Figure 5.8) are strongly reduced 
at the surface, and more so at lower packing fraction. The gradients visibly decay on a length 
scale of ~5d, and fitted exponential decay length scales are ~1-2 d. The latter depend relatively 
weakly on property and interface, and almost not at all on volume fraction, trends which can be 
understood from the general nature of the new theory discussed in Section 5.3.2. Although 
changes of these properties at the surface are the same as in the prior approach [47-49], 
incorporation of longer range mobility transfer physics leads to a much slower spatial decay.  
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The insets of Figures 5.7 and 5.8 show the analogous results for the solid pinned surface. 
The qualitative trends of the gradients, compared to each other and to the more local prior 
approach [47-49], are the same as found for the vapor surface, although the exponential decays 
lengths are non-trivially larger. On the other hand, the relative enhancement of the two properties 
at the surface is a factor of ~2-2.5 smaller than we find for a vapor interface. These are the same 
relative trends as found for the dynamic localization length in Figure 5.4. In all cases, changes in 
the jump distance near the surface are large which will have big consequences since this length 
scale enters as the 4th power in determining the amplitude of the elastic displacement field and 
elastic barrier per Eqs.(5.5) and (5.6). 
 
Figure 5.8: The local cage barrier gradient normalized by its bulk value for vapor interface 
(main frame) and pinned particle rough surface (inset) films as a function of distance from the 
interface at   0.55 and  0.61. The solid curves correspond to the new theory results and the 
dashed-dot curves are those of the prior model that ignored facilitation. The ratio ,( )B B bulkF z F  of 
vapor interface films can be fit by /1.661 0.9647 z de  and /1.5391 0.784 z de  for 0.55   and 0.61, 
respectively, and the pinned particle rough surface results can be fit by /1.3251 1.691 z de+  and 
/1.3951 1.14 z de+  for 0.55   and 0.61, respectively.  
 
Figures 5.4, 5.7 and 5.8 compare results for the localization length, jump distance and 
local barrier height for the vapor and pinned solid surfaces at two different volume fractions. We 
have studied these questions over a wide range of volume fractions, and the general trends found 
are consistent with the representative results in the aforementioned figures. For example, as 
volume fraction grows from 0.55 to 0.62, for the vapor surface the ratio of rL, Dr, and FB at the 
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surface to their values in the bulk vary monotonically from ~2.3-2, 0.35-0.53 and 0.05-0.3, 
respectively; the corresponding values for the pinned surface are ~0.8-0.85, 2.1-1.65 and 2.7-2.1. 
One sees that for all properties there is a stronger volume fraction dependence for the vapor 
interface system. 
 
Figure 5.9: The normalized (by its bulk value) jump distance calculated for pinned particle 
rough surface and smooth hard wall surface films as a function of distance from interface at 
  0.55 and  0.61. The ratio ( ) bulkr z rD D  for the two smooth hard wall films are, to leading 
order, both well fit by /1.4721 0.12 z de+  for 0.55  . The inset shows the analogous calculations 
for the normalized local barriers in vapor interface (solid curves) and smooth hard wall (dash-dot 
curves) films.  
 
We now consider smooth hard walls. The localization length calculations of Figure 5.5 
suggest this system behaves in a manner intermediate between a vapor surface and a pinned 
rough solid surface. Figure 5.9 shows calculations of the normalized jump distance (main frame) 
and local barrier (inset), and contrasts the results with the vapor and pinned solid analogs. The 
latter two systems exhibit a large suppression and enhancement of the jump distance, 
respectively. The smooth surface shows only a very weak enhancement of this quantity, although 
the form of the decay in space is again exponential and of a range similar to that of the other two 
systems. While the normalized local barrier in the inset of Figure 5.9 qualitatively behaves as if 
the smooth surface was more like a vapor interface, its suppression is much weaker 
quantitatively than that for the vapor interface film. Given the smooth surface shows an 
enhanced jump distance compared to the bulk (which will increase the collective elastic barrier) 
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but shows a smaller local cage barrier compared to the bulk, how the alpha time mobility 
gradient will change is subtle and unclear. But since all changes for the smooth surface relative 
to the bulk are relatively small, one expects the mobility modifications for this system will be 
modest. In the experimental polymer film community, such a situation has been inferred, for 
example, for polystyrene films supported on substrates such as silicon and silica, and the word 
"neutral substrate" is typically invoked to indicate a hard surface that has little effect on the 
dynamics or Tg of the film. 
The inset of Figure 5.5 shows results for the local cage barrier at a volume fraction of 
0.57 for a smooth hard wall compared to other systems. Interestingly, the smooth wall system 
now shows a suppression of the local barrier, albeit rather weak. In conjunction with the smooth 
wall results in Figure 5.8, this again buttresses the view that the smooth wall model may be 
relevant to nearly atomically smooth hard surfaces (e.g., silica, silicon) where polymer-surface 
adhesion is weak---a "neutral hard surface". One also sees that allowing pinned surface particles 
to vibrate modestly reduces the local cage barrier, but the degree of change relative to the bulk is 
smaller than for the localization length. These trends seem physically sensible given the barrier is 
determined by motion on a length scale far beyond the dynamic vibrational amplitude. But for all 
systems, the spatial range of the local barrier gradients are essentially the same, and the same as 
the other key features of the dynamic free energy. Bulk behavior is recovered in a practical sense 
at ~4-6 particle diameters into the film. 
Finally, Figure 5.10 presents one example of how surface-induced densification of the 
first layer of the mobile particle liquid affects the dynamic localization length and local barrier. 
The chosen value of density enhancement of 3.8% is motivated by the computational study of 
glycerol liquid exposed to a silica surface [66].  Calculations are shown for two values of bulk 
volume fraction, 0.55 and 0.61, where the bulk local barrier in thermal energy units is 4.7 and 
12.9, respectively. The corresponding results if there is no first layer densification are shown for 
comparison. 
The main frame of Figure 5.10 shows that such a modest densification results in a major 
enhancement of particle localization near the hard surface. However, the changes relative to the 
bulk are almost the same at the two different volume fractions studied with and without 
densification. Moreover, the length scale for recovering bulk behavior is almost the same for all 
calculations, ~6-7 particles diameters. Such densification is expected to result in some increase 
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of a practical measure of the gradient width. The inset shows the analogous calculations for the 
local barrier. The absolute and relative trends are qualitatively the same as found for the 
localization length in the sense that densification results in slower dynamics (higher barrier). 
Given knowledge of the bulk barrier height, this degree of enhancement translates to a barrier in 
the densified first layer that is larger by roughly 3.8 kBT (10.3 kBT) for the lower (higher) 
volume fraction system. Since the activated relaxation time scales as the exponential of the 
barrier, even only taking into account this local cage barrier change would result in an increase 
of the alpha time by a factor of ~45 or ~30,000. 
 
Figure 5.10: Main frame: Normalized (to the bulk) localization length gradient for pinned 
particle rough surface films as a function of distance from interface at   0.55 and  0.61 with 
(dashed/dotted curves) and without (solid curves) densification in the first layer. Inset: The 
analogous calculations for the normalized local barrier. The enhancement factor of densification 
is 1.038. The barriers in the bulk are 4.7 and 12.9 in thermal energy units.   
  
5.6. Discussion 
 We have constructed a new theory for how dynamic caging constraints at a surface or 
interface are modified and spatially transferred into the film interior in the context of the 
dynamic free energy concept of the force-based microscopic NLE theory. The basic idea is to 
reduce the resolution of the cage level description to acknowledge different dynamical 
constraints in different layers. The effective dynamic free energy at any mean location (cage 
center) then involves contributions from two adjacent layers where confining forces are not the 
same. The z-dependence of the caging component of the dynamic free energy varies essentially 
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exponentially as a function of distance from the interface, with a universal decay length of 
modest size and weak sensitivity to thermodynamic state. Such a variation imparts a roughly 
exponential variation of all the key features of the dynamic free energy required to treat 
dynamical gradients of the localization length, jump distance, cage barrier, and alpha time. An 
important consequence is that, to leading order, a double exponential form of the alpha time 
dependence on film location is generically expected. 
 Diverse systems were considered where the surface can be a vapor, a rough pinned 
particle solid, a vibrating (softened) pinned particle solid, a smooth hard wall, and a solid 
substrate which densifies the first layer of the liquid. The fundamental manner that they enter the 
theory at the level of the dynamic free energy is the same, with the crucial difference arising 
solely from the first layer where the non-universal dynamical constraints can be weaken, 
softened, or hardly changed depending on the interface. Numerical calculations for the hard 
sphere fluid established the spatial dependence and volume fraction sensitivity of the changes of 
key dynamical properties for 5 different models. No adjustable comparison of the theoretical 
predictions for the dynamic localization length and glassy modulus against simulation and 
experiment for systems with vapor surface(s) reveal good agreement.  
 Future work will fully integrate the new advance reported in this article with all aspects 
of ECNLE theory for films with vapor and/or solid interfaces films including the collective 
elasticity contribution. This will allow us to make quantitative predictions for quantities such as 
the alpha relaxation time gradient, dynamic decoupling phenomena, Tg gradient, and film-
averaged properties for both model and experimental materials with diverse interfaces and 
chemical nature of the building blocks (colloids, molecules, polymers) The key open questions 
mentioned in the Introduction of the near double exponential variation of the alpha time gradient, 
the behavior of the amplitude of the alpha time change at the surface, the length scale of the 
dynamic gradient, and how the apparent decoupling exponent precisely varies with location in a 
film, will be addressed in detail for vapor, pinned particle solid and other interfaces. The impact 
of the now longer range nature of surface-induced changes of dynamics emanating from the 
interface compared to the prior formulation of the ECNLE theory of thin films [47-50] on the 
question of the absolute and relative importance of the cutoff at the interface of the collective 
elastic component of the alpha process will be determined. Finally, the basic new idea of the 
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present paper is generalizable to different confined geometries (spherical droplets, cylindrical 
pores) and polymer or molecular bilayers. 
5.7.  NMCT Formulation of Dynamic Localization Lengths in Films  
 The normalized dynamic localization length gradients are calculated using the NMCT 
formulation of Eqs.(5.3) and (5.4), and the results are compared to the layer-based NLE dynamic 
free energy formulation. Figure 5.11 shows representative results, and ones sees the two theories 
make very similar predictions for the vapor interface, but with quantitative differences for the 
solid pinned particle surface model. All results can be described by an exponential function. Both 
calculations show an insensitivity of the normalized gradient to the hard-sphere fluid density. 
Also shown are the predictions of the prior theoretical formulation of MS [47-49] for a vapor 
interface which assumed surface-nucleated reduction of the caging constraints is confined to a 
distance of only rcage from the interface. Obviously including the new physics presented in this 
work greatly extends the spatial modification of ,( )L L bulkr z r relative to this prior formulation.  
 
Figure 5.11. Normalized gradient of the dynamic localization length, ,( )L L bulkr z r , for vapor 
interface (main frame) and supported (inset) thick films calculated using NLE theory with the 
dynamic free energy concept without (dashed-dot curves) and with facilitation (solid curves). 
The analogous results including facilitation but based on the ideal NMCT formulation of Eq. 
(5.11) are also shown as the solid red and blue curves.  
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CHAPTER 6: Influence of Longer Range Spatial Transfer of Caging Constraints on the 
Dynamics of Glass-Forming Hard Sphere and Thermal Liquids Near a Vapor Interface 
6.1. Introduction 
 This chapter applies the new ECNLE theory with facilitation to a thick film with one 
vapor interface by combining the new ideas of Chapter 5 with their implications for the 
collective elastic effects within the basic ECNLE theory framework discussed in earlier chapters. 
Specific topics that are addressed include the nature of the total and collective elastic barrier 
spatial gradients, the functional form of the alpha time gradient and physical origin of its double 
exponential nature, a detailed analysis of the amplitude and decay length of the double 
exponential alpha time gradient, origin of spatial decoupling of the relaxation time from its bulk 
value and how the effective decoupling exponent varies with location in the film, the mean 
interfacial layer width and corresponding relaxation time as a function of density and 
temperature, and the magnitude and functional form of the normalized Tg gradient. Some 
comparisons are made with simulations, and contact made with experiments. 
 The inset of Figure 6.1 shows the spatial gradient of the collective elastic barrier 
normalized by its bulk value for a range of hard sphere fluid packing fractions. The form of the 
gradient is almost independent of liquid packing fraction, as also true of the local cage barrier in 
Chapter 5. It is very strongly reduced close to the vapor surface by roughly an order of 
magnitude due to the interface cutoff effect, and recovers bulk behavior ~12-14 particle 
diameters into the film. More quantitatively (as shown), its functional form is well fit by an 
exponential function with a decay length ~3.5 d. As intuitively expected, this is significantly 
larger than its local cage analog which has a shorter decay length of ~1.54-1.66 d.  
 The main frame of Figure 6.1 shows the analogous results for the total dynamic barrier. 
By eye, bulk behavior is recovered at ~10 particle diameters into the film. Although the local and 
collective elastic barriers both very nearly vary exponentially in space, they have significantly 
different decay lengths. Thus, it is not a priori obvious the total barrier will vary exponentially. 
Interestingly, Figure 6.1 shows that it does to a good approximation. However, as expected, the 
apparent decay length falls in between that of the local cage and collective elastic barriers. 
Specifically, it is ~2d for the lower packing fractions where the elastic barrier contribution is 
minor, and grows to ~ 2.6 particle diameters at very high volume fractions where the elastic 
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barrier is very important. Hence, the total barrier ratio, Ftotal (z;) Ftotal
bulk () , has a nearly 
universal z-dependent form, but is not strictly universal since the effective decay length mildly 
grows (by ~30%) with increasing packing fraction or cooling. 
 
Figure 6.1: The main frame shows the normalized total barrier as a function of distance from 
interface at  0.55, 0.57, 0.59,  and  0.61. The dashe-dot and dotted curves correspond to fit 
functions. For   0.55 and  0.61, the fit functions of ( ) bulktotal totalF z F  are /1.9581 0.968 z de  (red) 
and /2.6441 0.904 z de (green), respectively. The inset shows the normalized collective elastic 
barrier as a function of z at same packing fractions  as in the main frame. For  0.55,  
( ) bulkelastic elasticF z F  is analytically fitted by 
/3.5161 z de . 
 
  The above observations will be very important below when we discuss and interpret our 
predictions for the alpha time and Tg gradients, spatial decoupling, role of vitrification criterion, 
and other aspects. When analyzing our numerical calculations, an "ideal factorization" ansatz is 
employed corresponding to the assertion that  Ftotal (z;) Ftotal
bulk ()  f (z), where f(z) is exactly 
independent of packing fraction, temperature and chemistry. This will allow us to perform an 
analytic analysis and construct a zeroth order understanding of our numerical results. However, 
one must keep in mind there are modest deviations between the exact numerical results of the 
theory and the "ideal factorization" idea, the main origin of which is the total barrier gradient 
decay length scale grows weakly with increasing density or cooling.  
 We now have all the information (gradients of the dynamic localization length, jump 
distance, local and elastic barriers) required to predict the most fundamental quantity of interest, 
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the alpha relaxation time gradient. Below it is analyzed first for the foundational hard sphere 
fluid, and then for some of the same polymer liquids discussed in Chapters 2, 4 and 5. Questions 
of interest include the functional form of the gradient, its amplitude at the surface and spatial 
range as a function of temperature, density and chemistry, other characteristic length scales 
relevant to simulation and experimental studies, the spatial dependence of the temperature 
variation of the alpha time (dynamic fragility), gradients of local glass transition temperature, 
and the inhomogeneous decoupling of film and bulk alpha relaxation times. 
6.2.  Alpha Relaxation Time Gradients and Characteristic Amplitudes and Their Lengths 
Scales  
6.2.1. Alpha Time Spatial Gradients  
 Figure 6.2a shows for the hard sphere fluid at various high packing fractions the inverse 
of the alpha relaxation time normalized by its bulk analog as a function of distance from the 
vapor interface in a log-linear format. Exponential fits to the theoretical data are shown, a 
representation empirically used for over 20 years in the analysis of simulation data [1-7]. 
For  0.57  such fits are quite good, at least on the scale of the plot. This is the first theoretical 
basis for the so-called "double exponential" form of the normalized alpha time gradient: 
    


 
          
,ln ( )
( ) ( )
bulk zA exp
z
    (6.1) 
where the characteristic amplitude at the surface and decay length are defined. This double 
exponential form is directly tied to the surface-nucleated transfer of dynamic constraints idea of 
Chapter 5 that goes beyond prior approaches. The amplitude factor quantifies a dramatic speed 
up of relaxation at the vapor surface that grows from a factor of ~7 to over 10 decades as liquid 
packing fraction increases. By eye, the bulk liquid alpha time is recovered at a distance ~10 
particle diameters from the surface, as can be anticipated from the total barrier gradient results in 
Figure 6.1. The detailed behavior of the amplitude and length scale parameters of the gradient 
are discussed in the next section.  
 Figure 6.2b shows a double logarithmic representation of the same theoretical results 
which exposes the quantitative degree to which the double exponential form applies. Also shown 
are three different simulation results, two based on atomistic [3] or lightly coarse grained models 
[8] of polystyrene melts, and one based on a heavily coarse-grained bead-spring polymer model 
[9]. Recall the simulations can measure relaxation times typically only over 4-6 decades. Hence 
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they do not access the deeply supercooled regime where bulk ECNLE theory predicts collective 
elastic effects are dominant. We estimate simulations correspond to probing effective packing 
fractions in the range ~0.55-0.58. For the latter range, overall the theory qualitatively captures 
the degree of enhancement (amplitude factor in Eq. (6.1) above) at the surface observed in 
simulations. 
 One also sees that the theory predicts the double logarithm representation of the inversely 
normalized relaxation times is roughly linear up to a distance £8z d  from the surface, in 
qualitative agreement with the simulations [3,8,9] to within their significant variability and 
uncertainties. Although ECNLE theory calculations of Chapter 4 without including the new 
surface-facilitated local cage-scale dynamics also provided reasonable predictions for some 
aspects of simulations and experiments, a double exponential behavior was not predicted. Thus, 
even in the relatively modestly supercooled regime that simulations study, the new mobility 
transfer physics is important for the shape of the relaxation time gradient, and represents a third 
physical effect present in addition to the loss of neighbors very near the surface and the cutoff of 
the collective elasticity displacement field at the vapor interface. 
  Concerning a more detailed comparison to simulations, we note the following. In the 
work of Hsu et al (H) [8] and Zhou-Milner (ZM) [3] the local segmental dynamics was analyzed 
based on a layer-like model. The bulk 171 ns and 1 ns alpha relaxation times for PS free-standing 
film in these simulations are roughly equivalent to a mapped hard sphere system at  0.55  and 
 0.57 , respectively. In general, the simulation results in the double logarithmic 
representation of   ,bulk / (z) exhibit features that are not quantitatively identical to the theory. 
This is expected since the models simulated are not identical to hard spheres and our theory is 
approximate. The mobility gradients found in the simulations of ZM and H do agree well with 
our results near the interface where the cage-scale dynamics is significantly altered. However, 
farther from the vapor interface (e.g., 8z d ) where the deviation of the alpha time in the film 
from its bulk analog is rather small, there are differences between theory and simulation, and 
between the simulations relative to each other. We suspect the main reasons include how one 
theoretically treats the collective elastic physics, and the varying importance of this aspect in 
different computational studies using different models at different thermodynamic states. 
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Figure 6.2: (a) The natural log of local alpha-relaxation time inversely normalized by its bulk 
value as a function of film location z. The dash-dot curves are exponential fits For context, we 
note that for PS the volume fractions  0.55, 0.57, 0.59,  and  0.61 correspond to / bulkgT T  = 
1.32, 1.21, 1.11, and 1.01, respectively. (b) Double natural log of the inversely normalized alpha 
relaxation at several values of   . Simulation data for Ref. [3] for real PS polymer, coarse 
grained simulations (Ref. [8]), and LJ simulations (Ref. [9]) for free-standing films.  
 
Another, but second order, issue concerning theory versus simulation comparisons is the 
elementary length scale, d, that non-dimensionalizes distance from the vapor surface. For the 
theory, this is the well-defined effective hard-sphere diameter. To estimate its analog in 
simulations we use the experimental characteristic ratio for polystyrene (PS). The thermal 
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mapping in ECNLE theory [10,11] is based on the long chain limit where the characteristic ratio 
 CN  9.5. In the ZM [3] and Riggleman [9] et al  (RR) simulations, the number interaction sites 
per chain are N = 10 and 20, respectively. Thus, using the known variation of the characteristic 
ratio with N for PS, we estimate dZM  3/9.5 
1/3
d »0.68d  and  dRR  4.8/9.5 
1/3
d »0.8d . 
Alternatively, for the RR simulations one could use  2.6dRR
3 /6º d3 /6 or 
 dRR  d /2.6
1/3 »0.73d, which yield results very close to those stated above. For consistency, we 
use  dRR »0.8d . For the H simulations [8], since their layer thickness is identical to that found by 
ZM, we approximate dH  dZM . This procedure is the basis of plotting the simulation data in 
terms of z/d in Figure 6.2b. 
We now consider the alpha relaxation time gradients of thermal polymer liquids based on 
our mapping procedure. Figure 6.3 shows results for polycarbonate (PC) and polyisobutylene 
(PIB) in the double-log plotting format where temperature is reduced by the bulk value of Tg. 
The difference between these results, and also compared to the PS-like analogs of Figure 6.2b, is 
these polymers have different bulk dynamic fragilities [12,13], and thus the importance of the 
collective elastic physics relative to the local cage barriers varies. The latter grows with fragility, 
and is largest for PC and smallest for PIB.  Recall for the very low fragility PIB the elastic 
barrier is far less important than the local cage barrier FB. 
The major trends in Figure 6.3 are the larger absolute enhancement, and more 
temperature sensitivity, of the alpha time at the vapor surface at fixed T/Tg as polymer fragility 
grows. Good double exponential behavior extends to ~8d (d is polymer Kuhn segment diameter) 
from the surface, and the decay lengths are all similar and vary very weakly with temperature.  
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Figure 6.3: Double natural log of the inversely normalized alpha relaxation as a function of 
distance from the vapor interface at several values of   for (a) PC and (b) PIB polymer films. 
The dash-dot lines through the theoretical data points indicate a double exponential variation. 
 
6.2.2. Amplitude and Length Scales of Double Exponential Alpha Time Gradient 
The double exponential behavior in Figures 6.2b and 6.3 can be analyzed in two different 
ways: fit the calculations data near interface ( £8z d ) using Eq. (6.1) above, or fit to the double 
log form: 
   
,ln ln ln ( )
( ) ( )
bulk zA
z



 
  
        
.    (6.2) 
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Since the theoretical results are not of a perfect double exponential form (the normalized total 
barrier gradient does not correspond to a perfect exponential variation with a constant decay 
length per Figure 6.1), the extracted amplitude and length scale parameters will depend on the 
fitting procedure.  
 Consider first the hard sphere fluid. We find (not plotted) the alpha time decay length 
scale varies by less than 10% over the wide range of volume fractions studied. This seems likely 
close to a noise level with regards to the quality of the exponential fit or reliability of the 
theoretical approach. It grows (decreases) from ~ 2.3-2.6 d (3.2-2.8 d) with increasing packing 
fraction (0.55-0.62) based on fitting the theoretical calculations in the single (double) 
representation. Overall, we deduce a typical value of ~ 3d. 
 
Figure 6.4: Mainframe: The amplitude A of the double exponential relaxation time gradient as a 
function of     22, , ,int 1L bulk L bulk L erfaced r r r  . Upper inset: ln ( )A   versus  . Lower inset: 
ln ( )A  versus log (base 10) of the bulk alpha time. 
 
 Figure 6.4 presents, in 3 different formats, our results for the amplitude A which 
quantifies the degree of speed up of the alpha time at the surface relative to the bulk. Recall that 
A is essentially the difference between the total barrier in the bulk and at the vapor surface. The 
upper inset shows A grows roughly exponentially with packing fraction; fitting the calculations 
to an exponential yields 20.9 39.54( )A e e   . Interestingly, we recall an analytic result of NLE 
theory for the (transient) dynamic localization length in the bulk: 12.5, 30L bulkr d e
  [14]. This 
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suggests a possible connection between A and the dynamic localization length. Motivated by 
this, the main frame of Figure 6.4 plots A versus the difference in the inverse dynamic 
localization length squared at the interface and in the bulk. This provides a quantification of the 
difference in localizing cage constraints at the surface, and also it is established that the inverse 
dynamic localization length is a rough indicator of the barrier in bulk ECNLE theory. 
Interestingly, one sees that A also roughly grows linearly with this quantity. Finally, and rather 
remarkably, the lower left inset of Figure 6.4 shows that A varies logarithmically with the bulk 
alpha time over 15 decades (from 0.1 ns to 105 s): 
    ,( ) log ( )bulkA a b   +        (6.3) 
where a and b are numerical constants. This surprising result connects the amplitude of the 
surface-nucleated mobility enhancement directly with the bulk liquid alpha time, and will be 
important in our analysis of decoupling in Section 6.5. 
 
Figure 6.5: Amplitude  A() and the decay length ( )   in Eq.(6.1) calculated based on two 
different fitting approaches as a function of bulkgT T . The solid and dash-dot curves correspond 
to results based on fitting the theory results in the format  ,ln ( )bulk z    and 
  ,ln ln ( )bulk z   , respectively.  
 
          Now consider thermal polymer liquids. Figure 6.5 presents the results of the double 
exponential analysis of the alpha time gradient for PIB, PC and PS following the same mapping 
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procedure explained in prior chapters. The amplitude A  is quite insensitive to fitting procedure. 
It grows in a strongly nonlinear manner with inverse temperature for the fragile PC and PS, but a 
near linear manner for the low fragility PIB. In contrast, the characteristic decay length scale 
results depend more on fitting procedure. However, for a fixed chemistry, the overall variation of 
this length with temperature is perturbative. Its typical magnitude is material-specific and grows 
with fragility, varying from ~ 1.8d for PIB to ~2.6-3.6d for PC. Upon restoring absolute units 
using the known mapped value of "d", one finds ~1.6 nm for PIB, ~3 nm for PS, ~4-5nm for PC.  
 The theory predicts little temperature or density variation of the decay length scale of the 
alpha time double exponential gradient. In contrast, simulations in the lightly supercooled regime 
[1,4,5,7] usually find a modest growth with cooling, to varying model-dependent degrees. For 
example, the ZM and H simulations find   grows by a factor of less than 2 over the simulated 
range, reaching  » 2d  at the lowest temperature. The RR simulations based on a very different 
polymer model and a different (by fit) way to extract a length scale find 4.3d » .  
6.3. Other Growing Length Scales and Interfacial Layer-Averaged Time Scale 
6.3.1. Dynamic Mobile Layer Length Scale via Bulk Relaxation Time Recovery Criterion  
 Given there are spatial gradients of all measureable and theoretical dynamical quantities 
in a film, no unique dynamic length scale can be defined. Based on the double exponential form 
of the alpha time gradient, in our theory the characteristic length scale is only very weakly 
temperature or density dependent. This reflects the basic theoretical ideas as formulated at the 
dynamic free energy level in Chapter 5. However, the cage component of the dynamic free 
energy is not directly measureable in experiment or simulation, but rather only its dynamical 
consequences. Even at the level of the alpha time gradient, one can define a dynamic length scale 
in different ways. A common one discussed earlier this thesis and elsewhere is to operationally 
deﬁne a "mobile layer thickness" based on a chosen criterion ,( ) bulk C  z   [3,13,15,16]. A 
representative result for this length scale is shown in Figure 6.6 for PS and C= 0.5 with and 
without the new mobility transfer physics. The form of the growth is very similar, and reflects 
the presence of the long range tail of the mobility gradient due to the cutoff of the elastic field 
contribution to the total barrier. The more local "dynamic facilitation" effects strongly enhance 
the length scale at high temperatures, but since they involve a modest length scale reflecting an 
exponential gradient, the overall shape of the mobile layer growth is largely unchanged.  
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Figure 6.6:  Mobile layer thickness computed based on the criterion ,( ) 0.5bulk  z    as a 
function of , /g bulkT T  for PS with and without facilitation effects. 
 
6.3.2. Practical Interfacial Layer Thickness 
  The mobile layer defined above is not directly measurable in experiment since the alpha 
time gradient cannot be measured either at all or with the necessary high spatial resolution. Here 
we explore an alternative "mean interfacial length", Lint , motivated by recent dielectric 
spectroscopy measurements that indirectly deduce it [17,18]. We again use the criterion 
int ,( ) bulkL C    , but now consider the practical situation where the long range but very low 
amplitude tail of the mobility gradient due to collective elastic field cutoff is not probed in 
typical experiments which have limited sensitivity. Specifically, to allow analytic insight that 
incur little quantitative error, we employ the double exponential form of mobility gradient and 
adopt 1/C e  which defines an interfacial length scale as: 
, int
int
int
ln ln 0 ln ( ) ( ) ln ( )
( ) ( )
bulk LA L A
L


 
 
  
             
   (6.4) 
As discussed above, ( )   is weakly temperature or packing fraction dependent. To leading 
order, one can estimate intL  below using a fixed ( ) 3d  » .  
 Sample calculations of temperature dependence of intL for PS are shown in Figure 6.7. 
Using a constant or variable decay length makes little difference, and int ( )L T  grows quite 
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strongly with cooling. The reason is the strong volume fraction or temperature dependence of the 
surface-nucleated amplitude, A, of the normalized alpha time gradient. The main and inset 
frames of Figure 6.7 show that in the deeply supercooled regime intL  varies inversely with T  or 
linearly proportional to temperature. This remarkably simple temperature variation is a strong 
prediction of the theory. It is understandable from the fact that the logarithm of A is roughly 
linear in the effective volume fraction, which grows roughly linearly with cooling for diverse 
laboratory thermal liquids (see Chapter 7).  The linear growth of Lint with cooling is a testable 
prediction, and the same qualitative behavior is predicted and experimentally observed for 
polymers near solid surfaces, as discussed in the next Chapter 7. 
 
Figure 6.7: Main frame: interfacial layer thickness, Lint(T), of PS film as a function of bulkgT T  
for two choices of the double exponential decay length. Inset: corresponding results as a function 
of temperature. The dash-dot lines are guide-to-the-eye. 
 
6.3.3. Practical Layer-Averaged Time Scale  
 Experiments usually only measure ensemble-averaged correlations functions in the time 
or frequency domain which perform a spatial average over the relaxation time gradient. Here we 
consider this problem based on a generic analytic model [19,20] that should be relevant to 
measurements such as dye-reorientation-induced decay of the fluorescence intensity and 
dielectric spectroscopy. We suppose the relevant time correlation function is a democratic 
151 
 
average over the exponential contributions of molecules in the gradient region of width defined 
by the practical interfacial layer size discussed above: 
     
int
/ ( )
int 0
1( )
L
t zC t dz e
L
     (6.5) 
To make contact with dielectric experiments in the frequency domain, we calculate the 
corresponding loss function by Fourier transformation 
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Non-dimensionalizing frequency and relaxation time as  
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one can write: 
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We then define the layer-averaged interfacial relaxation time as the inverse of the maximum 
frequency of the loss function,  int 1/max , where  
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Changing variables   
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one obtains a closed nonlinear equation for the ratio   int / ,bulk  : 
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The second equality follows since int ( ) ln ( )L A    , and for ~ 0.58-0.62, we find that 
ln ( )A   increases from ~2.2 to 3.6. Hence, the upper limit in the above equation 
( )intLee
  ~ 0. 
One then obtains a universal formula for the layer-averaged alpha time for all densities or 
temperatures in the deeply supercooled regime.  Solving the above equation numerically yields:  
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       (6.12) 
 The above analysis leads to the striking prediction that this measureable layer-averaged 
relaxation time is only modestly reduced by a factor of ~ 3 compared to the bulk, and in a 
system, temperature and density independent manner, despite the presence of enormous and 
chemically-specific local relaxation time gradients close to the surface. Such counterituitive 
behavior is a direct conseqeunce of the double exponential spatial form of the alpha time 
gradient. It also serves as warning for experimentalists who attempt to measure such a quantity -- 
observing a nearly constant and modest enhancement relative to bulk behavior does not imply 
there are no massive changes of relaxation near the interface. 
6.4. Dynamic Fragility and Tg Gradients 
 Figure 6.8 shows representative Angell-plot type calculations of the PS ﬁlm alpha 
relaxation time as a function of the normalized inverse temperature at several distances z from 
the vapor interface. The rate of increase of the relaxation time with cooling is strongly 
suppressed near the interface, corresponding to a reduction of "fragility". Bulk-like behavior is 
recovered ~12 nm from the surface. 
 
Figure 6.8: Angell-like plot of the alpha time (in seconds) versus inverse normalized 
temperature at various indicated distances z from the free surface of a PS ﬁlm. The effective hard 
sphere (Kuhn segment) diameter is d~1.16 nm. 
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 Using calculations like in Figure 6.8 one can compute a z-dependent glass transition 
temperature using the standard 100 s criterion. Figure 6.9 shows results for the normalized Tg 
gradient, and also that of the prior ECNLE theory without the dynamic facilitation effect. To 
connect with simulations, the corresponding predictions based on a very short 100 nsec criterion 
for vitrification are also shown. There are several notable features. (i) Regardless of which 
version of ECNLE theory is adopted, the ( ) bulkg gT z T gradient is only modestly sensitive to the 
vitrification time scale criterion. (ii) As expected, the addition of the longer range dynamic 
facilitation physics renders the gradient much more slowly decaying in space, with Tg reductions 
extending ~12 nm into the bulk (~10 particle diameters). It also qualitatively changes the visual 
"2-regime" shape predicted by the prior ECNLE theory [13], with the spatial variation now much 
smoother and akin to that found from simulations of ZM for PS free-standing films using a short 
time scale vitrification criterion. (iii) Theory and simulation agree well for the large Tg 
suppression very close to the surface.  However, bulk behavior is recovered on a significantly 
shorter length scale (~5 nm) in simulation [3] than predicted by the new theory. Whether this 
reflects differences in the model (atomistic PS simulated versus mapped coarse grained hard 
spheres), the time scales accessible (nsec versus 100 s), and/or errors incurred by the statistical 
mechanical approximations requires further study. 
 
Figure 6.9: Local Tg divided by its bulk value as a function of z based on two different 
vitrification time scale criteria for PS. Also shown are simulation data of ZM [3]. The solid and 
dash-dot curves correspond to ECNLE theory calculations with and without facilitation effects, 
respectively. 
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 Finally, one can ask whether any analytic insight can be obtained concerning the 
functional form of the normalized Tg gradient, and how it may depend on the absolute time scale 
employed to define a glass. The answer is yes, and the analysis presented below applies, to 
leading order, to any interface (not just vapor) within the new ECNLE theory of films. A caveat 
is that the analysis is not "exact" within ECNLE theory, but is reliably accurate based on our 
extensive numerical studies. 
 First recall from the ECNLE theory calculations we numerically found that the total 
barrier in films factorizes to a good approximation into a product of its bulk liquid value 
multiplied by a temperature and chemistry independent function of location in the film: 
   », ,( , ) ( ) ( )tot film tot bulkF T z f z F T  ,     (6.13) 
where f(z) depends on the specific interface, and approaches the bulk value of unity on a modest 
length of ~3d in an exponential manner (Figure 6.1).  The glass transition in a film at location z 
or in the bulk is defined by a time scale criterion set by a number "y" as 
         , , ,( ) 10 yfilm g bulk g bulkT z s T      (6.14) 
To leading order, this kinetic criterion is equivalent to a constraint on the total barrier: 
     º  × , , , , ,( ) ( ) ( ( )) ( )tot film g tot bulk g bulk tot bulk g tot bulk gF T z F T b f z F T z F T   (6.15) 
where b is in units of the thermal energy and can be as low as ~10 in simulations and ~32 for 
experiments corresponding to ~ 4-5 or 14 decades variation of the relaxation time, respectively.  
 Further analytic progress requires an expression for the temperature and chemistry 
dependent bulk total barrier. This question has been addressed in great depth in the prior work of 
Mirigian and Schweizer. For relaxation times spanning the enormous range of ~1 nsec to 100 
sec, the so-called "parabolic law" empirically captures the numerical predictions of ECNLE 
theory [11,21] for the alpha time: 
   
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0
0
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where J and T0 are a system-specific energy and temperature crossover, respectively. Defining an 
effective total barrier as 
 
ln
 (T)
0



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» bFtot(T ),  and using Eq. (6.16) above one obtains: 
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Note the very material-dependent energy scale J cancels out. Recall the temperature and 
material-specific aspects of the total barrier are identical based on the "ideal factorization" 
property of Eq.(6.13). Defining a normalized Tg gradient variable,  
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g bulk
T z
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T
       (6.18) 
one obtains a nonlinear transcendental equation for it: 
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TY Y f z
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   (6.19) 
Obviously if f(z) ®  1, then one recovers Y ® 1. The above equation is an almost universal 
relation except for the ratio of the dynamic crossover to glass transition temperatures,  , which 
can depend on chemistry (increases as fragility decreases), pressure, and vitrification time scale 
criterion. The dependence of   on the latter may be subtle. But since we correctly predict that 
Tg,bulk varies only logarithmically with time scale criterion,   is expected to be almost 
independent of vitrification criterion. Thus, the above analysis appears to explain or rationalize, 
at zeroth order, why we numerically find that the time scale criterion has a very minor effect on 
the normalized Tg gradient. This resolves a puzzling apparent agreement between simulations 
based on a time scale criterion typically of 1 ns - 100 ns and experimental measurements based 
on the 100 sec criterion. Of course, our numerical calculations do find that the vitrification time 
scale has a measurable effect on the normalized Tg gradient curve, albeit small. This is expected 
since there are small corrections to the "ideal factorization" relation for the total barrier. 
 In general, one must solve Eq.(6.19) for Y(z) numerically. However, in practice 
normalized Tg shifts are of modest size. Hence, defining, Y 1 D , and expanding through 
lowest order in D  (it is analytically trivial to include the quadratic correction), one obtains: 
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Thus, the z-dependence of the normalized Tg gradient is determined directly by the square root of 
the interface-specific function f(z) (which to leading order varies exponentially with z, per Figure 
6.1), and to a lesser extent influenced by the nonuniversal value of . 
6.5. Spatially Inhomogeneous Dynamic Decoupling  
 We now consider the question of spatial decoupling of the alpha time in films from its bulk 
analog. Recall such a decoupling effect at the level of NLE theory is expected since (as discussed 
in Chapter 5) the caging component of the dynamic free energy in films factorizes into a product 
of the chemistry and temperature-dependent isotropic bulk barrier multiplied by a function of 
only the location in the film, f(z). However, in ECNLE theory, collective elastic effects are also 
present. But the essential elements needed to quantify it (localization well curvature, jump 
distance) also follow from the NLE dynamic free energy. Hence, it seems possible an effective 
factorization can again hold, but to answer this question requires numerical calculations.  
6.5.1. Numerical Calculations 
 Figure 6.10a plots in a double logarithmic (base 10) format the ratio  (z)  ,bulk versus 
the bulk alpha time  ,bulk  for a wide range of distances from the vapor interface (z) and over an 
exceptionally broad range of the bulk relaxation times (15 decades) from 0.1 nsec to 105 s. Recall 
that a straight line on this plot indicate power law decoupling  
     e 
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z
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bulk
z T T
T
     (6.21) 
where  ze  is the “decoupling exponent” function. If such decoupling was "exact", it would 
indicate an exact factorization of the dynamic barrier in films into a product of a z-dependent 
function times the bulk temperature-dependent barrier. Rather surprisingly, this behavior was 
found to be predicted by the ECNLE theory without longer range dynamic facilitation effects in 
Chapter 4 [13], in qualitative accord with some (not all) aspects of its recent simulation 
discovery by Simmons [6]. The new theoretical results in Figure 6.10a reveal decoupling is again 
predicted. Moreover, to a good approximation, it appears that a single z-dependent power law 
goes through all the relaxation time data spanning 15 decades.   
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Figure 6.10: (a) Double-logarithmic (base 10) plot of ,( ) bulkz    versus the bulk PS alpha 
relaxation time at several distances from the vapor surface of a thick ﬁlm. The lines are power 
law ﬁts through all the theoretical data points which span 15 decades in bulk alpha time. Right 
Panel: (b) Decoupling exponent function (red) determined by fitting all the theoretical data 
points which span the ﬁrst 5 decades of bulk alpha time (corresponds to “simulation time scale”), 
as a function of dimensionless inverse distance from the surface; analogous results not including 
facilitation are shown in blue. The dash-dot curves are simulation data of Simmons et al at 
several simulation-based bulk relaxation times. The theoretical results (red data points) are rather 
well fit over the z-range shown to an exponential function (not shown) given by:  
e (z)  1.1e0.42 z/d  . 
 
158 
 
 One can use the results in Figure 6.10a to extract the decoupling exponent function. 
Figure 6.10b shows the results based on the new theory and the prior ECNLE theory without 
longer range facilitation effects. Although it hardly matters given Figure 6.10a, we extract the 
decoupling exponents using just the first 5 decades (covers the bulk relaxation time ranging from 
0.1 ns to 104 ns) to compare with recent simulation data. For all locations in the film shown in 
Fig.6.10b, the decoupling exponent with surface-nucleated dynamic propagation is larger than its 
analog ignoring the facilitation effect. However, as expected, this difference is much larger near 
the surface, and monotonically extends deeper into the film for the new theory. Importantly, at 
least over the range of theoretical data in Figure 6.10b, the new theory predicts a nearly 
exponential variation of the decoupling exponent with location in the film: e (z)  1.1e0.42 z/d , 
corresponding to a decay length of ~2.4d, in strong contrast to the prior theory with no dynamic 
facilitation effects. Both the exponential functional form, and the presence of a single constant 
(temperature or density independent) decay length, are notable. The new theory is qualitatively 
consistent with simulation for these aspects up to z~7d, as shown by the curves based on a 
relatively short (29) and very long (77653) dimensionless time scale criteria used to extract 
relaxation times from the simulation data [6].  
 At very large z, the theory predicts the cutoff of the long range collective elastic effect 
becomes important, and the decoupling exponent takes on a different, power law decay form, as 
previously found in Chapter 4 (this is why the red and blue curves tend to converge in Figure 
6.10b). However, this crossover occurs at very small values of e (z)where the system is close to 
recovering its bulk behavior. Such a large distance and small e (z) regime is extremely difficult 
for simulations to accurately probe. 
6.5.2. Analytic Derivation  
 What is the physical origin of the decoupling phenomenon? In the theory, everything 
goes back to the basic ideas that (i) the dynamical caging constraints vary roughly exponentially 
with distance from the surface before recovering bulk behavior deep enough into the film, (ii) the 
decay length is nearly independent of temperature, density and chemistry, and (iii) the z-
dependence of caging part of the dynamic free energy and the total barrier factorizes (to leading 
order) from their temperature and density dependences. These ideas lead directly to the roughly 
double-exponential variation of the alpha time with location z which we rewrite as: 
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From this equation it is still a priori unclear whether decoupling is predicted since one must 
know the amplitude A and length scale quantities. The latter quantities require the detailed 
physics contained in our new theory which predicts, to leading order, the length scale is a 
constant, 3d, and A is a linear function of the logarithm of the bulk alpha time (see Eq.(6.3)). 
Using these alpha time gradient predictions in the Eq.(6.22) immediately leads to the power law 
decoupling form of Eq.(6.21), with an decoupling exponent function that is an exponential.  
            To summarize, our new theory predicts spatial dynamic decoupling in films is a direct 
consequence of three key elementary predictions: (a) a double exponential form of the alpha time 
gradient, (b) a nearly constant (density, temperature, chemistry independent) decay length in this 
double exponential, and (c) the amplitude of the relaxation time acceleration at the surface is 
proportional to the logarithm of the bulk alpha relaxation time. All three of these behaviors are 
highly nontrivial, and all ultimately trace back to our formulation of the spatial dependence of 
caging constraints in a film at the fundamental level of the interaction part of the dynamic free 
energy as discussed in Chapter 5. The present analytic analysis complements the viewpoint that 
decoupling is associated with a factorization of the effective barrier into a function of location in 
the film times the bulk liquid temperature dependent.  
6.6. Summary and Discussion 
 Based on knowledge of the cage-scale dynamics in the previous Chapter 5 which extends 
NLE theory to capture dynamic facilitation or mobility transfer effects, this chapter had 
combined all the theoretical ideas to establish how a sharp vapor interface induces spatial 
gradients of the collective elastic and total dynamic barriers and alpha relaxation time. Similar to 
the predictions for key quantities at the NLE cage scale level in Chapter 5, we find a roughly 
exponential spatial variation of the elastic and total barrier with a nearly constant decay length. 
This in turn provides the basis for our prediction of an alpha time gradient of a double 
exponential gradient form to leading order, in accord with decades of empirical findings in 
computer simulations. Ultimately, the double exponential feature derives from our physical ideas 
how kinetic constraints due to interparticle forces encoded in the caging part of the dynamic free 
energy vary with distance from the interface. By fitting the numerical theoretical alpha relaxation 
time normalized by its bulk analog results to an exponential function, we extracted a decay 
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length and amplitude which quantifies the mobility acceleration compared to the bulk dynamics 
at the interface. While the range of the spatial decay is roughly constant ~ 3d, the amplitude, 
which equals the logarithm of the relaxation time ratio at the surface, grows exponentially with 
volume fraction and, surprisingly, is linearly proportional to logarithm of the bulk alpha time.  
 The temperature dependence of the alpha time is predicted to strongly weaken upon 
approaching the vapor interface, corresponding to a reduction of dynamic fragility. This behavior 
has strong consequences on the large amplitude and long range nature of the spatial gradients of 
Tg. Recovery of bulk behavior requires being a distance of ~10-13 particle diameters from the 
surface. We have also calculated an average interfacial layer thickness to connect with recent 
dielectric spectroscopy and other experiments. This interfacial length is predicted to be ~ 2-6 nm, 
and grows linearly with temperature as the film is cooled. Remarkably, to leading order the ratio 
of the layer-averaged interfacial relaxation time to its bulk is essentially universal--invariant to 
chemistry, volume fraction, temperature -- and is of modest magnitude. 
 The spatially inhomogeneous, power law dynamic decoupling effect is again predicted. 
Its existence is not fundamentally due to surface-nucleated dynamical constraint transfer since 
the more primitive theory of Chapter 4 without facilitation physics also makes this prediction.. 
However, by including dynamic facilitation effects the decoupling effect becomes significantly 
stronger, with an effective exponent that decays to zero (no decoupling in the bulk) exponentially 
with distance from the free surface, in good agreement with simulations. 
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CHAPTER 7: Influence of Longer Range Spatial Transfer of Caging Constraints on the 
Dynamics of Glass-Forming Hard Sphere and Thermal Liquids Near Solid Substrates 
7.1. Introduction 
 This chapter applies the new ECNLE theory with dynamic facilitation to two different 
realizations of rigid solid surfaces:  rough pinned particle and smooth hard wall. All the physical 
questions and properties discussed in the previous Chapter 6 that studied vapor interface films 
are addressed, plus the new question of the emergence of glassy nonequilibrium layers near a 
hard surface. Comparisons of the predicted consequences of a pinned rough particle surface, 
smooth hard wall and vapor interface models are made to elucidate the differences that arise 
from changing the interfacial boundary condition. The high level physical discussions presented 
in the previous two chapters concerning the amplitude A of the normalized alpha time gradient, 
origin of spatial decoupling of the relaxation time, the mean interfacial layer width and 
corresponding relaxation time, functional form of the normalized Tg gradient, origin of the 
double exponential form of the alpha time gradient, etc. also apply to the analysis in this Chapter. 
7.2. Rough Pinned Particle Surface 
 We first consider the basic behaviors predicted for the foundational hard sphere fluid 
where the control variable is volume or packing fraction. Then a mapping for a representative 
thermal liquid, polystyrene (PS), is adopted to address questions in terms of temperature [1,2]. 
7.2.1. Barrier and Alpha Time Gradients   
 Figure 7.1 shows the spatial variation of the total (main frame) and collective elastic 
(inset) barrier, respectively, normalized by their bulk values for a wide range of volume 
fractions. Recall that a rough pinned surface reduces the dynamic localization length, increases 
the jump distance, and increases the local cage barrier, of particles close enough to the surface. 
These trends also imply the collective elastic barrier, and hence the total barrier, will be larger 
near the solid surface, as seen in Figure 7.1. In the reduced format shown, the relative increase of 
the collective elastic barrier near the surface is always large, but decreases with increasing 
packing fraction. A similar trend is predicted for the total barrier, albeit the variation with fluid 
packing fraction is far less. All curves in Figure 7.1 decay to a good approximation 
exponentially, visually recovering their bulk values at 4-5 particle diameters from the surface in 
a nearly density-independent fashion. The latter length scale is significantly shorter than 
predicted for a vapor interface (~10 d). Based on quantitative exponential fits we find the decay 
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lengths weakly increase in the range of 1.13-1.31d as grows packing fraction grows from 0.50 to 
0.61. 
 
Figure 7.1: Mainframe: Normalized total barrier gradient for rough pinned particle surface films 
over a wide range of hard sphere fluid packing fractions. The decay lengths of the exponential 
fits functions of the normalized total barrier gradients weakly increase from ~1.13d to 1.31d over 
the growing range of packing fractions studied in the figure. The inset shows the analogous 
calculations for the collective elastic barrier.   
 
 Figure 7.2a show normalized alpha time gradients in a natural log-linear format. At a 
distance of one particle diameter from the surface, the relaxation time is enhanced by a factor 
that grows from less than 1 decade to 14 orders of magnitude at the highest packing fraction. 
Note that this calculation assumes thermal equilibrium still applies, which at some high enough 
value of the relaxation time will not be true in a practical situation. In any case, such a massive 
increase implies (as discussed later) there will be an effectively "dead or vitrified layer" near the 
surface at temperatures above the bulk Tg where particles are dynamically arrested on the 
experimental time scale, with a layer width that grows with density or cooling. The smooth 
curves through the theory points are exponential fits, which accurately captures the results. This 
again implies a "double exponential" variation of the alpha time with location in the film relative, 
as generically expected based on the theoretical ideas of Chapter 5. 
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Figure 7.2: (a) Log-linear plot of the alpha relaxation time normalized by its bulk value as a 
function of location in the film z over a wide range of hard sphere fluid packing fractions. The 
dashed-dotted curves correspond to fits to an exponential function. (b) Same calculations but 
plotted in a double log format. Also shown are the simulations [3] of the WCA fluid mixture 
against a pinned particle substrate under structurally neutral confinement conditions for 4 low 
temperature states.  
 
 Figure 7.2b shows a double logarithmic plot of the same calculations as in Figure 7.2a. 
The rough linearity out to ~5 particles diameters indicates a double exponential form of the 
gradient, but deviations are also evident since the "ideal factorization" property of the total 
barrier is not exact, as discussed in the previous chapter. Also shown are results from simulations 
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of a binary mixture of nearly identical sized particles [3] that interact via the so-called purely 
repulsive WCA potential; this simulation model is as close to a hard sphere fluid as one can 
study on the computer (and avoid crystallization) based on a continuous pair potential. The 
simulation hard surface consists of randomly pinned particles of identical structure as the liquid 
film which enforces structural “neutral confinement” [4-8], as we do in our model. Simulation 
results are shown for the four lowest temperatures studied (in dimensionless units), which probe 
only the early stages of glassy slowing down typically over 5 or so decades in the bulk (~10-100 
nsec). Roughly the simulation results correspond to a volume fraction ~ 0.55-0.57.  
 
Figure 7.3: Extracted amplitude  A() and length scale ( )   based on Eq.(7.1) as determined 
by fitting the theoretical numerical results based on Figure 7.2a (solid curves) versus Figure 7.2b 
(dash-dot curves).  
 
 One sees qualitative agreement between theory and simulation in Figure 7.2b for three 
key features: (i) the rough order of magnitude of slowing down near the surface, (ii) the 
functional form of the gradient (not a perfect double exponential in simulation or theory), and 
(iii) the slope of the gradient which defines a decay length which is only ~2d or smaller. 
Simulations find a weak growth of the decay length with cooling that is a bit stronger than we 
predict (see Figure 7.3), but an apparent saturation at ~2d is found even at the relatively high 
temperatures accessible to simulation. The latter trend is very significant and represents strong 
evidence against an unbounded growth of a dynamic length scale in the film, and is in accord 
with our theoretical results. Simulations of other models (mixtures of particles with different 
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interaction potentials less similar to a hard sphere interaction) find qualitatively the same 
behavior as for the WCA fluid [3], but with nontrivial quantitative (often large) deviations 
including the size of the gradient length scale and how well a double exponential form works. 
 The double exponential like behavior has been empirically observed in diverse simulation 
studies involving solid substrates for over 20 years [3-6,9,10], but its physical origin has 
remained a mystery. Recall such a mathematical form is: 
 
,
( )ln ln ln ( )
( )bulk
z zA


 
  
         
   (7.1) 
where ( )A   and ( )   are the characteristic amplitude at the surface and decay length, 
respectively. ( )A   quantifies the maximum degree of slowing down of the alpha time compared 
to the bulk. We have used the above equation to fit our numerical theoretical results and 
extracted the two key parameters. Figure 7.3 shows the results based on fitting the single     
(Figure 7.2a) and double (Figure 7.2b) log formats of our theory data. The extracted length 
grows weakly with increasing 0.54  , but is essentially independent of thermodynamic state in 
the glassy fluid regime. In contrast, the amplitude grows exponentially with packing fraction, and 
its extracted behavior is independent of the fitting procedure employed.  
7.2.2. Spatially Inhomogeneous Temperature Dependence and Tg Gradients 
 Figure 7.4 shows results for the growth of the alpha time with cooling at various 
distances from the surface in an Angell plot representation using parameters that describe 
polystyrene (PS). The alpha time recovers its bulk behavior roughly when 10z d . The growth 
rate (dynamic fragility) of the relaxation time with cooling is enhanced near the rough surface.  
 The alpha relaxation time gradient can be employed to predict the Tg gradient. We 
consider three vitrification criteria of 1 ns, 100 ns and 100 s. Figure 7.5 shows our results in a 
normalized representation. We again find a remarkable insensitivity of the normalized glass 
transition temperature gradient to vitrification criterion. One also sees that the Tg gradient 
extends to 7-8 particle diameters. This is a bit shorter than for the vapor interface films (also 
shown in Figure 7.5), although the maximum deviations from the bulk Tg (~30% at the surface, 
which is huge) are similar for the two different types of interfaces.  
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Figure 7.4: Angell-like plot of the alpha relaxation time (in seconds) versus inverse normalized 
temperature for a PS melt at various indicated distances z for the rough pinned particle solid 
surface. The effective hard sphere diameter is that of a Kuhn segment which is d~1.16 nm for 
PS. 
 
Figure 7.5: Normalized Tg gradient for the PS melt parameters, several different vitrification 
criteria, and for the rough pinned particle, smooth hard wall, and vapor interface systems. Curves 
are a guide to the eye. 
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7.2.3. Average Interfacial Layer Length and Time Scale 
 As discussed in the previous chapter, an interfacial, experimentally-relevant layer 
thickness [11,12], Lint, can be defined by the criterion  (Lint )  ,bulk  b . From the definition, 
for b=e one has  
int int
int
,
( )ln ln 0 ln ( ) ( ) ln ( )
( )bulk
L LA L A

 
 
  
              
  (7.3) 
The main frame of Figure 7.6 shows calculations of this length using PS melt parameters as a 
function of volume fraction. Since Figure 7.3 suggests ( )   is only very weakly temperature or 
packing fraction dependent, to leading order ( ) 1d  » , and the growth of intL with cooling is 
due to the amplitude factor, A, which enters in a logarithmic manner. We find this length scale 
grows linearly with cooling, and over the range of temperature in Figure 7.6 it increases from     
~ 1.2 to ~ 4.5 d, which in absolute units for PS is ~1.4 to 5.2 nm. The inset of Figure 7.6 shows 
the same result for the hard sphere fluid, which grows nearly linearly with packing fraction. 
 
Figure 7.6: Interfacial average layer thickness, Lint(T), as a function of volume fraction for a 
hard sphere fluid (Inset) and versus  bulkgT T for a PS liquid against a pinned particle surface 
(main frame). Experimental results [12] for the 3 indicated glass-forming liquids are also shown. 
 
        The theoretical results are contrasted in Figure 7.6 with experiments [12] of Sokolov et al 
who extracted intL  for three liquids (the small molecule glycerol, and two polymers P2VP and 
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PVAC) in contact with a large silica nanoparticle that to an excellent approximation serves as a 
flat rough surface. The predicted magnitudes of Lint, and the roughly linear growth with cooling, 
agree well with the experimental observations given our calculations have zero adjustable 
parameters. However, the rate of growth (slopes of the linear data sets) are steeper than 
theoretically predicted. The origin of this quantitative inaccuracy is hard to definitively know, 
but could arise from the mean field nature of ECNLE theory in the bulk where T-dependent 
dynamic heterogeneity effects are present but neglected. Other possibilities are that in the 
experiments there is an attraction between the liquid and silica surface which will become more 
important for dynamics with cooling, and/or the silica surface has a corrugation not identical to 
our hard sphere model, effects not present in our minimalist analysis.  
 As discussed in the previous chapter, one can determine the layer-averaged alpha time 
relative to its bulk value. All the analytic analysis of the previous chapter again applies. Recall 
we found the ratio 



»int
,
0.345
bulk
 for a vapor interface film. However, since for a solid interface 
the alpha time is larger than the bulk. Hence, the integration limits in Eq.(6.11) change and are:  
e ®  . Solving the analog of Eq.(6.11) yields: 
     int
,
8.23
bulk


»       (7.3) 
Thus, the solid surface has a larger effect than the vapor interface. However, the ratio is still very 
modest in magnitude, and universal (not temperature, chemistry or density dependent, to leading 
order). The experiments by Sokolov et al and complementary simulations at high temperatures 
[12] found an enhancement by only a factor of ~10 that is not temperature dependent. Hence, our 
theory provides what appears to be a quantitative understanding of these puzzling observations. 
7.2.4.  Vitrified Layers  
Given our knowledge of the alpha time gradient, we can make predictions for the existence, 
thickness and density/temperature variation of the so-called "dead" or "glassy" layer. The latter is 
defined as the region in space next to the surface where the particles are effectively solid on the 
experimental time scale. For the latter, we use a 100 s criterion.  
Figure 7.7 shows results for the hard sphere fluid and PS films. There are several interesting 
trends. (i) Dead layers only emerge beyond a threshold value of density or temperature. For PS, 
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this is ~20% above the bulk glass transition temperature. (ii) The dead layer thickness grows 
strongly and non-linearly with cooling, in contrast to the linear growth of the interfacial layer in 
Figure 7.6. (iii) Upon approaching the bulk Tg temperature, the dead layer is ~ 4.5 particle 
diameters, close to Lint in Figure 7.6. 
 
Figure 7.7: The dead or vitrified layer width in dimensionless units based on a glass criterion of 
100s from the rough solid surface as a function of bulkgT T  (main frame) and   (inset). 
 
Although they have different temperature dependences, the behavior of the glassy layer and 
mean interfacial layer are similar. One can gain analytic insight concerning this point based on 
the double exponential form, 
/ ( )( )
,( )
zA e
bulkz e

  
  , which mathematically implies the glassy 
or dead layer obeys 
    
/ ( )( )
,( ) 100
LdeadA e
dead bulkL e s

  
  º     (7.4) 
From this, one can easily obtain (in the hard sphere fluid representation): 
   int
,
100( ) ( ) ( ) ln ln
( )dead bulk
L L

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           
   (7.5) 
Recall we predict ( )   is nearly independent of density or temperature. Thus, the second term, 
which is negative when the bulk system is a liquid ( ,bulk  100s ),  becomes smaller upon 
lowering the temperature or increasing packing fraction. This is the reason the dead layer in 
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Figure 7.7 is a stronger function of temperature or density than the interfacial layer. Formally, as 
the bulk time approaches 100 s, everything is a solid, and hence the dead layer diverges trivially. 
This is not easy to see in Figure 7.7 since this divergence occurs in a weak logarithmic manner 
( ln ln(1)  ®  ) and the calculation at   0.61 is just before the bulk vitrification point is 
achieved. For example, very close to the bulk glass transition when 
 
 ,bulk  100e
1 » 37s , 
Ldead  Lint .  Then, just an extremely tiny increase of packing fraction or decrease of temperature 
will lead to the condition 0.613  , , 100bulk   where one must have deadL    (or 
macroscopic size of the film) corresponding to the entire system vitrifying. This behavior is 
inevitable since the rough solid surface always slows down relaxation compared to the bulk.   
7.2.5. Spatially Inhomogeneous Decoupling 
As discussed in the previous chapter, our theory predicts power law decoupling of the alpha 
time from its bulk analog with an effective exponent that depends location in the film. In 
supported films with a rough pinned particle interface we define decoupling by the relation:  
    10 10 ,
,
( )log ( ) log bulk
bulk
z z 

 e 

      (7.6) 
where ( )ze  is  the z-dependent decoupling exponent. Figure 7.8a presents representative 
calculations that explore how the normalized mobility gradient of supported PS films change as a 
function of the bulk alpha time over an exceptionally wide range of temperature at several 
distances from the surface. Almost perfect straight lines covering ~7 decades of the bulk alpha 
time in the double-log representation describe the numerical results. Hence, power law 
decoupling is predicted, albeit it applies to a narrower range of times or temperatures (especially 
very close to the hard surface) than found for a vapor interface in the previous chapter.  
The z-dependent slopes from Figure 7.8a yields the decoupling exponent as a function of 
z; results are shown in Figure 7.8b in two plotting formats. The theory predicts the decoupling 
exponent varies exponentially to a good approximation (for 5z d£ ), with a decay length ~1.4 d 
which is significantly shorter than predicted for a vapor interface (~3d). These trends are 
qualitatively consistent with unpublished simulations of Simmons et al. for model glass-forming 
liquids against a pinned particle rough surface. Deviations at large z are expected due to the 
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emergence of the cut off of the elastic barrier effect becoming important relative to the dynamic 
facilitation effects. 
 
Figure 7.8: (a) Logarithm (base 10) plot of the normalized alpha time gradient ,( ) bulkz    as a 
function of the bulk PS alpha time at several distances from a rough pinned particle surface. The 
lines are power law ﬁts through theoretical data points which span 8 decades in bulk alpha time. 
(b) Decoupling exponent determined by fitting all theoretical data points ranging from 
10 ,log bulk » -9 to -1.25. The curve through the theory data points is the indicated exponential fit. 
Inset: Analogous log-linear plot. 
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7.3. Smooth Hard Wall Surface 
 We now consider a solid surface that is mathematically smooth. Recall from Chapter 5 
there are no transverse surface-fluid forces, and hence changes of the film dynamics are expected 
to be much smaller.  
7.3.1. Barrier and Alpha Time Gradients   
 
Figure 7.9: Normalized (to the bulk) total barrier (main frame) and collective elastic barrier 
(inset) gradient for smooth hard wall films (solid curves) and vapor interface films (dash-dot 
curves) at two values of hard sphere fluid packing fraction. 
 
 We first consider how the smooth surface alters the collective elastic and total barrier 
gradients. Figure 7.9 shows the normalized total barrier gradient ( ) bulktotal totalF z F  (main frame) and 
its collective elastic analog ( ) bulkelastic elasticF z F (inset) at 0.55   and 0.61  . The corresponding 
vapor interface results are also shown, and their analogs for the pinned rough surface are in 
Figure 7.1. In qualitative contrast to the rough hard surface, a smooth hard wall reduces the 
elastic and total barriers near the interface, in the same qualitative manner as a vapor surface 
albeit to a far smaller degree. Despite this qualitative difference between smooth and vapor 
surface, the collective elastic effects in the film exterior are cut-off in the same way. However, 
our results at the local cage NLE level of Chapter 5 found an increase of the jump distance of 
hopping events near a smooth surface compared to the bulk. This implies that, given the same 
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functional form of the elastic displacement fields, particle hopping near a smooth surface 
involves more collective elastic energy than the vapor surface at the same location in the film.  
 Given the predicted reduction of the total barrier in smooth surface film relative to the 
bulk, one expects to observe a dynamic acceleration near the smooth surface [13,14]. This is 
what we predict. Figure 7.10 shows, in a double natural log vertical axis representation, the 
inverse normalized alpha relaxation time gradient for several high packing fractions of the hard 
sphere fluid, and comparisons are made to the vapor interface film. Overall, the degree of 
relaxation time speed up is much less in the smooth hard wall system compared to its vapor 
interface analog, with a convergence between the two systems emerging at roughly 10 particle 
diameters from the surface.  
 
Figure 7.10: Double natural log of the inversely normalized alpha relaxation versus distance 
from the surface at several values of   for smooth hard wall films (solid curves) and vapor 
interface films (dash-dot curves). 
 
The amplitude and decay length of the alpha time gradient in a double exponential alpha 
time gradient representation can be extracted as in the previous sub-section. Results are shown in 
Figure 7.11 using PS melt parameters and the Angell format of plotting versus bulkgT T . While 
the vapor interface thick film presents variations of ( )   with a decrease of temperature that 
depend on the fitting procedure, we find here that the decay length for the smooth hard wall 
system smoothly grows with cooling varying over the range of ~ 2.5-3.5 particle diameters. The 
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amplitude, A, grows in a roughly parabolic manner with inverse temperature, and more weakly 
for the smooth hard wall system compared to its vapor interface analog. Although not shown 
here, the fitting procedure employed to extract A has a minor effect. 
 
Figure 7.11: Amplitude  A() and the characteristic length ( )   a function of 
bulk
gT T   for PS 
parameters based on fitting the normalized alpha time gradients to a double exponential for 
smooth hard wall films (blue) and vapor interface films (red). The length scales shown in the 
inset are extracted based the two ways of fitting as discussed in the text.  
 
 Figure 7.12 explores how the amplitude factor differs for the vapor, smooth hard wall, 
and rough surface systems. Figure 7.12a shows both the vapor and smooth hard wall systems 
exhibit a remarkably linear correlation of A with the logarithm of the bulk alpha time over 15 
decades in time. As discussed in the prior chapter, this is a crucial connection to understand the 
origin of power law dynamic decoupling in films. In contrast, the rough pinned particle surface 
system exhibits nonlinear behavior for short alpha times, which becomes roughly linear in the 
deeply supercooled regime where  ,bulk  10
7 s . As also explored in the previous chapter, 
Figure 7.12b shows all three systems exhibit a roughly linear correlation with the difference 
between the inverse square localization length in the bulk and at the surface, 
    22, , ,int 1L bulk L bulk L erfaced r r r  . The sensitivity to interface boundary conditions as quantified 
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by the effective slope grows in the order of vapor interface, to smooth hard wall to rough pinned 
particle surface. 
 
Figure 7.12: (a) The amplitude function of the double exponential fit as a function of 10 ,log bulk  
for PS films for rough and smooth solid surfaces and a vapor surface.  (b) The amplitude as a 
function of     22, , ,int 1L bulk L bulk L erfaced r r r  . 
 
7.3.2. Spatially Inhomogeneous Temperature Dependence and Tg Gradients 
 Figure 7.13 shows an Angell plot of the alpha relaxation time in PS films as a function of 
the normalized inverse temperature at several distances z from a smooth hard wall. The 
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relaxation time recovers its bulk temperature dependence at 10z d . The rate of relaxation time 
growth with cooling is suppressed near the smooth hard wall, corresponding to a z-dependent 
decrease of dynamic fragility.  
 
Figure 7.13: Angell-like plot of the alpha time (in seconds) versus inverse normalized (to bulk 
Tg) temperature at various indicated distances z from the smooth hard wall surface of a PS ﬁlm. 
The effective Kuhn segment hard sphere diameter is d~1.16 nm for PS. 
 
 Using the alpha time gradient results the normalized Tg gradient is calculated with results 
shown in Figure 7.5 for vitrification criteria of 100 ns and 100s.  Again there is only a very weak 
influence of the time-scale criterion. However, the smooth surface exhibits very small Tg 
reductions, which are highly localized to close to the surface. This result may provide a 
fundamental understanding of the puzzling experimental observation that hard smooth surfaces 
composed of small atoms (e.g., silicon, silica) which do not attract the liquid much result in little 
or no observable changes of the film-averaged glass transition temperature. Such systems can be 
operationally defined as "dynamically neutral".  
7.3.3. Spatially Inhomogeneous Decoupling 
 Figure 7.14 shows our predictions for the decoupling phenomenon for smooth hard wall 
systems. The decoupling is qualitatively akin to the vapor interface behavior. But quantitatively, 
the degree of decoupling is far smaller, as indicated by the much smaller slopes of the fitted lines 
in Figure 7.14a compared to the vapor interface PS films. Figure 7.14b shows the extracted 
power law exponent as a function of location in the film. Qualitatively identical to the vapor and 
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rough surface systems are found including a nearly exponential variation but now with a decay 
length of ~ 3d which is signifcantly larger than its rough pinned particle surface analog (~1.4d) 
and approximately the same as for a vapor interface. 
 
Figure 7.14: (a) Log-log (base 10) plot of ,( ) bulkz    as a function of the bulk PS alpha 
relaxation time at several distances from a smooth hard wall surface. The lines are power law ﬁts 
through all the theoretical data points. (b) Decoupling exponent as a function of location in the 
film determined by fitting theoretical data points in the range of 10 ,log bulk  from -9 to -2. The 
red solid curve is a guide to the eye, and the blue dash-dot curve is the indicated exponential fit. 
Inset: Corresponding alternative log-linear plot of the decoupling exponent versus location in the 
thick ﬁlm. 
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7.4. Summary and Concluding Remarks 
 The alpha relaxation time and Tg gradients and characteristic dynamic length scales 
associated with surface-nucleated mobility transfer from both rough and smooth solid surfaces 
have been studied using the new ECNLE theory approach. Key physical quantities for such 
supported polymer films associated with the cage-scale dynamics were obtained from Chapter 5. 
The long range elastic displacement field and collective elastic barrier were computed per the 
free-standing films of the previous chapter.  
 Our numerical results show the spatial gradient of the normalized (by the bulk value) 
collective elastic and total barriers are well described by exponential functions with decay length 
scales of modest size and weak variation with thermodynamic state. This results in a double 
exponential form for the alpha time gradient, to leading order. The roughness of solid surfaces 
can enormously slow down relaxation in a supported film. But a smooth surface speeds up 
particle dynamics near the surface in the same qualitative manner as for the vapor interface 
systems, although the acceleration is much weaker. The characteristic exponential decay length 
is found to be small and nearly constant ~ 1d for a rough pinned particle surface, and ~2.8-3.6d 
for a smooth surface. The logarithm of the alpha relaxation time ratio at the solid surface 
increases exponentially with volume fraction and is approximately linearly proportional to the 
logarithm of the bulk alpha time. Interestingly, the Tg gradients normalized by their bulk values 
are always weakly dependent on the vitrification criterion. We find a very small (large) reduction 
of Tg for smooth (rough) solid surfaces compared to its bulk analog. Overall, our predictions for 
all the above dynamic properties appear to be physically sensible and in at least qualitative 
accord with computer simulations and experiments on polymer films.  
 To further test our ideas for surface-nucleated mobility transfer, an average interfacial 
layer thickness was computed which connects with recent dielectric spectroscopy experiments 
[12]. This interfacial length grows linearly with cooling and its predicted variation agrees 
qualitatively with experimental results on three different polymers against a solid substrate. 
Strikingly, the layer-averaged interfacial relaxation time normalized by the bulk alpha time 
remains unchanged with volume fraction and temperature, and is only enhanced by ~1 decade for 
a rough solid surface, trends consistent with recent experiments [12]. Based on the theoretical 
mobility gradient, we calculated the width of a near-surface dead or vitrified layer on the 
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experimental time scale. Except for the fact it grows more strongly and nonlinear with cooling, 
its behavior is qualitatively similar to the interfacial layer thickness. 
 The existence of power law spatially inhomogeneous dynamic decoupling in supported 
films was predicted. Although the origin of this effect in ECNLE theory is not directly due to 
surface-nucleated dynamical constraint transfer, including such an effect yields excellent results 
for the magnitude of the decoupling exponent and its exponential decay as a function of distance 
from the surface. These findings can be tested in future simulations, and unpublished preliminary 
findings by Simmons support our results.  
 There remain many other interesting and important in materials science and physics 
systems that involve solid substrates or amorphous boundary conditions. These include surfaces 
where the particles thermally vibrate by a non-negligible degree thereby softening dynamic 
constraints, substrates that attract the fluid and locally densify it, liquid, rubbery and grafted 
polymer substrates, and other geometries such as bilayer polymer films and spherical droplets 
with rigid confining surface particles. Although the basic theoretical ideas for treating these 
systems have been established in this thesis, many technical details remain to be worked out. 
Moreover, the answers to fundamental questions such as how the mobility gradient changes, the 
nature of Tg shifts as a function of distance from the interface, how the interfacial and glassy 
layer thicknesses are altered, for many of these often more complex systems are not obvious and 
require an in depth theoretical effort.  
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CHAPTER 8: Future Opportunities 
In previous Chapters, I have built on ECNLE theory of bulk glass-forming liquids to 
create new predictive microscopic theories to understand the glassy dynamics of pinned-mobile 
bulk particle systems and thick films with one interface that can be a vapor, a rough pinned 
particle solid, a vibrating (softened) pinned particle solid, or a smooth hard wall surface. These 
advances raise the prospect of addressing theoretically the even harder problems associated with 
confinement of glass-forming fluids between two surfaces that can come close. New issues or 
systems that arise include: (i) the slow/fast dynamics of particles near two solid interfaces (a 
capped film) becomes spatially coupled, and (ii) supported finite thickness films where one 
interface is a solid substrate and one interface is a vapor where dynamical gradients across the 
film can become astronomical. How the Tg and spatial mobility gradients change in such thin 
films when there is strong interference between the two surfaces is of high fundamental interest 
and very important in diverse thin film materials applications. 
Glassy dynamics in bilayer (one interface) composed of two glass-forming polymers with 
very different values of Tg and some interfacial mixing or polymer films supported by soft 
rubber or immiscible liquid substrates, are fascinating systems that are known experimentally yo 
exhibit new and complex dynamical behavior. Polymer bilayers seem especially mysterious with 
reports that dynamical perturbations (Tg shifts) that may extend to 100-400 nm. The physical  
mechanism at play is not understood, and may deeply involve the spatially nonlocal elastic 
effects and how displacement fields propagates from an irreversible hopping event in one layer 
(harder or softer) to the other substrate. The problem is technically complicated, but based on 
preliminary continuum mechanics analysis we have established that the collective elastic fields 
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from both media are strongly dependent on the absolute and relative values of shear and bulk 
moduli.  
Thermal liquids and colloidal suspensions confined in a spherical droplet geometry 
represent another interesting future direction (depicted in Figure 1.2f). Experimentally this can 
be realized in micelles and emulsions, and for also colloidal suspensions where pinned particles 
at the boundary of a spherical surface has been achieved experimentally by trapping a monolayer 
at an oil-water interface. For a rough solid surface in a droplet geometry one expects even larger 
slowing down of dynamics with much enhanced spatial gradients compared to films given the 
stronger geometric confinement, as recently experimentally confirmed. Key intriguing and open 
questions for such a system include the following. How does the collective elastic displacement 
field behave? Is the elastic energy at the pinned monolayer cut off in the same way as at a liquid-
vapor interface? What is the role of “surface elasticity” or interfacial tension on the dynamical 
properties? Are the dynamic-elastic properties of the continuous outer phase relevant? How is 
the glassy dynamics altered if the rigidity of the spherical confinement is systematically 
softened?  
 
 
