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Abstract
We present a simple geometric interpretation of the Laplacian of a graph including the
interpretation of the Laplacian eigenvectors.
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1. Introduction
Let us recall the basic notions. Let G = (V ,E,W) denote a simple weighted
graph with the (finite) set of vertices V , the set E of undirected edges weighted by
W . We assume that V is numbered, denoted simply as the set {1, . . . , n}, the edges
are unordered pairs (i, k), i /= k, and to such edge (i, k) a positive number wik = wki
is assigned.
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The Laplacian of G is then the n × n symmetric matrix of the quadratic form∑
(i,k)∈E
wik(xi − xk)2. (1)
It is practical to set wik = 0 if i /= k and (i, k) is not an edge of G, i, k ∈ V . The
Laplacian is then the matrix
L =


∑
kw1k −w12 −w13 · · · −w1n−w21 ∑kw2k −w23 · · · −w2n· · · · · · · · · · · · · · ·
−wn1 −wn2 −wn3 · · · ∑kwnk

 . (2)
By (1) and (2), L is a positive semidefinite matrix with row sums zero. It is easy
to show that if G is connected, the (column) vector e of all ones is the only vector
(up to a multiple) x for which Lx = 0. Thus, L has then rank n − 1. We assume
connectedness of G throughout the paper.
2. Geometric properties
By the well-known equivalence of positive semidefinite and Gram matrices (e.g.
[1]), it follows from our assumptions that L is the Gram matrix of n vectors, say
u1, . . . , un, in a Euclidean space En−1 of dimension n − 1, and the vectors ui satisfy
the only (linearly independent) relation∑ni=1 ui = 0.
Thus, the inner products of ui satisfy
(ui, uk) = −wik if i /= k, (ui, ui) =
∑
k
wik, i, k ∈ V. (3)
Observe that the vectors ui and uk are orthogonal if and only if there is no edge in G
between the vertices i and k. If (i, k) is an edge of G, the angle between ui and uk is
obtuse.
By elementary geometry [1], there exists a unique quadric Q in En−1 which
contains all the endpoints of the vectors ui and such that the tangent hyperplane
at each of these endpoints is parallel to the hyperplane containing the endpoints of
the remaining n − 1 vectors. The quadric Q is an ellipsoid, usually called the Steiner
circumscribed ellipsoid of the simplex with vertices in the end-points of the vectors
ui .
Let us find the equation of that quadric in the original orthonormal system of En−1
in which the vectors ui have coordinates uik (k = 1, . . . , n − 1). Let thus U be the
(n − 1) × n matrix whose columns are formed by the coordinates of u1, . . . , un.
Since the sum of the vectors ui is zero, we have
Ue = 0, (4)
and as before,
UTU = L. (5)
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Denote by K the matrix UUT. We claim that the equation of the quadric is
xTK−1x − n − 1
n
= 0, (6)
where x means the column vector of orthonormal coordinates in En−1.
To show that, observe that K is non-singular since the rank of U is n − 1. The
matrix Z = UTK−1U has the property that its rank is n − 1, Z = ZT, Ze = 0 by
(4), and Z2 = Z. It follows easily that Z = I − 1
n
J , where J is the matrix of all
ones. Thus, all diagonal entries of Z are equal to n−1
n
so that uTi K
−1ui = n−1n . This
proves that the quadric (6) contains all the end-points of the vectors ui .
The tangent hyperplane at the end-point of uk to the quadric (6) has the equation
1
2
(
xTK−1uk + uTkK−1x
)− n − 1
n
= 0,
i.e.,
xTK−1uk − n − 1
n
= 0. (7)
The hyperplane containing all the end-points of ui for i /= k has equation
xTK−1uk + 1
n
= 0
since for i /= k
uTi K
−1uk + 1
n
= (Z)ik + 1
n
= 0.
Both these hyperplanes are thus parallel and (6) is indeed the equation of Q.
Suppose now that v is an eigenvector of L linearly independent of e. We have
thus UTUv = λv for some λ /= 0. Consequently, UUTUv = λUv. The vector z =
Uv is thus an eigenvector of K—as well as K−1—corresponding to the same λ,
and is thus the direction of an axis of the quadric Q. Indeed, the halfline x = µz,
µ  0, meets the quadric in the point in which the tangent is parallel to xTz = 0,
thus orthogonal to z. We have thus a correspondence  between the eigenvectors of
L and the axes of Q. If the eigenvector corresponds to the eigenvalue λ, then the
length of the corresponding half axis is
√
n−1
n
λ.
We can prove now the main result:
Theorem 1. The coordinates of the eigenvector v of the Laplacian L are pro-
portional to the Euclidean coordinates of the points on the one-dimensional line
generated by the vector z (corresponding in ) obtained as orthogonal projections
of the vectors ui on z.
Proof. In the previous notation, we have only to show that for the coordinates vi of
the vector v the equation
vi = σ(ui, z) (8)
holds for some σ /= 0.
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As before, we have Uv = z. The column vector with coordinates (ui, z), i =
1, . . . , n, is thus UTz which equals UTUv, thus λv. This proves (8) for σ = λ−1. 
Let us transform the original orthonormal coordinate system in En−1 into an-
other orthonormal coordinate system in which the axes coincide with the axes of the
quadric Q. This will be performed algebraically as follows:
The matrix K can be written as ODOT, where O is an orthogonal matrix and
D a diagonal matrix of the eigenvalues of K . Since K−1 = OD−1OT, Eq. (6) of Q
will be transformed into
xTOD−1OTx − n − 1
n
= 0,
or,
yTD−1y − n − 1
n
= 0,
where y = OTx is again the column vector of orthonormal coordinates in the trans-
formed system. The quadric Q has then in the new system the equation
n−1∑
i=1
y2i
di
− n − 1
n
= 0. (9)
Of course, the numbers di are positive. They are equal to the (non-zero) eigenvalues
of L.
The vectors ui are then transformed into the vectors wi = OTui . The following
result seems interesting; we say as usual that an affine transformation is such a linear
transformation which transforms points at infinity into points at infinity. (In our case,
it is even special, i.e., it preserves the origin.)
Theorem 2. Let A be the affine transformation in En−1 which transforms the ellips-
oid Q into a hypersphere
yi =
√
diYi . (10)
Then A transforms the vectors wi into vectors Wi = d−1/2i wi which form a eutactic
star [2], being all of equal length and spanning equal mutual angles.
Proof. By (10), we obtain in matrix form
y = D1/2Y,
where D was defined earlier. Since wi = OTui and Wi = D−1/2wi , we have for the
matrix W whose columns are the coordinates of the vectors Wi , W = D−1/2OTU .
Therefore, the Gram matrix of the vectors Wi is
WTW = UTOD−1OTU = UTK−1U = UT(UUT)−1U = I − 1
n
J
since this is the matrix Z mentioned above. It is immediate that the last matrix is the
Gram matrix of a eutactic star. 
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There is a certain supplement of Theorem 2.
Theorem 3. Let U1, . . . , Un form a eutactic star in En−1 centered at the origin. Let
A be a special affine transformation in En−1 which transforms the vectors U1, . . . , Un
into the vectors w1, . . . , wn. Then the Steiner circumscribed ellipsoid of the (regular)
simplex with vertices at the end-points of Ui’s (which is the circumscribed
hypersphere) is transformed into the Steiner circumscribed ellipsoid of the simplex
with vertices at the end-points of wi’s.
Proof. This follows from the fact that such a special affine transformation maps
quadrics into quadrics, parallel hyperplanes into parallel hyperplanes and tangent
hyperplanes to quadrics again into tangent hyperplanes to the mapped quadrics. 
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