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LARGE DEVIATION THEOREM FOR RANDOM COVARIANCE MATRICES
TIEN-CUONG DINH AND DUC-VIET VU
ABSTRACT. We establish a large deviation theorem for the empirical spectral distribu-
tion of random covariance matrices whose entries are independent random variables with
mean 0, variance 1 and having controlled forth moments. Some new properties of La-
guerre polynomials are also given.
MSC 2010: 60B20, 33C45.
Keywords: random covariance matrices, Marchenko-Pastur law, Laguerre polynomials,
large deviations.
1. INTRODUCTION
Let M = [tij]1≤i≤p,1≤j≤n be a random matrix whose entries are independent random
variables of mean 0 and variance 1. The number p may depend on n. The matrix W :=
M∗M is called a random covariance matrix and is one of the most important random
matrices used in statistical inference. Recall thatM∗ is the conjugate transpose ofM . We
are interested in the distribution of the eigenvalues of n−1W as n and p tend to infinity.
The matricesM∗M andMM∗ have essentially the same spectrum : their only difference
is the multiplicities at 0 when p 6= n, see Lemma 3.2 below. Therefore, without loss of
generality, we only consider the case where p ≤ n.
Let λ1, . . . , λn be the eigenvalues of n
−1W . Then the empirical spectral distribution of
n−1W is the probability measure
µp,n :=
1
n
n∑
k=1
δλk ,
where δλk denotes the Dirac mass at λk. Let φ ∈ (0, 1], a := (1−
√
φ)2 and b := (1+
√
φ)2.
Recall that the probability measure associated to the Marchenko-Pastur law is
µφ := (1− φ)δ0 + 1
2pit
√
(t− a)(b− t)+ dt,
where x+ := max(x, 0). This measure is supported by {0} ∪ [a, b] and contains an atom
at 0 (except when φ = 1). Its restriction to [a, b] has the density 1
2πt
√
(t− a)(b− t)+ with
respect to the Lebesgue measure on R.
If the entries tij of M are i.d.d., when p, n tend to infinity and p/n converges to a
positive number φ0, then with probability 1, the empirical spectral distribution of n
−1W
satisfies the well-known Marchenko-Pastur law. That is, with probability 1, we have
µp,n → µφ0 as p, n → ∞ and p/n → φ0. For non i.i.d., the same property holds under
a supplementary hypothesis on the tails of tij which is automatically true in the i.i.d.
Date: July 19, 2017.
1
LARGE DEVIATION THEOREM FOR RANDOM COVARIANCE MATRICES 2
case. For the proof of the Marchenko-Pastur law, see Bai-Silverstein [2], Marchenko-
Pastur [15], Wachter [18] and Yin [19]. We also refer the reader to the following papers
and the references therein for related results : Bai-Hu-Zhou [1], Bai-Yin [3], Ben Arous-
Pe´che´ [4], Bloemendal et al. [5], Cacciapuoti-Maltsev-Schlein [6], Go¨tze-Tikhomirov
[12], Grenander-Silverstein [13], Jonsson [14] and Tao-Vu [17].
In the present article, we assume that the following property holds for all entries tij
E(|tij|4) ≤ β,
where β > 0 is a real number. The entries tij are not supposed to be identical. Here is
our main result.
Theorem 1.1. Let M,W, tij , p, n, µp,n and β be as above. Define φ := p/n. Then there are
universal constants A1 > 0 and A2 > 0 with the following property. For every δ > 0, there
is a set Ep,n(δ) of (p× n)-matrices satisfying the following estimate of probability
Prob(M ∈ Ep,n(δ)) ≤ A1nA1eβe−A2δn
and such that if M 6∈ Ep,n(δ) and I ⊂ R is an interval then
dist(µp,n, µφ) ≤ δ and |µp,n(I)− µφ(I)| ≤
√
δ
1− φ ·
The distance dist(·, ·) between probability measures will be introduced later. In the
last theorem, it allows us to estimate the rate of convergence in the Machenko-Pastur
law. For instance, the Kantorovich-Wasserstein distance is bounded by a constant times
dist(·, ·)1/2, see Section 2 for details. Note that the last inequality in the theorem is
not useful when φ is close to 1. In this case, using some techniques from [10] we can
obtain useful estimates. More precisely, a similar estimate holds when I is outside a
neighbourhood of 0 (where the density of µφ is big) and a weaker inequality holds for I
close to 0. However, we will not consider this question here in order to keep the paper
less technical.
Note also that 0 is an eigenvalue of multiplicity at least n − p of n−1W , see Lemma
3.2 below. So µp,n has an atom at 0 of mass at least 1 − φ. It follows that when φ → 0
we get µp,n → δ0 for any choice of M and the rate of convergence depends on the rate
of convergence of φ to 0. So the only interesting case is when φ = p/n is bounded from
below by a positive constant.
Since the above constants A1 and A2 do not depend on p, n, δ and β, one can apply
the above result even when β and δ depend on n. For example, if β is a constant and
φ converges to some number φ0, by taking suitable δ ≫ n−1 logn, we get a rate for
the almost sure convergence of µp,n to µφ0, in terms of δ and in terms of the rate of
convergence of φ to φ0.
To prove the main result, we will use an abstract large deviation theorem for the
distribution of the zeros of polynomials of degree p, see Theorem 3.10 below. We will
apply this theorem for the polynomial z−(n−p) det(z−n−1W ) of degree p, whose zeros are
essentially the eigenvalues of the matrix n−1W . This approach requires an upper bound
of the expectation of | det(z−n−1W )|2, see Proposition 3.1 below, which will be obtained
using a long combinatoric computation in Section 3. We also need some properties of
Laguerre’s polynomials that will be presented in Section 2. Note that the computation in
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this section allows us to obtain new properties on the distribution of zeros of Laguerre’s
polynomials which are of independent interest, see Corollary 2.6 below.
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2. LAGUERRE POLYNOMIALS AND MARCHENKO-PASTUR LAW
In this section, we will give some estimates on Laguerre polynomials and also discuss
the relation of these polynomials with the Marchenko-Pastur law. These properties will
be used later in the proof of our main theorem. Let α be a real number. For a positive
integer p the function
L(α)p (z) :=
p∑
k=0
(
p+ α
p− k
)
(−z)k
k!
is called a generalized Laguerre polynomial, where the generalized binomial coefficients
are defined by (
p+ α
p
)
:=
(p+ α)(p+ α− 1) . . . (α + 1)
p!
·
Here is the main estimate on Laguerre polynomials that we need in this paper.
Proposition 2.1. There is a universal constant c > 0 such that we have for every α ≥ 0,
p ≥ 1 and z ≥ 0
|L(α)p ((p+ α)z)| ≤ cmin(p, 1 + p/α)(p+ α)p/2p−p/2z−α/2e(p+α)z/2e−α/2.
Proof. We can assume α > 0 since the case where α = 0 can be obtained by continuity.
Define n := p + α, φ := p/n and φ˜ := φ/(1 − φ) = p/α. We need to show for some
universal constant c > 0 that
z(n−p)/2e−nz/2|L(n−p)p (nz)| ≤ cmin(p, 1 + p/α)φ−nφ/2e−(n−p)/2.
Observe that for p ≥ n/2 we have
min(p, 1 + φ˜) ≥ 1
2
min(n, 1 + φ˜)
and for p ≤ n/2 we have α ≥ n/2, φ˜ ≤ 1 and hence
min(p, 1 + φ˜) ≥ 1 ≥ 1
2
min(n, 1 + φ˜).
So in both cases, for the desired inequality, we can (and we will do) replace min(p, 1+ φ˜)
by min(n, 1 + φ˜).
Now, by using the integral formula for Laguerre polynomial [16, p.105], we have
L(n−p)p (nz) =
1
2ipi
∮
e−
nzt
1−t
(1− t)n−p+1tp+1dt.
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Here, the integral is taken on a simple counter-clockwise piecewise smooth contour about
0. Note that the same meaning will be used for the other integrals below. Using a new
variable u = −t/(1− t) we have t = −u/(1−u), 1− t = 1/(1−u), dt = −(1−u)−2du and
L(n−p)p (nz) = ±
1
2ipi
∮ [
e2zu(1− u)2u−2φ]n/2du/u.
Thus,
z(n−p)/2e−nz/2L(n−p)p (nz) = ±
1
2ipi
∮ [
e−ze2zuz1−φ(1− u)2u−2φ
]n/2
du/u.
Write u = reiθ and ξ := cos θ. We will consider a contour that will be specified later. It
is contained in the half-plane {Re(u) < 1/2} and given by an equation r = r(ξ). We have
z(n−p)/2e−nz/2|L(n−p)p (nz)| ≤
∫ π
−π
[
e−(1−2rξ)zz1−φ(1 + r2 − 2rξ)r−2φ
]n/2
(1 + |r′/r|)dθ.
The expression in the brackets, seen as a function in z ≥ 0, has its maximal value when
z = (1 − φ)/(1 − 2rξ). By substituting this value of z into the last integral, we deduce
that this integral is bounded by
e−(n−p)/2
∫ π
−π
[
(1− φ)1−φ(1− 2rξ)−(1−φ)(1 + r2 − 2rξ)r−2φ
]n/2
(1 + |r′/r|)dθ.
Denote by g(r, ξ) the function in the last brackets with rξ = Re(u) < 1/2, r > 0 and
|ξ| ≤ 1.
Case 1. Consider first the case where 1 + φ˜ ≤ n which implies that
min(n, 1 + φ˜) ≥ 1
2
(1 + φ˜).
We will use the contour defined by the following equivalent equations
r2 + 2ξφ˜r − φ˜ = 0 ⇐⇒ r2 = φ˜(1− 2rξ) ⇐⇒ (1− 2rξ) = r2/φ˜.
Since φ˜ > 0, for each ξ ∈ [−1, 1], these equations have a unique positive solution given
by
r = r(ξ) := −φ˜ξ +
√
φ˜2ξ2 + φ˜ =
φ˜
φ˜ξ +
√
φ˜2ξ2 + φ˜
≥ φ˜
2φ˜+
√
φ˜
≥ 1
3
min(1,
√
φ˜).
It is clear from the above equivalent equations that the solution satisfies 1− 2rξ > 0 and
hence rξ < 1/2. If we consider g as a function in r and 1 − 2rξ, it is not difficult to see
that the contour is exactly the set where the differential of g vanishes.
A direct computation using (1−2rξ) = r2/φ˜ shows that g(r, ξ) = φ−φ on the considered
contour. Therefore, to get the desired estimate, we only need to bound 1 + |r′/r|. From
the above discussion, we have
r ≥ 1
3
min(1,
√
φ˜) and |r′| =
∣∣∣− φ˜+ φ˜2ξ√
φ˜2ξ2 + φ˜
∣∣∣ ≤ 2φ˜.
So 1 + |r′/r| is bounded from above by a constant times 1 + φ˜ (we can easily see it by
considering φ˜ ≥ 1 and φ˜ ≤ 1). The desired estimate follows.
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Case 2. Consider now the case where 1+ φ˜ ≥ n. We have min(n, 1+ φ˜) = n. We will use
the contour defined by
r2 + 2ξnr − n = 0 ⇐⇒ r2 = n(1− 2rξ) ⇐⇒ (1− 2rξ) = r2/n.
As above, we obtain that 1 + |r′/r| is bounded by a constant times n. Define
δ := 1− φ = 1/(1 + φ˜) ≤ 1/n.
A direct computation using (1− 2rξ) = r2/n gives us
g(r, ξ)n/2 = (1 + 1/n)n/2δnδ/2nnδ/2 ≤ √e ≤ √eφ−nφ/2
since φ < 1. The proposition follows. 
It is well-known that the zeros of a Laguerre polynomial of suitable parameters are
equidistributed with respect to the Marchenko-Pastur law when the degree of the poly-
nomial tends to infinity, see e.g. Dette-Studden [9]. We will give at the end of this
section the rate of this convergence, after recalling necessary notions and results. We
will first give some basic properties of probability measures on the complex plane C,
their logarithmic potentials, and some notions of distance between these measures, see
[10, section 2] for details.
Let P1 = C ∪ {∞} denote the Riemann sphere which is the natural compactification
of C by adding a point ∞ at infinity. Let z denote the standard complex coordinate in
C. Recall that the Fubini-Study form on P1 is defined by ωFS := dd
c log(1 + |z|2)1/2 where
the operator ddc := i
π
∂∂ can be identified to 1/(2pi) times the Laplacian operator. The
differential form ωFS extends to a smooth differential form on P
1 and induces there a
Hermitian metric that we will use here.
For any positive measure µ with compact support in C, its logarithmic potential u is
defined by
u(z) :=
∫
C
log |z − w|dµ(w) for z ∈ C.
This is the unique subharmonic function in C with values in R ∪ {−∞} such that if m is
the mass of µ then
ddcu = µ and lim
z→∞
u(z)−m log |z| = 0.
The first identity is understood in the sense of currents or distributions.
Let Mc(C) be the set of all probability measures with compact support in C. For µ, µ
′ in
Mc(C) and u, u
′ their logarithmic potentials, consider the following notions of distance
dist(µ, µ′) := ‖u− u′‖L1(P1) :=
∫
P1
|u− u′|ωFS
and for every γ > 0
distγ(µ, µ
′) := sup
{
|〈µ− µ′, φ〉|, φ is a C γ function on P1 with ‖φ‖C γ ≤ 1
}
,
where the pairing 〈µ−µ′, φ〉 denotes the integral of φ with respect to the measure µ−µ′.
Note that dist1 is equivalent to the well-known Kantorovich-Wasserstein distance. We
have the following propositions, see [10, section 2] and [11].
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Proposition 2.2. (i) For any 0 < γ ≤ γ′, there is a constant cγ,γ′ > 0 depending only on γ
and γ′ such that
distγ′ ≤ distγ ≤ cγ,γ′ [distγ′]γ/γ′ .
(ii) For every 0 < γ ≤ 2, there is a constant cγ > 0 depending only on γ such that
distγ ≤ cγdistγ/2.
Proposition 2.3. Let L be a compact interval in the real line R. Let K ⊂ L be a compact
interval and let µ0 be a probability measure with support in K whose logarithmic potential
u0 is continuous. Consider another probability measure µ with compact support in C and
its logarithmic potential u.
(i) There is a constant c > 0 depending only on L such that
dist(µ, µ0) ≤ c sup
K
(u− u0).
(ii) For every 0 < γ ≤ 2, there is a constant cγ > 0 depending only on L and γ such that
distγ(µ, µ0) ≤ cγ sup
K
(u− u0)γ/2.
(iii) Assume that µ0 is absolutely continuous with respect to the Lebesgue measure on R
and its density function is bounded by a constant A. Assume also that µ has support in R.
Then there is a constant c > 0 depending only on L such that for any interval I ⊂ R
|µ(I)− µ0(I)| ≤ cA
[
sup
K
(u− u0)
]1/2
.
Proof. There are only two minor precisions in this statement when we compare it with
the results in [10, section 2]. Firstly, the role of A in the last property (iii) is can be easily
seen from the proof in the above reference. Observe that this constantA is bounded from
below by the inverse of the length of L. Secondly, in that reference, we used a conformal
map φ : P1 \ K → P1 \ D with φ(∞) = ∞, where D is the unit disc in C. Also in this
reference, we observed using the maximum principle that supK(u − u0) = supC(u− u0),
see also the end of the proof of Corollary 2.5. Therefore, we can replace K with L and
hence the map φ does not depend on µ0. This is the reason why the constants involving
in the proof depend only on L. 
We will see that the distribution of the zeros of the above Laguerre polynomials is
related to the Marchenko-Pastur law. Let φ, a, b, µφ be as in the Introduction. Let µ
+
φ be
the probability measure which is equal to 1/φ times the non-atomic part of µφ, i.e.
µ+φ :=
1
2piφt
√
(t− a)(b− t)+ dt.
Let uφ and u
+
φ (z) denote respectively the logarithmic potentials of µφ and µ
+
φ . Since the
logarithmic potential of δ0 is log |z|, we have
uφ(z) = (1− φ) log |z|+ φu+φ (z).
Proposition 2.4. We have for z ∈ [a, b]
uφ(z) =
z − 1− φ
2
+
1− φ
2
log z +
φ logφ
2
and
u+φ (z) =
z − 1− φ
2φ
− 1− φ
2φ
log z +
log φ
2
·
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Proof. Note that the first identity follows from the second one and the relation between
uφ and u
+
φ mentioned above. We prove now the second identity and we only consider
φ ∈ (0, 1) since the case φ = 1 can be deduced by continuity.
Observe that b− a = 4√φ and b+ a = 2(1 + φ). Define a new variable t′ by
t =
1
2
b− a
2
t′ +
a+ b
2
=
√
φt′ + (1 + φ).
It satisfies t′ ∈ [−2, 2] and dt = √φdt′ when t ∈ [a, b]. Moreover,
(t− a)(b− t) =
[1
4
(b− a)
]2
(4− t′2) = (4− t′2)φ.
Define also z′ by putting z =
√
φz′ + (1 + φ), and the function u by u(z′) := u+φ (z). We
have using the definition of the logarithmic potential u+φ (z)
u(z′) =
∫ b
a
log |z − t| 1
2piφt
√
(t− a)(b− t)dt
=
1
2piφ
∫ 2
−2
log |z′ − t′|
√
(4− t′2)φ√
φt′ + (1 + φ)
√
φdt′ +
log
√
φ
2piφ
∫ 2
−2
√
(4− t′2)φ√
φt′ + (1 + φ)
√
φdt′
=
1
2pi
∫ 2
−2
log |z′ − t′|
√
4− t′2√
φt′ + (1 + φ)
dt′ +
log
√
φ
2pi
∫ 2
−2
√
4− t′2√
φt′ + (1 + φ)
dt′.
We want to compute u(z′) for z ∈ [a, b] or equivalently for z′ ∈ [−2, 2].
Let u1(z
′) and u2(z
′) denote respectively the first and second terms in the last sum.
Note that the map w 7−→ w + 1/w is 2 to 1 from the unit circle S1 to the interval [−2, 2].
So we write z′ = w + 1/w = w + w with w ∈ S1, and use the new variable s = eiϑ ∈ S1
such that t′ = s + 1/s = 2 cosϑ with −pi ≤ ϑ ≤ 0. Since log |w| = log |s| = 0, we have
log |z′ − t′| = log |1− weiϑ|+ log |1− we−iϑ|
= Re
[
log(1− weiϑ) + log(1− we−iϑ)],
where we use the principal branch for the complex logarithmic function. It follows that
u1(z
′) = Re
[ 1
2pi
∫ 0
−π
log(1− weiϑ)4 sin2 ϑdϑ√
φ(eiϑ + e−iϑ) + (1 + φ)
+
1
2pi
∫ 0
−π
log(1− we−iϑ)4 sin2 ϑdϑ√
φ(eiϑ + e−iϑ) + (1 + φ)
]
= Re
[ 1
2pi
∫ π
−π
log(1− weiϑ)4 sin2 ϑdϑ√
φ(eiϑ + e−iϑ) + (1 + φ)
]
= Re
[
− 1
2pii
∫
S1
log(1− ws)(s− 1/s)2√
φ(s+ s−1) + (1 + φ)
ds
s
]
.
Let f(s) be the integrand in the last integral which is a meromorphic function in s. We
have
f(s) =
log(1− ws)(s− 1/s)2√
φ(s2 + 1) + s(1 + φ)
=
log(1− ws)(s− 1/s)2√
φ(s+
√
φ)(s+ 1/
√
φ)
·
Since φ ∈ (0, 1), the poles of f in the unit disk are 0 and −√φ. Both poles are simple
because log(1 − ws) = −ws + o(ws) vanishes when s = 0. Thus, by residue theorem (a
nice logarithmic singularity in S1 doesn’t cause any problem here), u1(z
′) is the real part
of
− 1
2pii
∫
S1
f(s)ds = −Res(f, 0)− Res(f,−
√
φ) =
w√
φ
− log(1 + w
√
φ)√
φ
(1/
√
φ−
√
φ).
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Here, we use the fact that if a is a simple pole of a function g(s) then Res(g, a) is equal
to the value of (s− a)g(s) when s = a. So we obtain
u1(z
′) = Re
[ w√
φ
− log(1 + w
√
φ)√
φ
(1/
√
φ−
√
φ)
]
.
In the same way, we get
u2(z
′) = − log
√
φ
4pii
∫
S1
(s− 1/s)2√
φ(s+
√
φ)(s+ 1/
√
φ)
ds.
Now, the point −√φ is a simple pole but 0 is a double pole. If a is a double pole of a
function g(s) then Res(g, a) is equal to the derivative of (s − a)2g(s) at the point a. A
direct computation gives us
u2(z
′) = − log
√
φ
2
√
φ
[− (1/√φ+√φ) + (1/√φ−√φ)] = log√φ.
Thus,
u(z′) = Re
[ w√
φ
− log(1 + w
√
φ)√
φ
(1/
√
φ−
√
φ)
]
+ log
√
φ
=
w + w¯
2
√
φ
− 1− φ
2φ
log[(1 + w
√
φ)(1 + w¯
√
φ)] + log
√
φ
=
z′
2
√
φ
− 1− φ
2φ
log[1 + φ+
√
φz′] +
logφ
2
·
Substituting z′ = (z − 1− φ)/√φ into the last equality gives
u+φ (z) =
z − 1− φ
2φ
− 1− φ
2φ
log z +
log φ
2
·
This ends the proof of the proposition. 
Let a1, . . . , ap denote the zeros of the rescaled Laguerre polynomial L
(α)
p ((p + α)z). It
is known for α > 0 that all zeros of this Laguerre polynomial are real positive numbers,
[16, Th. 3.3.4]. Denote by µ
(α)
p the empirical measure for the zeros of L
(α)
p ((p+ α)z), i.e.
µ(α)p :=
1
p
(δa1 + · · ·+ δap).
Observe also that if P (z) is a monic polynomial of degree p, then p−1 log |P (z)| is the
logarithmic potential of the empirical measure of the zeros of P (z). So the logarithmic
potential of µ
(α)
p is equal to u(z) := p−1 log |p!(p+α)−pL(α)p ((p+α)z)| since the coefficient
of zp in the polynomial p!(p+ α)−pL
(α)
p ((p+ α)z) is ±1.
Corollary 2.5. Let α > 0 be a real number and p ≥ 1 be an integer number. Define
φ := p/(p+ α). Then there is a universal constant c > 0 such that for any z ∈ C
|p!(p+ α)−pL(α)p ((p+ α)z)| ≤ cmin(p, 1 + p/α)p1/2epu
+
φ
(z).
Proof. We use the notation n := p + α and φ = p/n. We first consider the case where
z ∈ [a, b]. By Stirling’s formula, we have p! . p1/2ppe−p. So by Proposition 2.1, the left
hand side of the desired estimate is bounded by a constant times
p1/2ppe−pn−pmin(p, 1 + p/α)np/2p−p/2z−(n−p)/2enz/2e−(n−p)/2.
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On the other hand, Proposition 2.4 implies that
pu+φ (z) =
nz − n− p
2
− n− p
2
log z +
p log(p/n)
2
·
This proves the corollary for z ∈ [a, b].
Now, let δ > 0 be the real number such that epδ = cmin(p, 1 + p/α)p1/2 and consider
u(z) as above. The estimate obtained for z ∈ [a, b] implies that u− u+φ ≤ δ on [a, b]. Since
µ+φ is supported by [a, b], its logarithmic potential u
+
φ is harmonic in C \ [a, b]. It follows
that u − u+φ is subharmonic in C \ [a, b]. Moreover, using the properties of logarithmic
potentials, we have u(z) − u+φ (z) → 0 as z → ∞. So the function u − u+φ extends to a
subharmonic function on P1 \ [a, b]. We have seen that u − u+φ ≤ δ on [a, b] which is the
boundary of P1\ [a, b]. By maximum principle, the same inequality also holds on P1\ [a, b].
This implies the corollary for all z ∈ C. 
Corollary 2.6. Let α > 0, 0 < γ ≤ 2 be real numbers and p ≥ 2 be an integer number.
Define φ := p/(p + α). Then there are a universal constant c > 0 and a constant cγ > 0
depending only on γ such that
dist(µ(α)p , µ
+
φ ) ≤ cp−1 log p and distγ(µ(α)p , µ+φ ) ≤ cγp−γ/2(log p)γ/2.
Moreover, for any interval I in R, we have
|µ(α)p (I)− µ+φ (I)| ≤ c(1− φ)−1p−1/2(log p)1/2.
Proof. We will use the notation given at the beginning of the section. Observe that µ+φ
is supported by [a, b] which is a subset of [0, 4]. Moreover, its density with respect to the
Lebesgue measure is bounded by a constant times
sup
t≥a
√
t− a
t
= sup
s≥0
s
s2 + a
=
1
2
√
a
=
1
2(1−√φ) ≤
1
1− φ ·
Using Corollary 2.5, we obtain the result as a direct consequence of Proposition 2.3
applied to the measures µ := µ
(α)
p and µ0 := µ
+
φ . 
Note that the last corollary improves a well-known result by Dette-Studden which says
that when α→∞, φ→∞ and p/(p+α) converges to some constant φ > 0, the measure
µ
(α)
p converges weakly to µ
+
φ , see [8, 9]. Note also that the last property in the corollary
is not useful when φ tends very fast to 1. However, since the density of µ+φ for φ = 1 is
bounded outside a neighbourhood of 0, we can prove a similar property for I outside a
neighbourhood of 0. Near the point 0, a weaker estimate can also be obtained, see [10]
for necessary techniques.
3. SPECTRAL DISTRIBUTION OF RANDOM COVARIANCE MATRICES
In this section, we will give the proof our main theorem. A key ingredient of the proof
is an upper bound for the expectation of | det(z − n−1W )|2. More precisely, we have the
following result, where we use the notations introduced in the previous sections.
Proposition 3.1. There is a universal constant c > 0 such that
E
(| det(z − n−1W )|2) ≤ cp13/2n1/2eβe2nuφ(z)
for z ∈ [a, b] and n, p ∈ N with 1 ≤ p ≤ n, and φ := p/n.
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This estimate will be obtained as a consequence of a long combinatoric computation
that will be presented below in a sequence of lemmas. The following basic property has
been used to reduce the study of our matrices to the case with p ≤ n by replacingM with
M∗.
Lemma 3.2. We have det(z −M∗M) = zn−p det(z −MM∗).
Proof. By the singular value decomposition for M, we have M = UM˜V ∗, where M˜ is a
real rectangular diagonal (p × n)-matrix and U, V are unitary matrices. It follows that
M∗M = V M˜∗M˜V ∗ andMM∗ = UM˜M˜∗U∗. Therefore, we get
det(z −M∗M) = det(z − M˜∗M˜) = zn−p det(z − M˜M˜∗) = zn−p det(z −MM∗).
The lemma follows. 
Write W = [ξjk]1≤j,k≤n. Since M = [tij ]1≤i≤p,1≤j≤n andW = M
∗M , we have
ξjk :=
p∑
l=1
t¯ljtlk,
for 1 ≤ j, k ≤ n. Define J1, nK := {1, . . . , n}. If J is a set, denote by Sym(J) the symmetric
group of all permutations of J , M(J) the set of all maps from J to J1, pK, and M⋆(J) the
set of injective maps from J to J1, pK. For any set J ⊂ J1, nK, σ ∈ Sym(J) and τ ∈ M(J)
define
T (J, σ, τ) :=
∏
j∈J
t¯τ(j),jtτ(j),σ(j) =
∏
j∈J
t¯τ(j),jtτ(σ−1(j)),j(3.1)
and
ξσ :=
∏
j∈J
ξjσ(j) =
∑
τ∈M(J)
T (J, σ, τ) and ξ⋆σ :=
∑
τ∈M⋆(J)
T (J, σ, τ).(3.2)
Note that the ξ⋆σ = 0 when |J | > p since M⋆(J) is empty in this case.
Lemma 3.3. We have
det(z −W ) =
p∑
k=0
[ ∑
|J |=k,σ∈Sym(J)
(−1)k+sign(σ)ξ⋆σ
]
zn−k.
Proof. Using the definition of determinant, a direct computation gives
det(z −W ) = det(z −M∗M) =
p∑
k=0
[ ∑
|J |=k,σ∈Sym(J)
(−1)k+sign(σ)ξσ
]
zn−k.
Denote by Ak the expression in the last brackets. According to (3.2), Ak is a polynomial
in tij and tij. Moreover, for each monomial in Ak, if some j0 ∈ J1, nK appears as the
second subscript of tij or tij , then it appears exactly one time for tij and one time for tij .
We will call this property P2. The similar property for the first subscript will be called P1.
In the same way, we obtain that det(z − MM∗) (here M and M∗ were permuted)
is a polynomial in z whose coefficients satisfy P1. It follows from Lemma 3.2 that the
polynomial Ak satisfies both P1 and P2. Therefore, in the above definition of Ak, we can
remove all monomials in tij and tij which do not satisfy P1. This operation is equivalent
to replacing ξσ by ξ
⋆
σ. The lemma follows. 
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The following result gives us an upper bound for the expectation of the characteristic
polynomial of W .
Lemma 3.4. We have
E
(
det(z −W )) = ∑
J⊂J1,nK
(−1)|J ||M⋆(J)|zn−|J | = (−1)pp!zn−pL(n−p)p (z).
In particular, there is a universal constant c > 0 such that∣∣E( det(z −W ))∣∣2 ≤ cp2n!p!zn−pez
for z ∈ R+ and n, p ∈ N with 1 ≤ p ≤ n.
Proof. We need the following claim whose proof will be given later.
Claim. Let J be a subset of J1, nK of cardinality k ≤ p and σ ∈ Sym(J). Then E(ξ⋆σ) = 0
if σ 6= idJ and E(ξ⋆σ) = |M⋆(J)| = p!/(p− k)! if σ = idJ .
Using Lemma 3.3, we have
E(det(z −W )) =
p∑
k=0
[ ∑
σ∈Sym(J),|J |=k
(−1)k+sign(σ)E(ξ⋆σ)
]
zn−k
which, by the above claim, is equal to
p∑
k=0
[ ∑
|J |=k
(−1)kE(ξ⋆idJ )
]
zn−k =
p∑
k=0
[ ∑
|J |=k
(−1)k|M⋆(J)|
]
zn−k
= zn−p
p∑
k=0
(−1)k
(
n
k
)
p!
(p− k)!z
p−k.
The first assertion in the lemma follows.
We apply Proposition 2.1 to α = n− p and to z/n instead of z. We deduce that∣∣E( det(z −W ))∣∣2 ≤ (p!)2z2n−2p|L(n−p)p (z)|2
. (p!)2z2n−2p
[
pn
p
2p−
p
2 (z/n)−
n−p
2 e
z
2 e−
n−p
2
]2
= p2(p!)2p−pepnne−nzn−pez.
Furthermore, by Stirling’s formula, we have
p! ≃
√
2pip(p/e)p and n! ≃
√
2pin(n/e)n ≥
√
2pip(n/e)n.
The second assertion in the lemma follows easily.
It remains to prove the above claim. Denote by σ1, · · · , σm the cycles of σ. So we
can write σ = σ1 ◦ · · · ◦ σm. Note that here a fixed point of σ is considered as a cycle
of length 1. Observe that the ξ⋆σs ’s are mutually independent random variables. Thus
E(ξ⋆σ) =
∏
1≤s≤mE(ξ
⋆
σs).
Case 1. Assume that σ 6= idJ . We want to show that E(ξ⋆σ) = 0. By (3.2), it is enough to
show that E(T (J, σ, τ)) = 0. Since the tij ’s are independent, using (3.1) we have
E(T (J, σ, τ)) = E
(∏
j∈J
t¯τ(j),jtτ(σ−1(j)),j
)
=
∏
j∈J
E
(
t¯τ(j),jtτ(σ−1(j)),j
)
.
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Since τ is injective and σ is not the identity, there is a j ∈ J such that τ(j) 6= τ(σ−1(j)).
For such a j, the last expectation satisfies
E
(
t¯τ(j),jtτ(σ−1(j)),j
)
= E
(
t¯τ(j),j
)
E
(
tτ(σ−1(j)),j
)
= 0
since the tij ’s are independent and have zero mean. The result follows.
Case 2. Assume now that σ = idJ . Using (3.2) and arguing as above, we obtain that
E(ξ⋆σ) =
∑
τ∈M⋆(J)
∏
j∈J
E(t¯τ(j),jtτ(j),j) =
∑
τ∈M⋆(J)
1 = |M⋆(J)|
since the variance of tij is 1. Finally, recall that |J | = k and |M⋆(J)| is the number of
injective maps from J to J1, pK. This number is equal to p(p−1) . . . (p−k+1). The lemma
follows easily. 
We continue the proof of Proposition 3.1 and need to bound E
(| det(z − W )|2). By
Lemma 3.3, we have
E
(| det(z −W )|2) = ∑
J1,J2
∑
σ1,σ2
(−1)|J1|+|J2|+sign(σ1)+sign(σ2)E(ξ⋆σ1 ξ¯⋆σ2)z2n−|J1|−|J2|,(3.3)
where the sum is taken over the subsets J1, J2 of J1, nK and the permutations σ1 ∈
Sym(J1), σ2 ∈ Sym(J2). Recall that we only need to consider the case where |J1| ≤ p
and |J2| ≤ p since otherwise ξ⋆σ1 or ξ⋆σ2 vanishes. Note also that the proof of Lemma 3.4
suggests that fixed points of σ1 and σ2 may play an important role in our computation.
This is the reason to use of the quantities introduced below.
Consider the set
M
⋆(J1, J2) :=
{
(τ1, τ2) ∈M⋆(J1)×M⋆(J2) : τ1(j) 6= τ2(j) for every j ∈ J1 ∩ J2
}
(3.4)
and define
R[1](n, p, z) :=
∑
J1,J2
(−1)|J1|+|J2||M⋆(J1, J2)|z2n−|J1|−|J2|,(3.5)
where the sum is taken over the subsets J1 and J2 of J1, nK. Note that |M⋆(J1, J2)| only
depends on |J1|, |J2|, p and it vanishes when |J1| > p or |J2| > p. Define also
R[2](W, z) :=
∑
J1,J2
(−1)|J1|+|J2|E(ξ⋆idJ1 ξ¯⋆idJ2)z2n−|J1|−|J2|.(3.6)
Lemma 3.5. We have
R[2](W, z) =
∑
J⊂J1,nK
R[1](n− |J |, p− |J |, z)
[ ∑
τ∈M⋆(J)
∏
j∈J
E
(|tτ(j),j|4)].
In particular, we have
|R[2](W, z)| ≤ eβ n! p!
p∑
k=0
|R[1](n− k, p− k, z)|
(n− k)! (p− k)! ·
Proof. We prove the first assertion. By (3.1) and (3.2), we have
ξ⋆idJ1
ξ¯⋆idJ2
=
∑
τ1∈M⋆(J1)
∑
τ2∈M⋆(J2)
∏
j∈J1
|tτ1(j),j|2
∏
j∈J2
|tτ2(j),j |2.(3.7)
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Consider the summand in the right hand side of this identity. Observe that term |tij |4
only appears when j ∈ J1 ∩ J2 and τ1(j) = τ2(j). Denote by J the set of j ∈ J1 ∩ J2
such that τ1(j) = τ2(j) and τ is the restriction of τ1 and τ2 to J . Define also J
′
1 := J1 \ J ,
J ′2 := J2 \ J and τ ′1, τ ′2 the restrictions of τ1, τ2 to J ′1, J ′2 respectively. So the summand in
the right hand side of (3.7) is equal to∏
j∈J
|tτ(j),j |4
∏
j∈J ′
1
|tτ ′
1
(j),j |2
∏
j∈J ′
2
|tτ ′
2
(j),j |2.
Note that J ′1 and J
′
2 are subsets of J1, nK \ J and the later set is of cardinality n′ :=
n − |J |. Moreover, τ ′1 and τ ′2 have images in the set J1, pK \ τ(J) which is of cardinality
p′ := p− |J | and they are not equal at any point of J ′1 ∩ J ′2. Therefore, for each pair (i, j)
with j ∈ J ′1 ∪ J ′2, if |tij|2 appears in the last product, it appears exactly 1 time. Thus, the
expectation of this product is equal to
e(J, τ) :=
∏
j∈J
E
(|tτ(j),j|4).
For the right hand side of (3.6), observe that
(−1)|J1|+|J2|z2n−|J1|−|J2| = (−1)|J ′1|+|J ′2|z2n′−|J ′1|−|J ′2|.
Furthermore, if we fix J1, J2, J and τ ∈M⋆(J), then the family of all pairs τ ′1, τ ′2 is similar
to the set M⋆(J1, J2) defined in (3.4). We denote it by M˜
⋆(J ′1, J
′
2). The main difference is
that J ′1, J
′
2 are subsets of J1, nK \ J instead of J1, nK and τ ′1, τ ′2 have images in J1, pK \ τ(J)
instead of J1, pK. This doesn’t cause any difficulty in our computation because we will
only use the cardinality of this set. Using (3.5) for n′, p′ instead of n, p, we obtain that
R[2](W, z) =
∑
J⊂J1,nK
∑
τ∈M⋆(J)
e(J, τ)
∑
J ′
1
,J ′
2
|M˜⋆(J ′1, J ′2)|(−1)|J
′
1
|+|J ′
2
|z2n
′−|J ′
1
|−|J ′
2
|
=
∑
J⊂J1,nK
∑
τ∈M⋆(J)
e(J, τ)R[1](n′, p′, z).
The first assertion in the lemma follows easily.
We now prove the second assertion using the first one. Observe that the number of
subsets J of J1, nK of cardinality k is
(
n
k
)
and for such a set, the cardinality of M⋆(J) is
p!/(p− k)!. Therefore, using the first assertion and the fact that E(|tij|4) ≤ β, we get
|R[2](W, z)| ≤
p∑
k=0
(
n
k
)
p!
(p− k)!β
k|R[1](n− k, p− k, z)|
= n! p!
p∑
k=0
βk
k!
|R[1](n− k, p− k, z)|
(n− k)! (p− k)!
≤ eβn! p!
p∑
k=0
|R[1](n− k, p− k, z)|
(n− k)! (p− k)! ·
This ends the proof of the lemma. 
In order to bound E(| det(z−W )|2), we will need to bound R[1](n′, p′, z) for 0 ≤ n′ ≤ n
and 0 ≤ p′ ≤ n′. The following lemma is a crucial step.
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Lemma 3.6. We have∣∣E( det(z −W ))∣∣2 = n! p! p∑
k=0
R[1](n− k, p− k, z)
k! (n− k)! (p− k)! ·
Proof. We have by Lemma 3.4 that
E
(
det(z −W )) =∑
J
(−1)|J ||M⋆(J)|zn−|J |
which implies that
|E det(z −W )|2 =
∑
J1,J2
(−1)|J1|+|J2||M⋆(J1)×M⋆(J2)|z2n−|J1|−|J2|.(3.8)
In order to relate the last sum to R[1](n, p, z), we will compute |M⋆(J1) ×M⋆(J2)| in a
suitable way.
Consider (τ1, τ2) ∈ M⋆(J1) ×M⋆(J2). Using the notations introduced in the proof of
Lemma 3.5, we have
|M⋆(J1)×M⋆(J2)| =
∑
J,τ
∑
J ′
1
,J ′
2
|M˜⋆(J ′1, J ′2)|.
For the right hand side of (3.8), we also observe that
(−1)|J1|+|J2|z2n−|J1|−|J2| = (−1)|J ′1|+|J ′2|z2n′−|J ′1|−|J ′2|.
This arguments, together with (3.5), imply
|E det(z −W )|2 =
∑
J,τ
∑
J ′
1
,J ′
2
(−1)|J ′1|+|J ′2||M˜⋆(J ′1, J ′2)|z2n
′−|J ′
1
|−|J ′
2
| =
∑
J,τ
R[1](n′, p′, z).
Finally, recall that the number of subsets J of J1, nK of cardinality k is
(
n
k
)
and for such a
set J the number of τ in M⋆(J) is p!/(p− k)!. We easily deduce the lemma from the last
identities. 
Lemma 3.7. There is a universal constant c > 0 such that
|R[1](n, p, z)| ≤ c(p+ 1)3n!p!zn−pez and |R[2](W, z)| ≤ c(p+ 1)4eβn!p!zn−pez
for z ∈ R+, n ≥ 1 and 0 ≤ p ≤ n.
Proof. The second estimate is a direct consequence of the first one and Lemma 3.5. We
will prove the first estimate by induction in p. Therefore, we will writeWp,n instead ofW
in order to mention the size of the matrix M which is used in the definition of W . Note
that R[1](n, 0, z) = z2n ≤ n!znez. So the estimate holds for p = 0. By Lemma 3.6 for p = 1,
we have
|R[1](n, 1, z)| = |E det(z −W1,n)|2 − nR[1](n− 1, 0, z) ≤ |E det(z −W1,n)|2.
Thus, Lemma 3.4 implies the desired estimate for p = 1.
Now, let p ≥ 2 be an integer and assume that the desired estimate holds for every p′
such that 0 ≤ p′ ≤ p − 1 and for a universal constant c > 0 large enough. We need to
prove this estimate for p. Define
rn,p(z) :=
R[1](n, p, z)
n!p!zn−pez
and en,p(z) :=
|E det(z −Wp,n)|2
n!p!zn−pez
·
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By the induction hypothesis, we have for 1 ≤ k ≤ p
|rn−k,p−k(z)| ≤ c(p− k + 1)3 ≤ cp3.(3.9)
We need to check that |rn,p(z)| ≤ c(p + 1)3. Note also that by Lemma 3.4 we have for c
large enough
0 ≤ en,p(z) ≤ cp2 and 0 ≤ en−1,p−1(z) ≤ cp2.(3.10)
By Lemma 3.6, we have
rn,p(z) = en,p(z)−
p∑
k=1
rn−k,p−k(z)
k!
= en,p(z)− rn−1,p−1(z)−
p∑
k=2
rn−k,p−k(z)
k!
·(3.11)
The same lemma applied to n− 1, p− 1 instead of n, p gives
rn−1,p−1(z) = en−1,p−1(z)−
p−1∑
k=1
rn−1−k,p−1−k(z)
k!
= en−1,p−1(z)−
p∑
k′=2
rn−k′,p−k′(z)
(k′ − 1)! ·
Substituting the obtained value of rn−1,p−1(z) to (3.11) gives
rn,p(z) = en,p(z)− en−1,p−1(z) +
p∑
k=2
[ 1
(k − 1)! −
1
k!
]
rn−k,p−k(z).
Finally, combining this with (3.9) and (3.10), we obtain
|rn,p(z)| ≤ cp2 +
p∑
k=2
[ 1
(k − 1)! −
1
k!
]
cp3 ≤ cp2 + cp3 ≤ c(p+ 1)3.
This ends the proof of the lemma. 
Recall that we have to bound the expectation of | det(z −W )|2. By (3.3), we need to
study E(ξ⋆σ1 ξ¯
⋆
σ2
) for general σ1 and σ2. So we need to consider T (J, σ, τ) defined in (3.1)
for J ⊂ J1, nK of cardinality at most p, σ ∈ Sym(J) and τ ∈M⋆(J). In order to study this
quantity, we will use a graph associated to J, σ and τ as in [2, section 3.1.2].
Draw two parallel lines L+ and L− in R2. Consider the points of abscissas 1, 2, . . . , p in
the upper line L+, corresponding to the index i of tij and the points of abscissas 1, 2, . . . , n
in the lower line L−, corresponding to the index j of tij . These points will be the vertices
of the following graphs. Define the oriented graph Γ(J, σ, τ) by
- joining the point of abscissa τ(j) in L+ with the point of abscissa j ∈ J in L− by a
down edge, and
- joining the point of abscissa j ∈ J in L− with the point of abscissa τ(σ−1(j)) in L+ by
an up edge.
So each vertex of this graph is of degree 2 and belongs to exactly one up edge and one
down edge (we don’t consider the points in L+ ∪ L− which don’t belong to any edge).
Observe that if σ′ is a cycle of σ, J ′ its support and τ ′ the restriction of τ to J ′, then
Γ(J ′, σ′, τ ′) is a cycle and also a connected component of Γ(J, σ, τ). In particular, if j is a
fixed point of σ then the point of abscissa j in L−, the point of abscissa τ(j) in L+ and the
up and down edges joining them constitute a connected component of Γ(J, σ, τ). We call
them components of fixed points. They are the only components in which two vertices
are joined by an up edge and a down edge. We also see that there is a 1:1 correspondence
between (J, σ, τ) and Γ(J, σ, τ).
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Observe also that t¯ij appears in the monomial T (J, σ, τ) if and only if there is a down
edge of Γ(J, σ, τ) joining the point of abscissa i in L+ to the point of abscissa j in L−.
Similarly, tij appears in this monomial if and only if there is a up edge Γ(J, σ, τ) joining
the point of abscissa j in L− to the point of abscissa i in L+. The following lemma is
important for our computation.
Lemma 3.8. Let J1 and J2 be subsets of length at most p of J1, nK. Let σk ∈ Sym(Jk) and
τk ∈ M⋆(Jk) for k = 1, 2. We say that (J1, σ1, τ1) and (J2, σ2, τ2) are compatible if every
component of non-fixed points in Γ(J1, σ1, τ1) is a component of Γ(J2, σ2, τ2) regardless the
orientation, and vice versa. Then if (J1, σ1, τ1) and (J2, σ2, τ2) are not compatible, we have
E
(
T (J1, σ1, τ1)T (J2, σ2, τ2)
)
= 0.
In particular, we have E(ξ⋆σ1 ξ¯
⋆
σ2
) = 0 in the following cases :
(1) σ1 contains a cycle l of length at least 2 such that neither l nor l
−1 is a cycle of σ2;
(2) σ2 contains a cycle l of length at least 2 such that neither l nor l
−1 is a cycle of σ1;
Proof. Observe that in the situation of (1) or (2), (J1, σ1, τ1) and (J2, σ2, τ2) are not com-
patible for all τ1 and τ2. By (3.2), the second assertion is clearly a consequence of the
first one. We prove now the first assertion. Recall from (3.1) that
T (J1, σ1, τ1)T (J2, σ2, τ2) =
∏
j∈J1
t¯τ1(j),jtτ1(σ−11 (j)),j
∏
j∈J2
tτ2(j),j t¯τ2(σ−12 (j)),j .
This is a monomial in tij ’s and t¯ij ’s. By hypothesis, the two graphs are not compatible,
there are two vertices which are joined by exactly one edge of the union of these two
graphs. So for some i, j, the the total degree of this monomial in tij and t¯ij is 1. Since the
tij ’s are independent and of zero mean, we deduce that the expectation of the considered
monomial is also 0. The lemma follows. 
According to Lemma 3.8, in our computation of expectations, we only need to consider
compatible (J1, σ1, τ1) and (J2, σ2, τ2). Let J
F
k denote the sets of fixed points of σk. We
have the following properties :
(P1) We have J1 \ JF1 = J2 \ JF2 . Denote by J0 this set which is contained in J1 ∩ J2.
Denote by σ0k, τ0k the restrictions of σk, τk to J0.
(P2) If l is a cycle in σ01 then either l or l
−1 is a cycle in σ02, and vice versa. Note
that the length of l is at least 2 or equivalently σ01 and σ02 have no fixed point. So τ02 is
uniquely determined by τ01, σ01 and σ02.
(P3) Then the graphs Γ(J0, σ01, τ01) and Γ(J0, σ02, τ02) have the same support, that is,
they are equal if we don’t consider the orientation. In particular, we have τ01(J0) =
τ02(J0). If I0 denotes the last set, then τk(J
F
k ) is contained in J1, nK \ I0.
Denote byM [J0, τ01, τ02] the matrix obtained fromM by removing the columns of index
j ∈ J0 and the lines of index i ∈ I0. This is a matrix of size p0 × n0 with p0 := p − |J0|
and n0 := n − |J0|. Denote also by W [J0, τ01, τ02] the covariance matrix associated with
M [J0, τ01, τ02].
Lemma 3.9. With the above notation, we have that E(| det(z −W )|2) is equal to∑
J0,σ01,σ02,τ01,τ02
(−1)sign(σ01)+sign(σ02)E(T (J0, σ01, τ01)T (J0, σ02, τ02))R[2](W [J0, τ01, τ02], z),
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where J0, σ01, σ02, τ01, τ02 satisfy (P1), (P2), (P3) and R
[2](W [J0, τ01, τ02], z) is defined as in
(3.6) but for W [J0, τ01, τ02] instead of W .
Proof. Denote by τFk the restriction of τk to J
F
k . Using the above discussion, the identities
(3.3), (3.7) and the fact that the tij ’s are independent, we see that E(| det(z −W )|2) is
equal to ∑
J0,σ01,σ02,τ01,τ02
∑
JF
1
,JF
2
,τF
1
,τF
2
(−1)|J1|+|J2|+sign(σ1)+sign(σ2)E(T (J0, σ01, τ01)T (J0, σ02, τ02))
E
(
T (JF1 , idJF1 , τ
F
1 )T (J
F
2 , idJF2 , τ
F
2 )
)
z2n−|J1|−|J2|.
Observe that
(−1)|J1|+|J2|+sign(σ1)+sign(σ2)z2n−|J1|−|J2| = (−1)|JF1 |+|JF2 |(−1)sign(σ01)+sign(σ02)z2n0−|JF1 |−|JF2 |.
Thus, E(| det(z −W )|2) is equal to∑
J0,σ01,σ02,τ01,τ02
(−1)sign(σ01)+sign(σ02)E(T (J0, σ01, τ01)T (J0, σ02, τ02))
∑
JF
1
,JF
2
,τF
1
,τF
2
(−1)|JF1 |+|JF2 |E(T (JF1 , idJF1 , τF1 )T (JF2 , idJF2 , τF2 ))z2n0−|JF1 |−|JF2 |.
It follows from (3.6) and (3.2), applied to W [J0, τ01, τ02] instead of W , that the last
summation is equal to R[2](W [J0, τ01, τ02], z). This implies the lemma. 
End of the proof of Proposition 3.1. We will apply Lemmas 3.7 and 3.9. First, ob-
serve that since tij is of variance 1, we have |E(t2ij)| = |E(t2ij)| ≤ 1 and E(|tij|2) = 1.
Therefore, since for each pair (i, j), the total degree in tij and t¯ij of the monomial
T (J0, σ01, τ01)T (J0, σ02, τ02) is 0 or 2, we deduce that
|E(T (J0, σ01, τ01)T (J0, σ02, τ02))| ≤ 1.
By Lemmas 3.7 and 3.9, we have
E(| det(z −W )|2) .
∑
J0,σ01,σ02,τ01,τ02
|R[2](W [J0, τ01, τ02], z)|
.
∑
J0,σ01,σ02,τ01,τ02
(p− |J0|+ 1)4eβ(n− |J0|)!(p− |J0|)!zn−pez
. p4eβzn−pez
∑
J0,σ01,σ02,τ01,τ02
(n− |J0|)!(p− |J0|)!.
The number of subsets J0 of J1, nK of cardinality k is
(
n
k
)
. When such a J0 is fixed, there
are p!/(p − k)! choices for the injective map τ01 from J0 to J1, pK. By (P3), the map τ02
is uniquely determined by τ01, σ01 and σ02. We also have the following property that we
will prove later.
Claim. When the set J0 of cardinality k is fixed, there are less than (k + 1)! choices for
the pair (σ01, σ02) satisfying the above property (P2).
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This, together with the Stirling’s formula n! ≃ √2npi(n
e
)n and p! ≃ √2ppi(p
e
)p, imply that
E(| det(z −W )|2) . p4eβzn−pez
p∑
k=0
(
n
k
)
p!
(p− k)!(n− k)!(p− k)!(k + 1)!
. p6n!p!eβzn−pez . p13/2n1/2eβnnppzn−pez−n−p.
Hence,
E(| det(z − n−1W )|2) = n−2nE(| det(nz −W )|2) . p13/2n1/2eβn−pppzn−penz−n−p.
A direct computation using Proposition 2.4 shows that the last expression is equal to
p13/2n1/2eβe2nuφ(z). This gives the desired estimate of the proposition.
In what follows, we prove the above claim. We will show that there are at most (k+1)!
choices for (σ01, σ02) satisfying the first part of (P2), that is, we accept fixed points. Let
s(k,m) be the unsigned Stirling’s number which is also the number of permutations of J0
having exactly m cycles [7, p.234]. We have for x ∈ R
k∑
m=1
s(k,m)xm = x(x+ 1) . . . (x+ k − 1),
see [7, Th. A, p.213].
Observe that when we fix a permutation σ01 of J0 which has exactly m cycles (a fixed
point is also considered as a cycle), there are at most 2m choices for σ02 satisfying the
first part of (P2). Therefore, the total number of choices for (σ01, σ02) is at most
k∑
m=1
s(k,m)2m = 2(2 + 1) . . . (k + 1) = (k + 1)!
The proof of the proposition is now complete. 
We continue the proof of Theorem 1.1. Let L be a compact interval in R. Let K be a
compact interval contained in L. Let µ0 be a given probability measure whose support is
contained inK and u0 its logarithmic potential. We assume that there is a constant κ ≥ 1
such that for x1, x2 ∈ K we have
|u0(x1)− u0(x2)| ≤ κ|x1 − x2|.
Let Pp0 denote the set of all monic complex polynomials of one variable and degree p.
Consider a probability measure on Pp0 with p ≥ 1. If Q is a polynomial of degree p and
z1, . . . , zp are its zeros, define
µQ :=
1
p
p∑
k=1
δzk .
This is the probability measure equidistributed on the zero set of Q. We recall the fol-
lowing large deviation theorem from [10] that we will use later for L := [0, 4], K := [a, b]
and µ0 := µ
+
φ .
Theorem 3.10. Let L,K, µ0, u0 and κ be as above. Consider a probability measure on the
set Pp0 of all monic polynomials of degree p and a constant cp ≥ 1 such that the expectation
of |Q(z)|2 for Q ∈ Pp0 satisfies
E(|Q(z)|2) ≤ cpe2pu0(z) for all z ∈ K.
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Then there are positive constants A1 and A2 depending only on L such that
Prob
{
Q ∈ Pp0 , dist(µQ, µ0) ≥ δ
}
≤ A1p2κcpe−A2δp.
Proof. The only difference between this statement and a main result of [10] is the preci-
sion on the constants. We will sketch here the proof in order to see this point. Choose
positive constants A large enough and A2 small enough which only depend on L. Let
Σ be a set of about 2Aκp2 points equidistributed on K. Let E be a set of Q such that
|Q(a)|2 ≥ A−2e2pu0(a)eA2δp for some a ∈ Σ. It is not difficult to see that the probability that
a polynomial Q belongs to E is at most 2A3p2κcpe
−A2δp. It is enough to check for Q 6∈ E
that dist(µQ, µ0) ≤ δ. By Proposition 2.3, we only need to check that |Q(z)| ≤ epu0(z)e 12A2pδ
for z ∈ K since A2 is small enough. Thus, we only have to prove this inequality for
b ∈ K such that |Q(z)|e−pu0(z) is maximal when z = b. Recall that we already have
|Q(a)| ≤ A−1epu0(a)e 12A2δp for all a ∈ Σ.
If m denotes the length of K, there is a point a ∈ Σ such that |a − b| ≤ mA−1κ−1p−2.
Choose an interval K ′ ⊂ K of length m′ := min(m, 1)κ−1p−1 containing a and b (this is
possible when we choose A larger than 1 and larger than the length of L). By definition
of κ and b we get
max
K ′
pu0 −min
K ′
pu0 ≤ min(m, 1) and hence max
K ′
|Q| ≤ e|Q(b)|.
Using the classical Markov brother’s theorem and a simple change of coordinate, we have
max
K ′
|Q′| ≤ m′−1pmax
K ′
|Q| ≤ emin(m, 1)−1κp2|Q(b)|.
It follows that
|Q(a)| ≥ |Q(b)| − |Q(a)−Q(b)| ≥ |Q(b)| − emin(m, 1)−1κp2|Q(b)||a− b| ≥ 1
2
|Q(b)|
since A is large. Thus,
|Q(b)|e−pu0(b) ≤ 2|Q(a)|e−pu0(a)+1 ≤ 2eA−1e 12A2δp ≤ e 12A2δp.
We used in the first inequality that pu0(a)− pu0(b) ≤ 1. The result follows. 
End of the proof of Theorem 1.1. By Lemma 3.2, the matrixW has 0 as an eigenvalue of
multiplicity at least n− p. So to each n−1W = n−1M∗M we can associate the polynomial
Q(z) := z−n+p det(z − n−1W ) which is an element of Pp0 . This induces a probability
measure on P
p
0 because the entries ofM are random variables. Moreover, by Proposition
3.1 and the identity before Proposition 2.4, we have for z ∈ [a, b]
E(|Q(z)|2) ≤ cp13/2n1/2eβe2pu+φ (z) ≤ cn7eβe2pu+φ (z).
Denote by µ+p,n the probability measure µQ with Q associated to W as above. We apply
Theorem 3.10 for L := [0, 4], K := [a, b], µ0 := µ
+
φ , u0 := u
+
φ and for γφ
−1δ instead of δ,
where γ > 0 is a fixed constant small enough. It suffice to choose κ larger than the sup-
norm of the derivative of u+φ on [a, b]. So by Proposition 2.4, if φ = 1 we can choose κ any
constant larger than 1. Otherwise, since a ≥ (1− φ)2/4, we can choose any κ larger than
a constant times φ−1(1 − φ)−1. Observe that in the last case we have φ−1(1 − φ)−1 ≤ n2
because both φ and 1 − φ are larger than 1/n. So in any case, we can choose κ equal to
a big enough constant times n2.
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Let A1 and A2 be as in Theorem 3.10. Take A
′
2 := A2γ and choose A
′
1 equal to a large
constant times A1. In the present context, Theorem 3.10 implies the existence of a set
Ep,n(δ) of (p× n)-matrices such that
Prob(M ∈ Ep,n(δ)) ≤ A′1n11eβe−A2p(γφ
−1δ) = A′1n
11eβe−A
′
2δn
and also
dist(µ+p,n, µ
+
φ ) ≤ γφ−1δ for M 6∈ Ep,n(δ).
Since µp,n = (1− φ)δ0 + φµ+p,n and µφ = (1− φ)δ0 + φµ+φ , the last inequality implies that
dist(µp,n, µφ) ≤ γδ ≤ δ for M 6∈ Ep,n(δ).
This is one of the desired inequalities in the theorem.
Now, we can see in the proof of Theorem 3.10 (applied to γφ−1δ instead of δ) that one
can choose Ep,n(δ) so that if M 6∈ Ep,n(δ) then
|Q(z)| ≤ epu+φ (z)e 12A2p(γφ−1δ) for z ∈ K
or equivalently
1
p
log |Q(z)| ≤ u+φ (z) +
1
2
A2γφ
−1δ for z ∈ K.
On the other hand, we obtain as in the proof of Corollary 2.6 that the density of µ+φ is
bounded by a constant times (1 − φ)−1. Therefore, since γ is small, we deduce from the
last assertion of Proposition 2.3 that
|µ+p,n(I)− µ+φ (I)| ≤
√
φ−1δ
1− φ
for any interval I in R. Thus,
|µp,n(I)− µφ(I)| ≤
√
φδ
1− φ ≤
√
δ
1− φ
which ends the proof of the theorem (we just need to replace the constants A1, A2 in the
theorem by A′1, A
′
2). 
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