Abstract-The performance of networked control systems is strongly affected by time-varying transmission delays. A traditional solution to this problem consists of storing arriving packets in a buffer which smooths delay jitter at the cost of an increased constant delay. The size of the buffer is based on either a long-term or worst case analysis of network behavior leading to poor performance when the instantaneous network behavior is different. To overcome this problem, this paper proposes the following: 1) to adapt the buffer size according to the actual delay variation; 2) to resize buffer content by using cubic spline smoothing which also reduces the signal noise; and 3) to use a Smith predictor at the controller side. Simulation results show that the adaptive buffering strategy reduces delay and packet loss probability while the spline smoothing process improves control performance even in case of constant-size buffers.
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I. INTRODUCTION
N ETWORKED control systems (NCSs) are spatially distributed systems for remote control applications often designed to operate in dangerous environments (e.g., nuclear plant maintenance) or to improve accuracy and safety in teleoperated plants (e.g., robotic surgery) [1] . Fig. 1 shows the basic block diagram of an NCS where the continuous-time plant P (s) and the digital controller C(z) are connected through a wired/wireless packet-based network. Both the controller and plant are represented using a linear model whose transfer functions are given by C(z) and P (s), where z is the Z-transform variable and s is the Laplace variable, respectively. As usual, the controller sends commands u to the plant, aiming at keeping measurement y as close as possible to reference r. In general, NCSs present many challenges for the design of stability-preserving controllers due to potential time-varying delays and packet dropouts [2] , [3] .
Several solutions appeared in the literature during the last decade as reported in the survey paper [4] . The main strategies are based on linear-quadratic control (e.g., [5] and [6] ), on model predictive control (e.g., [7] - [9] ), on gain scheduling (e.g., [10] ), and on passivity theory (e.g., [11] ). Other approaches use the codesign and quality-of-services/control paradigms (e.g., [12] - [15] ) as well as linear matrix inequalities (e.g., [16] ). Due to the very different assumptions on network behavior, it is not easy to compare the different solutions in a fair way.
Even when the reliability of the network infrastructure avoids packet dropouts, time-varying transmission delays are always possible, and they can degrade controller performance by compromising the assumptions on the loop delay. A possible way to address this issue consists of the introduction of a playout buffer which stores received packets and uses them after a constant amount of time. In this way, transmission delay variations and out-of-order packet arrivals can be compensated at the cost of an increased (but constant and known) delay. Such approach is quite common in multimedia (from the pioneer work in [17] to the improvements in [18] and [19] ) and recently has been introduced also within the control community (see [20] - [23] ). Furthermore, the resulting constant delay can be effectively exploited by specific control techniques, e.g., by including a Smith predictor in the loop [24] .
The crucial point in using buffers is the choice of their size which determines the loop delay. Buffer resizing based on the worst case analysis of the network delay variation is rather conservative but leads to poor performance when the network behavior improves. Another possible approach uses long-term statistics: Unfortunately, sudden variations of the delay are not compensated, leading again to poor performance.
The main contribution of this paper is to improve the bufferbased control architecture by the following: 1) estimating the actual delay variation at run time; 2) adapting the buffer size according to the estimated delay variation; 3) resizing the buffer content by using a smoothing technique based on cubic spline (see [25] ) which also reduces the signal noise; 4) adapting the delay in the Smith predictor according to the actual size of the buffers at the controller and plant side.
In this way, we aim at improving the performance by guaranteeing that the closed-loop system works close to its optimal condition. The novelty of this approach is the run-time adaptation of the buffers according to the current network condition.
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. This paper is organized as follows. Section II introduces the concept of buffering and the challenges to be solved to use it in NCSs. Section III presents the proposed solution based on an adaptive buffer/controller architecture. Spline smoothing is the basic element of the proposed approach and is described in Section IV. Simulation results are reported in Section V, and conclusions are drawn in Section VI.
II. PROBLEM DESCRIPTION
The classic NCS with buffers at the controller and plant side can be represented as in Fig. 2 . Let T s be the sample time of the system. Each command and measurement are sent on the network in a different data packet at t = kT s , k ∈ N. Let u s and u r be the commands sent/received to/from the network, respectively, and let y s and y r be the measurements sent/received to/from the network, respectively. In the following, we focus on the delay introduced in the packet transmission; however, the algorithms proposed in Sections III and IV will cope also with packet losses. Let δ C2P be the delay in the forward path and δ P 2C be the delay in the backward path, respectively. The following equations hold:
The network delay is due to different contributions: 1) access delay due to transmission channel arbitration and possible retransmissions; 2) packet coding delay depending on the length of the packet and the physical speed of the link; 3) propagation delay due to the signal propagation over the physical medium; 4) processing delay by intermediate systems, e.g., switch enqueueing in multihop transmissions. The first and last contributions depend on network conditions, and they can change over time. In case of multipath networks, delay variation may lead to out-of-order packet delivery, i.e., u s (k T s ) may arrive before u s (kT s ) even though k > k.
In Fig. 2 , the blocks named PBuffer and CBuffer are firstin-first-out queues, which host a given number of packets. As in multimedia, to reduce the probability of underflow/overflow, buffers are initially filled up to half their size (prebuffering), and then, packets are extracted at 1/T s rate. If the buffer is large enough, it compensates delay variations and sorts outof-order packets according to the original sequence. Therefore, the PBuffer/CBuffer avoids packet dropouts due to late and out-of-sequence arrivals and allows applying the commands/ measurements with the original sampling rate, thus simplifying the design of the discrete-time controller C(z). The presence of the buffer makes the total delay constant but larger than the actual network delay because of the presence of the prebuffering delay. Let u B and y B be the commands and measurements extracted from the PBuffer (of size S P ) and CBuffer (of size S C ), respectively. The following equations hold:
where τ P and τ C are the constant forward and backward path delays. They are given by
where μ C2P and μ P 2C are the average values of the network delay from controller to plant and from plant to controller, respectively, while (S P /2)T s and (S C /2)T s are the prebuffering delays of PBuffer and CBuffer, respectively. Therefore, the resulting overall loop delay (i.e., round-trip delay) is constant and equal to
To reduce packet dropouts due to buffer overflow and underflow, the value of S P and S C should be proportional to the variation of network delay
where σ C2P and σ P 2C are the standard deviations for the controller-to-plant and plant-to-controller paths, respectively, and B is a number depending on the delay statistics [17] .
Since buffers lead to a constant loop delay, a Smith predictor with parameter h given by (5) can be used at the controller side [24] as shown in Fig. 2 . It is well known that the Smith predictor allows improving the response to command signals when the plant P (s) is asymptotically stable. The inner controller C(z) can be designed as if the transmission delay were absent. For this reason, the same tuning of C(z) can be used for different values of loop delay, provided that it is constant and known at the controller side so that h can be modified accordingly. Even though the delay is still in the loop, the output y follows quite well the reference r with a fixed time shift which depends on h.
Network conditions may vary over time, and the long-term value of delay variation is usually different from the shortterm value. If buffer sizes are decided based on long-term delay variation, then they can lead to packet losses in the worst case periods and to unnecessary high delays in the other cases. If buffer size is derived from the highest delay variation, then no packet loss occurs, but unnecessary delays are applied most of the time. Both packet losses and high delay (even if constant) compromise the tracking performance between the output of the plant and the reference signal. To overcome this problem, we propose to adapt the size of the buffers according to the short-term value of delay variation. When the variance decreases, the buffer will be shrunk to reduce the delay; when the variance increases, the buffer will be increased to keep the dropout probability low. In this way, the introduced delay is piecewise constant, and its value is minimized; furthermore, the possibility to use the Smith predictor in parallel to the controller is preserved.
To create this novel solution, the following issues have to be addressed.
1) Estimation of delay variation:
The mean and standard deviation of network delay need to be estimated at run time by inspecting arriving packets or relying on a network management component. 2) Buffer resizing: In adaptive Voice-over-IP applications playout time is shifted in the silence intervals between talk spurts [17] , whereas in control applications the buffer content has to be resized to continuously feed the plant and controller with commands and measurements, respectively. 3) Communication about buffer resizing: The Smith predictor-based controller is quite sensitive to the accuracy of the loop delay h; therefore, its new value, due to buffer resizing, has to be communicated to the controller as soon as possible.
All these issues are addressed in the next section, which presents a methodology and an architecture to jointly adapt the buffers and controller according to network condition.
The model in Fig. 2 also considers noise n which affects plant measurements and, thus, also control performance. In Section IV, we will show that the algorithm for buffer content resizing can also be used to reduce this noise.
III. ADAPTIVE BUFFER/CONTROLLER APPROACH
As presented in Fig. 3 , the resulting architecture contains new blocks with respect to the traditional scheme (see Fig. 2 ) to perform the following operations: 1) computation of network statistics; 2) adaptation of buffer size; 3) resizing and smoothing of buffer content. The first two items will be described in this section while the third will be addressed in Section IV.
A. Computation of Network Statistics
In the proposed architecture, the size of PBuffer and CBuffer is not constant but depends on the short-period value of the standard deviation of network delay according to (6) . Furthermore, the Smith predictor used at the controller side needs to know the loop delay h. There are different ways to estimate these statistics. 1) They can be provided by the network management component; this feature is network dependent, and it is not always available in all network implementations. 2) They can be estimated as suggested by the Real-time Transport Protocol (RTP) standard [26] ; standard deviation on both sides of the network can be estimated from the interarrival jitter of the packets while loop delay can be estimated from the round-trip time of RTP Control Protocol packets. 3) Network delay for each packet can be computed by storing the transmission time stamp in the packet header and subtracting it from the reception time; loop delay is computed by summing up the delay in both directions while standard deviation is estimated from the delay. This approach assumes that the controller and plant are synchronized; this assumption can be satisfied by using either a synchronization protocol found in the literature (e.g., [27] ) or a common synchronization source such as GPS [28] . In this paper, we follow the last approach since it is simpler to be presented and implemented in the experiments. It is worth noting that the proposed adaptive buffering methodology is independent of the way that delay variations and loop delay are estimated. Furthermore, such estimation protocols use a constant amount of network capacity, and thus, they do not interfere with the adaptive buffering approach which is sensitive to variations of network condition.
The average delay is estimated as follows:
where t k u r and t k y r are the kth transmission time stamps of the received commands and measurements, respectively, while W is the length of a sliding window. The window length W (W T s in seconds) has to be large enough to have "statistically reasonable" estimates of mean and variance. However, W should not be too large; otherwise, the system would not adapt promptly. From the tuning viewpoint, this parameter is selected by looking at past time series of the communication delay. In the literature, there is a wide discussion on the estimation of network statistics: Another possible solution is the implementation of a low-pass filter [17] , [26] . The sample standard deviationsσ C2P (kT s ) andσ P 2C (kT s ) are computed as usual. Two blocks called Network Statistics are introduced at the controller and plant sides to computeμ C2P ,σ C2P and μ P 2C ,σ P 2C , respectively.
The end-to-end delay is made constant by the presence of the buffer, and its variation depends only on the variation of the buffer size according to (3) and (4). Therefore, the delay has to be computed after buffer resizing to update the loop delay.
The end-to-end delay in both directions is computed as the difference between the current time and the time stamp of the samples exiting the PBuffer/CBuffer as follows:
Such delay values are summed up at the controller side to obtain the loop delay needed by the h parameter of the Smith predictor. It is worth remarking that the τ P delay information has to travel through the network thus being affected by delay and data packet losses. In this case, the h parameter of the controller is not aligned promptly with the actual loop delay, thus leading to a transitory loss of performance. For simplicity's sake, in this paper, we assume that a high-priority channel is used to send τ P , thus reducing the possibility of delayed arrival and packet losses (see bold line in Fig. 3 ). The average and standard deviation are not updated if packets do not arrive at the destination or the delay is very high. To take this case into account, the adaptation of buffer size does not depend only on such statistics but also on the current amount of data within the buffer as described in the next section.
B. Adaptation of Buffer Size
In this section, we analyze the dynamic change of the size of PBuffer and CBuffer. According to (6) , the choice of buffer size is driven mainly by the standard deviation of the delay of the incoming packets. As explained in the previous section, this value is estimated at each packet arrival over a window of W packets. Buffer resizing requires some operations on the buffer content (see Section IV), and therefore, we decided to trigger it when the relative difference between the desired value (i.e., according to standard deviation) of buffer size and the current value is higher than a given threshold T h S . When the buffer size is changed, also its content has to be modified to guarantee that the buffer occupancy degree is preserved. In particular, it is worth recalling here that the buffer works in its optimal condition when it is half filled because the probability of buffer under/overflow is minimized and, at the same time, the delay is kept constant. If the new size is larger than the actual size, "virtual" data should be put in the buffer. On the other hand, if it is smaller, then, in the buffer, there are more data than needed, and a strategy to throw away some of them is required. The solution to this problem is described in Section IV.
In case of a long sequence of packet loss events or if the delay is increasing, statistics computation is delayed, and the delay in buffer adaptation could lead to potential buffer underflow. To address this case, buffer size adaptation is also triggered if the relative difference between the current buffer level L P (L C ) and the optimal one (i.e., half of the current buffer size) is higher than a given threshold T h L . In this case, only the buffer content is resized to bring the buffer level to half of the buffer size while the buffer size is not changed.
The thresholds T h S and T h L are application and network dependent: The choice of these parameters is part of the tuning of the control architecture (such as the tuning of the PID controller C(z)).
As a result, new blocks are introduced in the architecture both at the controller and plant side (namely, PAdapter and CAdapter) to implement the following adaptation algorithm.
1: procedure ADAPTBUFFER (σ, S, L, T h S , T h L )
σ is the new estimation of standard deviation 2: S and S opt are the current and the optimal buffer sizes 3:
S is the new buffer size 4:
L and L opt are the current and the optimal buffer levels 5: L is the new buffer level 6:
T h S is the threshold on size changes 7:
T h L is the threshold on buffer level changes 8: 9:
resizeBuffer(L , S ) Change buffer level 19: end if 20: end procedure Remark 1: In this paper, we focus on the performance improvement, taking for granted the system stability. This topic deserves an in-depth study that cannot be included here due to space limitation. However, we would like to provide some hints that will be further elaborated in a future work. The overall loop delay h changes after any buffer resizing, leading to a piecewise-constant function. This means that the closedloop system (plant, controller, Smith predictor, and delay) can be modeled as a switched system x(k + 1) = A σ(k) x(k) + B σ(k) r(k), where the switching signal σ(k) is triggered by the change of h. Rewriting the original NCS as a switched system allows us to use methods such as the minimum dwell time and the multiple Lyapunov function to formally prove the system stability [29] .
IV. CONTENT RESIZING AND SMOOTHING
The problem of buffer content resizing has been formulated as the problem of obtaining an analytical curve from the samples currently in the buffer and then resampling it with a different sampling rate. This approach has the following advantages: 1) missing samples (due to packet loss or late arrival) can be estimated by interpolation; 2) noise (e.g., measurement noise) can be eliminated by introducing a smoothing effect in the generation of the analytical curve. Among the different solutions available in the literature to obtain an analytical curve from a sequence of samples, we chose the spline approach [25] .
A. Spline Smoothing
Let B j,k,t be the jth B-spline of order k for the knot sequence t. According to De Boor [25] , the spline space $ k,t is the space of any linear combinations of B j,k,t splines
where g is an unknown smooth function, t i is the time, and e is the additive noise. Let t be the knot sequence related to the sample times t 1 , . . . , t i , . . . , t N . The problem of estimating the function g within the space $ k,t can be formalized as finding
where
The performance index W (f ) is due to Schoenber, Reinsch, and Whittaker [25] , and it takes into account the "interpolation" part W 1 (the estimated curve should stay close to the sampled data) and the "regularization" part W 2 (a smooth curve is desired to filter out the noise). The choice of the coefficient α is crucial for the tradeoff between the two conflicting terms. The coefficients w i are used to weight each sample y i according to its importance. In this paper, we use cubic splines, i.e., k = 3, and the derivative order in (14) is m = 2.
B. Data Smoothing and Estimation of Missing Packets
In the present context, the sampled data y i are the sequence of commands/measurements currently in the PBuffer/CBuffer. We will focus on the processing of the data in the PBuffer; the same line of reasoning holds for the CBuffer.
We start by assuming that all commands u s (t) uniformly sampled at t = kT s are received, i.e.,
Owing to the buffering, it is possible to reorder the out-ofsequence commands and to retrieve the original sampling order. Let L P be the current buffer level. This means that the buffer adds to any commands a fixed delay equal to T s L P . At time t, kT s ≤ t < (k + 1)T s , the following elements are within the PBuffer: The data in the buffer can be seen as the commands that will be applied in the future. To smooth or estimate the "actual" command (in case it is delayed or lost), it is important to keep a window of past commands to be processed together with the future ones.
LetÛ B and U B be the p past commands and the commands in the buffer, respectivelŷ
with the corresponding sampling sequenceŝ
Since the sampling is uniform, there is no need to keep the k index: What matters is the interdistance between consecutive points, i.e.,t
To estimate the valueû B (kT s ) (the empty square in Fig. 4) , it is necessary to go through the following steps. 1) Solve the problem (13) and (14) with
2) Let g(t) = j a j B j,t be the solution of the previous step, and thenû
This procedure can be used even though some points in U B are missing and therefore also when the missing point is the command needed at the current time, i.e., u B (kT s ). As we will show in Section V, this algorithm allows the following: 1) to remove noise from the data contained in the buffer (which is especially important at the controller side since the received measurements are affected by noise); 2) to estimate missing commands and measurements from past and future values.
C. Resizing the Buffers
When the buffer size has to be changed, also the buffer content needs to be adapted to preserve the buffer level; this section explains the data decimation when the buffer dimension is decreased and the introduction of virtual data when the buffer dimension is increased. The procedure is still based on the cubic spline smoothing and goes through the following steps.
1) Let g(t) = j a j B j,t old (t) be the curve which is the solution of the problem (13) and (14) with
2) Let S new P and S old P be the new size of the buffer and the current one, respectively; then, "stretch" the time according to the ratio κ : The adaptive buffering algorithm can be used in real-time applications because a recursive implementation allows an efficient spline computation (e.g., see [30] and the references therein). Moreover, the number of samples to be processed within the buffer is usually small.
V. SIMULATION RESULTS
The proposed adaptive buffer/controller strategy has been validated on a Matlab/Simulink scenario with a first-order plant
and a proportional-integral (PI) controller
The sample time T s for commands and measurements has been set to 1 ms, whereas the noise variance is 0.01. At each sample time, a packet is generated for each command/measurement. The window W is set to 100 (i.e., 0.1 s), and the thresholds T h L and T h S in the ADAPTBUFFER() procedure are both equal to 0.2.
The following strategies have been compared. 1) Unbuffered, i.e., there is no buffer at both sides: The plant applies the most recently received command only if its sequence number is greater than the previous one and considers the other packets as lost; in this case, the previously applied data are held. The similar strategy is adopted at the controller side. 2) Constant-size buffer (CB), i.e., a simple queue to store data: Out-of-sequence packets can be sorted inside the buffer, provided that they arrive before their playout time; otherwise, the last applied data are held. Buffers containing 20, 30, 45, and 90 packets have been considered. 3) Smoothing buffer (SB), i.e., a CB in which data smoothing and estimation of missing packets are performed: Buffers containing 20, 30, 45, and 90 packets have been considered. 4) Adaptive smoothing buffer (ASB) performing data smoothing, estimation of missing packets, and adaptation of buffer size and buffer level; referring to (6), B = 3 has been used. The controller parameters K P , K I have been chosen so that the overshoot of the step response is less than or equal to 10%. Their values are the same for all the cases in which a buffer is present, either fixed or adaptive, since the Smith predictor makes the choice of K P , K I independent of the delay, provided that it is known (owing to the presence of the buffer). The Smith predictor uses the discrete-time approximation of P (s) at sample time T s . In the unbuffered case (without the Smith predictor), the controller parameters have been chosen by considering an average delay over the whole simulation. 
A. Real Wireless Scenario
The proposed approach has been applied to a real network scenario featuring a constant-bit-rate transmission between a mobile node and a stationary node [31] . The gray dots in Fig. 6 represent the network delay. The solid line is the almost piecewise-constant delay obtained by using our adaptive buffer technique. It is worth highlighting that the proposed approach is able to track also sharp spikes.
In the following tests, the network has been simulated by using a data structure which sorts packets according to their associated delay. The sequence of delay values has been generated through a stochastic process based on a Gaussian distribution; values less than a minimum delay τ min are replaced by τ min . Since we are interested in time-varying network conditions, the sequence of delay values has been merged from three subsequences obtained by using different sets of generation parameters as reported in Table I . Gray dots in Figs. 8 and  10 show an example of the network behavior used in the experiments.
The motivation behind this choice is twofold. 1) In the short period, there are many independent sources of delay that can be approximated by a Gaussian variable with constant mean and variance (central limit theorem). 2) In the long period, the causes of big changes in mean and variance are phenomena which span over a significant number of packet transmission intervals (e.g., a competing traffic is switched on). For the sake of simplicity, the statistics of the two paths (plant to controller and controller to plant) are assumed equal.
B. Regulation Test Case
In this test case, the controller has to keep the output of the plant as close as possible to zero in spite of measurement noise and network problems. columns report the mean and standard deviation of the tracking error over ten simulations with different initialization of the random number generator (used to obtain packet delay values). The tracking error is computed as the standard deviation of the difference between the reference signal r and the measurement y. Two different tracking error metrics have been considered, i.e., at the plant side (r − y s ) and at the controller side (r −ŷ B ).
As expected, the latter is higher due to measurement noise and network problems. The last three columns show the packet loss rate during three different simulation intervals characterized by different network condition. Results show that the ASB strategy provides performance close to that of the best CB without the need of a priori knowledge of the delay statistics. Even if it does not provide the best performance in each interval, it guarantees a smooth behavior between different network conditions. It is worth remarking that a first significant improvement is given by the proposed data smoothing and estimation function even if the buffer size is kept fixed (i.e., with the SB strategy). In fact, this preprocessing decreases the tracking error (particularly at the controller side) by decreasing the measurement noise and estimating lost data packets.
C. Tracking
The second test case evaluates the tracking of a reference signal r. Fig. 7 shows the tracking performance when the SB strategy is used. The behavior of the network is still consistent with the parameters in Table I . In the case with S P = S C = 20 [see Fig. 7(a) ], the tracking error increases between 5 and 10 s when the standard deviation of the delay is high, leading to several packet dropouts. Vice versa, in the case with S P = S C = 90 [see Fig. 7(b) ], the tracking performance is good for the whole simulation but with a higher delay. Fig. 8 shows the network delay (gray dots) and the controller-to-plant delay when S P = 20 (solid line) and S P = 90 (dashed line): The gray dots above the two lines correspond to packet dropouts. As expected, a larger buffer reduces the packet loss rate but increases the time lag between reference r and output y. Fig. 9 shows the tracking performance with the ASB strategy. With respect to Fig. 7 , the output y follows accurately the reference r also in the presence of high variations of the network delay, and the displacement between the two curves is minimized. Fig. 10 shows the delay introduced by the ASB buffer (solid line) with respect to the network delay (gray dots).
We can see that the former changes over time according to the network condition. In this way, the number of gray dots over the line (which correspond to packet dropouts) is minimized. The buffer delay behavior is piecewise constant to minimize computation effort and artifacts due to buffer content resizing. Table III compares the behavior of the different buffering strategies for the tracking test case. The second column reports the controller-to-plant delay which depends on buffer size; in case of the ASB strategy, an average delay has been computed for each period of the simulation characterized by different network condition. The third column shows the mean and standard deviation of the tracking error over ten experiments. The tracking performance is reported for each period of the simulation. To emphasize the tracking artifacts over the simple effect of buffer delay (which is known in advance when the buffer size is decided), the tracking error has been computed by shifting the reference signal with the delay reported in the second column.
The SB strategy outperforms the pure buffer strategy owing to the smoothing/estimation function that reduces noise and the effect of packet loss. The ASB strategy provides results which are close to the best results of the SB strategy in the different periods. Even if the ASB strategy may not provide the best results, it has the advantage of adapting to the network condition without any a priori knowledge. It is worth remarking that such slightly worse result (compared to SB S = 90) within the [5] [6] [7] [8] [9] [10] range (higher variability interval) is due to the transient phase during the adaptation. This means that, in longer periods, this effect is averaged out. 
D. Noise Reduction and Tracking Error
Table IV reports the effect of different amount of noise on the tracking error in the presence of the smoothing feature of the SB strategy (also within the ASB strategy). The tracking error is reported as the increase of percentage with respect to the noiseless case. The first two rows show, as expected, an error increase corresponding to the increase of the noise variance. For the same values of noise variance, the smoothing feature of the buffering strategy reduces significantly the effect of noise on the tracking error.
VI. CONCLUSION
An improved buffer management strategy has been presented for NCSs with time-varying communication delay. At run time, the buffer size is changed to match the variation level of the estimated network delay. Also, the buffer level can be changed when it may lead to underflow or overflow. In these cases, buffer content must be resized to avoid gaps in the control/measurement flow; a methodology based on spline smoothing has been proposed which also reduces measurement noise and estimates lost packets. Simulation results show that the adaptive buffering strategy reduces delay and packet loss probability while the spline smoothing process improves control performance even in case of CBs. Future work will present the proof of system stability which takes into account the presence of piecewise-constant delay and the shrinking/increasing of the buffer content.
