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EPÍGRAFE
"Tudo é possível ao que crê"
Nosso Senhor Jesus Cristo (Marcos 9:23)
RESUMO
O sistema elétrico no Brasil, classificado como um sistema hidro-termo-eólico de grande
porte, é quase todo interligado, atendendo a mais de 95% da demanda por energia elétrica
do país. O Setor Elétrico Brasileiro é portanto formado pelas empresas que atuam na ca-
deia produtiva da energia elétrica e pelas diversas empresas ligadas ao governo, responsá-
veis por disciplinar as ações das empresas produtivas e por centralizar as decisões de pla-
nejamento da expansão, planejamento da operação, formação de preços e regulação. No
planejamento da operação, desenvolvido pelo Operador Nacional do Sistema Elétrico, são
utilizados, mediante regulamentação, modelos matemáticos responsáveis pela otimização
do sistema. Como subproduto da otimização, os modelos calculam o Custo Marginal da
Operação que é utilizado como preço da energia no mercado de curto prazo. Otimizar ma-
tematicamente um sistema com o porte do brasileiro é uma tarefa de altíssima complexi-
dade tendo em vista os desafios intrínsecos à otimização de grande porte, à não linearidade
e não convexidade características da geração hidroelétrica e à estocasticidade das vazões
afluentes, o que levou os modelos oficiais a incorrerem em simplificações na representação
matemática afim de se viabilizar o seu tempo computacional. Em geral, esses modelos ofi-
ciais ditaram o paradigma de otimização no Brasil, o qual se limitou em grande medida a
melhorar marginalmente as representações oficiais. Até o momento, não se tem notícia de
um modelo que represente adequadamente as características do sistema brasileiro. Algu-
mas propostas linearizam e agregam as usinas de maneira a privilegiar a estocasticidade das
vazões. Outras representam as usinas de maneira individualizada mas abrem mão da solu-
ção estocástica do problema. O modelo proposto nesta tese procura preencher essa lacuna
a partir da representação individualizada das usinas, com observação da não linearidade e
não convexidade e ainda de maneira estocástica. A utilização do Custo Marginal calculado
pelo modelo de otimização como preço encontra respaldo na teoria econômica nos estu-
dos de monopólios e mercados perfeitamente competitivos. Entretanto, esse fundamento
se baseia em uma modelagem cuja demanda possui elasticidade em relação ao preço, o que
não ocorre na representação da demanda nos modelos oficiais. A partir dessa observação,
a hipótese da negligenciabilidade da elasticidade preço da demanda é testada mediante sua
incorporação ao modelo proposto neste trabalho e comparação dos resultados de casos com
demanda inelástica e elástica.
Palavras-chave: Otimização Estocástica, Formação de Preço, Despacho Hidrotér-
mico, IPOPT, Progressive Hedging, Elasticidade da Demanda.
ABSTRACT
The electric system in Brazil, classified as a large hydro-thermal-wind power system, is al-
most all interconnected, meeting more than 95% of the country’s demand for electricity.
The Brazilian Electricity Sector is comprised of companies operating in the electricity supply
chain and the various government-related companies responsible for disciplining the acti-
ons of productive companies and for centralizing decisions regarding expansion planning,
operation planning, pricing and regulation. In the operation planning, developed by the
National Electric System Operator, are used, by regulation, mathematical models for the sys-
tem optimization. As a byproduct of optimization, the models compute the Marginal Cost
of Operation that is used as price of energy in the spot market. Mathematically optimizing
a Brazilian-sized system is a highly complex task given the intrinsic challenges of large-scale
optimization, the nonlinearity and non-convexity characteristic of hydroelectric generation
and the stochastic flow rates, which led to official models to incur simplifications in mathe-
matical representation in order to make their computational time feasible. In general, these
official models dictated the optimization paradigm in Brazil, which was limited in improving
official representations. Untill now, there is no model that represents the Brazilian’s system
characteristics. Some proposals linearize and aggregate the plants in order to represent the
stochastic flow. Others represent the plants as individual but without the stochastic solu-
tion. The model proposed in this thesis seeks to fill this gap with the individualized plants
representation, nonlinearity and non-convexity observation and also in a stochastic man-
ner. The use of Marginal Cost computed by the optimization model as price is supported
by economic theory in studies of perfectly competitive markets and monopolies. However,
this foundation is based on a modeling whose demand has price elasticity, which does not
occur in demand representation in official models. From this observation, the hypothesis of
negligible price elasticity of demand is tested by incorporating it into the model proposed in
this thesis and comparing the results of cases with inelastic and elastic demand.
Keywords: Stochastic Optimization, Pricing, Hydrothermal Dispatch, IPOPT, Pro-
gressive Hedging, Elastic Demand.
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1 INTRODUÇÃO
Aproximadamente um milhão de anos atrás o homem consumia energia por meio
da alimentação, exposição do próprio corpo ao sol ou pelo uso de pedras ou do solo também
aquecidos pelo sol. Seu consumo diário estimado era de aproximadamente 2.000 kcal/dia.
O homem no século XXI, por sua vez, utiliza energia por diversos outros meios. Di-
retamente, o uso da energia está presente no transporte, iluminação, climatização, armaze-
namento e preparação de alimentos, higiene pessoal, entretenimento, etc. E indiretamente,
na maioria das etapas da imensa cadeia de produção que caracteriza a economia moderna
(século XXI). De acordo com IEA (2016) o consumo de energia mundial foi de 9.425 Mtoe 1
em 2014, o que equivale a aproximadamente 13.000.000 Kcal per capita, considerando uma
população mundial na ordem de 7.2 bilhões de pessoas. O consumo per capita de energia
aumentou em 6.500 vezes em 1 milhão de anos.
Grande parte da energia consumida no mundo é sob a forma de eletricidade e, em
geral, quanto maior for o PIB 2 de um país, maior será o consumo de energia elétrica, em
função de sua forte presença na cadeia produtiva. Desta maneira, é fácil concluir que qual-
quer país que almeja crescimento econômico (que pode ser traduzido em crescimento do
PIB) deve dar atenção a este setor da sua economia.
A energia elétrica é produzida, em grande escala, a partir de fontes primárias como,
por exemplo, a queima de combustíveis fósseis, a fissão nuclear ou a solar. Esta última pode
ser aproveitada de forma direta por meio de painéis fotovoltaicos, ou de maneira indireta,
uma vez que a ela provoca o ciclo da água o que permite o aproveitamento do recurso hí-
drico sob a forma de quedas d’água e também provoca a movimentação do ar na atmosfera,
por causa da convecção, o que permite a geração eólica. Neste contexto, em virtude dos
elevados impactos econômicos, ambientais e sociais, o estabelecimento adequado de uma
matriz energética de um país ou região é fundamental para o desenvolvimento com susten-
tabilidade.
1Toe significa Tone of Oil Equivalent e 1 Mtoe equivale a 42.000.000 gigajoules ou 11.630GWh
2Produto Interno Bruto
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O entendimento atual é que esta questão deva ser gerida pelo Estado e por isto no
Brasil existem diversas instituições governamentais, que serão destacadas no Capítulo 2,
cujo objetivo é disciplinar esse setor da economia, o que ilustra a forte cultura intervenci-
onista em vigor. Em outros países tal intervenção não é tão forte. Desta maneira, tem-se o
Setor Elétrico Brasileiro (SEB), caracterizado por tais empresas ou instituições ligadas ao go-
verno controlando as atividades das diversas empresas de geração, transmissão, distribuição
e comercialização de energia elétrica, as quais atuam, principalmente, no âmbito do Sistema
Interligado Nacional (SIN) que é o sistema de produção e transmissão de energia elétrica do
Brasil. Devido às suas características o SIN é classificado como um sistema hidro-termo-
eólico de grande porte, uma vez que sua matriz energética é predominantemente hidráulica
com uma complementação térmica e eólica.
Em qualquer sistema de produção de energia elétrica, a energia deve ser produzida
no mesmo instante em que é consumida (FORTUNATO et al., 1990), não havendo possibi-
lidades reais de armazenamento em grandes quantidades. Desta forma, a operação de um
sistema como o SIN é muito complexa e necessita de um planejamento hierarquizado em
diferentes escalas de horizontes. O objetivo do planejamento da operação do Sistema In-
terligado Nacional é a minimização do custo da operação ao longo do horizonte de estudo,
sendo este, o custo relativo à geração termoelétrica de todo o sistema. Desta forma, o pro-
duto do planejamento da operação é uma sequência de decisões de geração hidráulica e
térmica que resulta em um mínimo custo de complementação térmica no atendimento à
demanda.
Obter esta sequência de decisões de geração ótima não é uma tarefa trivial. Além
do elevado número de usinas, a grande extensão e capilaridade da rede de transmissão, exis-
tem o acoplamento temporal e espacial das decisões, relações não lineares entre as varáveis,
a configuração dinâmica do sistema e principalmente as incertezas a respeito das vazões
futuras e a demanda. O acoplamento temporal e espacial das decisões em um sistema no
qual existe incerteza é um dos aspectos mais críticos no processo de otimização. A deci-
são de gerar mais em uma determinada usina leva ao deplecionamento do seu reservató-
rio e uma capacidade menor de gerar ali no futuro (acoplamento temporal). Da mesma
forma, gerando mais nela leva à redução da geração em outras usinas (acoplamento espa-
cial) levando-as ao enchimento do respectivo reservatório e uma capacidade maior de gerar
no futuro. Isso mostra que esses acoplamentos espaciais e temporais se influenciam mutua-
mente. Tal influência já insere no problema uma grande complexidade. Isso se agrava muito
com a necessidade de se tratar matematicamente a incerteza sobre os futuros cenários de
vazões.
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Para lidar com toda esta complexidade são utilizados, mediante regulamentação,
os modelos NEWAVE e DECOMP (SOUSA et al., 2014). Eles ofertam uma política ótima de
operação e ainda são capazes de oferecer o Custo Marginal de Operação (CMO) que é um
subproduto do processo de otimização o qual é utilizado como base para a apuração do
Preço de Liquidação das Diferenças (PLD) 3. Importante mencionar que a igualdade entre
CMO e PLD, forçada também por meio de regulação, se fundamenta na teoria econômica
que busca emular um ambiente de competição perfeita no qual se disponibiliza mais pro-
dutos (no caso energia) a preços mais baixos, o que é melhor para a sociedade. Entre os di-
versos problemas relativos à essa abordagem destaca-se o fato desse fundamento ser válido
quando a demanda é elástica em relação aos preços, o que não ocorre na representação dos
modelos NEWAVE e DECOMP, visto que a carga (demanda) é um dado de entrada que inde-
pende diretamente do preço que será calculado. Esta violação do fundamento econômico
representa uma lacuna que se pretende preencher com esta tese, visto que, até o momento,
o único trabalho que se noticia é Sousa (2010) no qual foi introduzida a elasticidade da de-
manda nos modelos oficias cuja representação das usinas é agregada a partir do segundo
mês. Essa representação pode não sinalizar todo o efeito da elasticidade da demanda visto
que a capacidade de coordenação das cascatas está diretamente relacionada com os pata-
mares de demanda, aos quais o processo de otimização está submetido. Portanto, a repre-
sentação matemática das usinas de maneira individualizada é fundamental para a adequada
avaliação da resposta da demanda.
Os modelos NEWAVE e DECOMP utilizam como técnica de otimização a Programa-
ção Dinâmica Dual Estocástica. Ela é considerada uma técnica adequada para problemas
em que se tomam decisões sequenciais e inter-relacionadas mas, por outro lado, sofre com
a chamada "maldição da dimensionalidade", dado que o algoritmo de Programação Dinâ-
mica possui complexidade exponencial, ou seja, o tempo computacional a ele associado
cresce exponencialmente com o número de estados (reservatórios neste caso). Para que seja
viável sua aplicação em um sistema com o porte do Sistema Interligado Nacional, são ne-
cessárias algumas simplificações como, por exemplo, a agregação dos aproveitamentos em
alguns poucos reservatórios equivalentes de energia (PEREIRA; PINTO, 1985), a linearização
das diversas relações não-lineares das variáveis envolvidas (PEREIRA; PINTO, 1984) e ainda
a decomposição de Benders (BENDERS, 1962).
A importância destes modelos computacionais e os impactos de seus resultados no
SEB, levaram a ANEEL a considerar o tema estratégico. Com isto foi lançado o edital de P&D
3O PLD é o preço da energia no mercado de curto prazo. Ele é utilizado para se liquidar a diferença entre os
montantes de energia contratados e os montantes verificados na operação do sistema
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Estratégico da ANEEL em 2008 sendo este o tema 1 com o título “Modelos de Otimização do
Despacho Hidrotérmico", que por sua vez, possuía cinco linhas de pesquisa desenvolvidas
pelas instituições:
1. PUC-Rio e UFJF
2. Unicamp
3. USP e Unicamp
4. UFSC
5. UFPR e Lactec
A linha 5 (UFPR e Lactec) cujo objetivo foi o desenvolvimento de um modelo deno-
minado Phoenix, emitiu seu relatório final em novembro de 2012 (BESSA et al., 2012), fato
que marcou o término do projeto. Em dezembro de 2016, foi iniciado um novo projeto de
P&D, denominado de Lynx, para dar continuidade àquele finalizado em 2012 e dentro deste
novo projeto está inserido o curso de doutorado referente à esta tese.
O projeto Lynx está voltado, em linhas gerais, para o tratamento individualizado dos
reservatórios, não linear, multiobjetivo, estocástico e capaz de verificar as restrições elétri-
cas. Deste modo, em função da "maldição da dimensionalidade"e simplificações metodoló-
gicas decorrentes, a técnica de otimização adotada não será a Programação Dinâmica. As-
sim como ocorrido no Phoenix (BESSA et al., 2012), será utilizada a Programação Não Linear,
por permitir a representação individualizada das usinas com seus respectivos reservatórios
bem como as não linearidades características do problema. Em conjunto com a Progra-
mação Não Linear, outros métodos são utilizados no tratamento das variáveis estocásticas
envolvidas no problema do despacho hidrotérmico. (MARTINS, 2009) e (ZAMBELLI, 2009)
utilizaram o controle preditivo enquanto Santos et al. (2009) e (ALMEIDA, 2013) aplicaram
o Progressive Hedging que apesar de ter sido utilizado com Programação Linear, pode ser
aplicado com Programação Não Linear.
Entre os métodos de solução de problemas de Programação Não Linear tem-se o
Método de Pontos Interiores Não Linear, como o implementado por (WÄCHTER, 2002) e
(WÄCHTER; BIEGLER, 2006)4, o qual deu origem a um pacote de software aberto chamado
IPOPT 5, e que será objeto de estudo neste trabalho. Pretende-se aplicá-lo em conjunto com
4Neste ponto é importante ressaltar que não se trata do Método dos Pontos Interiores Linear (KARMARKAR,
1984)
5 IPOPT - Interior Point Optimizer, cuja pronuncia é aipiopt
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o Progressive Hedging para a solução do problema estocástico. De acordo com a documen-
tação a respeito, o IPOPT é capaz de resolver problemas de otimização não linear de grande
escala mesmo quando envolve funções não convexas, como as funções de produção das usi-
nas hidrelétricas e que também pode ocorrer quando a demanda é elástica em relação aos
preços. Este é um dos motivos pelos quais se utilizará o pacote.
1.1 OBJETIVOS
1.1.1 Objetivo Geral
O objetivo geral deste trabalho é investigar métodos e pacotes computacionais ca-
pazes de resolver o problema do despacho hidrotérmico aplicado ao Sistema Interligado
Nacional e com base nesta investigação propor uma solução para o problema estocástico
com observação da não-linearidade, horizonte de 5 anos, discretização mensal, a usinas in-
dividualizadas com três patamares de carga e incorporação da elasticidade da demanda em
relação ao preço.
1.1.2 Objetivos Específicos
1. Modelar matematicamente o SIN de forma a ser otimizado pelo pacote IPOPT ;
2. Combinar o pacote IPOPT com o algoritmo Progressive Hedging na elaboração de um
modelo estocástico para a otimização do SIN;
3. Testar e comparar a solução do problema de otimização estocástica com a incorpora-
ção de diferentes elasticidades da demanda e
4. Avaliar e validar os resultados sob a ótica econômica.
1.1.3 Hipóteses Testadas
A partir desse desenvolvimento serão testadas as seguintes hipóteses:
1. O despacho para o SIN pode ser modelado e resolvido pelo pacote IPOPT ;
2. O algoritmo Progressive Hedging pode ser utilizado na solução do problema estocás-
tico e
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3. A elasticidade da demanda pode ser negligenciada em um modelo de formação de
preço centralizado para o mercado de energia.
1.2 ORGANIZAÇÃO DO TEXTO
O Capítulo 2 apresenta o setor elétrico brasileiro, com suas instituições, processo de
formação de preços e ambiente de negócios. Ilustra o debate a respeito da organização de
setores da economia bem como alguns fundamentos econômicos. Detalha também a incoe-
rência identificada a respeito da não consideração da elasticidade da demanda no processo
de formação de preços da energia.
O Capítulo 3 apresenta os principais trabalhos desenvolvidos nos últimos anos com
o objetivo de resolver o problema do despacho hidrotérmico. Nesse sentido a chamada de
P&D estratégico da ANEEL foi fundamental para direcionar os esforços no sentido de pro-
duzir alternativas aos modelos adotados oficialmente.
O Capítulo 4 apresenta a fundamentação teórica. São elencadas todas as técnicas
de otimização e os respectivos pacotes utilizados neste trabalho, com destaque para a Pro-
gramação Linear, Programação Não linear e o Progressive Hedging. Ao final um exemplo
didático ilustra a utilização dessas técnicas.
O Capítulo 5 detalha toda a modelagem matemática desenvolvida e implementada
no modelo proposto por esta tese.
O Capítulo 6 mostra as estratégias adotadas para a solução do problema. O destaque
fica para os problemas com a paralelização do pacote IPOPT e a convergência do Progressive
Hedging.
O Capítulo 7 apresenta os resultados iniciando com a aplicação do método, analise
da convergência e finalmente os resultados para usinas, subsistemas e sistema.
O Capítulo 8 apresenta as conclusões e sugestões para trabalhos futuros.
Os Apêndices apresentam informações complementares que não fizeram parte do
texto principal.
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2 O SETOR ELÉTRICO BRASILEIRO
O Brasil com suas dimensões continentais, clima tropical e relevo favorável possui
um elevado potencial hídrico. Com uma das maiores reservas de água doce do mundo, o
país possui extensas bacias hidrográficas localizadas em planaltos configurando também
um elevado potencial hidráulico.
Ser favorecido por estes recursos naturais é de extrema importância estratégica para
qualquer país, pois se elimina a dependência do suprimento externo e a emissão de gases
causadores do efeito estufa mediante a utilização de insumos com baixos custos (água li-
teralmente cai do céu). De acordo com ANEEL (2008) a energia hidroelétrica é classificada
como limpa no mercado internacional. A Figura 1 mostra como o potencial hidroelétrico
total está distribuído pelo mundo.
O SEB é o setor da economia que abarca todas as entidades relacionadas a indústria
de eletricidade no Brasil. Em função da natureza das atividades produtivas desenvolvidas,
ele pode ser dividido, conforme mostra a Figura 2, nos segmentos de Geração, Transmissão,
Distribuição e Comercialização. Além das empresas ligadas aos segmentos listados, existem
aquelas ligadas ao governo.
Figura 1: Potencial hidroelétrico pelo mundo. Fonte: ANEEL (2008)
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Figura 2: Segmentos da indústria de eletricidade.
Fonte: ABRADEE (2017)
No segmento geração, a energia é produzida e injetada nos sistemas de transmissão
e/ou distribuição, os quais prestam o serviço de transportá-la até o consumidor final. De
acordo com o Banco de Informações de Geração (BIG) (ANEEL, 2017) existem no Brasil 4.649
empreendimentos de geração em operação com uma capacidade total instalada de 161.509
MW. O Segmento de transmissão, por sua vez, é responsável por operar mais de cem mil
quilômetros de linhas cuja tensão é maior ou igual a 230 KV (ABRADEE, 2017). O segmento
de comercialização se dedica principalmente ao mercado livre, ambiente no qual geradores
comercializam diretamente com determinados consumidores, chamados de consumidores
livres, que conseguem esta prerrogativa em função de suas características (tensão, demanda
contratada , etc).
Junto com estes segmentos produtivos, que são formados por empresas estatais e
privadas, o SEB se caracteriza pela forte presença de instituições governamentais cujo obje-
tivo é disciplinar tais atividades produtivas. Desta forma, existe todo um arcabouço legisla-
tivo especificamente voltado para regular todos os segmentos apresentados. Este arcabouço
passou por diversas mudanças ao longo do tempo (mais detalhes em (DESCONHECIDO,
1978) ou (NACIF, 2013)) sendo que alguns pesquisadores dividem esta história em cinco pe-
ríodos (ABRADEE, 2017).
O primeiro se inicia com a proclamação da República em 1889 e vai até o inicio da
década de 30. A economia brasileira produzia apenas produtos primários para exportação
e um processo de urbanização se iniciava, trazendo consigo a necessidade de iluminação
pública. O segundo período vai de 1930 a 1945 e suas principais características são o início
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do processo de industrialização, sistema tarifário pelo custo do serviço e a promulgação do
Código de Águas que centraliza na União a exclusividade da outorga de concessões para o
aproveitamento de quedas d’água. O terceiro período vai de 1945 até o final da década de 70
e foi marcado pela forte presença do Estado no setor mediante a criação de empresas esta-
tais em todos os segmentos. O quarto período vai de 1980 a 2004. Nele, ocorreu a crise da
dívida externa, hiperinflação e, em função dela, o controle tarifário que manteve as tarifas de
energia artificialmente baixas. Isto fez com que a expansão do setor fosse totalmente parali-
sada o que levou ao racionamento de 2001. A partir de meados da década de 90 foi instituído
o projeto Re-Seb com o objetivo de se elaborar o novo marco regulatório que marca o quinto
e contemporâneo período da história do SEB. Ele inicia com a promulgação das Leis 10.847
e 10.848, de 15 de março de 2004 e vai até os dias atuais. A próxima seção detalha o atual
modelo institucional.
2.1 O MODELO INSTITUCIONAL DO SETOR ELÉTRICO BRA-
SILEIRO
Com a finalidade de se estabelecer uma indústria de energia elétrica no Brasil, em
contraponto ao enfoque de serviço público de eletricidade que vigorou de 1889 até 2004, as
bases de uma estrutura de mercado foram introduzidas com o novo modelo. Entretanto, o
entendimento era que os segmentos de transmissão e distribuição possuíssem característi-
cas de monopólio natural (SILVA, 2001) e portanto deveriam ser regulados. Surge então a
proposta do modelo institucional do Setor Elétrico vigente que tem como base a Resolução
CNPE 005 de 21 de julho de 2003 onde se destacam:
1. Prevalência do conceito de serviço público para a produção e distribuição de energia
elétrica aos consumidores cativos;
2. Modicidade tarifária;
3. Restauração do planejamento da expansão do sistema;
4. Transparência no processo de licitação permitindo a contestação pública, por técnica
e preço, das obras a serem licitadas;
5. Mitigação de riscos sistêmicos;
6. Manutenção da operação coordenada e centralizada necessária e inerente ao sistema
hidrotérmico brasileiro;
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7. Universalização do acesso e do uso dos serviços de eletricidade;
8. Modificação no processo de licitação da concessão do serviço público de geração pri-
orizando a menor tarifa.
Para promover a implementação destas bases do modelo vigente, as várias institui-
ções que formam o SEB e suas respectivas atribuições de acordo com ONS (2009) são:
1. O Conselho Nacional de Política Energética (CNPE), criado pela Lei no 9.478 de 1997, é
o órgão de assessoramento do Presidente da República para a formulação de políticas
nacionais e diretrizes de energia voltadas, entre seus objetivos, para o aproveitamento
racional dos recursos energéticos do país, a revisão periódica da matriz energética e
o estabelecimento de diretrizes para programas específicos. É órgão interministerial
presidido pelo Ministro de Minas e Energia (MME);
2. O Ministro de Minas e Energia (MME) encarrega-se da formulação, do planejamento e
da implementação de ações do governo federal no âmbito da política energética naci-
onal;
3. A Agência Nacional de Energia Elétrica (ANEEL), Lei 9.427 de 1996, é uma autarquia
sob regime especial vinculada ao MME, que tem a finalidade de regular e fiscalizar a
produção, a transmissão, a distribuição e a comercialização de energia elétrica, em
conformidade com as políticas e diretrizes do governo federal;
4. A Empresa de Pesquisa Energética (EPE), Leis 10.847 de 2004 e Decretos 5.184 de 2004
e 6.685 de 2008, é uma empresa pública federal dotada de personalidade jurídica de
direito privado e vinculada ao MME. Tem por finalidade prestar serviços na área de es-
tudos e pesquisas destinadas a subsidiar o planejamento do setor energético. Elabora
os planos de expansão da geração e transmissão da energia elétrica;
5. O Comitê de Monitoramento do Setor Elétrico (CMSE), Lei 10.848 de 2004 e Decreto
5.175 de 2004, é constituído no âmbito do MME e está sob sua coordenação direta,
com a função principal de acompanhar e avaliar permanentemente a continuidade e
a segurança do suprimento eletroenergético em todo o território nacional;
6. A Câmara de Comercialização de Energia Elétrica (CCEE), Lei 10.848 de 2004, é uma
pessoa jurídica de direito privado, sem fins lucrativos, sob regulação e fiscalização da
Agência Nacional de Energia Elétrica para administrar os contratos de compra e venda
de energia elétrica, sua contabilização e liquidação;
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7. O Operador Nacional do Sistema Elétrico (ONS), Leis no 9.648 de 1998 e 10.848 de 2004,
por sua vez, é uma associação civil de direito privado, sem fins lucrativos, autorizado
a executar as atividades de coordenação e controle da operação da geração e da trans-
missão de energia elétrica, no âmbito do SIN.
A Figura 3 mostra o relacionamento entre as principais instituições presentes no
SEB. No nível hierárquico mais baixo da Figura estão a Eletrobras, e os Agentes de Geração,
Transmissão, Distribuição e Comercialização, a parte produtiva do setor cujos segmentos
foram destacados no início deste capítulo.
Na busca de uma estabilidade regulatória perene que possibilite a garantia do supri-
mento ao mercado, expansão permanente e sustentável das atividades, sendo esta orientada
pelo equilíbrio entre segurança, justa remuneração e modicidade tarifária, foram implemen-
tadas através das instituições já mencionadas, as seguintes ações:
• A desverticalização das empresas do setor, obrigando as empresas a segregarem seus
ativos de geração, transmissão e distribuição em empresas distintas, também denomi-
nados Agentes de Geração, Transmissão e Distribuição.
• A existência do Produtor Independente de Energia (PIE) e do Consumidor livre.
• A criação de dois ambientes de contratação de energia: O Ambiente de Contratação
Regulado (ACR) onde a contratação de energia se dá em um pool de distribuidoras
contratando energia de um pool de geradores por meio de leilões promovidos pela
ANEEL/CCEE e o Ambiente de Contratação Livre (ACL) onde a contratação se dá por
meio de contratos bilaterais entre consumidores e geradores ou comercializadores.
Para se contratar no ACL os consumidores devem ser classificados como consumi-
dores livres de acordo com legislação específica. Vallejos (2008) detalha a contratação
entre os agentes do setor.
• Obrigatoriedade da contratação de toda a energia consumida por parte dos consumi-
dores, quais sejam, distribuidoras, comercializadoras e consumidores livres.
• Despacho centralizado atribuído ao ONS.
• Preço da energia no mercado SPOT fornecido por modelos (NEWAVE e DECOMP).
• Mecanismo de Realocação de Energia (MRE) criado com a finalidade de mitigar o risco
hidrológico ao qual os agentes de geração hidroelétrica são submetidos.
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Figura 3: Estrutura Hierárquica Institucional do SEB.
Fonte: ABRADEE (2017)
34
• Um montante contábil de energia, denominado Garantia Física (GF), facultado ao pro-
prietário de ativos de geração e calculado de acordo com método específico, que las-
treia os contratos de venda efetuados por este proprietário (BLOOT, 2011).
Neste ambiente, o despacho é centralizado e sob a responsabilidade do ONS. Desta
forma este decide sobre a geração das usinas de grande porte, fazendo com que o proprie-
tário não tenha muito controle sobre a operação de seus próprios ativos, maiores detalhes
disponíveis em Bloot (2011). Para que o despacho centralizado não prejudique o desempe-
nho financeiro dos Agentes de Geração, a operação foi desvinculada da comercialização de
energia mediante o uso de alguns instrumentos contábeis como o Mecanismo de Realoca-
ção de Energia (MRE) e a Garantia Física (GF). Com o MRE o ONS pode operar o sistema
com vistas à otimização sem levar em conta aspectos comerciais, sendo que a estratégia co-
mercial de cada agente se realiza através da gestão da sua GF, no âmbito da CCEE, e não da
geração física medida em seus geradores. Os modelos utilizados pelo ONS para o planeja-
mento da operação fornecem como subproduto do processo de otimização o Custo Marginal
da Operação e a CCEE utiliza estes mesmos modelos na apuração do Preço de Liquidação
das Diferenças que é utilizado como referência no mercado de curto prazo. As rodadas dos
modelos pelo ONS e CCEE são muito parecidas possuindo pequenas alterações nos dados
de entrada. Bloot (2011) detalhou a questão do despacho centralizado, comercialização de
energia, MRE e GF e a utilização dos modelos de otimização no âmbito da comercialização
de energia.
Um último capítulo do atual marco regulatório se deu com a MP 579 convertida na
Lei 12.783 de 2013. Ela dispõe principalmente sobre a renovação das concessões de geração
e transmissão próximas do vencimento, garantindo a possibilidade de renovação, entretanto
com preços regulados pela ANEEL.
Neste ponto é interessante ressaltar que apesar de um dos principais objetivos deste
novo modelo do setor ser o estabelecimento de uma indústria de energia elétrica com carac-
terísticas de mercado, mediante o qual se buscaria a eficiência econômica, a forte cultura in-
tervencionista se manteve presente, tendo em vista que tal eficiência passa a ser promovida
pelo planejamento centralizado da expansão pela EPE e da operação pelo ONS. É possível
encontrar estudos mostrando que este tipo de cultura é muito comum em países socialis-
tas e também em nações que sofreram com colonização cuja espoliação foi organizada em
torno de uma autoridade central ligada ao colonizador (GRUDEM; ASMUS, 2016).
35
2.2 O SISTEMA INTERLIGADO NACIONAL – SIN
O Sistema Interligado Nacional é o sistema de produção e transmissão de energia
elétrica do Brasil. Com características que permitem considerá-lo único em âmbito mun-
dial, o SIN é formado pelas empresas geradoras e transmissoras do sul, sudeste, centro-
oeste, nordeste e norte do país. Apenas 1,7% da produção de eletricidade do país encontra-se
fora do SIN, em pequenos sistemas isolados localizados principalmente na região amazô-
nica, de acordo com ONS (2017).
A produção de energia do SIN é de predominância hidroelétrica e está distribuída
em 12 bacias hidrográficas espalhadas ao longo de todo o território nacional. As usinas tér-
micas, com a função de complementar a geração hidráulica e trazer mais confiabilidade ao
suprimento, estão localizadas, em geral, nas proximidades dos centros consumidores. Nos
últimos anos houve ainda um aumento na participação de usinas eólicas na matriz energé-
tica do sistema. Interligando as bacias hidrográficas, usinas térmicas e eólicas com os cen-
tros de carga e alguns países vizinhos, uma grande rede de transmissão atravessa o país em
toda sua extensão. Por estas características apresentadas o Sistema Interligado Nacional é
classificado como um sistema hidro-termo-eólico de grande porte. As Figuras 4 e 5 ilustram
as bacias com geração hidráulica e o sistema de transmissão do SIN, respectivamente.
Com um total de 163 aproveitamentos, entre estes, 69 com reservatório, 84 a fio
d’água e 4 com bombeamento (ONS, 2017), a capacidade instalada hidroelétrica do SIN em
2016, excluindo as PCHs, era de 90.548 MW, correspondendo a 65,7% de participação no
total do sistema. A Figura 6 mostra a participação percentual de cada fonte (MME, 2015) 1.
O Sistema Interligado Nacional está dividido em quatro regiões geoelétricas, com
características hidrológicas e operativas distintas entre si, denominadas subsistemas (ONS,
2009), quais sejam, Sudeste/Centro-Oeste, Sul, Nordeste e Norte.
O subsistema Sudeste/Centro-Oeste é o maior do SIN em capacidade instalada,
mercado de energia e capacidade de regularização. Outra característica marcante é a sua
sazonalidade muito bem definida, sendo possível separar o ano hidrológico em 2 períodos:
o chuvoso, que vai de novembro a maio, e o seco nos meses restantes. No período chuvoso
os excedentes energéticos são armazenados no próprio subsistema e, na medida do possível,
nos subsistemas vizinhos. No período seco importa-se eventual excedente das regiões adja-
centes. Os registros históricos de vazão mostram uma sazonalidade semelhante às regiões
1Ainda que seja relativa ao ano 2014, ela ainda cumpre o objetivo de demonstrar a predominância da hidre-
létrica na participação no sistema.
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Figura 4: Bacias do SIN.
Fonte: ONS (2017)
nordeste e norte.
Com 10% da capacidade de armazenamento do Subsistema Sudeste / Centro - Oeste,
o subsistema Sul é conhecido por não possuir sazonalidade bem definida, mesmo que apre-
sente complementaridade com os outros subsistemas. Suas vazões possuem notável varia-
bilidade fazendo a operação deste Subsistema muito ligada a intercâmbios, seja importando
energia em meses de baixa hidraulicidade ou exportando em meses de alta hidraulicidade. A
usina de Itaipu está geograficamente localizada nesta região, porém, é considerada perten-
cente ao Sudeste/Centro-Oeste por estar hidraulicamente e eletricamente acoplada a este
subsistema.
O subsistema Nordeste possui um mercado de energia elevado frente a sua capaci-
dade de atendimento, fazendo-o importador de energia em grande parte do tempo. O Norte
é o maior supridor desta energia que também é fornecida pelo subsistema Sudeste/Centro-
Oeste.
O Norte é o menor dos subsistemas sendo composto basicamente pela Usina de
Tucuruí e Belo Monte que possuem uma sazonalidade marcante e semelhante à das regiões
Sudeste e Centro-Oeste. Possui ainda um parque térmico tímido instalado.
Estas divisões em subsistemas estão em constante reformulação, entretanto, para
efeito de CMO e PLD, ainda se consideram as quatro divisões.
A capacidade de regularização das bacias associada à diversidade hidrológica e um
amplo sistema de transmissão facultam ao SIN uma capacidade de regularização plurianual,
que vem diminuindo com tempo devido a questões ambientais impostas aos projetos de
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Figura 5: Esquema das linhas de transmissão do SIN.
Fonte: ONS (2017)
novos aproveitamentos, conforme (MONTE, 2009) e (FALCETTA, 2015). A Figura 7 apresenta
a perda desta capacidade ao longo dos anos, principalmente na parte destacada do gráfico
a partir do ano 2000.
Em um sistema de produção de energia elétrica, diferente de outros sistemas, a
energia deve ser produzida no mesmo instante em que é consumida (FORTUNATO et al.,
1990), não havendo possibilidades reais de armazenamento em grandes quantidades. Desta
forma, a operação de um sistema como o SIN é muito complexa e necessita de um plane-
jamento hierarquizado em diferentes escalas de horizontes. Bessa (1998) e Vallejos (2008)
resumem os aspectos do planejamento da operação. De acordo com a legislação vigente
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Figura 6: Participação das Fontes na Matriz Energética.
Fonte: MME (2015)
Figura 7: Evolução da capacidade de regularização do sistema.
Fonte: Falcetta (2015)
(10.848, de 15 de março de 2004), o ONS tem a atribuição de desenvolver as atividades de
Planejamento e Programação da Operação do Sistema Interligado Nacional. Este desenvol-
vimento é feito em conjunto com os Agentes envolvidos no processo e será detalhado na
Sessão 2.3.
2.3 O PLANEJAMENTO DA OPERAÇÃO DO SISTEMA INTER-
LIGADO NACIONAL
O planejamento da operação no Brasil teve início com a assinatura do Tratado de
Itaipu, em 1973. Nesta época iniciou-se a construção dos grandes troncos de transmissão
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interligando as regiões Sul e Sudeste/Centro-Oeste e as regiões Norte e Nordeste.
O objetivo do Planejamento da Operação do Sistema Interligado Nacional é a mini-
mização do custo da operação ao longo do horizonte de estudo, sendo este, o custo da gera-
ção termoelétrica de todo o sistema. Desta forma, o produto do Planejamento da Operação
é uma sequência de decisões de geração hidráulica e térmica que resulta em um mínimo
custo de complementação térmica no atendimento à demanda (ARARIPE et al., 1985).
Planejar a operação do SIN constitui uma tarefa de grande complexidade. Além dos
aspectos aqui apresentados, têm – se questões tradicionais do planejamento da operação de
reservatórios como a não linearidade das relações, a configuração dinâmica do sistema, o
acoplamento temporal e espacial das decisões e as incertezas quanto às vazões futuras e à
demanda (PEREIRA; PINTO, 1984). As incertezas quanto aos cenários hidrológicos futuros
formam a essência do conhecido dilema do operador representado pela Figura 8.
Figura 8: Dilema do Operador, adaptado de Locatelli (2016)
A solução para este dilema está em encontrar o equilíbrio entre os despachos hidro-
elétrico e termoelétrico, atendendo a demanda de forma tal que os custos da operação sejam
mínimos e não prejudiquem a segurança no suprimento tanto no tocante à operação ener-
gética (evitando déficits), quanto à operação elétrica (evitando apagões). A Figura 9 mostra
as funções de custos associados à utilização dos reservatórios em sistemas hidrotérmicos.
Observa-se que ao utilizar água no início do horizonte, tem-se um custo imediato baixo e
um custo futuro alto, por outro lado, ao economizar água no início do horizonte tem-se um
custo imediato alto e um custo futuro baixo. A curva de custo total, que é a soma das cur-
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vas de custo imediato e futuro, mostra o ponto onde estes custos se equilibram sendo este o
ponto ótimo para a operação.
Figura 9: Funções de Custos. Fonte: Locatelli (2016)
Figura 10: Escalas e Horizontes do Planejamento. Fonte: Locatelli (2016)
41
Na busca do ponto ótimo para a operação do SIN o ONS conta com uma cadeia
de modelos computacionais, desenvolvidos pelo CEPEL, que promovem a coordenação do
despacho hidrotérmico. A fim de viabilizar os custos computacionais da modelagem de um
sistema com o porte do SIN, os horizontes de planejamento foram modelados de formas dis-
tintas, de tal sorte que o detalhamento da modelagem aumenta à medida que o horizonte de
planejamento se aproxima da operação em tempo real. A Figura 10 ilustra essas modelagens.
2.3.1 Os Modelos Computacionais
O CEPEL desenvolveu diversos modelos para o SEB conforme apresenta Maceira
et al. (2002). Entretanto, atualmente utilizam-se, de forma oficial para o planejamento da
operação, apenas os modelos NEWAVE, DECOMP e DESSEM. Eles serão descritos com mais
detalhes a seguir.
2.3.1.1 O Modelo NEWAVE
O modelo NEWAVE é utilizado para a etapa de médio prazo do planejamento da
operação, cujo horizonte é de 5 anos e discretização mensal, conforme a Figura 10. De
acordo com o CEPEL (CEPEL, 2012) esta é a descrição do modelo:
"Modelo Estratégico de Geração Hidrotérmica a Subsistemas Equivalentes. O Pro-
grama NEWAVE resolve os problemas de planejamento da operação interligada de sistemas
hidrotérmicos empregando a técnica de programação dinâmica dual estocástica. Esta técnica
permite considerar o intercâmbio entre os subsistemas como uma variável de decisão, evita a
discretização do espaço de estados, permite o uso de um modelo comum de vazões sintética e
calcula os custos marginais do sistema. O objetivo do planejamento da operação de um sis-
tema hidrotérmico é determinar metas de geração para cada usina do sistema, a cada etapa,
que atendam a demanda e minimizem o valor esperado do custo de operação. O modelo é
utilizado para um amplo espectro de estudos de planejamento, como: informações sobre o
consumo de combustível; estudos de políticas comerciais; estudos de política tarifária; estu-
dos de política de racionamento; estudos de gerenciamento da demanda e realimentação ao
planejamento da expansão."
Segue uma apresentação do modelo NEWAVE contida no seu manual (CEPEL, 2006):
O modelo de planejamento de operação de médio prazo - NEWAVE - representa o
parque hidroelétrico de forma agregada e o cálculo da política de operação baseia-se em
Programação Dinâmica Dual Estocástica. O modelo é composto por quatro módulos com-
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putacionais:
1. módulo de cálculo do sistema equivalente – Calcula os subsistemas equivalen-
tes de energia: energias armazenáveis máximas, séries históricas de energias controláveis e
energias fio d’água, parábolas de energia de vazão mínima, energia evaporada, capacidade
de turbinamento, correção da energia controlável em função do armazenamento, perdas por
limite de turbinamento nas usinas fio d’água, geração hidráulica máxima e energia associ-
ada ao desvio de água à montante de uma usina hidroelétrica.
2. módulo de energias afluentes - Estima os parâmetros do modelo estocástico e
gera séries sintéticas de energias afluentes que são utilizadas no módulo de cálculo da polí-
tica de operação hidrotérmica e para geração de séries sintéticas de energias afluentes para
análise de desempenho no módulo de simulação da operação.
3. módulo de cálculo da política de operação hidrotérmica - Determina a política de
operação mais econômica para os subsistemas equivalentes, tendo em conta as incertezas
nas afluências futuras, os patamares de demanda, a indisponibilidade dos equipamentos.
4. módulo de simulação da operação - Simula a operação do sistema ao longo do pe-
ríodo de planejamento, para distintos cenários de sequências hidrológicas, falhas dos com-
ponentes e variações da demanda. Calcula índices de desempenho, tais como a média dos
custos de operação, dos custos marginais, o risco de déficit, os valores médios de energia
não suprida, de intercâmbio de energia e de geração hidroelétrica e térmica.
Em um horizonte de cinco anos, as incertezas sobre os cenários hidrológicos são
muito importantes, com isto, no NEWAVE, estas incertezas são representadas com mais de-
talhes, enquanto vários outros aspectos, como por exemplo, a representação dos inúmeros
reservatórios e as relações não lineares intrínsecas aos fenômenos, sofreram notáveis simpli-
ficações, além disso, outras incertezas como atrasos no cronograma de expansão, variações
nos custos de combustível e na carga não são devidamente contempladas. Estas condições
sugerem que tratar a solução proposta pelo modelo como ótima pode ser questionável (KLI-
GERMAN, 1992).
2.3.1.2 O Modelo DECOMP
Na etapa de curto prazo, definida em um horizonte de 2 meses, discretização sema-
nal no primeiro mês sendo o segundo sem discretização, utiliza-se o modelo DECOMP, tam-
bém desenvolvido pelo CEPEL. Para esta etapa, devido ao menor horizonte, a representação
das usinas é mais detalhada, sendo estas consideradas de forma individualizada. Para tanto,
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a incerteza dos cenários hidrológicos foi desconsiderada mediante a utilização de um único
cenário para o primeiro mês. Este cenário é fornecido pelo modelo Previvaz (MACEIRA et
al., 2002) desenvolvido para este fim.
Segue uma descrição do DECOMP (CEPEL, 2004):
O modelo DECOMP foi desenvolvido pelo CEPEL para o planejamento da operação
de sistemas hidrotérmicos a curto prazo empregando a técnica de Programação Dinâmica
Dual Estocástica (PDDE). No modelo de otimização desenvolvido, estão incorporadas as se-
guintes características para operação do sistema hidrotérmico:
• Características gerais de operação do sistema:
Cenários de afluência; Representação de patamares de carga; Configuração dinâmica;
Limites de interligação entre subsistemas; Contratos de importação/exportação de
energia; Representação de curvas de déficit por patamar; Restrições elétricas; Restri-
ção de transporte entre Itaipu 50 e 60 Hz e os subsistemas SUL/SE; Acoplamento com o
modelo NEWAVE: cálculo das energias armazenadas e afluente média e representação
de subsistemas acoplados hidraulicamente.
• Características específicas das usinas hidroelétricas:
Enchimento de volume morto; Cronograma de manutenção; Vazão deplecionada mí-
nima; Representação de Unidades Elevatórias; Restrições hidráulicas especiais; Res-
trições de balanço hídrico por patamar para as usinas a fio d’água; Volume de espera
para amortecimento de cheias; Produtividade variável: Função de produção energé-
tica; Evaporação; Irrigação; Desvios de água; Alteração de dados do cadastro de usinas
hidráulicas; Tempo de viagem da vazão defluente dos aproveitamentos; Tratamento
das bacias especiais e Geração de pequenas usinas.
• Características específicas das usinas térmicas:
Geração mínima em usinas térmicas e Cronograma de manutenção.
2.3.1.3 O Modelo DESSEM
De acordo com informação do CEPEL, o modelo DESSEM é voltado para a progra-
mação da operação de sistemas hidrotérmicos em intervalo de até meia-hora e horizonte de
até duas semanas. A rede elétrica é representada pelo modelo linear (ou DC) com perdas,
com inclusão de restrições de segurança, e são incorporadas restrições de unit commitment
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das unidades geradoras termoelétricas, incluindo operação de usinas térmicas a ciclo com-
binado. O problema como um todo é resolvido por Programação linear inteira-mista, com
tratamento de não linearidades por meio de modelos linear por parte ou processos iterati-
vos.
O programa DESSEM se integra à cadeia de modelos matemáticos desenvolvidos
pelo CEPEL e utilizados pelo Operador Nacional do Sistema Elétrico (ONS) para o planeja-
mento e a programação da operação do Sistema Interligado Nacional (SIN) brasileiro, com
ênfase na minimização de custos e levando em consideração critérios de aversão ao risco. O
princípio básico dos modelos dessa cadeia é coordenar a operação das usinas hidrelétricas
do sistema, visando diminuir o uso de geração térmica e operar o sistema de maneira mais
eficiente, de forma a contribuir para a redução dos custos operativos e dos riscos de déficit.
As principais funcionalidades do modelo DESSEM são:
• Modelagem DC da rede elétrica, incluindo restrições de limites de fluxos nos circuitos,
perdas na transmissão e restrições adicionais de segurança do sistema.
• Representação individualizada dos reservatórios, modelando-se aspectos diversos, tais
como o remanso e curvas de propagação da água entre usinas consecutivas em cas-
cata.
• Modelagem da função de produção das usinas hidroelétricas, considerando a pro-
dutividade variável com a altura de queda, por meio da representação da geração
como uma função linear por partes do armazenamento, turbinamento e vertimento
na usina.
• Modelagem do unit commitment das unidades geradoras térmicas, como tempo mí-
nimos ligada/desligada, trajetórias de acionamento e desligamento, rampas máximas
para tomada/alívio de carga, custo de partida, custo não linear de geração e operação
de unidades térmicas a ciclo combinado.
• Restrições de defluência mínima para os reservatórios, e volumes de espera para con-
trole de cheias.
• Representação de usinas elevatórias, gerações em pequenas usinas (não despachadas
de forma centralizada), fontes intermitentes, como gerações eólica e solar, e importa-
ção/exportação de energia com subsistemas vizinhos.
• Modelagem do canal Pereira Barreto (entre Ilha Solteira e Três Irmãos) e da restrição
de variação máxima horária/diária no nível na Régua 11 de Itaipu (acordo Tripartite).
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• Acoplamento com o modelo DECOMP através de função de custo futuro ou pelo es-
tabelecimento de metas de geração térmica e/ou intercâmbio semanal entre subsiste-
mas.
2.4 O PROCESSO DE FORMAÇÃO DE PREÇOS NO MERCADO
DE ENERGIA BRASILEIRO
O processo de formação de preço no mercado de energia brasileiro sofreu alterações
ao longo da história conforme apresentado no início deste capítulo (2). Serão então aborda-
das apenas as características relacionadas ao atual marco regulatório. Neste ponto, tornam-
se muito importantes os modelos NEWAVE (seção 2.3.1.1) e DECOMP (seção 2.3.1.2), tendo
em vista que o PLD é por eles calculado, conforme seção 2.1. Desta forma, esta seção começa
abordando os custos, o conceito de preço juntamente com as variáveis que o influenciam e,
em seguida, volta-se para as características do mercado de energia sob a perspectiva da for-
mação de preço e ainda buscando se fundamentar na teoria econômica, tendo em vista que
o SEB, fundamentalmente se caracteriza pela busca da alocação ótima de recursos, o que é
um típico problema econômico.
2.4.1 O Custo da Energia
Os sistemas elétricos possuem características técnicas e econômicas que afetam o
custo da energia. Seguem as principais delas de acordo com Castro et al. (2015):
• Fatores de produção
1. Recursos Energéticos - Um dos principais insumos para geração de energia. No
Brasil os principais recursos são: os hídricos, eólicos, carvão, gás natural, bio-
massa e óleo.
2. Capital - O Setor é caracterizado como de capital intensivo, fazendo com que seja
dependente de um sistema financeiro eficiente e ainda com baixos índices de
inflação, risco país, risco cambial e etc.
3. Trabalho - É uma pequena parte do custo da energia, apesar de ser caracterizado
por mão de obra especializada cujo capital humano é de alto valor.
• Eficiência das empresas - Conceitualmente, a eficiência das organizações afeta direta-
mente os custos de produção, no entanto, no caso do setor elétrico, esta questão fica
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dependente do marco regulatório em vigor, o qual deveria incentivar os aumentos de
eficiência e ao mesmo tempo criar condições para que o consumidor seja beneficiado
por tais aumentos. Os economistas divergem a respeito da melhor maneira de resolver
esta questão (SAYAD, 2015). Conforme já apresentado, o atual marco regulatório bus-
cou em sua origem incorporar a eficiência de mercado competitivo nos segmentos de
geração e comercialização, pela utilização de leilões e a criação do ACL, entretanto, a
cultura intervencionista em vigor reduziu os efeitos desta iniciativa, mediante ao ele-
vado peso regulatório nestes ambientes (secções 2.1 2.3) (MONTEIRO; SANTOS, 2010).
• Características do mercado - Composição e perfil da carga, inadimplência, perdas nas
redes e por furto, índices de qualidade no atendimento, extensão e capilaridade das
redes e etc.
• O marco institucional e regulatório - Este é um dos mais importantes aspectos na me-
dida em que afeta diretamente as ações das empresas e consumidores além de definir
como se dará o ambiente de negócios do setor.
Estes custos incidem de maneira diversa para cada segmento do setor. Na transmis-
são e distribuição os recursos energéticos não influenciam os custos, entretanto, o marco
institucional e regulatório é fundamental, devido ao entendimento da natureza de monopó-
lio natural e a forte regulação decorrente (CASTRO et al., 2015).
Para o segmento da geração, todos os itens elencados são muito importantes face ao
ambiente relativamente competitivo no qual tal segmento se insere. Deste modo, a viabiliza-
ção de investimentos em geração de energia no Brasil passa, no mínimo, (1) pela cobertura
de todos estes custos, (2) pelo atendimento aos requisitos determinados pelo ambiente insti-
tucional (detalhado a seguir), (3) pela relação com os órgãos ambientais federais e estaduais
e ainda com a comunidade local devido às responsabilidades civil e criminal que recaem
sobre agente proprietário dos ativos de geração (fora do escopo deste trabalho).
Neste contexto institucional, de forma geral, o empreendedor que pretende cons-
truir um determinado aproveitamento hidrelétrico no Brasil deve iniciar sua jornada com-
petindo pela outorga da concessão de tal aproveitamento. Isto se dá no do Leilão de Energia
Nova promovido pela ANEEL subsidiada pela EPE. Este leilão ocorre em duas etapas. Na pri-
meira, os concorrentes informam por qual valor venderiam, no ACR, a porcentagem da Ga-
rantia Física (GF) do empreendimento prevista no edital do leilão (esta porcentagem gira em
torno de 75%). Na segunda etapa, o ganhador da primeira, ou seja, aquele que ofertou o me-
nor valor de venda, tenta vender o montante no leilão para as distribuidoras. Caso consiga
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tal venda pelo preço informado na primeira etapa, é agraciado com a outorga da concessão.
Da venda no leilão origina-se um contrato de venda de energia (PPA - Power Puchase Agree-
ment) que é utilizado junto às instituições financeiras como garantia para o financiamento
da construção do aproveitamento. Todo o roteiro pode ser acessado por meio dos editais
dos leilões disponíveis no sitio da CCEE (CCEE, 2017). A próxima seção aborda o processo
de formação de preço, cujos valores devem ser maiores que os custos aqui apresentados de
forma a garantir a sustentabilidade econômica do setor.
2.4.2 O Conceito de Preço
De acordo com o dicionário Michaelis, o preço representa o valor em dinheiro de
uma mercadoria ou até experiências desagradáveis que alguém se dispõe a viver para obter
algo. Entretanto, o conceito utilizado de preço na microeconomia é muito mais complexo.
Pindyck e Rubinfeld (2006) mostram que, para ciência econômica, preço é o ponto
no qual se equilibram a oferta e demanda. Portanto, para um tratamento adequado desta
questão devem ser consideradas estas duas dimensões. Além disto, o preço sempre é deno-
minado em alguma unidade monetária. Por exemplo, no Brasil utiliza-se o Real como moeda
corrente. Deste modo, o preço especifica quantas unidades monetárias devem ser utilizadas
como pagamento na aquisição ou contratação de um produto ou serviço. Entretanto, esta
unidade monetária possui atributos diferentes das unidades com as quais usualmente se
medem grandezas físicas (devido à variação do seu valor no tempo por causa, por exem-
plo, da inflação). Logo, aí está mais uma dimensão que também deve ser considerada nos
estudos de preços.
Ainda segundo Pindyck e Rubinfeld (2006), para aqueles participantes do mercado2
situados no lado da oferta, o preço os orienta (1) na definição das quantidades produzidas ao
longo do tempo e (2) na viabilização de investimentos na capacidade produtiva. Por outro
lado, para os situados no lado da demanda, o preço orienta as ações no sentido de adiantar
ou postergar aquisições ou contratações e ainda direcioná-las a produtos ou serviços con-
correntes ou substitutos. A moeda corrente influencia toda essa interação na medida em
que uma significativa parte dos produtores (o lado da oferta) e consumidores (o lado da de-
manda) efetuam suas ações no mercado por meio de empréstimos ou financiamentos cujo
custo se dá pela taxa de juros. Esta é considerada a medida de custo de capital, o qual é de
extrema importância no processo de formação de preços, pois orienta as ações de produto-
res e consumidores com relação à tomada ou não de empréstimos ou financiamentos. Ainda
2Trata-se de mercado de forma genérica, não do mercado de energia especificamente
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existem aqueles participantes do mercado que não precisam recorrer a capital de terceiros
(empréstimos ou financiamentos) mas também têm suas ações orientadas pela taxa de ju-
ros. Caso esta esteja mais alta que a taxa de retorno de seus investimentos em produção,
os recursos que seriam alocados na produção serão direcionados ao mercado financeiro em
detrimento da atividade produtiva.
É neste âmbito que residem as interações econômicas e, neste momento, torna-se
imprescindível ressaltar que os agentes participantes do mercado nunca estão exclusiva-
mente em apenas um dos lados. Os produtores, por exemplo, precisam adquirir insumos
para a sua produção e, nesse momento, estão posicionados do lado da demanda. Isto mostra
que estas três dimensões que afetam o preço (oferta, demanda e moeda corrente) possuem
influência mútua e variante no tempo dentro do processo de equilíbrio, o que aumenta sig-
nificativamente a complexidade do processo de formação de preço. Este fato pode ser ilus-
trado pela utilização do ceteris paribus, que é um recurso didático adotado pelos livros de
economia para mostrar (de forma simplificada) as relações entre duas variáveis quaisquer
mantendo todas as outras constantes (BITU; BORN, 1993) e (PINDYCK; RUBINFELD, 2006).
De acordo com Sayad (2015), os economistas divergem em relação à melhor forma
de se organizar a economia. Ele menciona três paradigmas básicos:
1. O Clássico com os autores David Ricardo, Adam Smith e John Stuart Mill, que defen-
dem a economia de livre mercado.
2. O Marxista, com origem nas obras de Karl Marx e seus discípulos, que entendem a
economia capitalista como apenas uma forma de organizar a sociedade e que será
superada no futuro.
3. O Keynesiano, proveniente das obras de John Maynard Keynes e seus discípulos, que
tentam tratar a economia a partir dos problemas causados pela crise de 1929.
Os economistas clássicos afirmam que o mercado é conduzido pela mão invisível
apresentada por Adam Smith em sua obra Riqueza das Nações. Esta mão invisível direciona
a ação dos agentes econômicos de forma a buscar o que é melhor para eles próprios e assim
acabam por produzir algo que é bom para a sociedade tendo em vista que todas as interações
entre produção e consumo ocorrem livremente mediante o sistema de preços, que constitui
o mecanismo fundamental para o justo equilíbrio das forças atuantes. Conforme apresen-
tado para público geral por Friedman e Friedman (2015), tal sistema de preços desempenha
três funções na organização da atividade econômica:
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1. Transmissão de informação: a informação da existência de demanda por determinado
produto ou serviço é transmitida pelo seu preço. Caso a demanda diminua, a dimi-
nuição do preço transmitirá a informação. Da mesma maneira, caso ela aumente, o
aumento do preço fará o mesmo. Importante destacar que caso tal produto ou serviço
tenha uma cadeia produtiva complexa, a informação do preço será transmitida para
todas as etapas da cadeia de forma eficiente e direcionada para aqueles que dela fazem
parte, excluindo todo o resto do mercado.
2. Incentivo à adoção de métodos mais eficientes: aquele produtor que encontrar formas
mais otimizadas de produção irá se beneficiar com maiores lucros e ainda beneficiará
os consumidores com preços mais baixos ou quantidades maiores disponíveis para
venda. Além disso, os produtores utilizarão os recursos disponíveis em objetivos mais
valiosos, o que é sustentável economicamente.
3. Determinação da distribuição da renda: como em um livre mercado as transações são
totalmente voluntárias, elas beneficiam as duas partes (vendedores e compradores).
Desse modo, a sinalização de preço orienta a produção para aquilo que a sociedade
mais demanda. Com isso, os participantes da cadeia produtiva dos produtos mais de-
mandados, que por sua vez terão preços mais altos, serão remunerados na proporção
da quantidade multiplicada pelo preço daquilo que produzem. Portanto, a distribui-
ção da renda se dá de forma totalmente voluntária, sem coerção de parte alguma.
Interferências governamentais neste mecanismo são capazes de distorcer o pro-
cesso a ponto de comprometer seu funcionamento totalmente. Friedman e Friedman (2015)
elencam vários acontecimentos ao longo da história em que algum tipo de legislação, tri-
butação ou manipulação na moeda via taxa de juros, e etc, prejudicaram o equilíbrio dos
mercados e levaram a sérias crises econômicas.
Os Marxistas e Keynesianos, em geral, defendem a intervenção governamental e
gerenciamento da demanda na economia. Seja ela em grande medida, como em Marx, ou
seja em menor grau como em Keynes, a cultura intervencionista em vigor no Brasil parece
ser fundamentada pelas obras destes dois. Durbin (1936) e Lerner (1937) propoem uma or-
ganização econômica formada por empresas estatais cuja atuação se dava mediante regras
definidas centralizadamente (BARBIERI, 2004).
O atual marco regulatório do setor (o único de toda a história), ainda que em sua
origem, buscou incorporar as características de mercado ao setor, o que ocorria em muitos
outros países na época conforme afirma Silva (2001). Porém, o resultado foi uma combina-
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ção de entidades estatais e privadas interagindo de forma quase totalmente regulada, em um
ambiente com muitos dos elementos propostos em Durbin (1936) e Lerner (1937), conforme
apresentado na seção 2.1 e corroborado por Monteiro e Santos (2010).
Ainda neste contexto, alguns economistas entendem que o mercado livre e puro
possui falhas entre as quais o chamado poder de mercado se enquadra. Mayo (2012) detalha
esta questão para o caso do setor elétrico em que os segmentos de transmissão e distribui-
ção foram considerados monopólios naturais, situação na qual uma empresa corresponde
à configuração mais eficiente de prover toda a demanda do mercado, o que torna impres-
cindível a ação de um agente regulador (SILVA, 2012). Este é o fundamento da criação da
ANEEL. Kelman (2009) apresenta detalhes a este respeito.
No entanto, os economistas liberais clássicos argumentam que poder de mercado
não é considerado uma falha. Defende-se que a dinâmica do processo é capaz de dissolver
tal poder e caso não o faça, é porque isto não afetou a disposição de transacionar voluntaria-
mente. Muitas ações governamentais cujo objetivo seria resolver tal falha de mercado, levou
a uma anulação do mecanismo que a dissiparia e em um aumento do poder de mercado
(FRIEDMAN; FRIEDMAN, 2015). Por outro lado, há também os críticos das agências regu-
ladoras que afirmam não haver boa compreensão sobre o papel de tais agências, o que cul-
mina na pergunta: Se é imprescindível a existência do regulador, que o regulará? (HOUSE,
1995 apud MONTEIRO; SANTOS, 2010).
Esse debate sobre qual a melhor maneira de organizar setores da economia se apro-
funda especificamente no caso do setor elétrico. (HUNT, 2002) apresenta um diagnóstico a
respeito demonstrando como as peculiaridades do setor de energia elétrica podem ser ende-
reçadas de maneira a promover reais características de mercados competitivos. Destaca-se
que a existência de tais peculiaridades leva à necessidade de modelos institucionais com-
postos por diversos atores, com limites de ações bem determinados, para que a competição
ocorra de maneira adequada. Especificamente no Brasil o trabalho de Hunt (2002) não foi
muito apreciado. Para ilustrar, a Figura 11 mostra os quatro principais tipos de organização
de mercado ilustrados em sua obra. O primeiro, acima à esquerda é o monopólio vertical-
mente integrado. Organização muito comum antes da abertura dos mercados de energia
no mundo ocorrida na década de 1990. O segundo, abaixo à esquerda, é o modelo de com-
prador único. Trata-se do primeiro passo em direção aos mercados competitivos. O terceiro,
acima à direita, é o de competição no atacado. O setor de geração brasileiro, com muitas res-
salvas, se organiza nesse sentido. O último, abaixo à direita, é o modelo de competição no
atacado e no varejo. É o que se deseja no Brasil, mas as barreiras políticas institucionais são
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um obstáculo à tal iniciativa. Viana (2018) apresenta uma vasta revisão teórica sobre merca-
dos de energia e como eles se organizam no mundo todo. Sugere ainda um novo desenho de
mercado para o Brasil.
Figura 11: Principais Modelos de Mercados de Energia Fonte: Hunt (2002)
Por fim, a respeito da taxa de juros, ela é definida pelos bancos centrais em quase
todos os países do globo. No Brasil é balizada pelo Banco Central do Brasil (BRASIL, 2017),
instituição criada pela Lei 4.595 de 1964. Trata-se de uma autarquia federal, vinculada ao
Ministério da Fazenda, que tem a missão de assegurar a estabilidade do poder de compra da
moeda e um sistema financeiro sólido e eficiente (BRASIL, 2017).
Dessa maneira, mesmo se todas aquelas instituições governamentais da seção 2.1
não existissem, o Estado ainda estaria presente no SEB devido ao fato da taxa de juros ser
definida pelo Banco Central do Brasil. Esta questão parece sutil à primeira vista, no entanto,
vale relembrar que tal taxa orienta as ações dos participantes do mercado situados tanto do
lado da oferta quanto da demanda e como a energia está presente na cadeia produtiva de
inúmeros produtos e serviços comercializados atualmente, a taxa de juros, que é capaz de
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influenciar diretamente o PIB 3, da mesma maneira, afeta a demanda de energia elétrica,
que por sua vez, afeta o preço. Este fato é ilustrado pela presença da elasticidade - PIB versus
demanda de energia elétrica nas projeções de consumo de energia da EPE (MME, 2015).
2.4.3 O Preço da Energia no Brasil
Em princípio, para se definir o preço da energia, bastaria aplicar a definição apre-
sentada na seção anterior (seção 2.4.2). Entretanto, em função das suas características pe-
culiares, a determinação da oferta e da demanda de energia no Brasil são tarefas de alta
complexidade. Isso se deve ao fato do sistema brasileiro ser hidro-termo-eólico e de grande
porte. Conforme apresentado na seção 2.3, sistemas com grande participação hidrelétrica
são de difícil otimização dado os acoplamentos espaciais e temporais das decisões. Como
existem no SIN reservatórios com grande capacidade de regularização, as decisões de ge-
ração do sistema em um determinado momento são capazes de alterar a oferta futura de
energia em um horizonte superior a um ano. Dentro deste horizonte as previsões confiáveis
de vazões e demanda são praticamente impossíveis. Neste ponto a importância dos modelos
matemáticos fica eminente.
Dessa forma, em função das supostas características propícias ao surgimento do
poder de mercado, foi estabelecido, mediante regulamentação, que o preço da energia no
mercado de curto prazo seja igual ao custo marginal da operação calculado pelos modelos.
Tal fato é explicado pela Figura 12 em que se apresentam os preços e quantidades pratica-
dos pelos produtores para operarem suas plantas em dois ambientes. Um em que ele é o
monopolista e outro no qual existe a competição perfeita. No primeiro caso, o monopolista
tenderá a escolher o ponto em que seu Custo Marginal (CM na Figura 12) se iguala à sua
Receita Marginal (RM na mesma Figura). No segundo caso, a competição força o produtor
a operar perto do ponto em que a Receita Média (Rmed da Figura que também é a curva de
Demanda) se iguala ao seu Custo Marginal (CM). Pode-se observar que no segundo caso o
produtor oferta uma quantidade maior (Qc) a um preço menor (Pc) em relação à (Qm e Pm),
o que é melhor para a sociedade.
Na mesma Figura 12 é possível avaliar a eficiência econômica nos dois ambientes.
Temos um retângulo A e triângulos B e C. A área de A somada com a de B representa a perda
de excedente do consumidor no ambiente de monopólio, visto que a área A é o excedente
apropriado pelo monopolista e B é chamado de peso morto pois essa parte fica fora do mer-
cado. No ambiente de competição perfeita os excedentes são as áreas dos triângulos B e
3Produto Interno Bruto
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C. B representa o excedente do consumidor, tendo em vista que ele paga um preço Pc mas
estaria disposto a pagar um preço maior, conforme indica a curva de demanda (Rmed) e C
representa o excedente do produtor uma vez que ele estaria disposto a vender por um preço
abaixo de Pc, como indica a sua curva de custo CM. Por isto estabeleceu-se que o preço
(dado pela curva de demanda) seja igual ao CMO (BITU; BORN, 1993).
É importante observar que a curva de demanda (Rmed) na Figura 12 possui uma in-
clinação em relação aos eixos coordenados, portanto existe elasticidade preço na demanda
para que os preços e quantidades no ambiente de competição perfeita sejam melhores para
a sociedade do que o ambiente de monopólio. Caso a curva de demanda fosse totalmente
vertical ela seria considerada perfeitamente inelástica e caso fosse horizontal seria conside-
rada totalmente elástica (PINDYCK; RUBINFELD, 2006).
Entretanto, os modelos NEWAVE e DECOMP não representam a demanda com elas-
ticidade em relação aos preços, ou seja, eles modelam a demanda de maneira perfeitamente
inelástica. Essa dissonância entre teoria e realidade é o que motivou a elaboração da hipó-
tese sobre a negligenciabilidade da elasticidade da demanda que será explorada nesta tese.
2.4.4 O Ambiente de Negócios de Energia no Atacado Brasileiro
De acordo com Tolmasquim (2015), a receita do agente gerador, na sua maior parte,
é proveniente da comercialização da Garantia Física (GF) nos dois ambientes de contratação
definidos no marco regulatório em vigor (conforme seção 2.1).
A GF é um certificado concedido a cada aproveitamento hidrelétrico e constitui a
sua base comercial, uma vez que representa o limite de montante de energia que se pode
comprometer em contratos de venda, seja no Ambiente de Contratação Livre ACL ou Am-
biente de Contratação Regulado ACR. Este montante, medido em MW médios, é calculado
pelo Estado antes da outorga da concessão e pode sofrer redução de até 5% a cada revisão
ordinária que ocorre a cada cinco anos ou na ocorrência de fato relevante e também de 10%
durante o prazo da outorga (TOLMASQUIM, 2015).
A venda da GF ocorre no ACL e/ou no ACR ou ainda pode ser liquidada na CCEE.
Caso algum agente gerador não venda toda sua GF ele recebe pela sobra o valor do Preço de
Liquidação das Diferenças, o PLD, que é calculado pelos modelos NEWAVE e DECOMP (se-
ção 2.3). Com isto, o PLD acaba sendo uma referência de preço para contratação de energia
tanto no ACL quanto no ACR. Daí vem a segunda aplicação dos modelos no SEB. Juntamente
com a sua utilização para a definição dos despachos das usinas eles são utilizados para o cál-
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Figura 12: Curvas de Custo Marginal e Receitas Marginal e Média - Adaptado de(PINDYCK;
RUBINFELD, 2006)
culo do CMO que é o preço da energia. A terceira aplicação importante se dá no cálculo da
GF.
Considerando que os montantes comercializados são calcados na GF, que é um cer-
tificado concedido a partir de cálculos matemáticos apriorísticos, existe o risco de que esses
montantes não encontrem respaldo na operação real do sistema, ou seja, existe o risco da ge-
ração das usinas não se verificarem de acordo com suas respectivas Garantias Físicas. Para
um entendimento melhor dessa questão, é necessário uma descrição do MRE4, a qual está
apresentada a seguir.
De acordo com o atual marco regulatório, a comercialização de energia é totalmente
desvinculada da produção física individual das usinas hidrelétricas. Quando de sua cria-
ção, a intenção desse modelo estava em que o Operador Nacional do Sistema Elétrico (ONS)
pudesse definir o despacho de geração de todo o sistema, com o objetivo de minimizar o
4(BARBIERI, 2004) ao descrever os elementos de uma economia planificada centralizadamente apresenta
diversos elementos encontrados na descrição do SEB apresentada nesta Tese.
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valor esperado dos valores presentes do custo total de operação ao longo de um horizonte
de cinco anos (estimados pelos modelos computacionais), sem causar prejuízo financeiro
aos proprietários dos empreendimentos que, por sua vez, comprometeram suas respectivas
produções em contratos de médio/longo prazos nos ambientes de contratação.
Isso se torna possível, em teoria, devido à existência do MRE, que garante a cada
participante do mecanismo a chamada Garantia Física (GF). A ideia está em evitar a necessi-
dade de cada usina de produzir a energia necessária para atender aos contratos, protegendo-
as das incertezas sobre a quantidade de água disponível ao longo do tempo. Sob o MRE, um
gerador atende a seu contrato, respaldando sua GF com sua porção de direito sobre a ge-
ração de todas as usinas participantes do mecanismo. Aqueles que gerassem acima da sua
respectiva GF5 receberiam, dos que produzissem a menos, uma tarifa regulada chamada de
Tarifa de Energia de Otimização (TEO) (da qual se desconta a Compensação Financeira pela
Utilização dos Recursos Hídricos (CFURH) paga aos municípios banhados pelos respectivos
reservatórios das usinas). Caso o conjunto de todas as usinas do MRE produzir um montante
maior que soma de todas as GFs, existe a energia secundária que é repartida entre todos pro-
porcionalmente às respectivas GFs. Caso o montante total de geração for inferior à soma das
GFs de todos os participantes, a Garantia Física de cada usina sofre um ajuste pelo chamado
Generation Scaling Factor (GSF). Este fator reduz a GF de todos os geradores participantes
do MRE e os obriga a buscar no mercado Spot este montante, caso tivessem vendido toda
sua GF.
O primeiro grande problema deste desenho, escondido por um longo período de
farta produção hidrelétrica, está na relação entre GSF e os preços. Sempre que o GSF esti-
ver atuando, os preços estarão altos, tendo em vista que o despacho térmico complementa
a geração das usinas do MRE. Foi este fato que causou muitos problemas judiciais e finan-
ceiros às empresas do setor nos últimos anos e está diretamente relacionado com a falta de
elasticidade da demanda na operação e no processo de formação de preços de energia no
mercado brasileiro.
Conforme apresentado, os modelos são de extrema importância para o setor ao fun-
damentar os estudos de planejamento, prospecção de preços, determinação da GF além
de outras aplicações. Deste cenário, ora detalhado, nasceu o edital de P&D Estratégico da
ANEEL em 2008 que buscou aprimoramentos nos métodos utilizados pelas modelagens em
vigor.
5Existe um detalhe adicional que é a sazonalização da GF que foi omitido para facilitar o entendimento do
mecanismo.
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É importante ressaltar que mesmo se as atividades de planejamento do setor não
fossem centralizadas no ONS e EPE, os modelos ainda seriam muito utilizados para otimi-
zação e subsidio aos estudos de oferta futura de energia.
De acordo com o que foi demonstrado, no mercado de energia brasileiro, as deter-
minações de preço não transmitem a informação de demanda, não incentivam a adoção
de métodos mais eficientes de produção e ainda não determinam a distribuição da renda
ao longo da cadeia produtiva (vide seção 2.4.2). Estas funções são atribuídas ao ONS e à
EPE. É evidente que tais empresas cobram pelas suas atividades e ainda que fizessem um
trabalho com altíssimos níveis de excelência, o custeio de suas operações por si já repre-
sentariam uma ineficiência refletida no aumento do custo da energia pago pelo consumidor
final. Essa questão fica ainda mais dramática pelo fato de que se por algum motivo estas
empresas não obtiverem bons resultados nas atividades que desempenham, seus respecti-
vos faturamentos não serão afetados. Quem sofrerá com perdas de receita serão os agentes
da parte produtiva do setor (Geradores, Transmissores, Distribuidores e Comercializadores)
juntamente com os consumidores a quem historicamente todos os custos tem sido repassa-
dos. Isso é a semente da ineficiência setorial, para os economistas clássicos, e pode culminar
na situação em que um player qualquer opere com custos maiores que seus preços, o que
leva a insolvência. Outra consequência bastante documentada é a escassez de mercadoria
disponível (FRIEDMAN; FRIEDMAN, 2015) (GRUDEM; ASMUS, 2016). No caso do SIN já se
podem identificar a perda da capacidade de regularização do sistema (MONTE, 2009) e tam-
bém a falta de capacidade de atendimento à demanda instantânea (NACIF et al., 2015). Em
ambos os casos os problemas ocorrem devido ao processo de formação de preço em vigor.
No segundo especificamente, esta questão fica bem detalhada em (NACIF et al., 2015).
Além destas duas "camadas de intervenção"(taxa de juros e regulações via agências
governamentais), o SEB sofre com uma gama de encargos e tributos que afeta ainda mais
dramaticamente o preço da energia para o consumidor final. Carneiro (2010) apresenta as
alíquotas incidentes no preço da energia no Brasil e pagas por todos os consumidores. Não
custa ressaltar que a teoria econômica afirma que tais tributos e encargos afetam de forma
relevante o equilíbrio econômico (PINDYCK; RUBINFELD, 2006). Nesta questão os econo-
mistas parecem não discordar. Segue uma lista 6: IPI, PIS, Cofins, ICMS, RGR, CDE, CFURH,
CCC, ESS, EER, Taxa de Fiscalização da ANEEL, UPB, Desenvolvimento de P&D e mais algum
que pode ter surgido no período posterior a 2010.
O resultado de todo este arcabouço institucional, regulatório e tributário pode ser
6Como a fonte desta lista parcial é Carneiro (2010), ela pode ter sofrido alterações posteriormente
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avaliado pelos dados recentes da tarifa brasileira. A Firjan mostrara que em 2017 a tarifa
brasileira era a sexta mais cara do mundo com o valor de R$402,30/MWh, 46% superior à
média mundial. Em 2014 o Brasil figurava com a décima primeira tarifa mais cara do mundo,
ou seja, a situação piorou. Além disso, (CASTRO et al., 2015) mostra que o Brasil possui a
energia mais cara entre os países com matriz energética semelhante.
2.5 CONCLUSÕES
Segundo Viana (2018), o SEB vem passando por uma série de problemas em seu fun-
cionamento, como a sustentabilidade econômica e financeira das empresas, sinal de preço
inadequado e complexidade técnica e regulatória. Este capítulo descreveu o debate a res-
peito da organização de setores da economia e levantou incoerências na organização do
Setor Elétrico Brasileiro, corroborando em grande medida com Viana (2018).
Além disso, dentro do contexto da grande importância dos modelos computacio-
nais no processo de otimização e formação de preço da energia levantou-se, objetivamente,
uma lacuna a ser preenchida: a violação da fundamentação econômica pela não considera-
ção da resposta da demanda (elasticidade). Esta é umas das contribuições que se pretende
desenvolver neste trabalho ao incorporar ao modelo a ser desenvolvido a elasticidade da
demanda. Essa é a justificativa para o desenvolvimento desta tese.
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3 REVISÃO BIBLIOGRÁFICA
Este capítulo apresenta trabalhos publicados a respeito do problema de otimiza-
ção do despacho hidrotérmico brasileiro. O próximo capítulo apresentará as técnicas ma-
temáticas utilizadas pelos modelos aqui apresentados bem como suas aplicações. Portanto,
ao longo dos capítulos deste documento também são encontradas referências importantes
para a composição da formulação, solução e avaliação do problema que se pretende resolver
nesta tese.
Como apresentado no capítulo anterior, a principal fonte de energia elétrica no Bra-
sil é a hidráulica. Poucos países possuem esta característica, entre eles podemos destacar
Noruega e Nova Zelândia. Entretanto, as grandes dimensões e a elevada escala conferem ao
problema de otimização do sistema brasileiro a qualidade de único no mundo.
Assim, as contribuições para a solução de tal problema ocorreram primordialmente
no Brasil, como (GOMIDE, 1986) por exemplo, e ainda orbitaram em torno dos modelos já
apresentados. Propostas alternativas foram desenvolvidas em paralelo mas, até o momento,
não chegaram a compor oficialmente os modelos regulamentados. Nessa seção, será apre-
sentada a revisão de trabalhos recentes voltados para a otimização de sistemas hidrotérmi-
cos de grande porte como o SIN. Em geral, esses trabalhos foram desenvolvidos no Brasil em
função da exclusividade de seu sistema. Entretanto, a Pacific Gas & Electricity (PG&E) utiliza
um modelo denominado SOCRATES (JACOBS et al., 1995), com tratamento individualizado
de reservatórios e horizonte de 2 anos na otimização da geração de seu parque.
Inicia-se pelos modelos oficialmente adotados, em seguida apresentam-se pesqui-
sas de métodos alternativos na mesma linha e em linhas distintas no âmbito do P&D ANEEL
e por fim são apresentados trabalhos publicados relacionados ao tema, porém desvincula-
dos aos projetos estratégicos (P&D ANEEL), alguns trabalhos recentes a este respeito.
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3.1 MÉTODOS UTILIZADOS PELOS MODELOS OFICIAIS
As primeiras estratégias de operação energética adotadas no Brasil foram determi-
nadas a partir de um método determinístico chamado Curva Limite Inferior de Armazena-
mento. Esse limite inferior era calculado para uma representação agregada do sistema e com
base na pior série hidrológica registrada buscava atender a carga ao longo do horizonte estu-
dado. Em 1978 a Eletrobras e o CEPEL introduziram um modelo de Programação Dinâmica
Estocástica a sistema equivalente (CEPEL, 1977). Após a utilização da Programação Dinâ-
mica Estocástica, o trabalho de Pereira e Pinto (1985) propôs um método de Programação
Dinâmica Dual Estocástica com Decomposição de Benders (BENDERS, 1962) que culminou
nos modelos NEWAVE e DECOMP utilizados oficialmente até a presente data, apresentados
na seção 2.3.
Com a ocorrência do racionamento de 2001 (citado no Capítulo 2), foi agregada ao
modelo NEWAVE a CAR-Curva de Aversão ao Risco, que consiste em curvas bianuais de ní-
veis mínimos para os reservatórios equivalentes do SE/CO e Nordeste. Caso se verificassem
níveis abaixo da CAR, indicavam-se despachos térmicos adicionais para que esta situação
fosse revertida. Entretanto, a CAR não se mostrou suficiente para sinalização de risco de dé-
ficit futuro, uma vez que foi introduzida a um modelo estocástico cuja função objetivo era
a minimização do valor esperado do custo de operação ao longo do horizonte de planeja-
mento o que fazia tal método ser neutro em relação ao risco, ou seja, não se dava especial
atenção aos possíveis cenários hidrológicos recessivos. Para resolver esta deficiência, o ONS
propôs a inclusão do POCP-Procedimentos Operativos de Curto Prazo que através da solu-
ção de um único PL (sessão 4.1) com a restrição de atingimento de um nível meta ao final
do período seco do ano corrente e vazões previstas, define uma curva para níveis mínimos
de armazenamento mensais que caso seja violada pelos níveis calculados pelo DECOMP,
indicam-se despachos térmicos adicionais àqueles indicados pelos modelos NEWAVE e DE-
COMP. O nível meta para o final do período seco é calculado com base no segundo ano da
CAR e em um cenário de período chuvoso recessivo elaborado pelo ONS. Nesse período a
CAR e o POCP estavam incorporados ao processo do Programa Mensal da Operação Eletro-
energética, ambiente no qual os modelos eram executados.
A busca pela minimização dos custos de operação dentro de um nível aceitável de
risco evoluiu com a introdução do CVaR-Conditional Value at Risk nos modelos NEWAVE e
DECOMP com base em Philpott e Matos (2010), Shapiro (2011a) e Shapiro (2011b). Diniz et
al. (2012) propuseram um processo simplificado de cálculo dos cortes da função de custo fu-
turo (sessão 4.3.1) na recursão backward da Programação Dinâmica Dual Estocástica. Nesta
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linha, cabe citar Matos (2012) que, entre várias contribuições, propôs formas de percorrer os
cenários dentro do processo iterativo da Programação Dinâmica Dual Estocástica para sele-
cionar cortes de Benders com o objetivo de melhorar o desempenho do método no tocante
à políticas de operação no horizonte em foco que foi de cinco anos.(COSTA-JUNIOR, 2013)
que defendeu uma representação de aversão ao risco no despacho hidrotérmico mediante
a consideração explícita de restrições que limitam o CVaR relacionado ao déficit no modelo.
Foi utilizada a relaxação Lagrangeana na decomposição do problema e apresentou-se um
algoritmo para a incorporação das restrições de CVaR no método da Programação Dinâmica
Dual Estocástica.
Entre as linhas de pesquisa do P&D Estratégico da ANEEL em 2008 "Modelos de
Otimização do Despacho Hidrotérmico", citado no Capítulo 1, as linhas 1 (PUC-Rio/UFJF) e
4 (UFSC) desenvolveram diversas contribuições relacionadas aos métodos utilizados pelos
modelos oficiais, quais sejam, Programação Dinâmica Estocástica ou Dual Estocástica com
agregação em reservatórios equivalentes e decomposição de Benders.
A linha PUC-Rio/UFJF publicou um livro (SOUSA et al., 2014) em que apresenta o
SEB, as ferramentas utilizadas e algumas contribuições da pesquisa desenvolvida no âm-
bito deste projeto. Relata-se no livro que PUC-Rio assumiu os estudos estocásticos e UFJF
a otimização. Entre as publicações relativas a esta linha pode-se elencar (FERREIRA, 2013)
que propôs uma nova abordagem para geração de afluências com a utilização de modelos
periódicos Gama, (OLIVEIRA, 2013) que propõe uma nova metodologia para a construção
de cenários capaz de evitar a não-linearidade gerada pelo PAR(p) que causa problemas de
convexidade prejudicando o cálculo da função de custo futuro na Programação Dinâmica
Dual Estocástica, (DIAS et al., 2009) que propuseram uma nova abordagem para o cálculo
da FCF (sessão 4.3.1) na Programação Dinâmica Estocástica com a utilização de um algo-
ritmo de Convex Hull para construir um conjunto convexo de hiperplanos que representam
uma linearização por partes da função de custo futuro e Souza et al. (2012) propôs um mo-
delo para a geração de cenários de vazão natural baseado no PAR(p) com a identificação do
p via função de Autocorrelação Parcial estimada por meio da técnica não paramétrica de
computação intensiva Bootstrap. Estas contribuições culminaram no modelo MDDH capaz
de otimizar sistemas hidrotérmicos de grande porte como o brasileiro.
A linha 4 (UFSC) produziu várias contribuições, entre as quais um método a usi-
nas individualizadas com horizonte de 5 anos, métodos de geração de cenários que manti-
nham coerência estatística entre estágios semanais e mensais e melhorias no desempenho
computacional do método. Entre os trabalhos publicados destacam-se Matos et al. (2011) e
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Mello et al. (2011) que apresentam estratégias capazes de melhorar o custo computacional
do algoritmo de Programação Dinâmica Dual Estocástica mediante alterações do número
de cenários visitados por iteração, utilizando o algoritmo de simulação de Monte Carlo com
o método de amostragem do Hipercubo Latino no método de PDDE e soluções iniciais mais
próximas da solução ótima. O trabalho de Philpot e Matos (2011) introduziu medidas de
risco a estas estratégias. As contribuições desta linha de pesquisa deram origem ao modelo
SMERA que evoluiu para o SPARHTACUS ambos capazes de otimizar sistemas hidrotérmicos
de grande porte como o brasileiro.
3.2 MÉTODOS ALTERNATIVOS AOS MODELOS OFICIAIS
Como alternativa à Programação Dinâmica Estocástica e Dual Estocástica com de-
composição de Benders foram desenvolvidas técnicas capazes de otimizar um sistema hi-
drotérmico de grande porte como o brasileiro no âmbito do P&D Estratégico da ANEEL em
2008, principalmente às linhas 2, 3 e 5. A linha 2 publicou o trabalho (HIDALGO et al., 2011)
em que trata do ajuste de polinômios para níveis de jusante das usinas hidrelétricas. Este
tema se torna relevante em função da baixa qualidade dos dados disponíveis e também da
importância desta variável, visto que ela influencia a altura de queda que, por sua vez, afeta
a produtividade do aproveitamento. Foi publicado também em (ZAMBELLI et al., 2011) o
trabalho que avalia o desempenho das programações dinâmicas determinística e estocás-
tica e concluiu-se que o desempenho é similar, tendo em vista que enquanto a abordagem
determinística aumenta a produtividade pelo aumento da altura de queda mas perde em
vertimentos, a modelagem estocástica previne os vertimentos ao custo da perda de altura de
queda. Ainda na linha 2, (LUNA et al., 2011) apresentou uma abordagem de inferência ne-
bulosa para a geração de séries sintéticas de vazões mensais, (FUJISAWA et al., 2011) propõe
um modelo de cálculo do fluxo de potência ótimo em corrente contínua o qual incorpora
as perdas na rede de transmissão diretamente nas equações de balanço do fluxo de potên-
cia ativa. Além destas vale citar (MARTINS, 2009) que implementou o Método de Pontos
Interiores não Linear na otimização do Sistema Interligado Nacional. Esse trabalho é uma
referência muito importante para esta tese de doutorado.
Mesmo antes do lançamento do projeto estratégico pela ANEEL a Unicamp já havia
desenvolvido um longo trabalho a respeito do tema, como se pode verificar nas publica-
ções de Santos (2001) que desenvolveu um método para o problema de pré-despacho em
que determina programa de operação das unidades geradoras de um sistema de energia elé-
trica para um horizonte de curto prazo, Encina et al. (2002) que apresentaram um critério de
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desempenho para o despacho ótimo de unidades geradoras. Neste trabalho são exploradas
todas as variáveis importantes para o despacho de unidades geradoras como: perdas hidráu-
licas, perdas de queda por elevação do canal de fuga, perdas pelo distanciamento do ponto
ótimo das curvas de rendimento da turbina e gerador, entre outros aspectos, Cicogna (2003)
apresentou um sistema computacional de suporte à decisão para o planejamento e progra-
mação da operação de sistemas hidrotérmicos de geração elétrica. Este sistema abrange
todo o conjunto de usinas despachadas pelo ONS resolvendo um problema do mesmo porte
do NEWAVE. Encina (2006) apresentou o despacho ótimo de unidades geradoras em siste-
mas hidrelétricos via heurística baseada em Relaxação Lagrangeana e PD. Nesse trabalho
são consideradas as perdas no sistema de geração, ocasionadas pela elevação do nível de ca-
nal de fuga, pela variação do rendimento do conjunto turbina-gerador e pelo atrito do fluxo
d’água nas tubulações do sistema hidráulico. Além destas perdas o custo de parada e partida
das máquinas também foi considerado. O método foi aplicado a 78 usinas do SIN correspon-
dendo a um total de 398 unidades geradoras. Siqueira (2009) apresentou uma comparação
entre diferentes abordagens de programação dinâmica no planejamento da operação ener-
gética de sistemas hidrotérmicos. Foram consideradas diferentes modelagens para as vazões
afluentes, comparando as abordagens determinísticas, estocástica independente e estocás-
tica dependente. Além disso, foram explorados detalhes da implementação do algoritmo
de PD. Foi concluído que a melhor modelagem para uma determinada usina não é a me-
lhor para outra e a PD determinística, que é a menos sofisticada, obteve desempenho equi-
valente às outras mais sofisticadas. (ZAMBELLI, 2006) apresentou uma política operativa
baseada no conceito de Curvas-Guias de armazenamento para a operação energética bem
como a análise de desempenho de tal política e (ZAMBELLI, 2009) implementou um modelo
de controle preditivo para a otimização da operação energética do SIN, em que aborda os as-
pectos estocásticos do problema de forma implícita mediante o uso de valores esperados em
um modelo determinístico de otimização com representação bastante detalhada do sistema
hidrotérmico.
Usando ainda Programação Não Linear a usinas individualizadas, a linha 5 (UFPR e
Lactec) desenvolveu um modelo baseado em algoritmos híbridos de otimização com função
biobjetivo contemplando medidas de risco mediante a utilização de séries sintéticas de va-
zões. Com relação à geração de séries foram publicados (DETZEL et al., 2011) e (DETZEL et
al., 2011). A respeito da modelagem matemática foram publicados os trabalhos (OENING et
al., 2012) e (MARCíLIO et al., 2012). Vale ressaltar os trabalhos de mestrado de Kleina (2012)
e doutorado de Marcilio (2014) que são importantes referências para esta tese, visto que a
formulação que aqui será apresentada, para a parte não linear, é baseada nesses dois. O re-
63
latório final desse projeto (BESSA et al., 2012) apresenta a compilação de todos os esforços
que culminaram no modelo PHOENIX, capaz de otimizar um sistema hidrotérmico com o
porte do brasileiro. Está em andamento a continuação desse projeto de pesquisa que desen-
volverá o modelo Lynx, baseado no PHOENIX, (PERIÇARO et al., 2019) é um dos trabalhos já
publicados.
O edital de P&D Estratégico da ANEEL em 2008 proporcionou a concentração de es-
forços e a publicação de diversos trabalhos a respeito dos temas considerados estratégicos. A
respeito do tema 1, diversas publicações foram elencadas. Entretanto, existem muitas con-
tribuições desenvolvidas de forma independente, isto é, desvinculadas às linhas de pesquisa
associadas especificamente ao P&D Estratégico da ANEEL em 2008. Por exemplo, (WU; LI,
2008) desenvolveu um método de unidades para o despacho hidrotérmico considerando a
estocasticidade de médio prazo com restrições de risco em um ambiente competitivo no
qual otimiza-se a geração com vistas à maximização do lucro, o que não é possível no de-
senho de mercado brasileiro, conforme apresentado na sessão 2.1. (SANTOS et al., 2009)
trataram o risco no despacho hidrotérmico mediante a técnica de Progressive Hedging. Este
método é interessante pois oferece uma maneira de se incorporar o tratamento de risco de-
corrente da incerteza intrínseca às variáveis estocásticas presentes na modelagem do despa-
cho hidrotérmico via programação não linear. Conforme visto na sessão 4.2, o tratamento de
questões estocásticas com PNL é difícil, portanto, o Progressive Hedging ameniza esta ques-
tão. (RAMOS et al., 2012) apresentam um modelo para o despacho hidrotérmico de médio
prazo a usinas individualizadas com programação não linear, da mesma maneira que esta
tese de doutorado, entretanto, modela-se um acoplamento com Funções de Custo Futuro
definidas por modelos baseados em programação dinâmica com horizontes mais estendi-
dos. (ZAMBON et al., 2012) usam o pacote GAMS1 para otimizar um sistema com 127 usinas
hidrelétricas de maneira individualizada com geração térmica agregada. (ALMEIDA, 2013)
segue na aplicação do Progressive Hedging no despacho hidrotérmico em sequência ao tra-
balho de Santos et al. (2009).
3.3 CONSIDERAÇÕES FINAS
O edital de P&D Estratégico da ANEEL em 2008 uniu esforços voltados para o de-
senvolvimento de modelos capazes de resolver o mesmo problema resolvido pelos modelos
oficiais do SEB. Muitos projetos tiveram continuidade em P&D’s menores e seu desenvolvi-
mento ocorreu muito com foco no horizonte de curtíssimo prazo, devido à entrada do preço
1General Algebric Modeling System
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horário prevista para 2021. Dessa maneira, não se encontram trabalhos focados no SIN com
horizonte de médio prazo além daqueles já mencionados. Contudo, é importante menci-
onar que os modelos oficiais continuaram sendo referência para o paradigma matemático
utilizado nas pesquisas, sejam elas ligadas aos modelos oficiais ou alternativos.
Do ponto de vista metodológico, ainda não se encontrou uma proposta de otimi-
zação não linear, estocástica, a usinas individualizadas com demanda elástica, cinco anos
e horizonte a três patamares de carga que conforme proposto nesta tese. O único trabalho
encontrado relacionado ao despacho hidrotérmico com demanda elástica foi (SOUSA, 2010)
que simulou a elasticidade da demanda nos modelos oficiais (linearizados, agregados etc...).
Portanto, pelo que se noticia, do ponto de vista metodológico, o modelo aqui elaborado não
possui equivalente publicado.
Além de contribuir com esse modelo inédito, tratar a questão da incoerência iden-
tificada no processo de formação de preços e testar o pacote IPOPT, esta tese também pre-
enche uma lacuna importante relacionada à modelagem de Fluxo de Potência Ótimo FPO
com Gerenciamento pelo Lado da Demanda (GLD) mediante sinalização de preços em sis-
temas hidrotérmicos. Trabalhos como Costa (2002) calculam o FPO para o sistema brasileiro.
Tendo em vista que esse sistema é hidrotérmico, o FPO geralmente utiliza como dados exó-
genos a saída de algum modelo de otimização que otimiza o despacho e a partir dai calcula
o Fluxo. Caso o FPO considere a resposta da demanda, que é o caso do trabalho de Costa
(2002), o modelo de despacho hidrotérmico também deve considerar a mesma resposta da
demanda, o que não foi o caso de Costa (2002) que utilizou os modelos oficiais. O modelo




Muitas abordagens e modelos matemáticos foram desenvolvidas ao longo do tempo
com a finalidade de otimizar a operação eletroenergética e várias classificações para este
grande número de abordagens estão disponíveis na literatura como, por exemplo, modela-
gens clássicas e heurísticas, mono-objetivo e multiobjetivo ou malha aberta (open loop) e
malha fechada (closed loop).
As modelagens clássicas são aquelas desenvolvidas sob a visão da pesquisa opera-
cional e adaptadas para a solução do problema de operação eletroenergética. Entre estas
modelagens se destacam a Programação Linear (PL), a Programação Dinâmica (PD) e a Pro-
gramação Não Linear (PNL), por serem largamente utilizadas a solução do problema de oti-
mização do SIN. É também possível encontrar aplicações de meta-heurísticas, mas esse não
será o foco deste trabalho.
4.1 PROGRAMAÇÃO LINEAR (PL)
O desenvolvimento da Programação Linear figura entre os mais importantes avan-
ços científicos dos meados do século 20 (HILLIER; LIEBERMAN, 2001). Com extraordinários
impactos e proporcionando a economia de milhões de dólares para muitas empresas pelo
mundo, a PL vem sendo utilizada extensivamente em diversos ramos. Dentre as caracterís-
ticas da PL destacam-se (LABADIE, 2004):
• Capacidade de resolver, de forma eficiente, problemas de grande porte;
• Convergência para um ótimo global;
• Não é necessária uma solução inicial como dado de entrada do problema;
• Teoria de Dualidade bem desenvolvida para análises de sensibilidade;
• Pacotes disponíveis no mercado a baixos custos;
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• As equações envolvidas no modelo (função objetivo e restrições) devem ser lineares
ou linearizadas e
• Malha aberta.
A fim de “distribuir, de forma ótima, recursos limitados entre atividades concor-
rentes", Dantzig formulou o problema de PL genérico e propôs o método Simplex para a
sua solução em 1947 (DANTZIG, 1963). Este método se apresentou muito eficiente na prá-
tica, entretanto trata-se um algoritmo de complexidade exponencial (CORMEN et al., 2002)
(COSTA, 2006). Este fato curioso ocorre porque, em teoria, todos os vértices do politopo con-
vexo formado pela interseção das restrições do problema devem ser analisados. E o número
de vértices cresce exponencialmente com o número de variáveis do problema. No entanto, a
forma inteligente pela qual os vértices são escolhidos evita a varredura de todas as possíveis
soluções (MARTINS, 2009). E tal forma de escolha pode ser aplicada a uma grande gama de
problemas existentes.
Em 1984, Narendra Karmarkar propôs um novo método para a solução de PLs: Al-
goritmo de Pontos Interiores (KARMARKAR, 1984) e (HILLIER; LIEBERMAN, 2001). A grande
contribuição de Karmarkar foi a proposição de um algoritmo de complexidade polinomial
para a solução de PLs. Programação Linear por Chance Constrained foi implementada por
Revelle e Joeres (1969), Loucks e Dorfman (1975), Houck e Colon (1980), Halliburton e Siri-
sena (1984) e Stedinger (1984). Com o objetivo de se otimizar funções não-lineares por PL,
foi desenvolvida a Linearização Por Partes (Piecewise Linear Approximations). Neste método
as funções não-lineares são aproximadas por várias funções lineares, tão próximas quanto
se desejar, com um custo computacional associado. Crawley e Dandy (CRAWLEY; DANDY,
1993) implementaram este método em 1993. Thomas e Watermeyer formularam a Progra-
mação Linear Estocástica com foco na operação de reservatórios (THOMAS; WATERMEYER,
1962). Para esta formulação o número de cenários possíveis pode ser muito grande invia-
bilizando computacionalmente o PL. A decomposição de Benders pode reduzir a dimensão
do problema por meio da projeção do problema original em variáveis de acoplamento, so-
lucionando subproblemas duais e então resolvendo o problema principal que coordena as
soluções dos subproblemas até que a solução do problema original seja encontrada (LABA-
DIE, 2004). Freeman et al. (1995) aplicaram esta formulação para o Pacific Gas and Electricity
hydropower system na Califórnia em 1995. (GONZAGA, 1992) descreve um tratamento unifi-
cado para algoritmos de solução de PLs baseados no caminho de busca central.
A PL, na sua forma original, não se encaixa perfeitamente na otimização da opera-
ção de reservatórios devido à intrínseca não-linearidade das equações que modelam a re-
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lação cota-volume, a função de produção hidroelétrica, a descarga de vertedouros, entre
outras. No entanto, ela é largamente utilizada em conjunto com outras técnicas de otimi-
zação como Programação Dinâmica, Programação Dinâmica Estocástica, e com destaque, a
Programação Dinâmica Dual Estocástica com Agregação e Decomposição de Benders (BEN-
DERS, 1962) (PEREIRA; PINTO, 1985). Esta última é a técnica utilizada no modelo NEWAVE,
o modelo oficial do SEB (MACEIRA et al., 2002).
4.2 PROGRAMAÇÃO NÃO LINEAR (PNL)
A Programação Não Linear vem com o objetivo de preencher a lacuna aberta pela
limitação da PL em que as equações envolvidas devem ser lineares. Com a PNL pode-se
otimizar problemas modelados de forma não linear, como os problemas de operação de re-
servatórios, principalmente aqueles reservatórios relacionados com a produção de energia
elétrica. Existem vários algoritmos de solução para o PNL, os mais poderosos e robustos são
segundo Labadie (2004): Programação Linear Sequencial, Programação Quadrática Sequen-
cial (Método do Lagrangenano Projetado), Método do Lagrangeano Aumentado e Método
do Gradiente Reduzido. Destacam-se também o Método de Pontos Interiores e o Método de
Filtro (PERIÇARO et al., 2019).
São características da PNL:
• Todos estes métodos requerem uma função objetivo diferenciável bem como restri-
ções modeladas por funções diferenciáveis.
• Os algoritmos de PNL requerem uma grande capacidade de processamento e armaze-
namento.
• A convergência dos algoritmos é geralmente lenta e alguns requerem uma solução ini-
cial.
• Os algoritmos de PNL são de difícil adaptação às questões estocásticas intrínsecas ao
problema da operação de reservatório (YEH, 1985).
• A solução encontrada pelos algoritmos de PNL podem ser apenas ótimos locais.
Dentre as aplicações na área de operação de reservatórios pode-se citar Guibert et
al. (1990) que aplicaram o Método do Lagrangeano Projetado para um sistema de cinco re-
servatórios para o Projeto Central Valley da Califórnia. Arnold e Tatjewski (1994) aplicaram o
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Método do Lagrangeano Projetado e o Método do Lagrangeano Aumentado para o sistema
de 4 reservatórios do rio Zambezi na África do Sul para um horizonte de 2 anos e discretiza-
ção mensal. O método é aplicado em uma janela móvel de 12 meses onde apenas no mês
corrente é utilizado o resultado do modelo, mesmo com a decisão já calculada para todos
os 12 meses. Chu e Yeh (1978) aplicaram o Método do Gradiente Projetado para a operação
horária de um reservatório de hidroelétrica usando a dualidade não linear. Diaz e Fontane
(1989) aplicaram o Método do Lagrangeano Projetado para otimizar a geração de energia de
um sistema de múltiplos reservatórios. Rosenthal (1981) propôs um algoritmo de gradiente
reduzido em fluxo em redes não-linear para minimização dos custos de complementação
termoelétrica. Em Bessa et al. (2012) a PNL foi utilizada para a solução do problema de oti-
mização da operação do SIN e (PERIÇARO et al., 2019) utilizou o método de Filtro para a
solução desse mesmo problema.
Em função da importância dos métodos de Lagrangeano Aumentado e de Pontos
Interiores, eles serão detalhados a seguir.
4.2.1 O Método de Lagrangeano Aumentado
Conforme apresenta Marcilio (2014), o Lagrangeano Aumentado na sua origem foi
implementado com o objetivo de resolver problemas com restrições de igualdade apenas.
Posteriormente foi generalizado para formulações nas quais se incluem restrições de desi-
gualdade, conforme a descrição que segue.
Seja o conjunto de Expressões de (4.1) a (4.3), a formulação de um problema de
otimização não-linear qualquer no qual x ∈Rn é a variável de decisão, f : Rn →R é a fun-
ção objetivo não-linear, g : Rn →Rm é conjunto de restrições de igualdade e h : Rn →Rp é o
conjunto de restrições de desigualdade:
min f (x) (4.1)
s.a.
g(x) = 0, (4.2)
h(x) ≤ 0. (4.3)
Acrescenta-se às Expressões 4.3 uma variável de folga z ∈Rp e a formulação passa a
conter apenas restrições de igualdade como apresentado no conjunto de Expressões de (4.4)
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a (4.7), como segue:
min f (x) (4.4)
s.a.
g(x) = 0, (4.5)
h(x)+z = 0, (4.6)
z ≥ 0. (4.7)
Para essa última formulação define-se o Lagrangeano, aumentado por um termo
com penalidade quadrática, dai vem a denominação Lagrangeano Aumentado. Com
L : Rn ×Rm ×Rp ×Rp ×R++ →R, definida por:
















Sendo λ e µ os vetores de multiplicadores de Lagrange associados às restrições g e
h respectivamente e ainda ρ ≥ 0 o parâmetro de penalidade.
O algoritmo que resolve o problema de minimização da função Lagrangeana (4.8) é
um processo iterativo no qual é resolvido um problema irrestrito em que os multiplicadores
de Lagrange e o parâmetro de penalidade são fixados a cada iteração, portanto, é resolvido o
subproblema (4.9) por iteração k:





















Com os multiplicadores de Lagrange e o parâmetro de penalidade constantes a cada
iteração k, a solução do problema fica mais fácil de ser encontrada visto que a minimização
de cada variável zi ocorre independentemente de x, tornando o problema separável na va-
riável zi . Após a solução dessa minimização, os multiplicadores de Lagrange e o parâmetro
de penalidade são atualizados e uma iteração k +1 é iniciada até que ocorra a convergência
segundo um critério previamente estabelecido. Maiores detalhes a respeito desta técnica
podem ser encontrados em Marcilio (2014) que resolveu o problema do despacho hidrotér-
mico para o Sistema Interligado Nacional mediante sua utilização ou também em Luenber-
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ger (2005).
O Método de Lagrangeano Aumentado também se destaca por ser base para o de-
senvolvimento do algoritmo Progressive Hedging (PH) que será apresentado. Para tanto, o
que foi apresentado nesta sessão já é suficiente para o entendimento do PH.
4.2.2 O Método de Pontos Interiores
O Método dos Pontos Interiores tem se destacado entre os métodos de solução de
problemas de otimização. O seu desenvolvimento deve-se a Karmarkar (1984) que elaborou
um método de pontos interiores para a solução de problemas de programação linear. O seu
grande mérito foi ter apresentado um algoritmo de complexidade polinomial, visto que o
Simplex (DANTZIG, 1963) possui complexidade teórica exponencial.
Apesar do primeiro Método de Pontos Interiores estar relacionado com a solução de
problemas de programação linear, muitos pesquisadores desenvolveram métodos análogos
para programação não linear e alguns com muito sucesso. (YE, 1997) apresenta uma análise
de diversos métodos de pontos interiores para programação linear e não linear. Jacek Gond-
zio possui uma vasta contribuição ao explorar o método em problemas de grande escala e
com computação paralela, aplicando o método em problemas de finanças e até discutindo
a complexidade do algoritmo de maneira teórica (GONDZIO; GROTHEY, 2003) (GONDZIO;
GROTHEY, 2004) (GONDZIO, 2011). Outro trabalho importante foi (GRANVILLE, 1994) que
utilizou pontos interiores para o cálculo do fluxo de potência ótimo.
Em geral, os métodos de pontos interiores têm em comum a transformação das res-
trições de desigualdade em restrições de igualdade mediante a introdução de variáveis de
folga (técnica utilizada no Simplex (DANTZIG, 1963)) e a formação da função Lagrangeana
que vem da técnica de otimização clássica dos multiplicadores de Lagrange (HILLIER; LIE-
BERMAN, 2001). Uma contribuição muito importante foi a de Fiacco e McCormick (1968)
que introduziu a função barreira logarítmica na formulação do problema de otimização
como um tratamento das restrições de não-negatividade. Essas três técnicas serão utilizadas
e detalhadas adiante nesta sessão.
O que diferencia muitos métodos de pontos interiores, no entanto, é o cálculo do
passo na direção da solução ótima. A este respeito encontram-se muitas contribuições mo-
tivadas a resolver o problema da dificuldade da garantia de convergência global. Nesta li-
nha, dois algoritmos destacam-se: 1) utilização de funções de mérito e 2) o uso de filtros.
(EL-BAKRY et al., 1996) incorporaram uma função de mérito em um método primal-dual
71
de pontos interiores com barreira. Vanderbei e Shanno (1999) também definiram funções
de mérito no cálculo iterativo do método de Newton. Forsgren e Gill (1998) apresentam
um algoritmo de pontos interiores para problemas de grande escala que encontra a solução
aproximada de uma sequência de subproblemas irrestritos parametrizados por um escalar.
A função objetivo de cada subproblema é uma função penalidade/barreira aumentada que
pode ser interpretada como uma função de mérito. O uso de filtros foram propostos em Flet-
cher e Leyffer (2002) e Benson et al. (2002) mostraram que esta técnica é mais eficiente que a
utilização de funções de mérito. WÄchter (2002) detalha o uso de funções de mérito e filtros,
implementa no IPOPT (WÄCHTER; BIEGLER, 2006) o algoritmo de filtro com uma série de
técnicas, as quais serão detalhadas adiante nesta sessão. Fletcher et al. (2006) apresenta uma
breve história sobre os métodos de filtro.
Um outro algoritmo que se destaca é o proposto por Mehrotra (1992) conhecido
como preditor-corretor. Ele atua no cálculo da direção do passo e não no tamanho. A direção
é composta por três componentes: a direção Afim Escala (preditora), a direção de centragem
(caracterizada por uma alteração no parâmetro de barreira) e uma direção de correção não
linear do sistema linear resolvido no método de Newton.
Assim como o IPOPT, existem outros pacotes capazes de resolver problemas de oti-
mização não linear, por exemplo, o LANCELOT (CONN et al., 1992), MINOS (MURTAGH;
SAUNDERS, 1995), KNITRO (BYRD et al., 1999) e SNOPT (GILL et al., 2002). Além do uso
deles em aplicações comerciais, são também utilizados como referência para comparação
de novas técnicas como, por exemplo, apresentado em WÄchter (2002).
O Método de Pontos Interiores com Barreiras original consiste em definir a função
Lagrangeana de forma que as restrições de igualdade sejam trazidas para a função objetivo.
Antes disso, todas as restrições de desigualdade são transformadas em restrições de igual-
dade pela incorporação de variáveis de folga, as quais são não negativas. Estas restrições
de não-negatividade, que são restrições de desigualdade, passam a ser as únicas restrições
do novo problema de otimização cuja função objetivo é a Lagrangeana. Por fim, aplica-se a
função barreira a essas restrições de não negatividade e associa-se tal função à Lagrangeana,
transformando o problema em irrestrito. Com isso, pode-se aplicar as condições de Karush-
Kuhn-Tucker (condições de otimalidade) a esta função. Tais condições de otimalidade for-
mam um sistema de equações não-lineares, que é resolvido pelo Método de Newton, a fim
de se encontrar a solução do problema de otimização (BAZARAA; SHETTY, 1979).
Considere o conjunto de Expressões de (4.10) a (4.13) a seguir, a formulação de um
problema de otimização não-linear qualquer no qual x ∈Rn é a variável de decisão, f : Rn →R
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é a função objetivo não-linear, g : Rn →Rm é conjunto de restrições de igualdade, h : Rn →Rp
é o conjunto de restrições de desigualdade, x ∈Rn e x ∈Rn são os limites inferiores e superi-
ores para a variável de decisão respectivamente, com x ≤ x:
min f (x) (4.10)
s.a.
g(x) = 0, (4.11)
h(x) ≤ 0, (4.12)
x ≤ x ≤ x. (4.13)
A restrição (inequação) (4.12) recebe a variável de folga s ∈Rp e se transforma em
uma Equação, resultando em h(x)+s = 0 e a restrição (4.13) é desmembrada em duas Equa-
ções sendo a primeira −x+x+s = 0 em que s ∈Rn é a variável de folga associada a x ≤ x e a
segunda x−x+s = 0 em que s ∈Rn é a variável de folga associada a x ≤ x. Desta forma, o con-
junto de Expressões de (4.14) a (4.19) é a reformulação do problema original (representado
por (4.10) a (4.13) acrescido das variáveis de folga (VANDERBEI; SHANNO, 1999). Com isso, a
dimensão do problema aumenta consideravelmente, devido à inclusão de variáveis, porém,
ele se transforma em um problema com restrições de igualdade apenas, o que facilita sua
solução.
min f (x) (4.14)
s.a.
g(x) = 0, (4.15)
h(x)+s = 0, (4.16)
−x+x+s = 0, (4.17)
x−x+s = 0, (4.18)
[s,s,s] ≥ 0. (4.19)
O problema de otimização representado pelo conjunto de Expressões de (4.14) a
(4.19) é novamente reformulado pela incorporação da função Lagrangeana com seus res-
pectivos multiplicadores de Lagrange λi e πi (Expressões (4.20) e (4.21) a seguir) à qual será
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associada a função Barreira Logarítmica mediante o parâmetro µ (Equação (4.22)) (FIACCO;
MCCORMICK, 1968).








[s,s,s] ≥ 0. (4.21)
Essa última formulação (4.22) a seguir pode ser resolvida pela aplicação das condi-
ções de KKT (HILLIER; LIEBERMAN, 2001) que levam a um sistema não-linear de equações
com o número de variáveis igual ao número de equações, ou seja, de solução viável. Estas
variáveis são as variáveis primais e também as duais, por isto este método se chama Pontos
Interiores Primal Dual com Barreira Logarítmica.



















O sistema de equações não lineares decorrente da aplicação das condições de KKT
(HILLIER; LIEBERMAN, 2001) à (4.22) está apresentado em (4.23). A solução deste sistema
é um candidato a mínimo local para o problema de otimização formulado pelas Expressões
















~∇xL (x,λ,π,s) = 0
~∇λL (x,λ,π,s) = 0
~∇πL (x,λ,π,s) = 0
~∇sL (x,λ,π,s) = 0
(4.23)
A Figura 13 ilustra a lógica das condições. No ponto ótimo x∗ o gradiente da função
objetivo f tem a mesma direção do gradiente da restrição g.
Após a solução do sistema de equações não lineares (4.23), uma nova iteração do
método ocorre com a atualização do parâmetro de barreira. Isso define um novo problema
de otimização, a ser resolvido, e sua solução é mais próxima da solução do problema original
(representado por (4.10) a (4.13)) do que a solução da iteração anterior. A Expressão (4.24)
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Figura 13: Condições de KKT
a seguir calcula a atualização do parâmetro de barreira com µ0 = 10−1, τµ = 0.2 e θµ = 1.5 -















aplicados à Equação (4.25), levam a um valor inferior a uma tolerância pré determinada ǫtol
(10−8 é o valor padrão). Para este caso a função Fµi é também chamada de F0.


































A Figura 14 exibe o algoritmo geral adaptado de WÄchter (2002) e (WÄCHTER; BI-
EGLER, 2006), trabalhos que propõem um algoritmo de Pontos Interiores para otimização
em grande escala, os quais deram origem a um pacote de software aberto chamado IPOPT,
que será utilizado neste trabalho. Suas características sugerem que ele pode ser capaz de
resolver o problema de otimização de um sistema com o porte do SIN. Além disto, existem
diversas ferramentas computacionais acessórias que ajudam no tratamento da elevada es-
1IPOPT - Interior Point Optimizer cuja pronuncia é ai pi opt
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cala, como por exemplo, os pacotes Blas e Lapack que oferecem o tratamento de matrizes
esparsas muito comuns em aplicações de larga escala. Deste modo, pretende-se utilizar tais
ferramentas afim de colher os benefícios tecnológicos nelas encapsulados e que, a priori,
parecem ser adequados a aplicação no problema em foco.
Para um ponto inicial
[x0,λ0,π0,s0], um valor inicial para
µ,τµ,τǫ,ǫmax,θµ,θǫ,F0 e ǫtol, inicia-
lizar o contador de iterações i ← 0
Se ǫtol ≥
F0(xi ,λi ,πi ,si )?
Obter [xi+1,λi+1,πi+1,si+1] pelo mé-
todo de Newton (Figura 15), aplicado
ao sistema de equações (4.23), com
[xi,λi,πi,si] como ponto inicial e µi
Fim - [CONVERGIU]
Calcular o tamanho do passo com a
Busca Linear com Filtro (Figura 16) e
executar o passo com (4.31) - (4.34)
Atualizar o parâmetro de barreira
µi+1 com (4.24) e incrementar




Figura 14: Algoritmo geral para o IPOPT
4.2.3 O Método de Newton
O Método de Newton tem sido utilizado em diversos ramos da ciência, com desta-
que na solução de sistemas de equações não lineares, como aquele apresentado em (4.23).
Referências podem ser encontradas em muitos livros, como Martinez e Santos (1995), Lu-
enberger (2005) ou Nocedal e Wright (2006). Trata-se de um método iterativo que encontra
a solução de um sistema de equações não lineares por meio da solução de um sistema de
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equações lineares a cada iteração, cujo resultado determina o passo (a partir de um ponto
inicial dado) na direção da solução do sistema original, que é encontrada quando ocorre
a convergência do método. Para o problema de otimização formulado por (4.22), no qual
L (x,λ,π,s) é a função objetivo, a aplicação do método ocorre com o cálculo da direção e
sentido do passo ∆z mediante a solução do sistema de equações lineares representado pela
Equação (4.27), em que z = [x λπ s]T é o vetor contendo as variáveis primais (x e s) e duais
(λ e π), W (zk) é a matriz hessiana de L (zk) e k é o número da iteração. A Equação (4.28), a
seguir, executa o passo ao calcular zk+1 que será o ponto de partida para o passo da iteração
seguinte.
∆zk =−[W (zk)]−1~∇zL (z
k) (4.27)
zk+1 = zk +∆zk (4.28)
O sistema de equações (4.29), a seguir, é o (4.23) detalhado. Ele será resolvido pelo











































λ2 −µS−1ep = 0






~∇f (x) : gradiente da função objetivo f (x);
λi : multiplicador de Lagrange para as restrições de igualdade e desigual-
dade;
Jg(x) : matriz Jacobiana das restrições de igualdade g(x);
Jh(x) : matriz Jacobiana das restrições de desigualdade h(x);
πi : multiplicador de Lagrange para as restrições de limite inferior e su-
perior;
µ : parâmetro de barreira;
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S−1 : matriz contendo o inverso de cada elemento do vetor s na sua diago-
nal e nas demais posições 0;
S−1 : matriz contendo o inverso de cada elemento do vetor s na sua diago-
nal e nas demais posições 0;
S
−1
: matriz contendo o inverso de cada elemento do vetor s na sua diago-
nal e nas demais posições 0;
ep : vetor de componentes iguais a um de dimensão p (dimensão da fun-
ção h(x)) cuja função é transformar a diagonal de S−1 em um vetor;
en : vetor de componentes iguais a um de dimensão n (dimensão da va-




O sistema linear da Equação (4.27) está detalhado em (4.30), a seguir, considerando
que o passo de cada iteração ocorre de forma infinitesimal. Isto explica a troca do símbolo ∆
por d. A solução iterativa deste sistema é um ponto chave do método de Newton. O pacote
IPOPT permite a utilização de vários outros pacotes específicos para a solução de sistemas










































H(xk ,λk ) Jg(xk )T Jh(xk )T −Id Id 0 0 0
Jg(xk ) 0 0 0 0 0 0 0
Jh(xk ) 0 0 0 0 Id 0 0
−Id 0 0 0 0 0 Id 0
Id 0 0 0 0 0 0 Id
0 0 Sk 0 0 Λk2 0 0
0 0 0 Sk 0 0 Πk1 0























































~∇2hi(xk), onde ~∇2f , ~∇2g e
~∇2h são as matrizes Hessianas de f , g e h respectivamente cal-
culadas em xk ;
J
g




(xk) : matriz Jacobiana das restrições de desigualdade h(x) em xk;
Id : matriz identidade de ordem apropriada;
S : matriz contendo cada elemento do vetor s na sua diagonal e nas
demais posições 0;
S : matriz contendo cada elemento do vetor s na sua diagonal e nas
demais posições 0;




i : matriz contendo cada elemento do vetor λ
k
i na sua diagonal e
nas demais posições 0;
Π
k
i : matriz contendo cada elemento do vetor π
k
i na sua diagonal e
nas demais posições 0.
Resolvido o sistema linear (4.30), o passo em direção a solução é dado com atuali-
zação das variáveis de acordo com a Equação (4.28) e detalhada pelas Expressões de (4.31) a
(4.34), a seguir, nas quais αkp é o tamanho do passo das variáveis primais e α
k
d é o tamanho
do passo das variáveis duais, ambos para a iteração k e variando no intervalo (0,1].
xk+1 = xk +αkpdx
k (4.31)






A Figura 15 apresenta o método de Newton descrito aqui. Os detalhes da parte do
método que utiliza a busca unidimensional com filtro serão apresentados posteriormente.
O cálculo dos tamanhos dos passos αkp e α
k
d é uma parte muito importante do mé-
todo e por isto muitas contribuições existem a este respeito. Neste momento, o objetivo é
encontrar tamanhos que proporcionem a maior diminuição do valor da função objetivo2
sem que ocorra violação das restrições. (WÄCHTER, 2002) destaca duas formas importantes
de se calcular αkp e α
k
d. A primeira é conhecida como Busca Unidimensional Baseada em
Função de Mérito (EL-BAKRY et al., 1996) e a segunda é chamada de Busca Unidimensional
com Filtro (FLETCHER; LEYFFER, 2002).
A Busca Unidimensional Baseada em Função de Mérito (EL-BAKRY et al., 1996), ob-
2Lembrando que o problema é de minimização
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Dado um ponto inicial [x0,λ0,π0,s0], um
valor inicial para ǫk,τǫ,ǫmax, µi, θǫ e o
Sistema de Equações não linear (4.29),
inicializar o contador de iterações k ← 0
Testar a
convergência: se
Fµi ≤ ǫk, com
[xk,λk,πk,sk] e a
Equação (4.25)
Montar e resolver o sistema de equa-
ções lineares (4.30) a partir do sistema
não linear (4.29). A solução z̃ en-
contrada é a direção do passo em
busca da solução do sistema não li-
near (4.29), faz-se [dx dλ dπ ds]T ← z̃
Fim-[CONVERGIU]
Calcular os tamanhos dos pas-
sos αkp e α
k
d pelo método de
busca unidimensional com filtro.
Executar os passos com as
Equações de (4.31) a (4.34)
Atualizar o contador de iterações













Figura 15: Algoritmo do método de Newton
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jetiva garantir a convergência global do método. Muitas funções de mérito foram discutidas
por WÄchter (2002) e em geral elas são formadas por uma combinação da função objetivo
com as restrições do problema. Essa combinação forma uma única função que é a chamada
função de mérito e que será aplicada a alguns pontos teste. Aquele ponto que obtiver o me-
nor valor da função de mérito será o escolhido para o tamanho do passo.
A Busca Unidimensional Baseada em Função de Mérito possui a dificuldade de se
elaborar uma combinação adequada da função objetivo e restrições conforme afirma Mar-
tins (2009) e foi demonstrado que ela pode falhar em atingir a convergência global (WÄCH-
TER, 2002). Para remediar esta questão WÄchter (2002) apresenta um novo método de filtro
que é a Busca Unidimensional com Filtro utilizada no pacote IPOPT (WÄCHTER; BIEGLER,
2006). Resultados práticos em Programação Quadrática Sequencial foram reportados como
promissores (FLETCHER; LEYFFER, 2002) e análises de convergência global foram feitas em
Fletcher et al. (2000) e Fletcher et al. (1999 e revisado em 2001). Segue a descrição do método
de Unidimensional com Filtro, cujo objetivo é calcular o tamanho dos passos αkp e α
k
d para
um parâmetro de barreira µ constante, ou seja, este método se aplica internamente ao pro-
cesso de convergência do método de Newton, o qual é aplicado à formulação do problema
para um parâmetro de barreira constante. Após a convergência do método de Newton uma
nova iteração ocorre mediante uma atualização do parâmetro de barreira.
A primeira tarefa a ser cumprida é o cálculo dos valores máximos possíveis para
αkp e α
k




d. A preocupação é garantir a não negatividade das
variáveis que possuem esta restrição, visto que no passo com αkp = 1 e α
k
d = 1 esta condição
pode ser violada. Para isto, as Equações (4.35) e (4.36) são definidas com τ ∈ (0,1). Por padrão





































São então definidos tamanhos decrescentes para teste em um processo de back-
tracking com αk =αk,αk1,α
k
2... até que o valor das variáveis primais atinjam certas condições
(que serão apresentadas adiante) após a aplicação das Equações (4.31) e (4.32).
A abordagem apresentada por WÄchter (2002) é interpretar o problema formulado
pelas Expressões de (4.14) a (4.19) como se fosse biobjetivo, sendo o primeiro objetivo mini-
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mizar a função barreira logarítmica (4.37) e o segundo (não menos importante) minimizar a
violação das restrições (4.38), definida como a norma do vetor c(x,s), o qual está definido em
(4.26). Na verdade, a Equação (4.38) é mais importante e recebe alguma ênfase no processo,
uma vez que um ponto tem que atender às restrições para ser considerado solução ótima.




θ(x,s) := ||c(x,s)|| (4.38)
Neste momento, os tamanhos definidos para teste no processo de back-tracking
com αk =αk,αk1,α
k
2... são avaliados e aqueles que diminuíram a função barreira ou aque-
les que minimizaram a violação das restrições são aceitos. Em outras palavras, o ponto
[xk(αkl ),s
k(αkl )] é aceito se ϕµ(x
k(αkl ),s
k(αkl )) <ϕµ(x
k,sk) ou θ(xk(αkl ),s
k(αkl )) < θ(x
k,sk). WÄ-
chter (2002) afirma que esta abordagem não é suficiente para garantir a convergência global
e para tal, descreve 3 precauções:
1. Garantia de redução suficiente - É aplicada a ideia apresentada em (FLETCHER et al.,
2000) e (FLETCHER et al., 1999 e revisado em 2001) que obriga haver, na próxima ite-
ração, pelo menos o mesmo progresso em uma das medidas ϕµ ou θ. Entretanto, para
evitar que fossem escolhidos pontos que convergissem apenas para factibilidade sem
otimalidade, definiu-se o seguinte critério para redução suficiente:
(a) a redução em θ se torna pequena, isto é,
θ(xk,sk) ≤ θmin (4.39)
para um pré determinado θmin ∈ (0,∞], e
(b) a chamada condição de comutação
mk(αkl ) < 0 e [−m
k(αkl )]
sϕ[αkl ]
1−sϕ > δ[θ(xk,sk)]sθ (4.40)
com δ> 0, sθ > 1, sϕ > 2sθ em que
mk(α) :=α~∇ϕµ(x
k,sk)T dk (4.41)







com ηϕ ∈ (0,
1
2 ) constante. A Equação (4.42) é chamada de Condição de Armijo para a
função barreira logarítmica (WÄCHTER, 2002). É possível que para muitos αkl as con-
dições (4.39) e (4.40) sejam satisfeitas mas (4.42) não.
2. Filtro como uma região tabu - É necessária sua utilização de forma a evitar a cicla-
gem que pode acontecer, por exemplo, entre dois pontos que alternadamente me-
lhoram uma das medidas, ϕµ ou θ, mas piora a outra. Para este propósito Fletcher
e Leyffer (2002) propuseram a “região tabu”. Trata-se de um semi-plano definido por
{(ϕµ,θ) ∈R2 : θ ≥ 0}. Mantem-se a lista de pares [ϕµ(xp,sp),θ(xp ,sp )] , chamada filtro,
contendo alguns pontos (xp,sp) de iterações prévias. Para ser aceito, o ponto teste deve
melhorar pelo menos uma das duas medidas, ϕµ ou θ, em comparação com as itera-
ções prévias contidas no filtro. Em outras palavras, um ponto teste [x(αkl ),s(α
k
l )] só






k(αkl )) ≤ θ(x
p,sp) (4.44)
para todo [ϕµ(xp,sp),θ(xp,sp)] contidos no filtro da iteração corrente. Deste modo,
define-se o filtro F k ⊆ [∞,0)×R contendo todos os pares proibidos na iteração k. Por-
tanto, um ponto teste [x(αkl ),s(α
k
l )] é aceito se não pertence ao filtro. Durante o pro-
cesso de otimização, antes de se testar cada ponto, verifica-se sua aceitabilidade rela-
tiva ao filtro da iteração corrente. Mais detalhes podem ser vistos em WÄchter (2002).
3. Restauração para factibilidade - Não existe garantia de que pelo menos 1 ponto teste
αk =αk,αk1,α
k
2... atenda a condição de redução suficiente (1). Quando isso ocorre, o
método muda de uma análise biobjetivo em [ϕµ,θ] para mono objetivo em [θ], ou
seja, um ponto teste [x(αkl ),s(α
k
l )] passa a ser aceito segundo apenas a Equação (4.44).




todos eles são rejeitados (por (4.39), (4.40), (4.42) ou pelo filtro), o algoritmo muda
para o processo de restauração para a factibilidade. A Equação (4.45), a seguir, calcula































−~∇ϕµ(xk ,sk )T d k
, δ[θ(x
k ,sk )]sθ









−~∇ϕµ(xk ,sk )T d k
}
se




Os métodos apresentados até o momento não são capazes de tratar todos os pos-
síveis problemas em um processo de busca unidimensional com filtro. Fletcher e Leyffer
(2002) afirmam que o método de filtro ainda pode sofrer com o chamado Efeito Maratos
(MARATOS, 1978). Para resolver esta última questão, WÄchter (2002) apresenta um algo-
ritmo para correção de segunda ordem dos tamanhos dos passos.
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Calcular os tamanhos máxi-
mos para os passos αkp e α
k
d
com as Equações (4.35) e (4.36)
Inicializar a busca unidimensional.
l ← 0,αl ←α
k
p, calcular o ponto teste
com as Equações (4.31) e (4.32) e




Filtro (4.44) e corr.
de 2a ordem
Fim-[CONVERGIU]
Fazer αl+1 ←βαl (β ∈ (0,1)) e l ← l+1
Calcular o novo ponto teste com
as Equações (4.31) e (4.32) e apli-





Calcular a Rest. para a Fac-





Figura 16: Algoritmo da busca unidimensional com filtro
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4.3 PROGRAMAÇÃO DINÂMICA (PD)
A Programação Dinâmica é uma excelente técnica matemática para problemas em
que se tomam decisões sequenciais e inter-relacionadas. Diferentemente da PL onde existe
uma formulação matemática padrão e muitos pacotes disponíveis no mercado, a PD é uma
abordagem genérica para a solução de problemas cujo conjunto de equações é desenvolvido
de forma a se adequar a diferentes situações. Esta questão faz com que uma abordagem por
PD seja considerada mais arte do que ciência (BESSA, 1998). Por isto, a escolha da formu-
lação mais conveniente não é uma tarefa trivial e pode afetar os resultados (BESSA, 1998).
Originalmente formulada por Richard Bellman (BELLMAN, 1957) a PD é uma teoria de deci-
são multiestágio que decompõe problemas complexos em subproblemas menores e a solu-
ção recursiva destes subproblemas forma a solução do problema original. A decomposição
em subproblemas se dá através da utilização de estágios e estados. No caso da operação de
reservatórios, estágios são a discretização do horizonte de estudo (meses, semanas ou dias)
e estados representam os níveis de armazenamento dos reservatórios (no caso da PDDE po-
dem representar o par nível de armazenamento e vazão afluente no estágio anterior).
Cabe ressaltar que a decisão ótima para um dado estágio é independente da deci-
são adotada nos estágios anteriores, conforme o Princípio da Otimalidade de Bellman: "Uma
política ótima possui a propriedade de que, quaisquer que sejam o estado inicial e a deci-
são inicial, as decisões restantes devem constituir uma política ótima a partir do estado que
resulta da primeira decisão."
A grande limitação da PD, quando se pretende aplicá-la ao SIN, é a complexidade
exponencial de seu algoritmo de solução. Também conhecido como "Maldição da Dimen-
sionalidade", o aumento exponencial do custo computacional com o aumento do número
de reservatórios, limita a aplicação da PD pura e simples a um número muito pequeno de
aproveitamentos (menos de 10).
Para lidar com este problema várias propostas foram desenvolvidas, entre elas se
destacam:
• Programação Dinâmica Determinística Incremental (PDI) (HALL et al., 1969) - Hall
aplicou este método ao problema da otimização de recursos hídricos. Com a adoção
de uma política inicial para todo o horizonte, um corredor é formado nas vizinhanças.
Roda-se então a Programação Dinâmica dentro do corredor e atualiza-se a política e
consequentemente o corredor. Este processo se dá até que o critério de convergência
seja atendido.
86
• Programação Dinâmica Determinística com Aproximações Sucessivas (PDDAS) (LAR-
SON; KORSAK, 1970) – Proposta por Larson aplicada a um sistema hipotético de 4 re-
servatórios. Larson e Korsak provaram a convergência deste método em 1970.
• Programação Dinâmica Estocástica com Agregação (PDA) – Proposta por Arvanitidis e
Rosing (1970a) e Arvanitidis e Rosing (1970b) é indicada para sistemas onde vários re-
servatórios possuem características similares permitindo então sua agregação em um
único grande reservatório e diminuindo com isto o número de variáveis de estado. En-
tretanto, restrições particulares a cada reservatório podem não ser atendidas levando
a uma geração superestimada (DURAN et al., 1975).
• Programação Dinâmica Determinística Diferencial (HEIDARI et al., 1971) – Proposta
por Heidari e aplicada ao mesmo sistema hipotético proposto por Larson e Korsak
(1970). O processo iterativo é o mesmo da Programação Dinâmica Incremental. A
diferença está no método de formação do corredor podendo ser mais “largo". Mais
detalhes são encontrados em Nopmongcol e Askew (1976).
• Programação Dinâmica Determinística (PDD) (REES; LARSON, 1971) – Sem se consi-
derar da natureza estocástica das vazões afluentes, carga e etc, esta proposta foi consi-
derada em geral inadequada, particularmente para sistemas de geração predominan-
temente hidráulica.
• Programação Dinâmica Estocástica com Aproximações Sucessivas (PDAS) (PRONO-
VOST; BOULVA, 1978) – Uma política tal que, em malha fechada, cada reservatório
é otimizado independentemente assumindo uma determinada operação para os re-
servatórios restantes. O processo de iteração se dá até que a convergência aconteça.
Pode-se utilizar uma representação detalhada da cascata, da natureza estocástica das
vazões afluentes, restrições individuais aos reservatórios e etc. A grande desvantagem
deste método é que a operação de um reservatório ignora o estado de armazenamento
e vazão afluente dos demais reservatórios fazendo com que este método dê bons re-
sultados se a operação assumida para os outros reservatórios seja próxima daquela
proposta após a convergência.
• Programação Dinâmica Estocástica com Agregação e Decomposição (PDAD) (TUR-
GEON, 1980) e (LEDERER et al., 1983) – Esta abordagem estuda um sistema com N re-
servatórios otimizando cada um de acordo com o estado de armazenamento e afluên-
cia agregados dos outros reservatórios. Desta forma, o custo computacional passa
a crescer linearmente e não mais exponencialmente com o número de variáveis de
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estado permitindo então o atendimento às restrições individuais a cada reservatório
bem como a consideração das incertezas. Turgeon (1980) comparou a PDAD com
PDAS para um sistema de 6 reservatórios. Os resultados indicaram que para PDAD
a geração térmica e os vertimentos foram menores para um tempo computacional si-
milar.
• Programação Dinâmica Determinística Incremental com Aproximações Sucessivas (GI-
LES; WUNDERLICH, 1981) – Foi aplicada ao sistema de reservatórios operado pelo
Tenensee Valley Authority (TVA). É uma combinação entre PDI e PDAS. O processo ite-
rativo se dá em duas camadas. Na primeira abre-se um corredor de 3 estados para todo
o horizonte. Nas iterações seguintes a trajetória move-se em torno da política ótima
com um valor melhor na função objetivo como na PDI. Quando a trajetória converge, a
segunda variável de estado passa pelo mesmo processo. Na segunda camada, os reser-
vatórios são tratados como na PDAS. O processo iterativo se finda com a convergência.
• Programação Dinâmica de Estado Binário (OZDEN, 1984) – Aqui o corredor é formado
apenas em um lado e um estado vizinho à trajetória inicial.
• Programação Dinâmica Dobrada (KUMAR; SINGH, 2003). Neste caso o corredor é
formado em função da afluência, capacidade de turbinamento e nível de armazena-
mento. Roda-se a PD convencional no corredor e a cada iteração a largura do corredor
cai pela metade (daí o nome Programação Dinâmica Dobrada). O processo se repete
até que o critério de convergência seja atendido.
Ao lado da Programação Linear, a Programação Dinâmica é a técnica mais popu-
lar no tocante ao planejamento da operação de reservatórios(YAKOWITZ, 1982). Ela é larga-
mente utilizada para a solução do problema da operação de reservatórios devido à facilidade
de se considerar a não linearidade das relações, a estocasticidade da vazão e as particulari-
dades de cada problema.
No Brasil a PD vem sendo utilizada desde a década de 70 quando se tratava o sistema
brasileiro dividido em 2 não interligados (Sudeste e Sul). Com a interligação, surgiu a neces-
sidade de se representar intercâmbios entre eles e com isto a necessidade de se expandir o
método de Programação Dinâmica Estocástica em vigor e a sua complexidade exponencial
era o desafio. Após várias contribuições neste sentido, um trabalho de Pereira (PEREIRA;
PINTO, 1985), utilizando a Decomposição de Benders, possibilitou a otimização estocástica
de múltiplos reservatórios. Este método foi batizado de Programação Dinâmica Estocástica
Dual e, como apresentado, é a técnica utilizada pelo modelo oficial do setor, o NEWAVE.
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(KLIGERMAN, 1992) fez um breve relato sobre as publicações ocorridas na década de 80 a
respeito deste tema.
A Programação Dinâmica também é utilizada na Copel GeT para a otimização da
geração de seu parque gerador. A partir dos trabalhos (NACIF, 2013), (BESSA et al., 2012) e
(NACIF; BESSA, 2013) foi desenvolvido o modelo MOMMAH-Modelo de Otimização Mensal
com um Módulo de Alocação Horária de Unidades Geradoras e Geração. O modelo mensal
utiliza Programação Dinâmica Discreta e além de oferecer a decisão ótima para o parque
gerador, oferece os valores da água para o módulo de alocação horária que a partir de um
método de programação inteira resolve a alocação de unidades geradoras e, de forma ite-
rativa, despacha as unidades com base na Teoria da Produção oriunda da microeconomia
e em um método de programação não linear. Os resultados desse modelo orientam a Co-
pel GeT nas iterações com o ONS quando da elaboração do Programa Mensal da Operação
(PMO) bem como na elaboração do Programa de Geração das usinas na Etapa de Progra-
mação Diária. Além disso, o MOMMAH em 2014 levou o parque gerador da Copel a bater
o recorde de geração ocorrido em 2011, ano em que ocorreu também o recorde de vazão
afluente. O recorde de 2014 foi novamente batido em 2015 que, por sua vez foi quebrado em
2016. Cabe ressaltar que em nenhuma destas quebras consecutivas de recorde de geração
ocorreu a quebra do recorde de vazão, que ainda é a ocorrida no ano de 2011.
4.3.1 Programação Dinâmica Dual Estocástica(PDDE)
A Programação Dinâmica Dual Estocástica é a técnica utilizada nos modelos oficiais
do SEB e como qualquer método baseado em PD, a sua complexidade computacional (COR-
MEN et al., 2002) é exponencial (“maldição da dimensionalidade"). Tal problema ocorre
devido à necessidade que a PD possui de discretizar o espaço de estados para que a sua
equação de recursão possa ser resolvida. Conforme mostra (KLIGERMAN, 1992), se a discre-
tização de cada reservatório for de 100 intervalos e os cenários de vazões discretizados em





Dr : número de intervalos de discretização dos reservatórios;
Dq : número de intervalos de discretização dos cenários de vazões;
R : número de reservatórios.
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Dessa maneira, com apenas 4 reservatórios ter-se-iam 1.000.000.000.000 estados
a serem calculados. Este porte é muito elevado mesmo para a capacidade computacional
atual. Com isto, surge a necessidade da incorporação de técnicas cuja finalidade é contor-
nar esta explosão combinatória.
Tendo em vista que o problema está relacionado exponencialmente com o número
de reservatórios, utiliza-se a técnica de agregação destes em um reduzido número de sis-
temas ou reservatórios equivalentes de energia. Esta técnica está detalhada em Marcato
(2002) ou Sousa et al. (2014) e possui como principais pontos o cálculo da Energia Armaze-
nada (EAr) e da Energia Natural Afluente (ENA), os quais são descritos pelas Equações (4.47),














EAvoli,t : energia armazenada para o volume vol no sistema equivalente i no
estágio t medida em MWmês;
Fatort : constante que transforma m3/s em hm3/mês em um determinado
período t , é função do número de dias do mês;
Nusi : o número de usinas no sistema i ;
Volj : o volume armazenado na usina j em hm3;
Vminj : o volume mínimo armazenado na usina j em hm3;
J : conjunto de usinas a jusante de j no estágio t ;
ρ
eq,Vol
k,t : produtividade da usina k em MW /m
3/s para uma cota média entre o
Vol e Vmin no estágio t .
Para o cálculo da ENA, é necessário o cálculo das chamadas Energia Controlável
(que é aquela proveniente de vazões afluentes aos reservatórios) e da Energia a Fio D’água
(aquela proveniente das vazões afluentes às usinas sem reservatório de regularização). A














ECi,t : Energia Controlável afluente ao sistema i no estágio t (MWmédio);
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Ri : conjunto composto por todos os reservatórios do sistema i ;
Nusi : o número de usinas no sistema i ;
Qjt : vazão natural afluente a usina j no estágio t m
3/s;
ρj : produtividade da usina j em MW/m3/s para uma cota média entre o
Vol e Vmin e no estágio t ;
JFi : conjunto composto pela usina i e todas as usinas a fio d’água à ju-





















EFioi,t : Energia Fio d’água líquida do sistema i no período t (MWmédio);
Fdi,t : conjunto de usinas fio d’água do sistema i ;
Nusi : o número de usinas no sistema i ;
QMAXj : engolimento máximo da usina j no estágio t m3/s;
QMINk : vazão mínima da usina k no estágio t m
3/s;
ρj : produtividade da usina j em MW/m3/s para uma cota média entre o
Vol e Vmin no estágio t ;
Mj : conjunto composto por todas as usinas à montante de j .
Vale ressaltar que a Equação (4.47) não é a única maneira de se calcular a EAr. Nacif
e Mikami (2015) utilizaram uma forma mais detalhada para este caso.
Além desta técnica, uma segunda é utilizada para viabilizar o tempo computacio-
nal. Trata-se da decomposição de Benders (BENDERS, 1962) e para ilustrá-la será apresen-
tada a formulação do problema segundo (PEREIRA; PINTO, 1985). Neste artigo, é utilizada a
formulação do tipo acaso-decisão pois considera-se que as vazões são conhecidas no início
de seus respectivos estágios. As Expressões de (4.50) a (4.53) representam o problema recur-
sivo que pode ser resolvido por Programação Dinâmica Estocástica. No entanto, conforme
visto, seria necessária a discretização do espaço de estados para se calcular αt+1(Xt+1), o que
é inviável.










∀t = T ,T −1, ...,1
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s.a.
Xt+1 = ft(Xt ,At ,Ut) (4.51)
gt+1(Xt+1) ≥ 0 (4.52)
ht(Ut) ≥ 0 (4.53)
Em que:
Xt : vetor de estados no início do estágio t ;
At : vetor de vazões afluentes ao longo do estágio t ;
EAt |Xt : valor esperado para todas as vazões do vetor A condicionado ao
estado X (que é conhecido no início do estágio);
Ut : vetor contendo as decisões para o estágio t ;
Ct(Ut) : custo de operação associado à decisão Ut;
T : número de estágios no horizonte de planejamento;
α∗t : valor esperado do custo de operação de 1 a T sob a hipótese de
operação ótima;
β : taxa de desconto;
ft(Xt ,At ,Ut) : equação de transição (balanço hídrico);
gt+1(Xt+1) : restrições de estado em t +1;
ht(Ut) : restrições das variáveis de decisão.
Neste sentido, Pereira e Pinto (1985) propõem a separação do estágio corrente, den-
tro do processo iterativo que ocorre inicialmente pela etapa forward, dos estágios futuros de







∀t = T ,T −1, ...,1 (4.54)
s.a.
Xt+2 = ft(Xt+1,At+1,Ut+1) (4.55)
gt+2(Xt+2) ≥ 0 (4.56)
ht+1(Ut+1) ≥ 0 (4.57)
Uma vez que estes problemas de otimização são resolvidos como PL’s a cada está-
gio, ao problema representado pelas Equações de (4.54) a (4.57) existe o dual associado, que
por sua vez possui o termo αt+1(Xt+1) em seu conjunto de restrições e os termos relativos às
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Equações de (4.55) a (4.57) em sua função objetivo. De posse desta formulação dual e sa-
bendo que sua solução ótima é igual à do seu primal (HILLIER; LIEBERMAN, 2001), pode-se
trazer tais restrições multiplicadas pelo vetor de variáveis duais para a formulação do pri-
meiro estágio, desde que a solução deste seja conhecida. Esta técnica evita a necessidade de
discretização do espaço de estados.
Se, por simplificação para fins ilustrativos, as restrições referentes ao conjunto de
Equações de (4.55) a (4.57) do problema primal assumissem a forma de EtUt ≥ Bt e tomásse-
mos os dois primeiros estágios, teríamos E1U1 ≥ B1 para o primeiro estágio, E1U1 +E2U2 ≥ B2
para o segundo e ao trazer as restrições para a formulação do primeiro estágio temos as
Equações de (4.50) a (4.53), acrescidas de um novo conjunto de restrições com a forma das
Equações (4.58), a seguir, em que os π′s são os vetores contendo as variáveis duais calcula-
das com base no Xt (solução do estágio t). A Figura 17 mostra a forma da Função de Custo
Futuro αt+1 linearizada por partes, sendo cada parte um corte associado ao multiplicador
π. E a Figura 18 mostra o algoritmo simplificado da PDDE sendo Tol um valor de tolerância
predefinido como o critério convergência.
π1(B2 −E1U1)−αt+1 ≤ 0
π2(B2 −E1U1)−αt+1 ≤ 0
...
πp(B2 −E1U1)−αt+1 ≤ 0 (4.58)
Figura 17: Exemplo de Cortes para FCF
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Iniciar uma aproximação para
α∗t+1(Xt+1) e faça Zinf = 0; Zsup =∞
Resolver o problema para o
primeiro estágio. Calcule Zinf
como custo total de operação.
Com a solução do primeiro es-
tágio, resolver os estágios futu-
ros de t+1 em diante (forward),
para cada cenário de vazões
Dada a solução do problema em t+1,
resolva o problema em t acrescido
das restrições provenientes do pro-
blema dual em t+1 multiplicadas
pelas variáveis duais ponderadas
pela probabilidade de seu respec-
tivo cenário de vazões (backward).
Calcular Zsup como min{Zsup;
Custo total de operação até aqui}
Com este processo itera-
tivo, calcular uma melhor
aproximação para α∗t+1(Xt+1)
Se





Figura 18: Algoritmo simplificado para PDDE
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Uma terceira simplificação ocorre no tratamento das vazões. Como a formulação
em PDDE divide o problema em subproblemas ao discretizar o horizonte temporal, o trata-
mento coerente da incerteza relativa às vazões, de forma a atender tal discretização tempo-
ral, deve ser na forma de árvore de cenários na qual a incerteza entre dois estágios quaisquer
possa ser bem representada. Entretanto, esta representação é inviável computacionalmente
devido ao elevado número de ramos possíveis na árvore 3.
Para lidar com mais este problema, Costa-Junior (2013) apresenta o que foi pro-
posto em (PEREIRA; PINTO, 1991) como uma forma de evitar com que se excursione por
toda a árvore de cenários. Esta técnica utiliza os Cortes de Benders calculados para um sub-
conjunto dos cenários de vazões para fazer uma extrapolação linear da FCF para os estados
não visitados pelo algoritmo. Cabe lembrar que os cortes apresentados na Figura 17 são uma
simplificação para fins ilustrativos. Os cortes calculados na PDDE que utiliza o PAR(p) pos-
suem duas dimensões e, portanto, são planos e não retas. Além disto, o estado é o par (EAR e
ENA no estágio anterior). A figura 19 ilustra os estados da PDDE como pares ordenados em
um estágio e a distribuição de probabilidade para um dos pares no estágio subsequente.
Figura 19: Esquema da PDDE. Fonte: Siqueira (2009)
3Aqui não se trata da "maldição da dimensionalidade"mas sim de outra explosão combinatória que invia-
biliza ainda mais o tempo computacional do seu processamento.
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Nesta seção foram apresentadas três técnicas introduzidas à formulação da PDDE
de forma a viabilizar seu tempo computacional. A respeito delas é importante mencionar:
• A agregação reservatórios em sistemas equivalentes se baseia na premissa de que o de-
plecionamento dos reservatórios ocorre em paralelo, ou seja, simultaneamente. Este
tipo de operação é quase impossível quando existe a combinação de reservatórios em
cascata e demanda instantânea elevada, uma vez que nesta situação as usinas a mon-
tante na cascata descarregam o volume que chegará nas usinas a jusante, dificultando
seu deplecionamento. Além disto, Carneiro e Soares (1991) demonstram que as carac-
terísticas particulares das usinas e a posição delas nas cascatas alteram a política ótima
de deplecionamento, a qual difere muito do deplecionamento em paralelo, este resul-
tado foi corroborado em Nacif e Bessa (2013). Adicionalmente, junto com as Equações
(4.47), (4.48) e (4.49) existem diversas outras cuja finalidade é diminuir a distorção cau-
sada pela técnica de agregação. O método completo pode ser visto em Marcato (2002).
Entretanto, apesar da diminuição da distorção, tal método não é capaz de reduzi-la a
ponto de eliminar suas imprecisões. Por exemplo, a Equação (4.49) utiliza o dado En-
golimento Máximo, porém, uma usina não é capaz de maximizar sua geração e por-
tanto seu engolimento nos períodos de carga baixa como nas madrugadas ou em fe-
riados e este fato é negligenciado tanto na equação quanto no método de correção.
Outra aproximação é a correção dos parâmetros do sistema equivalente pelas pará-
bolas ajustadas para contemplar a perda de produtividade decorrente da redução das
alturas de queda nos reservatórios deplecionados (SOUSA et al., 2014). Estas e outras
imprecisões, apesar dos esforços para reduzi-las, levam a agregação de reservatórios a
superestimar a geração hidráulica, conforme já havia sido demonstrado por Duran et
al. (1975).
• A formulação do problema de otimização apresentado pelas Equações de (4.50) a (4.53),
é baseada em PD cuja divisão em subproblemas se baseia em PL’s, que utiliza apenas
relações lineares entre as variáveis envolvidas. No entanto, a maioria das relações em
um problema de despacho hidrotérmico é não linear, o que significa mais uma simpli-
ficação forte.
• O fato de não se visitar todos os cenários de vazão e, em decorrência, construir uma
extrapolação linear da FCF deixa a questão da linearização ainda mais dramática, po-
dendo ser a causa da volatilidade verificada no histórico do CMO. Caso, em uma deter-
minada semana, um corte seja predominante e na semana subsequente seu adjacente
predomine, a tal volatilidade ocorre, como pode ser visto na Figura 17. Lembrando
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que o CMO é a inclinação (derivada) dos cortes.
Em função das simplificações apresentadas, as quais compõem o NEWAVE que é o
modelo oficial do SEB, e ainda tendo em vista a importância da sua aplicação, a pesquisa de
métodos alternativos se faz necessária de forma a evoluir o estado da arte no setor.
4.4 PROGRESSIVE HEDGING (PH)
O Progressive Hedging é uma técnica de otimização estocástica que, assim como
a Programação Dinâmica Estocástica e a Programação Dinâmica Dual Estocástica, resolve
problemas de otimização do despacho de sistemas hidrotérmicos (SANTOS et al., 2009),
(ALMEIDA, 2013) e (GONÇALVES, 2011). Além disso, já foi aplicada no mercado financeiro
(MULVEY; VLADIMIROU, 1991) e em problemas de fluxo de redes (WATSON; WOODRUFF,
2011).
Originalmente introduzido por Rockafellar e Wets (1991), o PH é uma técnica de-
senvolvida a partir do Lagrangeano Aumentado (apresentado na seção 4.2.1) que consiste
em um processo iterativo dentro do qual se decompõe o problema estocástico em S subpro-
blemas determinísticos (sendo S o conjunto de todos os cenários) que podem ser resolvidos
de forma independente e após a solução de todos atualizam-se os termos correspondentes
à ligação entre os cenários. Tal ligação ocorre em dois termos que são adicionados à função
objetivo dos problemas determinísticos assim como ocorre no método do Lagrangeano Au-
mentado. Tais termos são referentes à relaxação de restrições cuja finalidade é garantir que a
solução de cada problema determinístico seja igual à solução dos demais nos pontos em que
as variáveis aleatórias de todos os cenários forem iguais. A importância desse método está na
possibilidade de paralelização da execução do seu algoritmo, o que proporciona muitos ga-
nhos de tempo computacional, conforme apresentado em Klimes e Popela (2010). A seguir
será apresentado o detalhamento do método PH, mas antes se faz necessária a apresentação
de como a variável aleatória é representada no modelo.
4.4.1 Modelagem das Vazões
Para as formulações matemáticas voltadas para o despacho hidrotérmico, a prin-
cipal incerteza é a respeito das vazões futuras. Assim, a variável aleatória considerada na
modelagem estocástica é a vazão. Tal modelagem ocorre principalmente de maneira im-
plícita ou explícita. A Figura 20 ilustra a modelagem implícita na qual wt ,i é realização da
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Figura 20: Árvore de Cenários Com Representação Implícita
variável aleatória i no estágio t .
O grafo utilizado na Figura 20 para representar a árvore de cenários é importante
pois irá orientar a formulação do problema na montagem da variável de decisão, na função
objetivo e nas restrições. Naturalmente, a cada nó é associada uma probabilidade de tal
forma que o somatório da probabilidade de todos seja igual a um.
A outra maneira de se representar a vazão como variável aleatória é sob a forma de
cenários, de tal sorte que a cada um deles seja associada uma probabilidade de ocorrência
e que o somatório das probabilidades de todos os cenários seja igual a um. A Figura 21
apresenta o diagrama correspondente à essa representação. Observando a variável wt ,i nas
Figuras 20 e 21 é possível identificar a correspondência entre as duas representações.
Assim como na representação implícita, o grafo da figura 21 é importante pois tam-
bém irá orientar a formulação do problema cujas vazões são modeladas da forma explícita.
Figura 21: Árvore de Cenários Com Representação Explícita
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Entretanto, nessa formulação é acrescentado um novo conjunto de restrições denominadas
Restrições de Não Antecipatividade. O objetivo delas é garantir que as componentes da va-
rável de decisão relativas a diferentes cenários convirjam para um mesmo valor nos estágios
em que as realizações da variável aleatória forem iguais. Por exemplo, ao observar as Figuras
20 e 21, constata-se que para t = 1 só existe uma realização possível para a variável aleatória
que é w1,1. Então uma restrição de não antecipatividade força o valor das componentes da




i,1 ∀(s ∈ S e xi,1 ∈ x) (4.59)
Em que:
x1i,1 : valor da variável de decisão na posição i, estágio 1 para o cenário 1;
xsi,1 : valor da variável de decisão na posição i, estágio 1 para o cenário s;
s : cenário ∈ S (conjunto dos cenários);
i : índice da variável de decisão tal que i ∈ I , sendo I o tamanho do sub-
conjunto da variável de decisão correspondente ao primeiro estágio;
t : índice da variável de decisão tal que t ∈ T , sendo T o número de pe-
ríodos (estágios) do problema;
x : variável de decisão do problema tal que x ∈Rn com n = IT .
Um problema modelado de forma estocástica com não antecipatividade implícita
é aquele cuja formulação se orienta pelo grafo da Figura 20 e aquele formulado com não
antecipatividade explícita se orienta pelo grafo da Figura 21. Estas modelagens são também
classificadas como do tipo acaso-decisão, visto que as vazões são conhecidas no início do
estágio. Modelagens do tipo decisão-acaso não fazem parte do escopo deste trabalho, visto
que na solução do despacho hidrotérmico brasileiro é comum a utilização de previsão de
vazão. Além disso, a modelagem das vazões que será adotada é do tipo explícita, isto é, os
cenários terão a forma da Figura 21. Essa escolha foi feita para que a modelagem matemática
se adeque ao processo de geração de séries sintéticas utilizado e também pela conveniência
na paralelização do algoritmo de solução do problema. Após esta apresentação da modela-
gem das vazões, a próxima seção detalha o algoritmo do PH.
4Essa Equação força a igualdade de todas as componentes relativas ao primeiro estágio entre todos os cená-
rios. Existem abordagens que forçam apenas um subconjunto das variáveis relativas ao primeiro estágio.
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4.4.2 O Algoritmo do PH
O detalhamento do PH inicia-se com a apresentação de um problema determinís-
tico. Para tal, seja o conjunto de Expressões de (4.60) a (4.63) a seguir, a formulação de um
problema de otimização não-linear qualquer no qual x ∈Rn é a variável de decisão, f : Rn →R
é a função objetivo não-linear, g : Rn →Rm é conjunto de restrições de igualdade, h : Rn →Rp
é o conjunto de restrições de desigualdade, x ∈Rn e x ∈Rn são os limites inferiores e superi-
ores para a variável de decisão respectivamente:
min f (x) (4.60)
s.a.
g(x) = 0, (4.61)
h(x) ≤ 0, (4.62)
x ≤ x ≤ x. (4.63)
Essa formulação é capaz de resolver o problema do despacho hidrotérmico para
um único cenário. Para se formular o problema de forma estocástica com não antecipati-
vidade explícita é preciso incorporar o conjunto de cenários de vazão e as tais restrições de
não antecipatividade. Considera-se que apenas no primeiro estágio a vazão seja conhecida,
visto que para os demais é muito difícil realizar previsões com alguma confiabilidade. As Ex-
pressões de (4.64) a (4.68) a seguir apresentam a formulação desse problema com xs sendo a
variável de decisão para o cenário s tal que xs ∈Rn, p s sendo a probabilidade de ocorrência
do cenário s tal que
∑S
s=1 p
s = 1 e s ∈ S, sendo S o conjunto de todos os cenários, f : Rn →R
é a função objetivo não-linear, gs : Rn →Rm é conjunto de restrições de igualdade para o ce-
nário s, hs : Rn →Rp é o conjunto de restrições de desigualdade relativo ao cenário s para a
Equação (4.68), a seguir, sendo a restrição de não antecipatividade cujo objetivo é fazer com











gs(xs) = 0 ∀s ∈ S, (4.65)
hs(xs) ≤ 0 ∀s ∈ S, (4.66)
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x ≤ xs ≤ x ∀s ∈ S, (4.67)
x1i,1 = x
s
i,1 ∀(s ∈ S e xi,1 ∈ x). (4.68)
O problema formulado pelas Expressões de (4.64) a (4.68) não é separável em S pro-
blemas independentes devido à restrição de não antecipatividade que relaciona um deter-
minado cenário com todos os demais. Para resolver essa questão de maneira a transformar
o problema separável, Birge e Louveaux (1997) alteram as restrições de não antecipatividade
pela substituição do segundo membro da equação (lado da mão direita) por um determi-
nado valor chamado de Valor Meta. Esse valor é definido como o valor esperado para a
variável de decisão xsi ,1 de todos os cenários no primeiro estágio. As Expressões de (4.69) a











gs(xs) = 0 ∀s ∈ S, (4.70)
hs(xs) ≤ 0 ∀s ∈ S, (4.71)
x ≤ xs ≤ x ∀s ∈ S, (4.72)
xsi,1 = E[x
s
i,1] ∀(s ∈ S e xi,1 ∈ x). (4.73)
O Valor Meta (E[xsi,1]) é exógeno à formulação, ou seja, ele é um dado de entrada e
portanto a sua introdução transforma o problema em separável por cenários. Mas para que
isso seja possível, a separação deve ocorrer em um processo iterativo dentro do qual o Valor
Meta é atualizado a cada iteração. Isto se deve ao fato de que a priori não é possível saber
qual o seu valor. Esse processo iterativo é o algoritmo do PH.
Na primeira iteração (i t = 0) resolve-se, para cada cenário de vazões, um problema
determinístico como definido pela Expressões de (4.60) a (4.63), calcula-se o Valor Meta a
partir dessas soluções, calcula-se o vetor de multiplicadores ws
i t+1
, com a Equação (4.74) a
seguir em que ρ é o parâmetro de penalidade proveniente do Lagrangeano Aumentado que
estará na função objetivo (Equação (4.74)), Mna é a matriz diagonal de dimensões nxn (n é
dimensão da variável de decisão) cujos valores da diagonal são iguais a um se i = j e i ≤ I5 e
zero nas demais posições. Sua função é extrair da variável de decisão os valores correspon-
dentes aos estágios relativos às restrições de não antecipatividade. O vetor inicial ws
0
= 0.















Incrementa-se o contador da iteração (it = it +1) e para todos os cenários resolve-se
o problema formulado pelas Expressões de (4.75) a (4.78) a seguir. Caso o critério de conver-
gência não seja atendido (δ ≤ ǫ será explicado na seção 7.2), atualizam-se o Valor Meta xi tm
e a variável ws
i t+1
e resolve-se novamente o problema formulado pelas Equações de (4.75) a





























) = 0 ∀s ∈ S (4.76)
hs(xs
it
) ≤ 0 ∀s ∈ S (4.77)
x ≤ xs
it
≤ x ∀s ∈ S (4.78)
O problema resolvido pelo algoritmo do PH a partir da primeira iteração (Equações
de (4.75) a (4.78)) é o problema formulado pelas Equações de (4.69) a (4.73) decomposto por
cenários e com as restrições de não antecipatividade incorporadas à função objetivo medi-
ante a aplicação de multiplicadores ws
i t
acrescidos do termo quadrático penalizados pelo
parâmetro ρ. Esta formulação é, portanto, baseada no Lagrangeano Aumentado apresen-
tado na seção 4.2.1. Por isso o PH é considerado um método de decomposição da família do
Lagrangeano Aumentado. A Figura 22 apresenta o algoritmo do PH.
4.5 EXEMPLO ILUSTRATIVO
Essa seção apresenta um exemplo de um problema de otimização linearizado, com
dois estágios de tempo, aplicado a um pequeno sistema hidrotérmico com o objetivo de
ilustrar a utilização das técnicas apresentadas neste capítulo e que serão utilizadas nesta
tese. O problema é adaptado de Gonçalves (2011).
Considera-se um sistema composto por uma usina hidráulica, três usinas térmicas
e uma quinta usina que será o déficit, isto é, sua geração representa carga não atendida. Na-
turalmente ela é considerada a térmica mais cara do parque tendo seu Custo Variável muito
superior ao maior Custo Variável entre as demais usinas. Esse conjunto está conectado a
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Fazer it := 0, inicializar ρ e ǫ
Resolver a formulação das
Eqs. de (4.60) a (4.63) ∀s ∈ S
Calcular o Valor Meta (VE[x]),
ws
it+1
















para s = Sn
Calcular o Valor Meta (VE[x]),
ws
it+1


















∀s ∈ S ...
sim
não
Figura 22: Algoritmo do Progressive Hedging
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uma barra única à qual também se conecta a carga, representada pelo conjunto de prédios
na figura ilustrativa 23 com o valor de 450 MW médios nos dois estágios. O reservatório da
hidrelétrica possui capacidade infinita de armazenamento e turbinamento, sua produtivi-
dade é unitária, isto é, para cada unidade de vazão turbinada é gerado um MW médio de
energia (1 MW/hm3).
Figura 23: Configuração do problema exemplo
A Tabela 1 apresenta os Custos Variáveis para cada usina térmica incluindo a tér-
mica déficit. Apresenta também os valores de geração máxima para cada uma, conside-
rando que o valor mínimo é zero. A usina hidrelétrica inicia o período com 250 hm3 de
armazenamento e possui mais 250 hm3 de vazão afluente no primeiro estágio e 300 hm3
para o segundo estágio. Trata-se portanto de um problema determinístico pois as vazões
são consideradas conhecidas em todos os estágios.
Tabela 1: Dados das Usinas






Considerando que a variável de decisão é o vetor x, o vetor c é o vetor de custos,
as matrizes Abh e Abp são a matriz de balanço hídrico e a matriz de balanço de potência
respectivamente, o vetor Crg é a carga nos dois estágios e a Equação (4.82) a seguir são os
limites operacionais, a formulação do problema de otimização é dada pelas Expressões de
(4.79) a (4.82) a seguir:
min cx (4.79)
s.a.
Abhx = b, (4.80)
Abpx = Crg, (4.81)
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10 30 60 450 10 30 60 450 ∞ ∞ ∞ ∞
]T
.
Para resolver este problema deve-se montar as matrizes e vetores apresentados e
utilizá-los como dados de entrada em um pacote de programação linear qualquer, cujo al-
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goritmo implemente o método Simplex ou Pontos Interiores Linear, conforme apresentado
da seção 4.1. O Resultado é apresentado na Tabela 2. As componentes do vetor x iguais a ∞
são modeladas computacionalmente por um número muito grande, ou no caso de algumas
linguagens de programação, no máximo valor que o tipo de variável consegue receber.
Tabela 2: Solução do problema 4.79-4.82
Estágio UTE 1 UTE 2 UTE 3 UTE Def V Arm. Vazão Turb. Ger hid.
1 10 30 0 0 90 410 410
2 10 30 20 0 0 390 390
Importante ressaltar que, com a produtividade unitária, o conteúdo da coluna Va-
zão Turb. da Tabela 2 é igual ao da coluna relativa à geração hidráulica. A solução contida
na Tabela 2 possui um custo total de R$3.200,00. A geração das térmicas um e dois foi ma-
ximizada e a geração da três não, ela portanto é a térmica marginal e seu Custo Variável é
o Custo Marginal da Operação. Esse resultado é importante pois corrobora com a premissa
econômica de que todas as térmicas cujo Custo Variável for menor que o Custo Marginal de
Operação, estarão com geração maximizada. Como é o caso das térmicas um e dois.
Esse problema de otimização mostra uma importante característica de um sistema
hidrotérmico: o acoplamento temporal das decisões6. Caso fosse um sistema puramente
térmico a decisão do primeiro estágio seria independente da decisão do segundo, o que dei-
xaria o problema mais simples, visto que poderia ser separado em dois problemas menores
independentes para cada estágio.
O acoplamento temporal tem implicações importantes. A primeira é que se for uti-
lizada toda a água do reservatório nos primeiros estágios, pode haver falta dela nos últimos.
Observe que, como a carga foi a mesma para os dois estágios, na solução ótima foi utilizada
aproximadamente a mesma quantidade de água nos dois estágios.
Outra implicação importante, porém não presente nesse exemplo é a altura de queda.
Caso o reservatório de uma usina fique com níveis de armazenamento reduzidos, portanto
baixa altura de queda, a produtividade da usina se reduz e ela passa a utilizar mais água para
gerar a mesma quantidade de energia gerada em elevadas alturas de queda. Essa é a parte
não linear do problema que será apresentada na modelagem detalhada e só foi excluída do
exemplo para facilitar o entendimento.
A modelagem do problema em (4.79) a (4.82) é denominada Modelagem Determi-
nística pois assume como premissa o conhecimento absoluto das vazões afluentes (250 e
6Existe também o acoplamento espacial no caso de sistemas compostos por mais de uma usina hidrelétrica,
que é o caso do sistema brasileiro.
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300 hm3). Entretanto, sabe-se que na realidade não é possível conhecer previamente as va-
zões afluentes aos reservatórios, o que torna a solução da Tabela 2 frágil para ser utilizada
na operação desse sistema. Uma representação mais sofisticada do problema passa a ser
necessária.
Considera-se que a vazão para o primeiro estágio pode ser prevista mas a do se-
gundo não. Assim utilizam-se cenários possíveis para esse segundo período. Por exemplo,
consideremos que a vazão pode ser 100, 300 ou 500 hm3. A Figura 24 mostra o diagrama
para essa modelagem dos cenários de vazão e a Tabela 3 apresenta os valores das vazões.
Essa abordagem ilustra a modelagem implícita da Não Antecipatividade na árvore de cená-
rios de vazão, apresentada na seção 4.4.1.
Figura 24: Cenários de Vazões Afluentes
Tabela 3: Cenários de Vazões Afluentes




Alterando o vetor b para [500 100]T e resolvendo novamente o problema tem-se a
solução para o cenário 1 apresentada na Tabela 4. Cujo custo total foi de R$30.700,00.
Tabela 4: Solução do problema 4.79-4.82 para o cenário 1
Estágio UTE 1 UTE 2 UTE 3 UTE Def V Arm. Vazão Turb. Ger hid.
1 10 30 60 0 150 350 350
2 10 30 60 100 0 250 250
O mesmo pode ser feito para o cenário 3, ao mudar o vetor b para [500 500]T . A
Tabela 5 apresenta a solução desse cenário ao custo de zero reais, visto que não houve des-
pacho térmico. Como a Tabela 2 apresenta a solução para o cenário 2, temos as soluções
para os 3 cenários propostos.
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Tabela 5: Solução do problema 4.79-4.82 para o cenário 3
Estágio UTE 1 UTE 2 UTE 3 UTE Def V Arm. Vazão Turb. Ger hid.
1 0 0 0 0 50 450 450
2 0 0 0 0 100 450 450
A Tabela 6 compila os resultados das otimizações determinísticas para cada um dos
três cenários estudados. É importante observar que o custo total pode variar de R$0,00 a
R$30.700,00, o que é um intervalo muito grande. Com destaque para o cenário 1 no qual
a térmica déficit foi acionada, ou seja, nesse cenário parte da carga não foi atendida. Ou-
tra questão importante é o fato de o valor esperado desses custos (R$11.300,00) ser muito
diferente do custo que se obteria com a solução do problema determinístico para o valor
esperado das vazões, que coincide com o cenário 2 cujo custo é R$3.200,00.
Tabela 6: Cenários de Vazões Afluentes e Custos
Cenário Estágio 1 Estágio 2 Custo Total (R$)
1 250 100 30.700,00
2 250 300 3.200,00
3 250 500 0,00
As soluções determinísticas dos cenários trazem importantes informações mas não
respondem a principal pergunta: Qual decisão deve ser tomada na operação de um sistema
hidrotérmico que leva à minimização do custo total de operação? Nesse ponto já percebe-se
que a incerteza sobre o futuro é significativa ao afetar tais custos num intervalo de R$0,00
a R$30.700,00. A consideração dos cenários possíveis de vazões conduz à necessidade de
uma formulação que minimize o valor esperado do custo total de operação. Tal formula-
ção é denominada Modelagem Estocástica do problema conforme detalhada em Gonçalves
(2011).
Essa abordagem, mais sofisticada que a Determinística, é capaz de oferecer uma
única decisão para o primeiro estágio que minimize o valor esperado do custo total de ope-
ração ao longo de todo horizonte de estudo. Para os estágios subsequentes ao primeiro,
basta resolver novamente o problema com um horizonte de mesmo tamanho porém com
um estágio adiante, isto é, do segundo ao T +1, sendo T o tamanho do horizonte (no caso
do nosso exemplo 2). A formulação das Expressões de (4.83) a (4.86) a seguir apresentam
uma forma de se modelar o problema do exemplo de maneira estocástica com Não Ante-
cipatividade implícita (observe que a variável de decisão só permite um único valor para o
primeiro mês e a função objetivo foi elaborada com essa finalidade, de tal sorte que a restri-
ção de Não Antecipatividade não entrou na formulação, ficou implícita).
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Abhx = b (4.84)
Abpx = Crg (4.85)
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A Tabela 7 apresenta a solução do problema (4.83) a (4.86) cuja modelagem é esto-
cástica. O custo ótimo é R$13.750,00.
Tabela 7: Solução do problema 4.83 a 4.86 com modelagem estocástica
Estágio Cenário UTE 1 UTE 2 UTE 3 UTE Def V Arm. Vazão Turb. Ger hid.
1 - 10 30 20 0 110 390 390
1 0 0 0 0 160 450 450
2 2 10 30 0 0 0 410 410
3 10 30 60 140 0 210 210
Uma comparação dos resultados da Tabela 7 com os resultados determinísticos das
Tabelas 5, 4 e 2 é importante para o entendimento da abordagem estocástica na modelagem
do problema. O valor esperado do custo total de operação de R$13.750,00 é diferente do
valor esperado dos custos de operação dos resultados determinísticos, isto é, a média dos
custos dos três cenários da Tabela 6, que é de R$11.300,00. Isso significa que a abordagem
estocástica despacha uma quantidade de térmica diferente do valor esperado dos despachos
determinísticos. Mesmo sendo um despacho mais caro nesse exemplo, é mais adequado
pois se, por exemplo, as vazões do cenário 3 se verificarem, o sistema estará mais preparado
visto que estará com maior nível de armazenamento. A modelagem estocástica do problema
sempre oferece uma solução para o primeiro estágio de tal sorte que ao final dele o sistema
esteja melhor preparado para o futuro independentemente do cenário de vazões que vier
a se realizar, desde que tal realização esteja entre os cenários estudados. Outros aspectos
interessantes a esse respeito podem ser encontrados em Gonçalves (2011).
É possível resolver o problema estocástico apresentado de (4.83) a (4.86) de outras
maneiras. A Figura 25 apresenta o resultado da decomposição do problema pela aplicação
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da Programação Dinâmica Dual Estocástica detalhada na seção 4.3.1. Foi utilizado o algo-
ritmo da Figura 18 baseado em Butyn (2017). É possível observar que o custo total de ope-
ração converge para R$13.750,00, que é a mesma solução encontrada por meio da aplicação
do método detalhado anteriormente, que é diferente.
A Figura 26 apresenta a evolução do processo iterativo do algoritmo do PH, deta-
lhado na seção 4.4.2 e ilustrado na Figura 22, aplicado ao problema (4.83) a (4.86). Nessa
Figura é possível ressaltar diversos aspectos importantes sobre o PH. O primeiro deles é so-
bre a solução inicial. O gráfico mostra que a iteração zero do algoritmo teve como custo
ótimo o valor de R$11.300,00 o que é igual ao valor esperado dos custos listados na Tabela 6.
Isso não é por acaso. Conforme ilustrado na Figura 22, a iteração zero faz exatamente esse
cálculo. Uma segunda observação importante é sobre o número de iterações necessárias
para a convergência. Enquanto a PDDE convergiu com sete iterações, sendo que a partir
da quarta já praticamente chegou ao resultado ótimo, o PH demorou vinte e uma iterações,
sendo que a partir da décima já se aproximou bastante da solução ótima. Essa é uma peculi-
aridade importante do método que vai ser atacada com o objetivo de se reduzir esse elevado
número de iterações. Finalmente, vale ressaltar que o PH convergiu para o mesmo valor de
custo ótimo que é R$13.750,00, demonstrando que possui a mesma capacidade da PDDE
para resolver problemas estocásticos.
Figura 25: Convergência da PDDE para o problema estocástico
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Figura 26: Convergência do PH para o problema estocástico
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5 MÉTODO PROPOSTO PARA A MODELAGEM DO
PROBLEMA DO DESPACHO HIDROTÉRMICO
Neste capítulo é apresentada a modelagem matemática do problema de otimização,
iniciando pelo detalhamento da modelagem da usina hidrelétrica e depois da termoelétrica
no contexto do despacho hidrotérmico.
5.1 A USINA HIDRELÉTRICA
Uma usina hidroelétrica transforma a energia potencial gravitacional da água ar-
mazenada no reservatório em energia cinética e energia de pressão dinâmica pela passagem
da água pelos condutos forçados. Ao acionar a turbina, a energia potencial é convertida em
energia cinética de rotação que interage com o gerador através do eixo. No gerador, a ener-
gia mecânica é transformada em energia elétrica, a qual passa pela subestação elevadora
de tensão, sendo injetada no sistema de transmissão que a fará chegar aos centros consu-
midores (FORTUNATO et al., 1990). A Figura 27 apresenta esquematicamente uma usina
hidroelétrica com suas principais componentes e as principais variáveis de estado do ponto
de vista energético:
(a) - Barragem – Tem como papel fundamental a criação da diferença dos níveis de mon-
tante (f) e de jusante (g), sendo esta a altura responsável pela existência da energia
potencial na água armazenada no reservatório.
(b) - Conduto Forçado – Responsável por levar a vazão que será turbinada do reservatório
até a turbina 1. No conduto existe uma perda por atrito das paredes com a água, e uma
perda no atrito da água com a grade existente na tomada d’água, com a finalidade
de impedir a entrada de objetos grandes que possam danificar algum componente da
1Em algumas usinas existe a câmara de carga, que é o pequeno reservatório existente entre o reservatório
principal e a turbina. Nestes casos existem condutos que levam a água do reservatório até a câmara de carga e
dela até a turbina. Para o cálculo detalhado da perda de carga este fato deve ser considerado, mas este não é o
objetivo aqui.
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Figura 27: Principais componentes de uma usina hidroelétrica.
Fonte: Loucks e Beer (2005)
usina. Estas perdas, chamadas de perdas hidráulicas (também denominadas perdas
de carga), são modeladas por meio de uma perda de altura de queda e é medida em
metros (m). A expressão geral, segundo Fortunato et al. (1990), que calcula a Perda
Hidráulica é dada pela Equação (5.1) a seguir. Entretanto, entre os dados disponíveis
para as usinas do SIN não se encontram os coeficientes de perda hidráulica utiliza-
dos nesta equação. Isso ocorre porque o NEWAVE utiliza uma modelagem linearizada,
conforme seção 4.3.1. Marcato (2002) e Sousa et al. (2014) apresentam como se dá a
linearização feita no NEWAVE e este método será também utilizado na presente mode-
lagem por causa da ausência de dados disponíveis para a modelagem da Equação (5.1).
Essa abordagem linearizada se dá de duas formas possíveis: como um valor constante
em metros ou como um valor percentual da altura de queda bruta. As informações






hp : Perda Hidráulica medida em metros (m);
k : Coeficiente de Perda Hidráulica (tabelado) e
qt : Vazão turbinada (m3/s).
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(c) - Linhas de transmissão - Responsáveis por levar a energia aos centros consumidores.
(d) - Gerador - recebe a energia mecânica da turbina através do eixo. Possui uma curva de
rendimento que é importante na representação matemática, uma vez que o gerador
pode operar em uma região de baixo rendimento acarretando perdas indesejáveis de
insumo (água) na geração de energia. A Figura 28 ilustra, como exemplo, a curva de

















Figura 28: Curva de Rendimento do Gerador (UHE Foz do Areia)
(e) - Turbina – Transforma a energia da água em energia mecânica de rotação e a entrega
ao gerador. Possui várias curvas de rendimento que juntas formam a sua curva colina.
Esta denominação se dá devido ao seu aspecto parecido com uma colina, a Figura
29 mostra a curva de uma turbina da UHE Gov. Bento Munhoz (Foz do Areia) como
exemplo. Existem alguns tipos básicos de turbinas, cada uma com suas devidas carac-
terísticas (REIS, 2003).
Figura 29: Curva Colina de uma turbina da UHE Gov. Bento Munhoz (Foz do Areia)
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(f ) - Nível de montante – Nível do reservatório (cota), medido em metros em relação ao nível
do mar. É uma função geralmente não linear do volume armazenado no reservatório
e possui limite máximo e mínimo representando sua faixa operativa. Abaixo do limite
mínimo está o volume morto, associado ao limite está a cota mínima, que é a cota
abaixo da qual a turbina não possui especificação para operar. Acima do limite supe-
rior para o nível de montante, caso o reservatório o atinja, vertedores são abertos com
a finalidade de manter o nível do reservatório dentro da faixa operativa, evitando que
os equipamentos operem fora das especificações. Outra função do vertedouro é asse-
gurar a segurança da barragem em tempos de grandes cheias. Caso se verifique um
grande volume afluente ao reservatório, os vertedouros são abertos aliviando a carga
a qual a barragem está submetida e assim preservando sua integridade. A expressão
geral que calcula a cota em função do volume é a da Equação (5.2), a seguir. A Figura









c : Nível de Montante da Usina (cota), medido, neste trabalho, em me-
tros em relação ao nível do mar;
Ai : Coeficientes do polinômio;
v : Volume armazenado no reservatório (hm3) e


























Figura 30: Função Nível de Montante da UHE Gov. Bento Munhoz (Foz do Areia)
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(g) - Nível de Jusante – É o nível da água (cota) logo após a saída do canal de fuga da usina,
medido em metros em relação ao nível do mar. Ele é uma função da vazão defluente,
ou turbinada 2 da usina e possui como expressão geral a Equação (5.3) a seguir. Cabe
ressaltar que caso haja afogamento do canal de fuga por uma usina situada a jusante,
o nível de jusante passa a ser uma função da vazão defluente e do nível de montante










nj : Nível de jusante da usina, medido em metros em relação ao nível do
mar;
Ai : Coeficientes do polinômio e
qd : Vazão defluente (m
3/s).
5.1.1 Usinas em Cascata e Afogadas
Normalmente, as usinas são construídas em cascata em um mesmo rio. No Brasil,
existem muitos rios repletos de usinas, formando grandes cascatas. Quando as usinas são
construídas próximas umas das outras de tal forma que a vazão defluente de uma determi-
nada usina caia imediatamente no reservatório da usina a jusante, sem a passagem por um
curso d’água, pode ocorrer o afogamento do canal de fuga pela usina imediatamente a ju-
sante. Quando existe tal afogamento, o nível de jusante passa a ser uma função da vazão
defluente da sua respectiva usina e do nível de montante da usina imediatamente a jusante.
Quando não existe tal afogamento, o nível de jusante é uma função apenas da vazão deflu-
ente. A Figura 31 mostra como uma usina de jusante pode afogar o Canal de Fuga da usina a
montante.
Para a sua determinação, Ferreira (1991), Salmazo (1997) e Nacif e Bessa (2013) utili-
zaram polinômios de nível do canal de fuga para alguns níveis da usina a jusante e os valores
intermediários são calculados por interpolação linear. A Figura 32 mostra os polinômios
plotados para a UHE Gov. Bento Munhoz (Foz do Areia), cuja usina de jusante é a UHE Gov.
2Em determinadas usinas o vertedouro é construído em um local distante de tal forma que a vazão vertida
escoa por um trecho distinto daquele por onde escoa a vazão turbinada, com isto apenas a vazão turbinada
influencia o nível de jusante.
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Figura 32: Curvas de Nível de Jusante para as UHEs Foz do Areia e Segredo
Ney Braga (SGD), cuja usina de jusante é a UHE Salto Santiago (SSG).
5.1.2 A Função de Produção Hidrelétrica
A função de produção das usinas hidroelétricas depende dos pontos de operação
da turbina e do gerador, da altura de queda líquida e da vazão turbinada (os índices foram
removidos) e de acordo com Fortunato et al. (1990) é dada pela Equação 5.4 a seguir.
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Gh(rt ,rg ,hl,qt) = 10
−3g rt(p,hl) rg (p) hl(nm,nj,hp) qt (5.4)
Onde:
Gh : Geração hidroelétrica (MW) ;
qt : Vazão turbinada (m3/s);
hl : Altura de queda líquida (m);
g : Aceleração da gravidade (9,81 m/s2);
rt : Rendimento da turbina proveniente da curva colina como a Figura 29
e
rg : Rendimento do gerador proveniente da sua curva como a da Figura
28.
A constante 10−3 é o resultado da multiplicação da densidade da água pelo fator
que transforma watts em megawatts. A altura de queda líquida é uma função do nível de
montante, do nível de jusante e da perda de carga. O nível de montante é função do volume
armazenado no reservatório (Equação (5.2)). O nível de jusante, por sua vez, é uma função
da vazão defluente (Equação (5.3)) e, no caso de afogamento do canal de fuga, ele é uma
função da vazão defluente e do nível de montante da usina a jusante, como apresentado no
item 5.1.1. Já a perda de carga é uma função da vazão turbinada calculada conforme seção
5.1, item (b). Desta forma, a Equação (5.5) a seguir calcula a altura de queda líquida para
usinas que não possuem canal de fuga afogado e a Equação (5.6) a seguir calcula a altura
líquida para usinas com canal de fuga afogado. Quando a usina é equipada com turbinas do
tipo Pelton, a altura de queda líquida é calculada considerando o nível de jusante como uma
constante igual ao nível médio dos bicos injetores na turbina (Equação (5.7) a seguir).




hl(nm,nj,hp) = nm(v)−nb −hp (5.7)
Onde:
hl : Altura de queda líquida (m);
nm : Nível de montante da usina (m);
v : Volume armazenado (hm3);
nj : Nível de jusante da usina (m);
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qd : Vazão defluente (m
3/s) ;
nn+1m : Nível de montante da usina a jusante (m);
hp : Perda de carga (m) e
nb : Nível médio dos bicos injetores da turbina (m).
A Equação (5.4) é utilizada para o cálculo da potência instantânea gerada, uma vez
que seus argumentos variam ao longo do tempo. Para o cálculo da potência média gerada
por um determinado período, essa equação sofre algumas alterações (FORTUNATO et al.,
1990). As Equações (5.8), (5.9) e (5.10) a seguir são simplificações da Equação (5.4) utilizadas
de acordo com o grau de detalhamento da representação matemática do problema como
apresentado na Figura 10.
Gh(qt ,hl) = ρrqthl(nm,nj,hp) (5.8)
Onde:
Gh : Geração hidroelétrica (MW médios) ;




qt : Vazão turbinada (m3/s) e
hl : Altura de queda líquida (m)
A Produtividade específica é calculada mediante a multiplicação das constantes da
Equação (5.4) (g .10−3) por valores médios de rendimento da turbina e do gerador. A Equa-
ção (5.8) é importante neste trabalho pois será utilizada como função de produção para a
modelagem não linear do problema.
Gh(v,qt) = kvv+kqqt +klin (5.9)
Onde:
Gh : Geração hidroelétrica (MW médios) ;
kv : Coeficiente ajustado para v
v : Volume armazenado em hm3
kq : Coeficiente ajustado para qt
3não confundir com o parâmetro de penalidade ρ do Lagrangeano Aumentado e do Progressive Hedging
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qt : Vazão turbinada (m3/s)
klin : Coeficiente linear ajustado para da superfície ajustada.
A Equação (5.9) é importante ao oferecer uma função de produção linear que de-
pende da vazão turbinada e também do volume armazenado. Ela será utilizada na mode-
lagem linear do problema. Apesar de ser uma simplificação linear ela captura também a
variação da geração com o volume, o que traz benefícios em relação à Equação (5.10) a se-
guir, que se relaciona apenas com a vazão turbinada. Para o ajuste dos coeficientes kv ,kq e
kl i n foi utilizado o método dos mínimos quadrados.
Gh(qt) = kmqt (5.10)
Onde:
Gh : Geração hidroelétrica (MW médios) ;




qt : Vazão turbinada (m3/s).
A produtividade média é calculada pela multiplicação da produtividade específica
por um valor médio para a altura líquida.
5.2 A USINA TERMELÉTRICA
O processo de funcionamento de uma central termelétrica baseia-se na conversão
de energia térmica em energia mecânica e esta em energia elétrica. A conversão de energia
térmica em energia mecânica ocorre por meio da utilização de um fluido que expande pro-
duzindo então o trabalho nas turbinas térmicas, as quais ficam acopladas aos eixos do gera-
dor de energia elétrica e assim transmitem a energia mecânica para o gerador transformá-la
em energia elétrica (REIS, 2003).
As usinas térmicas são classificadas de acordo com seu processo de combustão que
pode ser externo ou interno (REIS, 2003). A externa é o processo no qual o combustível
não entra em contato com o fluido que realizará o trabalho. Este processo pode ser visto
em usinas térmicas a vapor, entre as quais estão as nucleares. A combustão interna ocorre
quando existe uma mistura de ar e combustível, os quais produzirão o trabalho, como em
usinas a gás e a diesel, por exemplo.
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Figura 33: Esquema genérico de geração térmica. Fonte: Aristizábal (2012)
Outra classificação possível é quanto ao combustível utilizado. Encontram-se em
operação centrais térmicas operando com derivados do petróleo, carvão mineral, gás natu-
ral, biomassa e nucleares. O tipo de combustível utilizado depende da sua disponibilidade
na região em que cada planta se localiza, o que ocorre em geral nas proximidades dos centros
de carga. A Figura 33 apresenta um esquema do funcionamento de uma central termelétrica.
Do ponto de vista do despacho hidrotérmico, a geração térmica difere da hidráu-
lica unicamente por causa de seus custos. Como a água precipitada escoa naturalmente nos
rios, a geração hidrelétrica não possui custo de combustível, a termoelétrica, por sua vez,
deve adquirir seu combustível no mercado, seja ele qual for. Por isso, cada unidade de ener-
gia térmica gerada possui um custo associado e tal custo é o mais significativo na operação
de um sistema hidrotérmico. Wood e Wollenberg (1996) apresentam os custos associados
a uma usina termoelétrica e definem o custo de geração como uma função quadrática da
própria geração. Isso ocorre porque a curva de consumo de combustível é uma função dos
rendimentos da turbina e do gerador. No caso do sistema brasileiro, utiliza-se uma função
linear cuja inclinação é dada pelo chamado CVU 4. Como esta é a única informação dispo-
nível para todas as usinas do SIN, a modelagem dos custos termelétricos de cada usina será
de acordo com a Equação (5.11).
ct(gt) = CVUgtδt (5.11)
4Custo Variável Unitário (R$/MW.h)
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Onde:
ct : Custo de geração termoelétrica R$;
gt : Geração termoelétrica (MW médios);
CVU : Custo Variável Unitário R$/MW.h transformado para R$/MW.s e
δt : Intervalo de tempo considerado em segundos.
As usinas térmicas também possuem limites máximos e mínimos de operação en-
tre muitas outras restrições, como por exemplo, tempo mínimo em operação, tempo mí-
nimo fora de operação, rampa de geração e etc. No entanto, para a modelagem do despacho
hidrotérmico as únicas restrições que importam são os limites de geração.
Da mesma maneira que se modela uma usina termoelétrica se modela o déficit. Ele
é uma variável que significa carga não atendida. Entretanto, matematicamente é represen-
tado por uma usina térmica cujo custo é muito mais caro do que o CVU da térmica mais cara
da configuração. O chamado Custo de Déficit é o custo de se decidir pelo não atendimento
da demanda. Isso é importante pois representa o racionamento do sistema. Ele é acionado
em casos de muita escassez de recursos energéticos, o que no caso do sistema hidrotérmico
se trata de vazões muito baixas. A sua minimização representa a minimização do custo total
de operação visto que o Custo de Déficit representa o custo pago pela sociedade por ficar
sem energia elétrica.
5.3 O SISTEMA E SEUS SUBSISTEMAS
Um Subsistema é uma região geoelétrica dentro da qual o manejamento da gera-
ção das usinas pode ocorrer livremente sem que sua rede elétrica interna impeça total ou
parcialmente tal manobra. Matematicamente é como se toda a carga e toda a geração de
um subsistema estivessem conectadas a uma única barra, na qual ocorre o fluxo de energia
com suas perdas intrínsecas desprezadas e com preço único. Essa visão é uma simplificação
aceita e utilizada nos modelos oficiais do setor (seção 2.3.1.1)(CEPEL, 1977) (SOUSA et al.,
2014) e na maioria das publicações a respeito do despacho hidrotérmico brasileiro (seção
3.1). Neste trabalho ela será também adotada.
O Sistema a ser modelado é o Sistema Interligado Nacional (SIN) em sua configura-
ção do ano de 2008. Ele é composto por 111 usinas hidrelétricas distribuídas em 12 bacias
hidrográficas e 32 usinas térmicas. Todas elas espalhadas em 5 subsistemas, cujas conexões
formam o SIN. As conexões entre os subsistemas, também chamados de submercados, são
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Figura 34: Diagrama do SIN
uma representação agregada do conjunto de linhas de transmissão que interliga as regiões
geoelétricas. Para fins de modelagem, essas conexões possuem limites operativos que se-
rão considerados no problema, devido à sua influência nas decisões ótimas e também nos
multiplicadores que representam o preço da energia (seção 2.4). A Figura 34 apresenta o di-
agrama do SIN que será utilizado com referência na modelagem matemática. Importante
ressaltar que o balanço de potência (somatório da geração mais intercâmbio menos défi-
cit deve ser igual à demanda) será calculado para cada subsistema, assim como o preço da
energia. O subsistema referente à Itaipu está representado de maneira distinta dos demais
em virtude de não possuir demanda, isto é, toda sua geração será enviada aos subsistemas
adjacentes com os quais houver conexão.
A Figura 35 adaptada de PERIÇARO et al. (2019), apresenta a topologia das bacias.
Os triângulos se referem às usinas com reservatório, os círculos às usinas a Fio D’água. Os
números representam os códigos dos aproveitamentos no arquivo Hidr.dat e as cores os Sub-
sistemas. Azul é o Sudeste/Centro-Oeste, verde é o Sul, amarelo Nordeste, ciano Norte e
preto Itaipu.
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Figura 35: Topologia do Sistema - Adaptada de PERIÇARO et al. (2019)
5.4 MODELAGEM DO PROBLEMA DO DESPACHO HIDROTÉR-
MICO
Nesta seção será detalhada a formulação do problema de otimização referente ao
despacho hidrotérmico do Sistema Interligado Nacional-SIN de maneira determinística, isto
é, considerando que as vazões são conhecidas previamente. Os detalhes específicos do sis-
tema serão apresentados oportunamente. Inicia-se apresentando a variável de decisão e em
seguida serão detalhadas a função objetivo e restrições do problema.
5.4.1 Variável de Decisão
A variável de decisão do problema de otimização determinístico será o vetor X no
qual estão agrupadas as variáveis de geração térmica, volume armazenado, vazão turbinada,
vazão vertida, intercâmbios e déficit. A Equação (5.12) a seguir detalha X ∈ Rn para n =
U T +3RT +N T +ST , conforme detalhado a seguir. Para o problema determinístico a variável
de decisão corresponde a um vetor de 67.680 componentes. Para o problema estocástico que
será apresentado na seção 5.4.11, a varável de decisão é uma matriz com o vetor X em cada






































Gtu,t ∈RU T x1 : Geração termoelétrica para a usina u ∈ Uc - conjunto de usinas térmi-
cas do sistema, no período t = 1,2, ...,T (MW médios) e U o tamanho
do conjunto;
Vr,t ∈RRT x1 : Volume armazenado no reservatório r ∈ Rc - conjunto de usinas hi-
drelétricas do sistema, no período t (hm3) e R o tamanho do con-
junto;
Qtr,t ∈R
RT x1 : Vazão turbinada no reservatório r ∈ Rc no período t (m3/s);
Qvr,t ∈R
RT x1 : Vazão vertida no reservatório r ∈ Rc no período t (m3/s);
Intn,t ∈RN T x1 : Intercâmbio na posição n ∈ Nc - ordem do vetor de acordo com a to-
pologia do sistema, no período t (MW médios) e N o tamanho do
conjunto
Defs,t ∈RST x1 : Déficit no subsistema s ∈ Sc - conjunto dos subsistemas do sistema
no período t (MW médios) e S o tamanho do conjunto.
A unidade MW médio está relacionada com o período no qual se calcula a média.
Se, por exemplo, este período é de um mês, tem-se um MW médio mês ou MWmês que
corresponde a 1 MW gerado ao longo de todo o mês, isto é, 1x720 MW.h, considerando que
1 mês tem 720 horas.
5.4.2 Função Objetivo
A função objetivo do problema de otimização do despacho hidrotérmico é a mini-
mização do valor presente do custo de operação do sistema. Considerando que a água não
possui custo, o custo de operação será composto pelo custo de geração termoelétrica e pelo
custo de déficit, que é a falta do atendimento a demanda em um determinado período. Este
recurso é utilizado em casos extremos de baixos níveis e vazões e a sua minimização se torna
importante em função dos impactos econômicos e sociais de uma possível falta de energia.
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wt : Coeficiente de atualização para valor presente no período t.
wt =
1
(1+β)t sendo β a taxa de desconto;
ctu : Custo de geração termoelétrica calculado pela Equação (5.11) apli-
cada a cada usina térmica no período t (R$) e
cds : Custo de déficit (R$) no subsistema s e período t, calculado por
cd(defs,t) = CDEF .defs,t .δt, sendo CDEF o custo do déficit (R$/MW.s)
Exite uma maneira compacta de expressar a Função Objetivo da Equação (5.13) com
a Equação (5.14), a seguir, em que c é o vetor de custos tal que c ∈ Rn e X é a variável de
decisão. O vetor c é calculado de forma a incorporar o valor presente dos custos relativos
a cada componente da variável de decisão, de acordo com a seção 5.2 visto que a geração
térmica e o déficit são as únicas variáveis que incorrem em custos, os quais são modelados
de maneira linear.
min cX (5.14)
5.4.3 A Restrição de Balanço Hídrico
A restrição de balanço hídrico relaciona os volumes e vazões afluentes, turbinadas
e vertidas de cada reservatório do sistema em todos os períodos. Ela é uma restrição li-
near do tipo AX = b sendo A uma matriz de constantes, X a variável de decisão e b um ve-
tor de constantes. A elaboração da matriz A e do vetor b depende dos dados de entrada
e da topologia das cascatas de usinas. Das variáveis que compõem X apenas 3 afetam o
balanço hídrico assim a matriz A será composta por A =
[




RTxUT , AInt ∈N
RTxNT e ADef ∈N
RTxST são matrizes nulas e as matrizes AV , AQt e AQv
serão descritas a seguir.
A Equação (5.15) a seguir calcula o balanço hídrico de forma genérica desconside-
rando as perdas por evaporação e infiltração. Ela se aplica a todos os reservatórios do sis-
tema e deve ser manipulada para que se transforme no sistema AX = b que abarca o balanço
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vr,t : Volume armazenado no reservatório r no período t em hm3;
sper : Número de segundos no período considerado no balanço hídrico;
m ∈ M : Reservatório m no conjunto de reservatórios a montante de r;
qtm,t : Vazão turbinada a montante de r no período t (m3/s);
qvm,t : Vazão vertida a montante de r no período t (m3/s);
qtr,t : Vazão turbinada na usina r no período t (m3/s);
qvr,t : Vazão vertida na usina r no período t (m3/s);
qar,t : Vazão natural afluente a usina r no período t(m3/s) e
qam,t : Vazão natural afluente a usina m no período t(m3/s).
Com base na Equação (5.15), pode-se utilizar a teoria de grafos para organizar as
informações e montar o sistema AX = b. Um grafo é composto por nós e arcos. No caso
específico de balanço hídrico, o nó representa um reservatório e os arcos representam os
níveis e vazões. A Figura 36 apresenta uma expansão temporal em 3 períodos de um grafo
representando 3 usinas com seus respectivos acoplamentos hidráulicos. Nele, os arcos azuis
representam os níveis e os vermelhos as vazões. A sua topologia mostra que o reservatório
r3 está a jusante de r1 e r2, os quais não possuem nenhuma usina em seu conjunto M , isto
é, não estão a jusante de aproveitamento algum. Portanto o conjunto M para r1 e r2 é ; e
para r3 é {1,2}. Conforme apresentado em diversos trabalhos cujo método de otimização era
programação não linear, como por exemplo, Azevedo (2006),Martins (2009), Kleina (2012) e
Marcilio (2014), os conjuntos de Equações (5.16) a seguir demonstram a aplicação da equa-





para o sistema do grafo da Figura 36.
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Figura 36: Grafo para 3 usinas e 3 períodos
t = 1,r = 1, M =;
v1,1ks +qt1,1 +qv1,1 = qa1,1 + v1,0ks
r = 2, M =;
v2,1ks +qt2,1 +qv2,1 = qa2,1 + v2,0ks
r = 3, M = {1,2}
v3,1ks + (qt3,1 +qv3,1)− (qt1,1 +qv1,1)− (qt2,1 +qv2,1) = qa3,1 − (qa1,1 +qa2,1)+ v3,0ks
t = 2,r = 1, M =; (5.16)
(v1,2 − v1,1)ks +qt1,2 +qv1,2 = qa1,2
r = 2, M =;
(v2,2 − v2,1)ks +qt2,2 +qv2,2 = qa2,2
r = 3, M = {1,2}
(v3,2 − v3,1)ks + (qt3,2 +qv3,2)− (qt1,2 +qv1,2)− (qt2,2 +qv2,2) = qa3,2 − (qa1,2 +qa2,2)
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t = 3,r = 1, M =;
(v1,3 − v1,2)ks +qt1,3 +qv1,3 = qa1,3
r = 2, M =;
(v2,3 − v2,2)ks +qt2,3 +qv2,3 = qa2,3
r = 3, M = {1,2}
(v3,3 − v3,2)ks + (qt3,3 +qv3,3)− (qt1,3 +qv1,3)− (qt2,3 +qv2,3) = qa3,3 − (qa1,3 +qa2,3)
É possível observar que as variáveis de decisão que afetam o balanço hídrico estão
sempre ao lado esquerdo no conjunto de Equações (5.16). Portanto, com o objetivo de se
montar a equação matricial de balanço hídrico AX = b, deve se atender a posição de cada





































Identificando as variáveis v1,1 ... v3,3 nas Equações (5.16), é possível montar a matriz
AV em conformidade com a Equação (5.17). A Equação (5.18), a seguir, apresenta o resul-
tado da montagem desta submatriz. Observe que na primeira equação de balanço hídrico
em (5.16) (t = 1 e r = 1) aparece apenas a variável v1,1 (em relação ao volume), a qual está
representada pelo elemento AV (1,1) = 1. Da mesma forma, (5.16) para t = 2 e r = 1 aparece

























































A mesma abordagem pode ser utilizada na formulação de AQt e AQv que serão idên-
ticas. Identificando as variáveis qt1,1 ... qt3,3 nas Equações (5.16) e utilizando a multiplicação






































Observe que na primeira equação de balanço hídrico em (5.16) (t = 1 e r = 1)aparece
apenas a variável qt1,1 (em relação à vazão turbinada), a qual está representada pelo ele-
mento AQt (1,1) = 1. Da mesma forma, (5.16) para t = 1 e r = 3 aparecem −qt1,1, −qt2,1 e

























































De posse de AV e AQt , lembrando que AQv = AQt e que as demais submatrizes de
A =
[
AGt AV AQt AQv AInt ADef
]
possuem todos seus elementos iguais a zero, o sistema AX = b
está quase montado, faltando apenas o vetor b, o qual está apresentado pela Equação (5.21),

































qa3,1 − (qa1,1 +qa2,1)+ v3,0ks
qa1,2
qa2,2
qa3,2 − (qa1,2 +qa2,2)
qa1,3
qa2,3
























Conforme já apresentado, a forma compacta de expressar a equação de balanço
hídrico AX = b com A =
[
AGt AV AQt AQv AInt ADef
]
, X é a variável de decisão e b é dado pela
Equação (5.21).
A matriz A é muito esparsa e foi calculada já considerando essa característica. Fo-
ram utilizados duas representações para a esparsidade, uma compatível com o CPLEX e a
outra com o IPOPT, que são os pacotes utilizados neste trabalho, conforme será apresen-
tado no Capítulo 6.
5.4.4 A Restrição de Balanço de Potência
A restrição de balanço de potência força o atendimento à condição de que a energia
deve ser gerada no mesmo instante em que é consumida (FORTUNATO et al., 1990). Deste
modo, o somatório da geração mais intercâmbio e déficit deve ser igual a demanda para










Intn,t +Defs,t = Ds,t (5.22)
Em que:
u ∈ US : Usina térmica u pertencente ao conjunto de usinas Uc do subsistema
S;
Gtu,t : Geração térmica da usina u no período t (MW médio);
r ∈ RS : Usina hidroelétrica r pertencente ao conjunto de usinas Rc do sub-
sistema S;
Ghu,t : Geração hidroelétrica da usina r no período t (MW médio);
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n ∈ N : Posição n ∈N - ordem do vetor de acordo com a topologia do sistema,
no período t (MW médios);
Intn,t : Intercâmbio na posição n ∈N - ordem do vetor de acordo com a topo-
logia do sistema, no período t (MW médios);
Defs,t : Déficit no subsistema s ∈ Sc - conjunto dos subsistemas do sistema
no período t (MW médios) e
Ds,t : Demanda no subsistema s sistema no período t (MW médios).
Para o cálculo da geração hidráulica será utilizada a função de produção da Equação
(5.8) na modelagem não linear. Ela depende da altura de queda líquida que será calculada
por uma das Equações de (5.5) a (5.7), as quais dependem do nível de montante calculado
pela Equação (5.2) (o volume é calculado por (5.23)), do nível de jusante calculado pela Equa-





Para a modelagem linear será utilizada a Equação (5.9), que oferece uma aproxima-
ção para a Equação (5.8) em função do volume e também da vazão turbinada.
A restrição de balanço de potência na modelagem não linear não pode ser repre-
sentada de forma compacta devido às expressões de altura de queda bruta e perda de carga,
que em conjunto impossibilitam a formulação. Entretanto, a função de produção da Equa-
ção (5.9) possibilita a representação da Equação (5.22) na forma AbpX = bbp. Para ilustrar,
considere um sistema formado por uma usina térmica, três usinas hidráulicas (como as da
Figura 36), um subsistema e horizonte de 3 períodos.
A matriz Abp =
[
AbpGt AbpV AbpQt AbpQv AbpInt AbpDef
]
em que AbpGt ∈N
UTxUT ,
AbpInt ∈N
NTxNT e AbpDef ∈N
STxST são matrizes identidade e AbpQv ∈N
RTxRT é uma matriz de
zeros. As matrizes AbpV ∈ R
RT xRT e AbpQt ∈ R







































































A exemplo do que foi feito com a matriz de balanço hídrico, a matriz de balanço de
potência também foi calculada nos formatos definidos nos pacotes CPLEX e IPOPT.
5.4.5 A Restrição de Defluência Mínima
A restrição de defluência mínima se aplica principalmente a reservatórios que pos-
suem a chamada Vazão Ecológica, cuja finalidade é garantir a existência permanente de
fluxo de água a jusante, de maneira a evitar com que trechos de rio fiquem secos ocasio-
nando impactos ambientais como morte de peixes. Além da Vazão Ecológica, existem ou-
tros motivos que impõem restrições de vazão mínima a aproveitamentos como, por exem-
plo, usos múltiplos da água, navegação, capitação por estações de abastecimento e etc. O
atendimento à restrição de defluência mínima pode ocorrer por meio de vazão turbinada,








: Vazão defluente mínima na usina r no período t (m3/s);
qtr,t : Vazão turbinada na usina r no período t (m3/s) e
qvr,t : Vazão vertida na usina r no período t (m3/s).
De maneira análoga à restrição de balanço hídrico, a restrição de defluência mínima
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pode ser modelada como um sistema de inequações lineares do tipo AdfmX ≤ bdfm. Das va-
riáveis que compõem X apenas 2 afetam a defluência, assim a matriz Adfm será composta por
Adfm =
[
CGt CV CQt CQv CInt CDef
]
em que CQt e CQv são −Id ∈N
RTxRT sendo Id a matriz iden-
tidade e CGt ∈N
RTxUT , CV ∈N
RTxRT , CInt ∈N
RTxNT e CDef ∈N
RTxST são matrizes cujos elemen-
tos são iguais a zero. O vetor bdfm = [−qdr,t] ∀(r, t) ∈N
∗ ≤ (R,T), conforme Equação (5.28) a
seguir.
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5.4.6 As Restrições Operacionais
As restrições operacionais são provenientes dos dados de placa dos aproveitamen-
tos ou de restrições conjunturais que possam afetar temporariamente usinas, reservatórios,
redes, etc. Elas garantem a viabilidade da solução de forma que nenhum equipamento será
sobrecarregado ou irá operar em regiões capazes de causar danos econômicos. As variáveis
que não possuem limites operacionais terão suas restrições associadas a zero, mais infinito
ou menos infinito, conforme cada caso. Para a modelagem computacional, mais ou menos
infinito é modelado como o máximo valor que o tipo de variável utilizado pode assumir. Em
geral utiliza-se variáveis do tipo double. A equação que representa as restrições operacionais











































































































U T x1 : Limite inferior para a geração termoelétrica da usina u ∈ Uc - con-
junto de usinas térmicas do sistema, no período t = 1,2, ...,T (MW
médios);
Vr,t ∈R
RT x1 : Limite inferior para o volume armazenado no reservatório r ∈ Rc -
conjunto de usinas hidrelétricas do sistema, no período t (hm3);
Qt
r,t




∈RRT x1 : Limite inferior para a vazão vertida no reservatório r ∈ Rc no período
t (m3/s);
Intn,t ∈R
N T x1 : Limite inferior para o intercâmbio na posição n ∈ Nc - ordem do vetor
de acordo com a topologia do sistema, no período t (MW médios);
Defs,t ∈R
ST x1 : Limite inferior para o déficit no subsistema s ∈ Sc - conjunto dos sub-
sistemas do sistema no período t (MW médios);
Gtu,t ∈RU T x1 : Limite superior para a geração termoelétrica da usina u ∈ Uc - con-
junto de usinas térmicas do sistema, no período t = 1,2, ...,T (MW
médios);
Vr,t ∈RRT x1 : Limite superior para o volume armazenado no reservatório r ∈ Rc -
conjunto de usinas hidrelétricas do sistema, no período t (hm3);
Qtr,t ∈R
RT x1 : Limite superior para a vazão turbinada no reservatório r ∈ Rc no pe-
ríodo t (m3/s);
Qvr,t ∈R
RT x1 : Limite superior para a vazão vertida no reservatório r ∈ Rc no período
t (m3/s);
Intn,t ∈RN T x1 : Limite superior para o intercâmbio na posição n ∈ Nc - ordem do ve-
tor de acordo com a topologia do sistema, no período t (MW médios)
e
Defs,t ∈RST x1 : Limite superior para o déficit no subsistema s ∈ Sc - conjunto dos
subsistemas do sistema no período t (MW médios).
5.4.7 A Geração de Series Sintéticas
Para a geração de séries sintéticas foi utilizado o método desenvolvido por Detzel et
al. apresentado em Bessa et al. (2012) ou Vallejos (2011), resumido a seguir.
A técnica empregada é baseada na formulação periódica autorregressiva de ordem
p, ou PAR(p), porém o método de geração é diferente. Utilizou-se um modelo autorregres-
sivo com médias móveis contemporâneo de ordens p e q, ou CARMA, multivariado, não pe-
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riódico. Ele mantém a estrutura de autocorrelação individual de cada reservatório e conta-
biliza apenas as correlações espaciais instantâneas (lag zero) entre eles. É baseado na teoria
clássica de Box e Jenkins (TIME. . . , 1994) e foi descrito em Hipel e McLeod (HIPEL; MCLEOD,
1994). A formulação básica do modelo CARMA(p,q) é mostrada na Equação (5.30).
yt −φi.yt−1 −φi+1.yt−2 − ...−φp.yt−p = at −θj.at−1 −θj+1.at−2 − ...−θq.at−q (5.30)
Onde:
yt : matriz com as séries históricas;
at : matriz com os ruídos (ou resíduos) da série;
φi : matriz diagonal de parâmetros da porção AR;
θi : matriz diagonal de parâmetros da porção MA;
i : ordem da porção AR do modelo (i = 1,2,...,p) ;
j : Ordem da porção MA do modelo (j = 1,2,...,p);
t : índice de tempo.
Para detalhamento do modelo de geração de séries, considere os vetores
Zt = [zt1 zt2 ... ztk] e at = [at1 at2 ... atk] com k representando cada série e t o tempo. O modelo
CARMA(p,q) é definido pela Equação (5.31), a seguir:
ϕi(B)Zti = θi(B)ati ∀i = 1,2, ...,k, (5.31)










com B sendo o operador de defasagem do modelo de geração das séries. A descrição com-
pleta do modelo pode ser encontrada em Detzel et al. (2014).
A Figura 37 mostra os diagramas para as séries históricas (na Figura superior) e sin-
téticas (na Figura inferior). Correlações altas positivas são indicadas por tons mais verdes e
altas negativas para tons mais avermelhados. A semelhança entre as imagens mostra que as
séries sintéticas respeitam a estrutura de correlações espaciais relativas às séries históricas.
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Figura 37: Perfil de carga de um dia útil
5.4.8 A Representação da Carga
Na teoria econômica, a demanda é o termo genérico para a quantidade de bens
e serviços que os consumidores estão dispostos a adquirir em um determinado nível de
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preços. Caso esse nível de preços aumente, a demanda tende a diminuir. Esse fenômeno
foi formalizado pela microeconomia por meio da Lei da Demanda: com tudo o mais man-
tido constante, a quantidade demandada de um bem diminui quando o preço dele aumenta
(MANKIW, 2013). A Lei da Demanda define portanto a Elasticidade Preço da Demanda, ou
seja, a resposta que a demanda tem em relação ao preço.
Em se tratando de energia elétrica, o termo demanda é utilizado para se referir à
demanda instantânea, isto é, o consumo de energia em um determinado instante. O termo
carga se refere ao consumo médio de energia em um intervalo de tempo. Demanda e carga
são termos que podem ser sinônimos em determinados contextos visto que existe relação
direta entre ambos. A demanda por energia elétrica possui elasticidade em relação à ou-
tras varáveis, como a temperatura por exemplo. Entretanto, este trabalho se dedica apenas
a Elasticidade Preço da Demanda. Portanto, o termo elasticidade será doravante utilizado
para referência a Elasticidade Preço da Demanda.
O perfil diário da carga está ilustrado na Figura 38 para cada meia hora do dia no
subsistema Sul, como exemplo. Na madrugada a carga é decrescente e com o início do dia
ela volta a aumentar. É comum uma leve redução na hora do almoço e uma retomada no pe-
ríodo da tarde. Em dias muito quentes, como é o caso do gráfico, os patamares de demanda
instantânea, a tarde, ficam tão elevados quanto no início da noite, que é o chamado horário
de ponta.
Para representar esse perfil no modelo, cujo horizonte é mensal, a carga foi dividia
em três patamares: leve para as madrugadas, médio para o dia, e pesada para o inicio da
Figura 38: Perfil de carga de um dia útil
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Figura 39: Perfil representativo para um mês
noite, ao final da noite retorna a carga média. Os valores são baseados na curva da Figura
38. Nessa representação a sequência de valores é perdida, ou seja, o mês (considerado com
730,5 horas) é divido em três partes, uma para cada patamar de carga, como se todas as
madrugadas estivessem agregadas em sequência e o mesmo para os demais patamares. A
Figura 39 ilustra o formato do perfil cujos valores para todo o sistema, a partir dos quais
ocorrerá a elasticidade, são de 36.918MW médios para carga leve, 55.377MW médios para
carga média e 46.147MW para a carga pesada. Vale ressaltar que o período de carga média
ficou mais elevado do que o de carga pesada por aderência ao formato atual da curva de
demanda.






εd : Elasticidade da demanda;
εo : Elasticidade da oferta;
p : Preço;
d : Quantidade demandada.
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Existem algumas classificações para os níveis de elasticidade em função dos valores
de εd (PINDYCK; RUBINFELD, 2006) ou (MANKIW, 2013). Caso εd > 1, a demanda é conside-
rada elástica, ou seja, caso a variação percentual da demanda seja maior que a variação per-
centual no preço. Em um sistema hidrotérmico isso é muito difícil porque grande parte da
demanda é atendida por hidrelétricas que torna praticamente impossível a resposta percen-
tual da demanda ser maior que a resposta percentual do preço. Sobretudo porque energia
elétrica se posiciona no início da cadeia produtiva e como a maioria dos produtos ou servi-
ços na mesma posição, naturalmente, já tem uma baixa Elasticidade Preço da Demanda.
Neste trabalho, portanto, serão analisados quatro tipos de demanda. Uma perfeita-
mente inelástica (εd = 0), ou seja, não responde a preços, e três com elasticidade crescente
da primeira, denominada elasticidade 1, para a terceira, denominada elasticidade 3. Obvia-
mente, a segunda se denomina elasticidade 2. Essas três com elasticidade são classificadas
na microeconomia como inelásticas por possuir um εd < 1. Mas neste trabalho serão de-
nominadas elásticas dado o contexto do despacho hidrotérmico já comentado no parágrafo
anterior.
Idealmente, essas demandas deveriam ser modeladas como função dos multiplica-
dores de Lagrange da Equação de Balanço de Potência nas formulações dos problemas de
otimização do despacho hidrotérmico. Entretanto, para não correr o risco de atrapalhar o
processo iterativo do método de solução do problema para cada cenário, que é o Método de
Pontos Interiores Não Linear com Barreira Logarítmica e Busca Linear por Filtro, utilizou-se
uma modelagem diferente mas sem prejuízo aos resultados. As elasticidades foram mode-
ladas em função da geração térmica total para o subsistema no mesmo período. Tendo em
vista que a geração térmica está direta e univocamente relacionada ao multiplicador, con-
forme será detalhado em 7.3.2, isso é possível sem que os resultados sejam afetados.
A Equação linear (5.35), a seguir, mostra como a elasticidade é calculada no modelo
com D0s,t , sendo os valores a partir dos quais a demanda responde. A Tabela 8 mostra os
valores dos coeficientes angular e linear da Equação (5.35) para cada tipo de elasticidade em
cada patamar de carga:













: geração térmica total no subsistema s estágio t ;
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defs,t : déficit no subsistema s estágio t .
Tabela 8: Coeficientes das Equações de Elasticidade
Tipo Coeficiente Angular (a) Coeficiente Linear (b)
Inelástica 0 0
Elástica 1 0.5∗0.1 0.5∗250
Elástica 2 0.1 250
Elástica 3 3∗0.1 3∗250
Vale ressaltar o motivo pelo qual os valores contidos na Tabela 8 para os coeficientes
angulares estão em função do valor de 0.1. A Resolução ANEEL 414 de 2010 estabelece as
classes de consumo de energia elétrica no Brasil. Elas se dividem em Residencial, Comercial,
Industrial, Rural e Poder Público. Cada divisão possui suas respectivas subdivisões. Além
dessas classificações, os consumidores que atendem as condições dispostas nos Art. 15 e 16
da Lei 9.074 de 07 de julho de 1995, em geral, consumidores de grande porte, têm a liberdade
de contratar energia no chamado mercado livre e são denominados Consumidores Livres.
Cada classe de consumo está sujeita a regras específicas. Para o caso dos Consumi-
dores Livres a regra é tal que permite o recebimento da sinalização de preços do mercado
Spot e a sua resposta à demanda pode ocorrer. Para as demais classes de consumo isso não
acontece. Em 2014 houve um grande aumento no preço da energia no mercado Spot e foi
observado na carga uma retração de aproximadamente 10% da geração térmica média nos
submercados. Essa é a origem do valor de 0.1 nos coeficientes angulares da Tabela 8. Os
coeficientes lineares foram ajustados para simular um aumento da demanda em caso de
vertimentos ou baixos custos.
As sensibilidades de 0.5 e 3 na mesma Tabela 8 têm o intuito de ilustrar uma me-
nor reação da demanda, que pode ocorrer em situações menos extremas que a de 2014, e 3
para ilustrar os benefícios de uma possível alteração das regras que possibilitasse um recebi-
mento do sinal de preço pelas demais classes de consumo. Ressalta-se que todos os valores
continuam representando uma elasticidade muito pequena que é a característica da energia
elétrica e da maioria dos produtos ou serviços pertencentes ao inicio da cadeia produtiva
da economia. A Figura 40 apresenta as curvas de elasticidade da demanda utilizadas neste
trabalho.
Essa alteração nas regras mencionada no parágrafo anterior se torna ainda mais
importante quando se introduz a usina reversível. Essa usina é capaz de turbinar água para
geração de energia e, em momentos de demanda reduzida, é capaz de bombear água de
jusante para montante enchendo seu reservatório. Para tanto ela deve consumir uma quan-
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Figura 40: Representação da Resposta da Demanda
tidade de energia, mas se a diferença de preço entre os períodos de demanda reduzida com
os de demanda elevada compensar a compra da energia esse processo se torna viável. Usi-
nas reversíveis são uma tecnologia consolidada no mundo todo e não utilizada no Brasil.
Além da Reversível, com o avanço da geração distribuída, regras mais modernas em
busca do chamado empoderamento do consumidor são muito demandadas pela sociedade,
o que culmina no chamado Prossumidor, isto é, um consumidor que também produz ener-
gia.
A elasticidade da demanda, portanto, é o ente matemático que incorpora no mo-
delo todas essas tendências atuais dos mercados de energia elétrica.
5.4.9 Formulação do Problema de Otimização Determinístico Linear
A formulação do problema determinístico de otimização linear do despacho hidro-
térmico pode ser apresentada em sua forma compacta. As Expressões de (5.36) a (5.40), a
seguir, apresentam tal formulação. Ela diferencia da modelagem não linear que será apre-
sentada na seção 5.4.10 apenas na Equação (5.38) a seguir, que, por sua vez, utiliza a Equação




AX = b (5.37)
AbpX = bbp(Gt) (5.38)
AdfmX ≤ bdfm (5.39)
X ≤ X ≤ X (5.40)
Em que:
c : vetor de custos de acordo com a seção 5.4.2;
X : variável de decisão (seção 5.4.1);
A : matriz de balanço hídrico (seção 5.4.3);
b : vetor com as vazões e volumes iniciais (seção 5.4.3);
Abp : matriz de balanço de potência (seção 5.4.4);
bbp : vetor com a demanda (que é função da geração térmica) e os coefici-
entes lineares da função de produção linearizada (seção 5.4.4);
Adfm : matriz de calculo da defluência mínima (seção 5.4.5);
bbp : vetor com os valores de defluência mínima(seção 5.4.5);
X ≤ X ≤ X : restrições operacionais (seção 5.4.6);
5.4.10 Formulação do Problema de Otimização Determinístico Não Linear
As Expressões de (5.41) a (5.45) a seguir apresentam a formulação da parte determi-
































































































































































wt : Coeficiente de atualização para valor presente no período t.
wt =
1
(1+β)t sendo β a taxa de desconto;
ctu : Custo de geração termoelétrica calculado pela Equação (5.11) apli-
cada a cada usina térmica u no período t (R$);
cds : Custo de déficit (R$) no subsistema s e período t, calculado por
cd(defs,t) = CDEF .defs,t .δt, sendo CDEF o custo do déficit (
R$
MW .h );
vr,t : Volume armazenado no reservatório r no período t em hm3;
sper : Número de segundos no período considerado no balanço hídrico;
m ∈ M : Reservatório m no conjunto de reservatórios a montante de r;
qtm,t : Vazão turbinada a montante de r no período t (m3/s);
qvm,t : Vazão vertida a montante de r no período t (m3/s);
qtr,t : Vazão turbinada na usina r no período t (m3/s);
qvr,t : Vazão vertida na usina r no período t (m3/s);
qar,t : Vazão natural afluente a usina r no período t (m3/s) ;
qam,t : Vazão natural afluente a usina m no período t (m3/s);
u ∈ US : Usina térmica u pertencente ao conjunto de usinas US do subsistema
S;
gtu,t : Geração térmica da usina u no período t (MW médio);
r ∈ RS : Usina hidroelétrica r pertencente ao conjunto de usinas RS do sub-
sistema S;
ghu,t : Geração hidroelétrica da usina r no período t (MW médio);
n ∈ N : Posição n ∈Nc - ordem do vetor de acordo com a topologia do sis-
tema, no período t (MW médios);
intn,t : Intercâmbio na posição n ∈Nc - ordem do vetor de acordo com a to-
pologia do sistema, no período t (MW médios);
defs,t : Déficit no subsistema s ∈Sc - conjunto dos subsistemas do sistema no
período t (MW médios) e
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Ds,t : Demanda no subsistema s sistema no período t (MW médios) que é
uma função da geração térmica total do subsistema no período t;
qd
r,t
: Vazão defluente mínima na usina r no período t (m3/s);
qtr,t : Vazão turbinada na usina r no período t (m3/s) e
qvr,t : Vazão vertida na usina r no período t(m3/s);
gt
u,t
: Limite inferior para a geração termoelétrica da usina u ∈ Uc - con-
junto de usinas térmicas do sistema, no período t = 1,2, ...,T (MW
médios);
V r,t : Limite inferior para o volume armazenado no reservatório r ∈ Rc -
conjunto de usinas hidrelétricas do sistema, no período t (hm3);
qt
r,t




: Limite inferior para a vazão vertida no reservatório r ∈ Rc no período
t (m3/s);
intn,t : Limite inferior para o intercâmbio na posição n ∈ Nc - ordem do vetor
de acordo com a topologia do sistema, no período t (MW médios);
def
s,t
: Limite inferior para o déficit no subsistema s ∈ Sc - conjunto dos sub-
sistemas do sistema no período t (MW médios);
gtu,t : Limite superior para a geração termoelétrica da usina u ∈ Uc - con-
junto de usinas térmicas do sistema, no período t = 1,2, ...,T (MW
médios);
vr,t : Limite superior para o volume armazenado no reservatório r ∈ Rc -
conjunto de usinas hidrelétricas do sistema, no período t (hm3);
qtr,t : Limite superior para a vazão turbinada no reservatório r ∈ Rc no pe-
ríodo t (m3/s);
qvr,t : Limite superior para a vazão vertida no reservatório r ∈ Rc no período
t (m3/s);
intn,t : Limite superior para o intercâmbio na posição n ∈ Nc - ordem do ve-
tor de acordo com a topologia do sistema, no período t (MW médios)
e
def s,t : Limite superior para o déficit no subsistema s ∈ Sc- conjunto dos sub-
sistemas do sistema no período t (MW médios).
A partir da formulação das Expressões de (5.41) a (5.45) é possível escrever sua for-
mulação compacta, apresentada em (5.46) a (5.50) a seguir. Importante observar que a única
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diferença entre elas e a formulação linear (5.36) a (5.40) é a Equação (5.48), a qual introduz
a não linearidade do problema por meio da função de produção hidrelétrica (seção 5.1.2






















AdfmX ≤ bdfm (5.49)
X ≤ X ≤ X (5.50)
5.4.11 Formulação do Problema de Otimização Estocástico
Para a formulação do problema estocástico serão utilizadas as definições deste ca-
pítulo e também a modelagem por cenários para as vazões como apresentado na Figura 21
da seção 4.4.1. Os cenários de vazão serão representados pela variável cn ∈ Ccn, com Ccn












































































r,t ∀cn ∈ Ccn (5.54)
X ≤ Xcn ≤ X ∀cn ∈ Ccn (5.55)
X 1i,1 = X
cn
i,1 ∀(cn ∈ Ccn e Xi,1 ∈ X) (5.56)
De acordo com o que foi apresentado nas seções anteriores 5.4.9 e 5.4.10, a única di-
ferença entre as formulações linear e não linear é a Restrição de Balanço de Potência (5.53).
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Quando ela utiliza uma função de produção hidrelétrica linear, a modelagem é linear, caso
contrário será não linear. Dessa maneira, a formulação apresentada pelas Expressões de
(5.51) a (5.56) pode ser resolvida de forma linear ou não linear, dependendo do tipo de fun-
ção de produção utilizada. Portanto, tal formulação será referência para ambas as modela-
gens.
O próximo capítulo se aprofunda no detalhamento da estratégia de solução do pro-
blema estocástico do despacho hidrotérmico com base nas formulações já apresentadas.
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6 ESTRATÉGIA DE SOLUÇÃO DO PROBLEMA
Este capítulo apresenta a estratégia de solução do problema do despacho hidrotér-
mico aplicado ao SIN. No capítulo anterior a modelagem dos diversos componentes do pro-
blema foi detalhada e no Capítulo 4 seção 4.4 foi introduzido o PH que é método de solução
proposto neste trabalho.
As formulações utilizadas na busca da solução do problema estocástico apresen-
tado pelas Expressões de (5.51) a (5.56), das quais foram retiradas as restrições de vazão de-
fluente mínima, estão nas Expressões de (6.1) a (6.5) para o caso linear e (6.6) a (6.10) para o
caso não linear. Inicialmente será resolvida a formulação linear cujo resultado será utilizado















cn) ∀cn ∈ Ccn (6.3)
X ≤ Xcn ≤ X ∀cn ∈ Ccn (6.4)
X 1i,1 = X
cn
i,1 ∀(cn ∈ Ccn e Xi,1 ∈ X) (6.5)
Vale lembar que a diferença entre a formulação linear (Expressões de (6.1) a (6.5))
e a formulação não linear (de (6.6) a (6.10)) é apenas na restrição de balanço de potência,































∀cn ∈ Ccn (6.8)
X ≤ Xcn ≤ X ∀cn ∈ Ccn (6.9)
X 1i,1 = X
cn
i,1 ∀(cn ∈ Ccn e Xi,1 ∈ X) (6.10)
De acordo com o algoritmo do PH (seção 4.4.2, Figura 22), na iteração zero, após
a inicialização das variáveis resolvem-se Cn problemas determinísticos (Cn é o número de
cenários) cuja formulação é dada pelas Expressões de (6.11) a (6.14).
min cX (6.11)
s.a.
AX = b (6.12)
AbpX = bbp(Gt) (6.13)
X ≤ X ≤ X (6.14)
Após a solução dos problemas determinísticos, o Valor Meta e o Multiplicador de La-
grange correspondente ao termo aumentado da função Lagrangeana (Wcn
i t
) são calculados
e inicia-se a iteração 1, a partir da qual o problema estocástico de Cn cenários é decomposto
em Cn subproblemas resolvidos independentemente uns dos outros. A formulação desses
subproblemas será apresentada na próxima seção pois ela incorpora as medidas implemen-
tadas com a finalidade de se diminuir o tempo computacional gasto pelo método.
6.1 SOLUÇÃO DO PROBLEMA ESTOCÁSTICO
A formulação apresentada pelas Expressões de (5.51) a (5.56) aplicada ao Sistema
Interligado Nacional, corresponde à um problema de grande porte, estocástico, não linear e
não convexo. A presença de uma modelagem detalhada das funções de produção das usinas
hidrelétricas dada na Equação (5.8), introduz o problema da não convexidade que é agra-
vado pela consideração da elasticidade da demanda.
O algoritmo do PH detalhado na seção 4.4 apresenta dificuldades para a solução
de problemas não convexos (WATSON; WOODRUFF, 2011). Além dessa dificuldade, esse
algoritmo possui um custo computacional bastante elevado devido ao número de iterações
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necessárias a sua convergência. É comum se observar um grande número de iterações a
partir do momento em que o método atinge as proximidades da solução ótima, ou seja, o
método se aproxima, com alguma (não muita) eficiência da solução ótima, mas fica iterando
nas suas imediações sem muita efetividade até que ocorra a convergência. Os próximos
parágrafos se dedicam a narrar a sequencia de implementações feitas com o objetivo de
resolver os problemas da não convexidade e do excessivo número de iterações do algoritmo.
Para se contornarem essas questões Watson e Woodruff (2011) sugerem algumas
medidas. A primeira é utilizar um parâmetro de penalidade ρ vetorial no lugar de um ρ es-
calar nas Expressões (4.74) e (4.75) apresentadas na seção 4.4.2. Essa medida foi adotada e
observou-se um considerável aumento na velocidade com a qual o algoritmo atinge a re-
gião ótima dentro da qual se localiza a solução do problema. Entretanto, ainda se observou
o elevado número de iterações dentro de tal região. O vetor ρ foi definido com o valor ini-
cial de 100 nas componentes correspondentes ao primeiro mês da variável considerada na
restrição de não antecipatividade (também denominada variável relaxada) que é o Volume
Armazenado nos reservatórios e zero nas demais componentes.
Com o objetivo de reduzir o número de iterações do PH na região da solução ótima,
foi adotada uma heurística de variação das componentes do parâmetro de penalidade ρ.
Ela foi adaptada de Gonçalves (2011) em que se propõe um método para a atualização do
parâmetro, a cada iteração, considerando a norma do gradiente das variáveis relaxadas e
seus valores máximos e mínimos a cada iteração. Não foi possível a utilização exata do mé-
todo porque ele foi aplicado a um parâmetro de penalidade escalar, o que não é o caso deste
trabalho. A Equação (6.15) apresenta a forma pela qual as componentes do parâmetro de


























∀ ρ(i) ∈ ρ e X(i) ∈ X (6.15)
Onde:
ρit+1(i) : i-ésima componente do parâmetro de penalidade ρ na iteração it+1;
Ecn : valor esperado no conjunto de cenários;
Xcn
it
(i) : i-ésima componente da variável de decisão X relativa ao cenário cn
na iteração it;
Xitm(i) : i-ésima componente do vetor de Valor Meta (Valor Esperado da i-








min (i) : menor valor para a componente i de X entre todos os cenários na
iteração it;
σ : constante previamente definida maior que 1.
A adoção dessa heurística representada pela Equação (6.15) melhorou o processo
de convergência do PH ao ajudar na redução do número total de iterações de que o método
necessita para alcançar a convergência. A Equação (6.16) calcula o multiplicador wcn
i t+1
com

















: multiplicador relativo ao cenário cn na iteração it +1;
ρi t : parâmetro de penalidade vetorial na iteração it;
Mna : é a matriz diagonal de dimensões nxn (n é dimensão da variável de
decisão) cujos valores da diagonal são iguais a um se i = j e i ≤ I1 e
zero nas demais posições;
Xcn
it
(i) : variável de decisão X relativa ao cenário cn na iteração it;
Xitm : vetor de Valor Meta (Valor Esperado da i-ésima componente de X) no
conjunto de cenários na iteração it.
A matriz Mna tem a função de extrair do vetor por quem ela estiver multiplicada as
componentes relativas ao primeiro estágio, visto que a solução do problema é a decisão para
esse período, formando assim as restrições de Não Antecipatividade. Inicialmente, como
mostrado, aplicou-se a matriz para todas as variáveis agrupadas do vetor X relativas ao pri-
meiro estágio, isto é, para o vetor definido pela Equação (5.12), a matriz multiplicava por um
a geração térmica de cada usina u ∈ U no primeiro estágio, o volume armazenado, vazão tur-
binada e vazão vertida de cada usina r ∈ R no primeiro estágio, assim como os intercâmbios
em cada interligação entre os subsistemas e seus respectivos déficits também no primeiro
estágio. Essa é uma abordagem tradicional diretamente ligada ao método apresentado na
seção 4.4.
1I é o tamanho do subconjunto da variável de decisão correspondente ao primeiro estágio
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No entanto, é comum encontrar aplicações do PH ao problema do despacho hidro-
térmico nas quais apenas um subconjunto das variáveis agrupadas no vetor X são utilizadas
na formação das restrições de Não Antecipatividade (SANTOS et al., 2009) (GONÇALVES,
2011) (ALMEIDA, 2013). Isso é possível porque no problema em foco ao se determinar, por
exemplo, o volume dos reservatórios, podem se calcular as demais variáveis de decisão como
a geração térmica, intercâmbios, déficits e etc, e assim conseguir uma melhora no tempo
computacional, tendo em vista que o problema dual formado por um número menor de va-
riáveis é mais fácil de se resolver. Neste trabalho, adota-se tal medida para a variável Volume
na etapa de PH linear e para etapa não linear a Geração Térmica e Déficit. Essa escolha
deve-se ao fato da incorporação da elasticidade preço da demanda. Como são a Geração
Térmica e o Déficit as variáveis que possuem custo, elas devem ter necessariamente os mes-
mos valores para todos os cenários e assim proporcionar uma demanda também igual em
todos eles. A nova matriz Mna que extrai os valores de geração térmica de cada usina do sis-
tema e déficit de cada subsistema para o primeiro estágio será denominada MGDfna . A parcela
quadrática da formulação do PH, Expressão (4.75), é multiplicada pelo ρ e inclui a matriz
Mna. Considerando que o ρ e a matriz sofreram alterações em relação ao método original, a
Expressão (4.75) deve ser reformulada. A Expressão (6.17) apresenta a nova formulação com
a Matriz ρitGDf incorporando as funções de parâmetro de penalidade e matriz de não anteci-
patividade. Sua determinação é simples, basta fazer com que o elemento MGDfna (i , i ) caso seja
igual a um assuma o valor de ρit(i ). O mesmo método é utilizado na etapa linear do PH por
meio da matriz MVna (detalhes a seguir).
Após a introdução dessas duas medidas com a finalidade de se diminuir o tempo
computacional do algoritmo do PH, foi implementado o fluxograma da Figura 22 com a uti-
lização do pacote IPOPT em todas as iterações. Para a iteração zero (aquela que resolve os
problemas determinísticos), o pacote Cplex2 foi aplicado para o cálculo da solução inicial
utilizada pelo IPOPT. Essa solução consiste em valores para as variáveis primais e duais do
problema, incluindo os multiplicadores de Lagrange das restrições operacionais. Esses va-
lores correspondem ao ponto inicial a partir da qual o método de pontos interiores calcula
a trajetória em direção à solução ótima, conforme fluxograma da Figura 14. Entretanto, não
se conseguiu a convergência do método do PH desse modo. O algoritmo se aproximava de
uma determinada região mas não convergia. Tudo isso levava aproximadamente 100 horas.
Conhecendo o que foi reportado em (WATSON; WOODRUFF, 2011) a respeito da di-
ficuldade do PH em resolver problemas não convexos, foi então implementado esse mesmo
algoritmo mas com a utilização do Cplex e a modelagem linear, que é convexa, para testar a
2Utilizou-se uma licença free edition do pacote.
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hipótese de ser a não convexidade juntamente com a não linearidade, a causa do problema
da falta de convergência. Para a solução do PH a partir da iteração 1, cuja função objetivo
possui uma parcela quadrática, utilizou-se programação quadrática também suportada pelo
Cplex.
A convergência foi atingida para o problema de 111 usinas hidráulicas e 32 usinas
térmicas distribuídas em 5 subsistemas (quatro mais Itaipu) com a utilização de um cluster
com 32 processadores e 200 GB de memória RAM. Vários testes foram feitos com diferentes
conjuntos de cenários de vazões tomando cada mês do ano como período inicial do hori-
zonte de estudo. A convergência foi atingida consistentemente em todos os testes. A partir
desse ponto, os resultados do PH linear foram utilizados como solução inicial para a mode-
lagem do PH não linear. Essa abordagem foi adaptada de Gonçalves (2011) e Almeida (2013)
que sugerem partida quente para o método. Cabe ressaltar que trata-se de valores iniciais
para a variável de decisão, multiplicadores de Lagrange e parâmetro de penalidade.
No entanto, o problema continuou não convergindo após várias horas de execução.
Foi então adotada a mais uma medida sugerida por Watson e Woodruff (2011) espe-
cificamente quando não ocorre a convergência (ou a demora excessiva para ela) provocada
pela falta de convexidade, denominada Slamming. Trata-se da fixação de componentes da
variável de decisão que permaneçam dentro de um faixa estreita por um determinado nú-
mero de iterações. Essa medida é definitiva e força a convergência do método de acordo
com os autores. Foi então elaborada uma adaptação do método tendo em vista que o artigo
Watson e Woodruff (2011) apresenta uma implementação para um problema de programa-
ção inteira mista. Tal adaptação consiste em travar a parte da variável de decisão correspon-
dente à não antecipatividade logo após a convergência da etapa linear do algoritmo do PH. É
nesse momento que ocorre a troca da variável Volume pela Geração Térmica e Déficit. Após
a convergência da etapa linear do algoritmo de PH, a variável Volume Armazenado deixa de
pertencer à restrição de Não Antecipatividade e as variáveis Geração Térmica e Déficit as-
sumem essa posição de forma a garantir que a elasticidade da demanda seja a mesma em
todos os cenários. Além disso, elas incorporam a restrição com seus valores travados (Slam-
ming) nos valores convergidos na etapa linear do PH. Portanto, a nova variável de decisão
serve como partida quente e ainda tem suas componentes correspondentes à Não Anteci-
patividade travadas.
Com o Slamming a convergência do método foi conseguida consistentemente para
todos os meses do ano, diversos cenários de vazões e com a consideração da demanda elás-
tica e inelástica. Este foi o método finalmente utilizado para a solução do problema esto-
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cástico não linear. Dessa maneira, as Expressões de (6.17) a (6.20), a seguir, formulam os






































cnit ) ∀cn ∈ Ccn (6.19)
X ≤ Xcn
it
≤ X ∀cn ∈ Ccn (6.20)
O critério de convergência utilizado foi adaptado de Gonçalves (2011) para a utiliza-
ção do ρ vetorial. Quando δ≤ ǫ a convergência é atingida, sendo ǫ predefinido com o valor






























Para a etapa não linear, a formulação é apresentada pelas expressões de (6.22) a
(6.25). Lembrando que a diferença entre essa formulação e a linear das Expressões (6.17)
a (6.20) é na restrição de balanço de potência que usa a função de produção hidrelétrica
não linear. Os fluxogramas das Figuras 41 e 42 ilustram o método de solução do problema



















































∀cn ∈ Ccn (6.24)
X ≤ Xcn
it
≤ X ∀cn ∈ Ccn (6.25)
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para cn = Cn
Calcular wcn
it+1
∀cn ∈ Ccn com(6.16)





Calcular ρi t se i t = 0 (ou atu-
alizar (6.15) se i t 6= 0) e ρi tGD f















para cn = Cn
Calcular wcn
it+1
∀cn ∈ Ccn com (6.16), o















Figura 41: Etapa Linear do Algoritmo do Progressive Hedging
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.
Retirar V das restrições
de não antecipatividade
Calcular Slamming para Gti,1
e Defi,1 e incluí-las na restri-
ção de Não antecipatividade
Reinicializar it := 1
Atualizar ρi t (Equação (6.15)) e ρi tGD f















para cn = Cn
Calcular wcn
it+1
∀cn ∈ Ccn com (6.16), o







Simula a Operação ∀cn ∈







Figura 42: Etapa Linear do Algoritmo do Progressive Hedging
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6.2 A APLICAÇÃO DOS PACOTES CPLEX IPOPT
Tendo em vista que toda a implementação da modelagem matemática do problema
foi feita no ambiente Linux em linguagem de programação Java, cujo paradigma é a orienta-
ção a objetos, será utilizado o diagrama UML (Unified Modelling Language) para ilustrar os
principais componentes do projeto do software em conjunto com o Diagrama de Sequência,
que mostra a cadência de eventos ocorridos na execução do programa.
Antes porém da descrição do paradigma da programação orientada a objetos, é im-
portante mencionar um problema ocorrido com a implementação do pacote IPOPT em
Java. Trata-se do fato de o pacote não ser thread-safe. Isso significa que diretamente não
é possível lançar simultaneamente várias instâncias do pacote, conforme o algoritmo do PH
ilustrado pelo fluxograma da Figura 42.
Esse problema foi resolvido por meio da utilização do método com a seguinte sin-
taxe: r✉♥t✐♠❡✳❣❡tr✉♥t✐♠❡✭✮✳❡①❡❝✭■P❖P❚✮. Ele emula uma seção do terminal Linux den-
tro da qual se executa uma instância do IPOPT. Para o lançamento em paralelo das n instân-
cias, n execuções do método r✉♥t✐♠❡✳❣❡tr✉♥t✐♠❡✭✮✳❡①❡❝✭■P❖P❚✮ são feitas de maneira
a abrigar cada execução do pacote IPOPT. Dessa maneira foi possível a execução em multi-
thread de um pacote não thread-safe.
Para o entendimento do paradigma da programação orientada a objetos são neces-
sários conhecimentos a respeito de classes, objetos, atributos, métodos, instanciação e he-
rança. De acordo com Deitel e Deitel (2012), classes são unidades de programa que abrigam
um conjunto de métodos (funções que executam tarefas) e atributos (variáveis que armaze-
nam informação).
As classes podem ser entendidas como uma estrutura abstrata que encapsula fun-
ções e variáveis em objetos que, por sua vez, representam instâncias da sua respectiva classe.
Uma nova classe pode ser rapidamente criada a partir de outra por meio da herança, isto é,
a nova classe herda daquela já existente seus atributos e métodos e a partir desse ponto se
incluem novos atributos e métodos à classe que está se criando.
Por exemplo, pode se criar uma classe usina e por meio de herança criar duas ou-
tras3 sendo uma classe usina hidráulica e outra usina térmica. A partir dai instanciam-se o
número de objetos de acordo com o sistema que se pretende modelar. Neste caso, são 111
usinas hidráulicas com 32 térmicas. Seriam, portanto, instanciados 111 objetos da classe
usina hidráulica e 32 da classe usina térmica. Por exemplo, entre os atributos da classe usina
3Não foi o caso deste trabalho.
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(classe mãe) estariam seu nome, código e potência máxima visto que qualquer tipo de usina
possui tais atributos. Entre os atributos da classe usina hidráulica (classe filha, isto é, aquela
que herda) estariam os atributos herdados da classe mãe mais o tamanho do seu reserva-
tório e entre os atributos da classe usina térmica (outra classe filha) estariam os atributos
herdados mais o seu custo variável unitário, tendo em vista que tamanho do reservatório é
um atributo pertencente só às usinas hidrelétricas e custo variável unitário só às térmicas.
Para ilustrar as classes a UML utiliza retângulos divididos em três partes. A pri-
meira parte contém o nome da classe, a do meio seus atributos e a última seus métodos. Por
exemplo, no diagrama da Figura 43, a classe P▲❈♣❧❡①4 possui como atributos as matrizes de
double ❆❜❤ e ❆❜♣, bem como os vetores também double ❜, ❝, ❧✐♠❙✉♣❳ e ❧✐♠■♥❢❳. É possível
diferenciar matrizes de vetores pelo número de colchetes após o tipo de variável referente
ao atributo da classe, de tal forma que double❬❪ se refere a vetor e double❬❪❬❪ a matriz. O
sinal de ✲ (menos) que antecede os nomes das variáveis indica que são atributos privados,
isto quer dizer que não podem ser acessados por outros objetos.
Ainda na classe P▲❈♣❧❡① observam-se cinco métodos na terceira parte do retângulo.
O primeiro possui o mesmo nome da classe e é chamado de método construtor. Ele é an-
tecedido do sinal de ✰ (mais) para indicar que se trata de um método público, isto é, pode
ser acessado por outras classes ou objetos. Após o nome dos métodos aparecem os parên-
teses dentro dos quais podem vir listados os argumentos utilizados. O método construtor
da classe P▲❈♣❧❡① utiliza como argumento o objeto dados da classe Pr❡♣❉❛❞♦s. Esse ob-
jeto tem em seu conjunto de atributos quase todos os atributos da própria classe P▲❈♣❧❡①.
Isso ocorre porque o método construtor, como mostra seu nome, possui a função de instan-
ciar o objeto, isto é, construí-lo mediante povoamento de seus atributos e alocação deles em
memória. Assim os atributos da classe P▲❈♣❧❡① recebem os valores dos atributos correspon-
dentes a eles do objeto ❞❛❞♦s da classe Pr❡♣❉❛❞♦s 5. Abaixo do método construtor da classe
P▲❈♣❧❡① estão os métodos públicos ❣❡tt❡rs e s❡tt❡rs cuja função é acessar os atributos
privados da classe. Quando, por exemplo, o construtor da classe P▲❈♣❧❡① instancia um ob-
jeto chamado ♣❧, para povoar seus atributos utiliza os atributos do objeto ❞❛❞♦s por meio de
seus respectivos ❣❡tt❡rs (❞❛❞♦s✳❣❡t❆❜❤✭✮ seria por exemplo a sintaxe) e os entrega para os
s❡tt❡rs executarem o povoamento (a sintaxe seria ♣❧✳s❡t❆❜❤✭❞❛❞♦s✳❣❡t❆❜❤✭✮✮, sendo
4Essa classe é um ótimo exemplo pois seu objetivo é resolver um problema de programação linear, cuja
definição precisa exatamente do conjunto de informações apresentados na lista de atributos dessa classe. Abh
e Abp formam a matriz A das restrições do problema, b o lado da mão direita das restrições, c o vetor de custos
e limSup e limInf as restrições operacionais.
5O único atributo da classe PLCplex que não possui correspondente explícito no objeto dados é o vetor b.
Isso ocorre em virtude de esse vetor assumir valores diferentes para cada cenário de vazões considerado. Seu
povoamento portanto não é feito pelo método construtor.
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❞❛❞♦s✳❣❡t❆❜❤✭✮ o argumento do método ♣❧✳s❡t❆❜❤✭✮ do objeto ♣❧ da classe P▲❈♣❧❡①).
O método s♦❧✈❡ é o principal método da classe pois é ele quem resolve o problema
de programação linear, que é o objetivo dessa classe. Finalmente, o método s✐♠✉❧❛❖♣❡r❛çã♦
confere se o resultado da otimização atende as restrições do problema. Após os parênte-
sis dos métodos podem aparecer dois pontos e o tipo da variável que o método retorna.
❱♦✐❞ significa que o método não retorna nada. Esse método s✐♠✉❧❛❖♣❡r❛çã♦ acessa o
método s✐♠✉❧❛❖♣ da classe usina pela navegação através da classe Pr❡♣❉❛❞♦s, ❙✐st❡♠❛,
❙✉❜s✐st❡♠❛ e ❯s❍✐❞r. A direção das setas nas extremidades das linhas tracejadas indica tal
possibilidade.
Além da representação individual das classes, a UML ilustra os seus relacionamen-
tos por meio de conexões entre os retângulos que representam as classes. Por exemplo,
a classe P▲❈♣❧❡① depende da Pr❡♣❉❛❞♦s. Por isso estão conectadas por uma linha trace-
jada que vai em direção à classe Pr❡♣❉❛❞♦s. Essa direção sinaliza a navegabilidade, ou seja,
indica que a classe P▲❈♣❧❡① acessa os atributos da classe Pr❡♣❉❛❞♦s mas Pr❡♣❉❛❞♦s não
acessa atributos ou métodos de P▲❈♣❧❡①. As linhas contínuas que ligam as classes ❯s❍❞r
e ❯s❚❡r♠ à classe ❙✉❜s✐st❡♠❛ possuem a direção de navegabilidade em uma extremidade
e losangos preenchidos nas outras. Esses losangos informam que a classe ❙✉❜s✐st❡♠❛ é
um colecionador de objetos das classes ❯s❍❞r e ❯s❚❡r♠. Na extremidade que indica a na-
vegabilidade existe também a informação da multiplicidade, isto é, do número de objetos
que podem ser instanciados. As mesmas informações aparecem na ligação entre as clas-
ses ❙✉❜s✐st❡♠❛ e ❙✐st❡♠❛, sendo esta última a colecionadora de diversos objetos da classe
❙✉❜s✐st❡♠❛. O número 5 na extremidade da navegabilidade informa que a classe ❙✐st❡♠❛
instancia cinco objetos da classe ❙✉❜s✐st❡♠❛. Como não existe a representação separada de
cada um dos subsistemas, não é possível representar a multiplicidade exata para as usinas
em relação à cada subsistema. Para esses casos utilizam-se ✶✳✳♥❯s❍ e ✶✳✳♥❯s❚❡r.
Finalmente, o relacionamento entre as classes ▲②♥①P♦♣t e ■P❖P❚ é uma linha con-
tínua com uma seta oca. Isso mostra que a classe ▲②♥①P♦♣t possui uma relação de herança
com a classe ■P❖P❚, ou seja, a classe ▲②♥①P♦♣t possui diversos métodos iguais aos da classe
■P❖P❚, esses métodos são herdados da classe mãe. Os métodos da classe ■P❖P❚ estão em itá-
lico para indicar que são métodos abstratos. Ao utilizar o pacote IPOPT em Java essa classe
é a ligação entre o código a ser desenvolvido pelo usuário e o pacote compilado. Os métodos
da classe ▲②♥①P♦♣t são executados iterativamente dentro do algoritmo do método.
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Figura 43: Diagrama UML para a aplicação do pacote IPOPT
161
• ▲②♥①: essa classe é chamada no Java de classe main. É ela que orquestra o instanci-
amento dos objetos, a chamada de seus métodos e as trocas de informações entre as
diversas instâncias de cada classe (objetos). Possui um único método que é próprio
método main responsável por todo o trabalho dessa classe;
• ❈♦♥❢✐❣: é a classe que armazena as informações básicas do problema de otimização
a ser resolvido. Os principais atributos dessa classe estão listados no quadro do meio
referente à ela. O seu método construtor recebe algumas informações da classe Lynx
e seus ❣❡tt❡rs são acessados direta ou indiretamente por quase todos os objetos das
outras classes, visto que carrega as informações necessárias para o correto dimensio-
namento das variáveis atributos de tais objetos;
• ❙✉❜s✐st❡♠❛: é uma abstração do subsistema do SIN. Agrega os objetos das classes
❯s❍✐❞r e ❯s❚❡r♠. O seu método construtor utiliza o ❝❢, que é um objeto da classe
❈♦♥❢✐❣, como argumento para o adequado instanciamento dos objetos relativos às
usinas. Por exemplo, ao executar o método ❝❢✳❣❡t♥▼❡s❡s✭✮, um de seus métodos
❣❡tt❡rs, obtém-se um inteiro correspondente ao número de meses do horizonte do
problema de otimização. Essa informação é importante no instanciamento de vários
atributos como, por exemplo, a matriz ❊❛r♠❛③❡♥. Essa matriz possui uma linha para
cada mês do horizonte de estudo do problema;
• ❙✐st❡♠❛: é a abstração do próprio SIN. Trata-se do agregador dos subsistemas e os
utiliza como dado de entrada no seu construtor juntamente com o objeto ❝❢ da classe
❈♦♥❢✐❣. Entre seus métodos se destacam o ❈❛❧❝✉❧❛❆❞❥❛❝ê♥❝✐❛s e o
❈❛❧❝✉❧❛❆❝♦❧♣❛♠❡♥t♦s, responsáveis por fornecer as informações necessárias ao ins-
tanciamento da matriz que armazena os limites de intercâmbio e a matriz de balanço
hídrico respectivamente;
• ❯s❍✐❞r e ❯s❚❡r♠: são as classes correspondentes aos dois tipos de usinas contempla-
das pelo modelo detalhadas nas seções 5.1 e 5.2. O construtor da classe ❯s❍✐❞r utiliza
como argumento as informações contidas no arquivo ❍✐❞r✳❞❛t (pertencente ao con-
junto de dados do NEWAVE) e os cenários de vazões para cada usina. O ❯s❚❡r♠ utiliza
em seu construtor as informações também provenientes dos dados do NEWAVE en-
capsuladas no objeto da classe ❈❛❞❚❡r♠. Esses métodos construtores povoam os atri-
butos dos objetos dessas classes com todas as informações necessárias às modelagens
detalhadas nas seções 5.1 e 5.2
• Pr❡♣❉❛❞♦s: é a classe responsável pela preparação dos dados para entrega aos paco-
162
tes de otimização. Seu construtor recebe o objeto da classe ❈♦♥❢✐❣ e o objeto da classe
❙✐st❡♠❛. A partir das informações disponíveis nesses dois objetos monta as matrizes
e vetores nos formatos adequados aos pacotes de otimização CPLEX e IPOPT. Os prin-
cipais itens utilizados por tais pacotes estão no conjunto de tributos desta classe na
Figura 43;
• P▲❈♣❧❡①: é a classe que resolve o problema de otimização linear (apresentado na seção
4.1) formulado pelas expressões de (5.36) a (5.40) apresentadas na seção 5.4.9. Além
de resolver o problema, executa uma simulação com os mesmos dados de entrada e
função de produção com o objetivo de conferir se as restrições de balanço hídrico e
balanço de potência foram atendidas. Seu construtor recebe o objeto dados da classe
Pr❡♣❉❛❞♦s;
• ▲②♥①P♦♣t: é a classe que resolve o problema de otimização não linear formulado pelas
as Expressões de (5.41) a (5.45) da seção 5.4.10. Seu construtor utiliza como argumento
um objeto da classe Pr❡♣❉❛❞♦s e a partir dele implementa as funções necessárias para
a execução do algoritmo de pontos interiores não linear com barreira logarítmica e
busca linear por filtro (apresentado na seção 4.2.2).
O Diagrama de Sequência da Figura 44 ilustra de forma genérica a cadeia de even-
tos orquestrada pelo método main. Instanciam-se os objetos ❝❢, ❙❜s,❯s❍✐❞r, ❯s❚❡r♠, ❙■◆
e ❞❛❞♦s. A partir desses objetos é possível a execução do CPLEX e do IPOPT, conforme a
necessidade de acordo com os fluxos das Figuras 41 e 42. A sequência ilustrada no diagrama
da Figura 44 ocorre para o caso de execução do IPOPT cuja solução inicial foi calculada pelo
CPLEX. Isso não ocorre no método proposto nesta tese.
Em conjunto o que está mostrado nos Diagramas UML e de Sequência, foram im-
plementadas diversas funções matemáticas e funções auxiliares para o devido processa-
mento matemático do modelo, tendo em vista que a linguagem de programação Java não
oferece tais funcionalidades. Existem pacotes disponíveis cuja utilização não foi possível
por utilizarem Tipos (tipos de variáveis) diferentes dos utilizados pelo pacote IPOPT, o que
demandaria um elevado número de conversões e muita memória para tal tarefa. A Tabela
9 apresenta as principais funções cuja sintaxe é: ♥♦♠❡❉❛❋✉♥çã♦✭t✐♣♦❉♦❆r❣ ♥♦♠❡❉♦❆r❣✮.
Vale ressaltar as abreviações nos tipos apresentados, como por exemplo ❙✐st❡♠❛ ficou como
Sist. na Tabela por uma questão de espaço. Isso também ocorre no caso de nomeDaFun-
ção(tipoDoArg nomeDoArg ...). Os três pontos significam que alguns argumentos foram
omitidos também por questão de espaço.
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9.1.6: eval_jac_g()  
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Figura 44: Diagrama de Sequência Para o Método
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Entre as funções da Tabela 9 cabe destaque para aquelas que começam com drG.
Elas calculam a derivada da Equação de Balanço de Potência em relação às variáveis per-
tencentes ao vetor de decisão X para a formação e cálculo do Jacobiano dessa restrição,
item 9.1.6 do Diagrama de Sequência da Figura 44. O cálculo de cada uma dessas deriva-
das ocorre de maneira multi-thread, portanto a implementação dessas funções ocorreu de
maneira thread-safe. Outro destaque importante foi da função ■♥✈❡rt❡✭❞♦✉❜❧❡❬❪❬❪ ❆✮
utilizada no método de mínimos quadrados para o ajuste do plano representativo da fun-
ção de produção linear utilizada pelo método em sua etapa linear no CPLEX. O algoritmo de
inversão de matrizes implementado foi o de Faddeev-Leverrier (WANG; LIN, 1993). Apesar
de não ser o mais eficiente em termos computacionais, se apresentou o de mais fácil imple-
mentação para a necessidade da inversão de matrizes de dimensões muito pequenas como
aquelas que definem o plano representativo da função de produção linear.
Tabela 9: Funções Matemáticas e Auxiliares Implementadas
getGt(double[] X) getGt(double[] X, int subm, int t)
getV(double[] X) getV(double[] X, int subm, int t)
getQt(double[] X) getQt(double[] X, int subm, int t)
getQv(double[] X) getQv(double[] X, int subm, int t)
getInt(double[] X) getInt(double[] X, int subm, int t)
getDef(double[] X) getDef(double[] X, int subm, int t)
getSBS() Nm(Sist. Sis, double[] x, int subm, int t)
Nj(Sist. Sis, double[] x,...) Hp(Sist. Sis, double[] x,int subm, int t)
Hp(Sist. Sis, double[] x...) setaParte(int p1, double[] A, double[] B)
drGdrGt(Sistema Sis, int cen) drGdrV(Sist. Sis, double[] x, int cen)
drGdrQt(Sist. Sis, double[] x, int cen) drGdrQv(Sist. Sis, double[] x, int cen)
drGdrInt(Sist. Sis, int cen) drGdrDef(Sist. Sis, int cen)
ProdEsc(double[] A, double[] B) ProdEscSpn(double[] A, double[] B...)
ProdPaP(double[] A, double[] B) ProdPaPsPn(double[] A, double[] B...)
ElevaNN(double a, double b) ProdutoNpM(double a, double[] B)
ProdNpMspN(double a, double[] B, int[] Spn) ProdNpM(double a, double[][] B)
ProdMat(double[][] A, double[] B) ProdMat(double[][] A, double[][] B)
ProdMat(SparseMatrix A, double[] B) ProdMatEspar(double[] valor...)
SomaMat(double[] A, double[] B) SomaMat(int[] A, double[] B)
SomaMat(double[][] A, double[][] B) SubMat(double[] A, double[] B)
SubtMatSpn(double[] A, double[] B, int[] Spn) CalcSomaVet(double[] A)
SomaVetSpn(double[] A, int[] Spn) MediaSpn(double[] A, int[] Spn)
Media(double[] A) MediaPond(double[] A, double[] P)
Id(int dim) Inverte(double[][] A)
Tr(double[][] A) Transp(double[][] A)
Norma(double[] A) NormaSpn(double[] A, int[] Spn)
getMax(double[] A) getSort(double[] A)
getModaIndex(double[] A) Uns(int dim)
ElevaPaP(double[] A, double b) Ctes(int dim, double valor)
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7 RESULTADOS
Este capítulo apresenta os resultados da aplicação do modelo proposto nos dois
capítulos anteriores ao sistema apresentado na seção 5.3. Essa apresentação se divide em
algumas partes. A primeira traz alguns detalhamentos a respeito da utilização do método de
solução do problema ilustrado pelos fluxogramas das Figuras 41 e 42.
A segunda tem o objetivo de avaliar a coerência de alguns dados de saída e assim
validar o método. Serão analisadas a convergência da Energia Armazenada, Geração Hidre-
létrica, Geração Térmica e Elasticidade da demanda.
A terceira analisa a operação de algumas das principais usinas hidrelétricas, de to-
das as térmicas, dos subsistemas e do sistema também sob o aspecto da coerência na ope-
ração. Análises objetivas do tipo conferência nos cálculos do balanço hídrico ou no balanço
de potência ocorrem internamente aos métodos ilustrados pelas Figuras 41 e 42 na etapa de
simulação. Outra análise importante que também foi realizada previamente é a respeito dos
pontos ótimos calculados pelo pacote IPOPT. O próprio pacote oferece a funcionalidade de
se testar as funções derivadas nos jacobianos implementados. Caso existam problemas a
funcionalidade informa. Esses testes ocorreram e nenhum erro foi reportado.
Na quarta parte, será apreciada a aplicação do modelo para um ano completo, isto
é, serão executados quarenta e oito casos. Considera-se a simulação dos 12 meses para cada
um dos quatro tipos de demanda conforme apresentado na Seção 5.4.8. Os resultados dos
casos cuja demanda é elástica serão comparados com o caso com demanda inelástica. O
objetivo dessa parte é analisar os benefícios da incorporação da elasticidade da demanda na
modelagem matemática.
Ao final da quarta parte, serão feitas algumas considerações a respeito do Sistema
Interligado Nacional.
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7.1 APLICAÇÃO DO MÉTODO
O objetivo, nesse momento, é encontrar uma solução para o problema do despacho
hidrotérmico relativo ao Sistema Interligado Nacional em sua configuração do ano de 2008
conforme detalhado na seção 5.3. A formulação matemática do problema não linear esto-
cástico é apresentada pelas Expressões de (6.6) a (6.10) 1. O detalhamento das modelagens
dos componentes do sistema está no Capítulo 5, com destaque para as usinas consideradas
individualmente e as demandas com suas respectivas elasticidades.
Tendo em vista que a restrição de Não Antecipatividade da Equação (6.10), força a
igualdade, entre todos os cenários, dos valores de Geração Térmica e Déficit para o primeiro
mês, em decorrência, os valores das demais variáveis agrupadas na variável de decisão X de
cada cenário para o primeiro mês tendem a um determinado valor, isto é, o Volume Arma-
zenado de cada reservatório em todos os cenários no primeiro mês tende para um mesmo
valor e o mesmo acontece para Vazão Turbinada, Vazão Vertida e Intercâmbios de todos os
cenários no primeiro mês. A Figura 45 ilustra a evolução da Energia Armazenada para todos
os meses de todos os cenários do caso referente à janeiro demanda elástica 1. Ela ilustra a
aproximação dos valores do primeiro mês, em que apresenta-se uma abertura e a partir do
segundo mês a dispersão cresce. Pode haver exceções devido ao fato de o pacote de otimiza-
ção encontrar políticas diferentes mas de mesmo custo (mesmo despacho térmico e déficit).
Essa questão é mais detalhada na seção 7.2, a seguir.
Figura 45: Evolução da Energia Armazenada para todos os cenários do caso de janeiro com
demanda elástica 1
1A formulação linear apresentada em (6.1) - (6.5) é um meio para se atingir a solução do problema não linear.
167
A formulação matemática apresentada em (6.6) - (6.10), tende a deplecionar todos
os reservatórios ao fim do horizonte. Essa situação é indesejável pois na operação real isso
não acontece visto que após o fim do horizonte o sistema continua operando. Para resolver
esse problema as formulações baseadas em Programação Dinâmica geralmente estendem o
horizonte de estudo para mais alguns anos (MARCATO, 2002) (SOUSA et al., 2014). Aborda-
gens que utilizam programação linear e não linear por sua vez impõem restrições de volumes
mínimos armazenados ao fim do horizonte (MARCILIO, 2014). Esta última abordagem será
utilizada neste trabalho. A curva da Figura 46 contém os valores por mês considerados nas
restrições de volume mínimo armazenado ao fim do horizonte, ou seja, no mês sessenta.
Por exemplo, caso o fim do horizonte seja no mês de janeiro, a restrição de armazenamento
mínimo de todos os reservatórios será de 30% no mês sessenta. É possível verificar na Fi-
gura 45 que todos os valores de Energia Armazenada estão acima de 26% que é o valor para
a restrição quando o horizonte termina em dezembro.
Figura 46: Restrição de volume mínimo armazenado ao fim do horizonte
No gráfico da Figura 45 está o resultado, referente à Energia Armazenada calculada
pela Equação (4.47), da aplicação do algoritmo do Progressive Hedging com o IPOPT para
os sessenta meses iniciando com o mês de janeiro. Do resultado dessa execução, o que é
aproveitado é o primeiro mês das variáveis agrupadas no vetor X. Todo o resto é desprezado.
Portanto, a execução do modelo que implementa o método das Figuras 41 e 42 é ca-
paz de oferecer apenas a solução para o primeiro dos sessenta meses de seu horizonte. Caso
seja desejada uma resposta para um período maior que um mês, novas execuções do mo-
delo são necessárias. Para o objetivo de um ano, portanto, foram efetuadas doze execuções,
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Inicializar o contador do mês m := 0
Fazer m := m+1, atualuzar os níveis
e gerar séries sintéticas para o mês m
Executar os Fluxogra-
mas das Figuras 41 e 42
Salvar os resultados
Salva os volumes finais




Figura 47: Aplicação do PH em janela de cinco anos móvel por um ano
uma por mês, para cada tipo de demanda. Os volumes finais dos reservatórios no primeiro
mês, que tendem a ser iguais para todos os cenários, são utilizados como volume de partida
para a execução do modelo cujo horizonte inicia-se no mês dois e termina no mês 61, ou
seja, uma janela móvel de sessenta meses.
Para ilustrar o supra comentado apresentamos o fluxograma do método de janela
móvel também denominado Rolling Horizon na Figura 47.
Para a apresentação dos resultados para uma ano completo com quatro valores di-
ferentes de demandas, foram executados portanto quarenta e oito casos sendo um para cada
mês e cada demanda, e os valores de Geração Térmica, Volume Armazenado, Vazão Turbi-
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nada, Vazão Vertida, Intercâmbio e Déficit do primeiro mês de cada estudo foi considerado a
decisão para o referido caso. Vale lembrar que cada estudo possuiu um horizonte de 5 anos
em janela móvel, isto é, o primeiro iniciou-se em janeiro do primeiro ano e terminou em
dezembro do último ano, o segundo foi de fevereiro do primeiro ano até janeiro do último e
assim por diante. Denomina-se essa abordagem de Rolling Horizon Optimization, conforme
apresenta o Fluxograma da Figura 47. O tempo computacional gasto com todos os casos foi
de aproximadamente 500 horas em um cluster de 32 processadores de 200GB de memória
RAM (aproximadamente 10 horas para cada caso).
7.2 ANÁLISE DA CONVERGÊNCIA
Os fluxogramas apresentados nas Figuras 41 (para o caso linear) e 42 (para o caso
não linear resolvido na sequência) possuem ǫ como limite inferior para δ, calculada pela
Equação (6.21). Quando δ≤ ǫ ocorre a convergência. O valor de ǫ utilizado é 10.
Conforme pode ser observado em artigos sobre o Progressive Hedging (KLIMES; PO-
PELA, 2010)(WATSON; WOODRUFF, 2011), não existe um método para a definição do ǫ.
Como o cálculo de δ foi adaptado de Gonçalves (2011), a definição do valor de ǫ foi baseada
também em Gonçalves (2011), mediante análises prévias de sensibilidade com o objetivo
de se equilibrar tempo computacional e qualidade da convergência. A Figura 48 mostra a
evolução do valor de δ para os casos de janeiro inelástica, fevereiro elasticidade 1, março
elasticidade 2 e abril elasticidade 3. Esses quatro exemplos ilustram o comportamento da
Figura 48: Evolução de δ no processo iterativo
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maioria dos casos estudados. É possível observar que o valor de ǫ utilizado é bastante sufi-
ciente para o seu propósito. Gonçalves (2011) utilizou o valor de 100 e, como pode se ver no
gráfico, também seria um valor satisfatório, visto que o valor de δ apresenta um comporta-
mento estabilizado decrescente e monotônico partir do momento em que passa pelo valor
de 500 (entre as iterações 9 e 11 para a maioria dos casos). Depois desse ponto são necessá-
rias diversas iterações para que a convergência seja atingida mas, como já foi comentado na
sessão 6.1, a variação de δ por iteração passa a ser muito pequena. Apesar de 100 ser um va-
lor satisfatório, valor de ǫ= 10 foi utilizado também para garantir uma menor dispersão nos
valores das variáveis de decisão, sobretudo no Volume Armazenado, tendo em vista que essa
informação é utilizada como dado de entrada para as execuções subsequentes do modelo e
uma elevada dispersão deixaria tal informação pouco confiável, conforme ilustrado a seguir.
As Figuras de 49 a 52 apresentam os valores de Energia Armazenada (que também
pode ser entendida como Volume Armazenado), Geração Hidrelétrica, Geração Térmica e
Elasticidade da demanda para o caso de janeiro com demanda elástica 1 e dezembro com
demanda elástica 2.
A dispersão observada nas variáveis de Energia Armazenada não é um problema
porque elas não compõem as restrições de Não Antecipatividade. A sua convergência para
um determinado valor (que seria o Valor Meta caso elas fizessem parte das restrições de Não
Antecipatividade) ou próximo à ele é exatamente o objetivo do método, entretanto o pa-
cote IPOPT pode ter encontrado configurações diferentes de volume armazenado para uma
mesma configuração de despacho térmico e déficit (variáveis que pertencem às restrições
Figura 49: Energia Armazenada para todos os cenários
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de não antecipatividade e que sofreram Slamming). Isso é possível em função da não line-
aridade, por possíveis políticas de operação distintas mas de mesmo custo, atingimento do
limite de iterações do IPOPT, definido em 10.000 (dez mil) ou até problemas na convergência
do IPOPT quando o algoritmo entra na restauração para a factibilidade mas não consegue
retornar para o fluxo normal ilustrado na Figura 16.
Foram registrados em menos 10% dos casos o atingimento do número máximo de
iterações e problemas na restauração para a factibilidade não ocorreram. A simulação re-
portou problemas nas conferências dos cálculos de seis cenários (todos eles entre os 10%
cujo número de iterações do IPOPT chegou ao limite), sendo a maioria deles referentes à
demanda elástica 3. Todos esses problemas foram de demanda não atendida pela falta de
menos de 1 MW médio. Em função do reduzido número de casos com problema essa ques-
tão foi desprezada.
Para as variáveis Geração Térmica e Elasticidade da demanda, os gráficos não apre-
sentam dispersão alguma. Isso é esperado por causa do Slamming. Após o término da etapa
linear do PH, essas variáveis têm seus valores travados nos Valores Meta para o primeiro mês
da iteração convergida nessa etapa, conforme Figuras 41 e 42. Entretanto, a Geração Hidre-
létrica também não apresentou dispersão mesmo não sofrendo Slamming. Isso ocorreu em
função da restrição de balanço de potência. Como o somatório da geração hidráulica com
a geração térmica, intercâmbio, déficit e elasticidade tem que ser igual a demanda e gera-
ção térmica e déficit sofreram Slamming, as outras variáveis acabam ficando travadas em
decorrência disso.
Figura 50: Geração Hidrelétrica de todos os cenários
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Figura 51: Geração Termoelétrica de todos os cenários em janeiro do caso com elasticidade
1
Nos casos executados de todos os meses e todos os tipos de demanda (elásticas e
inelástica) foram observados gráficos similares aos apresentados nas Figuras de 49 a 52, ou
seja, alguma dispersão nas variáveis que não sofreram Slamming e nenhuma naquelas que
sofreram. Esses gráficos foram suprimidos do texto por não agregarem nenhuma informa-
ção adicional.
Uma última questão importante a respeito da dispersão nos valores do Volume Ar-
Figura 52: Elasticidade da demanda de todos os cenários em janeiro do caso com elastici-
dade 1
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mazenado é sobre a escolha de qual é o valor a ser adotado como referência para a execução
do modelo referente ao mês subsequente, isto é, os níveis finais de qual dos 100 cenários
será considerado como volume armazenado no fim do primeiro mês e utilizado como vo-
lume inicial para o mês subsequente?
Essa escolha é feita pela moda dos cenários de Energia Armazenada. Após o cálculo
da moda, procura-se entre os cenários qual deles possui o valor de Volume Armazenado
igual a moda. Conhecido tal cenário, pegam-se os valores de volume final de cada reserva-
tório referentes a esse cenário. Importante ressaltar a correspondência entre os gráficos das
Figuras 45 e 49. A dispersão ao fim do mês na Figura 45 está mais bem ilustrada na Figura
49 onde é possível constatar que a imensa maioria dos cenários convergiu para uma estreita
faixa, cuja moda foi utilizada como valor inicial para o mês subsequente.
A análise dos resultados do modelo apresentou problemas em apenas seis dos qua-
tro mil e oitocentos casos estudados, considerando todos os cem cenários em doze meses
para cada um dos quatro tipos de demanda. Isso representa apenas 0.125%, que é desprezí-
vel e permite afirmar que, do ponto de vista de convergência, o algoritmo de PH com IPOPT
apresentados nas Figuras 41 e 42 obtiveram resultados muito satisfatórios. A próxima seção
apresenta uma análise da operação das usinas.
7.3 OPERAÇÃO DAS USINAS
Esta seção busca apresentar a operação proposta pelo modelo para algumas das
mais importantes usinas hidrelétricas e para todas as térmicas do sistema. No tocante as
hidrelétricas, a análise busca coerência nos despachos, nas coordenações otimizadas das
cascatas e na utilização dos volumes armazenados ao longo do tempo. Vale lembrar que
a etapa de simulação já confere se os modelos de otimização obedecem as restrições de
balanço hídrico e de potência, portanto, a análise aqui não se preocupa com conferência
de cálculos mas sim com coerência nas decisões de geração das usinas.
Com relação às térmicas busca-se conferir se aquelas mais baratas estão sendo des-
pachadas em sua totalidade antes das mais caras.
Os resultados apresentados se referem à execução do modelo com demanda inelás-
tica, por ser o caso de mais difícil otimização dada a falta de elasticidade da carga e, portanto,
de menor espaço viável de solução.
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7.3.1 Operação das Usinas Hidrelétricas
A Figura 53 apresenta a operação para a UHE Furnas. Ela se localiza no rio Grande e
está entre as mais importantes do sistema pelo fato de regularizar a vazão afluente para mais
de uma dezena de outras usinas também localizadas no rio Grande e no rio Paraná do qual
o rio Grande é afluente. Antes de chegar ao rio Paraná, as duas últimas usinas do Grande
são a UHE Marimbondo, cuja operação está ilustrada na Figura 54 e a UHE Água Vermelha,
apresentada na Figura 55.
Ao analisar a operação das usinas deve se ter em mente que cada uma das doze de-
cisões é fruto de uma execução diferente do modelo estocástico. Portanto, a trajetória de
armazenamento dos reservatórios é resultado que seria observado se a vazão e carga con-
sideradas no primeiro mês de cada execução, que são previsões, realmente ocorressem e
também se a decisão do modelo fosse realmente implementada na operação em tempo real.
A UHE Furnas começou o ano com nível de 42% e teve vazões afluentes reduzidas,
isto é, abaixo da média. A decisão do modelo foi o seu total deplecionamento, o que ocor-
reu no mês de outubro. A partir dai a usina turbinou aproximadamente sua vazão afluente,
terminando o ano com seu reservatório quase esgotado. Isso não é uma prática utilizável na
operação real das usinas por causa de diversas questões como riscos para operação elétrica,
usos múltiplos da água, problemas ambientais, etc. No entanto, nenhuma dessas questões
foi contemplada pelo modelo. Dessa forma, os resultados para Furnas podem ser conside-
rados coerentes, sobretudo no contexto da operação conjunta com as UHEs Marimbondo e
Figura 53: Operação da UHE Furnas
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Figura 54: Operação da UHE Marimbondo
Água Vermelha explorado a seguir.
As usinas de Marimbondo e Água Vermelha, assim como todas as usinas dotadas
de reservatórios, iniciaram o período com 42% de armazenamento. Ao contrário de Fur-
nas, o modelo optou por encher os reservatórios de ambas e operá-los cheios na maior
parte do ano. A partir do mês de outubro iniciou-se um leve deplecionamento em Marim-
bondo, acentuado em dezembro, entretanto, isso não provocou perda significativa de altura
de queda. O reservatório de Água Vermelha se manteve praticamente cheio de março a de-
Figura 55: Operação da UHE Água vermelha
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zembro. Nenhuma dessas três usinas apresentou vertimentos ao longo do ano. Mesmo com
Marimbondo e Água Vermelha operando grande parte do tempo com 100% de volume ar-
mazenado. Isso mostra que o modelo foi muito bem sucedido na coordenação hidráulica da
cascata.
Outra questão muito importante chama atenção na operação conjunta das usinas
de Furnas, Água Vermelha e Marimbondo. Trata-se da sequência de deplecionamento. O
modelo deplecionou Furnas, localizada a montante, e encheu Maribondo e Água Vermelha,
localizadas a jusante. Só após o total esgotamento do reservatório de Furnas o depleciona-
mento de Marimbondo iniciou-se. Água vermelha, por sua vez, não teve deplecionamento
algum. Essa operação de deplecionamento prioritário nas usinas a montante corrobora com
o artigo Carneiro e Soares (1991) e mostra que o modelo foi bem sucedido tanto na coorde-
nação hidráulica da cascata quanto na otimização da operação conjunta dos reservatórios.
A mesma tendência de deplecionamento prioritário a montante se observa na ope-
ração conjunta das UHEs Emborcação, localizada a montante da UHE Itumbiara que, por
sua vez fica a montante da UHE São Simão, apresentadas nas Figuras de 56 a 58. Os reser-
vatórios das três usinas iniciaram a 42% de armazenamento com Emborcação oscilando em
torno desse ponto até o mês de maio. A partir de junho seu reservatório é deplecionado e
chega a quase zero no final de novembro. Em dezembro verifica-se uma leve recuperação.
Itumbiara teve seu reservatório enchido até os 100% no mês de maio e a partir de junho foi
deplecionando lentamente até o fim de dezembro, com uma pequena oscilação em outubro.
São Simão, por sua vez, encheu seu reservatório e manteve-se cheio de março a dezembro.
Figura 56: Operação da UHE Emborcação
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Figura 57: Operação da UHE Itumbiara
Nenhuma dessas três usinas apresentaram vertimentos no período, o que confirma o su-
cesso do modelo na coordenação da operação hidráulica conjunta das usinas e também na
otimização da operação ao priorizar o deplecionamento nas usinas localizadas a montante,
corroborando também com Carneiro e Soares (1991). Isso é muito importante pois as de-
cisões apresentadas são provenientes de um método diferente do utilizado por Carneiro e
Soares (1991). Principalmente por se tratar de um modelo estocástico executado em janela
móvel, no qual as decisões do mês m +1, para todo o seu horizonte que vai até m +61, não
revogaram as decisões do mês m para o seu respectivo horizonte que vai até m+60 , ou seja,
Figura 58: Operação da UHE São Simão
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para os 59 meses de intersecção entre os horizontes de planejamento de duas execuções
consecutivas em janela móvel, as decisões são concordantes entre si.
A UHE Itaipu, considerada a fio d’água, apresentou um pequeno vertimento no mês
de junho (quase imperceptível no gráfico da Figura 59). Ainda sim, sua operação pode ser
considerada coerente tendo em vista que sua Geração (Vazão Turbinada) foi maximizada
durante o período de vertimento. Além disso, é possível identificar alguma redução da gera-
ção nas seis usinas já avaliadas nos gráficos das Figuras de 53 a 58. Isso mostra que o modelo
também otimiza a operação conjunta de subsistemas diferentes, visto que Itaipu não per-
tence ao Subsistema Sudeste ao qual pertencem as usinas de Furnas, Marimbondo, Água
Vermelha, Emborcação, Itumbiara e São Simão, de acordo com a Figura 34.
A operação das UHEs Gov. Bento Munhoz e Gov. Ney Braga estão apresentadas pe-
las Figuras 60 e 61. Também conhecidas como Foz do Areia e Segredo respectivamente, estão
localizadas no Subsistema Sul e não demonstram a forte tendência já observada nas usinas
do Subsistema Sudeste de deplecionamento a montante e enchimento a jusante. Além disso,
verificou-se uma elevada vazão afluente a Gov. Bento Munhoz, o que provocou os vertimen-
tos nas duas usinas no mês de junho e em Gov. Ney Braga também em julho. Sugere-se que
tenha ocorrido uma entrada de cheia que atingiu a bacia do rio Iguaçu em que se locali-
zam Foz do Areia e Segredo e também a incremental a Itaipu, tendo em vista os vertimentos
apresentados no mesmo mês.
Apesar dos resultados de Gov. Bento Munhoz e Gov. Ney Braga estarem coeren-
tes, por apresentarem certa coordenação, a política de operação do modelo para ambas não
Figura 59: Operação da UHE Itaipu
179
Figura 60: Operação da UHE Gov. Bento Munhoz
pode ser considerada ótima como ocorreu nas análises anteriores. As usinas na bacia do
rio Iguaçu possuem algumas peculiaridades que alteram a decisão ótima de geração na cas-
cata, de tal sorte que os resultados de Carneiro e Soares (1991) não devem ser utilizados.
Essas usinas possuem seus canais de fuga afogados por aproveitamentos localizados a ju-
sante, como detalhado na seção 5.1.1. Além disso, existe um túnel subterrâneo que transfere
vazão do reservatório de uma pequena central hidrelétrica chamada Derivação do Jordão
para o reservatório da usina de Gov. Ney Braga, cujo funcionamento se dá pelo regime de
vasos comunicantes em que a vazão transferida é proporcional à raiz quadrada do valor ab-
Figura 61: Operação da UHE Gov. Ney Braga
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soluto da diferença entre as cotas montantes dos reservatórios, no sentido da maior cota
para a menor cota. Uma terceira característica da bacia é a grande incerteza a respeito de
suas vazões afluentes, motivo pelo qual as usinas apresentam elevados vertimentos em seus
históricos de operação. As usinas localizadas na região Sul do Brasil não possuem sazonali-
dade marcada como aquelas localizadas nas demais regiões do país.
Em função dessas três características, a operação energética das usinas na bacia do
rio Iguaçu foi objeto de estudo em, pelo menos, dois momentos. Inicialmente, quando ainda
não havia sido construído o túnel de transferência de vazão, (FERREIRA, 1991) mostrou que,
devido à existência de afogamentos nos canais de fuga das usinas, o deplecionamento na ba-
cia do Iguaçu deveria ser prioritariamente iniciado nos reservatórios localizados a jusante.
Este resultado é exatamente o oposto da prescrição de Carneiro e Soares (1991) para usi-
nas sem afogamento do canal de fuga. Além desse trabalho, (NACIF; BESSA, 2013) trataram
as três peculiaridades da bacia com o desenvolvimento de um modelo de otimização cus-
tomizado para essas usinas. Os estudos de Ferreira (1991) foram revisitados em função da
construção do túnel, o qual foi incorporado à modelagem, e a grande incerteza sobre as va-
zões futuras foi também contemplada. Os resultados mostraram que o efeito do canal de
fuga na política ótima foi acentuado pela existência do túnel, pois com o reservatório de Se-
gredo deplecionado se transferia mais vazão. Assim se confirmou que para as usinas de Gov.
Bento Munhoz e Gov. Ney Braga a política de operação ótima é o deplecionamento prioritá-
rio em Ney Braga, localizada a jusante. Além disso, é necessário um certo deplecionamento
também no reservatório de Gov. Bento Munhoz de forma a se minimizar a probabilidade de
vertimentos. Esse modelo, comentado na seção 4.3, equilibra a perda de produtividade de-
corrente da perda de altura de queda com a probabilidade de vertimentos provocada pelos
elevados níveis de armazenamento e assim define um ponto ótimo para o reservatório de
Bento Munhoz.
Dessa maneira, a política de operação apresentada nas Figuras 60 e 61 não pode ser
considerada ótima. Entretanto, pode ser considerada coerente pois nenhuma das três ca-
racterísticas especiais da bacia mencionadas foi incorporada ao modelo e a Geração (Vazão
Turbinada) foi maximizada no período em que ocorreu o vertimento. Cabe ressaltar que o
modelo estocástico não sabe exatamente qual vazão futura irá ocorrer, por isso não anteci-
pou para os meses de abril e maio a maximização da geração. Tal customização pode ser uma
oportunidade de melhoria do método na medida em que minimizaria o vertimento ocorrido
em junho. Principalmente porque no mês em que se verificou a elevada vazão afluente, as
duas usinas se encontravam com seus respectivos reservatórios cheios, portanto, totalmente
despreparadas para o evento.
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Figura 62: Operação da UHE Sobradinho
A Figura 62 mostra a política de operação para a UHE Sobradinho. Localizada na re-
gião nordeste, ela inicia o período a 42%, tem seu nível levemente elevado até o final de abril
e a partir de maio se depleciona totalmente até o fim de novembro. Essa usina possui uma
restrição de vazão defluente máxima determinada pela Agência Nacional de Águas (ANA)
com o objetivo de evitar o acentuado deplecionamento do reservatório de forma a garantir o
atendimento aos usos futuros da água. Considerando que a restrição de vazão defluente não
foi incorporada ao modelo, a operação dessa usina pode ser considerada também coerente
por não se verificar vertimento e até pela redução na sua Geração (Vazão Turbinada) no mês
de junho, o que pode ter ocorrido em função da cheia verificada na região Sul.
Finalmente, a Figura 63, apresenta as decisões do modelo para a UHE Tucuruí.
Nessa Figura, a sazonalidade da região Norte, na qual a usina se localiza, fica bem ilustrada.
Esse fato é importante pois as séries geradas foram capazes de capturar a alta probabilidade
das elevadas vazões afluentes o que levou o modelo a maximizar a Geração (Vazão Turbi-
nada) desde janeiro. Mesmo assim, esta medida não foi suficiente para evitar os vertimentos
apresentados nos meses de março, abril e maio. No entanto, essa ocorrência é frequente no
histórico de operação da usina e, portanto, atesta a coerência da decisão do modelo e tam-
bém das séries sintéticas geradas para o aproveitamento. O volume do reservatório ficou
próximo a 100 % de maio a outubro e começou a ser deplecionado a partir de novembro ter-
minando o ano com aproximadamente 35% de volume armazenado. Em relação a operação
desse reservatório, é importante mencionar que existe uma curva guia para sua operação
não contemplada pelo modelo. Esse aproveitamento conta com duas casas de força sendo
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Figura 63: Operação da UHE Tucuruí
que uma delas não opera quando o nível do reservatório fica abaixo de uma determinada
cota. Ao final do ano, na operação real do sistema, os patamares de demanda instantânea
são bastante elevados fazendo com que as duas casas de força sejam necessárias. A curva
guia garante que o reservatório tenha nível suficiente para operar com as duas casas de força
ao fim do ano e também garante uma reserva de energia para a região norte, cujo parque tér-
mico ainda não é tão significativo. Mesmo sem a curva guia modelada, a política de operação
do modelo para essa usina foi coerente e capaz de atender ao requisito de volume mínimo
ao fim do ano, mesmo sem ter sido modelado.
As políticas de operação apresentadas para as principais usinas hidrelétricas do sis-
tema mostraram-se bastante satisfatórias uma vez que as questões levantadas a respeito da
impossibilidade de sua adoção, para alguns aproveitamentos, foram causadas por fatores
ainda não incorporados ao modelo. Tais questões são oportunidades de melhoria da repre-
sentação matemática e também de seus dados de entrada.
7.3.2 Operação das Usinas Térmicas
A análise do despacho das usinas térmicas feito pelo modelo se restringe a apenas
dois fatores. O primeiro se refere ao atendimento à restrição de geração máxima e o segundo
à ordem de mérito, ou seja, avaliar se ao despachar uma térmica com determinado CVU, o
modelo também despacha todas as térmicas com CVU mais baixo em sua disponibilidade
máxima e ainda todas as térmicas com CVU mais caro sem despacho algum, incluindo o
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déficit.
Os gráficos das Figuras de 64 a 66 apresentam como ilustração os despachos térmi-
cos dos três patamares de carga do mês de abril do caso com demanda inelástica. As mesmas
informações podem ser encontradas nos outros meses dos outros casos.
No eixo vertical esquerdo estão os nomes das trinta e duas usinas da configuração
do sistema em ordem crescente de CVU de cima para baixo, no direito está a disponibili-
dade total térmica acumulada, ou seja, o valor de 4.076 MW corresponde a soma da geração
térmica máxima da UTE P. Médici B com a geração térmica máxima de todas as UTEs cujo
CVU é menor que o de P. Médici B. O eixo horizontal superior, cuja escala é a mesma do
eixo inferior, corresponde às informações de geração e geração máxima com unidades de
MW médio. O eixo inferior se refere à curva de CVU com unidade de R$/MWh. Essa curva
de CVU é relativa tanto ao eixo vertical esquerdo quanto ao direito. No esquerdo informa o
CVU da térmica e no direito o valor do despacho térmico total correspondente àquele CVU,
isto é, o Custo Marginal de Operação (CMO) do Sistema para o montante total de despa-
cho térmico. Vale lembrar que o CMO é igual ao CVU da térmica mais cara despachada e
também ao multiplicador de Lagrange da restrição de balanço de potência convertido de
R$/MWs para R$/MWh.
O gráfico da Figura 64 mostra o despacho térmico total do sistema proposto pelo
modelo para o mês de abril no patamar de carga leve cujo valor é de 4.146,792 MW médios.
O multiplicador de Lagrange desse período é de 150,00R$/MWh, que é exatamente o CVU
da térmica J. de Fora (a térmica marginal) e também o valor do CMO para esse período. O
modelo poderia ter maximizado a geração da térmica J. de Fora sem aumentar o valor de
CMO para o período mas como a função objetivo busca a minimização do valor esperado do
Custo Total de operação e não do Custo Marginal, não maximizou a geração ali. Caso tivesse
maximizado, a geração térmica total seria de 4.211 MW médios no período, conforme ilustra
o gráfico da Figura 64.
A geração de todas as usinas térmicas com CVU mais barato que da UTE J. de Fora
foi maximizada respeitando os limites de geração e aquelas com CVU mais caro não foram
despachadas, o déficit (não apresentado aqui) também foi zero.
Os valores para o patamar de carga média do mês de abril estão apresentados no
gráfico da Figura 65. O despacho térmico total do sistema foi de 4.768,072 com o CMO de
219,00R$/MWh, o mesmo valor do CVU da térmica de Araucária que é a usina marginal. As
térmicas com CVU maior não foram despachadas e aquelas com CVU menor foram despa-
chadas em sua disponibilidade máxima respeitando as respectivas restrições de limite supe-
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rior. O déficit foi igual a zero nesse período.
Finalmente, o gráfico da Figura 66 apresenta os valores propostos pelo modelo para
o patamar de carga pesada do mês de abril do caso com demanda inelástica. O montante
total despachado foi de 4.301,396 MW médios, valor menor que o despacho na carga média.
Isso ocorre em função da demanda ser maior no patamar de carga média do que no patamar
de carga pesada. O CMO foi de 188,89R$/MWh, o que corresponde tanto ao multiplicador de
Lagrange da restrição de balanço de potência para esse período quanto ao CVU da térmica
A. Chaves, que é a térmica marginal. Assim como nos demais patamares, a geração das
usinas com CVU mais barato foi maximizada e as térmicas com CVU mais caro não foram
despachadas. O déficit também foi zero.
Conforme esperado, os gráficos das Figuras de 64 a 66 mostraram que para os três
patamares de carga do mês de abril no caso com demanda inelástica, tanto as restrições
de geração máxima quanto a ordem de mérito foram respeitadas, o que indica coerência
nas decisões do modelo. O mesmo comportamento pode ser observado em outros meses e
outros casos com demanda elástica, mas como são em grande número não estão ilustrados
no texto.
Considerando que, matematicamente, a formulação é a mesma para todos os meses
e todos os casos de demanda elástica e inelástica, pode-se considerar que o a decisão de
despacho térmico do modelo está validada pela análise dos gráficos das Figuras de 64 a 66.
185
MW med
0 200 400 600 800 1000 1200
 










































CARIOBA + : - 6864
BRASILIA 4
6872
0 200 400 600 800 1000 1200
CVU (R$/MWh)
Figura 64: Geração Térmica no Patamar de Carga Leve186
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Figura 66: Geração Térmica no Patamar de Carga Pesada188
7.4 OPERAÇÃO DOS SUBSISTEMAS
Dando sequência na análise do mês de abril com demanda inelástica, a operação
dos subsistemas para esse caso está apresentada na Figura 67, na qual os intercâmbios repre-
sentam uma média dos três patamares de carga. Os valores de CMO, que estão equalizados
entre todos os subsistemas, representam os CVU’s das usinas térmicas marginais despacha-
das de acordo com o que foi apresentado em 7.3.2, visto que se referem ao caso do mês de
abril com demanda inelástica. A Equalização dos CMO’s indica que nenhum limite de in-
tercâmbio foi atingido no mês de abril. O destaque fica para o subsistema Norte que é um
franco exportador de energia. Isso é explicado pelos vertimentos apresentados no mês ilus-
trados na Figura 63.
As Figuras de 68 a 72 permitem uma análise da operação dos subsistemas para os
demais meses do ano otimizado pelo modelo (caso com demanda inelástica também). O
subsistema Sudeste/Centro-Oeste foi um franco importador de energia por todo o período,
tendo como principal fornecedor o subsistema Itaipu. O Sul e Norte também ajudaram no
atendimento à carga do Sudeste/Centro-Oeste. O Sul contribuiu no período de março a no-
vembro e o Norte em janeiro e fevereiro. Nos demais meses em que exportou o Norte teve o
Nordeste como recebedor, que por sua vez, também chega a exportar um pequeno montante
para o Sudeste/Centro-Oeste em janeiro.
Figura 67: Operação dos Subsistemas em Abril
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É possível identificar um déficit no atendimento à carga no mês de fevereiro em to-
dos os subsistemas. O CMO chegou a R$4.650,00/MWh, que é custo de déficit. Para entender
essa decisão do modelo uma série de fatores deve ser levada em consideração. Vamos a ela.
Em fevereiro, as vazões históricas no subsistema Sudeste/Centro-Oeste estão entre
as maiores do ano. O processo de geração de séries sintéticas, portanto, captura essa infor-
mação e a incorpora nas séries geradas. Quando o modelo foi executado para otimização
do mês de janeiro, vislumbrou, para fevereiro, séries com bastante vazão afluente. Mesmo
aquelas abaixo da média, possuíam altos valores de vazão tendo em vista que o valor médio
Figura 68: Operação do Subsistema Sudeste/Centro-Oeste
Figura 69: Operação do Subsistema Sul
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Figura 70: Operação do Subsistema Nordeste
para o mês é elevado.
No entanto, quando se executou o modelo para o mês de fevereiro, ou seja, a ja-
nela móvel andou um mês a frente, a vazão para esse mês passou a ser determinística fruto
de previsão (detalhes na seção 4.4.1) e as vazões para os aproveitamentos do subsistema
Sudeste/Centro-Oeste ficaram muito abaixo da média. É possível identificar indícios desse
fenômeno nos gráficos da operação das usinas de Furnas (Figura 53) e Emborcação(Figura
56). Na média, as vazões afluentes à esses reservatórios em fevereiro são maiores ou iguais as
vazões dos meses de janeiro e março, dada a sazonalidade da região. Verifica-se entretanto
que elas ficaram menores que as vazões de janeiro e março.
Tudo isso ocorreu porque as vazões utilizadas para o primeiro mês em todos os
aproveitamentos hidrelétricos de todos os casos otimizados pelo modelo foram aproxima-
damente os valores verificados no ano de 2014. As séries geradas a partir do segundo mês
buscavam ilustrar os prováveis cenários de vazões futuras, mas os valores para o primeiro
mês foram os de 2014. Esse fato é importante porque o Programa Mensal da Operação do
Sistema elaborado pelo Operador Nacional do Sistema para o mês de Fevereiro de 2014 apre-
sentou déficit também. Apesar de levar em conta uma configuração do sistema totalmente
diferente da configuração utilizada aqui, que é a do ano de 2008, os resultados apresenta-
ram alguma similaridade, o que atesta a coerência da operação proposta pelo modelo. Uma
análise mais profunda poderia ser feita mas a partir de novas execuções com configurações
iguais, o que está fora do escopo desse trabalho.
Além do déficit ocorrido em fevereiro, é possível também identificar uma diferença
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Figura 71: Operação do Subsistema Norte
no CMO da Região Sul no patamar de carga leve do mês de julho em relação aos demais sub-
sistemas no mesmo período. Em todos os patamares de carga dos demais meses, os CMO’s
ficaram praticamente equalizados, a única exceção foi a carga leve da região Sul no mês de
julho. Esse fato é explicado pelo vertimento apresentado na usina de Governador Ney Braga.
No período de carga leve, o Subsistema Sul não conseguiu ter sua geração maximizada em
virtude da carga baixa e atingimento do limite de intercâmbio atingido no valor de -5600MW
(o limite é 5600MW, o sinal negativo indica que o fluxo vai do Subsistema Sul para o Sudeste).
Por isso ocorreu a diferença no CMO.
Figura 72: Operação do Subsistema Itaipu
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Ainda é possível observar uma última questão nos gráficos das Figuras de 68 a 72.
Trata-se da volatilidade do CMO ao longo do período de doze meses. Os valores iniciam o
ano de estudo variando entre R$900,00/MWh e R$1.100,00/MWh. No mês seguinte ocorre
o déficit e o CMO vai acima de R$4.000,00/MWh. Nos meses de março e abril despenca em
função dos vertimentos da região Norte. No mês de maio retorna à faixa de R$900,00/MWh a
R$1.100,00/MWh e despenca novamente em junho devido à entrada de uma grande cheia na
região Sul. Em julho retorna a valores próximos à faixa de R$900,00/MWh a R$1.100,00/MWh,
se reduz um pouco nos meses de agosto e setembro mas retorna à faixa em outubro e no-
vembro. Em dezembro se observa uma grande redução em função do novo período chuvoso
que se inicia.
Esse comportamento sugere que a região de equilíbrio do preço seria na faixa de
R$900,00/MWh a R$1.100,00/MWh mas as grandes oscilações ocorrem devido à reduzida
capacidade de regularização do sistema, que não consegue armazenar toda a vazão afluente
o que leva aos vertimentos verificados em março e abril na região Norte e em junho na região
Sul. Conforme abordado na seção 2.2, o sistema vem perdendo capacidade de regularização
ao longo dos anos. A volatilidade do CMO é um grande sintoma desse fato. Portanto, é mais
um indicativo da coerência nos resultados apresentados pelo modelo.
As questões levantadas sobre a operação dos subsistemas e seus respectivos rebati-
mentos no CMO estão totalmente em linha com o esperado, atestam a operação otimizada
individual das usinas hidrelétricas e térmicas bem como a otimização da operação entre
submercados mediante intercâmbios. A seguir será analisada a operação do Sistema.
7.5 OPERAÇÃO DO SISTEMA
Os gráficos das Figuras de 73 a 76 apresentam os valores de geração hidroelétrica,
térmica e déficit para o caso com demanda inelástica e para os três casos com demanda elás-
tica relativos à execução dos doze casos do modelo em janela móvel (Figura 47). Ao apresen-
tar os valores relativos à geração das usinas e operação dos submercados, foram utilizados
apenas resultados relativos à demanda inelástica. Um dos objetivos aqui, ao apresentar os
resultados para todos os tipos de demandas estudados, é mostrar que eles são muito pare-
cidos entre si, motivo pelo qual foram mostrados apenas resultados dos estudos para de-
manda inelástica.
Nota-se que com o aumento da elasticidade da demanda o déficit vai diminuindo e
o volume final vai aumentando. Comparações mais detalhadas serão apresentadas a seguir.
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Figura 73: Geração Hidroelétrica, Térmica e Déficit para Demanda Inelástica
Figura 74: Geração Hidroelétrica, Térmica e Déficit para Demanda Elástica 1
O outro objetivo é o mesmo das seções anteriores, isto é, analisar a coerência dos
resultados.
Levando-se em conta que os gráficos de operação do sistema contêm a informação
agregada dos valores individuais de operação de cada usina em cada subsistema, as quais já
se mostraram adequadas, espera-se a mesma coerência nas Figuras de 73 a 76.
A evolução dos valores percentuais de Energia Armazenada de todos os casos apre-
sentou a sazonalidade tradicional do sistema, assim como apresentada no gráfico plurianual
da Figura 45. No entanto, os valores de Energia Armazenada Final, ficaram, em geral, mais
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Figura 75: Geração Hidroelétrica, Térmica e Déficit para Demanda Elástica 2
Figura 76: Geração Hidroelétrica, Térmica e Déficit para Demanda Elástica 1
próximos ao percentil de maior valor na comparação entre o resultado do Rolling Horizon
que é um valor único com o resultado do caso de janeiro da Figura 45. Isso pode ter sido
provocado pela elevada vazão afluente do mês de dezembro, a qual motivou uma redução
na Geração Térmica do Sistema e ainda uma reversão na tendência decrescente no armaze-
namento em todos os casos de demanda.
A volatilidade da Geração Térmica apresentada em todos os casos é uma questão
indesejada, visto que uma geração estável ao longo do ano é mais barata (por causa da curva
preta das Figuras de 64 a 66). Essa volatilidade está relacionada com a volatilidade dos CMO’s
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comentada na seção 7.4 e tem a mesma causa, que é a reduzida capacidade de regulariza-
ção da configuração do sistema utilizada nos casos em foco. O fato do modelo considerar
as usinas de maneira individualizada agrega mais confiança nessa informação, tendo em
vista que a facilidade de coordenação da operação em uma modelagem individualizada é
diretamente proporcional a capacidade de regularização do sistema e nesse contexto é uma
medida confiável desse atributo.
Considerando portanto, que a convergência do algoritmo de PH mostrou-se bem
comportada, que a etapa de simulação do modelo confere todos os cálculos de geração, ba-
lanço hídrico, balanço de potência e atendimento às restrições operacionais e que a o ope-
ração individual das usinas, subsistemas e sistema se mostraram adequadas dentro daquilo
que foi contemplado pelo modelo, é possível assumir que o método está validado e pode ser
utilizado como ferramenta adequada para comparação entre os casos com demanda inelás-
tica e elástica. O nível de detalhamento da modelagem de otimização é importante pois a
capacidade de coordenação da operação conjunta das usinas, que se confunde de alguma
forma com a capacidade de regularização do sistema, é diretamente afetada pelos patama-
res de demanda utilizados, os quais foram divididos em Leve, Média e Pesada. A próxima
seção apresenta a comparação entre os quatro casos de demanda propostos.
7.6 COMPARAÇÃO DO CASO DE DEMANDA INELÁSTICA COM
OS CASOS COM DEMANDA ELÁSTICA
Para a comparação entre os casos relacionados aos diferentes tipos de demanda,
a principal métrica utilizada é o Custo Total de Operação Médio calculado pelo quociente
entre o Custo Total de Operação e Carga atendida. Como a Carga é diferente entre os ca-
sos, não faz muito sentido a comparação entre os Custos Totais. Os Custos Totais Médios
incorporam tanto as diferenças de custos quanto de carga, por isso são os mais adequados
ao colocar todos os casos na mesma base.
Antes, porém, da análise dos Custos serão apresentadas as comparações entre os
valores de Demanda, Geração Hidráulica e Térmica mais déficit, agregados para todo o sis-
tema, para o período de doze meses otimizado pelo modelo. Em uma análise de montantes
agregados para um sistema hidrotérmico cujos valores individuais de geração e carga já se
mostraram otimizados para seu respectivo tipo de demanda, um importante aspecto a ser
comparado é a variabilidade da Geração Térmica mais o Déficit, o qual matematicamente
não difere de uma usina térmica. Isso ocorre em virtude do formato da curva preta nos grá-
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ficos das Figuras de 64 a 66. Por exemplo, se a UTE Cuiabá, cujo CVU é de R$6,27/MWh (o
mais barato de todos), for despachada por dez dias (240 horas), serão gerados 107.388 MWh
ao custo total de R$673.325,78. Entretanto, é possível produzir os mesmos 107.388 MWh a
partir da geração na UTE Cuiabá em conjunto com Angra 2, cujo CVU é de R$16,26/MWh
(o segundo CVU mais barato), agora durante apenas 2,7 dias (65 horas aproximadamente) e
zero nos demais 7,3 dias (175 horas aproximadamente do horizonte de 240 horas) ao custo
de R$1.746.137,15. Tem-se duas possibilidades para a operação no horizonte de 10 dias. A
primeira com geração constante da UTE Cuiabá (447 MW) e a segunda a geração maximi-
zada nas UTEs Cuiabá e Angra 2 (447MW+1198MW) durante uma parte do horizonte e zero
no restante. O consumidor teria um custo de energia 2,6 vezes maior caso a segunda de-
cisão fosse tomada. Isso ilustra a economicidade de uma geração térmica mais estável, ou
em outras palavras, a grande elevação nos custos de operação provocada por variabilidade
temporal na geração térmica.
Posto isso, as Figuras de 77 a 79 mostram respectivamente a comparação dos valores
de Demanda, Geração Hidráulica e Térmica mais déficit para os quatro casos de demanda
estudados nos doze meses. É possível notar que nos meses ordinários, isto é, nos meses em
que não houve déficit ou vertimentos generalizados, a demanda respondeu normalmente
reduzindo-se em valores crescentes da elasticidade 1 para a elasticidade 3. Nos meses não
ordinários (fevereiro com déficit e junho com vertimento) ocorreu exatamente o inverso, ou
seja, a demanda aumentou seu valor, também de maneira crescente da elasticidade 1 para a
Figura 77: Comparação dos Valores de Demanda
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Figura 78: Comparação dos Valores de Geração Hidráulica
elasticidade 3 2. Isso é esperado e ilustra a importância da elasticidade da demanda, princi-
palmente em situações mais extremas. No período de déficit, a sua profundidade foi menor
quanto maior a elasticidade da demanda e no período de vertimento, a geração hidráulica foi
maior quanto maior a elasticidade da demanda, o que proporcionou maior aproveitamento
do recurso energético quanto maior foi a elasticidade da demanda.
O gráfico da geração térmica mais déficit (Figura 79) reforça a análise feita na seção
7.4 sobre a possibilidade da existência de um valor de equilíbrio para o CMO e a Geração
Térmica mais Déficit correspondentes. Nos meses ordinários os valores de Geração Térmica
ficaram próximos de 6.870 MW que é a disponibilidade térmica máxima da configuração
do sistema. Considerando que em um dos meses do ano houve déficit, espera-se que nos
demais a geração térmica seja maximizada. Entretanto, a ocorrência de vertimentos alterou
esse quadro. Essa questão merece um maior detalhamento, vamos a ele.
Se as vazões futuras fossem conhecidas previamente, a modelagem matemática se-
ria determinística. Nesse contexto hipotético, os reservatórios seriam previamente deple-
cionados na medida certa para que grande parte da vazão afluente fosse aproveitada mi-
nimizando assim a ocorrência de vertimentos. A geração térmica seria aproximadamente
constante ao longo de todo o horizonte mesmo durante a ocorrência das cheias. Entretanto,
isso não é possível e leva a necessidade de uma abordagem estocástica do problema.
Em um modelo estocástico, cujas vazões futuras são portanto desconhecidas, não é
2O mês de dezembro não é muito importante nessa análise por sofrer influência do novo período chuvoso
do qual faz parte.
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Figura 79: Comparação dos Valores de Geração Térmica mais Déficit
possível antever com certeza entradas de cheias nas bacias hidrográficas onde se localizam
os aproveitamentos hidrelétricos. Isso pode ser observado na operação das usinas de Foz do
Areia e Segredo que, estando com seus reservatórios em elevados níveis de armazenamento,
foram surpreendidas por uma grande cheia no mês de junho (Figuras 60 e 61). Aqui, não
é possível o deplecionamento adequado dos reservatórios tendo em vista a incerteza a res-
peito do quanto de vazão afluente ocorrerá. A única decisão possível é a maximização da
geração hidráulica e a minimização da geração térmica nos períodos próximos ao evento da
cheia. Além disso, após algum tempo espera-se que a geração térmica estabilize em valores
abaixo daqueles praticados antes da entrada da cheia, visto que o sistema foi agraciado com
vazões acima do esperado entre os cenários considerados.
No entanto, isso não ocorreu no período otimizado pelo modelo. Os patamares de
Geração Térmica foram aproximadamente os mesmos depois da entrada da cheia em Junho,
conforme mostra a Figura 79 (O caso com demanda elástica 3 demorou um pouco mais para
retornar aos patamares anteriores de geração térmica mas também voltou).
Sob a perspectiva sistêmica isso pode ser um problema visto que no longo prazo
a geração térmica não realizada nesses períodos pode fazer falta provocando um custo fu-
turo maior. Isso pode ocorrer por causa da coordenação da operação das hidrelétricas no
período da cheia. Ela pode não ter sido suficiente para que os armazenamentos adicionais
proporcionados pela elevada vazão não compensem a redução da geração térmica, isto é, a
Energia Armazenada ao final do período pode ser menor do que a energia que seria gerada
caso a geração térmica não se reduzisse. Isso parece um contrassenso se uma análise agre-
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gada como ocorre no NEWAVE. Entretanto, otimizar os acoplamentos espaciais e temporais
é uma tarefa de elevada complexidade. Analises agregadas só se preocupam com os acopla-
mentos temporais. Esse é o principal motivo de este trabalho ter priorizado a representação
individualizada das usinas em todo o horizonte contemplado.
Isso é mais um sinal da escassez de capacidade de regularização. O ideal seria que
os vertimentos fossem minimizados mediante armazenamento de seus volumes para utili-
zação futura. Em outras palavras, o sistema foi agraciado com vazões maiores que o espe-
rado mas não aproveitou, na medida certa, a oportunidade de terminar o período da entrada
da cheia com níveis acima do esperado. O que resultaria na estabilização da geração térmica
em valores menores que os praticados antes da cheia. É nesse contexto que a capacidade de
regularização do sistema agrega muito valor e fica demonstrado que a falta dela não permitiu
um aproveitamento adequado da cheia ocorrida na região Sul no mês de junho.
Existindo a obrigatoriedade do atendimento à restrição de balanço de potência, mi-
nimizar vertimentos é uma tarefa que se torna mais eficiente se existe elasticidade da de-
manda. Com a demanda maior no momento de vertimento, as usinas cujos níveis estiverem
elevados, teriam mais folga para maximizarem sua geração e assim "transferir"energia ar-
mazenada para outras usinas com menor nível de armazenamento. É exatamente o que
aconteceu em junho. A Figura 80 mostra como o modelo enxerga a carga para o último dia
do mês de maio e o primeiro dia do mês de junho. Em maio, quanto maior a elasticidade,
menor os patamares de demanda, em junho quanto maior a elasticidade maior os patama-
res de carga. Essa inversão de comportamento da demanda de maio para junho se deve aos
vertimentos e foi importante para aumentar a folga na restrição de balanço de potência de
maneira a permitir uma maior coordenação da geração hidrelétrica e assim proporcionar
um melhor aproveitamento da cheia.
Esse tipo de coordenação só é possível em um sistema dotado de capacidade de
regularização e com sinalização de preço capaz de incentivar a demanda a responder ade-
quadamente. Foi apresentado na seção 7.5 que os casos com maior elasticidade da demanda
obtiveram maior Energia Armazenada ao final de dezembro. Os valores foram de aproxima-
damente de 27.8% para demanda inelástica, 29.9% para demanda elástica 1, 30.3% demanda
elástica 2 e 31.9% para a 3. Isso é uma ótima ilustração dos benefícios auferidos em um Sis-
tema dotado de elasticidade da demanda e é exatamente o que preconiza a fundamentação
econômica apresentada na seção 2.4.3, isto é, o produtor terminou com maior estoque e o
consumidor acessou energia mais barata. Tal fenômeno é traduzido na linguagem econô-
mica como um maior bem estar social, visto que tanto consumidores quanto produtores
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Figura 80: Patamares de Carga para maio e junho
conseguiram auferir benefícios, denominados excedentes do consumidor e excedentes do
produtor, ambos decorrentes do aumento de eficiência global da operação do Sistema com
elasticidade da demanda. Os próximos parágrafos se dedicam a detalhar mais essa questão
observando as métricas de Custos Totais Médios e Variabilidade da Geração Térmica. Antes
disso porém, as Figuras de 81 a 83 apresentam os valores de Custo Marginal de Operação do
Subsistema Sudeste/Centro-Oeste para os três patamares de carga nos doze meses do ano
estudado e as Tabelas de 10 a 12 resumem a informação.
Figura 81: CMOs Patamar Leve
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Tabela 10: CMO’s da Carga Leve - Média e Desvio Padrão
Demanda Média do CMO(R$/MW h) Desvio Padrão do CMO(R$/MW h)
Inelástica 951.28 1171.56
Elástica 1 889.34 1123.99
Elástica 2 836.54 1074.82
Elástica 3 665.22 923.82
Figura 82: CMOs Patamar Médio
Tabela 11: CMO’s da Carga Média - Média e Desvio Padrão
Demanda Média do CMO(R$/MW h) Desvio Padrão do CMO(R$/MW h)
Inelástica 923.37 1164.34
Elástica 1 860.02 1114.3
Elástica 2 779.17 1072.56
Elástica 3 609.24 921.49
É possível notar que, sistematicamente, o CMO foi menor quanto maior a elastici-
dade da demanda. Esse é o resultado esperado, visto que a Figura 77 mostra que quanto
maior a elasticidade, menor foi a carga para a maioria dos meses. Em fevereiro e junho ocor-
reu o inverso em virtude dos vertimentos. De todo modo, a análise dos CMO’s não agrega
muito valor visto que se relacionam a casos cuja carga foi diferente, ou seja, não estão sob a
mesma base. Por isso a análise dos Custos Totais Médios é mais adequada. Entretanto, as Ta-
belas de 10 a 12 mostram uma informação relevante imperceptível nos gráficos. Trata-se da
volatilidade dos CMO’s, a qual se reflete no Desvio Padrão de seus valores apresentados nas
Tabelas. Nota-se que, sistematicamente, o Desvio Padrão e portanto a volatilidade foi me-
nor com o aumento da elasticidade. Esse fato é muito importante e é mais um argumento
em favor da adoção da elasticidade da demanda. Conforme apresentado, quanto menor a
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Figura 83: CMOs Patamar Pesado
volatilidade, menores serão os Custos de Operação.
Tabela 12: CMO’s da Carga Pesada - Média e Desvio Padrão
Demanda Média do CMO(R$/MW h) Desvio Padrão do CMO(R$/MW h)
Inelástica 990.50 1165.90
Elástica 1 915.32 1121.36
Elástica 2 858.71 1072.51
Elástica 3 673.44 917.1
Até aqui os resultados mostraram que a elasticidade da demanda proporcionou
uma eficiência maior na operação do sistema que terminou o ano estudado com maiores
armazenamentos. As Figuras 84 e 85 apresentam uma quantificação dos benefícios auferi-
dos por todos mediante a elasticidade da demanda. Elas apresentam, para cada mês do ano
otimizado pelo modelo, a redução percentual, em relação ao caso com demanda inelástica,
dos valores esperados para o Custo Total de Operação Médio, isto é, para o Custo Total de
Operação dividido pela Carga.
Observa-se que os Valores Esperados para os Custos Totais Médios de todos os me-
ses reduziram, em relação à demanda inelástica, com a elasticidade da demanda. Com ex-
ceção do mês de junho, a redução dos Custos Totais Médios foi maior quanto maior foi a
elasticidade da demanda. No mês de junho, a ocorrência de vertimentos modificou essa
tendência de tal maneira que a demanda elástica 1 obteve uma redução nos Custos Totais
Médios levemente maior do que o caso com demanda elástica 2, apesar do fato de ter res-
pondido menos que ela, vide Figura 85. Isso se deve à não linearidade em conjunto com a
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Figura 84: Redução dos Valores Esperados do Custo Total de Operação Médios
Figura 85: Redução da Demanda no Mês
não convexidade que podem ter atrapalhado o algoritmo de PH a encontrar soluções me-
lhores. Principalmente porque os vertimentos acentuam a o problema da não convexidade
ao provocar elevação nos canais de fuga das usinas e com isso reduzir a altura de queda lí-
quida considerada na função de produção. De qualquer maneira, fica evidente na Figura 84
que os benefícios da elasticidade de demanda são significativos, podendo chegar a 50% nos
casos com demanda elástica 3. Esse resultado se torna ainda mais importante se for levado
em conta os montantes reduzidos de carga. A Figura 85 mostra que a maior redução foi de
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Figura 86: Demanda Para Cada Cenário
2,85%, ocorrida no mês de fevereiro3. Em geral, as Figuras 84 e 85 mostram que pequenas
reduções percentuais na carga são capazes de provocar reduções significativas nos Custos
Totais de Operação Médios. Principalmente se consideramos que tais reduções ficam den-
tro da margem erro das previsões de carga do sistema, cujos valores chegam a 5%.
As Figuras 84 e 85 contém as principais informações necessárias para demonstrar
a importância da adoção da elasticidade da demanda no processo de formação de preços
de energia de um sistema hidrotérmico, caso seja calculado por modelos matemáticos cen-
tralizados. Sobretudo porque entre os objetivos do Modelo Institucional do Setor Elétrico
Brasileiro, apresentados na seção 2.1, está a Modicidade Tarifária (objetivo número 2). Para
ilustrar esse fato, considere a curva de carga correspondente à demanda inelástica da Figura
86 (linha horizontal escura e contínua). Ela é um único cenário de demanda considerado ao
longo de todo o horizonte de planejamento em todos os cenários de vazão. As curvas relati-
vas à uma demanda elástica (curvas pontilhadas) representam a faixa de valores possíveis de
demanda futura contemplada pelo modelo. A Figura 86 mostra, portanto, que ao considerar
a elasticidade da demanda, o modelo acaba fornecendo uma resposta muito mais rica em
termos de prospecção futura de cenários de demanda.
Entretanto, apesar de mais rica, essa reposta fica ainda muito aquém do que se es-
pera de um processo de formação de preços elaborado por modelos matemáticos. A de-
manda futura é desconhecida e portanto deve ser modelada matematicamente como uma
variável aleatória, como foi feito com os cenários de vazão. Além disso, a elasticidade da
3Esse foi o mês do Déficit, mas isso é tratado matematicamente como uma geração térmica muito cara.
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demanda também deve ser modelada como outra variável aleatória, tendo em vista a incer-
teza relacionada a ela. Isso representa importantes perspectivas futuras para contribuições
e suscita o debate sobre a possibilidade de se modelar matematicamente tais variáveis como
aleatórias. Considerando que em alguma medida a demanda é função do comportamento
dos consumidores, isso seria abarcável por um modelo matemático?
Outra questão importante a respeito da elasticidade da demanda é a sua relação
com o horário de verão. O Decreto 9.772/2019 revogou todos os dispositivos legais que insti-
tuíram a alteração dos horários oficiais em diversas regiões do território nacional com o ob-
jetivo de se aproveitar a maior iluminação natural nessas regiões no verão. Isso provocaria
um deslocamento no perfil de carga diário do Sistema, que teria uma redução nos horários
de ponta, de tal maneira que a operação ficaria mais barata e mais eficiente, proporcionando
economicidade. Essa realidade mudou ao longo dos últimos anos e tal ação se tornou inefi-
caz. O perfil de carga do Sistema passou a ter horários de ponta no patamar de carga média
em função da maior participação da climatização e refrigeração na demanda, o que culmi-
nou no Decreto 9.772/2019.
O horário de verão é uma iniciativa que busca moldar, via decreto governamental,
os hábitos dos consumidores em direção à eficiência na operação do Sistema. Conforme
breve discussão apresentada no final da seção 2.1, no Brasil existe uma forte cultura inter-
vencionista e o horário de verão é um ótimo exemplo disso. Em contraponto, um modelo
institucional bem desenhado, cujos preços da energia fossem aderentes à realidade opera-
tiva do Sistema e que ainda pudessem chegar como sinalização aos consumidores de todas
as classes de consumo, a demanda poderia responder com sua elasticidade em direção à
eficiência na operação do Sistema, cumprindo exatamente o objetivo do extinto horário de
verão. Esse fato mostra que o mercado é muito mais eficaz que o governo para direcionar
correta e eficazmente os hábitos de consumo de energia, visto que o horário de verão atuava
em um medida menor do que está ilustrado na Figura 80 ao não sinalizar a possibilidade de
aumento de consumo. Caberia ao governo estabelecer um ambiente institucional adequado
e bem fundamentado na teoria econômica.
Tendo em vista a importância das informações apresentadas nas Figuras 84 e 85,
este capítulo termina com a apresentação de um detalhamento das informações contidas
nessas Figuras. Tratam-se de histogramas das diferenças de Custos Totais Médios para cada
um dos cem cenários de vazões considerados no modelo em cada mês. As Figuras de 87
a 98 apresentam a distribuição de ocorrência das diferenças entre os Custos Totais Médios
de Operação do caso com demanda inelástica com os casos com demanda elástica, ou seja,
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Custos referentes à demanda inelástica menos os Custos referentes às demandas elásticas
para cada cenário. Por exemplo, as barras mais claras se referem à subtração entre os Custos
Totais Médios do caso com demanda inelástica e o caso com demanda elástica 1. Caso os
valores sejam negativos, significa que, para aquele cenário, o caso com demanda elástica
foi mais caro do que o caso com demanda inelástica. Como se pode observar nos gráficos,
o número de ocorrências dessa situação foi desprezível. A ordenada dos gráficos está na
escala logarítmica para realçar visualmente os valores pequenos. Para os meses de abril,
junho e dezembro a escala ficou linear porque a logarítmica não foi capaz de ampliar os
valores pequenos.
Em todos os doze histogramas se observa o mesmo resultado. Os Custos Médios
Totais relativos à demanda elástica 1 ficaram mais próximos, levemente abaixo, dos Custos
Médios Totais relativos à demanda inelástica. Os Custos Totais Médios relacionados à de-
manda elástica 2 ficaram na posição intermediária e os Custos Totais Médios associados à
demanda elástica 3 foram os mais baixos de todos, situando nas regiões mais à direita dos
histogramas, o que significa que ficaram bem abaixo dos Custos Totais Médios dos casos
cuja demanda é inelástica. Essas Figuras de 87 a 98 representam um detalhamento da Fi-
gura 84 pois essa última mostra, percentualmente, o valor esperado de cada uma dessas
distribuições, a partir das quais pode se afirmar que a elasticidade da demanda não pode ser
negligenciada no processo de formação de preços do mercado de energia.
Caso a elasticidade não seja considerada, o processo de formação de preços cal-
culados por modelos pode incorrer no erro da inversão causal preconizada pelas Leis da
Figura 87: Diferenças entre os Custos Médios de janeiro
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Oferta e da Demanda, ou seja, calcula-se o preço para uma dada demanda mas a demanda
real responde ao preço e fica diferente daquela considerada no cálculo inicial. Assim tanto
a operação do Sistema quanto os preços praticados ficam desacoplados da realidade opera-
tiva. Isso pode levar ao oposto da eficiência operativa e modicidade tarifária decorrente, que
é o objetivo ao se utilizar um modelo de otimização para o cálculo dos preços.
Figura 88: Diferenças entre os Custos Médios de fevereiro
Figura 89: Diferenças entre os Custos Médios de março
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Figura 90: Diferenças entre os Custos Médios de abril
Figura 91: Diferenças entre os Custos Médios de maio
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Figura 92: Diferenças entre os Custos Médios de junho
Figura 93: Diferenças entre os Custos Médios de julho
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Figura 94: Diferenças entre os Custos Médios de agosto
Figura 95: Diferenças entre os Custos Médios de setembro
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Figura 96: Diferenças entre os Custos Médios de outubro
Figura 97: Diferenças entre os Custos Médios de novembro
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Figura 98: Diferenças entre os Custos Médios de dezembro
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8 CONCLUSÕES
Este trabalho teve como objetivo o desenvolvimento de um modelo estocástico com
observação da não-linearidade, horizonte de 5 anos, discretização mensal, a usinas indi-
vidualizadas com três patamares de carga e incorporação da elasticidade da demanda em
relação ao preço. A partir desse modelo foram testadas as hipóteses:
1. O despacho para o SIN pode ser modelado e resolvido pelo pacote IPOPT ;
2. O método Progressive Hedging pode ser utilizado na solução do problema estocástico;
3. A elasticidade da demanda pode ser negligenciada em um modelo de formação de
preço centralizado para o mercado de energia.
Com relação ao pacote IPOPT, os resultados apresentados no Capítulo 7 permitem
afirmar que o problema de otimização relativo ao Sistema Interligado Nacional pode ser mo-
delado e resolvido pelo pacote em uma abordagem determinística, a seguir será comentada
a abordagem estocástica. Os principais problemas com o pacote IPOPT foram o tempo com-
putacional e o fato de não ser thread-safe. Por outro lado, o pacote ofereceu a flexibilidade
de se implementar em multi-thread o cálculo do jacobiano das restrições, que é a parte mais
demorada do método encapsulado no pacote. O fato de não ser thread-safe foi contornado
pelo método r✉♥t✐♠❡✳❣❡tr✉♥t✐♠❡✭✮✳❡①❡❝✭■P❖P❚✮ do Java. Dessa maneira é possível afir-
mar que o pacote IPOPT é uma ferramenta que pode ser empregada com sucesso para solu-
ção de problemas de despacho hidrotérmico e que, portanto, a hipótese testada se confirma.
Com relação ao Progressive Hedging, os resultados mostraram que a falta de con-
vexidade do problema estocástico de otimização do despacho hidrotérmico pode ser um
problema. A técnica de Slamming teve que ser adotada para que a convergência fosse al-
cançada de maneira sistemática. Contudo, a característica de janela móvel acaba diluindo
no tempo os possíveis erros provenientes da adoção do Slamming, o que leva a conclusão
que a hipótese se confirma com essa ressalva. Algumas técnicas adicionais foram adotadas
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de forma a melhorar o custo computacional do método, apresentadas no Capítulo 6, mas
não são tão relevantes quanto o Slamming.
A hipótese relacionada à negligenciabilidade da elasticidade da demanda, por sua
vez não se confirmou. Os resultados mostraram que os valores esperados para os Custos
Médios de Operação foram menores em todos os casos testados. Mesmo pequenas respos-
tas da demanda provocaram significativas reduções nos Custos Totais de Operação Médios.
Além disso, a volatilidade dos Custos Marginais também foi menor. Tudo isso significa que
o modelo aqui desenvolvido corroborou com toda a fundamentação econômica subjacente
e também com as conclusões obtidas no trabalho de Sousa (2010). Adicionalmente pode-se
concluir que a operação das usinas ocorreu de forma mais eficiente com a elasticidade da
demanda, ou seja, o valor final da função objetivo foi melhor quanto maior foi a elasticidade
da demanda. Portanto a elasticidade preço da demanda não pode ser negligenciada em um
modelo de formação de preços centralizados para mercados de energia, principalmente se
uma de suas bases for a busca pela modicidade tarifária.
8.1 Sugestões para Trabalhos Futuros
1. Incorporação de risco na modelagem;
2. Encadeamento com um modelo de FPO;
3. Encadeamento com um modelo de curtíssimo prazo ainda mais detalhado com pata-
marização semi-horária;
4. Melhoria da Função de Produção Linear com a adoção de linearização por partes;
5. Melhoria da Função de Produção Não Linear com a incorporação dos afogamentos
dos canais de fuga;
6. Incorporação da evaporação na restrição de balanço hídrico;
7. O uso de computação evolutiva e/ou meta-heurística para solucionar o problema do
despacho hidrotérmico;
8. Consideração das restrições de vazão mínima e
9. Preparação para leitura e execução dos decks dos modelos oficiais.
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9 APÊNDICE A- Cálculo das Derivadas para o IPOPT
A utilização do pacote IPOPT demanda o cálculo dos seguintes itens além daqueles
já detalhados no Capítulo 5:
• Gradiente da função objetivo;
• Jacobiano das restrições e
• Hessiana do Lagrangeano.
Conforme definida na seção 5.4.2, a função objetivo é linear na forma cX. Portanto
seu gradiente é o próprio vetor c. Da mesma maneira, a restrição de balanço hídrico tem
a forma AX = b e o seu jacobiano é a própria matriz A, segundo a seção 5.4.3. A hessiana
do Lagrangeano é calculada automaticamente mediante o uso de uma funcionalidade do
pacote que implementa o método Quasi-Newton, segundo o manual do IPOPT.
Desse modo, a única parte que ainda não foi detalhada, é o cálculo do jacobiano da
restrição de balanço de potência, Equação (9.4) na formulação genérica ilustrativa a seguir.
Para ilustrar, segue também o mesmo detalhamento da variável de decisão apresentado na
seção 5.4.1 para facilitar na descrição das variáveis presentes neste Apêndice, lembrando





































Gtu,t ∈RU T x1 : Geração termoelétrica para a usina u ∈ Uc - conjunto de usinas térmi-
cas do sistema, no período t = 1,2, ...,T (MW médios) e U o tamanho
do conjunto;
Vr,t ∈RRT x1 : Volume armazenado no reservatório r ∈ Rc - conjunto de usinas hi-
drelétricas do sistema, no período t (hm3) e R o tamanho do con-
junto;
Qtr,t ∈R
RT x1 : Vazão turbinada no reservatório r ∈ Rc no período t (m3/s);
Qvr,t ∈R
RT x1 : Vazão vertida no reservatório r ∈ Rc no período t (m3/s);
Intn,t ∈RN T x1 : Intercâmbio na posição n ∈ Nc - ordem do vetor de acordo com a to-
pologia do sistema, no período t (MW médios) e N o tamanho do
conjunto
Defs,t ∈RST x1 : Déficit no subsistema s ∈ Sc - conjunto dos subsistemas do sistema
no período t (MW médios) e S o tamanho do conjunto.
min cX (9.2)
s.a.
















X ≤ X ≤ X (9.5)
Com a Equação (9.4), denominada h, representando a restrição de balanço de po-
tência, a Equação (9.6) define a sua matriz jacobiana e suas submatrizes formadoras, as quais
correspondem à derivada parcial de h em relação a cada componente da variável de decisão


















As próximas seções detalham o cálculo de cada submatriz que forma o jacobiano
da restrição de balanço de potência.
229
9.1 Derivada Parcial em Relação a Geração Térmica
A submatriz relativa a derivada parcial da restrição de balanço de potência em rela-
ção a Geração Térmica, que compõe a matriz Jacobiana, é calculada pelas Equações (9.7) e
(9.8), com a sendo o coeficiente angular da equação do primeiro grau responsável pelo cál-
culo da elasticidade da demanda, segundo a Equação (5.35). Os valores que a assumiu estão
na Tabela 8. Caso a térmica u pertença ao subsistema s e a derivada no período t for em
relação a geração térmica no mesmo período t , o valor da derivada parcial será 1+a. Caso





















































































































1+a, se u ∈ s e para um mesmo t , ou
0, caso contrário.
(9.8)
9.2 Derivada Parcial em Relação ao Volume Armazenado
A submatriz relativa à derivada parcial da restrição de balanço de potência em re-
lação ao Volume Armazenado, que compõe a matriz Jacobiana, é calculada pelas Equações
(9.9), (9.10) e (9.11). A Equação de balanço de potência, de acordo com a seção 5.4.4, uti-




será diferente de zero para hs,t em Vr,t e Vr,t−1 com t > 1 e r ∈ s. Para t = 1,
a derivada depende apenas de Vr,t . Além disso, existem duas formas de calcular o seu va-
lor, devido às maneiras pelas quais as perdas hidráulicas foram calculadas. A Equação (9.10)
calcula o valor da derivada com perdas hidráulicas modeladas em percentual da altura de
queda bruta e a Equação (9.11) com perdas constantes, ρr é a produtividade específica para
a usina dona do reservatório r , khp o coeficiente de perda hidráulica e vmr,t é o volume mé-
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(vmr,t)Qtr,t , se r ∈ s ∀t −1 e t com t > 1, ou
0, caso contrário.
(9.11)
9.3 Derivada Parcial em Relação a Vazão Turbinada
A submatriz relativa à derivada parcial da restrição de balanço de potência em rela-
ção a Vazão Turbinada, que compõe a matriz Jacobiana, é calculada pelas Equações (9.12),
(9.13) e (9.14). A derivada para o período t será diferente de zero se for em relação a Vazão
Turbinada no mesmo período t e com r ∈ s. Existem duas formas de calcular o valor de
∂hs,t
∂Qtr,t
, devido às maneiras pelas quais as perdas hidráulicas foram calculadas. A Equação
231
(9.13) calcula o valor da derivada para as perdas hidráulicas modeladas como percentual da




é a derivada da Equação (5.3) aplicada à vazão defluente ou vazão turbinada conforme cada


























































































































































(Qdr,t)Qtr,t +Nmr,t −Njr,t −hpr,t
]
, se r ∈ s, ou
0, caso contrário.
(9.14)
9.4 Derivada Parcial em Relação a Vazão Vertida
A submatriz relativa à derivada parcial da restrição de balanço de potência em re-
lação a Vazão Vertida, que compõe a matriz Jacobiana, é calculada pelas Equações (9.15),
(9.16) e (9.17). A derivada para o período t será diferente de zero se for em relação a Vazão
Vertida no mesmo período t , se r ∈ s e ainda se o vertimento afetar o canal de fuga (ver seção
5.1). Existem duas formas de calcular o valor de
∂hs,t
∂Qvr,t
, devido às maneiras pelas quais as
perdas hidráulicas foram calculadas. A Equação (9.16) calcula o valor da derivada para as
perdas hidráulicas modeladas como percentual da altura de queda bruta e a Equação (9.17)
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com perdas constantes. A derivada −
dNjr,t
dQtr,t
(Qdr,t) é a derivada da Equação (5.3) aplicada à




























































































































































, se r ∈ s, ou
0, caso contrário.
(9.17)
9.5 Derivada Parcial em Relação aos Intercâmbios
A submatriz relativa a derivada parcial da restrição de balanço de potência em rela-
ção aos Intercâmbios, que compõe a matriz Jacobiana, é calculada pelas Equações (9.18) e
(9.19). Os valores serão um, caso n ∈ s e o subsistema esteja recebendo energia no mesmo
período t para o qual a derivada é calculada. Menos um, caso n ∈ s e o subsistema esteja for-
necendo energia no mesmo período t para o qual a derivada é calculada. Ou zero, caso n 6∈ s,
ou seja, não existe a possibilidade de intercâmbio pela inexistência de linhas de transmissão
conectando os subsistemas ou ainda quando a derivada em for em relação a um período t




























































































































1, se n ∈ s, e o subsistema está recebendo energia em um mesmo t ;
−1, se n ∈ s,e o subsistema está fornecendo energia em um mesmo t ou
0, caso contrário.
(9.19)
9.6 Derivada Parcial em Relação ao Déficit
A submatriz relativa a derivada parcial da restrição de balanço de potência em rela-
ção ao Déficit, que compõe a matriz Jacobiana, é calculada pelas Equações (9.20) e (9.21). Os
valores serão um, caso a derivada esteja relacionada ao mesmo período t do Déficit e zero


























































































































10 APÊNDICE B - DADOS DAS USINAS
Seguem as tabelas com a lista das usinas hidráulicas e térmicas utilizadas nesta tese.
Tabela 13: Lista das Usinas Hidrelétricas
Índice UHE Código no hidr.dat Subsistema
1 CAMARGOS 1 1 - Sudeste/Centro-Oeste
2 ITUTINGA 2 1 - Sudeste/Centro-Oeste
3 FUNIL-GRANDE 4 1 - Sudeste/Centro-Oeste
4 FURNAS 6 1 - Sudeste/Centro-Oeste
5 M. DE MORAES 7 1 - Sudeste/Centro-Oeste
6 ESTREITO 8 1 - Sudeste/Centro-Oeste
7 JAGUARA 9 1 - Sudeste/Centro-Oeste
8 IGARAPAVA 10 1 - Sudeste/Centro-Oeste
9 VOLTA GRANDE 11 1 - Sudeste/Centro-Oeste
10 P. COLOMBIA 12 1 - Sudeste/Centro-Oeste
11 CACONDE 14 1 - Sudeste/Centro-Oeste
12 E. DA CUNHA 15 1 - Sudeste/Centro-Oeste
13 A. S. OLIVEIRA 16 1 - Sudeste/Centro-Oeste
14 MARIMBONDO 17 1 - Sudeste/Centro-Oeste
15 A. VERMELHA 18 1 - Sudeste/Centro-Oeste
16 EMBORCACAO 24 1 - Sudeste/Centro-Oeste
17 NOVA PONTE 25 1 - Sudeste/Centro-Oeste
18 MIRANDA 26 1 - Sudeste/Centro-Oeste
19 CAPIM BRANC1 27 1 - Sudeste/Centro-Oeste
20 CAPIM BRANC2 28 1 - Sudeste/Centro-Oeste
21 CORUMBA IV 29 1 - Sudeste/Centro-Oeste
22 CORUMBA I 30 1 - Sudeste/Centro-Oeste
23 ITUMBIARA 31 1 - Sudeste/Centro-Oeste
24 CACH,DOURADA 32 1 - Sudeste/Centro-Oeste
25 SAO SIMAO 33 1 - Sudeste/Centro-Oeste
26 I. SOLTEIRA 34 1 - Sudeste/Centro-Oeste
27 BARRA BONITA 37 1 - Sudeste/Centro-Oeste
28 A. S. LIMA 38 1 - Sudeste/Centro-Oeste
29 IBITINGA 39 1 - Sudeste/Centro-Oeste
30 PROMISSAO 40 1 - Sudeste/Centro-Oeste
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Tabela 14: Lista das Usinas Hidrelétricas
Índice UHE Código no hidr.dat Subsistema
31 N. AVANHANDAVA 42 1 - Sudeste/Centro-Oeste
32 TRES IRMAOS 43 1 - Sudeste/Centro-Oeste
33 JUPIA 45 1 - Sudeste/Centro-Oeste
34 P. PRIMAVERA 46 1 - Sudeste/Centro-Oeste
35 A. A. LAYDNER 47 1 - Sudeste/Centro-Oeste
36 PIRAJU 48 1 - Sudeste/Centro-Oeste
37 CHAVANTES 49 1 - Sudeste/Centro-Oeste
38 L. N. GARCEZ 50 1 - Sudeste/Centro-Oeste
39 CANOAS II 51 1 - Sudeste/Centro-Oeste
40 CANOAS I 52 1 - Sudeste/Centro-Oeste
41 CAPIVARA 61 1 - Sudeste/Centro-Oeste
42 TAQUARUCU 62 1 - Sudeste/Centro-Oeste
43 ROSANA 63 1 - Sudeste/Centro-Oeste
44 ITAIPU 66 5 - Itaipu
45 STA CLARA PR 71 2 - Sul
46 FUNDAO 72 2 - Sul
47 JORDAO 73 2 - Sul
48 G. B. MUNHOZ 74 2 - Sul
49 SEGREDO 76 2 - Sul
50 SLT. SANTIAGO 77 2 - Sul
51 SALTO OSORIO 78 2 - Sul
52 SALTO CAXIAS 82 2 - Sul
53 BARRA GRANDE 86 2 - Sul
54 CAMPOS NOVOS 90 2 - Sul
55 MACHADINHO 91 2 - Sul
56 ITA 92 2 - Sul
57 PASSO FUNDO 93 2 - Sul
58 QUEBRA QUEIX 95 2 - Sul
59 CASTRO ALVES 97 2 - Sul
60 MONTE CLARO 98 2 - Sul
61 PASSO REAL 111 2 - Sul
62 JACUI 112 2 - Sul
63 ITAUBA 113 2 - Sul
64 D, FRANCISCA 114 2 - Sul
65 G. P. SOUZA 115 2 - Sul
66 HENRY BORDEN 119 1 - Sudeste/Centro-Oeste
67 JAGUARI 120 1 - Sudeste/Centro-Oeste
68 PARAIBUNA 121 1 - Sudeste/Centro-Oeste
69 SANTA BRANCA 122 1 - Sudeste/Centro-Oeste
70 FUNIL 123 1 - Sudeste/Centro-Oeste
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Tabela 15: Lista das Usinas Hidrelétricas
Índice UHE Código no hidr.dat Subsistema
71 PICADA 126 1 - Sudeste/Centro-Oeste
72 SOBRAGI 127 1 - Sudeste/Centro-Oeste
73 ILHA POMBOS 130 1 - Sudeste/Centro-Oeste
74 NILO PECANHA 131 1 - Sudeste/Centro-Oeste
75 FONTES 132 1 - Sudeste/Centro-Oeste
76 P. PASSOS 133 1 - Sudeste/Centro-Oeste
77 SALTO GRANDE 134 1 - Sudeste/Centro-Oeste
78 P. ESTRELA 135 1 - Sudeste/Centro-Oeste
79 CANDONGA 139 1 - Sudeste/Centro-Oeste
80 AIMORES 143 1 - Sudeste/Centro-Oeste
81 MASCARENHAS 144 1 - Sudeste/Centro-Oeste
82 IRAPE 148 1 - Sudeste/Centro-Oeste
83 ITAPEBI 154 3 - Nordeste
84 TRES MARIAS 156 1 - Sudeste/Centro-Oeste
85 QUEIMADO 162 1 - Sudeste/Centro-Oeste
86 SOBRADINHO 169 3 - Nordeste
87 ITAPARICA 172 3 - Nordeste
88 MOXOTO 173 3 - Nordeste
89 P. AFONSO 123 174 3 - Nordeste
90 P. AFONSO 4 175 3 - Nordeste
91 XINGO 178 3 - Nordeste
92 P. CAVALO 189 3 - Nordeste
93 B. ESPERANCA 190 3 - Nordeste
94 GUILMAN-AMOR 192 1 - Sudeste/Centro-Oeste
95 SA CARVALHO 193 1 - Sudeste/Centro-Oeste
96 JAURU 195 1 - Sudeste/Centro-Oeste
97 GUAPORE 196 1 - Sudeste/Centro-Oeste
98 ROSAL 217 1 - Sudeste/Centro-Oeste
99 OURINHOS 249 1 - Sudeste/Centro-Oeste
100 CANA BRAVA 251 1 - Sudeste/Centro-Oeste
101 MANSO 252 1 - Sudeste/Centro-Oeste
102 PEIXE ANGIC 257 1 - Sudeste/Centro-Oeste
103 LAJEADO 261 1 - Sudeste/Centro-Oeste
104 CURUA-UNA 272 4 - Norte
105 TUCURUI 275 4 - Norte
106 SERRA MESA 278 1 - Sudeste/Centro-Oeste
107 STA CLARA MG 281 1 - Sudeste/Centro-Oeste
108 PONTE PEDRA 283 1 - Sudeste/Centro-Oeste
109 ESPORA 290 1 - Sudeste/Centro-Oeste
110 ITIQUIRA I 304 1 - Sudeste/Centro-Oeste
111 ITIQUIRA II 305 1 - Sudeste/Centro-Oeste
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Tabela 16: Lista das Usinas Termoelétricas
Índice UTE Código no term.dat Subsistema
1 CUIABA 12 1 - Sudeste/Centro-Oeste
2 ANGRA#2 13 1 - Sudeste/Centro-Oeste
3 ANGRA#1 1 1 - Sudeste/Centro-Oeste
4 URUGUAIANA 35 2 - Sul
5 FORTALEZA 42 3 - Nordeste
6 J.LACERDA#C 24 2 - Sul
7 C. FURTADO 43 3 - Nordeste
8 J.LACERD#B 25 2 - Sul
9 J.LACERDA#A2 27 2 - Sul
10 P.MEDICI#A 22 2 - Sul
11 P.MEDICI#B 23 2 - Sul
12 CHARQUEADAS 29 2 - Sul
13 J.deFORA 54 1 - Sudeste/Centro-Oeste
14 J.LACERDA#A1 26 2 - Sul
15 A.CHAVES 63 1 - Sudeste/Centro-Oeste
16 FIGUEIRA 28 2 - Sul
17 W.ARJONA 34 1 - Sudeste/Centro-Oeste
18 ARAUCARIA 48 2 - Sul
19 S.JERÔNIMO 32 2 - Sul
20 CAMPOS 9 1 - Sudeste/Centro-Oeste
21 S.CRUZ#1E2 3 1 - Sudeste/Centro-Oeste
22 S.CRUZ#3E4 4 1 - Sudeste/Centro-Oeste
23 F.GASPARIAN 72 1 - Sudeste/Centro-Oeste
24 S.TIARAJU 64 2 - Sul
25 PIRATININGA#3E4 6 2 - Sul
26 PIRATININGA#1E2 50 1 - Sudeste/Centro-Oeste
27 IGARAPÉ 2 1 - Sudeste/Centro-Oeste
28 ALEGRETE 31 2 - Sul
29 S.CRUZ#DIESEL 87 1 - Sudeste/Centro-Oeste
30 NUTEPA 30 2 - Sul
31 CARIOBA 7 1 - Sudeste/Centro-Oeste
32 BRASÍLIA 19 1 - Sudeste/Centro-Oeste
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11 APÊNDICE C - DADOS GERAIS DO PROBLEMA
Esta seção compila os principais dados do problema estocástico resolvido nesta
tese. Trata-se de um problema relativo ao despacho hidrotérmico do SIN com a seguinte
configuração:
• Horizonte de estudo: 5 anos com discretização mensal em três patamares de carga,
totalizando 180 períodos na modelagem matemática (T = 180).
• Duração dos períodos: todos os meses foram considerados iguais com 730.5 horas
(medidas em segundos 730,5∗3600). Os patamares de carga tinham [292.2 365.25 73.05]
horas para os patamares de carga pesada, média e leve respectivamente.
• Valores da carga: a carga total do sistema foi de [46147.2 55376.6 39696.3] MW médios
para os patamares de carga pesada, média e leve respectivamente. A carga média ficou
maior que a pesada para incorporar os momentos de elevada demanda instantânea
nas tardes de dias quentes.
• Taxa de desconto: o valor da taxa de desconto é de 1% ao mês.
• Disponibilidade total hidráulica: 82647 MW. Todas as usinas com reservatórios inicia-
ram o período de estudo com 42% de armazenamento.
• Disponibilidade total térmica: 6872 MW.
• A Tabela 17 apresenta os limites de intercâmbios de acordo com as interligações da
Figura 99.
• A Tabela 18 apresenta a carga em cada subsistema.
• O custo de déficit vale R$4650,00/MWh.
• As vazões para o primeiro mês de cada estudo foram os valores verificados no ano de
2014 e o número de séries sintéticas geradas para cada estudo é cem.
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Tabela 17: Limites de Intercâmbios







Figura 99: Diagrama de Intercâmbios
Tabela 18: Carga dos Subsistemas
Subsistema Carga Pesada (MW) Carga Média (MW) Carga Leve(MW)
1 - Sudeste/Centro-Oeste 27349 32819 24067
2 - Sul 8630 10356 6904
3 - Nordeste 7383 8859 6497
4 - Norte 2785 3342 2228
5 - Itaipu 0 0 0
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