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Abstract
We explored the feature extraction techniques for  
Bayesian assessment of EEG maturity of newborns in  
the context that the continuity of EEG is the most im­
portant  feature  for assessment  of  the brain develop­
ment.  The  continuity  is  associated  with  EEG “sta­
tionarity” which we propose to evaluate with adaptive  
segmentation  of  EEG  into  pseudo­stationary  inter­
vals. The histograms of these  intervals are then used  
as new features for the assessment of EEG maturity.  
In  our  experiments,  we used  Bayesian  model  aver­
aging  over  decision  trees  to  differentiate  two  age  
groups,  each included 110 EEG recordings. The use  
of the proposed EEG features has shown, on average,  
a 6% increase in the accuracy of age differentiation.
1. Introduction
Abnormal brain development in newborns is a life-
threatening factor, and early diagnosis of such devel-
opment  is  important  for  saving  health  and  lives  of 
newborns [1], [2]. Clinical assessment of the brain de-
velopment is mainly carried out by analyzing the ma-
turity-related features in  sleep electroencephalograms 
(EEGs). Assessments are typically made in terms of a 
newborn’s physiological age counted by the number of 
weeks  post-conception.  Based  on  the  clinical  evid-
ences, the post-conceptional and EEG-estimated ages 
are  typically  matched  if  a  newborn  is  healthy,  and 
when the age estimate is mismatched,  the newborn's 
brain  development  is  unlikely normal  [2].  However, 
the maturity-related features are difficult to recognize 
and assess as they widely vary between patients. Such 
variations  make the  EEG-based reference guides  in-
consistent for clinical use. The computer-aided analys-
is of the maturity-related patterns in sleep EEGs can 
improve the care of newborns at high-risk [3], [4]. 
Typically, computer-aided analysis of sleep EEG is 
carried out with the spectral  powers computed in the 
standard  frequency bands [3].  The use of such  EEG 
features has been shown promising for assessment of 
EEG maturity [1], [15].  To cope with the non-station-
arity of EEG the spectral analysis has been carried out 
within short, up to 10s, intervals [3].  Within this ap-
proach, no attempts have been made to measure or es-
timate the level of “stationarity” of EEG which is an 
important maturity-related feature recognizable by ex-
perts as a pattern  of the background EEG  continuity 
[3].
Patterns  of EEG continuity (or  vice  versa discon-
tinuity) are difficult to recognize as they widely vary 
over time and between patients. By definition, an EEG 
pattern is discontinuous if the intervals with the nor-
mal  voltage  range  are  interchanged  with  periods  of 
low voltage. At 28 to 30 weeks post-conception, EEG 
intervals  comprise  high-amplitude  bursts of  the 
mixed-frequency  waves  interrupted  by  long  low-
voltage periods, named  inter­burst intervals [3]. Dur-
ing the brain development, longer periods of uninter-
rupted EEG activity appear, and the continuity is pro-
gressively increased [3], [5], [6]. 
For  automated  estimation  of  the  discontinuity  in 
newborn EEG, threshold segmentation has been pro-
posed in [7]. However, this technique requires to set a 
proper  threshold  for  each  newborn  EEG  recording. 
Adaptive segmentation,  proposed in  [8],  [9],  [12]  to 
mitigate  this  problem,  aimed  to  split  EEG  into 
pseudo­stationary intervals  in  which  the  EEG amp-
litudes  and  frequencies  vary  within  an  acceptable 
small range. These intervals are then used for extract-
ing EEG features. 
Based on the above clinical observations, in this pa-
per we propose a new method for extracting features 
from  newborn  EEG.  We  expect  that  the  proposed 
method is capable of distinguishing longer pseudo-sta-
tionary  segments  within  the  continuous  patterns 
against relatively shorter segments within the discon-
tinuous patterns. There have been found clinical evid-
ences that  the longer pseudo-stationary segments are 
detected  in  EEG  of  more  mature  newborns.  Con-
sequently, we can assume that the rate of pseudo-sta-
tionary intervals segmented in an EEG is an important  
feature of the age-related pattern.
Our assumption are tested within the Bayesian clas-
sification of two age groups represented by the stand-
ard spectral power bands extended with the newly pro-
posed features.  We show first  that  the proposed fea-
tures are highly correlated with the post-conceptional 
age, and second that the use of these features provides 
more accurate classification of post-conceptional age. 
The classification is implemented  within the meth-
odology of  Bayesian  Model  Averaging  (BMA)  over 
Decision  Trees  (DTs)  that  enables  users  to  evaluate 
the uncertainty of classification [10]. The use of DTs 
enables to evaluate the contribution of features to the 
classification. 
The rest of the paper is structured as follows. Sec-
tion  2  briefly  introduces  the  methodology of  BMA 
over DTs,  and  Section  3 describes  a  technique  pro-
posed  for  EEG  segmentation  into  pseudo-stationary 
intervals. Section 4 describes the experiments with the 
new EEG features and  the Bayesian  classification  of 
newborn ages.  Finally Section 5 concludes the paper.
 
2. Bayesian Model Averaging over Decision 
Trees
In theory, Bayesian averaging over multiple models 
provides the most accurate estimates of class posterior 
probabilities, which then can be used to evaluate the 
uncertainty in the model outcomes, and particularly to 
count the the false positive and false negative rates. 
The use of BMA for classification has  been made 
feasible  by  using  Markov  Chain  Monte  Carlo 
(MCMC) stochastic approximation (see e.g. [10]). The 
MCMC has been extended to  approximate the posteri-
or distribution from classification models of a variable 
dimensionality  by  using  Reversible  Jump  (RJ)  de-
scribed in  [11].  The RJ MCMC provides the  condi-
tions under  which the estimate of class posterior  be-
comes most accurate.  
The use of DT  models enables to evaluate the con-
tribution of features to the classification, and therefore 
the BMA over the DTs will benefit us with the inform-
ation  about  feature  importance.  The  example  of the 
implementation of BMA over DTs has been described 
in our previous research [13]. 
To  let  a  DT  model  grow,  the  RJ MCMC makes 
“birth”,  “death”,  and  change  moves.  The  first  two 
moves change the number of DT splitting nodes (and 
the  model  dimensionality),  and  the  other  moves 
change only the DT parameters. All modifications are 
proposed within  the  given  prior  distributions  as  fol-
lows.
The birth move randomly splits the data points fall-
ing  in  one of the terminal  nodes by a new splitting  
node with the variable and rule drawn from  a given 
probability function.
The  death  move randomly picks  a  splitting  node 
with two terminal  nodes and assigns it to be one ter-
minal with the united data points.
The change-split  move randomly picks a  splitting 
node and then assigns it a new splitting variable and 
rule drawn from a given probability function.
The  change-rule  move randomly picks  a  splitting 
node and then assigns it a new rule drawn from a giv-
en prior.
A modification proposed for DT parameters is eval-
uated in terms of likelihood of the model. The modi-
fication  is  accepted  or  rejected  accordingly  to  the 
Bayes’ rule. If the proposed changes improve the like-
lihood of the current model, they are always accepted. 
If else,  the  proposed model  parameters  are  accepted 
with a smaller probability. 
During  MCMC  simulation,  a  DT  grows  and  its 
likelihood tends to grow. This phase is called burn­in 
and  it  should  be preset  sufficiently long  in  order  to 
reach  a stable DT.  When  a DT has  been grown,  its 
likelihood becomes stable.  During  this  phase  named 
post  burn­in,  samples from the posterior  distribution 
are collected to be averaged. 
3. Adaptive segmentation of EEG
This  section  briefly describes  the  underlying  con-
cepts  of adaptive  segmentation  of EEG  which  were 
used for the proposed  technique. The details discussed 
below are needed to implement the segmentation tech-
niques for our comparative experiments.
3.1. Conventional techniques
As discussed in the Introduction, the aim of adapt-
ive segmentation is to automatically label boundaries 
of pseudo-stationary intervals  in  EEG.  The  segment 
boundaries are typically found by evaluating  the dis-
similarity of EEG in one or more successive intervals. 
Typically, the  dissimilarity is  evaluated between two 
intervals called reference and test windows. If its value 
is small, samples of the reference and test windows are 
considered taken from a similar stationary process. On 
the  contrary,  if  the  dissimilarity  exceeds  a  given 
threshold, the samples are assumed taken from the dif-
ferent processes, and a segment boundary is assigned 
between the reference and test windows. The reference 
and test windows are typically made adjoined and slid-
ing along the EEG. Alternatively, the reference win-
dow can  be  fixed  at  the  beginning  of  the  segment 
while the test window is moved until the dissimilarity 
exceeds a given threshold [8].
The dissimilarity is often evaluated as the difference 
between coefficients of auto-regression models fitted to 
the  reference  and  test  windows.  This  technique  re-
quires to find the proper threshold as well as the prop-
er number of the coefficients. 
An adaptive EEG segmentation technique proposed 
in [12] aimed to estimate the dissimilarity between the 
reference and test windows by using the Nonlinear En-
ergy Operator (NLEO) enabling to estimate “weighted 
energy”.  Within  this  technique,  a  threshold  is  auto-
matically found in  a  sliding  window of a  predefined 
size. However, the proper length of the threshold ad-
aptation window has to be found from experiments.
Both techniques attempt to assess the dissimilarity 
of EEG intervals in terms of wave frequencies and en-
ergy of the signal. Despite that the thresholds are ad-
apted to the EEG intervals,  these techniques tend to 
fail segmentation of intervals with age-related events 
which are  characterized by abrupt changes in the fre-
quencies and amplitudes of the signal.
3.2. The proposed technique
Alternatively to the above techniques, we propose to 
segment  EEG by using estimates of the  spectral dis-
similarity of EEG intervals. In our method, the dissim-
ilarity is assessed over spectral power bands computed 
in the reference and test windows. The spectral estim-
ates are then compared within a two­sample hypothes­
is test.  Thus,  the main  idea behind our method is to 
employ Spectral Power Statistics (SPS) for making de-
cisions on the dissimilarity of EEG intervals. 
Typically, the spectral powers are calculated for the 
following six frequency bands: Subdelta, Delta, Theta, 
Alpha, Beta, and Beta2. Within our method, this set is 
slightly extended in order to met the requirements of a 
statistical test. Particularly, the number of bands is in-
creased to nine to satisfy the requirement of the stand-
ard tests based on the Kolmogorov-Smirnov statistics 
over cumulative distributions. 
Based on our observations, we assumed that each of 
Theta,  Alpha and  Beta bands could be split  into sub-
bands. In our experimnets, these additional sub-bands 
have been shown increasing the accuracy of EEG as-
sessment.
In the comparison with the conventional segmenta-
tion  techniques,  the  proposed  technique  needs  to 
define  a  smaller  number  of parameters.  These para-
meters mainly include the following: (1) a structure of 
spectral  bands based on their  conventional  structure, 
(2) durations of the reference and test windows, (3) a 
threshold level of rejecting the alternative hypothesis, 
and  (4)  a  structure  of  distribution  of  the  tested 
samples. 
These  parameters  are  slightly  dependent  on  each 
other, so that they can be optimized from experiments.  
Under the above conditions, the proposed technique is 
expected to segment sleep EEG into pseudo-stationary 
intervals more accurately than  the conventional tech-
niques within a wide range of variations between pa-
tients.
In  the  next  section,  we  describe  experiments  in 
which  the  proposed technique  is  compared  with  the 
conventional  segmentation  techniques,  and  the  new 
features extracted from segmented EEG intervals are 
used for assessment of EEG maturity. 
4. Experiments and results
In our experiments,  we used sleep EEGs recorded 
from  healthy  newborns  via  the  standard  C3T3  and 
C4T4 electrodes with sampling rate of 100 Hz. First,  
we evaluated  the  stationarity  of  EEGs  over  11  age 
groups,  and  second,  we  ran  experiments  with  the 
Bayesian assessment of EEG maturity.
4.1. The evaluation of EEG stationarity 
The experiments have been run on 220 EEGs recor-
ded from newborns of 11 age groups between 34 and 
44 weeks post-conception, with 20 recordings in each 
group. The stationarity of an EEG recording has been 
evaluated  by a  histogram  of pseudo-stationary inter-
vals detected by a segmentation  technique.  The total 
sum over the histogram counts has been used to estim-
ate the rate of the pseudo-stationary intervals segmen-
ted in an EEG recording. The larger the rate, the high-
er is the level of EEG non-stationarity. 
In our experiments, we used a number of segmenta-
tion  techniques and  found that  the  rates  of non-sta-
tionarity are  correlated with  the  age post-conception 
differently.  Table 1  shows the  relationships  between 
the rates and ages, represented by the Spearman rank 
correlation coefficient   and significance p. The coef-
ficients were computed for the conventional amplitude 
statistics (AS) and the proposed SPS-based technique 
described in Section 3.2.
The  first  segmentation  technique  employs  the 
NLEO applied to the reference and test windows, each 
of 1-s duration. The duration of the threshold adapta-
tion window sliding  over the EEG was two seconds. 
The  correlation  between  the  rate  of non-stationarity 
and age was insignificant ( -0.07, and confidence 
probability p = 0.28) as the numbers of pseudo-station-
arity intervals were similar for all 11 age groups. This 
likely happens because this technique assigns the max-
imal energy in the threshold adaptation window to be 
a  threshold,  so  that  pseudo-stationary  intervals  are 
most likely broken within the 2-s threshold adaptation 
window. 
Table 1. Correlation coefficients between the 
post­conceptional age and rate of intervals
Technique AS SPS
NLEO -0.07 -
AR -0.57 -
X2 0.24 -0.67
t-test 0.28 -0.75
K-S 0.17 -0.75
A-D -0.22 -0.81
The second EEG segmentation  technique employs 
the auto-regression (AR) models computed in the ref-
erence and  test  windows of 2-s duration.  This  tech-
nique starts a new interval  when the cross-validation 
errors of the AR models exceeded a given threshold. 
The correlation between the rate of intervals and ages 
was much higher ( andp
We also compared the standard  two-sample  X2,  t-
test,  Kolmogorov-Smirnov  (K-S),  and  Ander-
son-Darling (A-D) tests.  The reference and test win-
dows were adjoined,  and  their  durations  were set  to 
two seconds. We applied these tests to the both statist-
ics,  the  conventional  AS  and  the  proposed  SPS,  to 
compare their informativeness in terms of correlation 
between  rates  of EEG  non-stationarity  and  newborn 
ages.
The spectral powers required by the SPS were com-
puted  with  the  discrete  Fourier  transform  and  then 
summed within  the standard  frequency bands, whose 
number  has  been  increased  from six  to  nine  as  de-
scribed in Section 3.2. 
Both t-test and K-S test have shown the similar cor-
relation,   = -0.75, although t-test is typically applied 
to samples of a normal distribution, and K-S test em-
ploys a cumulative distribution making this test more 
robust to variations of distribution shape as well as to 
variations of the power of EEG. 
A modification of K-S test known as A-D test tends 
to assign larger weight to the tails of distributions. In 
our experiments, this test has shown providing a better 
correlation ( = -0.81, and p < 0.0001).
The above four test techniques have been applied to 
the  AS over EEG with  the  same window durations. 
The highest correlation has been achieved with the  t-
test ( = 0.28, and p < 0.0001). We can therefore con-
clude that  the segmentation  techniques based on the 
AS presentation are less informative than those based 
on the proposed SPS-based segmentation of EEG. 
In our experiments we used sleep EEGs which are 
typically contaminated  by muscle and  electrode arti-
facts, which can affect the informativeness of features 
extracted from the EEG. For this reason, we were in-
terested in investigating how artifact removal can im-
prove the results of the K-S, A-D and  t-tests employ-
ing the proposed SPS-based segmentation technique. 
For these experiments, we used the two techniques 
of removal of amplitude artifacts from sleep EEG. The 
first  technique  (AR1)  simply removes EEG samples 
with amplitudes exceeding a threshold assigned as the 
sum of the mean and standard deviation counted in a 
10-min sliding window. The second technique (AR2) 
employs the NLEO to remove EEG samples of abnor-
mal energy detected in  a 3-min sliding window. The 
rates  of artifacts  removed by these  techniques  were 
similar.
Table 2 shows the correlation coefficients after the 
artifact  removal,  and  we  can  observe  that  the  first  
technique (AR1) has been shown increasing the cor-
relation for the K-S and A-D tests by 3%. The second 
technique  (AR2) has  not  been shown improving  the 
correlation. 
Fig. 1 shows the rates of EEG non-stationarity es-
timated by the K-S test after the artifacts removal by 
the  technique  AR1 for newborns  at  age between  34 
and 44 weeks post-conception. 
In  the next section,  we describe experiments  with 
the BMA over DTs using  the new EEG features  for 
newborn age classification. 
4.2. Bayesian classification of EEG maturity
In our experiments, we used the BMA over DTs us-
ing  features extracted from EEG for classification of 
EEG maturity of newborns at ages 36 and 41 (36/41),  
and  37 and  39 (37/39)  weeks post-conception.  Each 
age group was represented by 110 sleep EEG record-
ings. As the EEG maturity of preterm (36 weeks) and 
full-term (41 weeks) newborns is different, the accur-
acy of classification of these EEGs is expected high. In 
contrast,  we  expect  that  EEG  maturity  patterns  of 
newborns at ages of 37 and 39 weeks are more close, 
and the classification accuracy is expected lower. 
Table 2. Correlation between the post­con­
ceptional age and rate of segments detected 
by the K­S, A­D and t­test after removal of 
EEG artifacts
Artifacts, % K­S A­D t­test
AR1 0.28  0.08 -0.84 -0.84 -0.76
AR2 0.29  0.20 -0.71 -0.79 -0.7
Figure 1. Correlation between the post­
conceptional age and the segment rates after 
removal of EEG artifacts
The EEGs have been cleaned from the amplitude 
artifacts  and  then  segmented  into  pseudo-stationary 
intervals by using the proposed technique. In the ex-
periments,  we used three  different  sets  of EEG fea-
tures. 
 The Set 1 has comprised the conventional 36 spec-
tral  features  which  are  the  absolute  and  relative 
powers computed in the standard six frequency bands 
for  the C3 and C4 electrodes and their sum.
The Sets 2 and  3 have comprised the features in-
cluded in Set 1 and the new features representing the 
non-stationarity of an  EEG recording  estimated with 
the proposed SPS-based techniques which employ the 
K-S and A-D tests, respectively. The new features in-
cludes the segment rate and 10-bin histograms of the 
pseudo-stationary intervals ranging from 2s to 20s. 
Table 3 shows the average performances P and en-
tropies E of DT ensembles along with 2 intervals ob-
tained for the Bayesian classification of EEG of new-
borns at ages 36/41 and 37/39. The performances were 
evaluated within the 5-fold cross-validation. 
The BMA over DTs has been implemented as de-
scribed in  Section 2 and  run  with  the following set-
tings.  The  length  of  the  burn-in  and  post  burn-in 
phases  was set  to  100,000  and  10,000,  respectively. 
The minimal number of data samples allowed to be in 
DT nodes was 2. The proposal variance was given 1.0, 
and the probabilities of birth, death, change-split, and 
change-rule moves were 0.15,  0.15,  0.1 and  0.6,  re-
spectively. 
Under these setting, the acceptance rate was around 
0.4 in both phases, and the DT became stationary after 
growing to six nodes. Table 3 shows the performances 
of the BMA over DTs employing the Sets 1, 2, and 3, 
respectively. We can observe that for classification of 
ages at 36 and 41 weeks the features of Set 3 improve 
the performance, on average, by 6.4%, and Set 2 only 
by 3.7%. For classification of ages at 37 and 39 weeks, 
the gains are  10.0%, and 8.7%, respectively. 
Besides, the new features included in Set 3 decrease 
the uncertainty of DT ensembles in  term of entropy. 
The mean entropy of the DT ensembles has been re-
duced from 24.2 to 15.0 for classification of newborns 
at 36 and 41 weeks, and from 6.1 to 4.9 for classifica-
tion of newborns at 37 and 39 weeks.
5. Conclusions and Discussion
We explored  the  feature  extraction  techniques  for 
the Bayesian assessment of EEG maturity in full and 
preterm newborns in the context that the continuity of 
the EEG is the most influential feature in assessment 
of the  brain  development.  We introduced EEG “sta-
tionarity” which is assessed by adaptive segmentation 
of the EEG into pseudo-stationary intervals.  Our  as-
sumption is based on the clinical observations that the 
continuous EEG patterns with mixed frequencies and 
low variation in amplitude become longer,  while dis-
continuous  patterns  with  higher  amplitude  variation 
and slow activity in bursts become shorter during the 
brain  development.  We expected that  longer  pseudo-
stationary segments would be correlated with the con-
tinuous patterns,  and  shorter  segments  with  the  dis-
continuous  patterns.  Thus  we hypothesized  that  the 
rate of the pseudo-stationary intervals is highly correl-
ated with the EEG maturity of newborns.
We  proposed  the  new  Spectral  Power  Statistics 
(SPS)  technique  testing  the  hypothesis  of  similarity 
between the distributions of spectral powers in the ad-
joined EEG intervals.  We explored the robustness of 
this technique to EEG artifacts and found that the rate 
of pseudo-stationary intervals is highly correlated with 
EEG maturity ( = -0.84, and p < 0.0001). 
The performances of the proposed SPS-based seg-
mentation  techniques have been explored within  the 
conventional  X2,  t-test,  Anderson-Darling  (A-D) and 
Kolmogorov-Smirnov (K-S) tests.  We found that  the 
A-D test and K-S tests provide a better performance in 
terms of the correlation coefficient value. 
The  histograms  of the  pseudo-stationary  intervals 
were used to extend  the  conventional  set  of spectral 
features for the Bayesian assessment of EEG maturity 
of newborns at ages 36 and 41 weeks as well as 37 and 
39 weeks. The use of the new features has been shown 
increasing the accuracy of age classification by 6.3% 
and 10.0%, respectively, for these age groups. Overall, 
the  classification  accuracies  have  been  increased  to 
90.9% and 75.4%, respectively. 
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Table 3. Performances of age classification with the different sets of features 
Set 1  Set 2  Set 3 
Weeks P, % E P, % E P, % E
36/41 83.68.7 24.26.6 87.312.3 16.96.0 90.09.4 15.03.5
37/39 64.56.1 38.42.7 73.212.6 35.93.0 74.510.8 34.04.9
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