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Abstract
Generalized quantum statistics such as para-Fermi statistics is characterized by
certain triple relations which, in the case of para-Fermi statistics, are related to the
orthogonal Lie algebra Bn = so(2n + 1). In this paper, we give a quite general
definition of “a generalized quantum statistics associated to a classical Lie algebra
G”. This definition is closely related to a certain Z-grading of G. The generalized
quantum statistics is then determined by a set of root vectors (the creation and
annihilation operators of the statistics) and the set of algebraic relations for these
operators. Then we give a complete classification of all generalized quantum statis-
tics associated to the classical Lie algebras An, Bn, Cn and Dn. In the classification,
several new classes of generalized quantum statistics are described.
†Permanent address: Institute for Nuclear Research and Nuclear Energy, Boul. Tsarigradsko Chaussee
72, 1784 Sofia, Bulgaria
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I Introduction
In classical quantum statistics one works exclusively with Bose and Fermi statistics
(bosons and fermions). A historically important extension or generalization of these
quantum statistics has been known for 50 years, namely the para-Bose and para-Fermi
statistics as developed by Green [1]. Instead of the classical bilinear commutators or
anti-commutators as for bosons and fermions, para-statistics is described by means of
certain trilinear or triple relations. For example, for n pairs of para-Fermi creation and
annihilation operators f ξi (ξ = ± and i = 1, . . . , n), the defining relations are:
[[f ξj , f
η
k ], f
ǫ
l ] =
1
2
(ǫ− η)2δklf ξj −
1
2
(ǫ− ξ)2δjlf ηk , (1.1)
ξ, η, ǫ = ± or ± 1; j, k, l = 1, . . . , n.
About ten years after the introduction of para-Fermi relations by Green, it was proved that
these relations are associated with the orthogonal Lie algebra so(2n+ 1) = Bn [2]. More
precisely, the Lie algebra generated by the 2n elements f ξi , with ξ = ± and i = 1, . . . , n,
subject to the relations (1.1), is so(2n+1) (as a Lie algebra defined by means of generators
and relations). In fact, this can be considered as an alternative definition instead of the
common definition by means of Chevalley generators and their known relations expressed
by means of the Cartan matrix elements (inclusive the Serre relations). Moreover, there is
a certain representation of so(2n+1), the so-called Fermi representation F , that yields the
classical Fermi relations. In other words, the representatives F(f ξi ) satisfy the bilinear
relations of classical Fermi statistics. Thus the usual Fermi statistics corresponds to a
particular realization of para-Fermi statistics. For general para-Fermi statistics, a class of
finite dimensional so(2n+ 1) representations (of Fock type) needs to be investigated.
Twenty years after the connection between para-Fermi statistics and the Lie algebra
so(2n + 1), a new connection, between para-Bose statistics and the orthosymplectic Lie
superalgebra osp(1|2n) = B(0, n) [3] was discovered [4]. The situation here is similar: the
Lie superalgebra generated by 2n odd elements bξi , with ξ = ± and i = 1, . . . , n, subject
to the triple relations of para-Bose statistics, is osp(1|2n) (as a Lie superalgebra defined
by means of generators and relations). Also here there is a particular representation of
osp(1|2n), the so-called Bose representation B, that yields the classical Bose relations,
i.e. where the representatives B(bξi ) satisfy the relations of classical Bose statistics. For
more general para-Bose statistics, a class of infinite dimensional osp(1|2n) representations
needs to be investigated, and one of these representations corresponds with ordinary Bose
statistics.
From these historical examples it is clear that para-statistics, as introduced by Green [1]
and further developed by many other research teams (see [5] and the references therein),
can be associated with representations of the Lie (super)algebras of class B (namely Bn
and B(0, n)). The question that arises is whether alternative interesting types of gener-
alized quantum statistics can be found in the framework of other classes of simple Lie
algebras or superalgebras. In this paper we shall classify all the classes of generalized
quantum statistics for the classical Lie algebras An, Bn, Cn and Dn, by means of their
algebraic relations. In a forthcoming paper we hope to perform a similar classification for
the classical Lie superalgebras.
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We should mention that certain generalizations related to other Lie algebras have
already been considered [6]-[10], although a complete classification was never made. For
example, for the Lie algebra sl(n+1) = An [7], a set of creation and annihilation operators
has been described, and it was shown that n pairs of operators aξi , with ξ = ± and
i = 1, . . . , n, subject to the defining relations
[[a+i , a
−
j ], a
+
k ] = δjka
+
i + δija
+
k ,
[[a+i , a
−
j ], a
−
k ] = −δika−j − δija−k , (1.2)
[a+i , a
+
j ] = [a
−
i , a
−
j ] = 0,
(i, j, k = 1, . . . , n), generate the special linear Lie algebra sl(n + 1) (as a Lie algebra
defined by means of generators and relations). Just as in the case of para-Fermi relations,
(1.2) has two interpretations. On the one hand, (1.2) describes the algebraic relations of
a new kind of generalized statistics, in this case A-statistics or statistics related to the
Lie algebra An. On the other hand, (1.2) yields a set of defining relations for the Lie
algebra An in terms of generators and relations. Observe that certain microscopic and
macroscopic properties of A-statistics have already been studied [11]-[12].
The description (1.2) was given for the first time by N. Jacobson [13] in the context
of “Lie triple systems”. Therefore, this type of generators is often referred to as the
“Jacobson generators” of sl(n+ 1). In this context, we shall mainly use the terminology
“creation and annihilation operators (CAOs) for sl(n+ 1)”.
In the following section we shall give a precise definition of “generalized quantum
statistics associated with a Lie algebraG” and the corresponding creation and annihilation
operators. It will be clear that this notion is closely related to gradings of G, and to regular
subalgebras of G. Following the definition, we go on to describe the actual classification
method. In the remaining sections of this paper, the classification results are presented.
The paper ends with some closing remarks and further outlook.
II Definition and classification method
Let G be a (classical) Lie algebra. A generalized quantum statistics associated with G is
determined by a set of N creation operators x+i and N annihilation operators x
−
i . Inspired
by the para-Fermi case and the example of A-statistics, these 2N operators should satisfy
certain conditions. First of all, these 2N operators should generate the Lie algebra G,
subject to certain triple relations like (1.1) or (1.2). Let G+1 and G−1 be the subspaces
of G spanned by these elements:
G+1 = span{x+i ; i = 1 . . . , N}, G−1 = span{x−i ; i = 1 . . . , N}. (2.1)
Then [G+1, G+1] can be zero (in which case the creation operators mutually commute, as
in (1.2)) or non-zero (as in (1.1)). A similar statement holds for the annihilation operators
and [G−1, G−1]. The fact that the defining relations should be triple relations, implies that
it is natural to make the following requirements:
[[x+i , x
+
j ], x
+
k ] = 0,
3
[[x+i , x
+
j ], x
−
k ] = a lineair combination of x
+
l ,
[[x+i , x
−
j ], x
+
k ] = a lineair combination of x
+
l ,
[[x+i , x
−
j ], x
−
k ] = a lineair combination of x
−
l ,
[[x−i , x
−
j ], x
+
k ] = a lineair combination of x
−
l ,
[[x−i , x
−
j ], x
−
k ] = 0.
So let G±2 = [G±1, G±1] and G0 = [G+1, G−1], then we may require G−2⊕G−1⊕G0⊕G+1⊕
G+2 (direct sum as vector spaces) to be a Z-grading of a subalgebra of G. Furthermore,
since we want G to be generated by the 2N elements subject to the triple relations, one
must have G = G−2 ⊕G−1 ⊕G0 ⊕G+1 ⊕G+2.
There are two additional assumptions, again inspired by the known examples (1.1)
and (1.2). One is related to the fact that creation and annihilation operators are usually
considered to be each others conjugate. So, let ω be the standard antilinear anti-involutive
mapping of the Lie algebra G (characterized by ω(x) = x† in the standard defining
representation of G, where x† denotes the transpose complex conjugate of the matrix x in
this representation) then we should have ω(x+i ) = x
−
i . And finally, we shall assume that
the generating elements x±i are certain root vectors of the Lie algebra G.
Definition 1 Let G be a classical Lie algebra, with antilinear anti-involutive mapping ω.
A set of 2N root vectors x±i (i = 1, . . . , N) is called a set of creation and annihilation
operators for G if:
• ω(x±i ) = x∓i ,
• G = G−2 ⊕G−1 ⊕ G0 ⊕ G+1 ⊕ G+2 is a Z-grading of G, with G±1 = span{x±i , i =
1 . . . , N} and Gj+k = [Gj , Gk].
The algebraic relations R satisfied by the operators x±i are the relations of a generalized
quantum statistics (GQS) associated with G.
So a GQS is characterized by a set {x±i } of CAOs and the set of algebraic relations R
they satisfy. A consequence of this definition is that G is generated by G−1 and G+1, i.e.
by the set of CAOs. Furthermore, since Gj+k = [Gj , Gk], it follows that
G = span{xξi , [xξi , xηj ]; i, j = 1, . . . , N, ξ, η = ±}. (2.2)
This implies that it is necessary and sufficient to give all relations of the following type:
(R1) The set of all linear relations between the elements [xξi , x
η
j ] (ξ, η = ±, i, j =
1, . . . , N).
(R2) The set of all triple relations of the form [[xξi , x
η
j ], x
ζ
k] = linear combination of x
θ
l .
So in general R consists of a set of quadratic relations (linear combinations of elements
of the type [xξi , x
η
j ]) and a set of triple relations. This also implies that, as a Lie algebra
defined by generators and relations, G is uniquely characterized by the set of generators
x±i subject to the relations R.
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Another consequence of this definition is that G0 itself is a subalgebra of G spanned
by root vectors of G, i.e. G0 is a regular subalgebra of G. Even more: G0 is a regular
subalgebra containing the Cartan subalgebra H of G. And by the adjoint action, the
remaining Gi’s are G0-modules. Thus the following technique can be used in order to
obtain a complete classification of all GQS associated with G:
1. Determine all regular subalgebras G0 of G. If not yet contained in G0, replace G0
by G0 +H .
2. For each regular subalgebra G0, determine the decomposition of G into simple G0-
modules gk (k = 1, 2, . . .).
3. Investigate whether there exists a Z-grading of G of the form
G = G−2 ⊕G−1 ⊕G0 ⊕G+1 ⊕G+2, (2.3)
where each Gi is either directly a module gk or else a sum of such modules g1⊕g2⊕· · ·,
such that ω(G+i) = G−i.
The first stage in this technique is a known one: to find regular subalgebras one can
use the method of extended Dynkin diagrams [14]. The second stage is straightforward
by means of Lie algebra representation techniques. The third stage requires most of the
work: one must try out all possible combinations of the G0-modules gk, and see whether
it is possible to obtain a grading of the type (2.3). In this process, if one of the simple
G0-modules gk is such that ω(gk) = gk, then it follows that this module should be part of
G0. In other words, such a case reduces essentially to another case with a larger regular
subalgebra.
In general, when the rank of the semi-simple regular subalgebra is equal or close to the
rank of G, the corresponding Z-grading of G is “short” in the sense that Gi = 0 for |i| > 1
or |i| > 2. When the rank of the regular subalgebra becomes smaller, the corresponding
Z-grading of G is “long”, and Gi 6= 0 for |i| > 2. Thus the analysis shows that it is usually
sufficient to consider maximal regular subalgebras (same rank), or almost maximal regular
subalgebras (rank of G minus 1 or 2).
Note that in [10] a definition of CAOs was already given. Our Definition 1 is inspired
by the definition in [10], however it is different in the sense that the grading conditions
Gj+k = [Gj , Gk] are new. It is thanks to these new conditions that we are able to give a
complete classification of CAOs and the corresponding GQS.
In the following sections we shall give a summary of the classification process for the
classical Lie algebras An, Bn, Cn and Dn. Note that, in order to identify a GQS associated
with G, it is sufficient to give only the set of CAOs, or alternatively, to give the subspace
G−1 (then the x
−
i are the root vectors of G−1, and x
+
i = ω(x
−
i ) ). The set R then consist
of all quadratic relations (i.e. the linear relations between the elements [xξi , x
η
j ]) and all
triple relations, and all of these relations follow from the known commutation relations in
G. Because, in principle, R can be determined from the set {x±i ; i = 1, . . . , N}, we will
not always give it explicitly. In fact, when N is large, the corresponding relations can
become rather numerous and long. Such examples of GQS would be too complicated for
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applications in physics. For this reason, we shall give R explicitly only when N is not too
large, more precisely when N is either equal to the rank of G or at most double the rank
of G.
Finally, observe that two different sets of CAOs {x±i ; i = 1 . . . , N} and {y±i ; i =
1 . . . , N} (sameN) are said to be isomorphic if, for a certain permutation τ of {1, 2, . . . , N},
the relations between the elements x±
τ(i) and y
±
i are the same. In that case, the regular
subalgebra G0 spanned by {[x+i , x−j ]} is isomorphic (as a Lie algebra) to the regular sub-
algebra spanned by {[y+i , y−j ]}.
III The Lie algebra An = sl(n + 1)
Let G be the special linear Lie algebra sl(n+ 1), consisting of traceless (n+ 1)× (n+ 1)
matrices. The Cartan subalgebra H of G is the subspace of diagonal matrices. The
root vectors of G are known to be the elements ejk (j 6= k = 1, . . . , n + 1), where ejk is
a matrix with zeros everywhere except a 1 on the intersection of row j and column k.
The corresponding root is ǫj − ǫk, in the usual basis. The anti-involution is such that
ω(ejk) = ekj. The simple roots and the Dynkin diagram of An are given in Table 1, and
so is the extended Dynkin diagram.
In order to find regular subalgebras of G = An, one should delete nodes from the
Dynkin diagram of G or from its extended Dynkin diagram. We shall start with the
ordinary Dynkin diagram of An, and subsequently consider the extended diagram.
Step 1. Delete node i from the Dynkin diagram. The corresponding diagram is the
Dynkin diagram of sl(i) ⊕ sl(n− i + 1), so G0 = H + sl(i) ⊕ sl(n− i + 1). In this case,
there are only two G0 modules and we can put
G−1 = span{ekl; k = 1, . . . , i, l = i+ 1, . . . , n+ 1}, G+1 = ω(G−1). (3.1)
Therefore sl(n + 1) has the following grading:
sl(n+ 1) = G−1 ⊕G0 ⊕G+1, (3.2)
and the number of creation and annihilation operators is N = i(n− i+1). Note that the
cases i and n+ 1− i are isomorphic.
The most interesting cases are those with i = 1 and i = 2, for which we shall explicitly
give the relations R between the CAOs.
For i = 1, N = n, the rank of An. Putting
a−j = e1,j+1, a
+
j = ej+1,1, j = 1, . . . , n, (3.3)
(for An, the possible sets {x±i } will be denoted {a±i }, for Bn, they will be denoted {b±i },
etc.) the corresponding relations R read (j, k, l = 1, . . . , n):
[a+j , a
+
k ] = [a
−
j , a
−
k ] = 0,
[[a+j , a
−
k ], a
+
l ] = δjka
+
l + δkla
+
j , (3.4)
[[a+j , a
−
k ], a
−
l ] = −δjka−l − δjla−k .
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These are the relations of A-statistics [6]-[7], [10]-[12] as considered in the Introduction.
For i = 2, N = 2(n− 1), let
a−−j = e1,j+2, a
−
+j = e2,j+2, j = 1, . . . , n− 1,
a+−j = ej+2,1, a
+
+j = ej+2,2, j = 1, . . . , n− 1. (3.5)
Now the corresponding relations are (ξ, η, ǫ = ±; j, k, l = 1, . . . , n− 1):
[a+ξj , a
+
ηk] = [a
−
ξj , a
−
ηk] = 0,
[a+ξj , a
−
−ξk] = 0, j 6= k,
[a+−j , a
−
−k] = [a
+
+j , a
−
+k], j 6= k,
[a++j , a
−
−j] = [a
+
+k, a
−
−k], (3.6)
[a+−j , a
−
+j] = [a
+
−k, a
−
+k],
[[a+ξj , a
−
ηk], a
+
ǫl ] = δηǫδjka
+
ξl + δξηδkla
+
ǫj,
[[a+ξj , a
−
ηk], a
−
ǫl ] = −δξǫδjka−ηl − δξηδjla−ǫk.
These relations are already more complicated than (3.4). But they are still defining
relations for the Lie algebra An.
Step 2. Delete node i and j from the Dynkin diagram. By the symmetry of the Dynkin
diagram, it is sufficient to consider 1 ≤ i ≤ ⌊n
2
⌋ and i < j < n + 1 − i. We have
G0 = H + sl(i)⊕ sl(j − i)⊕ sl(n+ 1− j). In this case, there are six simple G0-modules.
All the possible combinations of these modules give rise to gradings of the form
sl(n+ 1) = G−2 ⊕G−1 ⊕G0 ⊕G+1 ⊕G+2.
There are essentially three different ways in which these G0-modules can be combined.
To characterize these three cases, it is sufficient to give only G−1:
G−1 = span{ekl, elp; k = 1, . . . , i, l = i+ 1, . . . , j, p = j + 1, . . . , n+ 1}, (3.7)
with N = (j − i)(n + 1− j + i);
G−1 = span{ekl, epk; k = 1, . . . , i, l = i+ 1, . . . , j, p = j + 1, . . . , n+ 1}, (3.8)
with N = i(n+ 1− i);
G−1 = span{ekl, elp; k = 1, . . . , i, p = i+ 1, . . . , j, l = j + 1, . . . , n+ 1}, (3.9)
with N = j(n+ 1− j).
It turns out that the sets of CAOs corresponding to (3.8) and (3.9) are isomorphic to
(3.7), so it is sufficient to consider only (3.7). Each case of (3.7) with 1 ≤ i ≤ ⌊n
2
⌋ and
i < j < n+ 1− i gives rise to a distinct GQS. For reasons explained earlier, we shall give
the corresponding set of relations explicitly only for small N . In this case, it is interesting
to give R for j − i = 1, because then the number of creation or annihilation operators is
N = n. One can label the CAOs as follows:
a−k = ek,i+1, a
+
k = ei+1,k, k = 1, . . . , i;
a−k = ei+1,k+1, a
+
k = ek+1,i+1, k = i+ 1, . . . , n. (3.10)
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Using
〈k〉 =
{
0 if k = 1, . . . , i
1 if k = i+ 1, . . . , n
(3.11)
the quadratic and triple relations read:
[a+k , a
+
l ] = [a
−
k , a
−
l ] = 0, k, l = 1, . . . , i or k, l = i+ 1, . . . , n,
[a−k , a
+
l ] = [a
+
k , a
−
l ] = 0, k = 1, . . . , i, l = i+ 1, . . . , n, (3.12)
[[a+k , a
−
l ], a
+
m] = (−1)〈l〉+〈m〉δkla+m + (−1)〈l〉+〈m〉δlma+k , k, l = 1, . . . , i or k, l = i+ 1, . . . , n,
[[a+k , a
−
l ], a
−
m] = −(−1)〈l〉+〈m〉δkla−m − (−1)〈l〉+〈m〉δkma−l , k, l = 1, . . . , i or k, l = i+ 1, . . . , n,
[[aξk, a
ξ
l ], a
−ξ
m ] = −δkmaξl + δlmaξk, k = 1, . . . , i, l = i+ 1, . . . , n,
[[aξk, a
ξ
l ], a
ξ
m] = 0, (ξ = ±; k, l,m = 1, . . . , n).
The existence of the set of CAOs (3.10) is pointed out in [6] as a possible example. The
relations (3.12) with n = 2m and i = m are the commutation relations of the so called
causal A-statistics investigated in [9].
Step 3. If we delete 3 or more nodes from the Dynkin diagram, the resulting Z-gradings
of sl(n+1) are no longer of the form sl(n+1) = G−2⊕G−1⊕G0⊕G+1⊕G+2, but there
would be non-zero Gi with |i| > 2, so these cases are not relevant for our classification.
Step 4. Next, we move on to the extended Dynkin diagram of G. If we delete node i from
the extended Dynkin diagram, then remaining diagram is again of type An, so G0 = G,
and there are no CAOs.
Step 5. If we delete node i and j from the extended Dynkin diagram (0 ≤ i < j ≤ n+1),
then sl(n+ 1) = G−1 ⊕G0 ⊕G+1 with G0 = H + sl(j − i)⊕ sl(n− j + i+ 1), and
G−1 = span{ekl; k = i+ 1 . . . , j, l 6= i+ 1, . . . , j}.
The number of annihilation operators is N = (j − i)(n + 1− j + i). It is not difficult to
see that all these cases are isomorphic to those of Step 1. This can also be deduced from
the symmetry of the Dynkin diagram.
Step 6. If we delete nodes i, j and k from the extended Dynkin diagram (i < j < k),
then the corresponding Z-gradings are of the form
sl(n+ 1) = G−2 ⊕G−1 ⊕G0 ⊕G+1 ⊕G+2.
All the corresponding CAOs, however, are isomorphic to those of Step 2 (which can again
be seen from the remaining Dynkin diagram).
Step 7. If we delete 4 or more nodes from the extended Dynkin diagram, the correspond-
ing Z-grading of sl(n + 1) has no longer the required properties (i.e. there are non-zero
subspaces Gi with |i| > 2).
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IV The Lie algebra Bn = so(2n + 1)
G = so(2n+ 1) is the subalgebra of sl(2n + 1) consisting of matrices of the form:

 a b cd −at e
−et −ct 0

 , (4.1)
where a is any (n× n)-matrix, b and d are antisymmetric (n× n)-matrices, and c and e
are (n × 1)-matrices. The Cartan subalgebra H of G is again the subspace of diagonal
matrices. The root vectors and corresponding roots of G are given by:
ejk − ek+n,j+n ↔ ǫj − ǫk, j 6= k = 1, . . . , n,
ej,k+n − ek,j+n ↔ ǫj + ǫk, j < k = 1, . . . , n,
ej+n,k − ek+n,j ↔ −ǫj − ǫk, j < k = 1, . . . , n,
ej,2n+1 − e2n+1,j+n ↔ ǫj , j = 1, . . . , n,
en+j,2n+1 − e2n+1,j ↔ −ǫj , j = 1, . . . , n.
The anti-involution is such that ω(ejk) = ekj. The simple roots, the Dynkin diagram and
the extended Dynkin diagram of Bn are given in Table 1. Just as for An, we now start the
process of deleting nodes from the Dynkin diagram or from the extended Dynkin diagram.
Step 1. Delete node 1 from the Dynkin diagram. The remaining diagram is that of Bn−1,
so G0 = H + so(2n− 1) ≡ H +Bn−1. There are two G0-modules:
G−1 = span{e1,2n+1 − e2n+1,n+1, e1,k+n − ek,n+1, e1k − ek+n,n+1; k = 2, . . . , n}, (4.2)
and G+1 = ω(G−1). Thus so(2n+ 1) has the following grading:
so(2n+ 1) = G−1 ⊕G0 ⊕G+1
and the number of (mutually commuting) creation and annihilation operators is N =
2n− 1. Let us denote the CAOs by:
b−00 = e1,2n+1 − e2n+1,n+1, b+00 = e2n+1,1 − en+1,2n+1,
b−−k = e1,n+k+1 − ek+1,n+1, b+−k = en+k+1,1 − en+1,k+1, k = 1, . . . , n− 1, (4.3)
b−+k = e1,k+1 − en+k+1,n+1, b++k = ek+1,1 − en+1,n+k+1, k = 1, . . . , n− 1.
The corresponding relations R are given by (ξ, η, ǫ = 0,±; i, j, k = 1, . . . , n− 1):
[b+ξi, b
+
ηj ] = [b
−
ξi, b
−
ηj ] = 0,
[b+−i, b
−
−j ] = [b
−
+i, b
+
+j], i 6= j,
[b+00, b
−
−j] = [b
−
00, b
+
+j],
[b+00, b
−
+j] = [b
−
00, b
+
−j], (4.4)
[[b+ξi, b
−
ηj ], b
+
ǫk] = δijδξηb
+
ǫk + δjkδηǫb
+
ξi − δikδξ,−ǫb+−ηj ,
[[b+ξi, b
−
ηj ], b
−
ǫk] = −δijδξηb−ǫk − δikδξǫb−ηj + δjkδη,−ǫb−−ξi.
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Step 2. Delete node i (i = 2, . . . , n) from the Dynkin diagram; then the corresponding
subalgebra is G0 = H + sl(i)⊕ so(2(n− i)+ 1). Now there are four G0-modules, with the
following grading for G:
so(2n+ 1) = G−2 ⊕G−1 ⊕G0 ⊕G+1 ⊕G+2
with
G−1 = span{ej,2n+1 − e2n+1,n+j, ej,k+n − ek,n+j, ejk − ek+n,n+j;
j = 1, . . . , i, k = i+ 1, . . . , n}, (4.5)
G−2 = span{ej,k+n − ek,j+n; 1 ≤ j < k ≤ i}.
The number of the annihilation operators is N = 2i(n− i) + i. The most interesting case
is that with i = n: this is the para-Fermi case presented in the Introduction. Indeed, let
f−j =
√
2(ej,2n+1 − e2n+1,n+j), f+j =
√
2(e2n+1,j − en+j,2n+1), j = 1, . . . , n. (4.6)
Then there are no quadratic relations, and R consists of triple relations only:
[[f ξj , f
η
k ], f
ǫ
l ] =
1
2
(ǫ− η)2δklf ξj −
1
2
(ǫ− ξ)2δjlf ηk , (4.7)
ξ, η, ǫ = ± or ± 1; j, k, l = 1, . . . , n.
Step 3. Delete two or more nodes from the Dynkin diagram. Then the corresponding
Z-grading of so(2n + 1) has no longer the required properties (i.e. there are non-zero Gi
with |i| > 2).
Step 4. Now we turn to the extended Dynkin diagram. Deleting node i from this
diagram, leaves the Dynkin diagram of so(2n + 1) for i = 0, 1, of so(2n) for i = n, of
sl(2)⊕sl(2)⊕so(2n−3) for i = 2, of sl(4)⊕so(2n−5) for i = 3, and of so(2i)⊕so(2n−2i+1)
for i ≥ 4. In all these cases there is only one G0-module, so there are no contributions to
our classification.
Step 5. Delete the adjacent nodes (i− 1) and i (i = 3, . . . , n) from the extended Dynkin
diagram. The remaining diagram is that of G˜0 = sl(2)⊕ sl(2)⊕ so(2(n− i)+1) for i = 3,
of G˜0 = sl(4)⊕ so(2(n− i) + 1) for i = 4, and of G˜0 = so(2(i− 1))⊕ so(2(n− i) + 1) for
i > 4. In each case, there are five G˜0-modules gk, one of which is invariant under ω (say
g1). Then one has to put G0 = H + G˜0 + g1, and in each case one finds G0 ≡ H +Bn−1.
Now, there are only two G0-modules and
so(2n+ 1) = G−1 ⊕G0 ⊕G+1
with
G−1 = span{ei,2n+1 − e2n+1,n+i, eik − ek+n,n+i, ei,k+n − ek,n+i; k 6= i = 1, . . . , n}. (4.8)
The number of the anihilation operators is N = 2n−1, and all these cases are isomorphic
to those of Step 1.
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Step 6. Delete two nonadjacent nodes from the extended Dynkin diagram, say i and j,
i < j, i, j 6= 0, 1. The remaining diagram is that of G˜0 = so(2i)⊕sl(j−i)⊕so(2(n−j)+1)
(if i = 2 we have sl(2)⊕ sl(2) instead of so(2i)). There are seven G˜0-modules gk, one of
which (say g1) with ω(g1) = g1. Thus one has to take G0 = H + G˜0 + g1, and this is in
fact G0 ≡ H + so(2(n− j + i) + 1)⊕ sl(j − i)
The corresponding grading is:
so(2n+ 1) = G−2 ⊕G−1 ⊕G0 ⊕G+1 ⊕G+2
with
G−1 = span{ek,2n+1 − e2n+1,n+k, ekl − el+n,n+k, ek,n+l − el,n+k;
k = i+ 1, . . . , j, l = 1, . . . , i, j + 1, . . . , n},
G−2 = span{ek,n+l − el,n+k; i+ 1 ≤ k < l ≤ j}. (4.9)
The number of the annihilation operators is N = 2(j − i)(n− j + i) + j − i, and all these
cases turn out to be isomorphic to those of Step 2.
Step 7. If we delete 3 or more nodes from the extended Dynkin diagram, the correspond-
ing Z-grading of so(2n+ 1) has no longer the required properties (i.e. there are non-zero
subspaces Gi with |i| > 2).
V The Lie algebra Cn = sp(2n)
G = sp(2n) is the subalgebra of sl(2n) consisting of matrices of the form:
(
a b
c −at
)
, (5.1)
where a is any (n× n)-matrix, and b and c are symmetric (n× n)-matrices. The Cartan
subalgebra H consist of the diagonal matrices, and the root vectors and corresponding
roots of G are:
ejk − ek+n,j+n ↔ ǫj − ǫk, j 6= k = 1, . . . , n,
ej,k+n + ek,j+n ↔ ǫj + ǫk, j ≤ k = 1, . . . , n,
ej+n,k + ek+n,j ↔ −ǫj − ǫk, j ≤ k = 1, . . . , n.
The simple roots, Dynkin diagram and extended Dynkin diagram are given in Table 1.
Again, the anti-involution is such that ω(ejk) = ekj. Next, we describe the process of
deleting nodes and its consequences for the classification of GQS.
Step 1. Delete node i (i = 1, . . . , n − 1) from the Dynkin diagram. The remaining
diagram is that of sl(i)⊕ sp(2(n− i)), so G0 = H + sl(i)⊕ sp(2(n− i)). There are four
G0-modules, leading to the following grading:
sp(2n) = G−2 ⊕G−1 ⊕G0 ⊕G+1 ⊕G+2
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with
G−1 = span{ek,n+l + el,n+k, ekl − en+l,n+k; k = 1, . . . , i, l = i+ 1, . . . , n}, (5.2)
G−2 = span{ek,n+l + el,n+k; 1 ≤ k ≤ l ≤ i}.
The number of the annihilation operators is N = 2i(n − i). The most interesting cases
are i = 1 and i = n− 1, which we shall describe in more detail.
For i = 1, let us denote the CAOs by
c−−j = e1,n+j+1 + ej+1,n+1, c
−
+j = e1,j+1 − en+j+1,n+1, j = 1, . . . , n− 1,
c+−j = en+j+1,1 + en+1,j+1, c
+
+j = ej+1,1 − en+1,n+j+1, j = 1, . . . , n− 1. (5.3)
Then the corresponding relations R read, with ξ, η, ǫ, γ = ± or ±1, and j, k, l = 1, . . . , n−
1:
[cηξj, c
η
ξk] = 0,
[c+−j, c
−
−k] = [c
−
+j, c
+
+k], j 6= k,
[c−−j, c
−
+k] = [c
+
−j, c
+
+k] = 0, j 6= k,
[[c+ξj, c
−
ηk], c
+
ǫl ] = δξηδjkc
+
ǫl + δηǫδklc
+
ξj + (−1)ηǫδξ,−ǫδjlc+−ηk, (5.4)
[[c+ξj, c
−
ηk], c
−
ǫl ] = −δξηδjkc−ǫl − δξǫδjlc−ηk + (−1)ξηδη,−ǫδklc−−ξj,
[[cξ−j, c
ξ
+k], c
−ξ
ηl ] = 2ηδjkc
ξ
−ηl,
[[cγξj, c
γ
ηk], c
γ
ǫl] = 0.
For i = n− 1, let us also denote the CAOs by c±j :
c−−j = ej,2n + en,n+j, c
−
+j = ejn − e2n,n+j , j = 1, . . . , n− 1,
c+−j = e2n,j + en+j,n, c
+
+j = enj − en+j,2n, j = 1, . . . , n− 1. (5.5)
Now, the corresponding relations read, with ξ, η, ǫ, γ = ± or ±1, j, k, l = 1, . . . , n− 1:
[cηξj, c
η
ξk] = 0,
[c++j , c
−
−k] = [c
−
+j , c
+
−k] = 0, j 6= k,
[[cǫξj, c
−ǫ
ξk ], c
ǫ
ηl] = ξηδjkc
ǫ
ηl + δklc
ǫ
ηj ,
[[cǫ+j , c
−ǫ
−k], c
ξ
ηl] = (ǫξ − η)δjkcξ−ηl, (5.6)
[[cǫ+j , c
ǫ
−k], c
−ǫ
ξl ] = −ξδjlcǫ−ξk − ξδklcǫ−ξj,
[[cγξj, c
γ
ηk], c
γ
ǫl] = 0.
This set of CAOs, together with their relations (5.6), was constructed earlier in [6]. Also
the CAOs (5.3) were already mentioned in [6] as a possible example, without giving the
actual relations (5.4).
Step 2. When node n is deleted from the Dynkin diagram of Cn, the corresponding
diagram is that of sl(n), and G0 = H + sl(n). In this case, there are two G0-modules,
and sp(2n) has the grading sp(2n) = G−1 ⊕G0 ⊕G+1 with
G−1 = {ej,n+k + ek,n+j; 1 ≤ j ≤ k ≤ n}. (5.7)
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There are N = n(n+1)
2
commuting annihilation operators, and the relations R will not be
given explicitly.
Step 3. Upon deleting two or more nodes from the Dynkin diagram of Cn, the corre-
sponding Z-gradings have no longer the required property (there are non-zero Gi with
|i| > 2).
Step 4. Now we turn to the extended Dynkin diagram. Deleting one node from this
diagram leads to a situation with only one G0-module, irrelevant for our classification.
Step 5. Delete the adjacent nodes (i− 1) and i (i = 2, . . . , n) from the extended Dynkin
diagram. The remaining diagram is that of G˜0 = sp(2(i− 1)) ⊕ sp(2(n− i)). There are
seven G˜0-modules gk, one of which satisfies ω(g1) = g1. Putting G0 = H + G˜0 + g1, it
turns out that G0 ≡ H + Cn−1. In that case, there are only four G0-modules and G has
the grading sp(2n) = G−2 ⊕G−1 ⊕G0 ⊕G+1 ⊕G+2 with
G−1 = span{ei,n+j + ej,n+i, eij − en+j,n+i; j 6= i = 1, . . . , n}. (5.8)
The number of the annihilation operators is N = 2(n−1), and all these cases are isomor-
phic to the i = 1 case of Step 1.
Step 6. Delete two nonadjacent nodes i < j (excluding the case i = 1 and j = n) from
the extended Dynkin diagram. The remaining diagram is that of G˜0 = sp(2i)⊕sl(j− i)⊕
sp(2(n − j)). There are again seven G˜0-modules gk, among which one with ω(g1) = g1.
Then G0 = H+G˜0+g1 ≡ H+sl(j− i)⊕sp(2(n−j+ i)). There are only four G0-modules
and the grading is sp(2n) = G−2 ⊕G−1 ⊕G0 ⊕G+1 ⊕G+2 with
G−1 = span{ek,n+l + el,n+k, ekl − en+l,n+k; k = i+ 1, . . . , j, l 6= i+ 1, . . . , j}. (5.9)
The number of annihilation operators is N = 2(j − i)(n− j + i), and all these cases are
isomorphic to those of Step 1 with i 6= 1.
Step 7. Delete node 1 and n from the extended Dynkin diagram. The remaining diagram
is that of sl(2)⊕ sl(n− 1). With G0 = sl(2)⊕ sl(n− 1), there are four G0-modules and
the corresponding grading is sp(2n) = G−2 ⊕G−1 ⊕G0 ⊕G+1 ⊕G+2 with
G−1 = span{e1,n+k + ek,n+1, ek1 − en+1,n+k; k = 2, . . . , n}. (5.10)
This case is isomorphic to the i = n− 1 case of Step 1.
Step 8. If we delete 3 or more nodes from the extended Dynkin diagram, the corre-
sponding Z-grading of sp(2n) has no longer the required properties (i.e. there are non-zero
subspaces Gi with |i| > 2).
VI The Lie algebra Dn = so(2n)
G = so(2n) is the subalgebra of sl(2n) consisting of matrices of the form:
(
a b
c −at
)
, (6.1)
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where a is any (n×n)-matrix, and b and c are antisymmetric (n×n)-matrices. The Cartan
subalgebra H consist of the diagonal matrices, and the root vectors and corresponding
roots of G are:
ejk − ek+n,j+n ↔ ǫj − ǫk, j 6= k = 1, . . . , n,
ej,k+n − ek,j+n ↔ ǫj + ǫk, j < k = 1, . . . , n,
ej+n,k − ek+n,j ↔ −ǫj − ǫk, j < k = 1, . . . , n.
The simple roots, Dynkin diagram and extended Dynkin diagram are given in Table 1.
Again, the anti-involution is such that ω(ejk) = ekj. Next, we describe the process of
deleting nodes and its consequences for the classification of GQS.
Step 1. When node 1 is deleted from the Dynkin diagram of Dn, the remaining diagram
is that of Dn−1, so G0 = H +Dn−1 = H + so(2(n− 1)). There are two G0-modules,
G−1 = span{e1i − en+i,n+1, e1,n+i − ei,n+1; i = 2, . . . , n}, (6.2)
and G+1 = ω(G−1). G has the corresponding grading so(2n) = G−1 ⊕ G0 ⊕ G+1, and
there are N = 2(n− 1) commuting annihilation operators. Denoting the CAOs by
d−−i = e1,n+i+1 − ei+1,n+1, d−+i = e1,i+1 − en+i+1,n+1, i = 1, . . . , n− 1,
d+−i = en+i+1,1 − en+1,i+1, d++i = ei+1,1 − en+1,n+i+1, i = 1, . . . , n− 1, (6.3)
then, for ξ, η, ǫ = ± and i, j, k = 1, . . . , n− 1, the relations R are given by:
[dǫξi, d
ǫ
ηj ] = 0,
[d+−i, d
−
+i] = [d
+
+i, d
−
−i] = 0, (6.4)
[[d+ξi, d
−
ηj ], d
−
ǫk] = −δξηδijd−ǫk − δξǫδikd−ηj + δη,−ǫδjkd−−ξ,i,
[[d+ξi, d
−
ηj ], d
+
ǫk] = δξηδijd
+
ǫk + δηǫδjkd
+
ξi − δξ,−ǫδikd+−η,j.
Although the relations (6.4) are new, the existence of the set of CAOs (6.3) was pointed
out in [6].
Step 2. When node i (i = 2, . . . , n− 2) is deleted from the Dynkin diagram of Dn, the
remaining diagram is that of sl(i)⊕ so(2(n− i)) (or sl(n− 2)⊕ sl(2)⊕ sl(2) in the case
i = n − 2). With G0 = sl(i) ⊕ so(2(n − i)), there are four G0-modules, and so(2n) has
the following grading so(2n) = G−2 ⊕G−1 ⊕G0 ⊕G+1 ⊕G+2 with
G−1 = span{ekl − en+l,n+k, ek,n+l − el,n+k; k = 1, . . . , i, l = i+ 1, . . . , n}. (6.5)
The number of annihilation operators is N = 2i(n− i).
Step 3. Delete node n− 1 or n from the Dynkin diagram; the remaining diagram is that
of sl(n), and G0 = H + sl(n). There are only two G0-modules and G has the grading
so(2n) = G−1 ⊕G0 ⊕G+1, with
G−1 = span{ej,n+k − ek,n+j; 1 ≤ j < k ≤ n− 1} ∪
span{ejn − e2n,n+j; j = 1, . . . , n− 1}, for i = n− 1, (6.6)
G−1 = span{ej,k+n − ek,j+n; 1 ≤ j < k ≤ n}, for i = n.
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There are N = n(n−1)
2
commuting annihilation operators, and these two cases are isomor-
phic. The relations are not given explicitly.
Step 4. Upon deleting two nodes i and j (i < j = 1, . . . , n− 2) or more from the Dynkin
diagram of Dn, the corresponding Z-gradings have no longer the required property (there
are non-zero Gi with |i| > 2).
Step 5. Delete nodes n − 1 and n from the Dynkin diagram. The remaining diagram
is that of sl(n − 1). For G0 = H + sl(n − 1), there are six G0-modules. There are
three different ways in which these G0-modules can be combined, each of them yielding a
Z-grading of the form so(2n) = G−2 ⊕G−1 ⊕G0 ⊕G+1 ⊕G+2, namely:
G−1 = span{ejn − e2n,n+j, ej,2n − en,n+j; j = 1, . . . , n− 1}, (6.7)
G−1 = span{ejn − e2n,n+j, j = 1, . . . , n− 1;
en+j,k − en+k,j, 1 ≤ j < k ≤ n− 1}, (6.8)
G−1 = span{ej+n,n − e2n,j , j = 1, . . . , n− 1;
ej,k+n − ek,j+n, 1 ≤ j < k ≤ n− 1}. (6.9)
For (6.7), we have N = 2(n − 1); for (6.8) and (6.9), we have N = n(n−1)
2
. It turns out
that (6.8) and (6.9) are isomorphic to each other. Here, we shall give the relations only
for (6.7). Denote the CAOs of (6.7) by
d−−i = ei,2n − en,n+i, d−+i = ein − e2n,n+i, i = 1, . . . , n− 1,
d+−i = e2n,i − en+i,n, d++i = eni − en+i,2n, i = 1, . . . , n− 1. (6.10)
Then, with ξ, η, ǫ, γ = ± or ±1 and i, j, k = 1, . . . , n− 1, the relations are explicitly given
by:
[dηξi, d
η
ξj] = 0,
[d+−i, d
−
+j] = [d
+
+i, d
−
−j] = 0,
[d−+i, d
−
−i] = [d
+
+i, d
+
−i] = 0,
[[dγξi, d
γ
ηj], d
γ
ǫk] = 0, (6.11)
[[dξ+i, d
ξ
−j], d
−ξ
ǫk ] = −δikdξ−ǫj + δjkdξ−ǫi,
[[dηξi, d
−η
ξj ], d
η
ǫk] = ξǫδijd
η
ǫk + δjkd
η
ǫi.
The set of CAOs (6.10) with relations (6.11) is the example that was considered earlier
in [6] and [8].
Step 6. Now we move to the extended Dynkin diagram. Deleting node i leaves the
Dynkin diagram of so(2n) for i = 0, 1, n− 1, n, of sl(2)⊕ sl(2)⊕ so(2(n− 2)) for i = 2, of
sl(3)⊕ so(2(n− 3)) for i = 3, and of = so(2i)⊕ so(2(n− i)) for i ≥ 4. In all these cases
there is only one G0-module, so there are no contributions to our classification.
Note that deleting nodes i and j (1 < i < j < ⌊n+1
2
⌋) from the extended Dynkin diagram
is equivalent to delete nodes (n− j) and (n− i).
Step 7. Delete the adjacent nodes (j − 1) and j. For j = 1 we are back to Step 1,
and for j = 2 to Step 2 with i = 2. For j ≥ 3 the remaining diagram is that of
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G˜0 = so(2(j−1))⊕so(2(n− j)) (for j = 3 this is sl(2)⊕sl(2)⊕so(2(n− j)) and for j = 4
this is sl(4) ⊕ so(2(n − j))). There are five G˜0-modules gk, one with ω(g5) = g5, so one
has to put G0 = H + G˜0 + g5 ≡ H + so(2(n− 1)). Now, there are only two G0-modules,
G has the grading so(2n) = G−1 ⊕G0 ⊕G+1, and all these cases are isomorphic to those
of Step 1.
Step 8. Delete the nonadjacent nodes i and j (i < j − 1) from the extended Dynkin
diagram. The remaining diagram is that of G˜0 = so(2i)⊕sl(j−i)⊕so(2(n−j)) (for i = 2
this is sl(2)⊕sl(2)⊕sl(j−i)⊕so(2(n−j)); for i = 3 this is sl(3)⊕sl(j−i)⊕so(2(n−j))).
There are nine G˜0-modules gk, one with ω(g9) = g9. Putting G0 = H + G˜0 + g9 ≡
H + sl(j − i) ⊕ so(2(n − j + i)), there are only four G0-modules. All these cases are
isomorphic to those of Step 2.
Step 9. If we delete 3 or more nodes from the extended Dynkin diagram, the corre-
sponding Z-grading of so(2n) has no longer the required properties (i.e. there are non-zero
subspaces Gi with |i| > 2).
VII Summary and conclusions
We have obtained a complete classification of all GQS associated with the classical Lie
algebras. The familiar cases (para-Fermi statistics and A-statistics) appear as simple
examples in our classification. It is worth observing that some other examples in this
classification are also rather simple. The GQS given in (3.6) and (3.12), e.g., seem to be
closely related to A-statistics, except that there are two kind of ‘particles’ corresponding
to the CAOs (see (3.5) and (3.11)). The GQS of type D given in (6.4) has also particularly
simple defining relations. For convenience, a comprehensive summary of the classification
of all GQS is given in Table 2.
As we have already mentioned in the main text, several cases in our classification
appear as examples in Ref. [7]-[12] and in Palev’s thesis [6]. In these papers or in the
thesis, however, no classification is given: only a number of examples inspired by the
para-Fermi case are considered. Furthermore, for some of these examples Fock type
representations are constructed.
In order to study the physical properties of a GQS, one should determine the action
of the CAOs in a Fock space. Thus one is automatically led to representation theory.
Here, the Lie algebraic framework is useful, since a lot is known about Lie algebra rep-
resentations. Apart from other properties to be satisfied, these Fock spaces should be
‘unitary’ (with respect to the given anti-involution ω). Whether the class of finite dimen-
sional representations of G plays a role, or whether it is a class of infinite dimensional
representations, depends on the choice of ω. With the standard choice considered in this
paper, the unitary representations are finite dimensional. For another choice of ω (still
with ω(G−1) = G+1, but no longer all +-signs in ω(x
−
i ) = ±x+i ), our classification of GQS
remains valid, but the unitary representations will be infinite dimensional.
It is only after a classification of the Fock spaces for a particular GQS that one can
study its macroscopic and microscopic properties. Such a program is feasable, and can
give rise to interesting quantum statistical properties. For example, for A-statistics, the
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microscopic properties (i.e. the properties of the CAOs and their action on the Fock spaces)
have been described in [7]-[11], whereas the macroscopic properties (i.e. the statistical
properties of ensembles of ‘particles’ satisfying this GQS) have been studied in [12]. We
hope that some other cases of this classification will yield similar interesting GQS.
From the mathematical point of view, a set of CAOs together with a complete set of
relations R unambiguously describes the Lie algebra. So each case of our classification
also gives the description of a classical Lie algebra in terms of a number of generators
subject to certain relations. This can also be reformulated in terms of the notion of Lie
triple systems [13]. According to the definition, a Lie triple system L of an associative
algebra A is a subspace of A that is closed under the ternary composition [[a, b], c], where
[a, b] = ab−ba. It is easy to see that in our case the subspace G−1⊕G+1 (i.e. the subspace
spanned by all CAOs) is a Lie triple system for the universal enveloping algebra U(G).
This paper was devoted to classical Lie algebras only. The exceptional Lie algebras
are not considered here. Although it would be possible to perform a mathematical clas-
sification of the GQS associated with G2, F4, E6, E7 and E8, it is obvious that in such a
case the number of CAOs is a fixed integer. For physical applications, it is of importance
that the number of CAOs is not a fixed number but an integer parameter N . In fact, in
quantum field theoretical applications, one is mainly interested in the case N →∞.
As mentioned in the introduction, para-Bose statistics is connected with a Lie superal-
gebra, the orthosymplectic superalgebra osp(1|2n). In a future paper, we hope to classify
all GQS associated with the classical Lie superalgebras.
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Table 1. Classical Lie algebras, their (extended) Dynkin diagrams with a labelling of the
nodes and the corresponding simple roots.
Lie algebra Dynkin diagram extended Dynkin diagram
An
(n > 0)
nnn–13221 n+1
nn–121
ε −εε   −εε −εε −ε
1 2 n–1 n
0
221 n–1 nn3
1n+1
n+1
ε   −ε
ε −εε   −εε −εε −ε
Bn
(n > 1)
nnn–13221
εε   −εε −εε −ε
nn–121 21
21
nnn–14332
0
1
nn–132
−ε −ε
ε −ε
εε   −εε −εε −ε
Cn
(n > 2)
2εε   −εε −εε −ε
21 nn–1
nnn–13221 2ε− 2εε   −εε −εε −ε
0 nn–121
1 nnn–13221
Dn
(n > 3)
n
n
1
n–1
n–1
n–1n–2322
ε    +ε
ε    −ε
ε   −εε −εε −ε
n
n–1
n–221
−ε −ε
ε −ε
ε    +ε
ε    −ε
ε   −εε −εε −ε
n–1
21
21
nn–1
n
n–1n–24332
0
1
n
n–1
n–232
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Table 2. Summary of the classification: all non-isomorphic GQS associated with a clas-
sical Lie algebra are given. For each GQS, we list: the Dynkin diagram of G0 (described
in terms of the Dynkin diagram D of G), the subspace G−1 (as a reference to the main
text), the number of annihilation operators (N), and the relations R (if given in the text).
Lie Dynkin diagram G−1 N R
algebra of G0
An
D − {i}
(i ≤ ⌊n+12 ⌋)
(3.1) i(n+ 1− i) i = 1 : (3.4)
i = 2 : (3.6)
D − {i, j}
(i ≤ ⌊n2 ⌋
i < j < n+ 1− i)
(3.7) (j − i)(n + 1− j + i) j − i = 1 : (3.12)
Bn D − {1} (4.2) 2n− 1 (4.4)
D − {i}
(2 ≤ i ≤ n) (4.5) 2i(n − i) + i i = n: (4.7)
Cn
D − {i}
(1 ≤ i ≤ n− 1) (5.2) 2i(n − i)
i = 1 : (5.4)
i = n− 1 : (5.6)
D − {n} (5.7) n(n+1)2 -
Dn D − {1} (6.2) 2(n− 1) (6.4)
D − {i}
(2 ≤ i ≤ n− 2) (6.5) 2i(n − i) -
D − {n} (6.6) n(n−1)2 -
D − {n− 1, n} (6.7)
(6.8)
2(n − 1)
n(n−1)
2
(6.11)
-
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