For the two-sample location problem we consider a general class of tests, all members of it are based on U-statistics. The asymptotic efficicacies are investigated in detail. We construct an adaptive test where all statistics involved are suitably chosen U-statistics. It is shown the adaptive test proposed has good asymptotic and finite power properties.
Introduction
Let X 1 , . . . , X n 1 and Y 1 , . . . , Y n 2 be independent random samples from populations with absolutely continuous distribution functions F (x) and F (x − ϑ), ϑ ∈ R, respectively. We wish to test
The Wilcoxon-Mann-Whitney test is the most familiar nonparametric test for this problem. It was generalized to linear rank tests with various other scores, such as the Median test, the normal scores test and the Savage test are proposed, see e.g. Hájek,Šidak and Sen (1999) .
Another generalization is to consider a class of tests based on U-statistics. This interesting class of tests has been attached considerable attraction in the literature (cf. e.g. Deshpande and Kochar (1982) , Shetty and Govindarajulu (1988) , Kumar (1997) , Xie and Priebe (2000) ).
Following Kumar, Singh andÖztürk (2003) a general class U k,i of Ustatistics is defined in Section 2. Local alternatives of the form ϑ = θ N = θ/ √ N, N = n 1 + n 2 , are considered and the asymptotic efficacies of the tests based on U k,i are compared detailly in Section 3. It is shown that there are different tests of this type which are efficient for densities with short, medium or long (right or left) tails, respectively. For example, the test based on U 5,1 is efficient for densities with short tails, and that based on U 5,3 is efficient for densities with long tails. However, the practising statistician has generally no clear idea on the underlying density, thus he/she should apply an adaptive test which takes into account the given data set. In Sections 4 and 5 two versions of such an adaptive test are proposed, one of them is distributionfree. The adaptive tests first classify the underlying distribution with respect to some measures like (right and left) tailweight and skewness and then select an appropriate test based on U-statistics. In Section 6 a simulation study is performed and the finite power is compared with the asymptotic power. It is shown that one of the adaptive tests behaves well also for moderate sample sizes.
Test statistics
We consider the class of U-statistics, which was proposed by Kumar, Singh andÖztürk (2003) . Let k and i be fixed integers such that 1 ≤ i ≤ k ≤ min(n 1 , n 2 ). Define Φ i (x 1 , . . . , x k , y 1 , . . . , y k ) =      2 if x (i)k < y (i)k and x (k−i+1)k < y (k−i+1)k 1 if either x (i)k < y (i)k or x (k−i+1)k < y (k−i+1)k 0 otherwise, where x (i)k is the ith order statistic in a subsample of size k from the Xsample (and likewise for y's). Let U k,i be the U-statistic associated with kernel Φ i , i.e.
U k,i = n 1 n 2
where the summation extends over all possible combinations (r 1 , . . . , r k ) of k integers from {1, . . . , n 1 } and all possible combinations (s 1 , . . . , s k ) of k integers from {1, . . . , n 2 }. The null hypothesis H 0 is rejected in favour of H 1 for large values of U k,i .
Remark:
The following special cases are of particular interest.
For i = 1 and k = 1 we have the Wilcoxon-Mann-Whitney test.
For i = 1 or i = k we have the Despande-Kochar test (cf. Despande and Kochar, 1982) .
For i = (k + 1)/2 we have the Kumar-test (cf. Kumar, 1997) . where E and Var denote the expectation and variance rescpectively. Moreover, let F (i)k (.) be the cummulative distribution function of the ith order statistics of a sample of size k.
Proposition 2.1 (cf. Kumar, Singh andÖztürk, 2003 
Remark: Under H 0 we have η k,i = 0 and
where ρ k,i depends on k and i only. The expression for ρ k,i is rather long, that is why we do not write it out. It can be found in Kumar, Singh and Oztürk (2003) .
The asymptotic efficacies
The asymptotic Pitman efficacies AE of the statistics U k,i under the alternative θ N = N −1/2 · θ are given by
where f (·) denotes the probability density function belonging to the c.d.f. F (·) and
(cf. Kumar, Singh andÖztürk, 2003) .
(Note that the asymptotic efficacy is defined by the limit of η 2 k,i /σ 2 k,i .) To obtain procedures that are practically important also for moderate to small sample sizes we restrict the further investigations to the case of small k, k ≤ 5.
We compute the asymptotic Pitman efficacies for all tests U k,i with 1 ≤ i ≤ k, k ≤ 5. Values of the factors C 2 k,i (f ) for various densities are presented in Table 1 . The L-DE density was proposed by Policello and Hettmansperger (1976) , the U-L by Gastwirth (1965) , the RST is named after Tukey, cf. Ramberg and Schmeiser (1972, 1974) , CN( , σ) is the scale contaminated normal with contaminating proportion , Mielke denotes the Mielke (1972) density and BT is the density of Box and Tiao (1962) .
The bolded entries denote the, for the given density, asymptotically best test among the considered tests. On the first view we see that the columns for U 3,1 , U 5,1 and U 5,3 have the most bolded entries. This observation gives rise to the idea to base an adaptive test on these few statistics. (The classical test U 1,1 is also included in the adaptive test.)
For various densities asymptotic power functions (together with finite power functions) are given in Figures 3 and 4 .
The blue dotted line is for U 1,1 , the violet short-dashed line for U 3,1 , the green long-dashed line for U 5,1 , the red dashed-dotted line for U 5,3 (and the black continuous line for the adaptive test, see below).
Applying a similar idea of Hall and Joiner (1982) the content of information in the asymptotic efficacy matrix is analysed by a principal component analysis where the densities are the observations and the efficacies of the U i,j are the variables. The first principal component explains already 96% of the variabilty (Figure 1 ). For better visibility we preferred a two-dimensional plot. In Figure 1 nearly symmetric densities with short tails (S) are denoted by a green plus, that with medium tails (Ml and Mh) by a violet star and a blue X and that with long tails (L) with a red dot. (Ml and Mh stand for medium to light tails and medium to heavy tails respectively.) Skew densities are denoted by a black plus (short tails, s) and a yellow star (medium tails, m) respectively. The dots (L) denote densities with long tails, the stars (M and m) denote densities with medium tails, and the plus (S and s) denote densities with short tails. The small letters (m and s) are for skew densities. On the left side we have densities with long tails, in the centre that with medium tails, and on the right that with short tails. For an exact definition what we understand by long, medium and short tails see below. On the first view we see that the AE(U k,i ) classify the densities according to their tailweight. The skewness seems to play a marginal role only.
Selector statistics
There are some proposals for adaptive tests for the two-sample location problem in the literature, see e.g. Hogg (1974 Hogg ( , 1982 , Hogg, Fisher and Randles (1975) , Ruberg (1986) and Büning (1994) . We apply the concept of Hogg (1974) , that is, to classify at first the type of the underlying density with respect to one measure of skewnessŝ and to three measures of tailweightt, Figure 1 : The first two principal components of the asymptotic efficacy matrix of Table 1 6 t r andt l , which are defined bŷ
whereQ(u) is the so-called classical quantile estimate of F −1 (u),
where δ = N · u + 1/2 − j and j = N · u + 1/2 . Note thatt l andt r are measures of left tailweight and right tailweight, respectively.
In Tables 2 and 3 the values of the corresponding theoretical measures s, t, t r and t l , for various selected densities are presented. (For symmetric densities we have s = 0 and t = t r = t l .)
Comparing Table 1 with Tables 2 and 3 roughly we see that U 5,1 is the asymptotically best test for symmetric densities with small tailweight, U 3,1 for symmetric densities with small to medium tailweight, U 1,1 for symmetric densities with medium to larger tailweight, and U 5,3 for symmetric densities with large tailweight. The tests U 3,1 and U 1,1 should be included in a adaptive test since they are the (asymptotically) best for the normal and for the logistic density, respectively (at least among the considered tests).
The measure of skewness gives no clear classification idea. That is why we consider left tailweight t l and right tailweight t r , and classify densities as densities with partially short tails if t l < 1.55 or t r < 1.55. They are classified to have partially medium tails if t l < 1.8 or t r < 1.8 and if they have not partially short tails.
Presentation of the adaptive test
The reasoning of the last two sections gives rise to the following adaptive test.
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Define regions E 1 , . . . , E 7 of R 4 which are based on the so called selector statisticŜ = (ŝ,t,t l ,t r )
"nearly symmetric, short tails" (S) E 2 = {1.55 ≤t < 1.65, |ŝ| ≤ 0.2} "nearly symmetric, light medium tails" (Ml) E 3 = {1.65 ≤t ≤ 1.8, |ŝ| ≤ 0.2} "nearly symmetric, heavy medium tails" (Mh) E 4 = {t > 1.8, |ŝ| ≤ 0.2} "nearly symmetric, long tails" (L) E 5 = {(t l < 1.55 ∨t r < 1.55), |ŝ| > 0.2} "skew, partially short tails" (s) E 6 = {(t l > 1.65 ∧t r > 1.65), |ŝ| > 0.2} "skew, long tails" (l) E 7 = {t l ≥ 1.55,t r ≥ 1.55, |ŝ| > 0.2} \E 6 "skew, partially medium tails" (m) whereŝ,t,t l andt r are given by (1) to (3). Note that there was no density which belongs to class E 6 .
Looking again at Tables 2 and 3 we see that the vast majority of densities is classified correctly, i.e. they fall in that class that has the highest asymptotic power. If the classification is not correct, then the efficacy loss is very small in almost all cases. In Table 1 the chosen test is underlined if it is not already the (bolded) best. Now, we propose the Adaptive test A which is based on the four Ustatistics U 5,1 , U 3,1 , U 1,1 , and U 5,3 . We denote the tests by (5,1), (3,1), (1,1) and (5,3), respectively.
In Figure 2 the corresponding adaptive scheme is given. As indicated above the skewness plays only a marginal role. It is included in the adaptive scheme implicitely by left and right tailweight.
The two-stage procedure defined above is asymptoticaly distribution-free since the selector statistic S is based on the order statistic only and the U-statistics are based on the ranks only.
The Adaptive test A is only asymptotically distribution-free because asymptotic critical values are used in the adaptive scheme. 
Proof:
The proposition follows from the total probability theorem and from the consistency of the selector statistics, i.e.
where c αh is the (1 − α)-quantile of the asymptotic null distribution of T h .
Remark: For the Cauchy the factor σ F is given by σ F = σ Cau = F −1 (Φ(1)) = 1.8373. This factor is introduced to have similar power values for the various distributions.
The Adaptive test A(Ŝ) is based on selector statistics computed from the pooled sample. However, location differences may effect the estimates of tailweight and skewness. That is why we consider also a modification A(Ŝ ) of the adaptive test, where tailweights and skewness are estimated from the single samples. Letŝ i andt i ,t l,i andt r,i , i = 1, 2 be statistics of the form (1) to (3) for skewness and tailweight, left tailweight and right tailweight, respectively. Applying the A(Ŝ )-test the statisticŝ
are used instead ofŝ,t,t l andt r . This procedure is also asymptotically distribution-free. However, it is not distribution-free also if the exact critical values are used. This property is due to the fact that the selector statistic is no longer based on the pure order statistic.
Remark: Another adaptive test which is also based on U-statistics, but with another classes of U-statistics (and in another context) is proposed in Kössler (2005) . It turns out, that the adaptive test presented here is better for the majority of considered densities, especially for short tail densities (uniform, exponential).
Remark: Other candidates for an adaptive test are linear combinations of U-statistics which are proposed by Xie and Priebe (2002) . The authors define two families, there denoted by C r,s and W C r,s , of generalized Mann-WhitneyWilcoxon (GMWW) statistics and of weighted generalized Mann-WhitneyWilcoxon (WGMWW) statistics and investigate the case r = s (r and s are the subsample sizes, r = s = k in our notation). For unimodal densities the possible gain in asymptotic power is very small if linear combinations of U-statistics are admissed (except perhaps for the normal). An idea may be to use the optimal linear combination of U-statistics if the density is normal or nearly normal. However, this will complicate the adaptive procedure and, perhaps, decrease the power for other densities (that are classified in the same class as the normal). For multimodal densities the consideration of tests of the class WGMWW seems to be useful. densities (except for the doubleexponential), we restrict to the scores GA, WI, LT and HFR, and call the corresponding adaptive scheme B(S) (where the form of S is not of interest here). In Table 4 we take, for some densities, that tests that are, asymptotically, the two best among the tests in the Adaptive schemes A(S) and B(S), respectively.
For the classical densities considered the U-statistics based test A(S) has slightly higher asymptotic power than the test B(S). (For the logistic they are, of course, the same.) For the densities U-L (0.75) and L-D (0.75) that are 'optimal' densities for the tests GA and LT (cf. Büning and Kössler, 1999) it is vice versa.
Simulation study
In order to assess whether the asymptotic theory can also be applied for medium to small sample sizes a simulation study (10,000 replications each) is performed. We choose the following six distributions:
-Uniform distribution (density with small tailweight), -Normal distribution (density with medium tailweight), -Logistic distribution (density with medium tailweight), -Double exponential distribution (density with large tailweight), -Cauchy distribution (density with very large tailweight), -Exponential distribution (very skew density)
We consider the four single tests U 5,1 , U 3,1 , U 1,1 , U 5,3 and the two Adaptive tests A(S) and A(S ). The sample sizes n 1 = n 2 = 10, n 1 = n 2 = 40 and the alternatives θ N = N −1/2 θσ F with various θ are considered. Recall that the factor σ F denotes the standard deviation of the underlying distribution function F . The factor σ F is introduced to have similar values of the power function. (For the Cauchy density the factor is set to σ F = σ Cau = F −1 (Φ(1)) = 1.8373.) The Adaptive test A(S ) is slightly anticonservative, also for n 1 = n 2 = 40, with correspondingly slightly higher power than the Adaptive test A(S) (except for the Cauchy). This test is not considered here. For n 1 = n 2 = 40 the results of the simulation study are summarized in Figures 3 and 4 . The blue dotted line is for U 1,1 , the violet short-dashed line for U 3,1 , the green longdashed line for U 5,1 , the red dashed-dotted line for U 5,3 and the continuous line is for the Adaptive test A(S). At first we see that, for n 1 = n 2 = 40 the finite power is well approximated by the asymptotic power (except for the Cauchy). Moreover, it can be seen that, for a given density, there is always, sometimes together with another test, a single test which is the best. The test U 5,1 is the best for the uniform and for the exponential (together with the Adaptive test A(S)), the test U 1,1 is the best for the normal and for the logistic density, and the test U 5,3 is the best for the doubleexponential and for the Cauchy. All these facts are not surprising. Also, not surprisingly, the tests U 5,1 and U 5,3 may be bad for some densities. The tests U 1,1 and A(S) are, over all densities, the best. However, for the uniform and for the exponential densities the adaptive test is clearly better.
For the Cauchy density, somewhat surprisingly, the test U 1,1 is clearly better than the adaptive tests. The Adaptive test A(S ) is better than A(S). The reason for these facts is, that for small and moderate sample sizes, the misclassification rate into the class E 1 is relatively large.
Conclusions
What are the results of our study? At first, we see that the finite power of the considered tests based on U-statistics can be well approximated by their asymptotic power. Second, there are modifications of the "classical" MannWhitney test MW that may have (considerably) higher power than MW for symmetric as well asymmetric densities. Third, the Adaptive test A(S) is a serious concurrent for the Wilcoxon-Mann-Whitney test U 1,1 for moderate to large sample sizes. 
