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Abstract
We prove the existence of scarred eigenstates for star graphs with scattering matri-
ces at the central vertex which are either a Fourier transform matrix, or a matrix that
prohibits back-scattering. We prove the existence of scars that are half-delocalised on
a single bond. Moreover we show that the scarred states we construct are maximal
in the sense that it is impossible to have quantum eigenfunctions with a significantly
lower entropy than our examples.
These scarred eigenstates are on graphs that exhibit generic spectral statistics of
random matrix type in the large graph limit, and, in contrast to other constructions,
correspond to non-degenerate eigenvalues; they exist for almost all choices of lengths.
1 Introduction
The possibility of existence of scarred quantum eigenstates has been a mystery of quantum
mechanics since the intriguing suggestion of Heller [1] that for a quantum Hamiltonian
corresponding to a chaotic classical limit, subsequences of eigenfunctions can converge in
the high energy limit to a measure supported on one-or-more short unstable periodic orbits.
This is the “strong” notion of scarring, as compared to the phenomenon of weak scarring,
in which states are averaged over energy windows that are semiclassically increasing in
size and which is now well-understood [2, 3, 4, 5, 6, 7].
Mathematically rigorous constructions of quantum scars have been found in some
model systems: for quantum cat maps [8], and for some families of quantum graphs
[9, 10], the topic to which the present article is devoted. (See also [11, 12, 13] for results
pertaining to eigenfunctions which localise around other invariant structures.) In the
opposite direction, in certain situations it has been rigorously proved that scars cannot
exist. These are models for which the quantum unique ergodicity property holds [14, 15].
In one sense, the question of “perfect” scarring as strictly described above has also been
settled for a broad class of systems. On compact Riemann surfaces whose geodesic flow is
chaotic, the entropy of quantum limits of eigenfunctions has a strictly positive lower bound
[16, 17, 18]. A limiting measure supported on a finite union of periodic orbits would have
entropy zero, and is thus ruled-out. However, the possibility remains open of a quantum
limit that has a positive proportion of its mass supported on a periodic orbit, with the
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remaining mass, say equi-distributed. For a surface of constant negative curvature the
results of [17] put a lower bound of 12 on the entropy of quantum limits, meaning that at
most half the mass can be carried by periodic orbits. The scars constructed on cat maps
in [8] are also half-localised on periodic orbits and half equi-distributed, which was proved
to be the maximal amount of delocalisation possible in that context in [19].
The study of statistical properties of quantum eigenfunctions and eigenvalues, par-
ticularly when the underlying classical system is chaotic, is part of the field of quantum
chaos. The study of Schro¨dinger operators on one-dimensional networks is a prominent
part of this field, going by the name of ‘quantum graphs’ [20, 21, 22, 23, 24, 25, 26, 27, 28,
29, 30, 31, 9, 32, 33] (the list of references is highly-incomplete but gives a flavour of the
subject). In this article we report on constructions of scarred eigenfunctions of quantum
graphs, that in some cases exhibit maximal delocalisation. We defer a full introduction to
the quantum graphs to section 2, mentioning here only the necessary facts to introduce
our results.
A graph is a network of vertices and bonds on which waves propagate and are scattered
in accordance with scattering matrices attached to each vertex. An eigenfunction is a
standing wave, which may be completely described by 2B-dimensional vector a giving
the complex amplitudes of the wave on each directed bond. We will be interested in
subsequences of eigenvectors converging to a limit that shows localisation—significant
enhanced amplitude on certain subsets of bonds.
Colin de Verdie`re [9] has studied scarred eigenvectors of quantum graphs with Kirchhoff
scattering matrices at all vertices, and proved that for irrational and independent bond
lengths there exist subsequences of eigenfunctions which fully localise onto simple paths
that are either: closed paths, or connect two distinct vertices of degree one (the former
was initially observed in [7], the latter may be seen as a significant generalisation of an
earlier result [10] by the authors). In [9] a convergence result is proved that will be a key
tool in our analyses (see theorem 2.1 below).
Our main results concern star graphs, but we will focus on alternative choices of
boundary conditions. Star graphs are graphs with a single central vertex surrounded by
B outlying vertices (see figure 1 below). It has been known for some time [34, 10] that
there exist subsequences of eigenfunctions that localise on a pair of bonds for quantum
star graphs with irrational bond lengths and Kirchhoff boundary conditions at the central
vertex. We study certain non-Kirchhoff boundary conditions that have attracted interest
in the subject1 and prove that there exist subsequences of eigenfunctions that half-localise
on a single bond.
By ‘half-localise’ we mean that there exist limits of eigenfunctions which are an equal
superposition of a state with all mass equally-distributed to all bonds, and a state that
is fully concentrated on a single bond. These eigenfunctions are maximally scarred, as
measured by their entropy, a fact which we show in section 3.
The boundary conditions that we consider for the star graphs are those given by the
Fourier transform matrix, and equi-transmitting matrices [35]. Both kinds of matrices
are unitary; Fourier transform matrices have all components with equal amplitude, and
equi-transmitting matrices have all off-diagonal components having equal amplitudes and
diagonal entries zero.
The 6×6 Fourier transform matrix and an example of a 6×6 equi-transmitting matrix
1Principally because, in constrast to Kirchhoff star graphs, they exhibit spectral statistics agreeing with
Random Matrix Theory; see the discussion below.
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are
F6 = 1√
6

1 1 1 1 1 1
1 ω ω2 ω3 ω4 ω5
1 ω2 ω4 1 ω2 ω4
1 ω3 1 ω3 1 ω3
1 ω4 ω2 1 ω4 ω2
1 ω5 ω4 ω3 ω2 1
 , E6 =
1√
5

0 1 1 1 1 1
1 0 1 −1 −1 1
1 1 0 1 −1 −1
1 −1 1 0 1 −1
1 −1 −1 1 0 1
1 1 −1 −1 1 0
 ,
(1.1)
with ω = eipi/3. Fourier transform matrices exist in any size, but it is not known whether
or not n × n equi-transmitting matrices exist for every n > 3 (it is known that no 3 × 3
equi-transmitting matrix exists). For example the authors are unaware of the existence of
a 7× 7 equi-transmitting matrix.
Our motivation for considering star graphs quantised with these scattering matrices
comes from a consideration of the statistics of eigenvalues. For a quantum system arising
as the quantisation of a classically chaotic system, the Random Matrix conjecture [36, 37]
states that generically the eigenvalues do not occur independently, but rather are correlated
at scales of the size of the mean spacing in exactly the same way as the limit in large matrix
size of eigenvalues of ensembles of random matrices. The appropriate ensemble is governed
by broad properties of the system such as whether it exhibits time-reversal invariance.
In earlier cases where eigenfunctions of quantum systems are rigorously know to scar [8,
10], the corresponding spectral correlations are different from those predicted by Random
Matrix Theory (see [38] and [22, 25]). This does not invalidate the Random Matrix
conjecture; it simply makes those systems non-generic. Also, the construction in [8] makes
essential use of the fact that the corresponding eigenspaces are highly degenerate, so the
fact that our eigenstates are simple is notable.
Star graphs with Fourier transform scattering matrices and equi-transmitting scat-
tering matrices are expected to give spectral statistics consistent with the predictions of
Random Matrix Theory [39] as the size of the graph tends to infinity. Our results, together
with those of [9] establish the existence of scarred eigenfunctions in systems where (in the
limit of large graph size) the spectral statistics seem to be generic for chaotic systems.
Our results presented in sections 3–5 involve analyses of rank-one perturbations of
certain complex Hadamard matrices and complex conference matrices, which may be of
independent interest.
2 Quantum graphs
We introduce, in a brief way, the main definitions and ideas of quantum graphs. For details
not given here we refer to [40], the review articles [41, 39] and the seminal papers [20, 21]
on quantum chaos on graphs.
A graph Γ = (V,E) consists of a set of vertices V and bonds (or edges) E with bonds
connecting pairs of vertices. Our results are for star graphs. These are graphs with B
bonds each connecting outlying vertices to a single central vertex (see figure 1).
We make a graph Γ into a metric graph by associating a positive length Lb to each
bond b ∈ E. It is convenient to record the bond lengths in a vector L = (Lb)b∈E ∈ RB>,
where B is the number of bonds. In many applications, and indeed sometimes below, the
bond lengths L will be chosen to be irrational and linearly independent over Q.
A metric graph is made into a quantum graph by one of two procedures. The first such
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Figure 1: A star graph with B bonds
procedure specifies a differential operator—usually of Schro¨dinger type—on the edges of
the graph and matching conditions at the vertices. The second procedure, more popular
in physical applications [42, 43, 44], is to consider free wave propagation on the edges of
the graph and scattering at the vertices. The two procedures are not entirely equivalent;
an interested reader can find a comparison in [45]. We also note here that the second
(“scattering” or “wave-dynamics”) procedure is equivalent to the spectral problem for a
first-order differential operator on a directified graph [46].
We will not describe the wave-dynamics model of quantum graphs in detail. The
wave-function on a bond b = (u, v) (here u and v are some vertices) is taken to be a
superposition of two plain waves with momentum k, one propagating from u to v with
the amplitude au,v (as measured at v) and the other propagating from v to u with the
amplitude av,u (as measured at u),
ψu,v(x) = au,ve
−ik(Lu,v−x) + av,ue−ikx. (2.1)
It is convenient to index the amplitudes on the entire graph using 2B directed bonds,
denoted by [u, v]. A reversal operation is defined naturally on directed bonds by [u, v] =
[v, u].
Upon arrival at the vertex v, the wave is scattered into several waves coming out of
v and towards vertices u′ adjacent to v. Some part of the wave may be reflected back
to u; this is termed back-scattering. Conversely, a wave coming out of the vertex v along
the bond [v, u] is the superposition of scattered waves which arrived at the vertex v along
bonds [u′, v]. This process is described by a d× d unitary vertex scattering matrix σv via
the mapping
av,u 7 →eikLv,u
∑
u′∼v
σv(u, u′) au′,v, (2.2)
where d is the degree of the vertex v. Here the exponential factor is the phase acquired
by the wave while traversing the bond [v, u] of length Lv,u. A value k is an eigenvalue if
there is a standing wave: the mapping (2.2) becomes an equality for each [v, u].
An example of a scattering matrix for a vertex of degree d, is the (Neumann-)Kirchhoff
scattering matrix
σN(u, u
′) :=
2
d
− δuu′ . (2.3)
This particular scattering matrix may also be obtained through the first approach for
the negative Laplacian with Kirchhoff (or “natural”) vertex conditions. An advantage
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of the wave-dynamics approach is that one can specify scattering matrices that possess
mathematically appealing properties, even if they do not arise out of boundary conditions
for a self-adjoint operator, as was done in [43, 44, 35] and as we will do below.
To record the scattering matrices for all vertices of a graph, it is typical to define a
2B × 2B unitary bond scattering matrix S with entries S[v′,u′],[u,v] indexed by directed
bonds,
S[v′,u′],[u,v] := δvv′ σ
v(u′, u). (2.4)
The only non-zero entries of the matrix S are the ones where v′ = v and therefore the
directed bond [v′, u′] follows [u, v] according to the connectivity of the graph.
The matrix S is useful for more than just bookkeeping; it is the key to a powerful
method of studying spectral properties of the graph which we now describe. Define the
2B × 2B diagonal matrix D = D(k) = D(k, L) by
D[u′,v′],[u,v] := δuu′δvv′e
ikLv,u . (2.5)
The condition for a standing wave with momentum k (cf. (2.2)) takes the form
det(I −D(k)S) = 0. (2.6)
Assuming that k = kn is a value such that the determinant in (2.6) vanishes, there is
at least one non-zero vector a = (ab) ∈ C2B such that
(I −D(kn)S)a = 0, (2.7)
and the vector a is exactly the vector of amplitudes for the wave-function (2.1). We
shall refer to vectors a satisfying (2.7) as quantum graph eigenvectors. It is common to
call the product U = D(k, L)S the quantum evolution operator for the graph, and S the
bond-scattering matrix (or S-matrix ).
Note that writing down matrices S in practice requires an ordering of the directed
bonds. For star graphs we will always first list the bonds going to the central vertex
(numbered by j, j = 1, . . . , B) and then list the bonds going in the opposite direction
(numbered j + B, j = 1, . . . , B). Thus, the bond j + B is the reversal of the bond j and
vice versa. From now on we will use this numbering in lieu of the directed bond notation
[u, v].
In order to prove existence of subsequences of eigenvectors converging to scarred states,
we use the following result of Colin de Verdie`re:
Theorem 2.1. Consider a quantum graph with bond scattering matrix S. If s ∈ C2B,
‖s‖ = 1 is an eigenvector of D(k0, L0)S for some k0 and some set of bond lengths L0,
with a simple eigenvalue, then for any choice of incommensurate bond lengths L, there is
a subsequence (knj ) ⊆ (kn) such that there exist normalised quantum graph eigenvectors
anj with eigenvalue knj that satisfy
anj → s as j →∞. (2.8)
Proof. This is basically part 2 of theorem 2.1 of [9], re-written in the language of scatter-
ing matrices. Note that Kirchhoff boundary conditions are assumed in the statement of
theorem 2.1 of [9], but part 3 thereof is the only place where that assumption is necessary.
Strictly speaking, the quoted result requires s to be an eigenvector of the quantum graph,
i.e. an eigenvector of D(k0, L0)S with eigenvalue 1, but it is easy to see that if there exists
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a choice of bond lengths L0 for which s has any other eigenvalue, by adjusting all lengths
by the same amount we find an L′0 for which the eigenvalue is indeed 1. 
The main difficulty in applying theorem 2.1 will be to prove that the eigenvalue of
D(k0, L0)S is simple. In the cases that we consider we will do this by perturbing the bond
lengths in an appropriate way.
For the sake of concreteness, we impose Kirchhoff conditions at the external vertices
(leaves) of the star graphs, although other conditions could be specified there without
substantially changing the results. At the central vertex, we choose scattering matrices
that are either a Fourier transform matrix, or an equi-transmitting matrix.
To measure the degree to which limits of eigenvectors are scarred we will adopt the
entropy measure as proposed on quantum graphs in [33].
Define the Shannon entropy S : C2B → [0, log 2B] by
S(a) :=−
2B∑
b=1
|ab|2
‖a‖2 log
( |ab|2
‖a‖2
)
, (2.9)
and the Re´nyi entropy Rρ : C2B → [0, log 2B] by
Rρ(a) :=−1
ρ
log
(
2B∑
b=1
( |ab|2
‖a‖2
)1+ρ)
, (2.10)
for a parameter ρ > −1, ρ 6= 0. We also define
R∞(a) :=− log
(
max
16b62B
{ |ab|2
‖a‖2
})
, (2.11)
which agrees with taking the limit ρ → ∞ in (2.10). The Re´nyi entropy generalises the
Shannon entropy in the sense that for a ∈ C2B,
lim
ρ→0
Rρ(a) = S(a). (2.12)
For a completely delocalised vector a = 1√
2B
(1, . . . , 1) we have S(a) = Rρ(a) = log 2B,
whereas for an eigenvector localised on one single bond, S(a) = Rρ(a) = log 2, so, roughly-
speaking, the smaller the entropy, the greater the measure of localisation, or strength of
the scarring. On the other hand, the entropic uncertainty principle [47] places a theoretical
lower-bound on the entropy of eigenstates. In section 3.2 we demonstrate that the entropic
uncertainty theorem takes the following form.
Theorem 2.2. If a is any eigenvector of a Fourier transform star graph, the entropy of
a satisfies
S(a) > 1
2
logB + log 2 and Rσ/(1−σ)(a) + R−σ/(1+σ)(a) > logB + 2 log 2, (2.13)
for any 0 6 σ 6 1. If a is any eigenvector of an equi-transmitting star graph then
S(a) > 1
2
log(B−1)+log 2 and Rσ/(1−σ)(a)+R−σ/(1+σ)(a) > log(B−1)+2 log 2. (2.14)
We find it notable that the bound (2.13) is the average of the maximum and minimum
possible entropies for graph eigenvectors.
In our results on star graphs in section 3 and section 5 we establish the lower-bounds
and prove the existence of limiting eigenvectors that essentially achieve the bounds, i.e.
maximally scarred states.
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Theorem 2.3. Consider a star graph with B bonds, a Fourier transform scattering matrix
at the central vertex, and incommensurate bond lengths. Then there exists a subsequence
(knj ) ⊆ (kn) such that the corresponding normalised eigenvectors anj satisfy
anj → aF (2.15)
as j →∞, where aF is a vector with Shannon entropy
S(aF ) =
1
2
logB + 2 log 2 + O
(
logB
B1/2
)
, (2.16)
and the Re´nyi entropy is
R∞(aF ) + R−1/2(aF ) = logB + 2 log 2 + O(B−1/2). (2.17)
For equi-transmitting star graphs we prove the following result in section 5.
Theorem 2.4. Consider a star graph with B bonds, an equi-transmitting scattering matrix
at the central vertex, and incommensurate bond lengths. Then there is a subsequence
(knj ) ⊆ (kn) such that the corresponding normalised eigenvectors anj satisfy
anj → aE (2.18)
as j →∞, where
S(aE) =
1
2
log(B − 1) + 2 log 2, (2.19)
and
R∞(aE) + R−1/2(aE) = log(B − 1) + 2 log 2 + O(B−1/2). (2.20)
The Shannon entropy (2.9) was studied for quantum graphs in [33]. The authors used
the entropic uncertainty principle to prove lower bounds for the entropy of eigenfunctions
for regular graphs with equi-transmitting boundary conditions, and for equi-transmitting
star graphs. They also calculate the average value of the entropy of star graphs with a
Kirchhoff scattering matrix. Several of the results of [33] were repeated for the Re´nyi
entropy in [48] as well as for a different generalisation of the Shannon entropy (the Tsallis
entropy) that we do not consider here.
To compare the entropy bounds for existing eigenfunction localisations in the literature,
the limiting eigenvectors aN of the star graph with Kirchhoff scattering matrices in [10]
are localised equally on two bonds of the graph, and zero mass elsewhere, so the entropies
are
S(aN) = Rρ(a
N) = 2 log 2, (2.21)
while the entropic uncertainty principle furnishes the lower bound
S(a) > log 2 + O(B−1) (2.22)
and
Rσ/(1−σ)(a) + R−σ/(1+σ)(a) > 2 log 2 + O(B−1) (2.23)
for eigenvectors of Kirchhoff star graphs.
The bounds in theorem 2.2, and theorem 2.3 are proved in section 3. The vectors aF in
(2.15) have approximately half the mass concentrated on the first bond of the graph, and
the remaining mass equidistributed. In section 4 we add further explanation about the
process behind theorem 2.3, and explain how to construct eigenfunctions (half) localised
on other bonds of the graph, and calculate their entropies. Some of the calculations from
sections 3 and 4 have been placed in appendices.
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3 Star graphs with non-Kirchhoff scattering matrices
For a star graph with B bonds, scattering matrix Σ at the central vertex and Kirchhoff
conditions at the external vertices, the 2B × 2B bond scattering matrix is (see appendix
A)
S :=
(
0 Σ
I 0
)
. (3.1)
We are going to consider the two cases of Σ being a B×B Fourier transform matrix, and
a B ×B equi-transmitting matrix. In contrast to the well-studied case where the central
vertex has Kirchhoff boundary conditions, the Fourier transform and equi-transmitting
cases are expected to produce generic spectral statistics in the limit B →∞.
3.1 Sketch of the main ideas
The B×B Fourier transform matrix FB is defined to be the matrix with jkth entry equal
to
1√
B
e2pii(j−1)(k−1)/B. (3.2)
The matrix FB is unitary.
Equi-transmitting matrices were introduced in [35] as scattering matrices of quantum
graphs. They are very closely related to complex conference matrices studied in the com-
binatorics literature. An B×B complex matrix E is equi-transmitting if it is unitary with
diagonal entries 0 and all other entries having equal absolute value.
As multiplication by a row or column by a pure phase does not change the equi-
transmitting property, we will assume that the equi-transmitting matrices used are of the
form
EB =
1√
B − 1

0 1 1 · · · 1
1 0 ∗ · · · ∗
1 ∗ 0 · · · ∗
...
...
...
. . .
...
1 ∗ ∗ · · · 0
 , (3.3)
however our method would work with only minor changes for an arbitrary equi-trasmitting
matrix, provided that its first row is identical to the transpose of the first column.
We define three vectors belonging to CB:
e :=
1√
B

1
1
...
1
 , u1 :=

1
0
...
0
 , u˜1 := 1√B − 1

0
1
...
1
 . (3.4)
It is relatively easy to see that
FBe = u1 and FBu1 = e. (3.5)
It therefore follows that the vectors
e± u1 (3.6)
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are eigenvectors of FB with eigenvalue ±1, which moreover are strongly enhanced in the
first component by a factor roughly
√
B. The Shannon entropy of e± u1 is
1
2
logB + log 2∓ 1
B1/2
log(B1/2 ± 1). (3.7)
Starting from this point we may construct eigenvectors of the scattering matrix of a B-
bond Fourier star graph that are strongly localised on the first bond by a factor about√
B.
The chief difficulty will be the fact that the eigenvectors e± u1 belong to degenerate
eigenspaces. Indeed the matrix FB has eigenvalues ±1,±i with the dimensions of the
corresponding eigenspaces approximately B/4 for each eigenvalue [49, 50]. This degen-
eracy means that we cannot immediately conclude that a subsequence of eigenfunctions
converges to the localised state.
By a careful choice of bond lengths, we are able to resolve this degeneracy, and indeed
construct highly-localised eigenvectors.
The case of equi-transmitting scattering matrices at the centre of the star graph pro-
ceeds similarly. In this case, the pertinent results (which may be easily checked) are
EBu1 = u˜1 and EBu˜1 = u1, (3.8)
so that the localised eigenvectors of EB are
u1 ± u˜1. (3.9)
In fact, because u1 and u˜1 are orthogonal, the results for equi-transmitting matrices lead
to comparatively cleaner formulæ (compare (3.33) with (5.2) below, for example).
3.2 Some spectral facts
The fact that we deal with 2B × 2B scattering matrices of the form (3.1) rather than the
unitary B × B matrices FB or EB themselves will not be a major technical hurdle. The
following standard result allows us to relate eigenvectors of the central scattering matrix
with the full quantum evolution operator matrix.
Lemma 3.1. Suppose that Π and Σ are B×B matrices and that u ∈ CB is an eigenvector
of ΣΠ with eigenvalue ν 6= 0. Then the vectors( ±ν1/2u
Πu
)
∈ C2B, (3.10)
where ν1/2 is some square root of ν, are eigenvectors of the 2B × 2B matrix
T :=
(
0 Σ
Π 0
)
(3.11)
with eigenvalues ±ν1/2. Moreover, all eigenvectors of T with eigenvalue different from 0
are of the form (3.10).
We may remark that if ν 6= 0 the vectors (3.10) are linearly independent.
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Proof. Clearly the vectors (3.10) are non-zero, so we proceed by direct calculation:(
0 Σ
Π 0
)( ±ν1/2u
Πu
)
=
(
ΣΠu
±ν1/2Πu
)
=
(
νu
±ν1/2Πu
)
= ±ν1/2
( ±ν1/2u
Πu
)
, (3.12)
proving the first assertion. Contrariwise, suppose that v =
(
x
y
)
is an eigenvector of T
with eigenvalue λ 6= 0. From Tv = λv and T 2v = λ2v, we conclude that
y =
1
λ
Πx and ΣΠx = λ2x, (3.13)
so x is an eigenvector of ΣΠ and
v =
1
λ
(
λx
Πx
)
, (3.14)
which is of the form (3.10) up to an (irrelevant) scalar multiple. 
We want to find a minimum theoretical bound for the entropy of eigenfunctions of star
graphs with Fourier transform and equi-transmitting scattering matrices. A standard tool
to accomplish this is the Entropic Uncertainty Principle, conjectured by Kraus [51] and
proved by Maassen and Uffink [47]. Recall that two notions of the entropy of a, were
defined in (2.9) and (2.10) as
S(a) :=−
2B∑
b=1
|ab|2
‖a‖2 log
( |ab|2
‖a‖2
)
; Rρ(a) :=−1
ρ
log
(
2B∑
b=1
( |ab|2
‖a‖2
)1+ρ)
. (3.15)
Theorem 3.2. ([47]) Let U = (Uij) be a unitary matrix. For any complex vector v,
S(v) + S(Uv) > − log
(
max
i,j
|Uij |2
)
, (3.16)
and for any 0 6 σ 6 1,
Rσ/(1−σ)(v) + R−σ/(1+σ)(Uv) > − log
(
max
i,j
|Uij |2
)
. (3.17)
If v is an eigenvector of U , then
S(v) > −1
2
log
(
max
i,j
|Uij |2
)
(3.18)
and
Rσ/(1−σ)(v) + R−σ/(1+σ)(v) > − log
(
max
i,j
|Uij |2
)
. (3.19)
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We remark that (3.16) and (3.18) may be obtained as the limit σ → 0 of (3.17) and
(3.19) respectively.
For a star graph the quantum evolution operator is of the form
U =
(
0 eikLΣ
eikL 0
)
, eikL := diag{eikL1 , . . . , eikLB}, (3.20)
so it will not help to apply theorem 3.2 to U directly as the entries of U of absolute value
1 will produce a zero in the right-hand side of (3.18). We could apply the theorem to
the matrix U2 to get a non-trivial result; however we can do better. We note from the
preceding discussion that eigenvectors of U are of the form
a =
( ±ν1/2x
eikLx
)
(3.21)
where x is an eigenvector of the unitary matrix eikLΣeikL, with eigenvalue ν ∈ T.
We define entropies of x ∈ CB by
s(x) :=−
B∑
j=1
|xj |2
‖x‖2 log
( |xj |2
‖x‖2
)
and rρ(x) :=−1
ρ
log
(
B∑
j=1
( |xj |2
‖x‖2
)1+ρ)
, (3.22)
Since the absolute value of the jth entry of a of (3.21) is the same as the (j+B)th entry,
and (for that very reason)
‖a‖2 = 2‖x‖2, (3.23)
we have
Rρ(a) = −1
ρ
log
(
2
B∑
j=1
( |xj |2
2‖x‖2
)1+ρ)
= rρ(x) + log 2. (3.24)
and by taking the limit ρ→ 0, or by direct calculation,
S(a) = s(x) + log 2. (3.25)
A related equality was noted in [33] (c.f. their Lemma 3).
Proof of theorem 2.2. We apply theorem 3.2 to the vectors x and the entropy (3.22).
Since vector x is an eigenvector of eikLΣeikL, and Σ has bounded entries in the cases in
which we are interested, we get
s(x) > 1
2
logB and rσ/(1−σ)(v) + r−σ/(1+σ)(v) > logB, (3.26)
if Σ is a B ×B Fourier transform matrix and
s(x) > 1
2
log(B − 1) and rσ/(1−σ)(v) + r−σ/(1+σ)(v) > log(B − 1), (3.27)
if Σ is a B × B equi-transmitting matrix. These lead via (3.25) and (3.24) to entropy
bounds (2.13) and (2.14) respectively. 
A bound similar to (2.14) for equi-transmitting star graphs was derived by this method
in [33]. In the following sections we construct eigenfunctions that meet these bounds to
leading order.
11
3.3 Fourier scattering matrices
We consider matrices of the form
UF := UF (κ) :=
(
0 P (κ)FB
P (κ) 0
)
, (3.28)
where P (κ) := diag{eiκ, 1, . . . , 1}. If we choose k0 and L0 so that P (κ) = D(k0, L0), which
can always be done, then (3.28) is the quantum evolution operator of a Fourier transform
star graph with bond lengths L0.
By lemma 3.1 eigenvectors of UF are of the form
a =
( ±λ1/2x
P (κ)x
)
, (3.29)
where x is an eigenvector of the matrix P (κ)FBP (κ) with eigenvalue λ ∈ T.
In a calculation that is deferred to appendix B, we show that there are simple eigen-
vectors x± of P (κ)FBP (κ) with the form
x± = x2
(
cosκ± (B − sin2 κ)1/2
1
)
∈ CB (3.30)
with 1 = (1, . . . , 1)T ∈ CB−1 and x2 ∈ C \ {0}. It is further calculated in appendix B that
‖x±‖2 = 2(B − sin2 κ)1/2((B − sin2 κ)1/2 ± cosκ)|x2|2. (3.31)
We observe from (3.30) that the absolute value squared of the first component of x±
is
(cosκ± (B − sin2 κ)1/2)2|x2|2 =
(
B ± 2
√
B cosκ+ cos 2κ+ O(B−1/2)
)
|x2|2, (3.32)
and the remaining B − 1 components have absolute value squared |x2|2.
Using (3.29) and lemma 3.1 we can construct four eigenvectors of UF . We have now
collected all the ingredients required to prove our main result for this section:
Proposition 3.3. Consider a star graph with B bonds, a Fourier transform scattering
matrix at the central vertex, and incommensurate bond lengths. Define
aF := aF (κ, ε1, ε2) (3.33)
:=
1
2D(κ)1/2

ε1ε2e
pii/4+iκ/2+ε2iΦ(κ)/2N(κ, ε2)
1/2
ε1e
pii/4+iκ/2+ε2iΦ(κ)/2N(κ, ε2)
−1/21
ε2e
iκN(κ, ε2)
1/2
N(κ, ε2)
−1/21
 ,
for any 0 < κ < pi/2, ε1, ε2 ∈ {±1}, where
N(κ, ε2) := (B − sin2 κ)1/2 + ε2 cosκ and D(κ) := (B − sin2 κ)1/2, (3.34)
and Φ(κ) is a function whose value is given by (B.15). Then there is a subsequence
(knj ) ⊆ (kn) such that the corresponding normalised eigenvectors anj satisfy
anj → aF (3.35)
as j →∞.
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Before giving the proof of proposition 3.3, we consider the properties of the limiting
eigenvector aF . This will allow us to prove theorem 2.3.
Proof of theorem 2.3. We observe that aF is a superposition of a vector with equal
amplitude across the entire graph, and a component purely localised on the first bond of
the graph. From (3.25), the Shannon entropy of aF is given by
S(aF ) = s(x±) + log 2, (3.36)
so we need to calculate s(x±).
From the definition (3.22), and (3.31) and (3.32), we can write
s(x±) = − N
2D
log
(
N
2D
)
− (B − 1) 1
2ND
log
(
1
2ND
)
, (3.37)
where N and D are abbreviations for N(κ,±1) and D(κ) introduced in (3.34). We write
(3.37) in the equivalent form
s(x±) = − 1
2D
((
N − B − 1
N
)
logN −
(
N +
B − 1
N
)
log 2D
)
(3.38)
and given that
N
2D
+
B − 1
2ND
= 1, (3.39)
we have
s(x±) = log 2D − N
2 − (B − 1)
N2 + (B − 1) logN. (3.40)
With definitions (3.34), (3.40) gives
s(x±) = log 2(B − sin2 κ)1/2 ∓ N cosκ
B − 1±N cosκ log
(
(B − sin2 κ)1/2 ± cosκ
)
, (3.41)
where we have used
N2 = B − sin2 κ± 2 cosκ(B − sin2 κ)1/2 + cos2 κ
= B − 1± 2(B − sin2 κ)1/2 cosκ+ 2 cos2 κ
= B − 1± 2N cosκ, (3.42)
to simplify. If B is large, then,
s(x±) =
1
2
logB + log 2 + O
(
logB
B1/2
)
(3.43)
This means that for large values of B,
S(aF ) =
1
2
logB + 2 log 2 + O
(
logB
B1/2
)
(3.44)
essentially (to leading order) meeting the bound (2.13). This proves (2.16).
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By considering the Re´nyi entropy, we may improve the result further, essentially re-
moving the log 2 term in (3.43). With the same notation as above, for 0 6 σ 6 1,
rσ/(1−σ)(x±) + r−σ/(1+σ)(x±)
=
σ − 1
σ
log
((
N
2D
)1/(1−σ)
+ (B − 1)
(
1
2ND
)1/(1−σ))
+
σ + 1
σ
log
((
N
2D
)1/(1+σ)
+ (B − 1)
(
1
2ND
)1/(1+σ))
=
σ − 1
σ
log
(
N1/(1−σ) + (B − 1)N−1/(1−σ)
)
+
σ + 1
σ
log
(
N1/(1+σ) + (B − 1)N−1/(1+σ)
)
. (3.45)
Now we specialise to σ → 1. Equation (3.45) yields
r∞(x±) + r−1/2(x±) = − logN + 2 log
(
N1/2 + (B − 1)N−1/2
)
. (3.46)
Inserting N = ((B − sin2 κ)1/2 ± cosκ) we get
r∞(x±) + r−1/2(x±) = 2 log(B − 1)− 2 log((B − sin2 κ)1/2 ± cosκ)
+ 2 log
(
1 +
(B − sin2 κ)1/2 ± cosκ
B − 1
)
= logB + O(B−1/2), (3.47)
for B large. Thus the bound given by (3.26):
r∞(x±) + r−1/2(x±) > logB, (3.48)
is achieved up to terms negligible in the size of the graph. The Re´nyi entropy of aF
satisfies
R∞(aF ) + R−1/2(aF ) = logB + 2 log 2 + O(B−1/2), (3.49)
as B →∞, which is (2.17). 
Proof of proposition 3.3. We have
aF (κ, ε1, ε2) =
1√
2
(
ε1λ
1/2xˆ±
P (κ)xˆ±
)
, (3.50)
with λ given by (B.16), and the sign ± chosen according to ε2 = ±1, and xˆ± are normalised
versions of x± from (B.22).
If we choose k0, L such that k0L1 = κ and k0Lj = 1 for j = 2, . . . , B, then e
ik0L = P (κ),
and UF is the quantum evolution operator D(k0, L)S. It follows from lemma 3.1 that aF
is an eigenvector of UF with eigenvalue ε1λ1/2. Because xˆ± are simple eigenvectors, it
further follows that aF is a simple eigenvector of the star graph.
The required convergence then follows from theorem 2.1. 
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3.4 Eigenvectors localised on other bonds
Proposition 3.3 proves the existence of a limiting eigenvector of a Fourier star graph
with enhanced mass concentrated on the first bond of the graph. We can modify the
construction to prove the existence of limiting eigenvectors with enhanced mass on a
different bond as we now describe.
Let Pj(κ) be the diagonal B × B matrix with jth diagonal entry equal to eiκ and
all other entries equal to 1. This generalises the matrix P (κ) = P1(κ) introduced in
(3.28). The na¨ıve modification of (3.28) with Pj(κ) instead of P (κ) does not produce an
eigenvector half-localized on the bond j; instead, the result is an eigenvector with half of
the mass spread throughout the graph and the other half split equally among the bonds
j and B − j + 2. This is described in more detail in section 4.
To produce an eigenvector half-localizing on the bond j alone, we will need some extra
steps. Let j ∈ {1, . . . , B} and define the B ×B diagonal matrix
Rj = diag{e−2pii(j−1)(m−1)/B+pii(j−1)2/B : m = 1, . . . , B}. (3.51)
The mnth entry of the matrix RjFBRj is
1√
B
e−2pii(j−1)(m−1)/B+pii(j−1)
2/Be2pii(m−1)(n−1)/Be−2pii(j−1)(n−1)/B+pii(j−1)
2/B
=
1√
B
e2pii(n−j)(m−j)/B. (3.52)
In other words, RjFBRj is a cyclically-permuted version of FB with the first row and
column moved to the jth position. Then we have that Pj(κ)RjFBRjPj(κ) is a permuted
version of P (κ)FBP (κ).
By permuting all vectors appearing in the argumentation of section 3.3, we find eigen-
vectors x˜± with simple eigenvalue λ˜±, entry squared (3.32) in the jth component, and
|x2|2 in all other components. Because entropy is invariant with respect to permutations,
s(x˜±) = s(x±) as calculated in (3.41), and similarly for rρ(x˜±).
By lemma 3.1, there are eigenvectors of the matrix(
0 Pj(κ)RjFB
Pj(κ)Rj 0
)
(3.53)
of the form
a˜ =
(
±λ˜1/2± x˜±
Pj(κ)Rjx˜±
)
, (3.54)
and the same entropies as aF , and moreover have enhanced amplitude on the jth bond.
These can be shown to be limiting eigenvectors of the Fourier transform star graph by
choosing k0, L0 such that D(k0, L0) = Pj(κ)Rj as was done in the proof of proposition
3.3.
3.5 Sharpness of the Entropic Uncertainty Principle
Below the leading order behaviour, there is a difference of log 2 between the Shannon
entropy bound arising out of the Entropic Uncertainty Principle and the limiting eigen-
vectors aF—compare (2.13) with (2.16). The same is true in fact for the Shannon entropy
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Figure 2: A plot of double the Shannon entropy of the eigenvector with least entropy for
the matrices Υ (x1, x2)F3 where Υ (x1, x2) = diag{1, eix1 , eix2}. Minimal entropy found is
approximately 2s(e+ u1) ≈ 1.324 from (3.7). The curious formation at (4pi3 , 4pi3 ) is due to
a degeneracy in the spectrum of ΥF3 at this point.
of the limiting eigenvectors on equi-transmitting star graphs (equation (2.19)) and Kirch-
hoff star graphs (equation (2.21) against the lower-bound (2.22)). This discrepancy could
lead to speculation that the Entropic Uncertainty Principle is not sharp. It being pru-
dent to investigate this possibility further we undertook a numerical investigation of the
simplest non-trivial case involving the 3 × 3 Fourier transform matrix F3. This has the
advantages that the matrices are small enough to allow a reasonable exploration of the
parameter space, as well as avoiding degeneracies as F3 has a simple spectrum. A basis
of eigenvectors of F3 is 1 +√31
1
 ,
 1−√31
1
 ,
 01
−1
 . (3.55)
The first listed vector in (3.55) is e + u1 as described in section 3.1 and its entropy is
(from (3.7))
s(e + u1) =
1
2
log 3 + log 2− 1√
3
log(
√
3 + 1) ≈ 0.662. (3.56)
Our findings may be summarised as follows: the calculations indicate that the the En-
tropic Uncertainty bound as proved by Maassen and Uffink [47] is sharp in this case;
nevertheless our eigenvector results cannot be improved in the sense that there are no
Fourier-transform-like matrices with lower entropy eigenvectors.
The sharpness of the first part of Theorem 3.2 when U = FN is illustrated by taking
v = e1 = (1, 0, 0, . . .)
T and, correspondingly, Uv = (1, 1, 1, . . .)T /
√
N . In this case Rρ(v) =
0 and
Rρ(Uv) = −1
ρ
log
 N∑
j=1
N−1−ρ
 = logN, (3.57)
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independently of ρ. The value of the right-hand side of inequalities (3.16)–(3.17) is also
logN .
Of course, the vector v chosen above is far from being an eigenvector of U and it is
unsurprising that inequalities (3.18)–(3.19) are not sharp. In order to consider if there are
Fourier-transform-like matrices with eigenvectors with low entropy we consider the family
of matrices Υ (x1, x2)F3 where
Υ (x1, x2) :=
 1 0 00 eix1 0
0 0 eix2
 . (3.58)
This family essentially parameterises the space of 3 × 3 unitary matrices with all entries
having equal amplitude (such matrices are called complex Hadamard matrices). We plot
in figure 2 the Shannon entropy2 of the eigenvector with the lowest entropy as x1, x2
vary. The minimal entropy we find matches numerically the value (3.56), at (x1, x2) =
(0, 0), corresponding to F3 itself, and at (2pi3 , 4pi3 ) and (4pi3 , 2pi3 ) corresponding to cyclic
permutations of F3 that were discussed in section 3.4. We conclude that there are not any
complex Hadamard matrices with eigenvectors with entropy closer to the bound of log 3
than the Fourier transform matrix and its permutations.
4 Interpretation and generalisation
In the previous section we saw that by varying the length of the first bond of the Fourier
transform star graph we arrive at quantum limits strongly enhanced by a factor approx-
imately
√
B on the first bond, with all other components having equal amplitude. To
produce localised eigenvectors on other bonds we need to vary all bond lengths as de-
scribed in section 3.4.
In this section we explain what happens if we vary the length of a single bond different
from the first bond. What we find is an eigenstate that is strongly localised on two
bonds of the graph: the jth bond, the one that is varied, and the (B + 2 − j)th bond.
Approximately half the mass is shared equally between those two bonds, and the remaining
mass distributed on the remaining bonds.
The analysis turns out to be more complicated, but we are able as a result to give
an explanation for the especially simple form (3.30) of perturbed eigenvectors in the case
where the first bond length is varied, as well as supplying an alternative proof for why the
perturbed eigenvectors are simple. Most of the technical detail is in Appendix C.
Let Pj(κ) be the diagonal matrix B × B matrix with jth diagonal entry equal to eiκ
and all other entries equal to 1 as above. Then take
UF := UF (κ) :=
(
0 Pj(κ)FB
Pj(κ) 0
)
(4.1)
in place of (3.28). By lemma 3.1, eigenvectors of this UF are related to the eigenvectors
of Pj(κ)FBPj(κ) through formula (3.10) as we describe below.
Let Fj(κ) := Pj(κ)
2FB. If f is an eigenvector of Fj(κ) then x = Pj(κ)−1f is an
eigenvector of Pj(κ)FBPj(κ) with the same eigenvalue, and moreover
s(x) = s(f), (4.2)
2For computational reasons, the double of the Shannon entropy is actually plotted.
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since the entries of x and f are different only by phases.
To an eigenvector f of Fj(κ) with eigenvalue λ, lemma 3.1 furnishes eigenvectors
a =
( ±λ1/2Pj(−κ)f
f
)
(4.3)
of UF , and due to (3.25) and (4.2), the Shannon entropy of a is
S(a) = s(f) + log 2. (4.4)
The matrix Fj(κ) is more beneficial to study because it can be written as a rank-1
perturbation of FB:
Fj(κ) =
(
I + (e2iκ − 1)eje†j
)
FB, (4.5)
with ej as the jth standard CB basis vector. In particular, the matrix Fj(κ) coincides
with FB on a subspace of co-dimension 1 — the orthogonal complement to the vector ej .
Remark 4.1. Eigenvectors and eigenvalues of rank-1 perturbations can be expressed in
terms of those of the unperturbed matrix [52, 53] (See also [54]). Usually these calculations
are carried out for Hermitian matrices, but the case here with unitary matrices can be
done easily analogously, as was done in [55]. The following fact is especially useful to us:
if eiφ is an eigenvalue of FB for which the eigenspace Eig(FB, eiφ) contains a vector u with
e†ju = 0, then e
iφ is an eigenvalue of Fj(κ) with multiplicity dim Eig(FB, eiφ) − 1. We
remark that this is valid for all κ and also valid in the case when dim Eig(FB, eiφ) = 1, in
which case eiφ is not an eigenvalue of Fj(κ).
It follows that we need to understand the eigenvalues of the Fourier matrix FB (see
[50] for more complete information). Explicit computation shows that F2B is the matrix
of the permutation
(
1 2 3 ··· B−1 B
1 B B−1 ··· 3 2
)
. This permutation leaves invariant the element 1
and, if B is even, the element B/2 + 1. Since it is an involution, we conclude that F4B = I
and the spectrum of FB consists of the numbers ±1 and ±i.
We start with the case j = 1. Let e = (1, 1, 1, . . .)T and u1 = e1. As noted in (3.6), the
vectors e±u1 are eigenvectors of FB with eigenvalues ±1. Complete these two vectors to
an orthonormal basis {e+u1, e−u1,w3, . . . ,wB} of FB, which we can always do because
FB is unitary. Since e1 = u1 is a linear combination of the first two vectors, each of the
eigenvectors w3, . . . ,wB is orthogonal to e1 and therefore still an eigenvector of F1(κ)
with the same eigenvalue. The two other eigenvalues of F1(κ) must be different from ±1
by Remark 4.1 but must remain close to ±1 for small κ (by classical perturbation theory
results). This is shown schematically in figure 3(a). The corresponding eigenvectors must
remain orthogonal to w3, . . . ,wB and are therefore linear combinations of e±u1, i.e. can
be written in the general form,
x =
(
x1
x21
)
, x1, x2 ∈ C. (4.6)
This explains the form of the eigenvectors in equation (3.30). We get qualitatively similar
results as in section 3.3 if B is even and j = B/2 + 1.
Now take general j different from 1 and (if B is even) from B/2 + 1. Suppose for
simplicity that B > 5. Let uj ∈ CB be the vector with 1s in the jth and (B + 2 − j)th
entries, and zeros in all other positions, and vj ∈ CB be the vector with a 1 in jth position,
18
Reλ
Imλ
(a)
Reλ
Imλ
(b)
Figure 3: Schematic depiction of eigenvalues of the matrix Fj(κ) as a function of κ when
j = 1 and when j 6= 1.
−1 in the (B + 2− j)th position, and zeros in all other entries. For example, in the case
j = 2 we have
u2 =

0
1
0
...
0
1

and v2 =

0
1
0
...
0
−1

. (4.7)
Then define
w+ := FBuj + uj
w− := FBuj − uj
w+i := iFBvj − vj
w−i := iFBvj + vj .
(4.8)
If B > 5, these vectors are non-zero. Noting that F2Buj = uj and F2Bvj = −vj (by the
permutation properties of F2B), we see that w+,w−,w+i,w−i are eigenvectors of FB with
eigenvalues respectively: +1,−1,+i,−i. Proceed as before: complete this set to find an
orthonormal basis
{w+,w−,w+i,w−i,w5, . . .wB}. (4.9)
Since
ej =
1
4
(w+ −w− −w+i + w−i), (4.10)
the eigenvectors w5, . . .wB are orthogonal to ej and thus remain eigenvectors of the
perturbed matrix Fj(κ). The other eigenvalues of Fj(κ) must be different from ±1 and ±i
by Remark 4.1. In fact, they move with κ as indicated in figure 3(b). The corresponding
eigenvectors are linear combinations of {w+,w−,w+i,w−i}, and therefore can be written
in the form
f = β1FBuj + β2iFBvj + β3uj + β4vj , (4.11)
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A calculation presented in appendix C results in
β1 = Ze
−iφ cotφ
β2 = Ze
−iφ
β3 = Z cotφ
β4 = iZ,
(4.12)
where Z ∈ C \ {0}, and eiφ is the perturbed eigenvalue, which is one of the solutions λ to
λ4 − λ
3(e2iκ − 1)√
B
e2pii(j−1)
2/B − λ(e
2iκ − 1)√
B
e−2pii(j−1)
2/B − e2iκ = 0. (4.13)
The norm of f is
‖f‖2 = |Z|2 cosec2 φ
(
4 +
8√
B
(
cos3 φ cos
(
2pi(j − 1)2
B
)
+ sin3 φ sin
(
2pi(j − 1)2
B
)))
(4.14)
and the entropy satisfies
s(f) =
1
2
logB + 2 log 2− 1
2
+ O
(
logB
B1/2
)
. (4.15)
The corresponding entropy of the vector a given by (4.3) is, from (4.4),
S(a) =
1
2
logB + 3 log 2− 1
2
+ O
(
logB
B1/2
)
. (4.16)
We observe that this is further from the theoretical bound (2.13) than we could achieve
by varying the first bond, as reported in section 3.3. The perturbed eigenfunctions now
have approximately half the mass concentrated on the jth and the (B + 2 − j)th bond,
and the remaining components are not equal, but vary from bond-to-bond. This is the
explanation for why the entropy (4.16) is further from the bound; the difference is a
fundamental consequence of the shape of the eigenfunctions and cannot be removed by
switching to a different entropy.
5 Equi-transmitting boundary conditions
We now turn our attention to quantum star graphs with an equi-transmitting scattering
matrix at the centre. To that effect we consider the 2B× 2B unitary matrices of the form
UE := UE(κ) :=
(
0 P (κ)EB
P (κ) 0
)
(5.1)
where EB is an equi-transmitting matrix of the form (3.3).
Proposition 5.1. Consider a star graph with B bonds, an equi-transmitting scattering
matrix EB of the form (3.3) at the central vertex, and incommensurate bond lengths. Let
aE := aE(κ, ε1, ε2) :=
1
2
√
B − 1

ε1ε2e
pii(1−ε2)/4+iκ/2√B − 1
ε1e
pii(1−ε2)/4+iκ/21
ε2e
iκ
√
B − 1
1
 (5.2)
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for any ε1, ε2 ∈ {±1} and 0 < κ 6 pi such that ε2eiκ is not an eigenvalue of EB. Then
there is a subsequence (knj ) ⊆ (kn) such that the corresponding normalised eigenvectors
anj satisfy
anj → aE (5.3)
as j →∞.
Proof. Eigenvectors of UE are, by lemma 3.1, of the form
a =
( ±µ1/2y
P (κ)y
)
(5.4)
where y is an eigenvector of P (κ)EBP (κ) with eigenvalue µ ∈ T.
If we suppose
y =
(
y1
y21
)
= y1u1 +
√
B − 1y2u˜1 (5.5)
using definitions (3.4). We have
P (κ)y =
(
eiκy1
y21
)
= eiκy1u1 +
√
B − 1y2u˜1, (5.6)
and by (3.8),
EBP (κ)y = e
iκy1u˜1 +
√
B − 1y2u1
=
(
y2
√
B − 1
1√
B−1e
iκy11
)
. (5.7)
Finally,
P (κ)EBP (κ)y =
(
eiκy2
√
B − 1
1√
B−1e
iκy11
)
. (5.8)
The eigenequation P (κ)EBP (κ)y = µy is soluble in non-zero y if and only if µ satisfies
eiκy2
√
B − 1 = µy1,
1√
B − 1e
iκy1 = µy2.
(5.9)
The system (5.9) requires µ2 = e2iκ, whence
µ = ±eiκ (5.10)
and
y1 = ±
√
B − 1y2. (5.11)
Define
y± := y2
( ±√B − 1
1
)
, (5.12)
and the normalised versions
yˆ± :=
1√
2(B − 1)
( ±√B − 1
1
)
. (5.13)
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The vectors y± (and yˆ±) are eigenvectors with eigenvalue ±eiκ. Moreover, it follows
from the same argument as in section 4 that all other eigenvectors of P (κ)EBP (κ) are
eigenvectors of EB, so, provided that ±eiκ is not an eigenvalue of EB, y± is simple.
The vector aE is given by
aE =
1√
2
(
ε1µ
1/2yˆ±
P (κ)yˆ±
)
(5.14)
with the ± sign chosen according to ε2 = ±1. Due to the above it may be deduced that
this is a simple eigenvector of UE . For choice of bond lengths and k0 as in the proof of
proposition 3.3, aE is a simple eigenvector of the quantum evolution operator, and hence
we get the convergence (5.3) due to theorem 2.1. 
For certain values3 of B it is possible to find equi-transmitting matrices EB that are
symmetric. For such matrices, ±1 are the only eigenvalues and hence any κ with 0 < κ < pi
can be taken in proposition 5.1. The matrix E6 shown in (1.1) is such an example.
Proof of theorem 2.4. From (3.25) and (5.14),
S(aE) = s(yˆ±) + log 2, (5.15)
where s(yˆ±) may be calculated from (3.40) except that now
N :=D :=
√
B − 1. (5.16)
We get
s(yˆ±) =
1
2
log(B − 1) + log 2. (5.17)
This leads to
S(aE) =
1
2
log(B − 1) + 2 log 2, (5.18)
which is (2.19) and should be compared with the theoretical bound (2.14) for equi-
transmitting star graph eigenvectors. Again, to leading order, the bound has been reached.
However, we can again improve this by considering the Re´nyi entropy. If we consider (3.46)
with N,D as in (5.16) for the case yˆ±, we obtain
r∞(yˆ±) + r−1/2(yˆ±) = −
1
2
log(B − 1) + 2 log
(
(B − 1)1/4 + (B − 1)3/4
)
= log(B − 1) + 2 log
(
1 + (B − 1)−1/2
)
(5.19)
for large values of B. We have achieved the bound (3.27) up to terms negligible in B. For
the Re´nyi entropy of aE we have
R∞(aE) + R−1/2(aE) = log(B − 1) + 2 log 2 + 2 log
(
1 + (B − 1)−1/2
)
. (5.20)
which leads to (2.20). 
These results mirror the results that we proved in section 3.3 for the Fourier transform
scattering matrix, and varying the length of the first bond. Because we do not have
complete information about the spectrum and eigenvectors of general equi-transmitting
matrices, we cannot repeat the analysis of the vectors reached by varying other bond
lengths than the first one. Whether it is possible to do this in specific cases, such as when
the equi-transmitting matrices are constructed from Dirichlet characters [35] where B− 1
is a prime number is an interesting question that we leave for future study.
3Specifically if B ≡ 2 mod 4 with B − 1 a prime; see Corollary 3.5 of [35].
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A Bond-scattering matrix of a star graph
We suppose a star graph with B bonds (and B + 1 vertices) has at the central vertex
the scattering matrix Σ, and we suppose Kirchhoff conditions at the leaves (exterior
vertices). For vertices of degree one, this condition reduces to simple reflection of waves.
The argument below can be modified easily to allow other conditions at the leaves.
We order the directed bonds so that the first B bonds point inwards to the central
vertex, and the subsequent bonds are the reversals. The wave-function for k > 0 on the
jth bond can be written
ψj(x) = a
in
j e
−ikx + aoutj e
ikx. (A.1)
and because we will be assuming bond B + j is the reversal of bond j,
ψB+j(x) = ψj(Lj − x)
= ainj e
−ikLj+ikx + aoutj e
ikLj−ikx, (A.2)
whence, for 1 6 j 6 B,
ainj+B = e
ikLjaoutj and a
out
j+B = e
−ikLjainj . (A.3)
The B ×B matrix Σ controls scattering at the central vertex so
Σ
 a
in
B+1
...
ain2B
 =
 a
out
B+1
...
aout2B

=
 e
−ikL1ain1
...
e−ikLBainB
 using (A.3),
= diag{e−ikL1 , . . . , e−ikLB}
 a
in
1
...
ainB
 . (A.4)
At the leaves of the star graph waves are reflected which imposes
ainj = a
out
j , j = 1, . . . , B,
= e−ikLjainj+B, (A.5)
using (A.3) once more. We have a
in
1
...
ainB
 =
 e
−ikL1ainB+1
...
e−ikLBain2B
 = diag{e−ikL1 , . . . , e−ikLB}
 a
in
B+1
...
ain2B
 . (A.6)
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We can combine (A.4) and (A.6) into a single system: denoting
a = (ain1 , a
in
2 , . . . , a
in
2B)
T , (A.7)
we have
D(−k)a =
(
0 Σ
I 0
)
a. (A.8)
Equivalently, (I −D(k)S)a = 0, with
S =
(
0 Σ
I 0
)
, (A.9)
the bond scattering matrix.
B Perturbing the length of the first bond
In this appendix we calculate eigenvectors x of the matrix P (κ)FBP (κ) introduced in
section 3.3. Let us look for x of the form
x =
(
x1
x21
)
∈ CB (B.1)
where x1, x2 ∈ C and 1 = (1, . . . , 1)T ∈ CB−1. We have
P (κ)x =
(
eiκx1
x21
)
. (B.2)
We can write (
eiκx1
1x2
)
=
√
Bx2e + (e
iκx1 − x2)u1, (B.3)
so that it is easy to see from (3.5) that
FBP (κ)x =
√
Bx2u1 + (e
iκx1 − x2)e. (B.4)
Thus, the first component of P (κ)FBP (κ)x is
eiκ
(√
Bx2 +
eiκx1 − x2√
B
)
, (B.5)
and all remaining components take the same value (eiκx1 − x2)/
√
B. The eigenvector
equation
P (κ)FBP (κ)x = λx, (B.6)
can be expressed using (B.1) as the 2× 2 linear system(
e2iκ/
√
B eiκ(B − 1)/√B
eiκ/
√
B −1/√B
)(
x1
x2
)
= λ
(
x1
x2
)
. (B.7)
The characteristic equation of the matrix in (B.7) is
det
(
λ− e2iκ√
B
−eiκ B−1√
B
− eiκ√
B
λ+ 1√
B
)
= 0, (B.8)
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which can be expressed as(
λ− e
2iκ
√
B
)(
λ+
1√
B
)
− e2iκB − 1
B
= 0
⇒ λ2 − 1√
B
(e2iκ − 1)λ− e2iκ = 0. (B.9)
Now
e2iκ − 1 = eiκ(eiκ − e−iκ)
= 2ieiκ sinκ, (B.10)
so we have
(e2iκ − 1)2 = −4 sin2 κe2iκ, (B.11)
and (for substitution into the quadratic formula)
1
B
(e2iκ − 1)2 + 4e2iκ = 4
(
1− 1
B
sin2 κ
)
e2iκ. (B.12)
The solutions λ to (B.9) satisfy
λ =
B−1/2(e2iκ − 1)± 2(1−B−1 sin2 κ)1/2eiκ
2
=
e2iκ − 1± 2(B − sin2 κ)1/2eiκ
2
√
B
=
2(±(B − sin2 κ)1/2 + i sinκ)eiκ
2
√
B
, (B.13)
using (B.10). Writing
(±(B − sin2 κ)1/2 + i sinκ) =
√
Bepii/2±iΦ(κ) (B.14)
where
tanΦ(κ) :=−
√
B − sin2 κ
sinκ
, (B.15)
we get
λ = epii/2+iκ±iΦ(κ) (B.16)
and neither of the two values of λ are in the set {±1,±i}, if 0 < κ < pi/2.
Let us now turn to the eigenvectors corresponding to the eigenvalues λ. From (B.7),
we get
eiκBx2 + e
2iκx1 − eiκx2 = λ
√
Bx1
eiκx1 − x2 = λ
√
Bx2,
(B.17)
which are equivalent to
x1 = e
−iκ(λ
√
B + 1)x2. (B.18)
We note that from (B.13),
λ
√
B + 1 = (±(B − sin2 κ)1/2 + i sinκ+ e−iκ)eiκ (B.19)
= (cosκ± (B − sin2 κ)1/2)eiκ, (B.20)
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so (B.18) becomes
x1 = (±(B − sin2 κ)1/2 + cosκ)x2. (B.21)
The upshot is that we find eigenvectors of P (κ)FBP (κ) of the form
x± = x2
(
cosκ± (B − sin2 κ)1/2
1
)
∈ CB (B.22)
where x2 becomes a normalisation constant. The component of x± that contributes to
the eigenfunction on the first bond of the star graph is its first component, and this is
enhanced by a factor approximately B1/2 in magnitude above the components on all other
bonds (which are in fact equal).
We now want to show that x± are simple eigenvectors. This follows from the discussion
in section 4. To see it directly we may observe that in extending {x+,x−} to an orthogonal
basis {x+,x−,x3, . . . ,xB}, leads to the first component of xj , j > 3 being zero, and
consequently
P (κ)xj = xj , (B.23)
for any value of κ. It then follows that
FBxj = λjxj , (B.24)
i.e. the vectors xj are eigenvectors of FB, and therefore λj ∈ {±1,±i}. As we have
already observed the eigenvalues of x± do not belong to the aforementioned set, thus they
are simple eigenvectors.
To assist with calculating the entropy of x±, we note that
‖x±‖2 =
(
(cosκ± (B − sin2 κ)1/2)2 +B − 1
)
|x2|2
=
(
B − sin2 κ± 2 cosκ(B − sin2 κ)1/2 + cos2 κ+B − 1
)
|x2|2
=
(
2B ± 2 cosκ(B − sin2 κ)1/2 − 2 sin2 κ
)
|x2|
= 2(B ± cosκ(B − sin2 κ)1/2 − sin2 κ)|x2|2
= 2(B − sin2 κ)1/2((B − sin2 κ)1/2 ± cosκ)|x2|2. (B.25)
C Perturbation of other bond lengths
In this appendix we calculate eigenvectors of the matrix Fj(κ) described in (4.5). Recall
that this is a rank-one perturbation of the B ×B Fourier transform matrix FB.
We refer to certain quantities defined in section 4: the vectors uj and vj , and the
vectors w+,w−,w+i,w−i defined in (4.8), which are eigenvectors of FB with eigenvalues
respectively: +1,−1,+i,−i. We repeat the important identity
ej =
1
4
(w+ −w− −w+i + w−i). (C.1)
where ej is the jth standard basis vector.
These calculations properly hold only if B > 5. If B = 3 or 4 then some details change
(the eigenspace Eig(FB,−i) is trivial and the vector w−i = 0).
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C.1 Eigenvectors of the perturbed matrix
To save notation we write K(κ) := e2iκ − 1.
We look for eigenvectors of Fj(κ) of the form
f = α+w+ + α−w− + α+iw+i + α−iw−i, (C.2)
which can be re-expressed as
f = β1FBuj + β2iFBvj + β3uj + β4vj , (C.3)
with 
β1
β2
β3
β4
 =

1 1 0 0
0 0 1 1
1 −1 0 0
0 0 −1 1


α+
α−
α+i
α−i
 . (C.4)
Since Fj(κ) = (FB + K(κ)eje†jFB) we use the fact that f is a linear combination of
eigenvectors of FB to write
Fj(κ)f = (I +K(κ)eje
†
j)FBf
= (I +K(κ)eje
†
j)(α+w+ − α−w− + iα+iw+i − iα−iw−i). (C.5)
We then use (C.1), and orthogonality of the wi to express
Fj(κ)f = (α+w+−α−w−+iα+iw+i− iα−iw−i)+ 1
4
K(κ)A(w+−w−−w+i+w−i) (C.6)
where
A =
1
4
(
α+‖w+‖2 + α−‖w−‖2 − iα+i‖w+i‖2 − iα−i‖w−i‖2
)
. (C.7)
Equating components in the eigenvalue equation
Fj(κ)f = e
iφf , (C.8)
we find that the vector α = (α+, α−, α+i, α−i)T satisfies the linear equation system
1 + K(κ)16 ‖w+‖2 K(κ)16 ‖w−‖2 − iK(κ)16 ‖w+i‖2 − iK(κ)16 ‖w−i‖2
−K(κ)16 ‖w+‖2 −1− K(κ)16 ‖w−‖2 iK(κ)16 ‖w+i‖2 iK(κ)16 ‖w−i‖2
−K(κ)16 ‖w+‖2 −K(κ)16 ‖w−‖2 i + iK(κ)16 ‖w+i‖2 iK(κ)16 ‖w−i‖2
K(κ)
16 ‖w+‖2 K(κ)16 ‖w−‖2 − iK(κ)16 ‖w+i‖2 −i− iK(κ)16 ‖w−i‖2
α = eiφα.
(C.9)
From (C.4) it follows that
α =
1
2

1 0 1 0
1 0 −1 0
0 1 0 −1
0 1 0 1
β, (C.10)
with β = (β1, β2, β3, β4)
T . We may re-write (C.9) as an equation for β, using (C.4) and
(C.10), as 
0 0 1 0
0 0 0 −i
1 + K(κ)16 W1 − iK(κ)16 W2 K(κ)16 W3 iK(κ)16 W4
K(κ)
16 W1 −i− iK(κ)16 W2 K(κ)16 W3 iK(κ)16 W4
β = eiφβ, (C.11)
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with
W1 := ‖w+‖2 + ‖w−‖2
W2 := ‖w+i‖2 + ‖w−i‖2
W3 := ‖w+‖2 − ‖w−‖2
W4 := ‖w+i‖2 − ‖w−i‖2.
(C.12)
We observe immediately from (C.11) that
β3 = e
iφβ1,
−iβ4 = eiφβ2,
(C.13)
and, on subtracting the fourth row from the third,
β1 + iβ2 = e
iφβ3 − eiφβ4
⇒ e−iφβ3 + e−iφβ4 = eiφβ3 − eiφβ4, using (C.13),
⇒ β3 = −i cotφ β4, (C.14)
finally getting
β1 = −ie−iφ cotφ β4
β2 = −ie−iφβ4
β3 = −i cotφ β4.
(C.15)
C.2 Eigenvalue equation
The undetermined constant β4 will be set by normalisation, but we first turn to the value
of φ. For this we will need explicit formulæ for W1, . . .W4.
From (4.8),
‖w+‖2 = (FBuj + uj)† (FBuj + uj)
=
(
u†j + u
†
jF†B
)
(FBuj + u)
= 2‖u‖2 + u†j(F†B + FB)uj , (C.16)
and
‖w−‖2 = 2‖u‖2 − u†j(F†B + FB)uj , (C.17)
so we immediately see that
W1 = ‖w+‖2 + ‖w−‖2 = 4‖uj‖2 = 8, (C.18)
and
W3 = ‖w+‖2 − ‖w−‖2 = 2u†j(FB + F†B)uj . (C.19)
At this point we use the formula (3.2) for the entries of FB to deduce that the nmth
entry of the matrix FB + F†B is
2√
B
cos
(
2pi(n− 1)(m− 1)
B
)
, (C.20)
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and the nth entry of the vector (FB + F†B)uj is
2√
B
cos
(
2pi(n− 1)(j − 1)
B
)
+
2√
B
cos
(
2pi(n− 1)(B + 1− j)
B
)
=
4√
B
cos
(
2pi(n− 1)(j − 1)
B
)
(C.21)
so that
u†j(FB + F†B)uj =
4√
B
cos
(
2pi(j − 1)2
B
)
+
4√
B
cos
(
2pi(j − 1)(B + 1− j)
B
)
=
8√
B
cos
(
2pi(j − 1)2
B
)
. (C.22)
This means that, from (C.19),
W3 =
16√
B
cos
(
2pi(j − 1)2
B
)
. (C.23)
In a completely analogous way we find that
‖w+i‖2 = 2‖vj‖2 + iv†j(F†B −FB)vj ,
‖w−i‖2 = 2‖vj‖2 − iv†j(F†B −FB)vj .
(C.24)
Similar to how we arrived at (C.22),
v†j(F†B −FB)vj = −
8i√
B
sin
(
2pi(j − 1)2
B
)
. (C.25)
Therefore
W2 = ‖w+i‖2 + ‖w−i‖2 = 4‖vj‖2 = 8 (C.26)
and
W4 = ‖w+i‖2 − ‖w−i‖2 = 16√
B
sin
(
2pi(j − 1)2
B
)
. (C.27)
The big matrix in (C.11) becomes now
0 0 1 0
0 0 0 −i
1 + K(κ)2 − iK(κ)2 K(κ)√B cos(
2pi(j−1)2
B )
iK(κ)√
B
sin(2pi(j−1)
2
B )
K(κ)
2 −i− iK(κ)2 K(κ)√B cos(
2pi(j−1)2
B )
iK(κ)√
B
sin(2pi(j−1)
2
B )
 (C.28)
To calculate its characteristic polynomial we use profitably the Schur complement formula,
det
(
A B
C D
)
= detAdet(D − CA−1B), (C.29)
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to deduce that
det

−λ 0 1 0
0 −λ 0 −i
1 + K(κ)2 − iK(κ)2 K(κ)√B cos(
2pi(j−1)2
B )− λ iK(κ)√B sin(
2pi(j−1)2
B )
K(κ)
2 −i− iK(κ)2 K(κ)√B cos(
2pi(j−1)2
B )
iK(κ)√
B
sin(2pi(j−1)
2
B )− λ
 (C.30)
= λ2 det
 K(κ)√B cos(2pi(j−1)2B )− λ iK(κ)√B sin(2pi(j−1)2B )
K(κ)√
B
cos(2pi(j−1)
2
B )
iK(κ)√
B
sin(2pi(j−1)
2
B )− λ

+
1
λ
(
1 + K(κ)2 − iK(κ)2
K(κ)
2 −i− iK(κ)2
)(
1 0
0 −i
))
= det
 K(κ)λ√B cos(2pi(j−1)2B ) + K(κ)2 + 1− λ2 iK(κ)λ√B sin(2pi(j−1)2B )− K(κ)2
K(κ)λ√
B
cos(2pi(j−1)
2
B ) +
K(κ)
2
iK(κ)λ√
B
sin(2pi(j−1)
2
B )− K(κ)2 − 1− λ2

and, continuing,
=
(
K(κ)λ√
B
cos
(
2pi(j − 1)2
B
)
+
K(κ)
2
+ 1− λ2
)
×
(
iK(κ)λ√
B
sin
(
2pi(j − 1)2
B
)
− K(κ)
2
− 1− λ2
)
−
(
iK(κ)λ√
B
sin
(
2pi(j − 1)2
B
)
− K(κ)
2
)(
K(κ)λ√
B
cos
(
2pi(j − 1)2
B
)
+
K(κ)
2
)
= −(1 + λ2)K(κ)λ√
B
cos
(
2pi(j − 1)2
B
)
+ (1− λ2) iK(κ)λ√
B
sin
(
2pi(j − 1)2
B
)
− K(κ)
2
(1 + λ2)− (1− λ2)(1 + λ2)− K(κ)
2
(1− λ2)
= λ4 − λ
3K(κ)√
B
e2pii(j−1)
2/B − λK(κ)√
B
e−2pii(j−1)
2/B − 1−K(κ). (C.31)
The eigenphases eiφ appearing in the solutions (C.15) are the zeros λ of the polynomial
(C.31). Note that if κ = 0, and there is no perturbation, then K(0) = 0, and the
polynomial (C.31) reduces to λ4 − 1 with roots λ = ±1,±i, the unperturbed eigenvalues
of FB, as to be expected.
C.3 Explicit form of the perturbed eigenvectors
The eigenvectors we have found are of the form (C.3),
f = β1FBuj + β2iFBvj + β3uj + β4vj , (C.32)
where β1, . . . , β3 satisfy (C.15) depending on φ, the phase of one of the four roots of (C.31).
Putting these into (C.32), and re-naming −iβ4 = Z, we get
f = β4
(
−i cotφ(e−iφFBuj + uj) + e−iφFBvj + vj)
)
= Z
(
cotφ(e−iφFBuj + uj) + i(e−iφFBvj + vj)
)
. (C.33)
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Let
z1 := e
−iφFBuj + uj
z2 := e
−iφFBvj + vj ,
(C.34)
so that
f = Z (cotφz1 + iz2) . (C.35)
Then
z†1z2 = (e
iφu†jF†B + u†j)(e−iφFBvj + vj)
= u†jvj + e
iφu†jF†Bvj + e−iφu†jFBvj + u†jvj
= 0, (C.36)
because u†jvj = 0 by construction, and since u
†
j(F†B)2 = u†j and F2Bvj = −vj we have that
u†jFBvj = −u†jF†Bvj = −u†j(F†B)2FBvj = −u†jFBvj , (C.37)
and similar for u†jF†Bvj .
A consequence of the orthogonality (C.36) is that
‖f‖2 = |Z|2 (cot2 φ‖z1‖2 + ‖z2‖2) . (C.38)
From (C.34),
‖z1‖2 = 2‖uj‖2 + u†j(e−iφFB + eiφF†B)uj . (C.39)
Similarly to how (C.22) was obtained, the mnth entry of the matrix e−iφFB + eiφF†B
is
2√
B
cos
(
φ− 2pi(n− 1)(m− 1)
B
)
(C.40)
and the mth entry of the vector (e−iφFB + eiφF†B)uj is
2√
B
cos
(
φ− 2pi(j − 1)(m− 1)
B
)
+
2√
B
cos
(
φ− 2pi(B + 1− j)(m− 1)
B
)
=
4√
B
cosφ cos
(
2pi(j − 1)(m− 1)
B
)
, (C.41)
leading to
u†j(e
−iφFB + eiφF†B)uj =
8√
B
cosφ cos
(
2pi(j − 1)2
B
)
, (C.42)
and so we get from (C.39),
‖z1‖2 = 4 + 8√
B
cosφ cos
(
2pi(j − 1)2
B
)
. (C.43)
Proceeding similarly,
‖z2‖2 = 2‖vj‖2 + v†j(eiφF†B + e−iφFB)vj , (C.44)
and we find that
v†j(e
iφF†B + eiφFB)vj =
8√
B
sinφ sin
(
2pi(j − 1)2
B
)
, (C.45)
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so that
‖z2‖2 = 4 + 8√
B
sinφ sin
(
2pi(j − 1)2
B
)
. (C.46)
Putting together (C.46) and (C.43) into (C.38) we get
‖f‖2 = |Z|2
(
4 cot2 φ+
8√
B
cot2 φ cosφ cos
(
2pi(j − 1)2
B
)
+ 4 +
8√
B
sinφ sin
(
2pi(j − 1)2
B
))
(C.47)
= |Z|2 cosec2 φ
(
4 +
8√
B
(
cos3 φ cos
(
2pi(j − 1)2
B
)
+ sin3 φ sin
(
2pi(j − 1)2
B
)))
.
Let us denote f = (f1, . . . , fB). We now turn to explicit calculation of the components
squared, |fn|2. It is prudent to consider the cases n = j, B + 2− j separately.
Let us note for subsequent calculations, that the nth entry of the vector FBuj is
1√
B
e2pii(n−1)(j−1)/B +
1√
B
e2pii(n−1)(B+1−j)/B =
2√
B
cos
(
2pi(n− 1)(j − 1)
B
)
, (C.48)
and the nth entry of the vector FBvj is
1√
B
e2pii(n−1)(j−1)/B − 1√
B
e2pii(n−1)(B+1−j)/B =
2i√
B
sin
(
2pi(n− 1)(j − 1)
B
)
. (C.49)
Assume that n 6= j, B+2− j. Then from (C.33) and the fact that the nth components
of uj and vj are zero,
fn = Z
(
2 cotφ√
B
e−iφ cos
(
2pi(n− 1)(j − 1)
B
)
− 2√
B
e−iφ sin
(
2pi(n− 1)(j − 1)
B
))
=
2Z√
B
e−iφ cosecφ cos
(
φ+
2pi(n− 1)(j − 1)
B
)
, (C.50)
and
|fn|2 = 4|Z|
2
B
cosec2 φ cos2
(
φ+
2pi(n− 1)(j − 1)
B
)
. (C.51)
If n = j or n = B + 2− j, then fn contains contributions from the vectors uj and vj ,
giving
fn = Z
(
2 cotφ√
B
e−iφ cos
(
2pi(n− 1)(j − 1)
B
)
+ cotφ
− 2√
B
e−iφ sin
(
2pi(n− 1)(j − 1)
B
)
± i
)
= Z cosecφ
(
2√
B
e−iφ cos
(
φ+
2pi(n− 1)(j − 1)
B
)
+ e±iφ
)
(C.52)
with the “+” sign taken for n = j and the “−” sign for n = B + 2− j. It follows that
|fn|2 = |Z|2 cosec2 φ
(
2√
B
e−iφ cos
(
φ+
2pi(n− 1)(j − 1)
B
)
+ e±iφ
)
×
(
2√
B
eiφ cos
(
φ+
2pi(n− 1)(j − 1)
B
)
+ e∓iφ
)
. (C.53)
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This becomes, for n = j,
|fj |2 = |Z|2 cosec2 φ
(
4
B
cos2
(
φ+
2pi(j − 1)2
B
)
+
4√
B
cos 2φ cos
(
φ+
2pi(j − 1)2
B
)
+ 1
)
(C.54)
and for n = B + 2− j,
|fB+2−j |2 = |Z|2 cosec2 φ
(
4
B
cos2
(
φ− 2pi(j − 1)
2
B
)
+
4√
B
cos
(
φ− 2pi(j − 1)
2
B
)
+ 1
)
(C.55)
It is possible to verify the calculation of the norm ‖f‖2, (C.47) by summing over (C.51)
with (C.54) and (C.55), but we do not do that here. Moreover, the components (C.51),
(C.54) and (C.55), together with (C.47), are sufficient information to calculate the entropy
s(f) exactly.
C.4 Entropy calculation
We now focus on the calculation of the entropy up to terms small in the size B of the
matrix.
From (C.47), we have
‖f‖2 = 4|Z|2 cosec2 φ
(
1 + O(B−1/2)
)
. (C.56)
We also deduce from (C.54) and (C.55) that
|fj |2 = |Z|2 cosec2 φ
(
1 + O(B−1/2
)
,
|fB+2−j |2 = |Z|2 cosec2 φ
(
1 + O(B−1/2
)
.
(C.57)
This means that
|fj |2
‖f‖2 =
1
4
+ O(B−1/2), (C.58)
and similarly for fB+2−j .
If h(x) :=−x log x, so that
s(f) =
B∑
n=1
h
( |fn|
‖f‖2
)
, (C.59)
since h is differentiable on (0, 1),
h
( |fj |
‖f‖2
)
= h(14) + O(B
−1/2) =
1
2
log 2 + O(B−1/2), (C.60)
and fB+2−j contributes the same.
The main contribution to s(f) comes from the remaining components, with n 6= j, B+
2− j. Coming from (C.51) we get
|fn|2
‖f‖2 =
1
B
cos2
(
φ+
2pi(n− 1)(j − 1)
B
)
+ O(B−3/2). (C.61)
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The contribution of each of these components to the entropy is
h
( |fn|2
‖f‖2
)
=
logB
B
cos2
(
φ+
2pi(n− 1)(j − 1)
B
)
− 1
B
cos2
(
φ+
2pi(n− 1)(j − 1)
B
)
log
(
cos2
(
φ+
2pi(n− 1)(j − 1)
B
))
+ O
(
logB
B3/2
)
. (C.62)
Adding up the contributions we have
s(f) = S1(φ,B) logB − S2(φ,B) + 21
2
log 2 + O
(
logB
B1/2
)
, (C.63)
where
S1(φ,B) :=
1
B
B∑
n=1
n6=j,B+2−j
cos2
(
φ+
2pi(n− 1)(j − 1)
B
)
(C.64)
and
S2(φ,B):=
1
B
B∑
n=1
n6=j,B+2−j
cos2
(
φ+
2pi(n− 1)(j − 1)
B
)
log
(
cos2
(
φ+
2pi(n− 1)(j − 1)
B
))
.
(C.65)
The quantities S1(φ,B) and S2(φ,B) are Riemann sums and can be estimated up to errors
of order O(B−1) by integrals: for S1,
S1(φ,B) =
∫ 1
0
cos2(φ+ 2pi(j − 1)x) dx+ O(B−1)
=
1
2pi
∫ 2pi
0
cos2(φ+ y) dy + O(B−1)
=
1
2
+ O(B−1), (C.66)
and
S2(φ,B) =
∫ 1
0
cos2(φ+ 2pi(j − 1)x) log(cos2(φ+ 2pi(j − 1)x)) dx+ O(B−1)
=
1
2pi
∫ 2pi
0
cos2 y log(cos2 y) dy + O(B−1)
=
1
2pi
∫ 2pi
0
(
1
2 +
1
2 cos 2y
)
log
(
1
2 +
1
2 cos 2y
)
dy + O(B−1). (C.67)
The integral in (C.67) is of the type considered in appendix D. From the evaluation
contained therein, we find that
S2(φ,B) = − log 2 + 1
2
+ O(B−1). (C.68)
Finally, putting (C.68) and (C.66) into (C.63), the entropy of f is
s(f) =
1
2
logB + 2 log 2− 1
2
+ O
(
logB
B1/2
)
. (C.69)
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D Evaluation of an integral
In this appendix we evaluate the integral
I(α, β, a, b) :=
∫ 2pi
0
(α+ β cosx) log (a+ b cosx) dx, a > 0, |b| < a. (D.1)
In the application we have in mind α = a and β = b, but it is no extra effort to consider
the more general form.
For simplicity we initially suppose that a = 1+ t2, b = 2t for some t with |t| < 1. Then
log(1 + t2 + 2t cosx) = log
(
(1 + teix)(1 + te−ix)
)
(D.2)
= log(1 + teix) + log(1 + te−ix). (D.3)
So
I(α, β, 1 + t2, 2t) =
∫ 2pi
0
(
α+
β
2
(eix + e−ix)
)(
log(1 + teix) + log(1 + te−ix)
)
dx. (D.4)
We write the logarithmic terms as absolutely uniformly (in x) convergent series:
log(1 + te±ix) = −
∞∑
n=1
(−t)ne±inx
n
, (D.5)
Inserting (D.5) into (D.4) we find that only the n = 1 terms of the summations contribute
and we get
I(α, β, 1 + t2, 2t) = 2piβt. (D.6)
If a and b happen not to be of the special form above, we can write
log(a+ b cosx) = log
(
2a
b2
(a−
√
a2 − b2) + 2
b
(a−
√
a2 − b2) cosx
)
− log
(
2
b2
(a−
√
a2 − b2)
)
, (D.7)
where the x-dependent term is of the form (D.2), with
t =
1
b
(a−
√
a2 − b2) (D.8)
and
1 + t2 = 1 +
1
b2
(a−
√
a2 − b2)2
=
2a
b2
(a−
√
a2 − b2). (D.9)
Thus,
I(α, β, a, b) = I(α, β, 1 + t2, 2t)− 2piα log
(
2
b2
(a−
√
a2 − b2)
)
(D.10)
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with t given by (D.8). Noting that
− log
(
2
b2
(a−
√
a2 − b2)
)
= log
(
b2
2
1
a−√a2 − b2
)
= log
(
a+
√
a2 − b2
2
)
, (D.11)
we get that
I(α, β, a, b) = 2piα log
(
a+
√
a2 − b2
2
)
+ 2piβ
(
a−√a2 − b2
b
)
. (D.12)
The case α = 1, β = 0 of this integral is formula 4.224.9 of [56].
Finally, if α = a and β = b, then the integrand (D.1) is bounded and we may increase
b to a giving
I(a, a, a, a) = 2pia
(
1 + log
(a
2
))
. (D.13)
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