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SHARP ASYMPTOTICS FOR THE TRUNCATED
TWO-POINT FUNCTION OF THE ISING MODEL
WITH A POSITIVE FIELD
SÉBASTIEN OTT
Abstract. We prove that the correction to exponential decay of
the truncated two points function in the homogeneous positive field
Ising model is c‖x‖−(d−1)/2. The proof is based on the develop-
ment in the random current representation of a “modern” Ornstein-
Zernike theory, as developed by Campanino, Ioffe and Velenik [7].
1. Introduction
1.1. Ising Model with a Positive Field. For all this paper, h will be
a fixed positive real number and will thereof be omitted from notations.
We will also absorb the inverse temperature β in the coupling constants
J.
The positive field Ising Model on a weighted graph G = (VG,J) is
defined via:
µG(σ) ∝ exp
 ∑{i,j}⊂VG Jijσiσj + h
∑
i
σi

with h > 0. Denote the expectation 〈·〉G.
As h ≥ 0 and Jij ≥ 0, the measure µG satisfies the GKS inequality:
Lemma 1.1. For any A,B ⊂ VG,
〈σA〉G ≥ 0,
〈σAσB〉G ≥ 〈σA〉G〈σB〉G.
In what follows, we will be considering the Ising model with h > 0 on
Zd: the vertex set is the sites of Zd (canonically embedded in Rd) and
the weights (Jij){i,j}⊂Zd are assumed to be invariant under translation
by elements of Zd and under symmetries of Zd. Moreover, we suppose
that there exists R > 0 such that Jij = 0,∀‖i− j‖ > R (finite range).
Denote d(·, ·) the graph distance in (Zd,J).
For technical convenience, we will assume J0i > 0 for i ∈ {±ek, k =
1, ..., d}, where ek the unit vector in the kth direction.
Let µ be the (unique as h > 0, for example using Lee-Yang Theorem,
see [11]) infinite volume measure obtained by limit of finite volume
measures µG. Expectation under µ is denoted 〈 〉.
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2 SÉBASTIEN OTT
The object of study in this paper will be the truncated two point
function:
〈σx;σy〉 = 〈σxσy〉 − 〈σx〉〈σy〉.
We first define the inverse correlation length via:
ξn(x) = − 1
n
log
(〈σ0;σ[nx]〉) (1)
(with [x] denote the point in Zd closest to x) and
ξ(x) = lim
n→∞
ξn(x) (2)
if it exists.
The following Theorem (which is a combination of result from [12]
and well known arguments) encapsulates the basic properties of ξ that
will be needed for our study.
Theorem 1.2. ξ(x) exists for every x ∈ Rd and
〈σ0;σx〉 ≤ e−ξ(x). (3)
Moreover,
〈σ0;σx〉 ≤ 〈σ0σx〉 cosh(h)−d(0,x), (4)
and ξ defines a norm on Rd.
The main goal of this paper is the proof of:
Theorem 1.3. For any d ≥ 1, β > 0 and h > 0, there exists ψd :
Sd−1 → R≥0 such that
〈σ0;σx〉 = ψd(x/‖x‖)‖x‖(d−1)/2 e
−ξ(x)(1 + o‖x‖(1)).
Moreover, both ξ and ψd are analytic in x/‖x‖.
The claim being trivial when d = 1. Theorem 1.3 will be proved as
a corollary of Theorem 2.2.
1.2. Overview of the Proof. The main result of this paper is the
development of an Ornstein-Zernike theory, in the form introduced in
[5],[6] and [7], in the double random current representation of the Ising
model. Such theory is already available in the random-path representa-
tion of correlations induced by the high-temperature expansion of the
Ising model and in the Random Cluster Model. The OZ construction is
done in three steps: the first is a coarse graining argument that allows
to approximate long connected objects by a family of random trees em-
bedded in Zd satisfying certain exponential cost inequality (Sections 5
and 7). Then, a very robust procedure developed in [5],[6] and [7] al-
lows to control the geometry of those trees; claims following from this
procedure will be entirely imported from [7], the present work is thus
not self-contained. Finally, a finite-energy type argument (Section 6)
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transfers the control obtained on the trees to a control on the initial ob-
ject, giving a representation of the cluster in terms of a concatenation
of smaller “irreducible” clusters; the proof finishes by the construction
(imported from [18]) of a probability measure on a set of small clusters
that are concatenations of irreducible ones so that the concatenation
of an i.i.d. sequence of clusters has the same law as the long connected
object one started with (see Theorem 2.2).
1.3. Brief History of Sharp Asymptotics. Asymptotic study of co-
variances goes back to the (non-rigorous) work of Ornstein and Zernike
[15],[20]. First rigorous analysis for truncated two-point functions in
any dimension were given in [1] and [19] in the regime h = 0, β  1.
The first non-perturbative treatment of the question was done in [6], in
the regime h = 0, β < βc; it was then extended to Potts models (for the
same regime) in [7]. In all non-perturbative treatments, the analysis
is possible because the truncation is “trivial”: 〈σ0〉 = 0 and the study
is thus reduced to the study of the two-point function 〈σ0σx〉 which
enjoys nicer graphical representation than 〈σ0;σx〉. The only sharp,
non-perturbative, study of 〈σ0;σx〉 with a non-trivial truncation is the
nearest-neighbour Ising model on Z2, with h = 0 and any β, as it is
possible to derive an exact formula for it using integrability (see for
example [14]).
The first non-pertubative study of covariances with a non-trivial
truncation not relying on integrability was made in [17] for covariances
between even products of spins, in the regime β < βc. It is largely
based on the random current representation of the Ising model. The
present work uses the same representation to attack the question in the
regime β > 0, h > 0 (and, by symmetry, h < 0).
1.4. Open Problems. We list here a few open problems that appear
to be natural given the results of the present work and those available
from past ones.
Low Temperature Covariances. The first problem suggested by the re-
sults of this paper, of [6] and of [14], is the sharp treatment of truncated
correlations when h = 0, β > βc, d ≥ 3, as it is the only regime miss-
ing. Such an analysis seems doable via the arguments presented in [10]
combined with the general approach of [7] and some ideas borrowed
from the present work. We plan to come back to this question in a
near future.
In the case of nearest neighbour interaction, treating the case d = 2
without resorting to integrability should be doable using planar du-
ality and the analysis done in [17]. Extension to general finite range
interaction is wide open.
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Extension to Potts Model. A second problem (of apparently higher level
of difficulty) is the treatment of truncated two-point functions in the
Potts model with an homogeneous field, the absence of random current
representation asks for new ideas to even start the analysis. A good
indication that the question is highly non-trivial are the results of [4].
Quantum Ising Model with Transverse Field. A third problem of inter-
est would be a treatment of the asymptotic behaviour of truncated two-
point functions for the quantum Ising model with transverse magnetic
field (a random current representation satisfying a switching lemma
being available -see [8]- this seems to be the easiest problem of the
list).
2. Random Current Representation, Notation and Main
Theorem
2.1. Notation and Conventions. Start with a few generic notations.
Denote on(1) a quantity that tends to 0 as n goes to infinity. Constants
c, C are non-negative real numbers that can vary from line to line.
They do not depend on the variables of interest in the study. We
also fix an arbitrary total order on Zd for the whole paper. We write
Z+ = {0, 1, 2, 3, ...}.
We work on weighted graphs; a weighted graph G will be the data
of a vertex set VG and a weight function J :
{{i, j} ⊂ VG} → R≥0.
Write J({i, j}) = Jij. The edges of G, denoted EG, are the pairs {i, j}
with non-zero weight: EG = {{i, j} ⊂ VG : Jij > 0}. We write i ∼ j if
Jij > 0.
We say that two points u, v ∈ VG are connected, written u ↔ v, if
there exists a path of edges in EG going from u to v. Call the cluster
of v ∈ VG the maximal connected component of v.
For G a graph and VH ⊂ VG, define H the sub-graph of G induced
by VH to be H = (VH ,J|{i,j}⊂VH ). Write H ⊂ G. For A ⊂ VG, define
three notions of boundary for A:
∂extA =
{
v ∈ VG \ A : ∃v′ ∈ A, {v, v′} ∈ EG
}
,
∂ intA =
{
v ∈ A : ∃v′ ∈ VG \ A, {v, v′} ∈ EG
}
,
∂edgeA =
{{v, v′} ∈ EG : v ∈ A, v′ ∈ VG \ A}.
For A ⊂ Rd, ∂A denotes the usual boundary of A. A contour Γ ⊂ EG
is a set of edges such that there exists VH ⊂ VG with H connected such
that ∂edgeVH = Γ. We will consider graphs to be marked graphs (having
a distinguished vertex). When G is a subset of Zd containing 0, the
marked vertex will be 0 by convention. When VH contains the marked
vertex, it is called the interior of Γ, written Γ˚, and VG\VH the exterior.
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Finally, for a contour Γ ⊂ EG, define
Γint =
{
v ∈ Γ˚ : ∃v′ ∈ VG \ Γ˚, {v, v′} ∈ Γ
}
,
Γext =
{
v ∈ VG \ Γ˚ : ∃v′ ∈ Γ˚, {v, v′} ∈ Γ
}
.
The last convention is that we assimilate subsets A ⊂ B with their
characteristic function 1A : B → {0, 1} (in particular, percolation con-
figurations ω ⊂ EG are seen as functions via ωe = 1e∈ω).
2.2. Random Current Model. LetG = (VG,J) be a weighted graph.
A random current configuration on G is an element of ZEG+ . The weight
of a configuration n is given by:
w(n) =
∏
e∈EG
(Je)
ne
ne!
.
The sources of a current are:
∂n = {v ∈ VG :
∑
u∼v
nuv = 1 mod 2}.
Notice that the number of sources of a current is always even. We
will use the shorthand
∑
∂n=A for the sum over current configurations
with sources A. Define then the associated partition functions and
probability measures:
ZG(A) =
∑
∂n=A
w(n), PAG(n) = 1∂n=A
w(n)
ZG(A)
.
We will use the notation PA,BG = P
A
G × PBG, called the double random
current measure. We dealing with pairs of random current, the follow-
ing notation will be useful: for F, f, g : ZEG+ → R, denote
ZG(A)ZG(B)
{
Ff(n)g(m)
}
=
∑
∂n=A
∑
∂m=B
w(n)w(m)F (n+m)f(n)g(m),
where the sum is coordinatewise.
2.3. Random Current Representation of the Ising Model with
a Field. Start by defining the augmented graph Gg = (VGg , J˜) by
adding a vertex g to VG and setting J˜ig = h for all i ∈ VG and J˜ij = Jij
for all i, j ∈ VG. Write EGg =
{{i, j} ⊂ VGg : J˜ij > 0}. One can thus
rewrite:
µG(σ) ∝ 1σg=1 exp
( ∑
{i,j}⊂VGg
J˜ijσiσj
)
.
The random current representation is obtained by expanding eJ˜ijσiσj
and resumming; more precisely, for any A ⊂ VG, one gets
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∑
σ∈{±1}VGg
σA1σg=1e
∑
{i,j}∈EGg
J˜ijσiσj
=
= 2|VG|
{∑
∂n=Aw(n) if |A| = 0 mod 2∑
∂n=A∪{g}w(n) if |A| = 1 mod 2
.
Thus,
〈σA〉G =
ZGg(A)
ZGg(∅)
if |A| even, = ZGg(A ∪ {g})
ZGg(∅)
if |A| odd.
One can define infinite volume random current measures on Gg for
G = (Zd,J), PAGg , by taking weak limits, see [3]. For fixed sources, the
limit will be unique by Lemma A.2.
2.4. Connectivity in Random Current and Switching Lemma.
Now we present two classical marginals of the random current and of
the double random current. The first one is the percolative interpreta-
tion of the current via nˆe = 1ne>0 for all edges e.
The main use of this point of view is the Switching Lemma. For
A ⊂ VGg define EA the event that every cluster contains an even number
of sites in A (possibly 0).
Lemma 2.1. For any graph G = (VG,J) and A,B ⊂ VG,
ZG(A)ZG(B)
{
F
}
= ZG(A∆B)ZG(∅)
{
1EBF
}
It first appeared in [13] and was used extensively in [2], a more recent
demonstration of the random current efficiency is [3].
The second useful marginal is to forget about the number associated
to each edge and to remember only whether its current number is even
> 0, = 0 or odd. Thus define
n¯e =

0 if ne = 0
1 if ne = 1 mod 2
2 else
.
Notice that ∂n = ∂n¯. We call such functions parity currents.
The weight of n¯ is:
w(n¯) =
∑
n∼n¯
w(n) =
∏
e:n¯e=1
sinh(Je)
∏
e:n¯e=2
cosh(Je)
where n ∼ n¯ means the compatibility of n and n¯. The first application
of the switching lemma we will use is a percolative representation of
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the truncated two-point function:
〈σ0;σx〉G =
ZGg(0, x)ZGg(∅)− ZGg(0, g)ZGg(x, g)
ZGg(∅)2
=
=
ZGg(∅)ZGg(0, x){10↔/ g}
ZGg(∅)2
= 〈σ0σx〉GP∅,{0,x}Gg (0↔/ g).
The reader not used to working with random current can notice that
a connexion between 0 and x is induced in the second current via the
source constraint.
2.5. Diamonds Decomposition and Main Theorem. The study
of 〈σ0;σx〉 will be done by studying the behaviour of a long cluster in a
well chosen percolation model. It will follows the study done in [7] for
FK-percolation and the main goal of this paper is to obtain a similar
decomposition of the cluster in terms of “cone-confined” components.
Before stating the main result of this paper, we need to introduce a bit
of notation and a few objects. We will need two convex sets encoding
the information about ξ: the equi-decay set Uξ and the Wulff shape Kξ
defined by
Uξ = {x ∈ Rd : ξ(x) ≤ 1}, Kξ =
⋂
s∈Sd−1
{t ∈ Rd : (t, s)d ≤ ξ(s)},
where (·, ·)d denotes the scalar product on Rd. They are polar:
Uξ =
{
x ∈ Rd : max
t∈Kξ
(t, x)d ≤ 1
}
, Kξ =
{
t ∈ Rd : max
x∈Uξ
(t, x)d ≤ 1
}
.
x ∈ Rd and t ∈ ∂Kξ are said to be dual if (t, x)d = ξ(x). For t ∈ ∂Kξ
and δ ∈ (0, 1), define the forward and backward cones
YJδ (t) =
{
x ∈ Zd : (t, x)d > (1− δ)ξ(x)
}
, YIδ (t) = −YJδ (t).
For a set A ⊂ Rd, we say that v ∈ A is a (t, δ)-cone-point of A if
A \ v ⊂ ((v + YJδ (t)) ∪ (v + YIδ (t))).
For a connected set A ⊂ Rd, we say that v ∈ A is a break point of A
if A \ v = A1 ∪ A2 with A1 ∩ A2 = ∅ and A1, A2 connected. For v a
break point of A, we say that v is a
• (t, δ)-forward cone-point of A if A1 ⊂ (v + YJδ (t)) and A2 ⊂
(v + YJδ (t))c (we take the closure of YJδ (t) as it is an open set)
or the same with A1, A2 interchanged,
• (t, δ)-backward cone-point of A if A1 ⊂ (v + YIδ (t)) and A2 ⊂
(v + YIδ (t))c or the same with A1, A2 interchanged.
A connected set A ⊂ Rd is called
• (t, δ)-forward (resp. backward)-contained if there exists v ∈ A
such that A \ v ⊂ (v+YJδ (t)), resp. ⊂ (v+YIδ (t)). Denote this
v = f(A) (resp. = b(A)).
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• (t, δ)-diamond-contained if it is forward and backward contained.
• (t, δ)-forward-irreducible if there exists v ∈ A such that A ⊂
(v + YJδ (t)) and v is the only forward cone-point of A.
• (t, δ)-backward-irreducible if there exists v ∈ A such that A ⊂
(v + YIδ (t)) and v is the only backward cone-point of A.
• (t, δ)-irreducible if it is forward and backward irreducible.
These definitions are adapted to C a cluster in (Zd,J) and v a vertex
in C via the use of the above definitions on the subset of Rd obtained
by taking the vertices of C and the solid line segments corresponding
to edges.
Notice that any diamond contained cluster is a concatenation of ir-
reducible ones. Introduce then the notion of displacement of a cluster
by: for any C diamond-contained,
D(C) = b(C)− f(C). (5)
To make sense of the displacement for not diamond-contained cluster,
consider the set of marked forward/backward contained cluster (the set
of forw./backw.-contained cluster with a distinguished vertex v∗). In
this case, define the displacement of (C, v∗) by:
v∗ − f(C), resp. b(C)− v∗. (6)
We will also say that a marked forward/backward-contained cluster γ
is irreducible if it contains no cone-point in v∗+YIδ (t), resp. v∗+YJδ (t).
Define
• The sets of rooted marked backward-contained/irreducible clus-
ters:
BL = {C marked backward-contained with v∗ = 0},
BirrL = {C marked backward-irreducible with v∗ = 0}.
• The sets of rooted marked forward-contained/irreducible clus-
ters:
BR = {C marked forward-contained with f(C) = 0},
BirrR = {C marked forward-irreducible with f(C) = 0}.
• The sets of rooted diamond-contained/irreducible clusters:
A = {C diamond-contained with f(C) = 0},
Airr = {C irreducible with f(C) = 0}.
For γ ∈ BL and γ′ ∈ BR define the concatenation of γ and γ′ by:
γ ◦ γ′ = γ ∪ (b(γ) + γ′).
We will often identify a chain of irreducible clusters γL unionsq γ1 unionsq · · · unionsq
γR with the concatenation of their translates. The displacement of a
concatenation of clusters is the sum of the displacements.
The main result of this paper is
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Figure 2.1. From left to right: a marked irreducible piece,
its displacement, an irreducible piece, its displacement.
Theorem 2.2. For any t0 ∈ ∂Kξ there exists δ ∈ (0, 1) such that for
any t ∈ ∂Kξ in an small open neighbourhood of t0 and any x dual to t,
one can construct two non-negative, finite measures ρL, ρR on BL and
BR and a probability measure p on A (for the cones Yδ(t0)) satisfying:
there exists c > 0 such that, for any f measurable with respect to the
cluster of 0,∣∣∣h2〈σ0σx〉e(t0,x)∑
C
P∅,{0,x}
(
C0,x = C, 0↔/ g
)
f(C)−
−
∑
γL
∑
γR
ρL(γL)ρR(γR)
∑
M≥0
∑
γ1,...,γM
M∏
i=1
p(γi)1D(γ)=xf(γ)
∣∣∣ ≤ ‖f‖∞e−c‖x‖
where γ = γL ◦γ1 ◦ · · · ◦γM ◦γR. Moreover, there exists ν > 0 such that
ρL(‖D(γL)‖ ≥ l) ∨ ρR(‖D(γR)‖ ≥ l) ∨ p(‖D(γ1)‖ ≥ l) ≤ e−νl. (7)
From Theorem 2.2, one easily deduces Theorem 1.3 by setting f(C) =
1 and using the local limit theorem for random walks in dimension d
together with the exponential decay property of ρL, ρR.
3. Proof of Theorem 1.2
Theorem 1.2 follows from two classical lemmas.
Lemma 3.1. For any graph G finite, h ≥ 0 and x, y, z ∈ VG,
〈σx;σz〉G ≥ 〈σx;σy〉G〈σy;σz〉G. (8)
In particular, ξ(x) exists for every x ∈ Rd and 〈σ0;σx〉 ≤ e−ξ(x).
Proof. A proof of (8) is given in [12]. The existence of ξ(x) and
〈σ0;σx〉 ≤ e−ξ(x) then follow from (8) and Fekete’s lemma. 
Lemma 3.2. For any graph G,
〈σ0;σx〉G ≤ 〈σ0σx〉G cosh(h)−dG(0,x).
Proof. By the Switching Lemma,
〈σ0;σx〉G
〈σ0σx〉G =
ZGg(∅)ZGg(0, x)
{
10↔/ g
}
ZGg(∅)ZGg(0, x)
= P
∅,{0,x}
Gg
(0
n+m←→/ g). (9)
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Now, notice that the source constraint in the first current imposes that
0
m←→ x. Partitioning then with respect to the cluster of 0 in the
second copy,
P
∅,{0,x}
Gg
(
0
n+m←→/ g) ≤ ∑
C⊂VG
0,x∈C
P
{0,x}
Gg
(
C0,x = C
)
P∅Gg
(
C ↔/ g)
≤ cosh(h)−dG(0,x),
by Lemma A.1 and the fact that if C is the joint cluster of 0 and x in
G, it contains at least dG(0, x) vertices. 
ξ being a norm follows from (8) and Lemma 3.2.
4. Proof of Theorem 1.3
We deduce here Theorem 1.3 from Theorem 2.2. We start by sketch-
ing the proof the OZ prefactor. Fix t ∈ ∂Kξ and x dual to t. As said
earlier, this is a rather straightforward application of the Local Limit
Theorem in dimension d. Denote ~µ = µ x‖x‖ the expectation of D(γ)
under p (where γ ∼ p). Fix  > 0 small. Denote P the law of the
random walk with steps having law D∗(p) (the push-forward of p by
D) started at 0. By the LLT, for any point y with ‖y − n~µ‖ < n1/2−,
P (∃N : SN = y) = c1n−(d−1)/2(1 + on(1)) with c1 depending only on
p (the way for ∃N : SN ... to n dependency is a classical concentration
estimate). One can check the proof of the same statement in [16, Sec-
tion 3.9] for the detailed argument. The claim follows from this and
the exponential decay property of ρL/R. One has:
ψd(x/‖x‖) = c1µ(d−1)/2
∑
u,v∈YJδ
ρL(D(γL) = u)ρR(D(γR) = v).
Now turn to the local analyticity of ξ in the direction (i.e.: analyticity
as a function Sd−1 → R). By duality, it is equivalent to show that the
boundary of the Wulff shape is locally analytic. ∂Kξ can be defined
(see [6]) as the boundary of the convergence domain of
t 7→
∑
x∈Zd
e(t,x)dP∅,{0,x}(0↔/ g).
Fix t0 ∈ ∂Kξ, s0 ∈ Sd−1 dual to t0 and let δ,p be given by Theorem 2.2.
Let V ⊂ ∂Kξ be a small open neighbourhood of t0 (that is chosen small
enough so that all arguments go through). Let U ⊂ Sd−1 be the small
open neighbourhood of s0 defined as the set of points dual to a point
in V . By definition of ξ, t ∈ V is equivalent to t being in the boundary
of the convergence domain of
A(z) =
∑
x∈Y(U)
e(x,z)dP∅,{0,x}(0↔/ g),
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where Y(U) is the convex cone generated by U . Choosing V (and thus
U) sufficiently small so that Theorem 2.2 applies, one get that the
boundary of the convergence domain of A(z) close to t0 is given by the
set of points t0 + z with z in the boundary of the convergence domain
of
F˜ (z) =
∑
x∈Y(U)
e(x,z)dP0(∃N : SN = x)
where P is the same random walk law as defined earlier in this Section.
As a sum of i.i.d. random variables, S admits a large deviation princi-
ple. The convergence domain of F˜ is thus the same as the convergence
domain of
F (z) =
∑
x∈Yδ(t0)
e(x,z)dP0(∃N : SN = x).
The cone-containment property of the steps together with a classical
manipulation on generating functions (induced by the renewal property
of P ) implies that
F (z) =
1
1−H(z) ,
where
H(z) =
∑
x∈Yδ(t0)
e(x,z)dp(D(γ1) = x).
So the the boundary of the convergence domain of F (z) is given by
the set of z such that H(z) = 1 (we used that H(z) has a domain of
convergence strictly larger than F (z)). It is thus the zero set of an
analytic function and is thus an analytic manifold. It is worth noticing
that the whole procedure is amounting to identify the boundary of the
Wulff shape close to t0 with the rate function of a suitable random
walk.
Finally, ψd is locally analytic in the direction as it is a convergent
sum of locally analytic functions (see [5] and [6] for details).
5. Coarse-Graining Procedure and Cone Structure
Following the analysis of [6] and [7], the first step of the proof of
Theorem 2.2 is the approximation of C0,x by a tree. It consists in two
layers of coarse graining: the first is an approximation of the cluster
in m induced by the source constraint ∂m = {0, x} and 0↔/ g, it will
give a tree; the second will be an approximation of the remainder of 0’s
cluster in n + m, adding branches to the previously constructed tree.
For this whole section, we consider the positive field double random
current on Zd with sources ∅ and {0, x}. By convention, the first
current will be denoted n and has ∂n = ∅ while the second will be
denoted m and has ∂m = {0, x}.
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5.1. The Coarse-Graining. The coarse graining is a “two layers” ver-
sion of the one done in [7]: fix K > 0 large (the scale at which the
analysis will be done), then, for y ∈ Zd, define
BK(y) = y +KUξ, B¯K(y) = BK+3 log(K)3(y).
For A ⊂ Zd,
A¯K =
⋃
y∈A
B3 log(K)3(y), [A]K =
⋃
y∈A
B¯K(y).
Recall that as ∂m = {0, x}, and 0 ↔/ g, m contains a long cluster.
We start by coarse graining it using the following algorithm:
Algorithm 1: Coarse graining of the cluster of 0 in m
Set v0 = 0, V = {v0}, n = 1;
while A =
{
z ∈ ∂ext[V ]K : z BK(z)\[V ]K←−−−−−→ ∂extBK(z)
} 6= ∅ do
Set vn = minA;
Update V = V ∪ {vn}, n = n+ 1;
end
Set M1 = n− 1;
return V = {v0, ..., vM1};
.
Beware that connections are in m! Add then an edge between vk
and the element of {vi, i < k : vk ∈ ∂extB¯K(vi)} with smallest index to
obtain a tree. From it, extract a trunk t by taking the (unique) path
between 0 and the vi closest to x. Denote the number of edges in t by
|t|.
Now, one want to add vertices to the previously discovered ones in
order to have a coarse graining of 0’s cluster in n + m. Starting with
the sequence V = {v0, ..., vM1}:
Algorithm 2: Coarse-graining of the remainder of the cluster in
n+m.
Set n = 1, V = {v0, ..., vM1}, V ′ = ∅;
while A =
{
z ∈ ∂ext[V ∪ V ′]K : z BK(z)\[V ]K←−−−−−→ ∂extBK(z)
} 6= ∅ do
Set wn = minA;
Update V ′ = V ′ ∪ {wn}, n = n+ 1;
end
Set M2 = n− 1;
return V ′ = {w1, ..., wM2};
There the connections are understood in n+m. Add again an edge
between wk and the smallest element of {vi : wk ∈ ∂extB¯K(vi)}∪{wi, i <
k : wk ∈ ∂B¯K(wi)} to obtain a tree. Call the vertices of (V ∪ V ′) \ t
the branches b of the tree and denote |b| the number of branches.
SHARP ASYMPTOTICS OF 〈σ0;σx〉 WHEN h > 0. 13
Denote T (n,m) the tree extracted from (n,m). For a given tree T
obtainable via the tree extraction, define its weight by:
Ψ(T) =
∑
∂n=∅,∂m={0,x}
T (n,m)=T
1
ZΛg(∅)2
w(n)w(m). (10)
We stress at this point that the main difference between the tree
created by the present coarse-graining and the tree obtained via the
coarse graining of [7] is that the vertices in t imply a different event
in the underlying model than the vertices in b. Otherwise, the trees
are the same (the only difference is that we use B¯K = BK+3 log(K)3
instead of B¯K = BK+r log(K) for some r ≥ 0). Results depending only
on estimates on Ψ(T) are independent of the underlying model.
The next step is to give an estimate on the energy associated with a
tree. It is the content of the next technical Lemma, the proof of which
is postponed to Section 7 as it contains most of the technical difficulties
of this paper.
Lemma 5.1. There exists ν = ν(h, d,J) > 0 such that:
Ψ(T) ≤ e−K|t|(1+oK(1))−νK|b|(1+oK(1)). (11)
5.2. Cone-Points of Trees. Denote CPtsδ,t(C) the set of cone-points
of C for the cones Yδ(t). Lemma 5.1 is the input needed in [7, Section
2] to obtain:
Theorem 5.2. Let δ ∈ (0, 1). Then, for any  > 0 there exist ν > 0
and K0 ≥ 0 such that for any t ∈ ∂Kξ and x ∈ Zd dual to t with
‖x‖  1,
eξ(x)Ψ
(
|CPtsδ,t(T)| ≤ (1− )|t|
)
≤ e−ν‖x‖.
Cone-points of trees are cone-points of the tree vertices. The proofs
are the same as in [6, 7] as they only involve the measure Ψ on trees and
the only needed input is Lemma 5.1. The proofs are formulated there
for ν = 1 in Lemma 5.1 and for B¯K = BK+r log(K) but they work with
no modification to handle the case ν > 0 and B¯K = BK(1+oK(1)). The
interested reader can find a model-independent presentation of these
proofs in the author’s PhD thesis [16]. We sketch extremely briefly the
procedure to highlight the key role played by Lemma 5.1.
• First, notice that the entropy of trees with given trunk and
branches sizes is negligible compared to their energy. Trees are
thus governed by their energy.
• One then wants to test the energy of a tree against ξ(x), but
the size of the trunk has to be, by construction of the tree,
at least ξ(x)/K. Thus, the minimal energy cost of a tree is
ξ(x)
K
K = ξ(x) and is given by a trunk with no branches and a
straight trunk linking 0 to x. We stress at this point that it is
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crucial to have −K|t| in Lemma 5.1 and not −νK|t| for some
ν > 0.
• Via a careful analysis, one can then eliminate too large devia-
tions from the straight line as they purely add to the energy.
• Branches are finally dealt with using a relatively simple energy-
entropy argument (their presence add to the energy cost of the
tree if K is chosen large enough).
6. Cone-Points of Clusters and Factorization of Measure
In this section we turn the coarse control of the previous section into
a fine control on microscopic clusters by a finite-energy type argument.
One can then define irreducible pieces of the cluster as in [7] and use
Appendix C of [18] to give a factorized representation of the measure
(see also Section 4 of [18]).
6.1. Cone Points of Clusters. The goal of this section is the proof
of
Theorem 6.1. There exist δ ∈ (0, 1) and c2, c3 > 0 such that
eξ(x)P∅,{0,x}
(
|CPtsδ,t(C0,x)| ≤ c2‖x‖, 0↔/ g
)
≤ e−c3‖x‖,
uniformly over x and t ∈ ∂Kξ dual to x.
Start by fixing x and t ∈ ∂Kξ dual to x. For M > 0 define two
families of slabs by
Si =
{
z ∈ Rd : 7(i− 1)M ≤ (z, x‖x‖)d < 7iM},
S˜i =
{
z ∈ Rd : 7(i− 1)M + 2M ≤ (z, x‖x‖)d < 7iM − 2M},
for i = 1, ..., ‖x‖
7M
. Then, a point z ∈ C0,x will be said to be (M, δ)-good
if
C0,x ⊂
(
(YJδ + z) ∪ (YIδ + z) ∪ ([−M,M ]d + z)
)
.
We will say that a slab Si is (M, δ)-good if there exists z ∈ C0,x ∩ S˜i
such that z is (M, δ)-good. Denote #M,δgood the number of (M, δ)-good
slabs.
Lemma 6.2. For every δ ∈ (0, 1), there exist M = M(δ) ≥ 0 and
ν = ν(δ) > 0 such that
eξ(x)P∅,{0,x}
(
#M,δgood ≤
‖x‖
14M
, 0↔/ g
)
≤ e−ν‖x‖,
Proof. First notice that for a given tree, increasing δ can only increase
the number of (δ, t)-cone-points. Then, let C = C(δ) be such that every
(δ/2, t)-cone-points of T is a (CK, δ)-good point (such a C exists as C0,x
is contained in a K + log(K)3-neighbourhood of T). Let M = CK.
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Figure 6.1. Good point, YJδ/2 is depicted in grey.
#M,δgood is thus lower bounded by the number of S˜i containing a δ/2-
cone-point. This implies that{
#M,δgood ≤
‖x‖
14M
}
⊂
{
|CPtsδ/2(T)| ≤ (1− )ξ(x)
K
}
for some  > 0. Now, by construction, |t| ≥ ξ(x)
K+3 log(K)3
, so ξ(x)
K
≤
(1 + 3 log(K)
3
K
)|t|. Choosing K such that 3 log(K)3
K
≤ 
2−2 ,{
|CPtsδ/2(T)| ≤ (1− )ξ(x)
K
}
⊂
{
|CPtsδ/2(T)| ≤ (1− /2)|t|
}
.
Thus, Theorem 5.2 gives:
eξ(x)Ψ
(
|CPtsδ/2(T)| ≤ (1− /2)|t|
)
≤ e−ν‖x‖.
This implies the wanted claim. 
Choose now δ in such a way that YJδ (t) contains a unit coordinate
vector. Let M be given by Lemma 6.2 for δ/2. In particular, up
to exponentially small error, half of the slabs are (M, δ/2)-good ones.
Now, let I be a set of integers. If Si, i ∈ I are good slabs, we describe
a local surgery creating a δ-cone-point in S˜i for every i ∈ I. We work
with n¯, m¯ (the {0, 1, 2}-valued configurations giving the parity of the
current) as they encapsulate all needed information.
• For every i ∈ I, let zi be the smallest (M, δ/2)-good point in S˜i
(for the lexicographical order). Denote D =
⋂
i∈I(zi+YIδ ∪YJδ ).
• Set C = C0,x(n¯ + m¯) ∩
(⋃
i∈I(zi + [−M,M ]d)
)c
. Denote Cn,
resp. Cm, the open edges of C in n¯, resp. m¯.
• For all i ∈ I, set all edges with an endpoint in zi + [−M,M ]d
that have no endpoint in C to 0 in both n¯ and m¯.
• For every source v created by the previous operation that is not
a vertex of C, adjust the value of n¯vg and m¯vg so that v is not
a source any more (notice that this operation can not create a
source at g as the number of sources not belonging to C created
by the closure of edges is even).
• For each i ∈ I, let BJi = (zi + YJ) ∩D ∩ (zi + [−M,M ]d) and
BIi = (zi +YI)∩D∩ (zi + [−M,M ]d). Notice that BJi ∩BIi =
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{zi}. Denote WJi the set of vertices in BJi that are connected
to C (and define similarly WIi ). The graphs induced by J and
BJi , B
I
i are connected by the assumption Jv,v±ek > 0.
• For every i ∈ I do: let NJi be the set of sources of n in BJi (it
has even cardinality). Let a¯Ji be a deterministic parity function
on the graph (BJi ,J) with:
– ∂a¯Ji = N
J
i ,
– a¯Ji contains only one cluster with at least two vertices and
WJi is in that cluster.
Such a parity function exists by the assumption Jv,v±ek > 0,
Lemma B.1 and the insertion tolerance property (Lemma A.1).
Set n¯ to be equal to a¯Ji on (BJi ,J). Do the same for I.
• For every i ∈ I do: let MJi be the set of sources of m in BJi (it
has odd cardinality). Let d¯Ji be a deterministic parity function
on the graph (BJi ,J) with:
– ∂d¯Ji = M
J
i ∪ {zi},
– d¯Ji contains only one cluster with at least two vertices and
WJi is in that cluster.
Such a parity function again exists for the same reasons as in
the previous point. Set m¯ to be equal to d¯Ji on (BJi ,J). Do
the same for I.
Notice that when opening edges in the last two points, one does not
create connexions to the ghost as the opened edges belong to (Zd,J) and
not to the graph augmented with a ghost. The obtained configurations
satisfy ∂n¯ = ∅, ∂m¯ = {0, x}, 0↔/ g and all zi are cone-points. Denote
Y I the above surgery.
Figure 6.2. Local surgery of C0,x in m. Odd edges are
represented by fat lines and even ones by thinner ones.
The next lemma will conclude the proof of Theorem 6.1.
Lemma 6.3. There exist ρ > 0, ν > 0 such that
eξ(x)P∅,{0,x}
(
|CPtsδ(C0,x)| ≤ ρ ‖x‖
14M
,#
M,δ/2
good ≥
‖x‖
14M
, 0↔/ g
)
≤ e−ν‖x‖.
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Proof. We work in finite volume and will take limits at the end of the
proof. Let  be small (to be chosen later). First notice that,
P
∅,{0,x}
Λg
(
n,m
) ≤ ec˜Md|I|P∅,{0,x}Λg (Y I(n,m)),
(where Y I is the surgery defined previously). Then, remark that when
transforming one of the zi into a cone-point, one might actually create
more than one cone-point but no more than CM = CM(M, δ, d) > 0
as the created cone-points have to be δ/2-seen by zi and have to be
δ-blocked by zi + [−M,M ]d (see Lemma B.2). Now, let (n,m) be a
configuration with at least ‖x‖
14M
δ/2-good slabs and with C0,x containing
less than  ‖x‖
14M
cone-points. We do a many-to-many argument:
• Denote G the set of good slabs of (n,m).
• Define
Y (n,m) =
⋃
I⊂G:|I|= ‖x‖
14M
Y I(n,m).
• Denote Y −1(n′,m′) = {(n,m) : (n′,m′) ∈ Y (n,m)}.
Y is a multivalued map from the set of configuration with less than
 ‖x‖
14M
δ-cone-points and at least ‖x‖
14M
δ/2-good slabs, denoted A, to the
set of configuration with at least  ‖x‖
14M
δ-cone-points, denoted B (the
event 0↔/ g is implicit here). Then,
P∅,{0,x}
(
|CPts(C0,x)| ≤  ‖x‖
14M
,#M,δgood ≥
‖x‖
14M
, 0↔/ g
)
=
=
∑
(n,m)∈A
1
|Y (n,m)|
∑
(n′,m′)∈Y (n,m)
P∅,{0,x}
(
n,m
)
.
|Y (n,m)| is the number of choices of I ⊂ G with cardinality  ‖x‖
14M
, thus
|Y (n,m)| =
( |G|
 ‖x‖
14M
)
≥
( ‖x‖
14M
 ‖x‖
14M
)
≥ e log(1/) ‖x‖14M .
In the same idea, to obtain Y −1(n′,m′), one has to chose the  ‖x‖
14M
slabs
that were modified amongst the at most CM ‖x‖14M slabs containing a
δ-cone-point, and then to look at what where the possible local config-
urations; the number of edges modified by Y I is at most C ‖x‖
14M
Md so
for a given choice of modified slabs, one has at most exp
{
c′ ‖x‖
14M
Md
}
possible “pre-images”. So,
|Y −1(n′,m′)| ≤
(
CM
‖x‖
14M
 ‖x‖
14M
)
ec
′ ‖x‖
14M
Md ≤ e(cM+c′Md) ‖x‖14M .
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Putting everything together,∑
(n,m)∈A
1
|Y (n,m)|
∑
(n′,m′)∈Y (n,m)
P∅,{0,x}
(
n,m
) ≤
≤ e− log(1/) ‖x‖14M
∑
(n,m)∈A
∑
(n′,m′)∈B
1(n′,m′)∈Y (n,m)ec˜M
d
‖x‖
14MP∅,{0,x}
(
n′,m′
)
≤ e(c˜Md−log(1/)) ‖x‖14M
∑
(n′,m′)∈B
P∅,{0,x}
(
n′,m′
) ∑
(n,m)∈A
1(n′,m′)∈Y (n,m)
≤ e(c˜Md−log(1/)) ‖x‖14M
∑
(n′,m′)∈B
P∅,{0,x}
(
n′,m′
)
e(cM+c
′Md) ‖x‖
14M
= e(cM+c
′Md+c˜Md−log(1/)) ‖x‖
14MP∅,{0,x}
(
B
)
.
Choosing  < exp
{−cM − (c′ + c˜)Md}, one gets
P∅,{0,x}
(
A
) ≤ e−ν‖x‖P∅,{0,x}(B).
Multiplying by eξ(x) on both sides and using B ⊂ {0 ↔/ g}, one gets
the wanted estimate with ρ = . 
6.2. Irreducible Structure. We are now in position to describe the
representation of C0,x in irreducible pieces.
Fix now (and until the end of Section 6) any t0 ∈ ∂Kξ and choose
any δ ∈ (0, 1) so that YJδ (t0) contains a coordinate axis. We will denote
this cone YJ.
It will be convenient to work with only one probability measure for
all x dual to t rather than the family P∅,{0,x}. We can do it as fol-
lows: define Y the map from {m : ∂m = {0, x}, 0 ↔/ g in m} that
sets m0g = mxg = 1 and does not change anything else. It is a bijec-
tion between its domain and its image and we have ∂Y (m) = ∅ and
w(Y (m)) = h2w(m) whenever we look at a finite graph. Denote Γ the
graph obtained from (Zd ∪ {g}, J˜) by removing the edges {0, g} and
{x, g}. Using this (taking the wanted quantity in finite volume and
taking limits), we get that for any event A measurable with respect to
the value of the edges in Γ:
〈σ0σx〉P∅,{0,x}(0↔/ g,A) = h−2P∅,∅(0 Γ←→/ g, A,m0g = mxg = 1).
Let γ be an irreducible cluster (we will understand ∂edgeγ as being
the edge boundary of γ in (Zd,J)), define the event “γ is an irreducible
piece”, A(γ) by:
(1) (n+m)e > 0 for all e ∈ γ,
(2) (n+m)e = 0 for all edge e = {v, g} with v ∈ γ \ {b(γ)},
(3) (n+m)e = 0 for all e ∈ ∂edge(γ \ {f(γ),b(γ)}),
(4) (n + m)e = 0 for all edge e = {f(γ), v} not in γ with v /∈
f(γ) + YI,
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(5) (n + m)e = 0 for all edge e = {b(γ), v} not in γ with v ∈
b(γ) + YI,
(6) ∂n|γ = ∅, ∂m|γ = {f(γ),b(γ)} with n|γ the restriction of n to
the edges of γ.
In the same fashion, for γL a backward irreducible marked cluster,
define A(γL) by
(1) (n+m)e > 0 for all e ∈ γL,
(2) (n+m)e = 0 for all edge e = {v, g} with v ∈ γ \ {b(γ), v∗},
(3) mv∗g = 1,
(4) (n+m)e = 0 for all e ∈ ∂edge(γ \ {b(γ)}),
(5) (n + m)e = 0 for all edge e = {b(γ), v} not in γ with v ∈
b(γ) + YI,
(6) ∂n|γ = ∅, ∂m|γ = {v∗,b(γ)} with n|γ the restriction of n to
the edges of γ.
v∗
Figure 6.3. The event A(γL). Fat edges have to be > 0,
dotted ones = 0. The mark represent an open edge connect-
ing to g. All other edges connecting to g are closed.
And define similarlyA(γR) “γR is a forward irreducible marked piece”.
For a chain of irreducible pieces γ = γLunionsqγ1unionsq...unionsqγMunionsqγR withD(γ) = x,
x dual to t0, one has (with γ0 = γL, γR = γM+1)
eξ(x)〈σ0σx〉h2P∅,{0,x}(C0,x = γ, 0↔/ g) =
= e(t0,x)dP∅,∅(A(γ0))
M+1∏
k=1
P∅,∅(A(γk)|A(γ0), ...A(γk−1))
= Φ(γ0)
M+1∏
k=1
Φ(γk|γ0, ...γk−1) (12)
where Φ(γk|γ0, ...γk−1) = e(t0,D(γk))dP∅,∅(A(γk)|A(γ0), ...A(γk−1)).
Notice that Theorem 6.1 (or more precisely, its proof), implies that
Φ(‖D(γk)‖ ≥ l|γ0, ...γk−1) ≤ e−cl for some c > 0, uniformly in γ0, ...γk−1
as this event implies a long cluster with no cone-point. It also gives
that M ≥ ρ‖x‖ for some ρ > 0 up to an error of order e−c′‖x‖. See [6]
for more details.
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6.3. Factorization of Measure. We are at the stage where the anal-
ysis done in [6, 7] goes through Ruelle operator analysis. We follow
here the different road, paved in [18, Section 4], that allows a complete
factorization of the weights.
We are exactly in the set-up of [18, Appendix C] with the alphabet
being Airr, the boundary conditions being BirrL and BirrR and the kernel
given by Φ. Theorem 2.2 is thus a direct application of Lemma C.1
and Theorem C.4 of [18]. We now prove the relevant properties of the
process with memory Φ in order to be able to apply them, finishing the
proof of Theorem 2.2.
Lemma 6.4. Hypotheses (H1) to (H4) and properties (P1) to (P5)
of Appendix C in [18] are fulfilled for the process Φ described in the
previous section.
Proof. (H1) is by construction of the process (choice of weights). Expo-
nential ratio mixing, (H2), is Theorem A.2, sub-exponential growth of
the mass, (H3), is by the normalization of the weight (see the argument
in [18, Section 4]). (H4) as well as (P3) and (P4) is the “finite energy”
used in the proof of Lemma 6.3. (P1) is a direct consequence of The-
orem 6.1, (P2) is the cone-containment property and (P5) is implied
by the symmetries of µ induced by the symmetries of the interaction
J. 
Applying Lemma C.1 and Theorem C.4 of [18] to Φ, one obtains
ρL, ρR two finite measures onBL andBR respectively and a probability
measure p on A such that:
• There exists ν > 0 with
ρL(‖D(γL)‖ ≥ l) ∨ ρR(‖D(γR)‖ ≥ l) ∨ p(‖D(γ1)‖ ≥ l) ≤ e−νl.
• There exists some c > 0 such that, for any x dual to t0 and f
function of the joint cluster of 0 and x,∣∣∣eξ(x)∑
C
P∅,∅(0
Γ←→/ g, C0,x|Zd = C,m0g = mxg = 1)f(C)−
−
∑
γL
∑
γR
ρL(γL)ρR(γR)
∑
M≥0
∑
γ1,...,γM
M∏
i=1
p(γi)1D(γ)=xf(γ)
∣∣∣ ≤ ‖f‖∞e−c‖x‖,
where γ = γL ◦γ1 ◦ · · ·◦γM ◦γR and the sums are over γL ∈ BL,
γR ∈ BR and γi ∈ A (the boundary words of [18] are BL and
BR and the set of words is A).
Choose now t ∈ ∂Kξ close to t0. Keep the same set of irreducible
pieces and the same events A(γ∗), ∗ = i, L,R. We can define a “new”
kernel:
Φ˜(γk|γ0, ...γk−1) = e(t,D(γk))dP∅,∅(A(γk)|A(γ0), ..., A(γk−1)).
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We have Φ˜(γk|γ0,...,γk−1)
Φ(γk|γ0,...,γk−1) = e
(t−t0,D(γk)) for any sequence of irreducible
pieces. As for Φ, one can construct ρ˜L, ρ˜R, p˜ on BL,BR,A. Checking
the formula for ρL, ρR,p, [18, eq. (32)], one has that p˜(γ1)p(γ1) = e
(t−t0,D(γ1))
for any γ1 ∈ A (and similarly for ρL/R).
So, for any x dual to t and any function f of the joint cluster of 0
and x,∣∣∣e(t0,x)∑
C
P∅,∅(0
Γ←→/ g, C0,x|Zd = C,m0g = mxg = 1)f(C)−
−
∑
γL
∑
γR
ρL(γL)ρR(γR)
∑
M≥0
∑
γ1,...,γM
M∏
i=1
p(γi)1D(γ)=xf(γ)
∣∣∣
≤ ‖f‖∞e−c‖x‖e(t0−t,x).
Taking ‖t− t0‖ ≤ c/2 we obtain Theorem 2.2.
7. Tree Energy Extraction (Proof of Lemma 5.1)
As the proof of Lemma 5.1 is quite long, we divide it into several
steps: first we approximate the quantity to estimate by local quantities,
then we use exponential mixing in the random current to factorize the
local quantities and we finish by proving the relevant bounds for the
factorized quantities.
7.1. Approximation by Local Events and Factorization. Denote
v0, ..., v|t|−1 the vertices of t in the order of discovery by Algorithm 1 and
b1, ..., b|b| the branches in order of discovery by successive application
of Algorithm 1 and Algorithm 2. Denote
∆(vk) = BK(vk) \
k−1⋃
i=0
B¯K(vi), ∆¯(vk) =
⋃
z∈∆(vk)
Blog(K)3(z)
∆(bk) = BK(bk) \
(
[t]K ∪
k−1⋃
i=0
B¯K(bi)
)
.
∆(bi)
∆(vi)
vi
bi
∆¯(vi)
vi
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Then define the (local) events:
Fk = {vk ∆(vk)←−−→ ∂extBK(vk) in m} ∩ {vk ∆¯g(vk)←→/ g in m+ n},
Hk = {bk ∆(bk)←−−→ ∂ext∆(bk) in m+ n} ∩ {bk ∆g(bk)←→/ g in m+ n}.
Notice that the distance in (Zd,J) between the support of any of
those event and the support of the others is at least c log(K)3 for some
c > 0 depending on d,J.
Recalling the weight of a tree (10),
Ψ(T) =
∑
∂n=∅,∂m={0,x}
T (n,m)=T
1
ZΛg(∅)2
w(n)w(m)
= 〈σ0σx〉ΛP∅,{0,x}Λg
(T (n,m) = T)
≤ P∅,{0,x}Λg
( |t|−1⋂
k=0
Fk ∩
|b|⋂
k=1
Hk
)
≤
|t|−1∏
k=1
ee
− c2 log(K)
3
P∅,∅Λg
(
Fk
) |b|∏
k=1
ee
− c2 log(K)
3
P∅,∅Λg
(
Hk
)
(13)
where the last inequality, valid for K large enough, is exponential mix-
ing (Theorem A.2) and Lemma A.3.
In order to finish the proof of Lemma 5.1, it remains to show that
there exists ν > 0 such that:
P∅,∅Λg
(
Fk
) ≤ e−K(1+oK(1)),
P∅,∅Λg
(
Hk
) ≤ e−νK(1+oK(1)).
This is the object of the next section: the first inequality is Lemma 7.2
plus a union bound and the second is Lemma 7.1 plus a union bound.
7.2. Energy Bounds on Local Quantities. We start by the easiest
bound:
Lemma 7.1. Let Λ = [−N,N ]d be a large square box in Zd. Then,
there exist ν > 0, K0 ≥ 0 (not depending on N) such that for any
K ≥ K0, any ∆ ⊂ Λ and any u, v ∈ ∆ with v ∈ ∂extBK(u),
P∅,∅Λg
(
u
∆←→ v, u ∆g←→/ g) ≤ e−νK(1+oK(1))
Proof. u ∆←→ v imply the existence of a path γ going from u to v in
∆. Using that this path contains at least cK vertices and the insertion
tolerance property of Lemma A.1, one gets the wanted estimate. 
The next Lemma is much more technical: one has to extract locally
a truncated correlation function which requires more precise control.
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Lemma 7.2. Let Λ = [−N,N ]d be a large square box in Zd. Then,
there exists K0 ≥ 0 (not depending on N) such that for any K ≥ K0,
for any ∆ ⊂ ∆¯ ⊂ Λ with d(∆, ∂ int∆¯) ≥ log(K)3 and any u, v ∈ ∆ with
v ∈ ∂extBK(u),
P∅,∅Λg
(
u
∆↔ v in m, u ∆¯g←→/ g in n+m) ≤ e−K(1+oK(1))
Proof. Define:
• Cg to be the cluster (set of sites) of g in ∆¯g,
• C∂ the sites of ∆¯ connected to ∂ int∆¯ in ∆¯ but not connected to
g in ∆¯g,
• Cf the sites of ∆¯ that are neither connected to ∂ int∆¯ nor to g in
∆¯g.
Figure 7.1. Left: edge configuration, squares represent
edges connecting to the ghost, circle are the boundary sites.
Right: Cg in orange, C∂ in blue and Cf in black.
One has Cg unionsq C∂ unionsq Cf = V∆¯g . At least one of the two following events
occurs:
(1) C∂ contains at least Klog(K)2 disjoint paths from ∆ to ∂ int∆¯. Call
this event A1.
(2) C∂ contains at most Klog(K)2 disjoint paths from ∆ to ∂ int∆¯. Call
this event A2.
Notice that all events and objects considered here depend only on n¯, m¯.
We then treat those two cases separately.
Case 1:
P∅,∅Λg
(
u
∆↔ v in m, u ∆¯←→/ g in m+ n,A1
) ≤
P∅,∅Λg
(A1) ≤ e−cK log(K) ≤ e−K
where the second inequality is finite energy: each of the paths picks up
a weight e−c′ per site visited, see the proof of Lemma A.1 (c depends
on h and on the range of the interaction) and the last is K ≥ K0(c).
Case 2: For a current n with u↔ v and u, v ∈ Cf , define the outermost
closed contour surrounding u, v to be the contour η defined by:
(1) explore C∂ and Cg, this determines Cf from outside,
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(2) let Cu,v be the connected component of u, v in the graph (Cf ,J),
(3) define η = ∂edgeCu,v.
Notice that u ∆↔ v, u ∆¯←→/ g and A2 implies (using the max-flow min-
cut theorem) that there exists a contour γ ⊂ E∆¯g with:
(i) u γ˚←→ v, g /∈ γ˚,
(ii) {e ∈ γ : (n¯+ m¯)e > 0} ⊂ C∂,
(iii) |{e ∈ γ : (n¯+ m¯)e > 0}| < Klog(K)2 .
We will use a many-to-one argument. Pick an arbitrary order on the
set of contours included in E∆¯g and define the outermost good contour
Γ of n¯+ m¯ as follows:
(1) pick the smallest contour satisfying the three previous condi-
tions,
(2) set all edges of this contour to zero, denote n¯∗, m¯∗ the configu-
rations obtained that way,
(3) let Γ be the outermost closed contour surrounding u, v in n¯∗ +
m¯∗.
Then define the map Y : (n¯, m¯) 7→ (n¯′, m¯′) that
• turns the edges of Γ(n¯ + m¯) to 0 in both configurations, call
the obtained configurations n¯′, m¯′.
• for each i ∈ Γext do
– if Ii(n¯′) is odd, change n¯′ig = 1 and same for m¯′.
Notice that, by construction, n¯′ and m¯′ only differ from n¯ and m¯ on
Γ and on
{{i, g}}
i∈Γext and that Γ is the outermost closed contour of
n¯′ + m¯′. Moreover, all sources of n¯′ and m¯′ are in Γint and the number
of edges modified is smaller or equal to 2 K
log(K)2
. We then use a one-to-
many argument: given (n¯, m¯) admissible,
w(n¯)w(m¯) ≤ ecK/ log(K)2w(n¯′)w(m¯′),
as all changes are local and thus have a bounded cost. Then, given
(n¯′, m¯′), one can reconstruct the associated Γ (as it is the outermost
closed contour surrounding u, v). The number of pre-images of (n¯′, m¯′)
is thus bounded by the number of choices for the edges that were open
in (n¯, m¯), which is bounded by(
cKd
K
log(K)2
)
≤ (ecKd−1 log(K)2)K/ log(K)2
≤ (ec log(K))K/ log(K)2 = ecK/ log(K).
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Using those observations,
ZΛg(∅)2
{
1
u
∆↔v(m¯)1u ∆¯←→/ g(n¯+ m¯)1A2(n¯+ m¯)
} ≤
≤
∑
γ
∑
∂n¯=∅
∂m¯=∅
∑
n¯′,m¯′
w(n¯)w(m¯)1
u
∆↔v(m¯
′)1Γ(n¯+m¯)=γ1Y (n¯,m¯)=(n¯′,m¯′)
≤
∑
γ
∑
n′,m′
ecK/ log(K)
2
w(n¯′)w(m¯′)1
u
γ˚↔v(m¯
′)1Γ(n¯′+m¯′)=γec
′K/ log(K)
≤ ecK/ log(K)
∑
γ
ZΛg \˚γ(∅)2
{
1Γ=γ
}×
×
∑
A,B⊂γint
|A|,|B|≤K/ log(K)2
Zγ˚(A)Zγ˚(B)
{
1u↔v(m′)
}
,
where in the second line we used that configurations are not modified
inside Γ and the last line is the partitioning over the sources of n¯′ and
m¯′.
Then, using the Switching Lemma 2.1,
Zγ˚(A)Zγ˚(B)
{
1u↔v(m)
}
= 〈σA〉˚γZγ˚(∅)
∑
∂m=B
w(m)1u↔v(m)
≤ Zγ˚(∅)Zγ˚(B)
{
1u↔v
}
= Zγ˚(u, v)Zγ˚
(
B∆{u, v})
≤ Zγ˚(u, v)Zγ˚(∅).
Plugging that in the previous computation yields:
... ≤ecK/ log(K)
∑
γ
ZΛg \˚γ(∅)2
{
1Γ=γ
}
Zγ˚(u, v)Zγ˚(∅)
(K/ log(K)2∑
k=0
(|∂ intγ|
k
))2
≤ ecK/ log(K)ZΛg(∅)ZΛg(u, v)
{
1u↔/ g,∂∆¯
}
≤ ecK/ log(K)ZΛg(∅)ZΛg(u, v)
{
1u↔/ g
}
.
Dividing everything by ZΛg(∅)2 one gets:
P∅,∅Λg
(
u
∆↔ v in m, u ∆¯←→/ g in n+m,A2
) ≤ ecK/ log(K)〈σu;σv〉Λ,h
≤ e−K(1−c/ log(K))
once Λ is large enough, since v ∈ ∂extBK(u). 
8. Acknowledgments
The author thanks Franco Severo for showing him the argument
used in the proof of Theorem A.2, Yvan Velenik for various comments
and corrections on previous drafts of this paper and the anonymous
referees for comments that helped improving the overall presentation.
26 SÉBASTIEN OTT
The author gratefully acknowledge the support of the Swiss National
Science Foundation through the NCCR SwissMAP.
Appendix A. A Few Random Current Properties
We collect here a few properties of the random current together with
proofs.
A.1. Insertion Tolerance.
Lemma A.1. For any graph G = (VG,J) and any e ∈ EG, uniformly
over the values of nf , f 6= e, one has:
PAG(ne > 0,nf = nf∀f 6= e) ≥ c(J˜e)PAG(nf = nf∀f 6= e)
where c(J˜e) =
cosh(J˜e)−1
cosh(J˜e)
.
Proof. If the values nf implies ne = 1 mod 2, then PAG(ne > 0 |nf =
nf∀f 6= e) = 1 and it is over. Otherwise, PAG(ne > 0 |nf = nf∀f 6= e)
is the probability for a Poisson random variable of parameter J˜e to be
positive conditionally on being even. 
A.2. Exponential Ratio Mixing when h > 0. We describe here
an adaptation of an argument due to Duminil-Copin [9] to obtain ex-
ponential mixing under the random current measure with a field (a
version of this idea is used in [10]).
We describe the results for a finite weighted graph Λ. As we consider
random current measures, the support of a local event is a set of edges;
to handle distances between supports define, for E ⊂ EΛg ,
V = V (E) =
⋃
e∈E
e ∩ VΛ (14)
the set of non-ghost endpoints of edges in E.
Theorem A.2. There exist R ≥ 0 and C ≥ 0 such that, for any E1, E2
sets of edges, Vi = V (Ei), any A ⊂ VΛ and any events D E1-measurable
and D′ E2-measurable, if dΛ(A ∪ V1, V2) > R, then∣∣∣ log ( PAΛg(D,D′)
PAΛg(D)P
A
Λg
(D′)
)∣∣∣ ≤ C cosh(h)−dΛ(A∪V1,V2). (15)
Proof. Fix two disjoint sets of edges E1 and E2. Denote Λ˜g the graph
obtained from Λg by removing the edges of E1 ∪ E2. Then the key
observation is that for any configurations n1,m1 ∈ ZE1+ and n2,m2 ∈
ZE2+ ,
PAΛg(n1, n2)P
A
Λg
(m1,m2)
PAΛg(n1,m2)P
A
Λg
(m1, n2)
=
ZΛ˜g(A∆∂n1∆∂n2)ZΛ˜g(A∆∂m1∆∂m2)
ZΛ˜g(A∆∂n1∆∂m2)ZΛ˜g(A∆∂m1∆∂n2)
.
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Then, the RHS can be written
ZΛ˜g(A∆∂n1∆∂n2)ZΛ˜g(∅)
ZΛ˜g(A∆∂n1)ZΛ˜g(∂n2)
ZΛ˜g(A∆∂m1∆∂m2)ZΛ˜g(∅)
ZΛ˜g(A∆∂m1)ZΛ˜g(∂m2)
×
× ZΛ˜g(A∆∂n1)ZΛ˜g(∂m2)
ZΛ˜g(A∆∂n1∆∂m2)ZΛ˜g(∅)
ZΛ˜g(A∆∂m1)ZΛ˜g(∂n2)
ZΛ˜g(A∆∂m1∆∂n2)ZΛ˜g(∅)
.
Now, using the switching lemma,
1− ZΛ˜g(A∆∂n1)ZΛ˜g(∂n2)
ZΛ˜g(A∆∂n1∆∂n2)ZΛ˜g(∅)
= PA∆∂n1∆∂n2,∅
Λ˜g
(Ec∂n2).
Now, if (A∆∂n1) ∩ ∂n2 ∩ Λ 6= ∅, then simply bound the probability
by 1. Otherwise, (A∆∂n1) ∩ ∂n2 = {g} or ∅. In both cases, the
combination of the sources constraint and Ec∂n2 implies the existence of
an edge-self-avoiding path γ going from (A∆∂n1) to ∂n2 in the first
current and such that γ ↔/ g in the sum of the two currents. One thus
gets,
PA∆∂n1∆∂n2,∅
Λ˜g
(Ec∂n2) ≤ cosh(h)−dΛ((A∆∂n1)∩Λ,∂n2∩Λ)
≤ cosh(h)−dΛ(A∪V1,V2),
as dΛ
(
(A∆∂n1)∩Λ, ∂n2∩Λ
) ≥ dΛ(A∪V1, V2), where Vi = ⋃e∈E1 e∩Λ.
Using this, there exist C ≥ 0 and R ≥ 0 such that∣∣∣ log (PAΛg(n1, n2)PAΛg(m1,m2)
PAΛg(n1,m2)P
A
Λg
(m1, n2)
)∣∣∣ ≤ C cosh(h)−dΛ(A∪V1,V2)
whenever dΛ(A ∪ V1, V2) ≥ R. Now, fix A ⊂ Λ, take E1, E2 two sets of
edges, let V1, V2 be defined as before. Suppose dΛ(A∪V1, V2) = L > R,
then for any two events D,D′ supported on E1, E2 respectively,
PAΛg(D,D
′) =
∑
n1∈ZE1+
n1∈D
∑
n2∈ZE2+
n2∈D′
PAΛg(n1, n2)
∑
m1∈ZE1+
∑
m2∈ZE2+
PAΛg(m1,m2)
≤ exp
{
C cosh(h)−L
} ∑
n1∈D
n2∈D′
∑
m1,m2
PAΛg(n1,m2)P
A
Λg(m1, n2)
= exp
{
C cosh(h)−L
}
PAΛg(D)P
A
Λg(D
′).
In the same fashion,
PAΛg(D,D
′) ≥ exp
{
−C cosh(h)−L
}
PAΛg(D)P
A
Λg(D
′).
So, ∣∣∣ log ( PAΛg(D,D′)
PAΛg(D)P
A
Λg
(D′)
)∣∣∣ ≤ C cosh(h)−L.

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Using the same technique, one can obtain:
Lemma A.3. There exist R ≥ 0 and C ≥ 0 such that, for any E set
of edges, V = V (E), any A ⊂ VΛ and any event D E-measurable, if
dΛ(A, V ) > R, then∣∣∣ log (PAΛg(D)
P∅Λg(D)
)∣∣∣ ≤ C cosh(h)−dΛ(A,V ). (16)
Proof. As before, let n ∈ ZE+, and let Λ˜g be the graph obtained by
removing edges in E from Λg. Then
PAΛg(n) =
∑
m∈ZE+
PAΛg(n)P
∅
Λg
(m)
P∅Λg(n)P
A
Λg
(m)
P∅Λg(n)P
A
Λg(m).
So, one just need to control the fraction term:
PAΛg(n)P
∅
Λg
(m)
PAΛg(m)P
∅
Λg
(n)
=
ZΛ˜g(A∆∂n)ZΛ˜g(∂m)
ZΛ˜g(A∆∂m)ZΛ˜g(∂n)
.
Proceeding as in the proof of Theorem A.2, one get the wanted esti-
mate. 
Appendix B. Toolbox
B.1. A Combinatorial Lemma.
Lemma B.1. Let G = (VG, EG) be a finite connected graph. For any
A ⊂ VG of even cardinality, there exists ω ⊂ EG with ∂ω = A.
Proof. AsG is connected, it admits a spanning tree. So it is sufficient to
prove the result for trees. Assume G is a tree. Let A = {a1, ..., an}. We
proceed by induction over n = |A|. For n = 2, set ω to be the (unique)
path going from a1 to a2. For n even, suppose one has constructed ω′
with ∂ω′ = {a1, ..., an−2}. Let γ be the unique path going from an−1
to an in G. Set ω = ω′∆γ. As the sources of the symmetric difference
is the symmetric difference of the sources, we have ∂ω = ∂ω′∆∂γ =
{a1, ..., an−2}∆{an−1, an} = A. 
B.2. A Geometrical Lemma. For ξ a norm on Rd, t ∈ ∂Kξ (see
Subsection 2.5) and δ ∈ (0, 1), define cones
YJδ =
{
x ∈ Rd : (t, x)d > (1− δ)ξ(x)
}
, YIδ = −YJδ (t).
Remark that YJδ are increasing sets in δ. Let A be a compact subset
of Rd and x ∈ Rd. We say that A δ-sees x if there exists y ∈ A with
x ∈ y + YJδ ; we say that A δ-blocks x if A 6⊂ x + YIδ (in other words,
A δ-blocks x if x does not δ-backward-see A).
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Lemma B.2. Let A be a bounded subset of Rd. Let δ, δ′ > 0 such that
δ + δ′ < 1. Then, the diameter of
V = {x ∈ Rd : A δ-sees x,A (δ + δ′)-blocks x}
is upper bounded by a constant depending only on δ, δ′, A, d.
Proof. As the only parameters of our problem are δ, δ′, A, d, one only
need to show that V is bounded. The first observation is that if x
δ-sees A, then x δ-sees y for any y δ-seen by A; indeed, if y ∈ x + YJδ
then (y + YJδ ) ⊂ (x + YJδ ). The second observation is that if x is not
δ-blocked by A, then so are all y ∈ x + YJδ . Now, as A is bounded,
there exist a, b ∈ Rd such that
• a δ-sees A,
• b is not (δ + δ′)-blocked by A.
The two observations made before imply that V is a subset of (a +
YJδ )∩ (b+YJδ+δ′)c. The final observation is that, as δ′ > 0, the previous
set is bounded. This implies the Lemma. 
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