Адаптивный метод решения вырожденных задач безусловной оптимизации by В.М. Задачин




С.В. Заболотній, В.О. Селін 
 
Черкаський державний технологічний університет, Черкаси 
 
НЕЛІНІЙНЕ ОЦІНЮВАННЯ ПАРАМЕТРІВ ПОЛІНОМІАЛЬНИХ ТРЕНДІВ  
ПРИ НЕГАУСОВІЙ СТОХАСТИЧНІЙ КОМПОНЕНТІ 
 
В інформаційних системах для вирішення задач 
прогнозування соціально-економічних явищ та про-
цесів широкого застосування набули трендові моде-
лі [1]. Ефективність в сенсі мінімізації дисперсії 
отримуваних оцінок параметрів трендів має прямий 
вплив на якість прогнозу. Класичним методом оці-
нювання параметрів поліноміальних трендів є метод 
найменших квадратів та його модифікації. Проте 
оптимальність цього методу спостерігається лише у 
випадку, коли стохастична складова трендів розпо-
ділена за нормальним законом. 
Для врахування негаусовості закону розподілу 
стохастичної складової можна використати її моме-
нтно-кумулянтний опис та застосувати апарат сте-
пеневих стохастичних поліномів, що використову-
ється в методі максимізації поліному. Даний метод 
запропонований Ю.П. Кунченко і показав успішне 
застосування при оцінювання параметрів випадко-
вих величин [2]. 
Метою даної роботи є розробка на основі моме-
нтно-кумулянтного опису та апарату стохастичних 
поліномів моделей та обчислювальних методів оці-
нювання параметрів поліноміальних трендів, що во-
лодіють властивістю адаптивності, та є ефективними 
за умови негаусовості стохастичної компоненти. 
Результатом роботи є розв’язання таких задач: 
1. Обґрунтовано та розроблено на основі моме-
нтно-кумулянтного опису нові моделі адитивної 
взаємодії поліноміальних трендів і негаусової стоха-
стичної складової. 
2. Синтезовано обчислювальні методи неліній-
ного, в тому числі рекурентного, оцінювання пара-
метрів поліноміальних трендів із застосуванням 
апарату стохастичних поліномів. 
3. Досліджено властивості отриманих неліній-
них оцінок параметрів поліноміальних трендів та 
проведено порівняльний аналіз їх ефективності із 
класичними оцінками методу найменших квадратів. 
4. Розроблено адаптивні процедури оцінювання 
параметрів поліноміальних трендів та досліджено їх 
ефективність шляхом імітаційного моделювання в 
умовах апріорної невизначеності щодо імовірнісно-
го характеру стохастичної складової. 
На основі проведених теоретичних розрахунків 
[3, 4] та результатів статистичного моделювання [5] 
можна зробити загальний висновок, що застосуван-
ня запропонованих імовірнісних моделей та обчис-
лювальних методів оцінювання дозволяють отриму-
вати більш ефективні (порівняно із методом най-
менших квадратів) оцінки параметрів поліноміаль-
них трендів саме у тих випадках коли стохастична 
складова має відмінний від гаусового розподіл.  
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АДАПТИВНЫЙ МЕТОД РЕШЕНИЯ  
ВЫРОЖДЕННЫХ ЗАДАЧ БЕЗУСЛОВНОЙ ОПТИМИЗАЦИИ 
 
При оценке параметров нелинейных моделей 
точка экстремума выбранного критерия оптималь-
ности нередко оказывается вырожденной, что зна-
чительно усложняет ее поиск. Известные численные 
методы решения общей задачи безусловной оптими-
зации до второго порядка включительно имеют 
очень низкую скорость сходимости в случае реше-
ния вырожденных задач [1]. Это объясняется тем, 
что, по-видимому, для существенного повышения 
скорости сходимости в этом случае необходимо ис-
Секція 2. Зберігання, аналіз та захист даних в інформаційних системах 
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пользование в методе производных более высокого 
порядка, чем второй. 






 ,                                (1) 
где f (x) – четырежды дифференцируемая функция в 
открытом выпуклом множестве nG R , существу-
ет *x G  – локальная точка минимума функции 
f (x) , матрица Гессе *f (x )  вырождена.  
Рассмотрим комбинированный адаптивный ме-
тод четвертого порядка решения задачи (1), который 
строит итерационную последовательность прибли-
жений точки минимума  
k 1 k k k
1 2x x u u , k 0, 1, 2,...
     , 
где 0x  – начальное приближение точки минимума, 
k k
1 2u , u  – ортогональные векторы, определяемые 
следующим образом. 
На каждой k -й итерации вычисляется вектор 
k kg f (x )  и матрица kkH f (x ) . Матрица kH  
по регуляризованному алгоритму TU DU -
факторизации [2] представляется в виде  
k k kH H E  ,                          (2) 
где Tk k k kH U D U  , матрица k
k k
k 1 rD diag(d ,...,d ) , 
k
i kd , i 1, r   , kr n , U – матрица размерности 
kr n , k k kE H H   ,   – параметр регуляризации 
алгоритма TU DU -факторизации [2]. Затем строятся 
ортопроекторы k k kP I U U
  , k kP I P
    (здесь 
kU
  – матрица, псевдообратная к kU ) на подпро-
странство  nk kKerH x R H x 0     и ортого-
нальное дополнение к нему соответственно. 
Теперь функция f (x)  в окрестности точки kx  
приближается функцией [3] 
   k k kk k 1 2 k 1 k 2f (x) f (u ,u ) f (x ) P g , u P g , u      
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(3) 
которая получается из разложения в ряд Тейлора до 
четвертого порядка, с учетом того, что: 
k
1 2x x u u   , 
k
1 ku P (x x )
  , k2 ku P (x x )  , 
k 2H u 0  , k 1E u 0 . 
Тогда векторы k k1 2u , u  определяются как точка 
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.           (4) 
Заметим, что система (4) является линейной по 
1u и кубической по 2u  и поэтому может быть не-
сколько упрощена. Ее можно решить численно, на-
пример, методом Ньютона. 
Как видно, основная трудность при реализации 
описанного метода состоит в вычислении производ-
ных функции f (x)  и решении системы (4). Отме-
тим, что 3-я и 4-я производные в приближении (3) 
используются только, если kr n . Если же kr n , 
то 2u 0  и описанный метод превращается в метод 
Ньютона. 
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МЕТОД УНИВЕРСАЛЬНОГО ХЕШИРОВАНИЯ  
НА ОСНОВЕ МОДУЛЯРНЫХ ПРЕОБРАЗОВАНИЙ 
 
Методы и алгоритмы ключевого хеширования 
информации являются областью интенсивных ис-
следований во всем мире [1, 2], на их основе форми-
руются наиболее перспективные механизмы обеспе-
чения целостности и аутентичности данных в ком-
пьютерных системах и сетях. В тоже время на сего-
дняшний день не разработаны математические мо-
дели и методы универсального хеширования ин-
формации с высокими показателями криптографи-
ческой стойкости, в том числе, обладающими свой-
ствами доказуемо стойких криптографических сис-
тем, не разработаны вычислительные алгоритмы 
ключевого хеширования, задача бесключевого чте-
ния которых сводится к решению одной из извест-
