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Neste trabalho se propõe um esquema para telecomunicação segura baseado na sincroni-
zação de um sistema nonodimensional hipercaotico e analise de Lyapunov. Ao contrário da
maioria dos esquemas usualmente encontrados na literatura, o esquema proposto requer apenas
que o controle atue em uma das equações de estado do sistema escravo. Foi verificada mate-
maticamente a convergência do erro de sincronização para um conjunto compacto arbitrário,
permitindo-se obter um erro convergente a uma vizinhança da origem.
Com um circuito caótico transmissor (ou mestre) codifica-se o sinal (ou mensagem) e com
outro circuito caótico receptor (ou escravo) recupera-se a mensagem. O esquema proposto
tem como vantagens ser robusto contra perturbações (internas e externas) e ser estruturalmente
simples, quando comparado com as propostas existentes na literatura, o que é importante, uma
vez que leva a redução de custos quando implementado utilizando eletrônica analógica. Para
validar a robustez e simplicidade do esquema proposto, simulações computacionais utilizando
software MATLAB/Simulink foram realizadas.
Palavras-chave - controle não linear, hipercaótico, Teoria de Lyapunov, sistemas seguro,
telecomunicação.




This work proposes a scheme for secure telecommunication based on the synchronization
of a hyperchaotic system and Lyapunov analysis. Unlike most schemes usually found in the
literature, the proposed scheme only requires that the control act on one of the slave state equa-
tions. The convergence of the synchronization error to an arbitrary compact set was verified
mathematically, allowing a convergent error to be arbitrarily small neighborhood of the origin.
With a transmitting (or master) chaotic circuit the signal (or message) is encoded and with
another receiving (or slave) chaotic circuit the message is retrieved. The proposed scheme has
the advantages of being robust against disturbances (internal and external) and being structu-
rally simple when compared to the existing proposals in the literature, which is important as
it leads to cost savings when implemented using analog electronics. To validate the robust-
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A comunicação de uma maneira geral sempre foi foco de estudo, e quando se trata de co-
municação segura em especial, aumenta-se o cuidado, pois, agora a proteção de dados sigilosos
deve ser levada em consideração. A comunicação no campo de sistemas caóticos possui apli-
cações em diversas áreas da ciência, biologia, geografia e entre outros meios de tecnologia e
suas aplicações estão sendo pesquisadas corriqueiramente (AKEMANN; BURDA; KIEBURG,
2019), (CHAI et al., 2019), (GONG et al., 2019), (TLELO-CUAUTLE et al., 2014), (TREJO-
GUERRA et al., 2013), (VARAN; AKGUL, 2018).
A dinâmica caótica nos seus primórdios foi considerada prejudicial em grande parte das
implementações nas engenharias, ela era mais utilizada para auxiliar algumas teorias da física,
química e biologia. A inovação do caos foi estudada por Poincaré no final do século XIX e
hoje é usada para descrever sistemas dinâmicos determinísticos extremamente sensíveis a con-
dições iniciais quando esses são aperiódicos (STROGATZ, 2018). Devido ao caos ter uma
imprevisibilidade no seu comportamento, a comunidade acadêmica começou a investir nesse
tipo de tecnologia para a comunicação segura (PECORA; CARROLL, 1990) e (TANG; MEES;
CHUA, 1983). Por exemplo, em (TANG; MEES; CHUA, 1983), foi possível constatar uma
intuição entre a sincronização e o caos através de experimentos com aparelhos eletrônicos. Já
em (PECORA; CARROLL, 1990), pode-se ver uma metodologia para sincronização do caos.
Quando dois ou mais sistemas caóticos se ajustam em uma sintonia em que um sistema caó-
tico convergirá para valores próximos ao do outro sistema caótico fala-se de sincronização,
a qual está em vigor desde os anos 90. Existem muitos tipos de sincronização do caos, in-
cluindo a sincronização completa, sincronização por ruído, sincronização projetiva, sincroniza-
ção por atraso etc.. vide (BOCCALETTI et al., 2002), (FENG et al., 2019), (HASLER, 1998),
(JAKIMOSKI; KOCAREV, 2001), (MATOUK; ELSADANY, 2014), (OUANNAS; AZAR;
VAIDYANATHAN, 2017), (WANG; ZHANG; FAN, 2017). Com um circuito caótico trans-
missor (ou mestre) codifica-se o sinal (ou mensagem) e com outro circuito caótico receptor (ou
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escravo) recupera-se a mensagem. Um diferencial deste trabalho é que outras metodologias de
sincronização exemplificadas na literatura anteriormente apresentam limitações visto que para
fazer a sincronização eles precisam ter o controle em todas as equações de estado do sistema
caótico em questão. Ou seja, adiciona-se uma atuação em cada uma das equações diferenci-
ais. Outro empecilho consiste em que os algoritmos de sincronização raramente consideram
a presença de distúrbios. Quando consideram-se distúrbios, como por exemplo, em (YANG;
ZHU, 2013), que prevê um distúrbio inerente aos multiplicadores de sinal, a solução se torna
complexa, pois requer um observador para fazer o controle corretamente.
Levar em conta distúrbios no sinal codificado que podem surgir devido às interferências
de qualquer natureza foi de grande importância para este trabalho. Nele foram implementadas
análises que possuem incertezas (por exemplo tolerâncias dos componentes usados na imple-
mentação das equações via eletrônica analógica). Futuramente, buscar-se a implementação dos
circuitos eletrônicos que contenham tais incertezas. Existem três formas geométricas para a re-
presentação da dinâmica dos sistemas hipercaóticos (VARAN; AKGUL, 2018): quando se tem
apenas um expoente de Lyapunov positivo a forma geométrica é um segmento de linha, quando
tem-se dois expoentes a forma geométrica parece um segmento de área, a última quando se
tem três expoentes de Lyapunov a forma geométrica parece um elemento de volume. Os siste-
mas hipercaóticos, assim como o sistema que é o foco deste trabalho (WANG, P. et al., 2011),
apresentam mais complexidade do que um sistema caótico.
O primeiro sistema hipercaótico apresentado na literatura foi o sistema Rossler (ROSSLER,
1979) que consiste em um sistema quadridimensional. Para ser considerado hipercaótico, é pre-
ciso ser um sistema maior que um tridimensional, ou seja, no mínimo ter quatro equações de
estado e ter pelo menos dois expoentes de Lyapunov positivos (MUKHERJEE; PORIA, 2012).
O sistema quadridimensional essencial de Lorenz (JIA, 2007) é contribuinte direto da criação do
sistema monodimensional que é utilizado neste trabalho, como pode ser concluído de (WANG,
P. et al., 2011). Outros sistemas quadridimensional relevantes são: Chen (WEI et al., 2012), cir-
cuito de Chua (BARBOZA, 2008) e (THAMILMARAN; LAKSHMANAN; VENKATESAN,
2004) , Rikitake (QI et al., 2008), Qi (VAIDYANATHAN; VOLOS; PHAM, 2015), Lu (JIA;
CHEN; QI, 2011) e financeiro (KAI et al., 2017). Diversos sistemas hipercaóticos foram publi-
cados recentemente na literatura em especial, a partir de 2018, tem-se, quadridimensional (LI;
FAN et al., 2019) e (SABAGHIAN; BALOCHIAN, 2019) , pentadimencional (UMOH; TOLA,
2018), (WANG, R. et al., 2018) e (ZHANG, F. et al., 2018) , hexadimencional (MEZATIO et
al., 2019), (AL-OBEIDI; AL-AZZAWI, 2018), (SINGH; ROY, 2018),(WANG, J. et al., 2019) e
(YI et al., 2018) , heptadimencional (VARAN; AKGUL, 2018) e (YANG; ZHU; YANG, 2018).
Em conjunto com os esquemas de comunicação segura, encontram-se controladores ba-
seados na teoria de estabilidade de Lyapunov para extinguir ou duplicar proporcionalmente
o caos. Pode-se citar algumas técnicas como controle ativo, controle de modo deslizante e
controle adaptativo (HUA; GUAN, 2004), (VAIDYANATHAN, 2014) e (VAIDYANATHAN;
SAMPATH, 2012) são alguns métodos usados para controlar esses sistemas. Esses métodos
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também são utilizados para a sincronização dos sistemas hipercaóticos.
1.2 Justificativa
Motivado pelos fatos apresentados anteriormente, neste trabalho é proposto um sistema para
comunicação segura baseado em um sistema hipercaótico subatuado (WANG, P. et al., 2011) e
na teoria de estabilidade de Lyapunov.
Mais precisamente, este trabalho é motivado pela necessidade de implementar um sistema
de comunicação seguro no qual o sinal transmitido não poderá ser decodificado por terceiros.
Além disso, a da robustez, o baixo custo e a praticidade aprimoradas, em relação ao que existe
na literatura, são motivação complementares.
Cabe ressaltar que as principais peculiaridades do sistema proposto consistem em:
• O esquema é robusto uma vez que considera distúrbios limitados em todos os estados
para análise de estabilidade ao contrário de (BOWONG, 2004).
• Ao contrário de (AKEMANN; BURDA; KIEBURG, 2019) no sincronizador proposto
somente é preciso a atuação em um estado dentre os nove existentes.
• O sincronizador é estruturalmente simples já que não precisa de observadores adaptativos,
ao contrário de(MATOUK; ELSADANY, 2014), (WANG; ZHANG; FAN, 2017).
1.3 Objetivo Geral
O principal objetivo desse trabalho é apresentar um sistema de comunicação baseado em um
sistema hipercaótico nonodimensional em que é possível criptografar uma mensagem de áudio,
de voz ou de dados, codificando e decodificando a mensagem sigilosa que se deseja transmitir,
com um transmissor (mestre) e outro receptor (escravo), através através de um método especí-
fico de sincronização de sistemas caóticos.
1.4 Objetivos específicos
O trabalho tem como objetivo específico propor um sistema de comunicação segura baseada
em caos, um sincronizador (controlador), um transmissor (mestre) e um receptor(escravo).
E também como objetivo específico apresentar a prova matemática do erro de sincronização
e mostrar através de simulações que a sincronização de fato funciona para um sistema especifico
hipercaótico.
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1.5 Organização do trabalho
O trabalho está organizado da seguinte forma
• Capítulo 1: Encontra-se o estado da arte e a motivação.
• Capítulo 2: : Apresentam-se as definições e conceitos fundamentais para compreensão
desse trabalho.
• Capítulo 3: Formula-se a dinâmica do erro a partir da teoria de Lyapunov.
• Capítulo 4: Foram validados os resultados satisfatórios da criptografia caótica através de
simulações exaustivas usando software Matlab/Simulink.




Neste capitulo apresentam-se e discutem-se as definições e conceitos fundamentais para a
compreensão do trabalho. Um resumo de técnicas e definições essenciais retirados de (BOCCA-
LETTI et al., 2002), (CUOMO; OPPENHEIM, 1993), (CUOMO; OPPENHEIM; STROGATZ,
1993) (IOANNOU; SUN, 2012), (JOVIC, 2011), (KHALIL, 2002), (PECORA; CARROLL,
1990), (STROGATZ, 2018), (VARAN; AKGUL, 2018) e (YANG, 2004) são introduzidos in-
cluindo: sistemas não lineares, sistemas caóticos, teoria da estabilidade de Lyapunov e comu-
nicação segura baseada em caos.
2.1 Sistemas não lineares
Os conceitos apresentados a seguir foram retirados de (KHALIL, 2002). Considere um
sistema dinâmico que seja composto e modelado por um número finito de equações diferenciais
ordinárias acopladas da seguinte forma:
ẋ1 = f1 (t, x1, . . . , xn, u1, . . . , up)
ẋ2 = f2 (t, x2, . . . , x2, u2, . . . , u2)
ẋ3 = f3 (t, x3, . . . , x3, u3, . . . , u3)
ẋn = fn (t, x1, . . . , xn, u1, . . . , up)
(2.1)
onde xi denota a derivada de xi com respeito a variável temporkal t e u1, u2, . . . , up são as variá-
veis de entrada. Chama-se as variáveis x1, x2, . . . , xn de variáveis de estado. Eles representam
a memória que o sistema dinâmico tem do seu passado. Pode-se usar a notação vetorial para
5





























e rescrevendo as n equações diferenciais de primeira ordem como uma equação diferencial
vetorial de primeira ordem n-dimensional tem-se
ẋ = f(t, x, u) (2.3)
Chamamos (2.2) de equação do estado, e referimos x como vetor de estado e u como vetor de
entrada. Quando não há entrada u presente no sistema, chamamos de equação de estados näo
forçada e é escrita na seguinte forma
ẋ = f(t, x) (2.4)
Um sistema dinâmico continuo pode ser classificado como invariante no tempo se a parte direita
de (2.4) não depende explicitamente do tempo, i.e. se f(t, x) = f(x). Por outro lado, se f(t, x)
depende explicitamente do tempo então o sistema dinâmico é chamado de variante no tempo.
Deve-se salientar que a entrada u comumente é representada por uma função da seguinte forma
u = g(t, x) (2.5)
Sendo assim, a equação (2.3) pode ser representada do seguinte modo
ẋ = f(t, x, g(t, x)) = f(t, x) (2.6)
Conforme explicitado na equação (2.4)
Um conceito importante ao lidar com equações de estado é a definição de ponto de equilíbrio.
Um ponto x = x∗ no espaço de estados è dito ser um ponto de equilíbrio do sistema representado
pela equação (2.3) se ele possuir a propriedade de se o sistema começar em x∗ ele se manterá
em x∗ para sempre na ausência de perturbações. Para o sistema autônomo representado pela
equação (2.4) , os pontos de equilíbrio são as raízes reais da equação
f(x) = 0 (2.7)
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Pontos de equilíbrio podem ser isolados, ou ser um conjunto de pontos de equilíbrios contínuos,
como por exemplo uma reta, esfera, elipse, etc.




em que A,B,C e D são matrizes variantes no tempo de dimensões apropriadas.
À medida que passamos de sistemas lineares para não-lineares, existe um confronto com uma
situação mais difícil. O princípio da superposição não se sustenta mais e as ferramentas de
análise envolvem matemática mais avançada. Devido às poderosas ferramentas que se conhe-
cem para sistemas lineares, o primeiro passo na análise de um sistema não linear é geralmente
linearizá-lo, se possível, sobre algum ponto operacional nominal e analisar o modelo linear re-
sultante. Essa é uma prática comum em engenharia e útil. Não há dúvida de que, sempre que
possível, deve-se usar a linearização para modelar o máximo possível o comportamento de um
sistema não-linear. No entanto, a linearização sozinha não é suficiente. Existem duas limitações
básicas da linearização. Primeira, como a linearização é uma aproximação na vizinhança de um
ponto de operação, ela só pode prever o comportamento local do sistema não linear nas proxi-
midades desse ponto. Ela não pode prever o comportamento global longe do ponto de operação
e em todo o espaço de estados. Segunda, a dinâmica de um sistema não-linear é muito mais
rica que a dinâmica de um sistema linear. Existem fenômenos essencialmente não lineares que
podem ocorrer apenas na presença da não linearidade; portanto, eles não podem ser descritos
ou previstos por modelos lineares. Abaixo segue, exemplos de fenômenos essencialmente não
lineares:
• Um sistema não forçado pode ter mais de um ciclo limite. Um sistema forçado com
excitação periódica pode exibir um comportamento em estado estacionário harmônico,
sub-harmônico ou mais complicado, dependendo da amplitude e frequência da entrada.
Pode até exibir um salto descontínuo no modo de comportamento, dependendo da ampli-
tude ou a frequência da excitação
• Equilíbrios isolados múltiplos: Um sistema linear pode ter apenas um ponto de equilí-
brio isolado; portanto, ele pode ter apenas um ponto de operação em estado estacionário
que atrai o estado do sistema, independentemente do estado inicial. Um sistema não li-
near pode ter mais de um ponto de equilíbrio isolado. O estado pode convergir para um
dos vários pontos operacionais em estado estacionário, dependendo do estado inicial do
sistema.
• Escape em tempo finito. O estado de um sistema linear instável chega ao infinito à medida
que o tempo se aproxima do infinito; o estado de um sistema não linear, no entanto, pode
chegar ao infinito em tempo finito.
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• Caos: Um sistema não linear pode ter um comportamento em estado estacionário mais
complicado em que não há um equilíbrio, uma oscilação periódica ou uma oscilação
quase aperiódica. Esse comportamento é geralmente chamado de caos. Alguns desses
movimentos caóticos exibem aleatoriedade, apesar da natureza determinística do sistema.
2.2 Teoria de estabilidade de Lyapunov
Nesta sessão apresentam-se definições sobre a teoria da estabilidade de Lyapunov. Esses
conceitos são de suma importância para apresentação dos capítulos 3, 4, e 5. Todos os conceitos
utilizados nessa seção foram retirados de (IOANNOU; SUN, 2012).
2.2.1 Conceitos sobre estabilidade
Considere os sistemas descritos por equações diferenciais ordinárias na forma
ẋ = f(t, x), x (t0) = x0 (2.9)
onde x ∈ <n, f : τ ×B(r)→ <, τ = [t0,∞) e B(r) = {x ∈ <n‖x‖ < r} . Assume-se que f é
de tal natureza que, para cada x0 ∈ B(r) e cada t0 ∈ <+, (2.9) tem uma, e apenas uma solução
x (t; t0;x0).
Definição 2.2.1.1: Um estado xe é dito ser um estado de equilíbrio para o sistema descrito por
(2.9) se
f (t, xs) ≡ 0 para todo t ≥ t0
Definição 2.2.1.2 . Um estado de equilíbrio xs é chamado um estado de equilíbrio isolado se
existe uma constante r > 0 tal que B (xe, r) : = {x| ‖x− xs‖ < r} ⊂ Rn
Definição 2.2.1.3: O estado de equilíbrio xe é dito ser estável (no sentido de Lyapunov) se para
um to arbitrário e ε > 0 existe um δ (ε, t0) tal que ‖x0 − xe‖ < δ implica ‖x (t; t0;x0)− xe‖ <
ε para todo t ≥ t0.
Definição 2.2.1.4: O estado de equilíbrio xe é dito ser uniformemente estável se ele for estável
e se δ (ε, t0) na definição 2.1.3 não depender de to.
Definição 2.2.1.5 :O estado de equilíbrio xe é dito ser assintoticamente estável se (i) ele for
estável e (ii) existir um δ (t0) tal que ‖x0 − xe‖ < δ (t0) implica limt→+∞ ‖x (t, t0;x0)− xs‖ =
0. Se a condição (ii) for satisfeita, então o estado de equilíbrio xe é dito atrativo.
Definicäo 2.2.1.6: O conjunto de todos x0 ∈ <n tal que x (t; t0;x0)→ xe quando t→∞ para
algum t0 ≥ 0 é chamado de região de atração do estado de equilíbrio xe.
Definição 2.2.1.7: O estado de equilíbrio xe é dito ser uniformemente as-
sintoticamente estável se (i) ele for uniformemente estável e (ii) para cada
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ε > 0 e qualquer to R+, existe um δ0 > 0, independente de t0, ε e umT( ε) > 0, independente
de t0, tal que ‖x (t; t0;x0)− xε‖ < ε para todo t ≥ t0 + T (ε) sempre que ‖x0 − xε‖ < δ0.
Definição 2.2.1.8: O estado de equilíbrio xe é exponencialmente estável se para cada ε > 0
existe um δ(ε) > 0, tal que
‖x (t; t0;x0)− xe‖ < εe−α(t−t0) para todo t ≥ t0
sempre que ‖x0 − xε‖ < δ(ε), onde α > 0
Definição 2.2.1.9: O estado de equilíbrio xe é dito instável se ele não for estável.
Quando a equação (2.9) tem uma solução única para cada x0 ∈ <net0 ∈ <+, precisa-se das
seguintes definições para a caracterização global de soluções.
Definição 2.1.10: Uma solução x (t; t0;x0) de (2.9) é limitada se existe um β > o tal que
‖x (t; t0;x0)− xe‖ < β para todo t > t0, onde β pode depender de cada solução.
Definição 2.2.1.11: As soluções de (2.9) são uniformemente limitadas se para quaisquer
α > 0 e t0 ∈ <+, existe um β = β(α), independente de t0, tal que se ‖x0‖ < α, então
‖x (t; t0;x0)− xe‖ < β para todo t > t0.
Definição 2.2.1.12: As soluçares de (2.9) são uniformemente finalmente limitadas (com li-
mitante B ) se existe um B > 0 e se para quaisquer α ≥ 0 e t0 ∈ <+, então existe um
T = T (α) > 0 (independente de t0 ) tal que ‖x0‖ < α implica ‖x (t; t0;x0)‖ < B para todo
t > t0 + T .
Definição 2.2.1.13: Se x (t; t0;x0) é uma solução de ẋ = f(t, x), então a trajetória x (t; t0;x0) é
dita estável se o ponto de equilíbrio ze = 0 da equação diferencial ż = f (t, z + x (t; t0;x0))−
f (t, x (t; t0, ;x0)) é estável.
2.3 Sistemas caóticos
Sistemas dinâmicos caóticos tem sido foco de grande atenção da comunidade acadêmica. Em-
bora não exista nenhuma formalização universal para definir o termo caos, existem três concei-
tos necessários para que um sistema apresente caoticidade. Por exemplo, Strogatz, em (STRO-
GATZ, 2018), define o caos do seguinte modo:
Definição 2.1: Caos é um comportamento aperiódico de longo prazo em um sistema determinís-
tico que apresenta dependência sensível às condições iniciais, dessa forma tornando impossível
a previsão de seu estado futuro.
A seguir, descreve-se, conforme no livro de Strogatz (STROGATZ, 2018), cada umas das ca-
racterísticas estabelecidas acima.
• Comportamento aperiódico de longo prazo: significa a existência de trajetórias que
não se acomodam em pontos fixos, órbitas periódicas, ou órbitas quasi-periódicas quando
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t→∞.
• Sistema determinístico: implica que o sistema não possui entradas ou parâmetros alea-
tórios. O comportamento irregular do sistema é devido a sua natureza não-linear, isto é,
o sistema é governado por equações determinísticas.
• Dependência sensível às condições iniciais: Implica que trajetórias próximas, caracteri-
zadas pelas variáveis de estado, se separam exponencialmente rápido.
Para caracterização da separação das trajetórias infinitesimalmente próximas ao longo do tempo,
usa-se o expoente de Lyapunov. Considere δ(t) como a distância no tempo t de duas trajetórias
que iniciaram com uma distância inicial δ0 no tempo t0. Se δ(t) cresce exponencialmente com




Sendo γ o expoente de Lyapunov. Um sistema dinâmico caótico n-dimensional apresenta n
expoentes de Lyapunov. No mínimo 1 expoente de Lyapunov deverá ser positivo para o sistema
apresente condições caóticas e para ser hipercaótico deverá apresentar 2 expoentes de Lyapunov
positivos e ter mais que três dimensões (VARAN; AKGUL, 2018).
2.4 Sincronização de sistemas caóticos
Nesta sessão, os conceitos fundamentais e relevância da sincronização caótica são descri-
tos.
A sincronização caótica tem despertado bastante interesse da comunidade cientifica desde a
década de 1990. Vide, por exemplo, (CUOMO; OPPENHEIM, 1993) e (CUOMO; OPPE-
NHEIM; STROGATZ, 1993) . Nestes trabalhos promissores seus fundamentos são avaliados
em termos dos expoentes de Lyapunov e do método direto de Lyapunov. Vale ressaltar que a
metodologia nestes trabalhos serviu como base para desenvolver uma abordagem básica geral
de sincronização caótica.
Também na década de 1990, Pecora e Carroll (PECORA; CARROLL, 1990) comentam
que sistemas caóticos por si só desafiam a sincronização. Entretanto, estes sistemas possuem
uma propriedade de autosincronização quando interconectados em uma configuração específica.
Mais precisamente, o sistema para comunicação segura pode ser decomposto em subsistemas
idênticos, sendo o receptor alimentado por um estado do transmissor, o que permite a sincro-
nização, mesmo diferenciando moderadamente as condições iniciais. Ressalta-se que se dois
sistemas caóticos idênticos começarem com condições iniciais diferentes, porém próximas, irão
se separar exponencialmente no tempo. Logo, percebe-se que sistemas caóticos desafiam a sin-
cronização quando ambos os sistemas começam com as condições iniciais diferentes.
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Uma outra definição indica que a sincronização é uma característica em que dois ou mais
sistemas caóticos ajustam suas evoluções no tempo para um comportamento comum (BOCCA-
LETTI et al., 2002).
O método de sincronização que foi usado neste trabalho tem como motivação o de (PE-
CORA; CARROLL, 1990) que é conhecido como o de sinal comum. Entretanto, nossa abor-
dagem difere significativamente da precursora, pois realimenta-se o sistema receptor com uma
função escalar do erro de sincronização de um dos estados do sistema mestre, a qual é projetada
através da teoria de estabilidade de Lyapunov, ao contrário do trabalho precursor de Pecora e
Carroll. Assim, os trabalhos precursores da década de 1990 podem ser considerados como casos
particulares do proposto nesta monografia. Adicionalmente, convém ressaltar que a possibili-
dade de escolher uma função escalar arbitrária como realimentação permite um aprimoramento
da segurança em relação aos trabalhos precursores.
Na sequência, será mostrado o problema da sincronização para um sistema dinâmico com-
posto por um sistema de equações diferenciais ordinárias, considere o sistema caótico mestre
ẋm = fm (xm, dm(t)) (2.11)
em que xm é o estado do sistema mestre, dm(t) é um vetor de distúrbio desconhecido e fm são
um mapeamento conhecido.
Defina agora o sistema escravo
ẋs = fs (xs, u, ds(t)) (2.12)
em que xs é o estado do sistema escravo, u é a entrada, ds(t) é um distúrbio desconhecido e f(s)
é um mapeamento conhecido. Com base em (2.11) e (2.12), o erro dinâmico de sincronização
pode ser escrito como
ė = ẋm − ẋs = fm (xm, dm(t))− fs (xs, u, ds(t)) (2.13)
em que
e = xm − xs (2.14)
é definido como erro de sincronização. Os sistemas descritos pelas equações (2.11) e (2.12) se-
rão considerados sincronizados, em geral, se e(t)→ 0 quando t→∞ ou seja, as trajetórias do
sistema escravo convergem para os mesmos valores do sistema mestre. Em particular, quando
a sincronização é em tempo finito, temos a sincronização em tempo finito
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2.5 Comunicação segura baseada em caos
A comunicação com segurança baseada em caos neste trabalho é implementada a partir da
sincronização de um oscilador hipercaótico que codifica as informações (mestre), e um oscila-
dor hipercaótico que decodifica a informação passada (escravo). Por se tratar de uma dinâmica
caótica extremamente complexa, a quebra do sigilo para usuários que não possuam a chave de
decodificação, i.e., a lei de controle, os parâmetros, as condições iniciais e o sistema caótico
em questão tornam a criptografia inviolável. Desta forma, métodos inovadores de comunicação
segura baseado em caos estão ganhando cada vez mais notoriedade.
A primeira geração foi desenvolvida a partir de 1993 (CUOMO; OPPENHEIM; STRO-
GATZ, 1993) conhecida como mascaramento caótico aditivo: considera-se dois sistemas caóti-
cos idênticos. A máscara caótica xi(t) representa um dos estados do sistema caótico transmis-
sor, tendo uma faixa de amplitude entre que 20 dB a 30 dB sendo m(t) adicionada a mascara
caótica, fornecendo o sinal s(t). Como o sinal caótico xi(t) é muito complexo e m(t) é muito
menor que este sinal, espera-se que a mensagem não possa ser separada de s(t) sem que alguém
tenha o conhecimento exato de xi(t), conforme mostrado na figura 2.1. Nesta seção, todos os
conceitos foram retirados de (YANG, 2004).
Figura 2.1: Esquema do mascaramento caótico aditivo representada em diagramas de blocos (JOVIC,
2011).
Modulação de parâmetros caótica: A modulação de parâmetros caóticos é basicamente para
transmissão de sinais digitais, que é diferente do mascaramento caótico que se utiliza na trans-
missão de sinais principalmente analógicos. Essa metodologia consiste em usar o sinal da men-
sagem para modificar os parâmetros do sistema caótico mestre de modo a alterar a dinâmica do
sistema. Assim, a mensagem original é recuperada com base em parâmetros estimados, vide
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figura 2.2. Diferente do mascaramento caótico, no qual as informações são somadas constante-
mente para algum estado do transmissor, sem alterar a dinâmica deste, na modulação caótica, a
dinâmica do transmissor é alterada, mas sem perder a caoticidade, já que a mensagem altera os
parâmetros no sistema mestre (YANG; CHUA, 1996).
Figura 2.2: Esquema para modulação caótica de parâmetros representada em diagrama de blocos (JO-
VIC, 2011).
Modulação caótica não autônoma: Esta metodologia usa o sinal de mensagem para alterar
diretamente as trajetórias que o sistema mestre segue. Diferente da máscara caótica aditiva a
mensagem não deve ser tão menor que o usual. A mensagem é adicionada a todos os esta-
dos do sistema, não em apenas um. A recuperação da mensagem é através de uma função de
decodificação que o receptor possui, vide figura 2.3
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Sincronização de um sistema hipercaótico
baseada em controle proporcional.
3.1 Introdução
A sincronização do caos ocorre quando dois ou mais sistemas caóticos não idênticos são
acoplados de modo que, apesar da divergência exponencial de suas trajetórias próximas, a sin-
cronia pode ser alcançada em tempo finito ou em t → ∞. A sincronização depende de várias
condições, como a força do acoplamento, a região dos parâmetros do sistema e o grau de diver-
gência dos dois sistemas caóticos. Uma condição básica frequentemente encontrada na litera-
tura para a sincronização mestre-escravo é que ambos os sistemas devem apresentar as mesmas
não linearidades.
Diferentes abordagens para a implementação de controladores e sincronizadores de siste-
mas caóticos foram propostos na literatura. Por exemplo, em (AL-OBEIDI; AL-AZZAWI,
2018), trata-se de um sistema hexadimensional, mas com um controle em cada equação de es-
tado para tornar a prova de estabilidade exequível. Em (SINGH; ROY, 2018), considera-se a
prova de estabilidade da sincronização de um sistema completamente atuado e sem nenhum
distúrbio. Da mesma forma, considera-se em (UMOH; TOLA, 2018) a sincronização de um
sistema heptadimensional completamente atuado e sem distúrbios. Outros trabalhos mais re-
centes, contudo com as mesmas limitações, podem ser encontrados em (BOCCALETTI et al.,
2002),(CHEN; AIHARA, 1995), (TAVAZOEI; HAERI, 2007), (VAIDYANATHAN; AZAR,
2016) e (VAIDYANATHAN; VOLOS; KYPRIANIDIS et al., 2015). Apesar de alguns desses
métodos serem eficazes no controle e sincronização, eles geralmente são computacionalmente
complexos. Em (YANG; ZHU, 2013), trata-se de um sistema hipercaótico heptadimensional e
a prova matemática da sincronização leva considerações como o agrupamento em uma matriz
de termos não lineares.
Uma deficiência comum na literatura consiste em considerar o sistema caótico escravo como
completamente atuado. Vide, por exemplo, (OUANNAS; AZAR; VAIDYANATHAN, 2017),
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(VAIDYANATHAN; AZAR, 2016) e (WANG; ZHANG; FAN, 2017). Adicionalmente, muitas
vezes a complexidade do sincronizador é elevada (MATOUK; ELSADANY, 2014), (VAIDYA-
NATHAN; VOLOS; PHAM, 2015) e (VARAN; AKGUL, 2018) com um impacto negativo na
implementação. Também, a sincronização hipercaótica com aplicações em comunicação segura
é raramente encontrada na literatura. Pode-se citar, por exemplo (LI; LIAO; WONG, 2005), (QI
et al., 2008), e (SMAOUI; KAROUMA; ZRIBI, 2011) como exceções. Entretanto, nestas pro-
postas é considerada uma sincronização completamente atuada.
Com base no anteriormente exposto, neste capitulo será proposto um esquema de sincro-
nização para a telecomunicação segura baseado no sistema hipercaótico de Lorenz (WANG, P.
et al., 2011) e na teoria de estabilidade de Lyapunov. A contribuição está no fato que foi usado
apenas um controle escalar em um estado, dentre os nove estados do sistema mestre. Também
foi considerada a presença de distúrbios na análise, ao contrário de (WU; CHEN; CAI, 2007)
(ZHANG, J. et al., 2004). Ressalta-se que o sistema hipercaótico aqui usado é robusto, pois
foram considerados distúrbios em todos os estados. A prova de convergência do erro de sin-
cronização mostra que o mesmo fica em uma vizinhança da origem, o que é posteriormente
validado pela implementação da sincronização usando MATLAB/Simulink. As principais ca-
racterísticas do esquema proposto são: 1) o sincronizador baseia-se em sistema hipercaótico, ao
contrário de (CHEN; LÜ, 2002), (LI, 2007), 2) o sincronizador é estruturalmente simples, ao
contrário de (BOCCALETTI et al., 2002), (ZHANG; ZHU, 2008), 3) a análise de estabilidade
considera a presença de distúrbios, ao contrário de (MATOUK; ELSADANY, 2014), (WANG;
ZHANG; FAN, 2017), 4) o esquema proposto baseia-se em um sistema escravo subatuado, ao
contrário de (SINGH; ROY, 2018), (VARAN; AKGUL, 2018) 5) considera-se aplicações do
sincronizador para comunicação segura, ao contrario de (HE; VAIDYA, 1998), (KOLUMBÁN;
KENNEDY; CHUA, 1998) e (YU; LIU, 2003).
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3.2 Formulação do Problema
Considere o seguinte sistema hipercaótico (WANG, P. et al., 2011)
ẋ1 = −σb1x1 − x2x4 + b4x24 + b3x3x5 − σb2x7
ẋ2 = −σx2 + x1x4 − x2x5 + x4x5 −
σx9
2
ẋ3 = −σb1x3 + x2x4 − b4x22 − b3x1x5 + σb2x8
ẋ4 = −σx4 − x2x3 − x2x5 + x4x5 +
σx9
2







ẋ6 = −b6x6 + x2x9 − x4x9
ẋ7 = −b1x7 − rx1 + 2x5x8 − x4x9
ẋ8 = −b1x8 + rx3 − 2x5x7 + x2x9








2 (1 + a2)













Sendo; a = 1/2;σ = 1/2; r = 15, 1. Observe que se trata de um sistema hipercaótico de
Lorenz, onde x1, x2, x3, x4, x5, x6, x7, x8 e x9 são os estados do sistema e b1, b2, b3, b4, b5 e b6




ẋ1m = −σb1x1m − x2mx4m + b4x24m + b3x3mx5m − σb2x7m
ẋ2m = −σx2m + x1mx4m − x2mx5m + x4mx5m −
σx9m
2
ẋ3m = −σb1x3m + x2mx4m − b4x22m − b3x1mx5m + σb2x8m
ẋ4m = −σx4m − x2mx3m − x2mx5m + x4mx5m +
σx9m
2







ẋ6m = −b6x6m + x2mx9m − x4mx9m
ẋ7m = −b1x7m − rx1m + 2x5mx8m − x4mx9m
ẋ8m = −b1x8m + rx3m − 2x5mx7m + x2mx9m
ẋ9m = −x9m − rx2m + rx4m − 2x2mx6m + 2x4mx6m + x4mx7m − x2mx8m
(3.3)
Escravo:
ẋ1s = −σb1x1s − x2sx4s + b4x24s + b3x3sx5s − σb2x7s + h1(t)




ẋ3s = −σb1x3s + x2sx4s − b4x22s − b3x1sx5s + σb2x8s + h3(t)












ẋ6s = −b6x6s + x2sx9s − x4sx9s + h6(t)
ẋ7s = −b1x7s − rx1s + 2x5sx8s − x4sx9s + h7(t)
ẋ8s = −b1x8s + rx3s − 2x5sx7s + x2sx9s + h8(t)
ẋ9s = −x9s − rx2s + rx4s − 2x2sx6s + 2x4sx6s + x4sx7s − x2sx8s + h9(t)
(3.4)
em que xim i=1..,9 são os estados do sistema mestre, xis i=1..,9 são os estados do sistema
escravo, h1(t), h2(t), h3(t), h4(t), h5(t), h7(t), h8(t) e h9(t) são distúrbios do sistema escravo e
u é o sinal de controle.
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Comentário 1: O sistema (3.1) é caótico, seu comportamento é não previsível e depende
das condições iniciais escolhidas, nesse modelo o sistema é sensível a mudança das condições
iniciais.











em que h̄1, h̄2, h̄3, h̄4, h̄5, h̄6, h̄7, h̄8 e h̄9 são constantes positivas.
3.3 Equação de erro de sincronização e sinal de controle pro-
posto
Define-se a dinâmica dos erros de sincronização como sendo:
ė1 = ẋ1s − ẋ1m
ė2 = ẋ2s − ẋ2m
ė3 = ẋ3s − ẋ3m
ė4 = ẋ4s − ẋ4m
ė5 = ẋ5s − ẋ5m
ė6 = ẋ6s − ẋ6m
ė7 = ẋ7s − ẋ7m
ė8 = ẋ8s − ẋ8m
ė9 = ẋ9s − ẋ9m
(3.6)
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Substituindo-se (3.3) e (3.4) em (3.6), obtém-se que:
ė1 =− σb1e1 − e2e4 − e2x4m − e4x2m + 2b4x4me4 + b4e24 + b3e3e5 + b3e3x5m
+ b3e5x3m − σb2e7 + h1
ė2 =− σe2 + e1e4 + e1x4m + e4x1m − e2e5 − e2x5m − e5x2m + e4e5 + e4x5m
+ e5x4m − 0, 5σe9 + h2
ė3 =− σb1e3 + e2e4 + e2x4m + e4e2m − 2b4x2me2 − b4e22 − b3e1e5 − b3e1x5m
− b3e5x1m + σb2e8 + h3
ė4 =− σe4 − e2e3 − e2x3m − e3x2m − e2e5 − e2x5m − e5x2m + e4e5 + e4x5m
+ e5x4m + 0, 5σe9 + h4 + u
ė5 =− σb5e5 + e2x2m + 0, 5e22 − e4x4m − 0, 5e24 + h5
ė6 =− b6e6 + e2e9 + e2x9m + e9x2m − e4e9 − e4x9m − e9x4m + h6
ė7 =− b1e7 − re1 + 2e5e8 + 2e5x8m + 2e8x5m − e4e9 − e4x9m − e9x4m + h7
ė8 =− b1e8 + re3 − 2e5e7 − 2e5x7m − 2e7x5m + e2e9 + e2x9m + e9x2m + h8
ė9 =− e9 − re2 + re4 − 2e2e6 − 2e2x6m − 2e6x2m + 2e4e6 + 2e4x6m + 2e6x4m
+ e4e7 + e4x7m + e7x4m − e2e8 − e2x8m − e8x2m + h9
(3.7)












em que x̄1, x̄2, x̄3, x̄4, x̄5, x̄6, x̄7, x̄8 e x̄9 são constantes positivas.
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Hipótese 3: As condições iniciais são suficientemente pequenas de modo que
‖e (0)‖ ≤ α < 1 (3.9)
em que α é uma constante positiva que satisfaz α ≥ 0, sendoθ outra costante positiva que de-
pende, entre outros, dos limitantes superiores das pertubaçoes, que será definida posteriormente.
Fato 1: Considere que m, n e p são números naturais quaisquer que variam ente 1 e 9. Note
que:
(e2m ± e2n) ≥ 0
4emenep ≤ 2e2m + 2e2ne2p
2e2ne
2





= 2 (emep) (ep)
(3.10)
Teorema 1: Considere os sistemas mestre e escravo descritos em (3.2) e (3.3), as hipóteses
1-3 e a seguinte lei de controle.
u = −ψe4 (3.11)
Então, o erro de sincronização converge em tempo finito para o conjunto compacto Ω =
{e ∈ <9‖e‖ ≤ θ} , onde θ > 0 e ψ > 0.
Prova:
























Derivando (3.12) em relação ao tempo ao longo das trajetórias dos erros resulta:
V̇ = e1ė1 + e2ė2 + e3ė3 + e4ė4 + e5ė5 + e6ė6 + e7ė7 + e8ė8 + e9ė9 (3.13)
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Substituindo-se (3.7) e (3.11) em (3.13) tem-se que
V̇ = −e21 (σb1)− e22(σ)− e23 (σb1)− e24(Ψ + σ)− e25 (σb5)− e26 (σb6)− e27 (b1)
− e28 (σb1)− e29(1) + e1h1 + e2h2 + e3h3 + e4h4 + e5h5 + e6h6 + e7h7 + e8h8
+ e9h9 + 2b4x4me1e4 + b4e1e
2
4 + b3x3me1e5 − (σb2 + r) e1e7 + (x1m − x3m) e2e4
− 0, 5e22e5 − x5me22 − (2x6m + x8m + 0, 5σ − r) e2e9 + (x4m − 2b4x2m) e2e3
+ x4me2e5 − b4e22e3 − b3x1me3e5 + (σb2 + r) e3e8 − x2me4e5 + 0, 5e24e5 + x5me24
+ (0, 5σ + 2x6m + r + x7m) e4e9 + x9me2e6 − x9me4e6 + 2x8me5e7 − x9me4e7
− 2x7me5e8 + x9me2e8 − e2e6e9 + (x4m − x2m) e6e9 + e4e6e9
(3.14)
Definindo-se γ1 = − (2x6m + x8m + 0, 5σ − r) , γ2=(x4m − 2b4x2m) , γ3 = σb2 + r
, γ4 = 0, 5σ + 2x6m + r + x7m , γ5 = x4m − x2m , γ6 = x1m − x3m , γ7 = −σb2 − r,


















5 , em γ é o maior dos coe-
ficientes de quarta ordem dos erros, ρ1 = σb1 − 564 , ρ2 = σ −
3
32
, ρ3 = σb1 − 132 ,








4) , ρ5 = σb5− 18 , ρ6 = b6−
1
16
, ρ7 = b1− 116









+ 8h̄21, e2h2 ≤
e22
32
+ 8h̄22, e3h3 ≤
e23
32








+ 8h̄25, e6h6 ≤
e26
32
+ 8h̄26, e7h7 ≤
e27
32

















































































γ2e2e3 ≤ 0, 5γ2 (e22 + e23) ≤ 0, 25γ2 (e42 + e43) ,−b3x1me3e5 ≤ 0, 25b3x̄1 (e43 + e45)
γ3e3e8 ≤ 0, 5γ2 (e23 + e28) ≤ 0, 25γ2 (e43 + e48) ,−2x7me5e8 ≤ 0, 5x̄7 (e45 + e48)
γ4e4e9 ≤ 0, 5γ2 (e24 + e29) ≤ 0, 25γ2 (e44 + e49) , x9me2e8 ≤ 0, 25b3x̄9 (e42 + e48)
γ5e6e9 ≤ 0, 5γ2 (e26 + e29) ≤ 0, 25γ2 (e46 + e49) , b3x3me1e5 ≤ 0, 25b3x̄3 (e41 + e45)
γ6e2e4 ≤ 0, 5γ2 (e22 + e24) ≤ 0, 25γ2 (e42 + e44) , x9me2e6 ≤ 0, 25x̄9 (e42 + e46)
γ7e1e7 ≤ 0, 5γ2 (e21 + e27) ≤ 0, 25γ2 (e41 + e47) , 2x8me5e7 ≤ 0, 5x̄8 (e45 + e47)
(3.15)
Então, utilizando as Hipótese 1 e 2, o Fato 1 e (3.15), a equação (3.14) implica
V̇ ≤ −ρ1e21 − ρ2e22 − ρ3e23 − ρ4e24 − ρ5e25 − ρ6e26 − ρ7e27 − ρ8e28 − ρ9e29 + β + γ‖e‖4 (3.16)
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Considere que ρ10 = min{ρ1 , ρ2 , ρ3 , ρ4 , ρ5 , ρ6 , ρ7 , ρ8 , ρ9}. Uma vez que
ρ1, ρ2, ρ3,ρ5, ρ6, ρ7, ρ8, ρ9 são todos positivos e que Ψ é arbitrário, é possível escolhê-lo de forma
que ρ4 seja positivo e, consequentemente, ρ10 também seja positivo, assim
V̇ ≤ −ρ10‖e‖2 + β + γ‖e‖4 (3.17)
Com base na Hipótese 3, a desiguladade anterior implica
V̇ ≤ −ρ‖e‖2 + β (3.18)
Note que isso é verdadeiro no tempo inicial. No entanto, uma consequência disso é que V̇ ≤




:= θ. Uma vez que ao longo do tempo o erro se mantenha suficientemente
pequeno de forma que −ρ10‖e‖2 + γ‖e‖4 ≤ −ρ‖e‖2 permaneça verdadeiro com o passar do
tempo, pode-se assumir que (3.18) continuará sendo válido mesmo após os momentos iniciais.
Para isso se verdadeiro, é necessário considerar θ ≤ α, conforme estabelecido na Hipótese 3.
Observe que como θ é constante, pode-se afirmar que o erro de sincronização é limitado.
Definindo o conjunto compacto Ω = {e ∈ <9|‖e‖ ≤ θ}, então se pode afirmar que se por qual-
quer razão ‖e‖ deixar o conjunto residual Ω, V̇ se torna negativo definido e força a convergência
do erro de sincronização para o conjunto residual Ω. Conclui-se dessa maneira que o erro de
sincronização é limitado e converge para uma bola com raio igual a θ
Comentário 3: Pode-se observar pela prova que distúrbios limitados já foram considerados.
É importante notar que o valor de β poderia ser diminuído na prova caso o valor de ψ for maior,
ou seja, o valor ψ pode parcialmente influenciar o valor de β e consequentemente o valor de θ.
Desse modo a partir da escolha de parâmetros de projeto do controlador pode se levar a um erro
de sincronização próximo de zero, mesmo que na presença de distúrbios limitados.
Comentário 4: Convém ressaltar que o esquema proposto, ao contrário das abordagens
precursoras permite o ajuste arbitrário da velocidade da sincronização, o que pode ser feito
através do parâmetro psi. Adicionalmente, o algoritmo proposto considera um controle escalar
e a presença de distúrbios em todos os estados, o que, até onde os autores conhecem, não é
considerado na literatura.
Comentário 5: Para aplicações em telecomunicação segura é necessário que a mensagem
seja transmitida a partir de estados onde não haja o sinal de controle. Isso ocorre porque o
estado onde está o controle não consegue diferenciar distúrbios no sistema mestre da mensagem
e os distúrbios no estado onde está o sinal de controle, se não forem imensos, costumam ser
eliminados em função da existência desse sinal de controle.
Comentário 6: A estrutura da prova seguiu na seguinte lógica. O sistema hipercaótico
é apresentado na equação (3.1) esse sistema foi retirado (WANG, P. et al., 2011) onde foram
realizados os testes necessários para comprovar que de fato esse sistema é hipercaótico. Na
equação (3.3) e (3.4) define-se o sistema mestre e escravo respectivamente, no mestre não é
23
acoplado nada em seus estados, no escravo vai o controle no quarto estado e todos os distúrbios
limitado em cada um dos estados. Existem outros métodos na literatura em que é usado o
sistema mestre para colocar distúrbios e até mesmo o sinal de controle(VARAN; AKGUL,
2018), nesta prova optou-se por usar a mesma metodologia que é usada nas simulações, coloca-
se a mensagem, distúrbio e controle no sistema escravo com as condições inicias diferentes,
após as sincronização dos sistemas faz-se a diferencia de ambos e recupera-se a mensagem.
Comentário 7: Na hipótese 1 formula-se que o distúrbio deve ser limitado, que é uma
hipótese usual na literatura. Em (3.7) apresenta-se a derivada do erro de sincronização, não foi
deixado nenhum termo em função do sistema escravo, pois esses termos podem ser resgatados
a qualquer momento de acordo com a equação (3.6).
Comentário 8: Na hipótese 2 é desejável que o controlador do quarto estado supra o erro
de sincronização dos outros estados. Em (3.10) primeiramente formula-se um método para
compensar o peso do controlador com uma equação de proporcionalidade simples derivada de
(a∓b)2, em (3.11) formula-se a lei de controle necessária para esse sistema visto que não existe
nenhum erro de sincronização com um termo entre as variáveis de estado maior que um termo




Neste capítulo são apresentadas simulações computacionais visando validar a lei de controle
(3.10) para o sistema (3.3) - (3.4) e a transmissão segura de uma mensagem por codificação/-
decodificação. Dentre as validações proporcionadas nessas simulações apresentam-se: Sin-
cronização de dois sistemas hipercaóticos específicos, erro de sincronização para uma região
próxima da origem de um sistema com nove estados, transmissão segura de uma mensagem,
aplicabilidade da transmissão segura de uma mensagem levando em consideração distúrbios,
erro do canal, engenharia reversa.
4.1 Simulação usando Matlab/Simulink
Escolheram-se os parâmetros α e ψ como sendo α = 1 e ψ = 100 e uma janela de simulação
de 100 s.
Para validar o esquema de sincronização foram realizadas simulações computacionais para
os sistemas (3.3) - (3.4). Utilizou-se para isso o software Matlab/Simulink com o método ODE
113 com passo variável. Foi considerado como condições iniciais no sistema mestre x1m(0) =
0, 1;x2m(0) = −1;x3m(0) = 1, 7;x4m(0) = 2, 5;x5m(0) = −1, 2;x6m(0) = 1, 9;x7m(0) =
2;x8m(0) = 2, 5;x9m(0) = 3 e no sistema escravo x1s(0) = 0, 8;x2s(0) = −0, 7;x3s(0) =
1, 5;x4s(0) = 2, 2;x5s(0) = −1, 1;x6s(0) = 2, 9;x7s(0) = 1; x8s(0) = 1, 9;x9s(0) = 2, 9.
Para sincronização dos sistemas mestre e o escravo utilizou-se a lei de controle (3.10).
Os distúrbios considerados foram h1 = 0.5cos(6t), h2 = 3cos(10t), h3 = sen(7t), h4 =
0, 6sen(t), h5 = 0, 7sen(5t), h6 = 0, 9sen(9t), h7 = 0, 1sen(8t), h8 = 0, 2sen(2t)eh9 =
8sen(4t).
As características dos sistemas dinâmicos caóticos os tornam úteis para codificação de ca-
nais em aplicações de comunicação. Para ilustrar isso foi previsto um erro no canal com o
objetivo tipicamente de codificar as informações no transmissor de modo a permitir a recons-
trução no receptor com o mínimo possível de distorção. Esses distúrbios proporcionam uma
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maior validez para o sistema pois leva-se em consideração o mundo real. O erro do canal nas
simulações foi de 0, 0005sen(t), inserido no quarto estado do sistema. Simulou-se a codifica-
ção e restauração de uma mensagem para que se pudesse analisar a eficiência e a robustez do
sistema sigiloso de comunicação proposto. A mensagem criptografada foi uma senoide
As figuras 4.1 - 4.9 mostram os resultados da sincronização obtida no MATLAB. Percebe-se
que há na figura 4.1 uma discrepância entre os sinais no mestre e no escravo, isso é esperado
uma vez que o sistema escravo sincroniza com o estado mestre sem a mensagem, como a figura
4.1 mostra o sistema mestre com a mensagem, a discrepância mostrada nessa figura é a própria
mensagem.
Nas figuras 4.2 – 4.9 mostram-se a sincronização dos outros estados, como não há mensa-
gem sendo transmitida nesses estados, a sincronização, como esperado, teve um desempenho
satisfatório, com erros de sincronização muito pequenos tais erros pequenos são esperados pois
foi considerado 1) presença de perturbações externas (interferência no canal) e 2) a presença de
perturbação interna (dinâmica não modelada). Tais erros que tendem a valores próximo de zero
são apresentados nas figuras 4.10 - 4.18.
Na figura 4.19 apresenta-se a mensagem sigilosa uma senoide. Na figura 4.20 pode-se ob-
servar a comparação entre a mensagem codificada (sinal do estado xm acrescentado da mensa-
gem) e a mensagem original (aquela que se quer transmitir). A figura 4.21 mostra a mensagem
original e a mensagem recuperada.
A mensagem recuperada é obtida a partir da diferença entre xs e a mensagem codificada.
Como esperado a diferença entre as duas mensagens é muito pequena, demonstrando o correto
funcionamento do sincronizador. Repare que é inserido o contexto da engenharia reversa onde
tem-se o problema da mensagem que foi criptografada, e para decriptografar é preciso fazer a
análise oriunda das técnicas inseridas que nesse caso trata-se da sincronização do sistema em
questão.
Na figura 4.22 apresenta-se o erro da mensagem, que é a diferença entre mensagem original
e a criptografada, tal erro tende a valores próximo de zero, o que é esperado.
Note que apesar do controle estar presente somente no quarto estado e que há distúrbios
em todos os estados, mesmo assim os estados apresentaram desempenho satisfatório em termos
de sincronização e que a mensagem no estado x1 foi corretamente decodificada. Note que se
precisasse de um resultado ainda melhor, é possível melhorar o processo de reconstrução da
mensagem aumentando o valor do parâmetro ψ. Também é possível escalonar o sistema no
tempo para assegurar uma sincronização mais rápida de forma que o ψ não apresente um valor
muito alto.
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Figura 4.1: Desempenho na sincronização de x1s.
Figura 4.2: Desempenho na sincronização de x2s.
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Figura 4.3: Desempenho na sincronização de x3s.
Figura 4.4: Desempenho na sincronização de x4s.
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Figura 4.5: Desempenho na sincronização de x5s.
Figura 4.6: Desempenho na sincronização de x6s.
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Figura 4.7: Desempenho na sincronização de x7s.
Figura 4.8: Desempenho na sincronização de x8s.
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Figura 4.9: Desempenho na sincronização de x9s.
Figura 4.10: Erro de sincronização do primeiro estado e1.
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Figura 4.11: Erro de sincronização do segundo estado e2.
Figura 4.12: Erro de sincronização do terceiro estado e3.
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Figura 4.13: Erro de sincronização do quarto estado e4.
Figura 4.14: Erro de sincronização do quinto estado e5.
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Figura 4.15: Erro de sincronização do sexto estado e6.
Figura 4.16: Erro de sincronização do sétimo estado e7.
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Figura 4.17: Erro de sincronização do oitavo estado e8.
Figura 4.18: Erro de sincronização do nono estado e9.
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Figura 4.19: Mensagem original.
Figura 4.20: Mensagem original e mensagem Criptografada.
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Figura 4.21: Mensagem recuperada.




Neste trabalho foi apresentado um tema que vem despertando interesse no meio científico,
a criptografia segura baseada em caos. Diversos trabalhos de esquema de comunicação segura,
são facilmente encontrados na literatura, poucos como esse, que leva em consideração um sis-
tema nonodimencional que tem um nível de complexidade maior que um caótico. Verifica-se
que esse tipo de sistema tecnológico se baseia na sincronização de sistemas hipercaóticos que
tem como objetivo criptografar/descriptografar os dados transmitidos por meio de um sistema
mestre, usado para codificar, e um decodificador também caótico mas com condições iniciais
diferentes do mestre, sendo este escravo.
Para uma certificação prática da sincronização e criptografia caótica, foram realizadas si-
mulações numéricas objetivando-se avaliar a influência de distúrbios e a criptografia de men-
sagem, os parâmetros dos objetos e desempenho dos algoritmos também foram comprovados.
Utilizou-se sistemas caóticos em todas as simulações e nos gráficos foram comparados ambos
os sistemas, mestre e escravo. Também foram plotados o erro de sincronização de cada estado
tal erro teve a resposta satisfatória convergindo para um valor próximo de zero. A maior contri-
buição do trabalho está no fato de que foi usado controle em um estado dentre os nove presentes
nesse sistema, em outra palavar trata-se da implementação de um sistema subatuado, nenhum
resultado como esse foi apresentado dentre os estudos utilizados nesta monografia.
Com base na teoria de estabilidade de Lyapunov no terceiro cápitulo foi provado o erro
de sincronização para um sistema particular nonodimensional subatuado sujeito a distúrbios.
Provou-se que somente é necessário o ajuste de um controle para a sincronização completa
dos sistemas mestre e escravo. Validou-se essa aplicabilidade com simulações computacionais.
Assim como aplicação para sistemas seguro de informação.
Todos os resultados apresentados foram reportados no 25◦ Congresso de iniciação cientifica
do distrito federal (PIBIC) 2019. O trabalho recebeu a premiação de menção honrosa por sua
contribuição na área (ROCHA; VARGAS; GULARTE, Outubro de 2019).
Como sugestão para trabalhos futuros apresenta-se os seguintes
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• Para a validação com componentes reais primeiro é preciso fazer a implementação desse
sistema com componentes analógicos usando um simulador virtual tal como NI Multisim,
Circuito Maker entre outros.
• Simplificação dos algoritmos desse trabalho para que a implementação com circuitos reais
não fique com um preço elevado.
• O estudo de novos algoritmos de sincronização mais avançados que estão sendo desen-
volvidos no ambiente científico.
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Anexo I
Função do Simulink para o cálculo da saída do filtro estatístico acoplado ao PID.
1
2 P l a n t a _ M a s t e r .m
3
4 f u n c t i o n [ sys , x0 , s t r , t s ] = P l a n t a _ M a s t e r ( t , x , u , f l a g )
5
6
7 a = 1 / 2 ;
8 c =1;
9 b1 =4∗ (1 + a ^2 ) / ( 1 + 2∗ a ^2 ) ;
10 b2 =(1 + 2∗ a ^2 ) / ( 2 ∗ ( 1 + a ^2 ) ) ;
11 b3 =2∗ (1 − a ^2 ) / ( 1 + a ^2 ) ;
12 b4 =( a ^2 ) / ( 1 + a ^2 ) ;
13 b5 =(8∗ a ^2 ) / ( 1 + 2∗ a ^2 ) ;
14 b6 = 4 / ( 1 + 2∗ a ^2 ) ;
15 mensagem =c∗ s i n (1∗ t ) ;
16
17 s igma = 1 / 2 ;
18 r = 1 5 . 1 ;
19




24 % I n i c i a l i z a c a o
25 %%%%%%%%%%%%%%%%%
26 c a s e 0 ,
27 s i z e s = s i m s i z e s ;
28 s i z e s . NumContSta tes = 9 %numero de e s t a d o s c o n s t a n t e s
29 s i z e s . NumDiscSta tes = 0 ; %numero de e s t a d o s d i s c r e t o s
30 s i z e s . NumOutputs = 9 %numero de s a i d a s
31 s i z e s . NumInputs = 0 ; %numero de e n t r a d a s
32 s i z e s . D i r F e e d t h r o u g h = 1 ;
33 s i z e s . NumSampleTimes = 1 ;
34 s y s = s i m s i z e s ( s i z e s ) ;
35 x0 = [ 0 . 1 −1 1 . 7 2 . 5 −1.2 1 . 9 2 2 . 5 3 ] ; %Condicoes i n i c i a i s
36 s t r = [ ] ;
37 t s =[0 0 ] ;
45
38 %%%%%%%%%%%%%%
39 % D i r e t i v a s %
40 %%%%%%%%%%%%%%
41 c a s e 1 , %S i s t e m a
42 s y s = [− s igma ∗b1∗x ( 1 ) − x ( 2 ) ∗x ( 4 ) + b4 ∗ ( x ( 4 ) ^2 ) + b3∗x ( 3 ) ∗x ( 5 ) − s igma ∗b2∗x
( 7 ) ;
43 −s igma ∗x ( 2 ) + x ( 1 ) ∗x ( 4 ) − x ( 2 ) ∗x ( 5 ) + x ( 4 ) ∗x ( 5 ) − ( s igma ∗x ( 9 ) ) / 2 ;
44 −s igma ∗b1∗x ( 3 ) + x ( 2 ) ∗x ( 4 ) − b4 ∗ ( x ( 2 ) ^2 ) − b3∗x ( 1 ) ∗x ( 5 ) + sigma ∗b2∗x ( 8 ) ;
45 −s igma ∗x ( 4 ) − x ( 2 ) ∗x ( 3 ) − x ( 2 ) ∗x ( 5 ) + x ( 4 ) ∗x ( 5 ) + sigma ∗x ( 9 ) / 2 ;
46 −s igma ∗b5∗x ( 5 ) + ( x ( 2 ) ^2 ) / 2 − ( x ( 4 ) ^2 ) / 2 ;
47 −b6∗x ( 6 ) + x ( 2 ) ∗x ( 9 ) − x ( 4 ) ∗x ( 9 ) ;
48 −b1∗x ( 7 ) − r ∗x ( 1 ) + 2∗x ( 5 ) ∗x ( 8 ) − x ( 4 ) ∗x ( 9 ) ;
49 −b1∗x ( 8 ) + r ∗x ( 3 ) − 2∗x ( 5 ) ∗x ( 7 ) + x ( 2 ) ∗x ( 9 ) ;




53 % S a i d a %
54 %%%%%%%%%
55 c a s e 3 ,
56 s y s = [ x ( 1 ) + mensagem ; x ( 2 ) ; x ( 3 ) ; x ( 4 ) ; x ( 5 ) ; x ( 6 ) ; x ( 7 ) ; x ( 8 ) ; x ( 9 ) ] ;
57 %%%%%%%%%
58 % End %
59 %%%%%%%%%
60 c a s e { 2 , 4 , 9 } ,
61 s y s = [ ] ; % Nao f a z nad+a
62 o t h e r w i s e




67 P l a n t a _ s l a v e .m
68 f u n c t i o n [ sys , x0 , s t r , t s ] = P l a n t a _ S l a v e ( t , x , u , f l a g )
69
70 a = 1 / 2 ;
71
72 b1 =4∗ (1 + a ^2 ) / ( 1 + 2∗ a ^2 ) ;
73 b2 =(1 + 2∗ a ^2 ) / ( 2 ∗ ( 1 + a ^2 ) ) ;
74 b3 =2∗ (1 − a ^2 ) / ( 1 + a ^2 ) ;
75 b4 =( a ^2 ) / ( 1 + a ^2 ) ;
76 b5 =(8∗ a ^2 ) / ( 1 + 2∗ a ^2 ) ;
77 b6 = 4 / ( 1 + 2∗ a ^2 ) ;
78
79 s igma = 1 / 2 ;
80 r = 1 5 . 1 ;




85 % I n i c i a l i z a c a o %
46
86 %%%%%%%%%%%%%%%%%
87 c a s e 0 ,
88 s i z e s = s i m s i z e s ;
89 s i z e s . NumContSta tes = 9 %numero de e s t a d o s c o n s t a n t e s
90 s i z e s . NumDiscSta tes = 0 ; %numero de e s t a d o s d i s c r e t o s
91 s i z e s . NumOutputs = 9 %numero de s a i d a s
92 s i z e s . NumInputs = 9 ; %numero de e n t r a d a s
93 s i z e s . D i r F e e d t h r o u g h = 1 ;
94 s i z e s . NumSampleTimes = 1 ;
95 s y s = s i m s i z e s ( s i z e s ) ;
96 x0 = [ 0 . 8 −0.7 1 . 5 2 . 2 −1.1 2 . 9 1 1 . 9 2 . 3 ] ; %Condicoes i n i c i a i s
97 s t r = [ ] ;
98 t s =[0 0 ] ;
99 %%%%%%%%%%%%%%
100 % D i r e t i v a s %
101 %%%%%%%%%%%%%%
102 c a s e 1 , %S i s t e m a
103 s y s = [− s igma ∗b1∗x ( 1 ) − x ( 2 ) ∗x ( 4 ) + b4 ∗ ( x ( 4 ) ^2 ) + b3∗x ( 3 ) ∗x ( 5 ) − s igma ∗b2∗x
( 7 ) + u ( 1 ) ;
104 −s igma ∗x ( 2 ) + x ( 1 ) ∗x ( 4 ) − x ( 2 ) ∗x ( 5 ) + x ( 4 ) ∗x ( 5 ) − ( s igma ∗x ( 9 ) ) / 2 + u ( 2 ) ;
105 −s igma ∗b1∗x ( 3 ) + x ( 2 ) ∗x ( 4 ) − b4 ∗ ( x ( 2 ) ^2 ) − b3∗x ( 1 ) ∗x ( 5 ) + sigma ∗b2∗x ( 8 ) + u
( 3 ) ;
106 −s igma ∗x ( 4 ) − x ( 2 ) ∗x ( 3 ) − x ( 2 ) ∗x ( 5 ) + x ( 4 ) ∗x ( 5 ) + sigma ∗x ( 9 ) / 2 + u ( 4 ) ;
107 −s igma ∗b5∗x ( 5 ) + ( x ( 2 ) ^2 ) / 2 − ( x ( 4 ) ^2 ) / 2 + u ( 5 ) ;
108 −b6∗x ( 6 ) + x ( 2 ) ∗x ( 9 ) − x ( 4 ) ∗x ( 9 ) + u ( 6 ) ;
109 −b1∗x ( 7 ) − r ∗x ( 1 ) + 2∗x ( 5 ) ∗x ( 8 ) − x ( 4 ) ∗x ( 9 ) + u ( 7 ) ;
110 −b1∗x ( 8 ) + r ∗x ( 3 ) − 2∗x ( 5 ) ∗x ( 7 ) + x ( 2 ) ∗x ( 9 ) + u ( 8 ) ;
111 −x ( 9 ) − r ∗x ( 2 ) + r ∗x ( 4 ) − 2∗x ( 2 ) ∗x ( 6 ) + 2∗x ( 4 ) ∗x ( 6 ) + x ( 4 ) ∗x ( 7 ) − x ( 2 ) ∗x ( 8 )
+ u ( 9 ) ] ;
112
113 %%%%%%%%%%
114 % S a i d a s %
115 %%%%%%%%%%
116 c a s e 3 ,
117 s y s = x ;
118 %%%%%%%%%
119 % End %
120 %%%%%%%%%
121 c a s e { 2 , 4 , 9 } ,
122 s y s = [ ] ; % nao f a z nada
123 o t h e r w i s e
124 e r r o r ( [ ’ unhand led f l a g = ’ , num2s t r ( f l a g ) ] ) ;
125 end
126
127 s i n c r o n i z a d o r .m
128 f u n c t i o n i s y s , x0 , s t r , t s ] = S i n c r o n i z a d o r ( t , x , u , f l a g )
129
130 p s i = 1000 ;
131
132 s w i t c h f l a g ,
47
133 %%%%%%%%%%%%%%%%%
134 % I n i c i a l i z a c a o %
135 %%%%%%%%%%%%%%%%%
136 c a s e 0 ,
137
138 s i z e s = s i m s i z e s ;
139 s i z e s . NumContSta tes = 9 ; %Numero de e s t a d o s c o n s t a n t e s
140 s i z e s . NumDiscSta tes = 0 ; %Numero de e s t a d o s d i s c r e t o s
141 s i z e s . NumOutputs = 9 ; %Numero de s a i d a s
142 s i z e s . NumInputs = 1 8 ; %Numero de e n t r a d a s
143 s i z e s . D i r F e e d t h r o u g h = 1 ;
144 s i z e s . NumSampleTimes = 1 ;
145 s y s = s i m s i z e s ( s i z e s ) ;
146 x0= z e r o s ( 3 , 1 ) ; %Condicoes i n i c i a i s
147 x0 ( 1 ) =0;
148 x0 ( 2 ) =0;
149 x0 ( 3 ) =0;
150 x0 ( 4 ) =0;
151 x0 ( 5 ) =0;
152 x0 ( 6 ) =0;
153 x0 ( 7 ) =0;
154 x0 ( 8 ) =0;
155 x0 ( 9 ) =0;
156 s t r = [ ] ;
157 t s =[0 0 ] ;
158 %%%%%%%%%%%%%%
159 % D i r e t i v a s %
160 %%%%%%%%%%%%%%
161 c a s e 1 , %a q u i f i c a r i a m e s t i m a d o r e s dos p e s o s de uma r e d e n e u r a l ca so
houvesse , n e s s e ca so nao ha








170 0 ] ;
171 %%%%%%%%%%
172 % S a i d a s %
173 %%%%%%%%%%
174 c a s e 3 , %c o n t r o l a d o r
175 s y s = [−0∗( p s i ∗ ( u ( 1 0 ) − u ( 1 ) ) ) ;
176 −0∗( p s i ∗ ( u ( 1 1 ) − u ( 2 ) ) ) ;
177 −0∗( p s i ∗ ( u ( 1 2 ) − u ( 3 ) ) ) ;
178 −1∗( p s i ∗ ( u ( 1 3 ) − u ( 4 ) ) ) ;
179 −0∗( p s i ∗ ( u ( 1 4 ) − u ( 5 ) ) ) ;
180 −0∗( p s i ∗ ( u ( 1 5 ) − u ( 6 ) ) ) ;
181 −0∗( p s i ∗ ( u ( 1 6 ) − u ( 7 ) ) ) ;
48
182 −0∗( p s i ∗ ( u ( 1 7 ) − u ( 8 ) ) ) ;
183 −0∗( p s i ∗ ( u ( 1 8 ) − u ( 9 ) ) ) ] ;
184
185 c a s e { 2 , 4 , 9 } ,
186 s y s = [ ] ;
187
188 o t h e r w i s e
189 e r r o r ( [ ’ unhand led f l a g = ’ , num2s t r ( f l a g ) ] ) ;
190 end
191
192 s a l v a r _ d a d o s .m
193 S a l v a os dados da s i m u l a c a o ( u t i l em s i m u l a c o e s mui to demoradas )
194 c l c
195 s ave Backup_dados . mat t Xmaster Xs lave
196 %Para c a r r e g a r , u s a r o comando l o a d Backup_dados . mat ( e p r e c i s o na
197 %navegacao do m a t l ab e s t a r na mesma p a s t a que tem e s s e a r q u i v o )
198
199 G r a f i c o s m o d i f .m
200 %Execu tando e s s e a r q u i v o −−> a u t o m a t i c a m e n t e mos t ra os g r a f i c o s da
201 %s i m u l a c a o e s a l v a na p a s t a em f o r m a t o png ( p o d e r i a s e r e s c o l h i d o
202 %f o r m a t o j p g tambem )
203 c l c
204 f s i z e =30;
205 c = 1 ;
206 mensagem = c∗ s i n (1∗ t ) ;
207
208 %F i g u r a 1
209 f i g = f i g u r e ;
210 p l o t ( t , Xmaster ( : , 1 ) , t , Xs lave ( : , 1 ) , ’ : ’ , ’ LineWidth ’ , 2 ) ;
211 g r i d on
212 g r i d minor
213 h= l e g e n d ( ’ Mestre ’ , ’ Escravo ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
214 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
215 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
216 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
217 y l a b e l ( ’ $$x_ {1_{m} } ( t ) , x_ {1_{ s } } ( t ) $$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ ,
f s i z e )
218 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
219 s a v e a s ( gcf , ’ FIG1 . png ’ ) ;
220 c l o s e ( f i g )
221
222 %F i g u r a 2
223 f i g = f i g u r e ;
224 p l o t ( t , Xmaster ( : , 2 ) , t , Xs lave ( : , 2 ) , ’ : ’ , ’ LineWidth ’ , 2 ) ;
225 g r i d on
226 g r i d minor
227 h= l e g e n d ( ’ Mestre ’ , ’ Escravo ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
228 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
229 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
230 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
49
231 y l a b e l ( ’ $$x_ {2_{m} } ( t ) , x_ {2_{ s } } ( t ) $$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ ,
f s i z e )
232 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
233 s a v e a s ( gcf , ’ FIG2 . png ’ ) ;
234 c l o s e ( f i g )
235
236 %F i g u r a 3
237 f i g = f i g u r e ;
238 p l o t ( t , Xmaster ( : , 3 ) , t , Xs lave ( : , 3 ) , ’ : ’ , ’ LineWidth ’ , 2 ) ;
239 g r i d on
240 g r i d minor
241 h= l e g e n d ( ’ Mestre ’ , ’ Escravo ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
242 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
243 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
244 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
245 y l a b e l ( ’ $$x_ {3_{m} } ( t ) , x_ {3_{ s } } ( t ) $$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ ,
f s i z e )
246 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
247 s a v e a s ( gcf , ’ FIG3 . png ’ ) ;
248 c l o s e ( f i g )
249
250 %F i g u r a 4
251 f i g = f i g u r e ;
252 p l o t ( t , Xmaster ( : , 4 ) , t , Xs lave ( : , 4 ) , ’ : ’ , ’ LineWidth ’ , 2 ) ;
253 g r i d on
254 g r i d minor
255 h= l e g e n d ( ’ Mestre ’ , ’ Escravo ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
256 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
257 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
258 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
259 y l a b e l ( ’ $$x_ {4_{m} } ( t ) , x_ {4_{ s } } ( t ) $$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ ,
f s i z e )
260 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
261 s a v e a s ( gcf , ’ FIG4 . png ’ ) ;
262 c l o s e ( f i g )
263
264 %F i g u r a 5
265 f i g = f i g u r e ;
266 p l o t ( t , Xmaster ( : , 5 ) , t , Xs lave ( : , 5 ) , ’ : ’ , ’ LineWidth ’ , 2 ) ;
267 g r i d on
268 g r i d minor
269 h= l e g e n d ( ’ Mestre ’ , ’ Escravo ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
270 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
271 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
272 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
273 y l a b e l ( ’ $$x_ {5_{m} } ( t ) , x_ {5_{ s } } ( t ) $$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ ,
f s i z e )
274 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
275 s a v e a s ( gcf , ’ FIG5 . png ’ ) ;
276 c l o s e ( f i g )
50
277
278 %F i g u r a 6
279 f i g = f i g u r e ;
280 p l o t ( t , Xmaster ( : , 6 ) , t , Xs lave ( : , 6 ) , ’ : ’ , ’ LineWidth ’ , 2 ) ;
281 g r i d on
282 g r i d minor
283 h= l e g e n d ( ’ Mestre ’ , ’ Escravo ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
284 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
285 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
286 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
287 y l a b e l ( ’ $$x_ {6_{m} } ( t ) , x_ {6_{ s } } ( t ) $$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ ,
f s i z e )
288 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
289 s a v e a s ( gcf , ’ FIG6 . png ’ ) ;
290 c l o s e ( f i g )
291
292 %F i g u r a 7
293 f i g = f i g u r e ;
294 p l o t ( t , Xmaster ( : , 7 ) , t , Xs lave ( : , 7 ) , ’ : ’ , ’ LineWidth ’ , 2 ) ;
295 g r i d on
296 g r i d minor
297 h= l e g e n d ( ’ Mestre ’ , ’ Escravo ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
298 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
299 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
300 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
301 y l a b e l ( ’ $$x_ {7_{m} } ( t ) , x_ {7_{ s } } ( t ) $$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ ,
f s i z e )
302 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
303 s a v e a s ( gcf , ’ FIG7 . png ’ ) ;
304 c l o s e ( f i g )
305
306
307 %F i g u r a 8
308 f i g = f i g u r e ;
309 p l o t ( t , Xmaster ( : , 8 ) , t , Xs lave ( : , 8 ) , ’ : ’ , ’ LineWidth ’ , 2 ) ;
310 g r i d on
311 g r i d minor
312 h= l e g e n d ( ’ Mestre ’ , ’ Escravo ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
313 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
314 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
315 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
316 y l a b e l ( ’ $$x_ {8_{m} } ( t ) , x_ {8_{ s } } ( t ) $$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ ,
f s i z e )
317 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
318 s a v e a s ( gcf , ’ FIG8 . png ’ ) ;
319 c l o s e ( f i g )
320
321
322 %F i g u r a 9
323 f i g = f i g u r e ;
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324 p l o t ( t , Xmaster ( : , 9 ) , t , Xs lave ( : , 9 ) , ’ : ’ , ’ LineWidth ’ , 2 ) ;
325 g r i d on
326 g r i d minor
327 h= l e g e n d ( ’ Mestre ’ , ’ Escravo ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
328 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
329 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
330 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
331 y l a b e l ( ’ $$x_ {9_{m} } ( t ) , x_ {9_{ s } } ( t ) $$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ ,
f s i z e )
332 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
333 s a v e a s ( gcf , ’ FIG9 . png ’ ) ;
334 c l o s e ( f i g )
335
336
337 %F i g u r a 10
338 f i g = f i g u r e ;
339 aux = Xs lave ( : , 1 ) − Xslave ( : , 1 ) ;
340 p l o t ( t , aux , ’ LineWidth ’ , 2 ) ; s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
341 g r i d on
342 g r i d minor
343 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
344 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
345 y l a b e l ( ’ $$e_1$$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ , f s i z e )
346 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
347 s a v e a s ( gcf , ’ FIG10 . png ’ ) ;
348 c l o s e ( f i g )
349
350 %F i g u r a 11
351 f i g = f i g u r e ;
352 aux = Xmaster ( : , 2 ) − Xslave ( : , 2 ) ;
353 p l o t ( t , aux , ’ LineWidth ’ , 2 ) ;
354 g r i d on
355 g r i d minor
356 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
357 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
358 y l a b e l ( ’ $$e_2$$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ , f s i z e )
359 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
360 s a v e a s ( gcf , ’ FIG11 . png ’ ) ;
361 c l o s e ( f i g )
362
363 %F i g u r a 12
364 f i g = f i g u r e ;
365 aux = Xmaster ( : , 3 ) − Xslave ( : , 3 ) ;
366 p l o t ( t , aux , ’ LineWidth ’ , 2 ) ;
367 g r i d on
368 g r i d minor
369 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
370 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
371 y l a b e l ( ’ $$e_3$$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ , f s i z e )
372 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
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373 s a v e a s ( gcf , ’ FIG12 . png ’ ) ;
374 c l o s e ( f i g )
375
376 %F i g u r a 13
377 f i g = f i g u r e ;
378 aux = Xmaster ( : , 4 ) − Xslave ( : , 4 ) ;
379 p l o t ( t , aux , ’ LineWidth ’ , 2 ) ;
380 g r i d on
381 g r i d minor
382 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
383 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
384 y l a b e l ( ’ $$e_4$$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ , f s i z e )
385 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
386 s a v e a s ( gcf , ’ FIG13 . png ’ ) ;
387 c l o s e ( f i g )
388
389 %F i g u r a 14
390 f i g = f i g u r e ;
391 aux = Xmaster ( : , 5 ) − Xslave ( : , 5 ) ;
392 p l o t ( t , aux , ’ LineWidth ’ , 2 ) ;
393 g r i d on
394 g r i d minor
395 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
396 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
397 y l a b e l ( ’ $$e_5$$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ , f s i z e )
398 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
399 s a v e a s ( gcf , ’ FIG14 . png ’ ) ;
400 c l o s e ( f i g )
401
402 %F i g u r a 15
403 f i g = f i g u r e ;
404 aux = Xmaster ( : , 6 ) − Xslave ( : , 6 ) ;
405 p l o t ( t , aux , ’ LineWidth ’ , 2 ) ;
406 g r i d on
407 g r i d minor
408 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
409 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
410 y l a b e l ( ’ $$e_6$$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ , f s i z e )
411 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
412 s a v e a s ( gcf , ’ FIG15 . png ’ ) ;
413 c l o s e ( f i g )
414
415 %F i g u r a 16
416 f i g = f i g u r e ;
417 aux = Xmaster ( : , 7 ) − Xslave ( : , 7 ) ;
418 p l o t ( t , aux , ’ LineWidth ’ , 2 ) ;
419 g r i d on
420 g r i d minor
421 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
422 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
53
423 y l a b e l ( ’ $$e_7$$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ , f s i z e )
424 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
425 s a v e a s ( gcf , ’ FIG16 . png ’ ) ;
426 c l o s e ( f i g )
427
428 %F i g u r a 17
429 f i g = f i g u r e ;
430 aux = Xmaster ( : , 8 ) − Xslave ( : , 8 ) ;
431 p l o t ( t , aux , ’ LineWidth ’ , 2 ) ;
432 g r i d on
433 g r i d minor
434 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
435 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
436 y l a b e l ( ’ $$e_8$$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ , f s i z e )
437 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
438 s a v e a s ( gcf , ’ FIG17 . png ’ ) ;
439 c l o s e ( f i g )
440
441 %F i g u r a 18
442 f i g = f i g u r e ;
443 aux = Xmaster ( : , 9 ) − Xslave ( : , 9 ) ;
444 p l o t ( t , aux , ’ LineWidth ’ , 2 ) ;
445 g r i d on
446 g r i d minor
447 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
448 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
449 y l a b e l ( ’ $$e_9$$ ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ , ’ F o n t s i z e ’ , f s i z e )
450 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
451 s a v e a s ( gcf , ’ FIG18 . png ’ ) ;
452 c l o s e ( f i g )
453
454
455 %F i g u r a 19
456 f i g = f i g u r e ;
457 aux1 = Xmaster ( : , 1 ) − Xslave ( : , 1 ) ;
458 aux2 = Xmaster ( : , 2 ) − Xslave ( : , 2 ) ;
459 aux3 = Xmaster ( : , 3 ) − Xslave ( : , 3 ) ;
460 p l o t ( t , aux1 , t , aux2 , ’− ’ , t , aux3 , ’ : ’ , ’ LineWidth ’ , 2 ) ;
461 g r i d on
462 g r i d minor
463 h= l e g e n d ( ’ e_1 ’ , ’ e_2 ’ , ’ e_3 ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
464 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
465 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
466 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
467 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
468 s a v e a s ( gcf , ’ FIG19 . png ’ ) ;
469 c l o s e ( f i g )
470
471 %F i g u r a 20
472 f i g = f i g u r e ;
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473 aux1 = Xmaster ( : , 4 ) − Xslave ( : , 4 ) ;
474 aux2 = Xmaster ( : , 5 ) − Xslave ( : , 5 ) ;
475 aux3 = Xmaster ( : , 6 ) − Xslave ( : , 6 ) ;
476 p l o t ( t , aux1 , t , aux2 , ’− ’ , t , aux3 , ’ : ’ , ’ LineWidth ’ , 2 ) ;
477 g r i d on
478 g r i d minor
479 h= l e g e n d ( ’ e_4 ’ , ’ e_5 ’ , ’ e_6 ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
480 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
481 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
482 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
483 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
484 s a v e a s ( gcf , ’ FIG20 . png ’ ) ;
485 c l o s e ( f i g )
486
487 %F i g u r a 21
488 f i g = f i g u r e ;
489 aux1 = Xmaster ( : , 7 ) − Xslave ( : , 7 ) ;
490 aux2 = Xmaster ( : , 8 ) − Xslave ( : , 8 ) ;
491 aux3 = Xmaster ( : , 9 ) − Xslave ( : , 9 ) ;
492 p l o t ( t , aux1 , t , aux2 , ’− ’ , t , aux3 , ’ : ’ , ’ LineWidth ’ , 2 ) ;
493 g r i d on
494 g r i d minor
495 h= l e g e n d ( ’ e_7 ’ , ’ e_8 ’ , ’ e_9 ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
496 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
497 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
498 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
499 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
500 s a v e a s ( gcf , ’ FIG21 . png ’ ) ;
501 c l o s e ( f i g )
502
503 %F i g u r a 22
504 f i g = f i g u r e ;
505 p l o t ( t , mensagem , ’ LineWidth ’ , 2 ) ;
506 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
507 g r i d on
508 g r i d minor
509 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
510 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
511 y l a b e l ( ’ Mensagem O r i g i n a l ’ , ’ F o n t s i z e ’ , f s i z e )
512 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
513 s a v e a s ( gcf , ’ FIG22 . png ’ ) ;
514 c l o s e ( f i g )
515
516 %F i g u r a 23
517 f i g = f i g u r e ;
518 p l o t ( t , mensagem , t , Xmaster ( : , 1 ) , ’ : ’ , ’ LineWidth ’ , 2 ) ;
519 g r i d on
520 g r i d minor
521 h= l e g e n d ( ’ Mensagem O r i g i n a l ’ , ’ Mensagem C r i p t o g r a f a d a ’ , ’ Loca t i on ’ , ’ n o r t h e a s t
’ ) ;
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522 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
523 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
524 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
525 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
526 s a v e a s ( gcf , ’ FIG23 . png ’ ) ;
527 c l o s e ( f i g )
528
529 %F i g u r a 24
530 f i g = f i g u r e ;
531 aux = Xmaster ( : , 1 ) − Xslave ( : , 1 ) ;
532 p l o t ( t , mensagem , t , aux , ’ : ’ , ’ LineWidth ’ , 2 ) ;
533 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
534 g r i d on
535 g r i d minor
536 h= l e g e n d ( ’ Mensagem O r i g i n a l ’ , ’ Mensagem Recuperada ’ , ’ Loca t i on ’ , ’ n o r t h e a s t ’ ) ;
537 s e t ( h , ’ Fon tS i ze ’ , f s i z e ) ;
538 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
539 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
540 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
541 s a v e a s ( gcf , ’ FIG24 . png ’ ) ;
542 c l o s e ( f i g )
543
544 %F i g u r a 25
545 f i g = f i g u r e ;
546 aux2 = aux − mensagem ;
547 p l o t ( t , aux2 , ’ LineWidth ’ , 2 ) ;
548 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
549 g r i d on
550 g r i d minor
551 s e t ( 0 , ’ D e f a u l t A x e s F o n t S i z e ’ , f s i z e ) ;
552 x l a b e l ( ’ Tempo ( s ) ’ , ’ F o n t s i z e ’ , f s i z e ) ;
553 y l a b e l ( ’ E r ro da mensagem ’ , ’ F o n t s i z e ’ , f s i z e )
554 s e t ( gcf , ’ u n i t s ’ , ’ no rma l i zed ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] ) ;
555 s a v e a s ( gcf , ’ FIG25 . png ’ ) ;
556 c l o s e ( f i g )
56
