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4 TABLE DES MATIE`RES
Introduction Ge´ne´rale
Le travail qui suit apporte une contribution a` l’e´tude de deux mode`les de re´gression
semi-parame´triques. Ces mode`les proposent des e´le´ments de re´ponse au classique phe´no-
me`ne du fle´au de la dimension.
Le proble`me statistique de la re´gression, peut-eˆtre le plus usuellement e´tudie´ depuis
qu’existe la statistique mathe´matique, est celui de l’analyse de l’influence d’un ensemble
de d variables explicatives, note´ X, X ∈ Rd, sur une variable dite explique´e, note´e Y . En
conside´rant le couple (X,Y ) comme ale´atoire, le proble`me sera d’estimer la fonction g,
appele´e “espe´rance conditionnelle”
g(x) = E(Y |X = x).
En effet, dans la mesure ou` g(x) est la meilleure approximation L2 de Y , l’estimation de
cette fonction est conside´re´e comme re´ponse au proble`me pre´ce´dent. On dispose pour cela
d’un e´chantillon (Xi, Yi)i=1,...,n, observe´, de vecteurs ale´atoires inde´pendants, dont la loi
commune est celle de (X,Y ).
Pour estimer g a` partir des (Xi, Yi) une premie`re solution historique a e´te´ le choix de
mode`les parame´triques (mode`le line´aire ou line´aire ge´ne´ralise´, par exemple). Il suppose
alors d’estimer les parame`tres du mode`le pour de´finir gˆ.
Lorsque le statisticien ne dispose a priori d’aucune information sur la loi des observa-
tions, et veut e´viter les erreurs de spe´cification, il est naturel d’essayer une estimation “di-
recte” de g par une me´thode non-parame´trique. Ces me´thodes (noyau, polynoˆmes locaux,
ondelettes, splines...) largement de´veloppe´es depuis les anne´es soixante-dix n’ont cepen-
dant pas force´ment la faveur des praticiens dans la mesure ou` elles souffrent d’un manque
d’interpre´tabilite´ et exigent de tre`s grandes tailles d’e´chantillon pour eˆtre performantes.
Ce dernier point, connu sous le nom de fle´au de la dimension, peut eˆtre simplement mis
en e´vidence par la notion de vitesse asymptotique minimax , cf. Ibragimov et Has’Minskii
(1980). On peut re´sumer ce re´sultat ainsi : si g est k fois diffe´rentiable, un estimateur
non-parame´trique de g ne peut converger vers g plus vite que n
−2k
2k+d , ce qui conduit a`
une vitesse extreˆmement faible si d est grand. De nombreux auteurs se sont attaque´s a`
ce proble`me dans les deux dernie`res de´cennies, en proposant des me´thodes d’estimation
non-parame´trique de g, sous des hypothe`ses diverses concernant la loi de (X,Y ), ou plus
exactement la forme de g. Ces hypothe`ses permettent d’e´chapper au fle´au e´voque´ ci-dessus
5
6 Introduction
tout en conservant le caracte`re non-parame´trique de la me´thode d’estimation. L’ensemble
de ces me´thodes est usuellement repris sous le vocable d’e´tude de la re´duction de dimen-
sion. Le travail qui suit entre dans cette proble´matique.
Sans souci d’exhaustivite´, rappelons d’abord quelques types d’hypothe`ses existant dans
ce cadre.
1. Dans le mode`le additif, on suppose que la fonction de re´gression est de la forme
g(x) = g1(x1) + · · ·+ gd(xd),
ou` les gi sont des fonctions univarie´es inconnues. La re´gression non-parame´trique
additive a e´te´ introduite par Stone (1985) et e´tudie´e entre autres par Hastie et
Tibshirani (1986) et plus re´cemment par Opsomer et Ruppert (1999). L’hypothe`se
introduite est cependant difficile a` tester et ce mode`le ne prend pas en compte les
possibles interactions entre variables explicatives.
2. Le mode`le a` direction re´ve´latrice unique, note´ sim, suppose l’existence d’un vecteur
ϕ0 ∈ Θ = {θ ∈ Rd/ ‖θ‖ = 1} et d’une fonction g1 tels que
g(x) = g1(x
>ϕ0). (1)
Ce mode`le a e´te´ e´tudie´ en particulier par Powell, Stock et Stoker (1989) et est une
ge´ne´ralisation non-parame´trique du classique mode`le line´aire ge´ne´ralise´, cf Nelder et
Weddurburn (1972).
3. Dans le mode`le partiellement line´aire, la fonction de re´gression a la forme
g(x) = θ>x1 + g1(x2), ou` x = (x1,x2). (2)
On suppose de plus dim(x2) = M  d (en pratique M = 1, 2 ou 3, sinon le mode`le
est de peu d’inte´reˆt). Ce mode`le a e´te´ introduit par Engle et al. (1986) et par He-
ckman (1986). Il permet d’e´chapper au proble`me relatif a` la dimension, car la fonc-
tion inconnue a` estimer non-parame´triquement, g1, est une fonction de M variables,
M  d.
4. Le mode`le dit “projection pursuit”, est une ge´ne´ralisation du mode`le additif et du
mode`le pre´ce´dent, on suppose ici que
g(x) = g1(x
>ϕ1) + . . . + gk(x>ϕk),
ou` k ∈ N et k ≤ d. Ce mode`le a e´te´ introduit par Friedman et Stuetzle (1981) et
Friedman et Tukey (1974). Ce mode`le, comme ceux de´finis aux points 1 et 2, ne
faisant intervenir que des fonctions univarie´es, e´chappe au fle´au de la dimension.
5. Le mode`le dit a` directions re´ve´latrices multiples, note´ mim, qui englobe la plupart
des mode`les pre´ce´dents admet pour fonction de re´gression une fonction de la forme
g(x) = gk+1(x
>ϕ0, . . . ,x>ϕk),
ou` k est un entier e´videmment suppose´ relativement petit devant la dimension, d,
du mode`le.
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Fan et Gijbels (1996) comple`tent cette liste avec des mode`les du type additif faisant ap-
paraˆıtre aussi des interactions entre variables explicatives.
Nous nous sommes inte´resse´s plus particulie`rement aux mode`les (2) et (1). Les contri-
butions apporte´es sur chacun de ces mode`les constituent les deux parties de la the`se,
discute´es ci-dessous
Premie`re partie
Cette partie est consacre´e a` l’e´tude d’un mode`le partiellement line´aire, pour lequel on
ne connaˆıt pas a priori la “structure”. On suppose que
y = g(x) + ε, g(x) = θ>x1 + g1(x2), (3)
ou` x> = (x1>,x2>) , dim(x2) = M , ε ∼ N (0, σ2) . L’objectif principal sera d’iden-
tifier les composantes apparaissant dans le mode`le de fac¸on non line´aire et constituant le
vecteur x2. On note J l’ensemble des indices correspondant a` cette partie de cardinal M .
L’approche utilise´e ici est base´e sur une proprie´te´ du gradient de g.
Dans un premier chapitre, nous allons de´finir une mesure de line´arite´ v∗ = (v∗1 , . . . , v
∗
d)
pour chacune des d composantes deXi. Elle est construite a` l’aide du gradient de la fonction
de re´gression g, elle est nulle pour les composantes line´aires et positive pour les autres.
Nous allons l’estimer en de´finissant un algorithme ite´ratif, qui estime simultane´ment v∗ et
(g,∇g) :
– On commence par estimer g et son gradient par la me´thode des moindres carre´s
locaux en utilisant une largeur de feneˆtre usuelle dans l’estimation fonctionnelle.
Nous en de´duisons un estimateur pour v∗.
– L’e´tape suivante consiste a` se servir de cette premie`re estimation pour ajuster au
mieux une feneˆtre suivant chaque composante de x. On obtient donc de meilleurs
estimateurs de (g,∇g) et v∗. On ite`re les e´tapes pre´ce´dentes.
– La dernie`re e´tape, kn, nous donne les estimateurs de (g,∇g) et v∗.
Le deuxie`me chapitre donne la convergence the´orique de nos estimateurs vers les vraies
valeurs. L’un des re´sultats principaux est la convergence, a` la vitesse n1/2, de chaque vˆm,
m /∈ J , vers une combinaison de variables ale´atoires gaussiennes inde´pendantes.
Dans le chapitre 3, disposant de ces estimateurs de (g,∇g) et v∗, nous pouvons les
utiliser pour explorer la structure du mode`le. La premie`re conse´quence du the´ore`me de
convergence des estimateurs est une distance the´orique entre composantes line´aires et non
line´aire de l’ordre de (n−1 log(n))2/3. Ensuite nous de´veloppons un test de l’hypothe`se
H0 = HM : M ≤M. Au vu des re´sultats du chapitre 2, on ordonne les estimations vˆm par
ordre de´croissant et on de´cide de rejeter l’hypothe`se, si v̂(M+1) est suffisamment positif.
Le seuil sera de´termine´ en utilisant une me´thode de Bootstrap : on re´e´chantillonne suivant
un mode`le imitant le mode`le sous HM. Cette proce´dure est a` la base de l’estimation des
quantite´s J et M . On utilise la` encore une proce´dure ite´rative, on teste les hypothe`ses
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HM en faisant croˆıtre M. La premie`re valeur de M, pour laquelle l’hypothe`se n’est pas
rejete´e correspond a` l’estimation de M . De plus les M plus grandes composantes du
vecteur v̂ correspondent alors aux composantes non line´aires. On obtient un majorant de
la probabilite´ de mauvaise identification de la partie non line´aire. Dans un dernier point,
on e´tudie un estimateur de la partie line´aire dont la convergence a lieu a` la vitesse n1/2.
On peut alors en de´duire un estimateur de g1 en utilisant ĝ et θ.
Le dernier chapitre contient une mise en oeuvre pratique de ces diffe´rents algorithmes
sur des donne´es simule´es, puis sur des donne´es re´elles. Celles-ci confirment la bonne per-
formance de l’algorithme principal et la bonne de´termination des composantes line´aires et
non line´aires.
Deuxie`me partie
Dans cette deuxie`me partie, on s’inte´resse au mode`le a` direction re´ve´latrice unique (1).
Cette partie apporte deux contributions a` l’e´tude de ce mode`le : nous de´finissons d’abord
un nouvel estimateur de l’axe ϕ0 ∈ Θ du mode`le lorsque l’hypothe`se :
H0 : g(x) = g1(ϕ>0 x)
est ve´rifie´e. Puis nous construisons un test de cette hypothe`se.
Il est clair que sous H0 le proble`me du fle´au de la dimension est re´solu : si l’on se
place sous H0 et que l’on sait estimer ϕ0, alors on peut aussi estimer g1 en utilisant un
estimateur non-parame´trique classique unidimensionnel.
Notre e´tude se base sur une caracte´risation ge´ome´trique du mode`le, qui fait l’objet du
chapitre 5 et peut s’e´noncer de la fac¸on suivante : sous H0 l’inte´grale moyenne de g sur les
cylindres S d’axe θ (la de´finition pre´cise sera donne´e par la suite), note´e IS est invariante
par changement de cylindre congruent si et seulement si θ est orthogonal a` l’axe du mode`le
ϕ0.
On de´finit alors une mesure de la variabilite´ de IS suivant les cylindres d’axe orthogonal
a` une direction quelconque, ϕ, note´e W (ϕ). Dans le cas ou` (1) est ve´rifie´e, on a W (ϕ0) = 0.
Finalement on donne un estimateur pour chacune des quantite´s IS , W et ϕ0, base´s sur :
ÎS = (n‖S‖d)−1
n∑
i=1
Yi I(Xi∈S) [fˆ
(i)(Xi)]
−1 ,
ou` fˆ (i)(Xi) =
1
nbd
n∑
j = 1
j 6= i
K
(
Xj−Xi
b
)
et b est la largeur de feneˆtre. On obtient Ŵ en rem-
plac¸ant IS par ÎS dans l’expression de W , alors
ϕ̂ = argmin
ϕ∈Θ
Ŵ (ϕ).
On teste l’hypothe`se H0 a` l’aide de la statistique Ŵ (ϕ̂).
Dans les chapitres 7 et 8, on e´tablit la convergence des diffe´rentes statistiques : ÎS , ϕ̂
et Ŵ (ϕ̂).
Le dernier chapitre donne les re´sultats relatifs au test de H0. Les quantiles de la loi
limite de Ŵ (ϕ̂) e´tant relativement inaccessibles, on de´cide de de´terminer le seuil de rejet
du test a` l’aide d’une proce´dure Bootstrap. On donnera ensuite les proprie´te´s du test :
niveau asymptotique, puissance, puissance sous une suite d’hypothe`ses alternatives locales,
c’est-a`-dire
lim
n→+∞P(H0 est rejete´e /H0) = α,
lim
n→+∞P(H0 est rejete´e /H1) = 1,
lim
|c|→+∞
lim
n→+∞P(H0 est rejete´e /H1,n,c) = 1,
ou` α est le niveau du test, H1 est l’hypothe`se “g n’est pas un sim” et H1,n,c l’hypothe`se :
g(x) = g1(ϕ
>
0 x) + c n
−1/2g2(x),
ou` g2 n’est pas un sim d’axe ϕ0 et c un nombre re´el.
Premie`re partie
E´tude d’un mode`le de re´gression
par une me´thode adaptative
11
Introduction
On dispose d’un e´chantillon (Xi, Yi)i=1,...,n, ou` Xi ∈ Rd et Yi ∈ R, ge´ne´re´ par le mode`le
suivant
y = g(x) + ε, g(x) = θ>x1 + g1(x2), (4)
ou` x> = (x1>,x2>) , dim(x2) = M , dim(x1) = d − M. La partie non parame´trique
g1(·) de la fonction de re´gression, le parame`tre θ , et la loi de bruit ε sont inconnus.
Nous ne connaissons pas non plus les d1 variables correspondant a` la partie line´aire x1.
Nous proposons dans ce chapitre une me´thode d’e´tude d’un tel mode`le dit partiellement
line´aire. Le but est donc d’identifier les re´gresseurs non-line´aires, d’estimer les coefficients
des re´gresseurs line´aires et la fonction de lien g1, pour les re´gresseurs non-line´aires. La
me´thode de´veloppe´e ici permet aussi de se´lectionner les re´gresseurs les plus “significative-
ment” non-line´aires. Nous utiliserons ces re´sultats pour construire un test sur la dimension
de la partie non-line´aire. On peut remarquer que la me´thode est entie`rement adaptative,
puisque nous ne connaissons pas la structure pre´cise du mode`le. Elle offre de l’inte´reˆt
si M  d, puisqu’on pourra alors estimer g1 en e´vitant le proble`me dit de fle´au de la
dimension.
En outre, on suppose que les donne´es (Xi, Yi)i=1,...,n ge´ne´re´es par le mode`le (4) ve´rifient :
– les Xi sont des points non ale´atoires, mais on leur impose une re´partition suffisamment
re´gulie`re ;
– les εi sont des variables ale´atoires inde´pendantes identiquement distribue´es de loi nor-
male centre´e et de variance σ2.
Les e´tudes existantes des mode`les du type (4), comme dans Engle, Granger, Rice et Weiss
(1986) concernent ge´ne´ralement le proble`me d’estimation des parties parame´trique et non
parame´trique, quand les vecteurs x1 et x2 sont spe´cifie´s. L’ouvrage re´cent de Ha¨rdle, Liang
et Gao (2000) donne de plus amples re´fe´rences et applications. Les diffe´rents estimateurs
obtenus convergent aux vitesses classiques
√
n pour la partie line´aire θ et
√
nhMn pour la
partie non parame´trique.
Actuellement nous ne connaissons qu’un seul article concernant la se´lection des variables
non-line´aires dans un mode`le de´fini par (4), partiellement line´aire : celui de Chen et Chen
(1991). Dans celui-ci, les variables “splines” sont se´lectionne´es en utilisant une me´thode
base´e sur l’estimation sans biais du risque, c’est-a`-dire de la somme des carre´s des re´sidus
pour lesquels ils approchent g(x2) a` l’aide de fonctions splines. Ils obtiennent une probabi-
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lite´ de bonne classification des re´gresseurs non-line´aires tendant vers 1 quand n tend vers
l’infini.
Le meˆme type de proble`me est aborde´ dans Ha¨rdle et Korostelev (1996), dans le cas
particulier d’un mode`le additif. On y montre que l’erreur de classification d’une variable
peut eˆtre rendue “exponentiellement petite”. Shively, Kohn et Wood (1999) se sont aussi
inte´resse´s au proble`me de la se´lection de variables et d’estimation de fonction dans les
mode`les additifs ; ils utilisent pour cela une approche bayesienne empirique.
Ha¨rdle, Sperlich et Spokoiny (2001) proposent enfin une me´thode pour identifier les com-
posantes line´aires dans un mode`le additif en utilisant le de´veloppement de toutes les com-
posantes additives sur les bases d’ondelettes de Haar. L’avantage de notre me´thode est
de ne pas avoir besoin de supposer de structure additive pour le mode`le. De plus notre
me´thode d’identification des composantes garantit un niveau fixe´ d’erreur de spe´cification
uniforme´ment sur une classe de mode`les, dont les composantes line´aires et non-line´aires
sont distantes de O
(
(n−1 log n)4/3
)
. On peut noter aussi que cette me´thode donne de bons
re´sultats pour des e´chantillons de taille usuelle.
Les techniques d’estimation utilise´es s’inspirent de celles apparues dans les travaux de
Hristache, Juditsky et Spokoiny (2001) et Hristache, Juditsky, Polzehl et Spokoiny (2001)
(que nous noterons respectivement HJS et HJPS) concernant le proble`me de re´duction de
la dimension.
Dans HJPS, on conside`re le proble`me d’estimation dans un mode`le de re´gression a` di-
rections re´ve´latrices multiples. La fonction de re´gression est alors de la forme g(x) =
g1(θ
>
1 x, . . . , θ
>
p x), ou` θ1, . . . , θp sont des vecteurs de R
d inconnus. Le mode`le (4) apparaˆıt
comme un cas particulier de ces mode`les ve´rifiant : p = M + 1, θ1 = (θ
>, 0>M ) et pour
i = 2, . . . , p, θi est une vecteur de la base canonique de R
d, tel que (θ>2 x, . . . , θ
>
p x) = x2. Il
serait donc possible d’utiliser ici la me´thode propose´e par HJPS, mais on ne prendrait pas
en compte la structure tre`s spe´cifique du mode`le (4). Nous proposons donc une me´thode
alternative, originale a` notre connaissance, adapte´e au mode`le (4).
Cette partie s’organise de la fac¸on suivante. La premie`re partie sera consacre´e a` la ca-
racte´risation des composantes non-line´aires, a` la de´finition de la proce´dure ite´rative d’es-
timation de g, de x1 et x2. Nous e´tudierons ensuite la convergence de l’algorithme ite´ratif
utilise´ et la qualite´ finale de l’estimation. La troisie`me partie s’attachera a` l’exploration
du mode`le, a` savoir la se´paration des composantes line´aires et non-line´aires, le test visant
a` l’identification des composantes non-line´aires, l’estimation de θ. Le test pre´sente´ dans
cette partie est dans l’esprit de celui de Spokoiny (2001), qui essaie de trouver la distance
minimale entre l’hypothe`se nulle et l’hypothe`se alternative. La dernie`re partie illustre les
re´sultats obtenus sur des exemples simule´s et sur des donne´es re´elles.
Chapitre 1
De´termination des composantes
line´aires
L’ide´e de la me´thode que nous allons utiliser peut se re´sumer par les deux remarques
suivantes :
– Si la fonction de re´gression e´tait correctement estime´e, il serait facile de se´parer les
parties x1 et x2.
– Si les vecteurs x1 et x2 e´taient connus, on pourrait alors estimer plus pre´cise´ment la
fonction de re´gression.
Ceci ame`ne a` construire une proce´dure ite´rative, qui permette d’estimer g et les parties
line´aire et non-line´aire. Tout d’abord on estime g non parame´triquement, ensuite on se
sert de cette estimation pour approcher la structure du mode`le, c’est-a`-dire reconnaˆıtre x1
et x2. On utilise alors cette estimation de la structure pour ame´liorer l’estimateur de la
fonction de re´gression. Et ainsi de suite... De cette fac¸on, progressivement, on ame´liore la
connaissance de la structure du mode`le et l’estimation de g.
1.1 Comment reconnaˆıtre une composante line´aire ?
Le mode`le (4) est essentiellement de´crit par ses composantes non-line´aires, notons J l’en-
semble des indices correspondants. On peut aussi de´finir cet ensemble en utilisant le gra-
dient de la fonction de re´gression, g. En effet, si g(·) est line´aire en la m e`me composante,
alors la de´rive´e partielle de g en xm ,
∂g
∂xm
, est constante ( pour tout m ∈ {1, . . . , d} , xm
est la me`me composante du vecteur x de Rd). Pour “capturer” cette proprie´te´, on pourrait
utiliser un estimateur de la quantite´ n−1
n∑
i=1
( ∂g
∂xm
(Xi)− n−1
n∑
j=1
∂g
∂xm
(Xj)
)2
, ce qui ferait
intervenir des termes quadratiques, dont la convergence est difficile a` obtenir. Pour e´viter
ce proble`me et mesurer le degre´ de line´arite´ de g, nous allons donc utiliser une me´thode
analogue a` celle de HJPS, en introduisant :
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{ψ1m, · · · , ψLm} une famille de fonctions de R dans R ve´rifiant
n∑
i=1
ψlm(Xi,m) = 0, n
−1
n∑
i=1
ψlm(Xi,m)ψl′m(Xi,m) = δll′ .
pour l, l′ = 1, . . . , L. Si on note ψlm = (ψlm(Xi,m))i=1,...,n, alors les ψlm sont des vecteurs
de Rn. On introduit le produit scalaire sur Rn : < u, v >= n−1
∑n
i=1 uivi. Par les deux rela-
tions ci-dessus, on voit la famille de vecteurs de Rn {ψlm, l = 1, . . . , L} est orthonormale,
et orthogonale au vecteur I = (1, . . . , 1)>, donc a` tout vecteur constant. Pour construire
une telle famille, on peut par exemple orthonormaliser (1, Xi,m, X
2
i,m, . . . , X
L
i,m)i=1,...,n.
Ces proprie´te´s nous permettent d’affirmer que pour m /∈ J
β∗lm = n
−1
n∑
i=1
∂g
∂xm
(Xi)ψlm(Xi,m) ≡ 0 , (1.1)
pour l = 1, . . . , L . Et la somme
v∗m =
L∑
l=1
(β∗lm)
2
peut eˆtre utilise´e pour mesurer la non-line´arite´ de g en xm.
Si ∂̂g∂xm est un estimateur de la de´rive´e partielle de g par rapport a` xm (il sera de´fini par
la suite), nous estimons β∗lm par
β̂lm = n
−1
n∑
i=1
∂̂g
∂xm
(Xi)ψlm(Xi,m) . (1.2)
Un indicateur de la non-line´arite´ de g par rapport a` la me`me composante de x est alors
v̂m = β̂
2
1m + . . .+ β̂
2
Lm .
Cette quantite´ nous donne des informations sur la structure du mode`le et nous allons
l’utiliser pour ame´liorer l’estimation de g et de son gradient, ∇g.
Remarque : Choix de L
Ainsi de´finie, la famille de fonctions (ψ l,m)l=1,...,L, e´tant une famille orthonormale pour le
produit scalaire < ·, · >, elle engendre un sous-espace vectoriel, ΨL, de dimension L dans
R
n. Ce sous-espace est de plus orthogonal a` l’espace engendre´ par (1, . . . , 1)>. La quantite´
v∗m repre´sente donc le carre´ de la norme de la projection du vecteur (
∂g
∂xm
(Xi))i=1,...,n sur
ce sous-espace ΨL. On perd donc de l’information en conside´rant cette projection, ce qui
serait e´vite´ en choisissant un grand nombre de vecteurs, par exemple L = Ln = n − 1.
En fait on peut montrer par des arguments de simulation, qu’on ne perd pas beaucoup
d’information sur le caracte`re constant ou non de ∂g∂xm en utilisant un nombre fixe´ L de
vecteurs. Par contre il faudra choisir L assez grand pour avoir une bonne estimation.
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1.2 Une estimation “ame´liore´e” de g
Supposons que nous disposions de (v∗m)m=1,...,d, de´fini au paragraphe pre´ce´dent. Nous allons
expliquer de quelle fac¸on cette donne´e va permettre d’ame´liorer la qualite´ de l’estimation
de la fonction g.
Un estimateur naturel de g et de son gradient, ∇g, est obtenu par le crite`re de´finissant la
me´thode dite de “polynoˆme locaux”, cf. Fan,Gijbels(1996) :(
ĝ(Xi)
∇̂g(Xi)
)
= argmin
a∈R, c∈Rd
n∑
j=1
[
Yj − a− c>(Xj −Xi)
]2
K
( |Xj −Xi|2
b2
)
,
=

n∑
j=1
(
1
Xij
)(
1
Xij
)>
K
( |Xij |2
b2
)
−1
n∑
j=1
Yj
(
1
Xij
)
K
( |Xij |2
b2
)
,
ou` Xij = Xj − Xi, | · | est la norme euclidienne de Rd, b est la largeur de feneˆtre et K
est un noyau positif univarie´ a` support sur [0, 1]. Ainsi seuls les points de l’e´chantillon
se trouvant dans la boule de centre Xi et de rayon b interviennent, c’est-a`-dire qu’on ne
conside`re que des voisinages sphe´riques de meˆme rayon autour de chaque point.
La difficulte´ de ce type d’estimateur est la se´lection de b. En effet, il faut la choisir telle que
la boule de centre Xi et de rayon b contienne suffisamment d’observations Xj . Si d est e´leve´
cela peut amener a` choisir b tre`s grand, cf. Fan et Gijbels (1996).Ce phe´nome`ne est appele´
le fle´au de la dimension. Or, dans notre cas, g a des proprie´te´s de re´gularite´ anisotropes,
c’est-a`-dire que pour les composantes line´aires elle a un ordre de de´rivation infini et pour les
autres un ordre a priori plus faible. Nous allons donc utiliser cette remarque en conside´rant
une largeur de feneˆtre anisotrope adapte´e a` la structure du mode`le contenue dans J . Cette
fac¸on de proce´der a e´te´ introduite, entre autres, par Carroll, Fan, Gijbels et Wand (1997).
On obtient alors l’estimateur suivant, que nous utiliserons de´sormais :(
ĝ(Xi)
∇̂g(Xi)
)
=

n∑
j=1
(
1
Xij
)(
1
Xij
)>
Kd
(
Xij ,b
)
−1
n∑
j=1
Yj
(
1
Xij
)
Kd
(
Xij ,b
)
,
ou` Kd(x,b) = K(|b−1x|2) et b = diag(b1, . . . , bd) est une matrice diagonale d’entre´es
diagonales b1, . . . , bd . Connaissant v
∗
m, on va choisir les valeurs de bm de la fac¸on suivante :
bm sera choisie petite, si v
∗
m est suffisament positif, c’est-a`-dire m ∈ J ; sinon elle sera plus
grande. Ainsi dans le cas non-line´aire en choisissant une feneˆtre petite, on prend mieux en
compte les variations locales de la courbe de re´gression.
1.3 L’algorithme ite´ratif
L’algorithme de´fini ci-dessous est base´ sur les raisonnements expose´s dans les deux para-
graphes pre´ce´dents. Il va nous permettre d’obtenir simultane´ment des estimateurs de g ,
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∇g et de v∗ . A partir de ces valeurs, ĝ , ∇̂g , v̂ , on pourra estimer le mode`le qui a ge´ne´re´
les donne´es, cf. chapitre 3.
Pour de´finir cet algorithme nous avons besoin de quelques parame`tres d’entre´e : h1, hmax,
ρ1, ρmin que l’on choisit tels que : h1 < hmax , ρmin < ρ1 , au fur et a` mesure des ite´rations
la suite ρ de´croˆıtra de fac¸on ge´ome´trique de ρ1 a` ρmin avec une raison aρ < 1 et h
croˆıtra de fac¸on ge´ome´trique de h1 a` hmax , avec une raison ah > 1 . Le choix de ces
parame`tres, ainsi que des fonctions {ψlm}, sera discute´ ulte´rieurement, cf. paragraphe 1.5.
L’algorithme est le suivant
1. Fixer h1 . On pose ρ1 = 1 et pour m = 1, . . . , d , v̂
(0)
m = 0 et b
(1)
m = h1 . Soit k = 1 .
2. Calculer
b(k)m = hk
(
1 + ρ−2k v̂
(k−1)
m
)−1/2
, m = 1, . . . , d. (1.3)
De´finir b(k) = diag(b
(k)
1 , . . . , b
(k)
d ) .
3. Pour tout Xi calculer
V
(k)
i =
n∑
j=1
(
1
Xij
)(
1
Xij
)>
Kd
(
Xij ,b
(k)
)
, (1.4)(
ĝ(k)(Xi)
∇̂g(k)(Xi)
)
=
(
V
(k)
i
)−1 n∑
j=1
(
1
Xij
)
YjKd
(
Xij ,b
(k)
)
, (1.5)
ou` Xij = Xj −Xi.
Calculer ε̂
(k)
i = Yi − ĝ(k)(Xi) .
4. Pour m = 1, . . . , d et l = 1, . . . , L , calculer
β̂
(k)
lm = n
−1
n∑
i=1
∂̂g
∂xm
(k)
(Xi)ψlm(Xi,m), v̂
(k)
m =
L∑
l=1
∣∣∣β̂(k)lm ∣∣∣2 . (1.6)
5. Augmenter k de 1. Alors ρk+1 = aρρk , hk+1 = ahhk . Si ρk+1 ≥ ρmin , alors poser
k = k + 1 et continuer en revenant a` l’e´tape 2 ; sinon terminer.
Le nombre d’ite´rations effectue´es est note´ kn. On de´finit alors, en utilisant les re´sultats de
la dernie`re ite´ration, les estimateurs, que l’on utilisera dans le chapitre 3 :
– β̂lm = β̂
(kn)
lm (resp. v̂m = v̂
(kn)
m ) sera l’estimateur de β∗lm (resp. v
∗
m ),
– ĝ(Xi) sera l’estimateur de g(Xi), a` partir duquel on peut calculer l’estimateur de εi :
ε̂i = ε̂
(kn)
i = Yi − ĝ(Xi) .
Remarque : A chaque ite´ration la valeur de b
(k)
m est comprise entre hk et ρkhk et de´pend
de la valeur de v̂m obtenue a` l’ite´ration pre´ce´dente, v̂
(k−1)
m . Si m /∈ J , alors v̂(k−1)m est petit
et donc b
(k)
m est de l’ordre de hk. Si m ∈ J et que la valeur de v∗m est grande, alors celle
de v̂
(k−1)
m l’est aussi et b
(k)
m sera alors de l’ordre de hkρk. Ainsi comme hk croˆıt et hkρk
de´croˆıt, on obtient bien a` la dernie`re ite´ration une largeur de feneˆtre anisotrope.
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1.4 Estimation de la variance du bruit
La variance du bruit σ2 n’intervient pas a priori dans la de´finition de la proce´dure. Cepen-
dant nous l’utiliserons dans la proce´dure de re´e´chantillonage utilise´e pour le test sur M et
il est aussi possible de l’utiliser pour de´finir la condition d’arreˆt de l’algorithme. Rappelons
que les donne´es (Xi, Yi)i=1,...,n ont e´te´ ge´ne´re´es par un mode`le de la forme Yi = g(Xi)+ εi,
ou` εi ∼ N (0, σ2). On veut estimer σ2 a` l’aide de l’algorithme de´fini pre´ce´demment. Dans
notre cas, une fac¸on naturelle de de´finir l’estimateur de la variance a` chaque e´tape k est :∣∣σ˜(k)∣∣2 = n−1 n∑
i=1
∣∣ε̂(k)i ∣∣2 ,
ou` ε̂
(k)
i est de´fini a` l’e´tape 3 de l’algorithme. On peut ame´liorer cet estimateur – voir par
exemple Gasser, Sroka and Jennen-Steinmetz (1986) ou Spokoiny (2002) – en utilisant
l’e´criture des re´sidus ε̂
(k)
i sous la forme ε̂
(k)
i =
n∑
j=1
c
(k)
i,j Yj ou` les c
(k)
i,j sont des coefficients
connus. Dans notre cas, on a
ε̂
(k)
i = Yi − ĝ(k)(Xi) ,
= Yi −
(
1
0d
)> (
V
(k)
i
)−1 n∑
j=1
(
1
Xij
)
Kd
(
Xij ,b
(k)
)
Yj ,
=
n∑
j=1
c
(k)
i,j Yj ,
avec c
(k)
i,j = δij −
(
1
0d
)> (
V
(k)
i
)−1 ( 1
Xij
)
Kd
(
Xij ,b
(k)
)
. Ces coefficients sont ale´atoires,
car ils de´pendent de Yi a` travers la largeur de feneˆtre ale´atoire b̂
(k)
m .
Si les Yi formaient un bruit blanc, un estimateur de la forme
∑n
j=1 ci,jYj, ou` les ci,j sont
de´terministes, ve´rifierait
E
∣∣ n∑
j=1
ci,jYj
∣∣2 = σ2 n∑
j=1
∣∣ci,j∣∣2.
On en de´duirait un estimateur de σ2 par :
∣∣σ̂(k)∣∣2 = 1
n
n∑
i=1
 n∑
j=1
∣∣ci,j∣∣2
−1 ∣∣ n∑
j=1
ci,jYj
∣∣2.
Par analogie, l’estimateur que l’on conside`rera dans la suite est
∣∣σ̂(k)∣∣2 = 1
n
n∑
i=1
 n∑
j=1
∣∣c(k)i,j ∣∣2
−1 ∣∣ε̂(k)i ∣∣2. (1.7)
20 CHAPITRE 1. DE´TERMINATION DES COMPOSANTES LINE´AIRES
Les proprie´te´s asymptotiques de σ̂2 sont donne´es dans le paragraphe 2.5.
1.5 Choix des parame`tres
La qualite´ de l’estimation obtenue par la proce´dure ite´rative de´pend fortement du choix
des raisons, aρ et ah, des deux suites hk et ρk et des valeurs de ces suites a` la dernie`re
ite´ration. hk croˆıt de h1 a` hmax, simultane´ment ρk de´croˆıt de ρ1 a` ρmin.
La valeur de h1 doit eˆtre bien choisie pour que la premie`re estimation du gradient ne soit
pas trop mauvaise. Une condition ne´cessaire pour obtenir cette condition est : la boule
Bh(Xi) = {x : |Xi − x| < h} de centre Xi et de rayon h, doit contenir au moins (d + 1)
points. Ici on choisit comme h1 initial une valeur telle que
#{i : Nh(Xi) ≥ d+ 1} ≥ n/2 ,
ou`Nh(Xi) est le nombre de points appartenant a` Bh(Xi). On commence par h1,0 = (n/d)−d
avec une raison ge´ome´trique ah1 = e
1/20.
En accord avec les the´ore`mes de la partie suivante, on choisit hmax de l’ordre de 1 et ρmin
le plus petit possible c’est-a`-dire de l’ordre de n−1/3.
Les voisinages que l’on conside`re sont elliptiques et de la forme
E (k)(Xi) =
{
x : |b(k)−1(Xi − x)|2 ≤ 1
}
=
{
x :
d∑
m=1
(Xim − xm)2
b
(k)2
m
≤ 1
}
.
si m /∈ J : b(k+1)m ∼ ahhk = ahb(k)m .
si m ∈ J : b(k+1)m ∼ ahhkρkaρ = ahaρb(k)m .
Ainsi la mesure de Lebesgue de E (k+1) est de l’ordre de adhaMρ fois celle de E (k). On choisit
donc adha
M
ρ ≥ 1. Si les Xi sont ale´atoires, on obtient un nombre croissant de points a`
l’inte´rieur du voisinage elliptique.
Chapitre 2
Qualite´ des estimateurs
Le but de ce chapitre est d’e´valuer la qualite´ des estimations des quantite´s β ∗m et v∗m,
obtenues a` l’aide de la proce´dure pre´ce´dente. Dans un premier temps, on pre´sente les
hypothe`ses sur le mode`le et sur les parame`tres de l’algorithme. Ensuite nous quantifions,
d’un point de vue the´orique, l’ame´lioration entre deux ite´rations successives lors de la
proce´dure ite´rative introduite. Finalement on donne la pre´cision de l’estimateur final de
β∗m.
2.1 Hypothe`ses
Nous allons tout d’abord faire la meˆme transformation que dans HJPS, en renormalisant
la fonction de lien. Le mode`le (4) n’est pas identifiable a priori : la de´finition de g1 n’est
pas unique. En effet, on peut aussi e´crire g(x) = θ>x1 + g2(O>Mx2), ou` g2(z) = g1(OMz),
c’est-a`-dire qu’on obtient la meˆme fonction apre`s rotation. Par contre, si on fixe g1 de la
forme g1(x) = g˜1(R
∗x2), ou` R∗ est une matrice diagonale M ×M de termes diagonaux√
v∗m (m ∈ J ) alors g˜1 est unique : g˜1(z2) = g(z1, R∗−1z2) − θ>z1. On notera encore g1
la fonction de lien non-line´aire par soucis de simplification. Ceci nous ame`ne a` conside´rer
le mode`le
y = g(x) + ε, ou` g(x) = x>1 θ + g1(R∗x2) . (2.1)
Introduisons alors les hypothe`ses fondamentales, qui assurent la convergence des estima-
teurs.
Hypothe`se H1. [Noyau] Le noyau K(·) est continuˆment diffe´rentiable de´croissant sur
R
+ avec K(0) = 1 et K(x) = 0 pour |x| ≥ 1.
Hypothe`se H2. [Erreurs] Les variables ale´atoires εi dans (4) sont inde´pendantes et
normalement distribue´es, de moyenne nulle et de variance σ2.
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Hypothe`se H3. [Parame`tres de l’algorithme] Les parame`tres de la proce´dure ite´rative
sont choisis tels que : ρ1 = 1 , ρmin = (σ
2n−1L log n)1/3 , h1 = C0n−
1
4∨d avec des
constantes C0 ≥ 1 , hmax ≥ 1 et adhaMρ ≥ 1 .
Hypothe`se H4. [Fonction de lien] La fonction g1 de (2.1) est deux fois diffe´rentiable
avec une de´rive´e seconde borne´e telle qu’il existe une constante Cg1 et que pour tout
u, v ∈ RM
|g1(v) − g1(u)− (v − u)∇g1(u)| ≤ Cg1 |u− v|2 .
La dernie`re hypothe`se concerne les proprie´te´s de re´partition des variables explicatives.
La re´ussite de la proce´dure est lie´e a` la bonne estimation du gradient. Il faut qu’a` chaque
ite´ration les estimateurs calcule´s a` partir des largeurs de feneˆtre (b
(k)
1 , . . . , b
(k)
d ) soient bien
de´finis. Cette dernie`re hypothe`se sur la bonne re´partition des points X1, . . . , Xn contient
donc une condition d’inversibilite´ pour toutes les matrices V
(k)
i de´finies par (1.4).
Introduisons quelques notations utiles par la suite : on de´finit pour la k e`me ite´ration la
matrice diagonale des largeurs de feneˆtre ide´ales et anisotropes, b∗(k) , qui a pour termes
diagonaux b
∗(k)
m = hk
(
1 + ρ−2k v
∗
m
)−1/2
. La proximite´ entre b(k) et sa valeur ide´ale b∗(k)
peut eˆtre caracte´rise´e par les valeurs
U (k)m =
(
b∗(k)m /b
(k)
m
)2
=
(
1 + ρ−2k v̂
(k−1)
m
)
/
(
1 + ρ−2k v
∗
m
)
, (2.2)
pour m = 1, . . . , d . En effet si v̂
(k−1)
m = v∗m , alors U
(k)
m = 1 .
Pour chaque ite´ration nous recherchons une re´partition re´gulie`re des variables explicatives
dans un voisinage elliptique de centre Xi de´fini par
{
x :
∑d
m=1(xm −Xi,m)2/b(k)2m ≤ 1
}
.
On de´finit Z
(k)
ij =
(
b∗(k)
)−1
(Xj −Xi) pour i, j = 1, . . . , n . Ce vecteur de´crit la localisa-
tion des points dans le nouveau repe`re centre´ en Xi, avec les changements d’e´chelle donne´s
par b∗(k) .
Pour un vecteur U = (U1, . . . , Ud)
> ∈ R+d , on notera DU = diag(U1, . . . , Ud) . En uti-
lisant le notations ci-dessus, on a alors b = b∗(k)D−1/2
U(k)
, ou` U(k) = (U
(k)
1 , . . . , U
(k)
d )
>.
D’apre`s (2.2)
Kd(Xi,j ,b
(k)) = K(X>i,j
(
b(k)
)−2
Xi,j) ,
= K(X>i,j
(
b∗(k)
)−1
D
1/2
U(k)
D
1/2
U(k)
(
b∗(k)
)−1
Xi,j) ,
= K(Z>ij DU(k)Zij) . (2.3)
Nous pouvons alors introduire la dernie`re hypothe`se ne´cessaire a` la preuve des the´ore`mes
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de convergence. Pour cela posons, pour un vecteur U quelconque
N
(k)
i (U) =
n∑
j=1
K
(
Z
(k)>
ij DUZ
(k)
ij
)
, i = 1, . . . , n ,
V(k)i (U) =
n∑
j=1
( 1
Z
(k)
ij
)( 1
Z
(k)
ij
)>
K
(
Z
(k)>
ij DUZ
(k)
ij
)
, i = 1, . . . , n .
L’hypothe`se s’e´crit alors
Hypothe`se H5. [Design] Il existe des constantes CV , CK , CK′ et α ∈ (0, 1/2) , telles
que pour tout vecteur U ∈ Rd , satisfaisant |Um − 1| ≤ α , m = 1, . . . , d , et pour k ≤ kn ,
la matrice V(k)i (U) est bien inversible et ve´rifie
N
(k)
i (U)
∥∥∥V(k)i (U)−1∥∥∥ ≤ CV , i = 1, . . . , n.
Ici ‖A‖ correspond a` la norme matricelle associe´e a` la norme vectorielle euclidienne, i.e.
‖A‖ = sup
λ6=0
|Aλ|/|λ| .
De plus, pour i, j = 1, . . . , n ,
n∑
i=1
1
N
(k)
i (U)
K
(
Z
(k)>
ij DUZ
(k)
ij
)
≤ CK , (2.4)
n∑
i=1
1
N
(k)
i (U)
∣∣∣K ′(Z(k)>ij DUZ(k)ij )∣∣∣ ≤ CK′ ,
n∑
j=1
1
N
(k)
i (U)
∣∣∣K ′(Z(k)>ij DUZ(k)ij )∣∣∣ ≤ CK′ .
ou` K ′ est la de´rive´e de K.
Remarque . On peut montrer que ces hypothe`ses sont ve´rifie´es dans le cas ou` les Xi sont
a` densite´ continue strictement positive sur un ensemble de grande probabilite´.
2.2 Ame´lioration en une e´tape
Cette partie consiste a` quantifier l’ame´lioration de l’estimation a` chaque ite´ration. Pour
cela, on fixe h , ρ et v = (v1, . . . , vd)
> . Cette dernie`re quantite´ peut eˆtre vue comme
l’approximation de v∗ a` l’ite´ration pre´ce´dente et les quantite´s h et ρ comme les valeurs
correspondant a` l’ite´ration en cours.
De fac¸on analogue au paragraphe pre´ce´dent, on pose
bm = h
(
1 + ρ−2vm
)−1/2
, m = 1, . . . , d , (2.5)
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et b = diag(b1, . . . , bd).
On conside`rera dans cette partie les estimateurs ĝ(Xi) , ∇̂g(Xi) et β̂lm donne´s par (1.3)
et (1.2) en utilisant la matrice de largeurs de feneˆtre b ci-dessus. Le but de cette section
est d’e´valuer l’erreur |β̂lm− β∗lm| . On introduit pour cela des notations comple´mentaires :
Pρ,m =
(
1 + ρ−2v∗m
)−1/2
et sa matrice diagonale associe´e
Pρ = diag(Pρ,1, . . . , Pρ,d) ,
qui intervient de la fac¸on suivante dans la mesure de proximite´ entre bm et b
∗
m :
Um = P
2
ρ,m(1 + ρ
−2vm) = (1 + ρ−2v∗m)
−1(1 + ρ−2vm) ,
de fac¸on similaire U ∗m = P 2ρ,m(1 + ρ−2v∗m) = 1 .
On peut remarquer que les vecteurs v et β̂m donne´s par (1.2) sont en bijection avec
le vecteur U = (U1, . . . , Ud)
> ∈ Rd . On fera apparaˆıtre cette de´pendance en e´crivant :
v = v(U) et β̂m = β̂m(U) .
La connaissance de l’erreur ponctuelle, i.e. U e´tant fixe´, ne suffit pas pour connaˆıtre
l’erreur a` la dernie`re ite´ration. Nous avons besoin d’une majoration uniforme dans un
voisinage, Uα, de la valeur ide´ale U∗ = (1, . . . , 1)>. En effet, lors des ite´rations, la largeur
de feneˆtre b de´pend des Yi ; elle est donc ale´atoire et le re´sultat ponctuel ne suffit donc
plus. En choisissant convenablement un voisinage Uα, on pourra utiliser les re´sultats,
uniformes sur les voisinages Uα, e´tablis dans cette partie pour en de´duire l’ame´lioration
finale des estimations, cf. paragraphe 2.4. De´finissons ces voisinages : soit un vecteur α =
(α1, . . . , αd)
> de Rd dont les coordonne´es ve´rifient αm ∈ (0, 1) , on pose
Uα =
{
U = (U1, . . . , Ud)
> ∈ Rd : |Um − 1| ≤ αm , m = 1, . . . , d
}
. (2.6)
Soit aussi α∗ = max
m=1,...,d
αm .
On rappelle que pour U = (U1, . . . , Ud)
> ∈ Rd , on note DU = diag{U1, . . . , Ud} et que
pour tous i, j = 1, . . . , n Zij =
(
b∗
)−1
Xij = h
−1 P−1ρ (Xj −Xi) . Pour i, j = 1, . . . , n , on
note
Kij(U) = K(Z
>
ij DUZij) = Kd(Xij ,b) ,
Vi(U) =
n∑
j=1
(
1
Zij
)(
1
Zij
)>
Kij(U),
ŝi(U) = h
−1Vi(U)−1
n∑
j=1
(
1
Zij
)
YjKij(U).
On veut re´e´crire
(
ĝ(Xi)
∇̂g(Xi)
)
a` l’aide de ces quantite´s.
(
ĝ(Xi)
∇̂g(Xi)
)
= V −1i
n∑
j=1
(
1
Xij
)
Kd(Xij ,b)Yj ,
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or (
1
Xij
)
=
(
1 0
0 hPρ
)(
1
Zij
)
,
donc
Vi =
n∑
j=1
(
1 0
0 hPρ
)(
1
Zij
)(
1
Zij
)>( 1 0
0 hPρ
)
Kij(U) ,
Vi =
(
1 0
0 hPρ
)
Vi(U)
(
1 0
0 hPρ
)
,
et
V −1i
(
1
Xij
)
=
(
1 0
0 h−1P−1ρ
)
V−1i (U)
(
1
Zij
)
.
D’ou`
(
ĝ(Xi)
∇̂g(Xi)
)
=
(
1 0
0 h−1P−1ρ
)
hŝi(U) ,
finalement
ŝi(U) =
(
h−1ĝ(Xi)
Pρ∇̂g(Xi)
)
.
Nous nous inte´ressons a` la convergence de Pρ,mβ̂l,m vers Pρ,mβ
∗
l,m, or
Pρ,mβ̂l,m = n
−1
n∑
i=1
ŝi,m(U)ψlm(Xi,m),
ou` ŝi,m(U) est la (m+ 1)
e`me coordonne´e du vecteur ŝi(U). Yi e´tant donne´ par le mode`le
de re´gression (2.1), on peut de´composer ŝi(U) en une partie stochastique Si(U) et une
partie de´terministe si(U) :
ŝi(U) = si(U) + Si(U) ,
avec
si(U) = h
−1 Vi(U)−1
n∑
j=1
(
1
Zij
)
g(Xj)Kij(U),
Si(U) = h−1 Vi(U)−1
n∑
j=1
(
1
Zij
)
εjKij(U).
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Finalement en utilisant la description pre´ce´dente, la diffe´rence Pρ,m{β̂lm(U) − β∗lm} com-
porte deux parties a` e´tudier,
Pρ,m{E β̂lm(U)− β∗lm} =
1
n
n∑
i=1
{si,m(U) − Pρ,m∇gm(Xi)}ψlm(Xi,m),
Pρ,m{β̂lm(U)− E β̂lm} = 1
n
n∑
i=1
Si,m(U)ψlm(Xi,m).
(2.7)
On peut remarquer que la premie`re partie correspond au biais et que la deuxie`me, note´e
ζlm(U) := n
−1
n∑
i=1
Si,m(U)ψlm(Xi,m) , est (pour tout U) une combinaison line´aire des er-
reurs gaussiennes εi. C’est donc un vecteur gaussien centre´ de R
d.
On utilisera dans la suite la projection orthogonale Ed de Rd+1 dans Rd sur le plan ortho-
gonal a` la premie`re composante de la base canonique de Rd+1 :
Ed : Rd+1 → Rd
(x0, . . . , xd)
> 7→ Ed(x0, . . . , xd) = (x1, . . . , xd) .
Proprie´te´ 2.2.1. Sous les hypothe`ses H1– H5, en notant βlm(U) = E β̂lm(U) , on obtient
les re´sultats suivants.
Pour le biais :
sup
U∈Uα
d∑
m=1
L∑
l=1
|Pρ,m{βlm(U)− β∗lm}|2 ≤
(
Cg1 C
1/2
V
1− α∗ ρ
2h
)2
.
Pour la partie stochastique :
Pour tout l = 1, . . . , L et m = 1, . . . , d , il existe une variable ale´atoire gaussienne ξlm ,
combinaison line´aire des erreurs εi avec des coefficients de´terministes, qui de´pendent uni-
quement de v∗ , des variables explicatives {Xi}i=1,...,n , des fonctions de la base ψlm(·), et
du noyau K . La variable ale´atoire ξlm est donc d’espe´rance nulle et sa variance ve´rifie
max
m,l
E ξ2lm ≤ 2σ2C2V CK (2.8)
et
P
(
max
m,l
sup
U∈Uα
∣∣∣∣Pρ,m{β̂lm(U)− βlm(U)} − ξlmh√n
∣∣∣∣ > σψ Cα,n|α|h√n
)
≤ 2
n
,
ou` le maximum est e´value´ pour m ∈ {1, . . . , d} et l ∈ {1, . . . , L}, ψ = max
i,l,m
|ψlm(Xim)| et
Cα,n =
(√
2CV CK′
(1 − α∗)3/2 +
23/2C2V CK′ CK
(1− α∗)5/2
)(
2 +
√
2 log(ndL) + d log(4n)
)
.
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Afin de de´montrer cette proprie´te´ nous introduisons quatre lemmes. Le premier fournit une
majoration de |Zij |2 qui interviendra a` maintes reprises par la suite. Ensuite le lemme 2.2.2
concerne l’e´tude du biais et la majoration (2.9) conduit a` la premie`re relation de la propo-
sition. Les deux lemmes suivants permettent de maˆıtriser la partie stochastique et sont a` la
base des e´nonce´s stochastiques de la proprie´te´ 2.2.1. Une fois ces re´sultats interme´diaires
e´tablis, on pourra achever la preuve de la Proprie´te´ 2.2.1.
Lemme 2.2.1. Soit |Um − 1| ≤ αm < 1 , pour tout m = 1, . . . , d .
Alors pour tout i, j , l’ine´galite´ |Z>ij DUZij| ≤ 1 implique |Zij |2 ≤ 1/(1− α∗)
et 1 + |Zij |2 ≤ 2/(1 − α∗) .
De´monstration.
||Z>ij DUZij | − |Zij |2| = |Z>ij (DU − I)Zij | ≤ α∗|Zij |2 ,
par de´finition d’une norme matricielle et avec α∗ ≥ max
m
|Um − I|. D’ou`
|Zij |2 ≤ (1− α∗)−1|Z>ij DUZij | ≤ (1− α∗)−1 ,
1 + |Zij |2 ≤ 2− α
∗
1− α∗ ≤ 2(1− α
∗)−1 .

Lemme 2.2.2. Sous les meˆmes hypothe`ses que la proposition 2.2.1, on a
sup
U∈Uα
|Edsi(U)− Pρ∇g(Xi)| ≤
Cg1 C
1/2
V
1− α∗ hρ
2, i = 1, . . . , n, (2.9)
De´monstration. En utilisant les remarques faites en de´but de ce paragraphe 2.2, on e´crit(
h−1g(Xi)
Pρ∇g(Xi)
)
= Vi(U)−1
n∑
j=1
(
1
Zij
)(
1
Zij
)> ( h−1g(Xi)
Pρ∇g(Xi)
)
Kij(U),
= h−1 Vi(U)−1
n∑
j=1
(
1
Zij
){
g(Xi) +X
>
ij∇g(Xi)
}
Kij(U),
d’ou`
si(U)−
(
h−1g(Xi)
Pρ∇g(Xi)
)
=
1
h
Vi(U)−1
n∑
j=1
(
1
Zij
){
g(Xj)− g(Xi)−X>ij ∇g(Xi)
}
Kij(U),
=
1
h
Vi(U)−1
n∑
j=1
(
1
Zij
)
rijKij(U),
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alors on utilise la forme du mode`le (2.1), avec R∗ matrice diagonale M×M , de coefficients
diagonaux
√
v∗m , m ∈ J :
rij = X
>
j,1θ + g1(R∗Xj,2)−X>i,1θ − g1(R∗Xi,2)− (Xj,1 −Xi,1)>θ
−(Xj,2 −Xi,2)>R∗∇g1(R∗Xi,2),
= g1(R∗Xj,2)− g1(R∗Xi,2)− (R∗Xj,2 −R∗Xi,2)>∇g1(R∗Xi,2).
On introduit Zij :∣∣∣√v∗mXj,m −√v∗mXi,m∣∣∣2 = h2v∗m(1 + ρ−2v∗m)−1Z2ij,m ≤ h2ρ2Z2ij,m ,
d’ou`
|R∗Xj,2 −R∗Xi,2|2 ≤ h2 ρ2 |Zij |2.
En appliquant le lemme 2.2.1 et l’hypothe`se H4, on obtient pour toute paire (i, j) telle
que Z>ij DUZij ≤ 1 :
|rij | ≤ Cg1 h2 ρ2(1− α∗)−1 .
De plus, si on note
Ed si(U)− Pρ∇g(Xi) = EdH,
en utilisant la relation ge´ne´rale
|EdH| ≤ |H| = |H
>H|
|H| ≤ sup
λ∈Rd+1
|λ|=1
|λ>H|,
on peut e´crire
|Ed si(U) − Pρ∇g(Xi)| ≤ h−1 sup
λ∈Rd+1
|λ|=1
∣∣∣λ>Vi(U)−1 n∑
j=1
(
1
Zij
)
rijKij(U)
∣∣∣,
≤ h−1 sup
λ∈Rd+1
|λ|=1
∣∣∣λ>Vi(U)−1 n∑
j=1
(
1
Zij
)
Kij(U)
1/2
×rijKij(U)1/2
∣∣∣ .
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On utilise alors l’ine´galite´ de Cauchy-Schwarz pour des vecteurs de Rd et la majoration
concernant les |rij | que l’on vient d’e´tablir
|Ed si(U) − Pρ∇g(Xi)| ≤ h−1 sup
λ∈Rd+1
|λ|=1
∣∣∣λ>Vi(U)−1( n∑
j=1
(
1
Zij
)(
1
Zij
)>
Kij(U)
)
×
( n∑
j=1
r2i,jKij(U)
)
Vi(U)−1λ
∣∣∣1/2,
≤ h−1 sup
λ∈Rd+1
|λ|=1
∣∣∣λ>Vi(U)−1λ∣∣∣1/2∣∣∣Ni(U)∣∣∣1/2Cg1 h2 ρ2
(1− α∗) ,
≤ Cg1 h2 ρ2(1− α∗)−1
[
‖Vi(U)−1‖Ni(U)
]1/2
,
≤ Cg1C1/2V hρ2(1− α∗)−1 .
La dernie`re ine´galite´ nous donne (2.9). 
Par de´finition ζlm(U) est une combinaison line´aire des εi, c’est-a`-dire qu’il existe des
coefficients ci,lm(U) tels que
ζlm(U) =
n∑
i=1
ci,lm(U)εi.
Le lemme suivant et sa preuve fournissent une de´finition explicite des coefficients ci,lm(U)
et des proprie´te´s remarquables qu’ils ve´rifient.
Lemme 2.2.3. Pour tout l = 1, . . . , L et m = 1, . . . , d
(i)
n∑
i=1
|ci,lm(U∗)|2 ≤ 2C
2
V CK
h2n
;
(ii) sup
U∈Uα
n∑
i=1
|ci,lm(U)|2 ≤ 2C
2
V CK
(1− α∗)h2n ;
(iii) sup
U∈Uα
∣∣∣∣dci,lm(U)dU
∣∣∣∣ ≤ καnh,
ou` κα =
√
2(1− α∗)−3/2CV CK′ψ + 23/2(1− α∗)−5/2C2V CKCK′ψ .
De´monstration. On de´finit pour i, j = 1, . . . , n
vij(U) = Vi(U)−1
(
1
Zij
)
.
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Dans la suite on notera encore vij,m la (m+ 1)
e`me composante de ce vecteur.
Le lemme 2.2.1 et l’hypothe`se H5 impliquent : si ‖DU − I‖ ≤ α alors pour tout i, j tels
que Z>ij DU Zij ≤ 1
|Ni(U) vij(U)| ≤ |Ni(U)| ‖Vi(U)‖−1
∣∣∣∣( 1Zij )
∣∣∣∣ ≤ CV (1 + |Zij |2)1/2 ,
≤ CV
√
2(1− α∗)−1/2. (2.10)
Pour m ∈ {1, . . . , d}, on a
ζlm(U) =
1
nh
n∑
i=1
ψlm(Xi,m)
Vi(U)−1 n∑
j=1
(
1
Zij
)
Kij(U) εj

(m+1)
,
ζlm(U) =
1
nh
n∑
i=1
ψlm(Xi,m)
n∑
j=1
vij,m(U)Kij(U) εj ,
=
n∑
j=1
(
1
nh
n∑
i=1
ψlm(Xi,m)vij,m(U)Kij(U)
)
εj ,
=
n∑
j=1
cj,lm(U) εj .
On a directement, e´tant donne´es les proprie´te´s des εi
E |ζlm(U)|2 = σ2
n∑
j=1
c2j,lm(U) .
En utilisant l’ine´galite´ de Cauchy-Schwarz, puis l’ine´galite´ (2.10), on peut e´crire
n∑
j=1
c2j,lm(U) =
1
n2h2
n∑
j=1
(
n∑
i=1
ψlm(Xi,m)vij,m(U)Kij(U)
)2
,
≤ 1
n2h2
n∑
j=1
(
n∑
i=1
(
ψlm(Xi,m)|vij,m(U)|1/2 Kij(U)1/2
)2)
×
(
n∑
i=1
(|vij,m(U)|1/2 Kij(U)1/2)2
)
,
≤ 1
n2h2
n∑
j=1
(
n∑
i=1
ψ2lm(Xi,m)|vij,m(U)|Kij(U)
)(
n∑
i=1
|vij,m(U)|Kij(U)
)
,
≤ 2C
2
V
(1− α∗)n2h2
n∑
j=1
(
n∑
i=1
ψ2lm(Xi,m)
Kij(U)
Ni(U)
)(
n∑
i=1
Kij(U)
Ni(U)
)
.
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Ensuite on prend en compte l’hypothe`se H5 concernant les variables explicatives et l’or-
thonormalite´ de la famille (ψm)m :
n∑
j=1
c2j,lm(U) ≤
2C2V CK
(1− α∗)n2h2
n∑
j=1
n∑
i=1
ψ2lm(Xi,m)
Kij(U)
Ni(U)
,
≤ 2C
2
V CK
(1− α∗)n2h2
n∑
i=1
ψ2lm(Xi,m) =
2C2V CK
(1− α∗)nh2 .
Cette ine´galite´ prise dans le cas particulier ou` DU = DU∗ = I et α
∗ = 0 nous permet
d’obtenir
n∑
j=1
c2j,lm(U
∗) ≤ 2C
2
V CK
nh2
,
ainsi on a prouve´ (i) et (ii) dans le lemme 2.2.3.
On veut maintenant borner la de´rive´e de chaque coefficient cj,lm(U) par rapport a` U.
Celle-ci s’e´crit
dcj,lm(U)
dU
=
1
nh
n∑
i=1
vij,m(U)ψlm(Xi,m)
dKij(U)
dU
+
1
nh
n∑
i=1
dvij,m(U)
dU
Kij(U)ψlm(Xi,m).
Nous allons trouver une borne pour chacun des termes. Pour cela nous avons besoin dans
un premier temps de borner
∣∣∣∣ ddUKij(U)
∣∣∣∣ :
Pour tout i, j tels que Z>ijDUZij ≤ 1 , le lemme 2.2.1 implique∣∣∣∣ ddUKij(U)
∣∣∣∣ = ∣∣∣K ′(Z>ij DU Zij)∣∣∣
(
d∑
m=1
Z4ij,m
)1/2
≤
∣∣∣K ′(Z>ij DU Zij)∣∣∣ |Zij|2
≤ (1− α∗)−1
∣∣∣K ′(Z>ij DU Zij)∣∣∣ . (2.11)
Inte´ressons nous maintenant a` vij,m : on peut e´crire vij,m de la fac¸on suivante
vij,m(U) =
(
1 + |Zij |2
)1/2
e>mVi(U)−1o2 ,
en prenant o2 =
(
1 + |Zij |2
)−1/2 ( 1
Zij
)
et ou` em est le (m + 1)
e`me vecteur de la
base canonique de Rd+1 . Pour toute paire (i, j) telle que Z>ijDUZij ≤ 1 et comme
dvij,m(U)
dU
=
(
∂vij,m(U)
∂U1
, . . . ,
∂vij,m(U)
∂Ud
)
, il vient
∣∣∣∣dvij,m(U)dU
∣∣∣∣ ≤ (1 + |Zij |2)1/2
(
d∑
m′=1
∣∣∣∣∂e>mVi(U)−1o2∂Um′
∣∣∣∣2
)1/2
.
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Nous allons donc commencer par l’e´tude, pour tout vecteur unitaire de Rd+1 o1 et o2, de
la quantite´
o>1 ∂Vi(U)−1o2
∂Um
pour m = 1, . . . , d. On peut e´crire pour tout m = 1, . . . , d
o>1 ∂Vi(U)−1o2
∂Um
= −o>1 Vi(U)−1
(
∂
∂Um
Vi(U)
)
Vi(U)−1o2 ,
= −o>1 Vi(U)−1
 n∑
j=1
(
1
Zij
)(
1
Zij
)>
K ′(Z>ij DU Zij)Z
2
ij,m

×Vi(U)−1o2 .
Le lemme 2.2.1 et l’hypothe`se H5 conduisent a`
∣∣∣∣∂o>1 Vi(U)−1o2∂Um
∣∣∣∣ ≤ ‖Vi(U)−1‖2 n∑
j=1
(1 + |Zij |2)|K ′(Z>ij DU Zij)|Z2ij,m ,
≤ 2C
2
V
(1− α∗)|Ni(U)|2
n∑
j=1
∣∣∣K ′(Z>ij DU Zij)∣∣∣Z2ij,m.
Ce dernier re´sultat nous permet d’e´crire
∣∣∣∣dvij,m(U)dU
∣∣∣∣ ≤ 21/2(1− α∗)−1/22C2V(1− α∗)|Ni(U)|2
 d∑
m′=1
 n∑
j=1
|K ′(Z>ij DU Zij)|Z2ij,m′
21/2 ,
≤ 2
3/2C2V
(1− α∗)3/2|Ni(U)|2
d∑
m′=1
n∑
j=1
|K ′(Z>ij DU Zij)|Z2ij,m′ ,
≤ 2
3/2C2V CK′
(1− α∗)3/2|Ni(U)|2
n∑
j=1
|K ′(Z>ij DU Zij)| |Zij |2,
≤ 2
3/2C2V CK′
(1− α∗)3/2|Ni(U)|2
1
(1− α∗)
n∑
j=1
|K ′(Z>ij DU Zij)| ,
∣∣∣∣dvij,m(U)dU
∣∣∣∣ ≤ 23/2C2V CK′(1− α∗)5/2Ni(U) . (2.12)
Revenons a` l’e´tude de la de´rive´e de cj,lm(U) : l’utilisation des ine´galite´s (2.10), (2.11),
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(2.12) et de l’hypothe`se H5 conduit a`∣∣∣∣dcj,lm(U)dU
∣∣∣∣ ≤ √2CV ψnh(1− α∗)3/2
n∑
i=1
|K ′(Z>ij DU Zij)|
Ni(U)
+
23/2C2V CK′ψ
nh(1− α∗)5/2
n∑
i=1
Kij(U)
Ni(U)
,
≤
√
2CV CK′ψ
nh(1− α∗)3/2 +
23/2C2V CK′CKψ
nh(1− α∗)5/2 ,
ce qui nous donne bien l’assertion (iii) du lemme. 
Lemme 2.2.4. Sous les meˆmes hypothe`ses que la proposition 2.2.1
P
(
max
l,m
sup
U∈Uα
|ζlm(U)− ζlm(U∗)| > σCα,n|α|ψ
h
√
n
)
≤ 2/n, (2.13)
max
l,m
E |ζlm(U∗)|2 ≤ 2σ
2C2V CK
h2n
. (2.14)
ou` le maximum est conside´re´ pour l = 1, . . . , L et m = 1, . . . , d .
De´monstration.
Nous allons utiliser le lemme 2.2.3 pour de´montrer les ine´galite´s (2.13) et (2.14).
Obtention de (2.14) : On sait que E |ζlm(U)|2 = σ2
n∑
j=1
c2j,lm(U) , et en utilisant la
condition (i) du lemme 2.2.3, on a directement
E |ζlm(U∗)|2 ≤ 2C
2
V CKσ
2
nh2
Obtention de (2.13) : Ce re´sultat repose sur le lemme 4.3.3 de l’Annexe 4.3 que l’on
peut appliquer connaissant la majoration (iii) du lemme 2.2.3, pour
– Γ =
{
γ = (l,m), l ∈ {1, . . . , L},m ∈ {1, . . . , d}
}
, donc |Γ| = Ld,
– ai,γ(U) =
√
nci,lm(U),
– κ =
κα
h
√
n
,
– r = |α|.
d’ou`
P
(
max
(l,m)∈Γ
sup
|U−U∗|≤r
∣∣∣∣∣
n∑
i=1
{ci,l,m(U)− ci,l,m(U∗)}εi
∣∣∣∣∣ > σκ rt
)
≤ 2
n
,
avec
κ =
κα
h
√
n
=
(√
2CV CK′
(1− α∗)3/2 +
23/2C2V CK′ CK
(1− α∗)5/2
)
ψ
h
√
n
,
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et t = 2 +
√
2 log(ndL) + d log(4n). On obtient donc le re´sultat suivant :
P
(
max
m,l
sup
|U−U∗|≤|α|
∣∣∣∣∣
n∑
i=1
{ci,l,m(U) − ci,l,m(U∗)}εi
∣∣∣∣∣ > σψ Cα,n|α|h√n ) ≤ 2n . (2.15)
Or si U ∈ Uα , alors pour m = 1, . . . , d , |Um − 1| < αm et donc |U−U∗| < |α|.
Si on note γ les paires (l,m) et Qγ(U) la fonction dont on cherche a` minorer la borne
supe´rieure sur le voisinage Uα, alors
sup
U∈Uα
|Qγ(U)| ≤ sup
|U−U∗|≤|α|
|Qγ(U)|,
P
(
max
γ
sup
U∈Uα
|Qγ(U)| > ν
)
≤ P
(
max
γ
sup
|U−U∗|≤|α|
|Qγ(U)| > ν
)
≤ 2/n,
ou` la dernie`re ine´galite´ est due a` (2.15). Finalement on obtient la majoration (2.13). 
De´monstration de la Proprie´te´ 2.2.1
Dans un premier temps, on traite la partie de´terministe, puis on s’inte´ressera a` la partie
stochastique.
E´tude de la partie de´terministe.
On obtient la premie`re affirmation de la proposition 2.2.1 de la fac¸on suivante :
Pour m ≤ d fixe´, ψlm ∈ Rn , la famille {ψlm, l = 1, . . . , L} est une famille orthogonale
de Rn pour le produit scalaire de´fini par < u, v >= n−1
n∑
i=1
uivi.
Soit Eψ = Vect{ψlm ∈ Rn }, un sous-espace vectoriel de Rn. On note h le vecteur de
R
n de coordonne´es : hi = si,m(U) − Pρ,m∇gm(Xi). Sa projection sur Eψ, Sψ, sera donc
Sψ =
∑L
l=1 < h,ψlm > ψlm.
Par l’ine´galite´ de Bessel ‖h‖2 ≥ ‖Sψ‖2 or ‖h‖2 = n−1
n∑
i=1
|si,m(U)− Pρ,m∇gm(Xi)|2 et
‖Sψ‖2 = <
L∑
l′=1
< h,ψlm > ψlm,
L∑
l=1
< h,ψl′m > ψl′m >,
=
L∑
l=1
L∑
l′=1
< h,ψlm >< h,ψl′m >< ψlm,ψl′m >,
=
L∑
l=1
< h,ψlm >
2,
=
L∑
l=1
(
n−1
n∑
i=1
(
si,m(U)− Pρ,m∇gm(Xi)
)
ψlm(Xi,m)
)2
,
=
L∑
l=1
P 2ρ,m
(
E β̂l,m − β∗l,m
)2
.
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L’ine´galite´ de Bessel se re´e´crit donc
n−1
n∑
i=1
∣∣∣si,m(U)− Pρ,m∇gm(Xi)∣∣∣2 ≥ L∑
l=1
P 2ρ,m
(
E β̂l,m − β∗l,m
)2
.
En outre (2.9) implique pour tout U ∈ Uα
n−1
n∑
i=1
d∑
m=1
∣∣∣si,m(U)− Pρ,m∇gm(Xi)∣∣∣2 ≤
(
Cg C
1/2
V
1− α∗ hρ
2
)2
.
Finalement, pour tout U ∈ Uα,
d∑
m=1
L∑
l=1
P 2ρ,m
(
E β̂l,m − β∗l,m
)2 ≤ (Cg C1/2V
1− α∗ hρ
2
)2
,
on obtient donc la majoration du biais.
E´tude de la partie stochastique.
On rappelle que ζlm(U) =
∑n
i=1 ci,lm(U)εi. Pour obtenir les re´sultats souhaite´s, il suffit
de poser ζlm(U
∗) =
ξlm
h
√
n
dans les ine´galite´s de le lemme 2.2.4. La deuxie`me relation est
obtenue directement a` partir de (2.13) en utilisant la relation de (2.7) concernant ζ lm(U).

On rappelle que β∗m est le vecteur de RL, de composantes β∗lm , et que son estimateur
est β̂m = β̂m(U) , de coordonne´es β̂lm(U) . Le corollaire suivant donne une borne pour
l’erreur Pρ,m
(
β̂m(U)− β∗m
)
.
Corollaire 2.2.1. Soit zn = (1 + 2 log(nd) + 2 log log(nd))
1/2 et
δ =
Cg1 C
1/2
V
1− α∗ hρ
2 +
√
2LσCV C
1/2
K zn
h
√
n
+
√
Lσ ψCα,n|α|
h
√
n
. (2.16)
Alors sous les meˆmes hypothe`ses que la proposition 2.2.1 on a
P
(
max
m=1,...,d
sup
U∈Uα
∣∣∣Pρ,m (β̂m(U)− β∗m)∣∣∣ > δ) ≤ 3/n.
De´monstration.
max
m
sup
U∈Uα
∣∣∣Pρ,m (β̂m(U)− β∗m)∣∣∣ ≤ maxm supU∈Uα
∣∣∣∣Pρ,m (β̂m(U) − βm)− ξl,mh√n
∣∣∣∣
+ max
m
∣∣∣∣ ξl,mh√n
∣∣∣∣+ maxm supU∈Uα |Pρ,m (βm(U)− β∗m)|
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On peut majorer le dernier terme en utilisant la proposition 2.2.1. En effet
sup
U∈Uα
d∑
m=1
L∑
l=1
∣∣Pρ,m (βl,m(U)− β∗l,m)∣∣2 ≤ (Cg1 C1/2V1− α∗ ρ2h)2,
or
sup
U∈Uα
d∑
m=1
L∑
l=1
∣∣Pρ,m (βl,m(U)− β∗l,m)∣∣2 = sup
U∈Uα
d∑
m=1
|Pρ,m (βm(U)− β∗m)|2 ,
≥ sup
U∈Uα
max
m=1,...,d
|Pρ,m (βm(U) − β∗m)|2 ,
≥
(
sup
U∈Uα
max
m=1,...,d
|Pρ,m (βm(U) − β∗m) |
)2
,
donc
sup
U∈Uα
max
m=1,...,d
|Pρ,m (βm(U) − β∗m)| ≤
Cg1 C
1/2
V
1− α∗ ρ
2h.
De plus, l’e´tude de la partie ale´atoire fournit l’existence d’un ensemble ale´atoire A tel que
P(A) ≥ 1− 2/n, et sur A on observe
sup
U∈Uα
max
m,l
∣∣∣∣Pρ,m (β̂l,m(U)− E β̂l,m(U))− ξl,mh√n
∣∣∣∣ ≤ σ ψCα,n |α|h√n .
Soit
sup
U∈Uα
max
m
∣∣∣Pρ,m (β̂m(U) − E β̂m(U)) − ξm
h
√
n
∣∣∣ ≤ √Lσ ψ Cα,n |α|
h
√
n
.
Pour le dernier terme on utilise le lemme 4.3.2 de l’Annexe 4.3, qui donne
P
(
|ξm| > zn
√
E |ξm|2
)
≤ zne(z2n−1)/2 ≤ 1/nd .
D’autre part, on sait que E |ξm|2 ≤ 2Lσ2C2V CK . Il existe donc un ensemble ale´atoire A2
tel que P(A2) > 1− 1/nd > 1− 1/n et sur A2
|ξm| ≤ zn
√
E |ξm|2,
c’est-a`-dire
|ξm| ≤ zn
√
2LσCV C
1/2
K .
Finalement, pour A = A ∩A2, on a P(Ac) ≤ 3/n et sur A
max
m
sup
U∈Uα
∣∣∣Pρ,m (β̂m(U)− β∗m(U))∣∣∣ ≤ √Lσ ψ Cα,n |α|h√n + zn
√
2LσCV C
1/2
K
h
√
n
+
Cg1 C
1/2
V
1− α∗ ρ
2h,
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ce qui nous donne le re´sultat escompte´. 
Graˆce au corollaire, on obtient une borne pour l’estimation de l’erreur P 2ρ,m (v̂m(U)− v∗m) .
Proprie´te´ 2.2.2. Sous les meˆmes hypothe`ses que la proposition 2.2.1,
P
(
sup
U∈Uα
∣∣P 2ρ,m (v̂m(U)− v∗m)∣∣ ≤ δ2 + 2δτm, pour tout m = 1, . . . , d) ≥ 1− 3/n,
avec τm = ρ
√
v∗m(ρ2 + v∗m)−1/2 ≤ min {ρ,
√
v∗m} .
Nous allons utiliser le lemme suivant
Lemme 2.2.5. Si Pρ,m|β̂m − β∗m| < δ, alors P 2ρ,m|v̂m − v∗m| < δ2 + 2δ τm.
De´monstration. On introduit le vecteur ûm ∈ RL (resp. u∗m ), dont les coordonne´es
sont Pρ,mβ̂lm (resp. Pρ,mβ
∗
lm ).
On a alors P 2ρ,mv̂m(U) = |ûm(U)|2 et P 2ρ,mv∗m = |u∗m|2 = τ2m . En effet e´tant donne´e la
de´finition de τm, on a
P 2ρ,mv
∗
m = (ρ
2 + v∗m)
−1v∗m = τ
2
m ≤ min
{
ρ,
√
v∗m
}
. (2.17)
∣∣|ûm|2 − |u∗m|2∣∣ = |(|ûm| − |u∗m|)(|ûm|+ |u∗m|)| ≤ |ûm − u∗m| (|ûm − u∗m|+ 2|u∗m|),∣∣|ûm|2 − |u∗m|2∣∣ ≤ |ûm − u∗m|2 + 2|ûm − u∗m| · |u∗m|,
≤ 2δτm + δ2,
ce qui ache`ve la preuve. 
De´monstration de la proposition 2.2.2
Par le corollaire 2.2.1, on connaˆıt l’existence d’un ensemble ale´atoire A, tel que P(A) ≥
1− 3/n et pour tout m = 1, . . . , d,
sup
U∈Uα
‖Pρ,m
(
β̂m(U)− β∗m(U)
)
‖ ≤ δ ,
donc en utilisant le lemme 2.2.5, pour tout m = 1, . . . , d
sup
U∈Uα
‖P 2ρ,m(v̂m − v∗m)‖ < δ2 + 2δ τm .

Ces deux propositions sont essentielles car elles fournissent l’erreur commise en estimant
v̂ et β̂m en une ite´ration. Elles constituent la base des deux paragraphes suivants.
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2.3 Proprie´te´s de l’estimateur initial
On donne ici la qualite´ de l’estimation apre`s la premie`re ite´ration, qui correspond en fait
a` l’estimation non parame´trique usuelle d’une fonction et de son gradient. On donne aussi
la qualite´ d’approximation pour v∗m a` la premie`re ite´ration.
Rappelons que β∗m est le vecteur de RL de composantes β∗lm, l = 1, . . . , L .
Proprie´te´ 2.3.1. On se place sous les hypothe`ses H1–H5.
Pour m = 1, . . . , d, on obtient pour l’estimation de β∗m a` la premie`re ite´ration, note´e β̂
(1)
m :
β̂(1)m − β∗m = smh1 +
ηm
h1
√
n
,
ou` sm est un vecteur de´terministe de R
L satisfaisant
|sm| ≤ Cg1C1/2V v∗(1),
avec v∗(1) = maxm=1,...,d
v∗m. Les ηm sont des vecteurs ale´atoires gaussiens de RL de moyenne
nulle et dont les composantes ηlm ve´rifient, pour l = 1, . . . , L ,
E |ηlm|2 ≤ 2σ2C2VCK .
On obtient aussi
P
(
max
m=1,...,d
∣∣∣β̂(1)m − β∗m∣∣∣ > δ1) ≤ 1n , (2.18)
ou`
δ1 = Cg1 C
1/2
V v
∗
(1) h1 +
√
2LσCV C
1/2
K zn
h1
√
n
, (2.19)
et zn = (1 + 2 log(nd) + 2 log log(nd))
1/2 .
De plus, pour l’estimateur de v∗m a` la premie`re ite´ration, v̂
(1)
m , m = 1, . . . , d , on a :
P
(∣∣∣v̂(1)m − v∗m∣∣∣ ≤ δ21 + 2δ1τm,1, ∀m = 1, . . . , d) ≥ 1− 1n , (2.20)
ou` τm,1 =
√
v∗m(1 + v∗m)−1/2 ≤ min{1,
√
v∗m}.
De´monstration. La preuve consiste en une version simplifie´e de celle de la proposi-
tion 2.2.1 :
Dans notre cas Pρ,m = 1, ρ = 1 et α
∗ = 0. On reprend l’e´criture
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Pρ,m(β̂
(1)
m − β∗m) = Pρ,m(E β̂(1)m − β∗m) + Pρ,m(β̂(1)m − E β̂m), (2.21)
:= smh1 +
ηm
n
√
h1
. (2.22)
La partie de´terministe se traite de la meˆme fac¸on que dans la partie 2.2. Le seul
changement dans la de´monstration se fait au niveau de la majoration des |ri,j|, en effet
|ri,j | = g1(R∗Xj,2)− g1(R∗Xi,2)− (R∗Xj,2 −R∗Xi,2)>∇g1(R∗Xi,2), (2.23)
ou` R∗ = diag(√v∗1, . . . ,√v∗d) et comme ρ = 1,∣∣∣√v∗mXj,m −√v∗mXi,m∣∣∣2 = h21v∗m(1 + ρ−2v∗m)−1|Zij,m|2 ≤ h21v∗m|Zij,m|2,
d’ou`
|R∗Xj,2 −R∗Xi,2|2 ≤ h21 maxm v
∗
m |Zij |2.
Finalement
|ri,j| ≤
Cg1h
2
1v
∗
(1)
1− α∗ = Cg1h
2
1v
∗
(1).
Cette nouvelle majoration de |rij |, nous permet d’e´crire
Pρ,m(E β̂
(1)
m − β∗m) = smh1, (2.24)
avec |sm| ≤ Cg1C1/2V v∗(1).
Pour la partie ale´atoire,
Pρ,m(β̂
(1)
m − E β̂(1)m ) =
n∑
i=1
ci,m(U)εi := ζm. (2.25)
Les εi sont des variables ale´atoires inde´pendantes de loi N (0, σ2), donc ε = (ε1, . . . , εn)>
est un vecteur gaussien et il en est de meˆme pour ζm, car les coefficients sont de´terministes.
On pose ηm = h1
√
nζm et en reprenant la de´monstration de la proposition 2.2.1
E |ζl,m|2 ≤ σ
22C2V CK
nh21
,
c’est-a`-dire
E |ηm|2 ≤ 2Lσ2C2V CK .
Pour montrer l’ine´galite´ (2.18), il suffit d’appliquer directement le lemme 4.3.2 de l’an-
nexe au vecteur gaussien ηm, comme dans la preuve du corollaire 2.2.1 ; c’est pour cette
raison que l’on obtient une majoration par 1/n et non pas par 2/n comme dans la propo-
sition 2.2.1.
Pour l’ine´galite´ sur v̂
(1)
m , on utilise le meˆme raisonnement que pour la proposition 2.2.2 :
on emploie le lemme 2.2.5 avec ρ = 1. 
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2.4 Qualite´ du l’estimateur final
Dans le prochain the´ore`me et dans le the´ore`me 3.1.1 plus bas, ρ (resp. h ) repre´sente ρkn
(resp. hkn ) a` la dernie`re ite´ration. Rappelons que h et ρ satisfont les conditions h ≥ 1
et ρ =
(
σ2n−1L log n
)1/3
.
The´ore`me 2.4.1. On se place sous les hypothe`ses H1–H5. Il existe un ensemble ale´atoire
A avec P(A) ≥ 1 − 3kn/n et, pour tout m = 1, . . . , d , un vecteur ale´atoire gaussien de
moyenne nulle ξ∗m = (ξ∗1m, . . . , ξ
∗
Lm)
> ∈ RL , defini comme une combinaison line´aire des
erreurs εi avec des coefficients de´terministes, qui de´pendent uniquement de la largeur de
feneˆtre “ideale” b∗ = b∗(kn) , des observations (X1, . . . , Xn) , des fonctions de base ψlm(·)
et du noyau K , tel que
E |ξ∗lm|2 ≤ 2σ2C2V CK , l = 1, . . . , L et m = 1, . . . , d,
et sur A on observe
max
m=1,...,d
∣∣∣Pρ,m(β̂m − β∗m)− n−1/2ξ∗m∣∣∣ ≤ C (σ2n−1L log n)2/3 ,
max
m=1,...,d
∣∣∣Pρ,m(β̂m − β∗m)∣∣∣ ≤ δn ,
max
m=1,...,d
|P 2ρ,m(v̂m − v∗m)| ≤ δ2n + 2δnτm ,
(2.26)
ou` C = C(d,M,Cg1 , CV , CK , CK′ , ψ) , ψ = max
i,l,m
|ψlm(Xi)| ,
δn =
√
2C2V CKσ
2n−1Lz2n + C
(
σ2n−1L log n
)2/3
. (2.27)
et τm = ρ
√
v∗m
(
ρ2 + v∗m
)−1/2 ≤ min{ρ,√v∗m} . En particulier pour tout m /∈ J , on
observe sur A :
|β̂m − n−1/2ξ∗m| ≤ ωn, |β̂m| ≤ δn ,
∣∣∣|β̂m|2 − n−1|ξ∗m|2∣∣∣ ≤ ω2n + 2ωnδn , (2.28)
ou` ωn = C
(
σ2n−1L log n
)2/3
.
Soient les nombres hk et ρk de´crits comme dans l’algorithme, pour k variant de 1 a` kn .
Definissons successivement les valeurs δk et celles des composantes αk,m du vecteur αk
de Rd. Pour k = 1, α1 = 0 et δ1 est donne´ par (2.19) ; pour k = 2, . . . , kn
δk =
Cg1 C
1/2
V
(1− α∗k)
hk ρ
2
k +
√
2LσCV C
1/2
K zn
hk
√
n
+
√
LσψCαk ,n |αk|
hk
√
n
, (2.29)
αk,m = ρ
−2
k
(
2δk−1τk,m + δ2k−1
)
, m = 1, . . . , d ,
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avec
α∗k = max
m=1,...,d
αk,m ,
τk,m = ρk
√
v∗m
(
ρ2k + v
∗
m
)−1/2 ≤ min{ρk,√v∗m},
ψ = max
m,l,i
|ψlm(Xim)|,
zn et Cαk,n sont de´finis dans le corollaire 2.2.1.
Pour de´montrer le the´ore`me 2.4.1, nous avons besoin des deux lemmes suivants.
Lemme 2.4.1. Pour n suffisamment grand, les αk satisfont max
k≤kn
α∗k < 1/4 . De plus,
pour la dernie`re ite´ration kn , on a
µn :=
Cg1 C
1/2
V
(1− α∗kn)
hkn ρ
2
kn +
√
LσψCαkn ,n |αkn |
hkn
√
n
≤ C (σ2n−1L log n)2/3 ,
et δkn ≤ δn, ou` δn est de´fini dans (2.27) et C correspond a` une constante de´pendant de
d , M et des constantes intervenant dans les Hypothe`ses H1–H5.
De´monstration. Pour k > 1, e´tablissons une borne supe´rieure pour |αk|
αk,m = ρ
−2
k
(
2δk−1τk,m + δ2k−1
)
, (2.30)
avec τk,m = ρk
√
v∗m
(
ρ2k + v
∗
m
)−1/2
.
Si m /∈ J , alors αk,m = δ2k−1/ρ2k. Si m ∈ J , alors αk,m ≤ 2δk−1ρk +
δ2k−1
ρ2k
.
Ainsi
|αk|2 ≤ (d−M)
(δ4k−1
ρ4k
)
+M
(2δk−1
ρk
+
δ2k−1
ρ2k
)2
.
Si
(d−M)
(δ2k−1
ρ2k
)
≤ 4M, (2.31)
on a alors
|αk|2 ≤ 4M
(δ2k−1
ρ2k
)
+M
(2δk−1
ρk
+
δ2k−1
ρ2k
)2
,
|αk|2 ≤ 2M
(2δk−1
ρk
+
δ2k−1
ρ2k
)2
.
On de´montre la premie`re partie du lemme par re´currence. On remarque tout d’abord que
|α1| = 0 ≤ 1/4. On suppose ensuite Hk : max
k≤kn
α∗k < 1/4 et on montre que Hk+1 est vraie :
Par l’ine´galite´ pre´ce´dente
|αk+1|2 ≤ 2M
( 2δk
aρρk
+
δ2k
a2ρρ
2
k
)2
.
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On veut donc majorer δk/ρk. On peut e´crire
δk
ρk
=
Cg1C
1/2
V
1− α∗k
hkρk +
√
2LσCV C
1/2
K
hkρk
znn
−1/2 +
√
LσψCαk ,n|αk|
hkρk
n−1/2 ,
or hkρk = hk−1ρk−1ahaρ < hk−1ρk−1, car ahaρ < 1, donc la suite (hkρk)k est de´croissante.
De plus hkρk < h1ρ1 = C0n
−1/(4∨d) et
n1/2hkρk > n
1/2hknρkn ,
≥ C0n1/2(n−1σ2 log nL)1/3,
≥ C(log n)1/3n1/6.
On obtient donc la majoration suivante
δk
ρk
≤ Cn
−1/(4∨d)
1− α∗k
+
(√
2LσCV C
1/2
K zn +
√
LσψCαk,n|αk|
)
C ′(log n)−1/3n−1/6.
Pour n assez grand, δk/ρk est assez petit donc α
∗
k+1 ≤ 1/4, pour n assez grand. De plus
l’ine´galite´ sur δk/ρk permet d’affirmer que l’hypothe`se (2.31) est bien ve´rifie´e.
Pour la deuxie`me partie du lemme, i.e. majorer µn, on veut trouver un majorant de |αkn |,
pour cela il faut de´ja` en obtenir un pour δkn−1. Il faut donc s’inte´resser a` chacun des trois
termes de (2.29). Par ce qui pre´ce`de, on a :
|αkn−1|2 ≤ 2M
(2δk−2
ρk−1
+
δ2k−2
ρ2k−1
)2
,
|αkn−1|2 ≤ 2M
(
4M
d−M + 4
√
M
d−M
)2
,
d’ou` |αkn−1|2 ≤ C1(d,M). De plus hkn−1 ≥ C0/ah et aρρkn ≤ ρmin ≤ ρkn , ce que l’on peut
re´e´crire
ρmin/aρ ≤ ρkn−1 ≤ ρmin/a2ρ,
alors on a 
Cg1C
1/2
V
1−αkn−1
hkn−1ρ
2
kn−1 ≤ Chmaxρ2min/a4ρ,
√
2LσCV C
1/2
K zn
hkn−1
√
n
≤ Cahznn−1/2,
√
LσψCαkn−1,n|αkn−1|
hkn−1
√
n
≤
√
LσψahCαkn−1,nC1n
−1/2.
Or pour n assez grand, zn ≤ 2
√
log n et Cαkn−1,n ≤ C
√
log n , donc
δkn−1 ≤ C(σ2n−1L log n)1/2.
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On peut maintenant borner |αkn |
|αkn |2 ≤ 2M
[
C2σ
2n−1L log n
(σ2n−1L log n)2/3
+ 2C
(σ2n−1L log n)1/2
(σ2n−1L log n)1/3
]
,
|αkn |2 ≤ C ′(σ2n−1L log n)1/3,
|αkn | ≤ C ′(σ2n−1L log n)1/6.
Comme hmax ≥ hkn ≥ 1 et que ρkn est de l’ordre de (σ2n−1L log n)1/3 on peut majorer µn
de la fac¸on suivante
µn ≤ 4Cg1C
1/2
V
3
hmax(σ
2n−1L log n)2/3 +
√
LσΨC ′
C0
(σ2n−1L log n)1/6n−1Cαkn ,n,
µn ≤ C(σ2n−1L log n)2/3.
Cette dernie`re majoration et le fait que hkn ≥ 1, nous permet de conclure
δkn ≤
√
2C2V CKσ
2n−1Lz2n + C(σ
2n−1L log n)2/3. (2.32)

Lemme 2.4.2. Pour n suffisamment grand, il existe A1 ⊇ . . . ⊇ Akn−1 , des ensembles
ale´atoires, tels que P (Ak) ≥ 1− 3kn et sur Ak on a
max
m=1,...,d
∣∣Pρk+1,m(β̂(k)m − β∗m)∣∣ ≤ δk, k = 1, . . . , kn − 1.
De´monstration. On de´montre ce re´sultat par re´currence sur k.
Pour k = 1, on utilise les re´sultats d’exactitude a` la premie`re ite´ration donne´ a` la propo-
sition 2.3.1 et le fait que
Pρ2,m = (1 + ρ
−2
2 v
∗
m)
−1/2 ≤ 1 = Pρ1,m,
alors sur A1, P(A1) ≥ 1− 1/n ≥ 1− 3/n
max
m=1,...,d
∣∣Pρ2,m(β̂(1)m − β∗m)∣∣ ≤ max
m=1,...,d
∣∣β̂(1)m − β∗m∣∣ ≤ δ1.
Montrons que Hk ⇒ Hk+1 : on veut alors utiliser la proprie´te´ 2.2.1, qui donne le gain a`
chaque e´tape et pour cela il faut donc montrer que U(k+1) ∈ Uαk+1 .
Pour m ∈ {1, . . . , d}, sur Ak, tel que P(Ak) ≥ 1 − 3k/n, en utilisant le lemme 2.2.5, on
obtient une ine´galite´ sur les v̂(k) et on peut e´crire
|U (k+1)m − 1| = |P 2ρk+1,m(1 + ρ−2k v̂
(k)
m )− 1|,
= |P 2ρk+1,mρ−2k+1(v̂
(k)
m − v∗m)|,
≤ ρ−2k+1(δ2k + 2δkτk+1,m) = αk+1,m.
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Pour conclure, il suffit d’utiliser le corollaire 2.2.1 et le fait que ρk+2 < ρk+1, donc que
Pρk+2,m ≤ Pρk+1,m surAk∩Ak+1. Ainsi il existe un ensemble Ak+1 tel que P((Ak∩Ak+1)c) ≤
3k/n+ 3/n, on a ∣∣Pρk+2,m(β̂(k+1)m − β∗m)∣∣ ≤ δk+1.
Ceci ache`ve la de´monstration du lemme. 
De´monstration du the´ore`me 2.4.1.
D’apre`s le lemme pre´ce´dent, on sait qu’il existe un ensemble ale´atoire Akn−1, tel que
P(Akn−1) ≥ 1− 3kn−3n et sur cet ensemble,
max
m=1,...,d
∣∣Pρkn,m(β̂(kn−1)m − β∗m)∣∣ ≤ δkn−1.
Le vecteur U(kn) admet les coordonne´es U
(kn)
m = P 2ρkn ,m(1 + ρ
−2
kn
v̂
(kn−1)
m ) (m = 1, . . . , d).
En utilisant le meˆme raisonnement que dans la de´monstration du lemme 2.4.2, sur Akn−1
on obtient |U (kn)m − 1| ≤ αkn,m. On introduit alors le L-vecteur gaussien ξm provenant de
la proposition 2.2.1 applique´e avec h = hkn et ρ = ρkn . Ainsi l’existence d’un ensemble
Akn est assure´e, tel que P (Akn) ≥ 1− 2/n et tel que sur Akn , pour tout U ∈ Uαkn
max
m=1,...,d
∣∣∣∣Pρkn ,m(β̂(kn)m (U)− β∗m)− ξmh√n
∣∣∣∣ ≤ µn,
ou` µn est de´fini dans le lemme 2.4.1. En posant alors Akn = Akn−1 ∩Akn , on a
P(Akn) ≥ 1−
3kn − 1
n
.
On sait que d’apre`s ce qui pre´ce`de que sur l’ensemble Akn , U(kn) ∈ Uαkn , et
max
m=1,...,d
∣∣∣Pρkn (β̂m − β∗)− n−1/2ξ∗m∣∣∣ ≤ C(σ2n−1L log n)2/3 ,
ou` ξ∗m = h−1ξm et β̂m = β̂
(kn)
m .
Comme h = hkn ≥ 1
E |ξ∗lm|2 = h−2E |ξlm|2 ≤ 2σ2C2V CK .
On a donc e´tabli les deux premie`res assertions du the´ore`me. Pour les deux suivantes, il suffit
d’utiliser le lemme 4.3.1 et le lemme 2.2.5, comme dans la de´monstration du corollaire, ce
qui nous donne un nouvel ensemble ale´atoire A∗kn avec P(A∗kn) ≥ 1− 1/n. Finalement sur
A = Akn ∩A∗kn , tel que P(A) ≥ 1− 3kn/n,
max
m=1,...,d
∣∣∣Pρ,m(β̂m − β∗m)∣∣∣ ≤ δn .
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Les trois dernie`res ine´galite´s (2.28) correspondent aux trois majorations (2.26) applique´es
dans le cas ou` m /∈ J , i.e. β∗m = 0 et Pρm = 1, on obtient donc
|β̂m − n−1/2ξm| ≤ wn,
|β̂m| ≤ δn,
||β̂m|2 − n−1|ξm|2| ≤ w2n + 2δnwn.

2.5 Estimation de la variance
Nous utilisons l’estimateur σ̂2 de´fini dans la partie 1.4, pour lequel nous obtenons la
convergence a` la vitesse
√
n. Il nous faut renforcer les hypothe`ses
Hypothe`se H6. [Design] Pour M ≥ 1, soit Ni,1 = #{Xj / ‖ b−1Xi,j ‖≤ 1}, on suppose
qu’il existe C1 de´pendant uniquement de d tel que
1
n
n∑
i=1
Ni,1 ≤ C1nρM .
Hypothe`se H7. Il existe une constante C > 0 telle que
λmax
λmin
≤ C,
ou` λi sont les valeurs propres de la matrice A
>A de´finie dans la de´monstration ci-dessous,
on suppose de plus que le nombre de valeurs propres nulles est fini e´gale a` NA.
On peut remarquer que cette hypothe`se est ve´rifie´e dans le cas ou` les Xi sont a` densite´
continue, sur un ensemble de probabilite´ tendant vers 1, quand la taille de l’e´chantillon
tend vers l’infini.
The´ore`me 2.5.1. Sous les hypothe`ses H1–H7, il existe une constante Cσ de´pendante des
constantes intervenant dans les hypothe`ses pre´ce´dentes telles que
P
(√
n
∣∣σ̂2 − σ2∣∣ > Cσσ2γ) ≤ 2e−γ2/4 + e−γ√2/6 + 3kn/n .
De´monstration.
σ̂2 =
n∑
j=1
ci,jYj,
=
n∑
j=1
ci,jg(Xj) +
n∑
j=1
ci,jεj ,
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ou` les ci,j sont donne´s par
ci,j = δij −
(
1
0d
)>
(Vi)
−1
(
1
Xij
)
Kd
(
Xij,b
)
= δij − aij.
Ces coefficients ve´rifient
n∑
j=1
ci,j
(
1
Xij
)>
= −
[(
1
0d
)>
V −1i
n∑
j=1
(
1
Xij
)(
1
Xij
)>
Kd
(
Xij ,b
)
−
(
1
0d
)>]
,
= −
(
1
0d
)>
+
(
1
0d
)>
.
On obtient donc les relations suivantes
n∑
j=1
aij = 1,
n∑
j=1
aijXij = 0d.
(2.33)
On pose s2i =
∑n
j=1 c
2
ij et l’estimateur de σ
2 a pour expression
σ̂2 = n−1
n∑
i=1
ε̂2i
s2i
=
n∑
i=1
(bi + ξi)
2,
avec
bi = n
−1/2s−1i
n∑
j=1
cijg(Xj), (2.34)
ξi = n
−1/2s−1i
n∑
j=1
cijεj . (2.35)
On va adopter une e´criture vectorielle :
– ε = (ε1, . . . , εn)
>,
– b = (b1, . . . , bn)
>,
– A = (αi,j)i,j matrice n× n, avec αi,j = n−1/2s−1i cij .
On peut donc re´e´crire σ̂2 de la fac¸on suivante
σ̂2 = b>b+ 2b>Aε+ ε>A>Aε.
Il y a donc trois termes a` traiter se´pare´ment : le biais, une variable ale´atoire normale, Q1,
et une forme quadratique de variables ale´atoires gaussiennes, Q2.
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Le biais : b>b
En utilisant (2.33), on peut e´crire
n∑
i=1
b2i =
n∑
i=1
n−1s−2i
( n∑
j=1
aijg(Xj)− g(Xi)
)2
,
=
n∑
i=1
n−1s−2i
( n∑
j=1
aij
[
g(Xj)− g(Xi)−X>ij∇g(Xi)
])2
,
=
n∑
i=1
n−1s−2i
( n∑
j=1
aijrij
)2
.
Alors on utilise la meˆme me´thode que dans la majoration du biais de la proposition 2.2.1,
en remarquant que dans le cas parame´trique, M = 0, rij = 0.
∣∣∣ n∑
j=1
aijrij
∣∣∣ ≤ n∑
j=1
|aij| |rij |,
≤ Cg1h
2ρ2
(1− α∗)
∑
j 6=i
|aij |.
En reprenant les notations de l’hypothe`se H6 et en utilisant Cauchy-Schwartz, on obtient
n∑
i=1
n−1s−2i
( n∑
j=1
aijrij
)2 ≤ n∑
i=1
n−1s−2i
Cg1h
4ρ4
(1− α∗)2
∑
j 6=i
|aij |2
Ni,1,
≤ Cg1h
4ρ4
(1− α∗)2n
−1
n∑
i=1
Ni,1.
Ainsi pour M ≥ 1,
n∑
i=1
n−1s−2i
( n∑
j=1
aijrij
)2 ≤ C1Cg1h4nρ4+M
(1− α∗)2 .
La forme line´aire Q1
Q1 est une combinaison line´aire des variables ale´atoires gaussiennes, εi centre´es et de
variance σ2 et a pour expression
Q1 = 2b
>Aε.
Il est imme´diat que son espe´rance est nulle et on veut maˆıtriser sa variance :
E (Q21) = 4E (b
>Aεε>A>b),
= 4b>AE (εε>)A>b = 4σ2b>AA>b,
≤ 4σ2|b|2λA.
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ou` λA est la plus grande valeur propre de AA
>. En utilisant le lemme 4.3.1, Q1 e´tant une
variable ale´atoire normale :
P
(|Q1| > γ(2λA)1/2σ|b|) ≤ exp(−γ2(2λA)σ2|b|2
2E Q21
) ≤ e−γ2/4,
ce qui nous donne le re´sultat pour la deuxie`me partie. On pose S2A = 2trace(A
>A)2, on a
donc λA ≤
(
S2A
2
)1/2
et
P
(|Q1| > γ(2SA)1/2σ|b|) ≤ e−γ2/4,
La forme quadratique Q2
La forme quadratique Q2 s’e´crit
Q2 = ε
>A>Aε− σ2trace(A>A).
La matrice A>A est syme´trique positive, elle est donc diagonalisable a` l’aide d’une matrice
orthogonale, note´e P . On note λi ses valeurs propres et on peut e´crire
Q2 =
n∑
i=1
λiε˜
2
i − σ2,
ou` le vecteur ε˜ = Pε est aussi une vecteur gaussien de Rn centre´ et de matrice de variance-
covariance : diag(σ2, . . . , σ2).
On veut maintenant majorer P(Q2 > z), pour cela on utilise la remarque pre´ce´dente et
l’ine´galite´ de Chebytchev, pour tout µ > 0 :
P(Q2 > z) ≤ e−µzE eµQ2 ,
≤ e−µzE exp
(
µ
n∑
i=1
λi(ε˜
2
i − σ2/n)
)
,
≤ exp{−µz − µσ2}E
n∏
i=1
exp(µλiε˜
2
i ).
car trace(A>A) =
∑n
i=1 λi = 1. Or les variables ε˜i sont des combinaisons line´aires de
variables ale´atoires normales de moyenne nulle et de variance σ2. De plus ces variables
sont inde´pendantes. Si 2µλiσ
2 < 1 pour tout i, on peut e´crire
P(Q2 > z) ≤ exp{−µz − µσ2}
n∏
i=1
E exp(µλiε˜
2
i ),
≤ exp{−µz − µσ2}
n∏
i=1
1
(1− 2µλiσ2)1/2
,
≤ exp
{
−µz − µσ2 − 1
2
n∑
i=1
log(1− 2µλiσ2)
}
.
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On va utiliser le fait que
− log(1− u) ≤ u+ u2, pour u ≤ 2/3.
Si cette condition est ve´rifie´e, on peut alors affirmer
P(Q2 > z) ≤ exp
{
−µz − µσ2 + 1
2
n∑
i=1
(2µλiσ
2 + 4µ2λ2i σ
4)
}
,
≤ exp
{
−µz + 2(
n∑
i=1
λ2i )µ
2σ4
}
.
En posant S2A = 2trace[(A
>A)2], et z = γSAσ2
P(Q2 > γSAσ
2) ≤ exp {−µγSAσ2 + µ2S2Aσ4} .
Il reste alors a` choisir µ sachant qu’il doit ve´rifier pour tout i, 2µλiσ
2 < 2/3.
Si µ < 1/3λAσ
2, ou` λA = maxi λi, alors on a la dernie`re majoration. On doit distinguer
deux cas suivant la valeur de γ :
– si γ ≤ 2SA3λA , on prend µ =
γ
2SAσ2
,
– si γ > 2SA3λA , on prend µ =
1
3λAσ2
.
donc
P(Q2 > γSAσ
2) ≤ e−γ2/4 + e−γSA/6λA .
Or SA/λA >
√
2 et par la majoration de la trace de (A>A)2 obtenue pre´ce´demment on a
P(Q2 > γSAσ
2) ≤ e−γ2/4 + e−γ
√
2/6.
Conclusion : Avec une probabilite´ d’au moins 1− 2e−γ2/4 − e−γ
√
2/6 on a
σ̂2 − σ2 ≤ C1Cg1h
4nρ4+M
(1− α∗)2 + γ
√
2σ
(C1Cg1h
4ρ4+M )1/2S
1/2
A
(1− α∗) + γσ
2SA.
E´tablissons l’ordre de SA :
S2A/2 =
∑n
i=1 λ
2
i ≤ (
∑n
i=1 λi)λmax ≤ λmax
car
∑n
i=1 λi = 1. De meˆme on peut de´duire de cette e´galite´ que λmin ≤ 1/(n − NA). En
utilisant alors l’hypothe`se H7, on obtient λmax ≤ C/(n−NA). Ceci se traduit pour SA par
S2A ≤ 2λmax ≤ 2C/(n−NA).
Finalement on a bien SA = O(n−1/2). Alors comme ρ est de l’ordre de (n−1 log n)−1/3, on
a bien la convergence en n1/2 de l’estimateur de la variance vers la vraie valeur. 
Chapitre 3
Exploration du mode`le
partiellement line´aire
Cette partie consiste en l’exploitation des re´sultats obtenus par la proce´dure ite´rative, en
particulier de l’estimation de la mesure de non-line´arite´, v∗m. En effet ces re´sultats nous
assurent une bonne se´paration entre re´gresseurs line´aires et non-line´aires, si v∗m est suffi-
samment se´pare´ de 0, pour m ∈ J . Cette proprie´te´ fait l’objet de la premie`re partie. Dans
un deuxie`me temps, nous utiliserons ce re´sultat pour de´finir un test sur le nombre maxi-
mal de composantes non-line´aires M dans le mode`le. Ce test est a` la base de l’estimation
du nombre de composantes non-line´aires M et de l’ensemble des indices correspondants,
J . Dans un dernier point, nous e´tudierons l’estimation du vecteur θ, correspondant a` la
composante line´aire de la re´gression.
3.1 Se´paration entre composantes line´aires et non-line´aires
Le the´ore`me suivant e´tablit la se´paration entre les composantes line´aires et non-line´aires.
Il est une conse´quence directe du the´ore`me 2.4.1.
The´ore`me 3.1.1. Soit un = δn/ρ <
√
2 − 1 , ou` ρ = ρkn et δn est donne´ par (2.27).
Soit r un re´el, tel que r ≥ 1 . Si pour tout m ∈ J , v∗m > (rsrδn)2 , avec
sr =
1 +
√
1 + (r2 + 1)(1− u2n − 2un)
1− u2n − 2un
,
alors sur A , de´fini dans le the´ore`me 2.4.1,
v̂m > r
2δ2n , pour m ∈ J et v̂m ≤ δ2n pour m /∈ J .
De´monstration. Le the´ore`me 2.4.1 donne l’existence d’un ensemble ale´atoire A sur lequel
v̂m ≤ δ2n , pour m /∈ J . Montrons que v̂m > r2δ2n , pour m ∈ J , sur A.
Soit m ∈ J , sur A on a
|v̂m − v∗m| ≤ P−2ρ,m(δ2n + 2δnτm),
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d’ou`
v̂m ≥ v∗m − P−2ρ,m(δ2n + 2δnτm),
or τm =
√
v∗m(1 + ρ−2v∗m)−1/2 = Pρ,m
√
v∗m,
v̂m ≥ s2δ2n − δ2n(1 + ρ−2v∗m)− 2δn(1 + ρ−2v∗m)1/2
√
v∗m.
On pose s2 = v∗m/δ2n et u = δn/ρ.
v̂m ≥ s2δ2n − δ2n − u2s2δ2n − 2sδ2n(1 + u2s2)1/2,
v̂m
δ2n
≥ s2 − 1− u2s2 − 2s(1 + u2s2)1/2,
v̂m
δ2n
≥ s2(1− u2)− 1− 2s(1− us),
v̂m
δ2n
≥ s2(1− u2 − 2u) − 1− 2s.
On de´finit h(s) = s2(1 − u2 − 2u) − 1 − 2s . On cherche une condition sur s pour que
h(s) > r2. En e´tudiant la fonction on trouve que si s > sr alors v̂m > δ
2
nr
2.
On suppose dans notre cas, r ≥ 1 et v∗m > (rsrδn)2, donc s ≥ rsr > sr et on obtient la
conclusion : v̂m
δ2n
≥ r2.
Le re´sultat pour les composantes line´aires est donne´ par l’ine´galite´ (2.28) du the´ore`me 2.4.1.

Ce the´ore`me nous assure, en prenant r = 1, que
– pour m ∈ J , si v∗m ≥ (s1δn)2 , alors avec une grande probabilite´ v̂m ≥ δ2n ,
– pour m /∈ J , le the´ore`me 2.4.1 donne v̂m < δ2n .
Si on ordonne les coordonne´es de l’estimation v̂ :
v̂(1) ≥ v̂(2) ≥ . . . ≥ v̂(d) ,
lesM plus grandes valeurs correspondent aux composantes non-line´aires. On a donc obtenu
une condition suffisante de se´paration des composantes line´aires et non-line´aires :
min
m∈J
v∗m ≥ (s1δn)2.
On se sert de ce re´sultat dans le sche´ma de re´e´chantillonnage, que l’on de´crit dans le
paragraphe suivant. Mais dans ce cas, on veut s’assurer d’une plus grande se´paration,
donc on choisit r = s1 > 1.
E´tant donne´ les ordres de grandeur de δn et de ρ, un tend vers 0 quand n tend vers
l’infini. Ainsi, si n est suffisamment grand, sr est une quantite´ borne´e, dont la borne ne
de´pend que de r. Le seuil t∗ = (rsrδn)2, qui permet d’avoir une bonne se´paration entre des
composantes de nature diffe´rente, est donc de l’ordre de δ2n (sur A, ensemble de grande
probabilite´).
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3.2 Test d’une hypothe`se sur M
Dans cette partie nous allons de´velopper un test portant sur le nombre de composantes
non-line´aires dans le mode`le, M . Dans toute la suite on se donne M∈ {0, . . . , d}, quantite´
qui repre´sente le nombre de composantes non-line´aires hypothe´tiques. Nous de´finissons
l’ensemble des indices associe´s a` ces composantes :
ĴM = {i/ v̂i est une des M plus grandes valeurs de v̂m}.
On remarque imme´diatement que graˆce au the´ore`me 3.1.1,
si M ≤M, alors J ⊆ ĴM .
En effet pour m ∈ J , v̂m > r2δ2n et pour m /∈ J , la deuxie`me relation de (2.28) du
the´ore`me 2.4.1, donne imme´diatement v̂2m ≤ δ2n . Ces deux ine´galite´s assurent que les plus
grandes valeurs de v̂m correspondent a` la partie non-line´aire. Ceci peut encore s’e´crire
J ⊂ ĴM.
Cette remarque nous pousse a` ne pas tester directement M = M , mais M ≤ M et a`
utiliser les coordonne´es de v̂ range´es dans l’ordre de´croissant. Pour cela on de´cide de rejeter
M ≤ M , si v̂(M+1) est suffisamment positif, car sous H0 l’indice (M + 1) correspond a`
une composante line´aire, donc v∗(M+1) = 0.
Si on se place dans le cas ide´al : le vrai mode`le ve´rifie M ≤M et min
m∈J
v∗m ≥ t∗ = (rsrδn)2
ou` r ≥ 1 .
– Pour m ∈ J , le the´ore`me 3.1.1 implique qu’avec une forte probabilite´, i.e. sur A, v̂m est
se´pare´ de ze´ro d’une distance de l’ordre δ2n.
– Pour m /∈ J , le the´ore`me 2.4.1 nous donne une approximation de la distribution de v̂m.
Elle ne de´pend que tre`s peu de la fonction de re´gression g. En effet la variable ale´atoire
|ξ∗m|2 vers laquelle elle converge ne de´pend de g qu’a` travers la largeur de feneˆtre ide´ale
b∗.
Ainsi sous HM, l’estimateur v̂(M+1) a une distribution tre`s peu de´pendante de g. Si sa loi
limite e´tait explicite on aurait acce`s au seuil asymptotique. Ici on a opte´ pour une me´thode
d’obtention du seuil par bootstrap.
Le paragraphe pre´ce´dent donne des proprie´te´s remarquables pour les estimateurs v̂m. C’est
pour cette raison que nous de´cidons de re´e´chantilloner suivant un mode`le qui conserve les
valeurs v̂(1) ≥ v̂(2) ≥ v̂(3) . . . ≥ v̂(M+1) et pour lequel v∗ est tout a` fait connu.
La premie`re e´tape de´finit la nouvelle fonction de re´gression g˜M qui aura exactement M
composantes non-line´aires. La deuxie`me e´tape explique l’obtention de l’e´chantillon boots-
trape´. La dernie`re e´tape concerne la proce´dure d’obtention du seuil tα, pour un niveau
α < 1 fixe´, par une me´thode du type Monte´-Carlo.
1o Dans un premier temps, on construit une nouvelle fonction g˜M , qui a exactement M
composantes non-line´aires. Celles-ci correspondent aux indices contenus dans l’ensemble
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ĴM. De plus les quantite´s β˜∗l,m de g˜M correspondent aux β̂l,m, c’est-a`-dire
1
n
n∑
i=1
∂g˜M(Xi)
∂xm
ψlm(Xi,m) =
{
β̂lm si m ∈ ĴM,
0 sinon,
pour l = 1, . . . , L.
La partie line´aire de g˜M est identiquement nulle. Cette de´finition nous assure une compo-
sante (M+ 1) line´aire.
Par exemple, on peut construire g˜M comme une combinaison line´aire des
xlm
l
pour
l = 2, . . . , L+ 1 :
g˜M(x) =
∑
m∈ĴM
L+1∑
l=2
cl−1,mxlm/l, (3.1)
ou` les coefficients cl,m sont alors de´finis par :
Ψmcm = β̂m , m ∈ ĴM , (3.2)
avec
– Ψm est une matrice L× L d’e´le´ment :
Ψm,l′l =
1
n
n∑
i=1
X li,mψl′m(Xi,m), l, l
′ = 1, . . . , L;
– cm ∈ RL de coefficients cl,m ;
– β̂m ∈ RL de coefficients β̂l,m.
2o On peut alors de´finir le mode`le de re´e´chantillonage
Y˜i = g˜M(Xi) + σ̂iε˜i,
ou` ε˜i sont des variables ale´atoires i.i.d. de loi normale centre´e re´duite. Pour l’estimateur
de la variance il y a deux possibilite´s :
• Soit prendre σ̂2i = ε̂2i , qui correspond a` un “wild bootstrap”. Cet estimateur peut eˆtre
utilise´ dans le cas des bruits he´te´roge`nes.
• Soit prendre σ̂2i = σ̂2, explicite´ au paragraphe 2.5. Ce dernier cas correspond mieux au
cas d’un bruit homoge`ne.
3o L’estimation de la valeur critique se fait de la fac¸on suivante :
1. On ge´ne`re Y˜i = g˜M(Xi) + σ̂iε˜i , pour tout i = 1, . . . , n, ou` ε˜i provient d’une loi
normale centre´e re´duite.
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2. On utilise {Y˜i, Xi : i = 1, . . . , n} pour estimer β˜∗lm par l’estimateur (1.2) base´
sur l’estimation du gradient avec la feneˆtre correspondant a` la dernie`re ite´ration
b = b(kn) . On note cet estimateur β˜lm .
On calcule alors
v˜m =
L∑
l=1
|β˜lm|2 , pour tout m = 1, . . . , d.
La statistique T˜M correspond alors a` v˜(M+1) .
3. tα est le (1 − α)-quantile empirique de la distribution de T˜M . Il est obtenu en
re´pe´tant les e´tapes 1 et 2 plusieurs fois.
Une fois tα de´termine´, on rejette H0, si v̂(M+1) > tα.
Le the´ore`me suivant montre la convergence du test sous H0.
The´ore`me 3.2.1. Supposons les hypothe`ses H1–H5 ve´rifie´es et min
m∈J
v∗m ≥ (rsrδn)2 avec
r = s1 . Si M = M , Alors
P(HM est rejete´e) ≤ α+ (3kn + 1)/n+ ηn,
ou` ηn = O
(
n−1/6(log n)5/6
)
.
Pour de´montrer ce the´ore`me nous avons besoin de connaˆıtre la convergence de v˜(M+1),
que fournit le lemme suivant
Lemme 3.2.1. Sous les hypothe`ses du the´ore`me 3.2.1 et sachant (Xi, Yi)i=1,...,n il existe
un ensemble ale´atoire A˜∗, tel que P(A˜∗) > 1− 1/n et sur lequel, pour tout m /∈ J∣∣∣|β˜m|2 − n−1|ξ˜∗m|2∣∣∣ ≤ w˜2n + 2w˜nδ˜n, avec δ˜n =√2C2V CKσ2n−1Lz2n + w˜n.
De´monstration. Pour prouver cette convergence, il nous faut reprendre la de´monstration
de la proposition 2.2.1 :
Remarque 1. Ici on prend pour tout m = 1, . . . , d
Um =
1 + ρ−2v̂(kn−1)m
1 + ρ−2v∗m
.
Or sachant le vrai e´chantillon {(Yi, Xi)}i=1,...,n, cette quantite´ est de´terministe, ce qui
simplifiera la de´monstration.
On peut aussi remarquer que cette de´finition, implique que |Um − 1| ≤ αm,kn , donc que le
lemme 2.2.1 peut eˆtre encore applique´.
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Pρ,mβ˜lm(U) = n
−1
n∑
i=1
s˜i,m(U)ψlm(Xi,m),
ou` s˜i(U) = si(U) + ζi(U) avec
si(U) = h
−1 Vi(U)−1
n∑
j=1
(
1
Zij
)
g˜M(Xj)Kij(U),
ζi(U) = σ̂h
−1 Vi(U)−1
n∑
j=1
(
1
Zij
)
ε˜jKij(U).
On remarque que si(U) est une quantite´ de´terministe, sachant {(Yi, Xi)}i=1,...,n.
On obtient pour chaque coordonne´e m = 1, . . . , d,
Pρ,m{E β˜lm(U)− β̂lm} = 1
n
n∑
i=1
{
si,m+1(U)− Pρ,m ∂g˜M
∂xm
(Xi)
}
ψlm(Xi,m),
Pρ,m{β˜lm(U)− E β˜lm(U)} = 1
n
n∑
i=1
ζi,m+1(U)ψlm(Xi,m).
E´tude du biais
g˜M est une fonction polynomiale, elle est donc deux fois de´rivable et de de´rive´e seconde
borne´e, puisque les Xi sont a` support compact (en nombre fini). On peut donc e´crire
|Ed si(U)− Pρ∇g˜M(Xi)| ≤ 1
1− α∗ C C
1/2
V h ρ
2,
d∑
m=1
L∑
l=1
∣∣∣Pρ,m{E β˜lm(U)− β˜∗lm}∣∣∣2 ≤
(
C C
1/2
V
1− α∗ ρ
2h
)2
.
On obtient donc le meˆme type de majoration du biais que pour β̂lm.
E´tude de la partie stochastique
ζ˜l,m(U) = Pρ,m{β˜lm(U)− E β˜lm(U)} =
n∑
i=1
c˜i,l,m(U)σ̂ε˜i,
ou` c˜i,l,m(U) =
1
nh
n∑
j=1
ψl,m(Xi,m)vi,j,m(U)Ki,j(U).
On remarque que les coefficients, c˜i,l,m(·), sont les meˆmes que ceux dans la proposi-
tion 2.2.1, cj,l,m(·), car ils ne font intervenir que {Xi}i=1,...,n , K , ψl,m , qui ne changent
pas dans le mode`le re´e´chantillone´.
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D’autre part ζ˜lm(·) est une combinaison line´aire des ε˜i, c’est donc une variable ale´atoire
de loi normale centre´e et de variance σ̂2
n∑
j=1
|c˜j,l,m(U)|2. On pose ζ˜∗l,m = σ
n∑
j=1
c˜j,l,m(U
∗)ε˜i.
On va e´tudier l’e´cart entre ζ˜l,m(U) et ζ˜
∗
l,m, c’est-a`-dire
ζ˜l,m(U)− ζ˜∗l,m =
n∑
i=1
(σ̂c˜i,l,m(U)− σc˜i,l,m(U∗))ε˜i,
donc la diffe´rence (ζ˜l,m(U)− ζ˜∗l,m) est une variable ale´atoire normale centre´e et de variance∑n
i=1(σ̂c˜i,l,m(U)−σc˜i,l,m(U∗))2. Nous voulons controˆler cette variance pour pouvoir utiliser
le lemme 4.3.2.
n∑
i=1
(σ̂c˜i,l,m(U)− σc˜i,l,m(U∗))2 = (σ̂2 − σ2)
n∑
j=1
|c˜j,l,m(U)|2 +
σ2
n∑
j=1
(|c˜j,l,m(U)| − |c˜j,l,m(U∗)|)2.
La premie`re partie se majore en utilisant la vitesse de convergence de σ̂ et l’ine´galite´ (i)
du lemme 2.2.3. On obtient
(σ̂2 − σ2)
n∑
j=1
|c˜j,l,m(U)|2 ≤ O(n−1/2) 2C
2
V CK
(1 − α∗kn)h2n
.
Pour la deuxie`me partie, on utilise l’ine´galite´ (iii) du meˆme lemme,
σ2
n∑
j=1
(|c˜j,l,m(U)| − |c˜j,l,m(U∗)|)2 ≤ σ2 n∑
j=1
(
sup
U∈Uα
∣∣∣∣dci,lm(U)dU
∣∣∣∣ )2|U−U∗|2,
≤ σ2
(κα
nh
)2 |αkn |2,
≤ σ
2κ2α|αkn |2
nh2
.
Finalement
n∑
i=1
(σ̂c˜i,l,m(U) − σc˜i,l,m(U∗))2 ≤ O(n−1/2) 2C
2
V CK
(1− α∗)h2n +
σ2κ2α|αkn |2
nh2
:= var.
On utilise alors le lemme 4.3.2, de la meˆme fac¸on que dans le corollaire 2.2.1, pour trouver
un ensemble A˜ de probabilite´ au moins e´gale a` 1−1/n tel que sur A˜, pour tout m = 1, . . . , d
|ζ˜m(U)− ζ˜∗m| ≤ zn
√
var.
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Conclusion : On note ζ˜∗l,m = h
−1n−1/2ξ˜∗l,m et on peut alors e´crire sur l’ensemble A˜
∗,
ve´rifiant P(A˜∗) > 1− 1/n, on a
|Pρ,m(β˜m − β˜∗m)− h−1n−1/2ξ˜∗m| ≤ zn
√
var +
C C
1/2
V
1− α∗ ρ
2h,
≤ C˜(σ2n−1L log n)2/3 = w˜n,
et
Pρ,m(β˜m − β˜∗m) ≤ δ˜n, avec δ˜n =
√
2C2V CKσ
2n−1Lz2n + w˜n
Donc avec une probabilite´ 1− 1/n, sur A˜∗, pour m /∈ J , β˜∗m = 0 , donc
||β˜m|2 − n−1|ξ˜∗m|2| ≤ w˜2n + 2w˜nδ˜n, .
Ainsi sur A˜∗ ∣∣∣n|v˜m| − |ξ˜∗m|2∣∣∣ ≤ n(w˜2n + 2w˜nδ˜n),
ou` ξ˜∗m a la meˆme loi que ξ∗m, car ce sont les meˆmes combinaisons line´aires de variables
ale´atoires inde´pendantes de loi normale centre´e et re´duite. 
De´monstration du the´ore`me 3.2.1.
Sous l’hypothe`se M = M
v∗(1) ≥ . . . ≥ v∗(M) v∗(M+1) ≥ . . . ≥ v∗(d)
composantes non-line´aires composantes line´aires
On teste le mode`le en comparant v̂(M+1) a` tα, (1− α)-quantile de la loi de v˜(M+1).
Dans le vrai mode`le, v̂(M+1) correspond a` une composante line´aire. Le the´ore`me 2.4.1 nous
donne l’erreur faite par l’estimation sur un ensemble ale´atoire A, tel que P(A) ≥ 1−3kn/n.
Pour montrer le re´sultat il suffit de montrer que
P(Ĵ 6= J | A) ≤ α+ 1/n.
En effet
P(Ĵ 6= J ) = P(Ĵ 6= J ∩A) + P(Ĵ 6= J ∩Ac),
≤ P(Ĵ 6= J |A)P(A) + P(Ac),
≤ P(Ĵ 6= J |A) + 3kn/n.
On suppose que l’e´ve´nement A est ve´rifie´.
Dans le vrai mode`le : graˆce au the´ore`me 2.4.1, on sait que la loi de nv̂(M+1) peut eˆtre
approche´e par celle de |ξ∗(M+1)|2, car (M+ 1) /∈ J , avec un controˆle de cette distance :∣∣∣|nv̂(M+1)| − |ξ∗(M+1)|2∣∣∣ < n(w2n + 2wnδn) := νn.
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De plus ξ∗(M+1) est une combinaison line´aire des εi avec des coefficients de´terministes ne
de´pendant que de la largeur de feneˆtre ide´ale b∗(kn), des observations (X1, . . . , Xn) , des
vecteurs ψl,m et du noyau K.
Le lemme 3.2.1 nous donne le re´sultat attendu : sachant {(Yi, Xi)}i=1,...,n, la distribution
de nv˜(M+1) peut eˆtre approche´e par celle de |ξ∗(M+1)|2. Ainsi∣∣P(nv̂(M+1) > t|A)− P(nv˜(M+1) > t)∣∣ ≤ 1/n+ ∣∣P(|ξ∗(M+1)|2 > t− n(w2n + 2δnwn)|A)
−P(|ξ˜∗(M+1)|2 > t− n(w˜2n + 2δ˜nw˜n)|A˜∗)
∣∣,
≤ ηn + 1/n.
L’ordre de ηn est obtenu en utilisant le the´ore`me des accroissements finis :
ηn ≤ O(|ν˜n − νn|) = O
(
n−1/6(log n)5/6
)
,
car les deux variables ale´atoires ont la meˆme loi continue et νn = n(w
2
n + wnδn) ≤
C ′n−1/6(log n)5/6, pour une certaine constante C ′, on a une majoration du meˆme ordre
pour n(w˜2n + 2δ˜nw˜n).
P(Ĵ 6= J ) = P(v̂(M+1) > tα|A),
P(nv̂(M+1) > ntα|A) ≤ P(nv˜(M+1) > ntα) + 1/n+ ηn,
P(nv̂(M+1) > ntα|A) ≤ α+ 1/n+ ηn,
On a donc de´montre´ le re´sultat attendu. 
3.3 Identification de la partie non-line´aire
Le test pre´ce´dent permet de localiser la vraie valeur M par rapport a` M. En ite´rant ce
test, nous allons pouvoir obtenir un estimateur du nombre de composantes non-line´aires
M et des indices correspondants, J . En effet la proce´dure est la suivante : on commence
avec M = 0. On conside`re le mode`le avec M composantes non-line´aires construit comme
en (3.1) et (3.2). On teste alors l’hypothe`se M ≤ M au niveau α, comme dans la partie
pre´ce´dente. Si l’hypothe`se HM : M ≤ M n’est pas rejete´e c’est fini, sinon on incre´mente
M et on recommence.
Finalement M̂ correspond au premier M non rejete´ et on de´finit alors Ĵ = ĴM̂ . Le
the´ore`me suivant donne la probabilite´ d’une mauvaise estimation lorsque les tests sont
effectue´s pour un niveau α < 1 fixe´.
The´ore`me 3.3.1. Sous les hypothe`ses H1–H5 et min
m∈J
v∗m ≥ (rsrδn)2 avec r = s1 , alors
P(Ĵ 6= J ) ≤ α+ (3kn + 3M + 1)/n+ ηn,
ou` ηn = O
(
n−1/6(log n)5/6
)
.
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De´monstration. Les deux estimateurs de la structure du mode`le M̂ et Ĵ sont obtenus
apre`s avoir effectue´ un ou plusieurs tests du type HM : M ≤ M. En utilisant donc le
the´ore`me 3.2.1, on va pouvoir approcher les probabilite´s de se tromper : P(M̂ 6= M) et
P(Ĵ 6= J ).
Comme on fait l’hypothe`se d’une bonne se´paration,
P(Ĵ 6= J ) = P(M̂ 6= M).
D’apre`s le the´ore`me 2.4.1, ∃A/P(A) > 1− 3kn/n , il suffit donc de prouver que
P(M̂ 6= M |A) ≤ α+ 2(M + 1)/n.
Le the´ore`me 3.1.1 affirme que, sachant A :
– v̂m < δ
2
n, pour m /∈ J ,
– v̂m > (rδn)
2, pour m ∈ J .
Si M≤M , alors v̂(M) > (s1δn)2, car il fait partie des composantes non-line´aires. De plus
v̂(M+1) ≤ δ2n, car M est la vraie dimension non-line´aire et l’indice (M + 1) correspond a`
celui d’une composante line´aire.
• Si M < M , on e´chantillonne a` partir du mode`le ayant exactement M composantes
non-line´aires. Dans le nouveau mode`le, la vraie mesure de non-line´arite´ v˜∗m = v̂m, pour
m ∈ ĴM.
On applique les propositions 2.2.1 et 2.2.2 d’ame´lioration en une e´tape, comme dans le
de´monstration du the´ore`me 3.1.1, alors il existe A˜M tel que P(A˜M|A) > 1 − 3/n et sur
A˜M, pour m /∈ ĴM, v˜m ≤ δ2n.
Finalement sur A˜M , v˜(M+1) ≤ δ2n . Il en est de meˆme pour le (1− α)-quantile de v˜(M+1),
en effet si α > 3/n ,
P(v˜(M+1) ≤ tα) = 1− α < 1− 3/n < P(A˜M|A) < P(v˜(M+1) ≤ δ2n),
donc {v˜(M+1) ≤ tα} ⊂ {v˜(M+1) ≤ δ2n} et tα < δ2n .
Or, dans le vrai mode`le, (M+1) est encore dans J , donc il correspond a` une composante
non-line´aire et sur A on a v̂(M+1) > (s1δn)2 et donc v̂(M+1) > tα. Finalement l’hypothe`se
HM est rejete´e.
Ceci signifie que sur A∩A˜M, pour tout M < M , l’hypothe`se HM est rejete´e. E´tant donne´e
l’e´galite´ des ensembles suivants {M̂ < M} = {∃M < M, HM non rejete´e}, on a
P(M̂ < M |A) = P
( ⋃
M<M
{HM est non rejete´e}|A
)
,
≤
∑
M<M
P
(
HM est non rejete´e|A
)
,
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et M prend les valeurs 0, · · · ,M − 1. De plus
P
(
HM est non rejete´e|A
)
= 1− P
(
HM est rejete´e|A
)
,
≤ 1− P
(
A˜M|A
)
,
≤ 3/n.
d’ou`
P(M̂ < M |A) ≤ 3M/n.
• Si M̂ > M : M̂ e´tant de´fini comme le premier M, pour lequel l’hypothe`se est non
rejete´e, on a l’inclusion
{M̂ > M} ⊂ {v̂(M+1) > tα(M)},
ou` tα(M) est le seuil critique e´value´ lors du test lie´ au sche´ma de re´e´chantillonage de´fini
avec M = M . Par le the´ore`me 3.2.1, on obtient
P{M̂ > M |A} ≤ α+ 1/n+ ηn.
Finalement
P(M̂ 6= M |A) ≤ α+ (3M + 1)/n+ ηn,
et on trouve le re´sultat annonce´ dans le the´ore`me. 
3.4 Estimation et infe´rence sur les composantes line´aires
Les deux paragraphes pre´ce´dents nous permettent de se´parer les composantes line´aires des
composantes non-line´aires. Dans cette partie nous allons nous inte´resser plus pre´cise´ment
aux composantes line´aires, qui sont caracte´rise´es par leur pente θm. On sait que pour
m /∈ J , ∂g∂xm (·) = θm. L’algorithme, de´fini a` la partie 1.3, nous donne un estimateur du
gradient de la fonction de re´gression, g, et nous permet de de´finir
θ̂m =
1
n
n∑
i=1
∂̂g
∂xm
(Xi),
avec ∂̂g∂xm (Xi) provenant de l’estimation du gradient obtenu a` la dernie`re ite´ration de
l’algorithme 1.3. Dans le the´ore`me suivant nous obtenons la convergence a` la vitesse n1/2
de θ̂m et la distance entre (θ̂m− θm) et une variable ale´atoire gaussienne. Ce the´ore`me est
une conse´quence du the´ore`me 2.4.1, pour m /∈ J .
The´ore`me 3.4.1. Sous les hypothe`ses H1–H5. Pour tout m /∈ J , il existe une va-
riable ale´atoire gaussienne de moyenne nulle, γ∗m , qui est de´finie comme une combinaison
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line´aire des erreurs εi avec des coefficients de´terministes de´pendant uniquement de la lar-
geur de feneˆtre “ide´ale” b∗ = b∗(kn) , des variables explicatives (X1, . . . , Xn) et du noyau
K ; sa variance ve´rifie
E |γ∗m|2 ≤ 2σ2C2V CK ,
et sur l’ensemble ale´atoire A introduit au the´ore`me 2.4.1, qui ve´rifie P(A) ≥ 1− 3kn/n ,
on a
max
m/∈J
∣∣∣θ̂m − θm − n−1/2γ∗m∣∣∣ ≤ C1 (σ2n−1L log n)2/3 ,
ou` C1 = C1(d,M,Cg1 , CV , CK , CK′) .
De´monstration. On peut comparer les deux estimateurs suivants
θ̂m =
1
n
n∑
i=1
∂̂g
∂xm
(Xi) et β̂l,m =
1
n
n∑
i=1
∂̂g
∂xm
(Xi)ψl,m(Xi).
On remarque alors que θ̂m est une version de β̂l,m pour laquelle ψl,m ≡ 1, pour tout
l = 1, . . . , L. On peut donc reprendre exactement la meˆme de´monstration que celle du
the´ore`me 2.4.1. En effet, l’ine´galite´ (2.9) donne directement la majoration concernant le
biais et la partie stochastique s’e´tudie de la meˆme fac¸on en prenant ψl,m ≡ 1 et L = 1. 
Chapitre 4
Applications
Ce chapitre a pour but d’illustrer les re´sultats the´oriques obtenus dans les chapitres
pre´ce´dents. Nous allons tout d’abord pre´senter un “algorithme modifie´”, que nous uti-
lisons lors des applications. Ensuite nous mettrons en e´vidence les performances de cet
algorithme et de la proce´dure de test sur des donne´es simule´es puis sur des donne´es re´elles.
Le code utilise´ a e´te´ re´dige´ en Fortran 77 ; les simulations ont e´te´ effectue´es sur le serveur
de calcul de l’IRMAR (bi-processeur Xe´on 2 GHz).
4.1 Algorithme modifie´
Comme on le voit dans la description de la proce´dure ite´rative, l’estimateur ∇̂g(Xi) doit
eˆtre bien de´fini, ce qui demande des proprie´te´s de re´gularite´ sur les observations, Xi. Si cela
n’est pas ve´rifie´, l’estimateur du gradient correspondant va fausser toutes les estimations
qui en de´pendent. On contrevient a` ceci en deux temps : en utilisant un parame`tre de
me´moire η pour la de´finition de l’estimateur du gradient, puis en ponde´rant les β lm pour
tenir compte de cette re´gularite´ locale. Cette dernie`re transformation de l’algorithme est
semblable a` celle faite dans HJS et HJPS.
L’algorithme est le suivant
1. Fixer h1 . On pose ρ1 = 1 et pour m = 1, . . . , d , v̂
(0)
m = 0 et b
(1)
m = h1 . Pour
i = 1, . . . , n
V
(0)
i =
n∑
j=1
(
1
Xij
)(
1
Xij
)>
, S
(0)
i =
n∑
j=1
(
1
Xij
)
Yj, (4.1)
ou` Xij = Xj −Xi . On pose k = 1 . 2. Calculer
b(k)m = hk
(
1 + ρ−2k v̂
(k−1)
m
)−1/2
, m = 1, . . . , d. (4.2)
De´finir b(k) = diag(b
(k)
1 , . . . , b
(k)
d ) .
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3. Pour tout Xi calculer
V
(k)
i = ηV
(k−1)
i + (1− η)
n∑
j=1
(
1
Xij
)(
1
Xij
)>
Kd
(
Xij ,b
(k)
)
, (4.3)
S
(k)
i = ηS
(k−1)
i + (1− η)
n∑
j=1
(
1
Xij
)
YjKd
(
Xij ,b
(k)
)
, (4.4)
et
(
ĝ(k)(Xi)
∇̂g(k)(Xi)
)
=
(
V
(k)
i
)−1
S
(k)
i (4.5)
Calculer ε̂
(k)
i = Yi − ĝ(k)(Xi) . Calculer les valeurs propres de la matrice V (k)i , on de´finit
wi comme la plus petite racine carre´e des valeurs propres de V
(k)
i : w
2
i = λmin
(
V
(k)
i
)
.
4. Pour m = 1, . . . , d et l = 1, . . . , L , de´finir les fonctions ψ
(k)
lm , l = 1, . . . , L , satisfaisant
les conditions
n∑
i=1
wiψ
(k)
lm (Xi,m) = 0,
(
n∑
i=1
wi
)−1 n∑
i=1
wiψ
(k)
lm (Xi,m)ψ
(k)
l′m(Xi,m) = δll′
avec les wi obtenus ci-dessus et l, l
′ = 1, . . . , L . Pour tout l = 1, . . . , L et m = 1, . . . , d ,
calculer
β̂
(k)
lm =
(
n∑
i=1
wi
)−1 n∑
i=1
∂̂g
∂xm
(k)
(Xi)ψ
(k)
lm (Xi,m)wi . (4.6)
Calculer v̂
(k)
m par (1.6) pour m = 1, . . . , d . Si v̂
(k)
m > 1 , alors fixer v̂
(k)
m = 1 .
5. Augmenter k de 1. Soit ρk+1 = aρρk , hk+1 = ahhk . Si ρk+1 ≥ ρmin , alors poser
k = k + 1 et continuer avec l’e´tape 2 ; sinon terminer.
Remarque : Dans l’algorithme, on de´cide de tronquer v̂m a` 1. Cette condition permet
d’empeˆcher une trop grande re´duction du voisinage dans la direction du m e`me re´gresseur.
Cela peut en effet arriver si v̂
(k)
m est trop grand.
4.2 Re´sultats obtenus sur des donne´es simule´es
On s’inte´resse ici a` la performance de notre algorithme sur des donne´es simule´es. On veut
montrer de quelle fac¸on, elle de´pend de la taille n de l’e´chantillon, de la dimension d du
mode`le, du nombre M de composantes non-line´aires et de la variance σ2 du bruit. On
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pourra aussi constater l’ame´lioration au cours des ite´rations. Dans un premier temps, on
s’inte´ressera aux re´sultats de la proce´dure ite´rative, c’est-a`-dire de la partie estimation. On
illustrera, ensuite, les re´sultats de bonne classification des composantes et on s’inte´resse
au test.
Dans toute l’e´tude, nous appliquerons la proce´dure modifie´e du paragraphe pre´ce´dent avec
les parame`tres suivants
ρ1 = 1, ρmin = n
−1/3, aρ = e−1/6,
η = 0.2 hmax = 2
√
d, ah = a
−1/2
ρ .
Ainsi le nombre d’ite´rations kn est de l’ordre de
log(ρmin/ρ1)
log aρ
= 2 log n . On utilise le noyau
K(|x|2) = (1− |x|2)2+.
La famille {ψlm(xm)} est obtenue a` partir de la famille des polynoˆmes en xm de degre´
infe´rieur ou e´gal a` L et telle que
n∑
i=1
wiψlm(Xi,m)ψl′m(Xi,m)/
n∑
i=1
wi = δll′ et
n∑
i=1
wiψlm(Xi,m) = 0 ,
avec wi = w
(k)
i = λ
1/2
min(V
(k)
i ), a` la k
e`me ite´ration.
Cette nouvelle de´termination des {ψl,m} correspond a` un changement de produit scalaire,
associe´ a` la matrice diagonale n× n de coefficients diagonaux wi/
∑n
i=1 wi. On choisit ici
L = 6.
Le mode`le conside´re´ ici est
Yi = θ
TXi + g1(Xi,d−M+1, . . . , Xi,d) + εi.
On fait varier M de 1 a` 3 et θ, vecteur de Rd, est pris de la forme (1, 2, 3, 4, 0, . . . , 0)T .
La dimension du mode`le, d, est supe´rieure ou e´gale a` 4 +M . La fonction de lien, g1, sera
de´finie par
– pour M = 1, g1(u) = γ(u) = e
u + e−u,
– pour M = 2, g1(u1, u2) = γ(u1)γ(u2),
– pour M = 3, g1(u1, u2, u3) = γ(u1)γ(u2)γ(u3).
Les erreurs, εi, sont des variables ale´atoires inde´pendantes identiquement distribue´es de
loi N (0, σ2), avec, sauf spe´cification particulie`re, σ2 = 0, 1.
Les X1, . . . , Xn proviennent de variables ale´atoires telles que Xi ∼ N (0, 2; 0, 82Id) res-
treinte au cube [−1, 1]d.
4.2.1 Qualite´ de l’estimation
Les tableaux 4.1 et 4.2 re´sument la qualite´ de l’estimation dans les cas M = 1 et M = 2.
On remarque que la qualite´ de l’estimation pour la composante line´aire s’ame´liore quand
on augmente la dimension de d. Ces deux tableaux permettent de se rendre compte de
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Tab. 4.1 – Cas M = 1 : perte moyenne,
∣∣v̂m−v∗m∣∣ pour le re´gresseur non-line´aire et |v̂1−v∗1 | pour
le premier re´gresseur line´aire, correspondant a` la premie`re, la quatrie`me et la dernie`re ite´ration. Les
re´sultats sont obtenus pour N = 250 simulations. L’intervalle interquartile des erreurs est donne´
entre parenthe`ses.
d n re´gresseur non-line´aire re´gresseur line´aire x1
1e`re 4e`me finale finale
5 100 0.9580(0.1865)
0.6656
(0.1546)
0.3069
(0.2400)
0.0139
(0.0113)
5 200 0.9395(0.1378)
0.7711
(0.1300)
0.2424
(0.2024)
0.0072
(0.0057)
6 200 0.9432(0.1231)
0.7207
(0.1067)
0.1641
(0.1766)
0.0018
(0.0016)
8 200 0.9362(0.1253)
0.6703
(0.1003)
0.2232
(0.1797)
0.0006
(0.0005)
10 100 0.9574(0.2064)
0.6743
(0.1526)
0.5822
(0.2756)
0.0005
(0.0004)
10 200 0.9406(0.1522)
0.6777
(0.1202)
0.3690
(0.2213)
0.0002
(0.0002)
10 400 0.9348(0.0925)
0.7217
(0.0838)
0.2316
(0.1399)
0.0001
(0.0001)
Tab. 4.2 – CasM = 2 : perte moyenne,
∣∣v̂m−v∗m∣∣ pour les re´gresseurs non-line´aires et |v̂1−v∗1 | pour
le premier re´gresseur line´aire, correspondant a` la premie`re, la quatrie`me et la dernie`re ite´ration. Les
re´sultats sont obtenus pour N = 250 simulations. L’intervalle interquartile des erreurs est donne´
entre parenthe`ses.
d n σ
2 1er re´gresseur non-line´aire 2e`me re´gresseur non-line´aire re´gresseur line´aire x1
1e`re 4e`me finale 1e`re 4e`me finale finale
6 200 0.1 4.6117
(0.6646)
3.7349
(0.5028)
0.4763
(0.5211)
4.6337
(0.6257)
3.7576
(0.5402)
0.4473
(0.4785)
0.0081
(0.0063)
8 200 0.1 4.6397(0.6683)
3.4423
(0.5431)
0.4244
(0.4108)
4.5942
(0.6646)
3.4085
(0.4621)
0.4058
(0.4607)
0.0025
(0.0019)
10 100 0.1 4.6338
(0.8840)
3.1450
(0.7307)
0.7573
(0.5302)
4.6862
(1.0155)
3.1642
(0.7312)
0.7089
(0.4938)
0.0043
(0.0032)
10 200 0.1 4.5537(0.7458)
3.2806
(0.5065)
0.5812
(0.3404)
4.5904
(0.7649)
3.2917
(0.5875)
0.5489
(0.4014)
0.0011
(0.0010)
10 400 0.1 4.5198
(0.4850)
3.5276
(0.3566)
0.4457
(0.3121)
4.5584
(0.4168)
3.5594
(0.3562)
0.4319
(0.3023)
0.0004
(0.0003)
10 400 0.2 4.5198
(0.4850)
3.5284
(0.3483)
0.4403
(0.3949)
4.5584
(0.4167)
3.5602
(0.3642)
0.4325
(0.3948)
0.0007
(0.0006)
10 400 0.4 4.5198(0.4850)
3.5297
(0.3316)
0.4637
(0.4891)
4.5584
(0.4167)
3.5615
(0.3727)
0.4666
(0.5029)
0.0017
(0.0013)
l’ame´lioration de l’estimation au cours des ite´rations et en augmentant n, pour d = 10.
Dans le tableau 4.2, on montre en plus que l’estimation de´pend de la variance du bruit σ2.
Pour les composantes non-line´aires, l’erreur augmente un peu avec σ. Pour les composantes
line´aires l’augmentation est proportionnelle a` σ.
Dans le cas non-line´aire, l’erreur est due en grande partie au biais non parame´trique,
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qui disparaˆıt au cours des ite´rations dans le cas line´aire. Ceci peut expliquer pourquoi
l’augmentation de l’erreur est proportionnelle a` σ dans le cas line´aire.
4.2.2 Se´paration et exploration du mode`le
La figure 4.1 suivante illustre les re´sultats du the´ore`me 3.1.1, sur la se´paration entre
composantes line´aires et non-line´aires. On note LN (ξ) la fonction de re´partition empirique
de la variable ξ, base´e sur un e´chantillon de taille N . On entend par bonne se´paration entre
les composantes de nature diffe´rente, si LN (v̂m), pour tout m ∈ J et 1 − LN (v̂m), pour
m /∈ J , ont des supports disjoints. On observe sur la figure 4.1 une tre`s bonne se´paration
pour n = 100 et une se´paration presque parfaite pour n = 200.
0 0.5 1 1.5 2 2.5 3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
n=100
0 0.5 1 1.5 2 2.5 3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
n=200
Fig. 4.1 – Cas M = 2, d = 6 : LN (v̂6) et 1 − LN (maxm=1,...,4 v̂m) pour n = 100, 200 pour
N = 250 re´alisations.
Ensuite nous illustrons les re´sultats du paragraphe 3.4. En effet la figure 4.2 donne des
box-plots correspondant a` l’estimation de n1/2‖θ̂ − θ∗‖ (pour la dernie`re ite´ration), pour
d = 6 et M = 2 et diffe´rentes tailles d’e´chantillon. La qualite´ de l’estimation s’ame´liore
quand n croˆıt.
Finalement nous nous inte´ressons au test de l’hypothe`se M ≤M et a` la classification des
composantes par la me´thode donne´e dans le paragraphe 3.3. Pour se rendre compte de la
performance de notre me´thode, nous faisons varier la taille de l’e´chantillon, n, la dimension
du mode`le, d et le cardinal de J , M . Le tableau 4.2.2 donne le proportion de mauvaises
classifications pour les composantes non-line´aires et pour tout le mode`le.
On remarque que les re´sultats s’ame´liorent encore quand d augmente. Ce lien peut s’ex-
pliquer par le fait que la distribution de la statistique de test utilise´e pour classifier les
composantes est de plus en plus de´ge´ne´re´e, quand d augmente.
Quand M = 3, on voit que la proce´dure a besoin d’un e´chantillon de taille minimale pour
commencer a` bien se´le´ctionner les composantes non-line´aires. En effet pour n = 100, on
obtient presque toujours M < M . Pour n = 200 et d = 7, on a une bonne classification
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Fig. 4.2 – Cas M = 2 : box-plots de l’estimation des erreurs n1/2‖θ̂− θ∗‖ de la partie line´aire a`
la dernie`re ite´ration pour d = 6 . Les re´sultats sont obtenus pour N = 250 re´alisations.
M d n 1er c.n.l. 2e`me c.n.l. 3e`me c.n.l. {Ĵ 6= J }
100 0.152 – – 0.18
1 5 200 0.024 – – 0.056
400 0 – – 0.028
1 10 200 0 – – 0.004
400 0 – – 0.004
1 20 400 0 – – 0.176
100 0.268 0.308 – 0.38
2 6 200 0.056 0.048 – 0.1
400 0.004 0.004 – 0.024
2 10 200 0 0 – 0.008
400 0 0 – 0.004
2 20 400 0 0 – 0
100 0.976 0.96 0.964 0.992
3 7 200 0.62 0.636 0.636 0.748
400 0.076 0.06 0.072 0.1
3 10 200 0.004 0 0.004 0.004
400 0 0 0 0
Tab. 4.3 – Proportion de mauvaises classifications pour chaque re´gresseur non-line´aire et pour
tout le mode`le. Les re´sultats sont obtenus avec N = 250 simulations et 500 ite´rations Bootstrap.
seulement dans 30% des cas, mais pour d = 10 la proportion de mauvaise classification est
tre`s faible.
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Avec la dernie`re figure 4.3 nous avons voulu illustrer la qualite´ d’estimation de σ2 par σ̂2
pour le mode`le d = 6 et M = 2, avec diffe´rentes tailles d’e´chantillon. Ces re´sultats sont
bien en accord avec la convergence the´orique de σ̂2 a` la vitesse
√
n.
−1
−0.5
0
0.5
1
1.5
  n=100                                  n=200                                   n=400     
n1/2(σ2−σ*2) pour d=6 et M=2
Fig. 4.3 – Box-plots de l’erreur d’estimation n1/2‖σ̂2 − σ2‖ pour d = 6, M = 2 et diffe´rentes
tailles d’e´chantillon, n.
4.3 Un exemple sur des donne´es re´elles
Dans cette partie nous pre´sentons les re´sultats obtenus en appliquant notre algorithme
a` des donne´es re´elles. Nous avons choisi d’appliquer notre me´thode a` un exemple de´ja`
e´tudie´ par Sperlich (1998) et Ha¨rdle, Sperlich, Spokoiny (2001). Il s’agit de l’e´tude d’un
sous-e´chantillon d’un panel socio-e´conomique d’Allemagne, datant de 1992. Le but est
d’analyser le nombre d’heures de travail Yi de 607 femmes travaillant et vivant avec leur
partenaire. On utilise les variables suivantes : l’aˆge de ces femmes, X1, compris entre 25
et 60 ans ; leur revenu par heure, X2 ; l’indice du type de profession (indice de prestige de
Treiman), X3 ; leur loyer ou remboursement mensuel pour leur appartement ou maison,
X4 ; le revenu net mensuel de leur conjoint, X5 ; le nombre d’anne´es d’e´tudes, X6 ; le
taux de choˆmage dans la re´gion ou` elles habitent, X7 ; le nombre d’enfant de moins de
16 ans, X8. Les trois dernie`res variables sont des variables discre`tes, on ne les fera donc
pas intervenir lors des tests successifs. Les estimations obtenues a` la dernie`re ite´ration,
v̂m, avec la proce´dure d’estimation sont donne´es dans le tableau 4.4. On obtient aussi une
estimation de la variance du bruit σ̂2 = σ̂(kn)2 = 0.736.
Ensuite nous identifions les composantes line´aires en commenc¸ant par M = 0, comme
de´crit dans la partie 3.3. Le tableau 4.5 donne les p-valeurs PVM pour chaque test HM,
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Tab. 4.4 – Estimateur v̂m de v
∗
m.
v̂1 v̂2 v̂3 v̂4 v̂5 v̂6 v̂7 v̂8
0.05259 0.00729 0.00441 0.00012 0.00060 0.00142 0.00015 0.00875
elles sont obtenues apre`s B = 1000 ite´rations Bootstrap et de´finies par :
PVM =
1
B
B∑
b=1
1{v˜(b)
(M+1)
>v̂(M+1)}
Tab. 4.5 – p-valeurs pour les tests consecutifs
M v̂(M+1) p-valeurs
0 v̂1 0.003996
1 v̂2 0.086913
2 v̂3 0.01998
3 v̂5 0.47153
Les trois premie`res hypothe`ses H0 : M = 0, H1 : M ≤ 1 et H2 :≤ 2 sont rejete´es au niveau
10% et l’hypothe`se H3 :≤ 3 n’est pas rejete´e. Ainsi pour le mode`le conside´re´, le nombre
de composantes non-line´aires est estime´ par 3 et les variables non-line´aires sont X1, X2 et
X3.
La nature de nos variables co¨ıncide avec celle obtenue par Ha¨rdle, Sperlich et Spokoiny
(2001), mais pour des p-valeurs assez diffe´rentes : dans notre cas X1, i.e. l’aˆge, est la
variable plus non-line´aire et X2, i.e. le revenu par heure, est la variable la moins non-
line´aire parmi les trois. Dans Ha¨rdle, Sperlich et Spokoiny (2001) la situation est inverse´e.
On peut noter que leurs re´sultats sont obtenus pour un mode`le posse´dant une structure
additive, alors que les noˆtres sont obtenus pour une situation ge´ne´rale, qui ne suppose pas
avoir une structure additive.
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Annexe : Proprie´te´s de grande
de´viation pour des vecteurs
gaussiens
Dans cette annexe nous avons rassemble´ trois lemmes concernant les queues de distribu-
tion de vecteurs gaussiens. Ces trois proprie´te´s sont utilise´es dans la de´monstration de la
convergence de l’algorithme, puisque nous conside´rons un mode`le de re´gression ou` le bruit
est gaussien.
Lemme 4.3.1. Queue d’une variable ale´atoire re´elle gaussienne.
Soit ζ une variable ale´atoire re´elle de loi N (0, σ2) alors
P(|ζ| > zσ) ≤ e−z2/2.
De´monstration. Ce re´sultat est une conse´quence de l’ine´galite´ suivante vraie pour z > 1(1
z
− 1
z3
) 1√
2pi
e−z
2/2 ≤ 1− P(ζ ≤ zσ) ≤ 1
z
1√
2pi
e−z
2/2. (4.7)
On note F (z) = P(|ζ| ≤ zσ) et f(z) = 1√
2pi
e−z
2/2 = F ′(z), on a alors(
(
1
z
− 1
z3
)f(z)
)′
=
(
−1 + 3
z4
)
f(z) (4.8)(1
z
f(z)
)′
=
(−1
z2
− 1
)
f(z) (4.9)(
1− F (z)
)′
= −f(z) (4.10)
d’ou` (−1
z2
− 1
)
f(z) ≤ −f(z) ≤
(
−1 + 3
z4
)
f(z).
En inte´grant entre z et +∞, on obtient(
1
z
− 1
z3
)
f(z) ≤ 1− F (z) ≤ 1
z
f(z),
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d’ou`
P(|ζ| > zσ) = 2× (1− F (z)) < e−z2/2.

Lemme 4.3.2. Queue d’un vecteur ale´atoire gaussien.
Soit ξ un vecteur gaussien de Rd . Alors pour tout z ≥ 1
P
(
|ξ| > z
√
E |ξ|2
)
≤ z e−(z2−1)/2.
De´monstration. Pour toute matrice orthonormale d × d, O, le vecteur Oξ est aussi
gaussien et |ξ| = |Oξ| . Ainsi en prenant une transformation O particulie`re, on peut
re´duire le cas ge´ne´ral a` une situation ou` toutes les composantes ξi du vecteur ξ sont
inde´pendantes. On notera v2i = E ξ
2
i et V
2 = E |ξ|2 . On a imme´diatement V 2 =∑di=1 v2i
et par l’ine´galite´ de Chebyshev, pour tout µ > 0 , qui ve´rifie 2µv2i < 1 ∀ i ≤ d , on a
P (|ξ| > zV ) = P (|ξ|2 > z2E |ξ|2) ≤ exp (−µz2V 2)E exp (µ|ξ|2) .
L’inde´pendance des composantes ξi de ξ nous permet d’e´crire
E exp
(
µ|ξ|2) = E exp( d∑
i=1
µξ2i
)
=
d∏
i=1
E exp
(
µξ2i
)
,
=
d∏
i=1
1√
1− 2µv2i
= exp
(
−1
2
d∑
i=1
log(1− 2µv2i )
)
,
ainsi
P (|ξ| > zV ) ≤ exp
(
−µz2V 2 − 1
2
d∑
i=1
log(1− 2µv2i )
)
.
On applique alors cette ine´galite´ avec µ = (1 − z−2)V −2/2 , on a bien z ≥ 1, µ > 0 et
2µv2i < 1, ∀ i ≤ d. L’ine´galite´ de convexite´ − log(1 − x) − log(1 − y) ≤ − log(1 − x − y)
ve´rifie´e pour tout x, y avec x+ y < 1 , conduit a`
P (|ξ| > zV ) ≤ exp
(
−µz2V 2 − 1
2
log(1− 2µV 2)
)
,
≤ exp
(
−z
2 − 1
2
− 1
2
log(z−2)
)
= z exp
(
−z
2 − 1
2
)
,
c’est-a`-dire le re´sultat attendu. 
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Lemme 4.3.3. Soit r un nombre positif et soit Γ un ensemble fini. On conside`re les
fonctions ai,γ(u) de u ∈ Rd a` valeurs re´elles, ve´rifiant les conditions
sup
γ∈Γ
sup
|u−u∗|≤r
∣∣∣∣ ddu ai,γ(u)
∣∣∣∣ ≤ κ, i = 1, . . . , n. (4.11)
Si les εi sont des variables ale´atoires inde´pendantes identiquement distribue´es de loi
N (0, σ2) , alors
P
(
sup
γ∈Γ
sup
|u−u∗|≤r
1√
n
∣∣∣∣∣
n∑
i=1
{ai,γ(u)− ai,γ(u∗)}εi
∣∣∣∣∣ > σκ rt
)
≤ 2
n
,
ou` t = 2 +
√
2 log(n|Γ|) + d log(4n) et |Γ| repre´sente le nombre d’e´le´ments dans Γ .
Ce lemme provient d’une modification du lemme 8 de HJS. En effet dans notre cas ai,γ
est une fonction a` valeurs re´elles et donc fait appel au lemme 4.3.1 ; on veut aussi une
minoration de la borne supe´rieure sur deux ensembles γ et u.
De´monstration. Soit Br la boule {u : |u−u∗| ≤ r} et Σr un ε-re´seau sur Br tel que pour
tout u ∈ Br il existe un e´le´ment u` de Σr tel que |u − u`| ≤ r√n . Il est alors facile de voir
qu’on peut construire un tel re´seau de cardinal Nr < (4n)
d/2. Pour un e´le´ment u` ∈ Σr,
on note
η(u`) =
1√
n
n∑
i=1
{
ai,γ(u`)− ai,γ(u∗)
}
εi.
alors par (4.11)
E |η(u`)|2 = σ
2
n
n∑
i=1
|ai,γ(u`)− ai,γ(u∗)|2 ≤ σ2κ2r2,
et pour tout t ≥ 1 par le lemme 4.3.1
P(|η(u`)| > t
√
E |η(u`)|2) ≤ e−t2/2.
Alors si on prend t =
√
2 log (n|Γ|) + d log (4n) , alors
P
(
sup
γ
sup
u`∈Σr
|η(u`)| > tσ κ r
)
≤
∑
γ∈Γ
Nr∑
`=1
P(|η(u`)| > tσ κ r)
≤ Nr|Γ| exp
(
− log (n|Γ|)− d
2
log (4n)
)
< 1/n. (4.12)
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Par construction du re´seau Σr, pour tout u ∈ Br, il existe un point u`(u) ∈ Σr tel que
|u− u`(u)| ≤ r√n .
Alors on a par l’ine´galite´ de Cauchy-Schwarz et (4.11) :
|η(u) − η(u`(u))|2 ≤ 1
n
n∑
i=1
|ai,γ(u`(u)) − ai,γ(u)|2
n∑
i=1
ε2i ≤
κ2r2
n
n∑
i=1
ε2i .
Comme P
(
1
n
n∑
i=1
ε2i > 4σ
2
)
est plus petite que n−1, donc
P
(
sup
γ∈Γ
sup
u∈Br
|η(u) − η(u`(u))| > 2κσ r
)
≤ 1
n
. (4.13)
Par (4.12) et (4.13), on obtient
P
(
sup
γ∈Γ
sup
u∈Br
|η(u)| > κσ r(2 +
√
2 log (n|Γ|) + d log(4n))
)
≤ P
(
sup
u`∈Σr
|η(u`)| > κσ r
√
2 log(n|Γ|) + d log(4n)
)
+ P
(
sup
u∈Br
|η(u) − η(u`(u))| > 2κσ r
)
≤ 2
n
et le lemme est de´montre´. 
Deuxie`me partie
Estimation et test d’une direction
re´ve´latrice unique : une approche
ge´ome´trique
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Introduction
Dans cette seconde partie, nous nous inte´ressons au mode`le a` direction re´ve´latrice unique,
c’est-a`-dire ve´rifiant l’hypothe`se
H0 : ∃ϕ0, E [Yi|Xi] = E [Yi|Xi · ϕ0], (4.14)
ou` “·” de´signe le produit scalaire dans Rd, les (Xi, Yi) constistuent un e´chantillon i.i.d. de
variables ale´atoires a` valeurs dans Rd × R et Yi est de carre´ inte´grable. Il est clair que si
cette hypothe`se est ve´rifie´e, un estimateur de la fonction de re´gression de Yi sur Xi sera
fourni via un estimateur de Yi sur Xi ·ϕ0 et convergera donc a` la vitesse unidimensionnelle.
On rappelle que, en de´finissant g comme la fonction de re´gression de Yi par rapport aux
Xi, l’hypothe`se H0 est e´quivalente a`
∃g1, ∃ϕ0 g(x) = g1(x · ϕ0) PXi − p.s. (4.15)
Dans la suite, nous appellerons fonction de lien, la fonction g1 et axe du mode`le le vecteur
ϕ0.
Le but de notre e´tude est de construire une proce´dure de test de l’hypothe`se H0.
A notre connaissance, le seul test existant actuellement de l’hypothe`se H0 telle qu’e´crite
ci-dessus, apparaˆıt dans l’article de Fan et Li (1996). Il s’appuie sur une statistique, conve-
nablement norme´e, base´e sur les re´sidus Yi − ĝ1(Xi · ϕ̂), ou` ĝ1 (resp. ϕ̂ ) est estime´ non
parame´triquement (resp. par la me´thode ade introduite par Powell, Stock et Stoker en
1989) sous l’hypothe`se H0. Les auteurs montrent que le test est convergent a` un niveau
fixe´, mais n’e´tudient pas son comportement sous une suite d’alternatives du type :
H1,n,c : g(x) = g1(x · ϕ0) + cn−1/2g2(x),
ou` g2 ne s’e´crit pas sous la forme h(x ·ϕ0). Nous nous proposons ici de de´finir un test dont
la puissance sous une suite d’hypothe`ses du type pre´ce´dent tend vers 1.
D’autres tests ont e´te´ e´tudie´s pour des hyptohe`ses connexes a` H0. On peut citer Ha¨rdle
et Horowitz (1996), Ha¨rdle, Sperlich et Spokoiny (1997) et Horowitz et Spokoiny (2001).
Ces deux derniers conside`rent une approche minimax du proble`me de test. Cependant ces
tests correspondent a` une hypothe`se H0 parame´trique, par exemple g(x) = g0(x ·ϕ0) avec
g0 fixe´e et connue.
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Le test qui suit, base´ sur un estimateur ϕ̂ de ϕ0, est construit par une me´thode, a` notre
connaissance entie`rement nouvelle, qui prend en compte une caracte´risation ge´ome´trique
de l’hypothe`se de direction re´ve´latrice unique.
La technique a` mettre en œuvre pour la de´finir e´tant tre`s lourde nous allons simplement,
dans cette introduction, donner l’ide´e de cette proprie´te´ dans le cas ou` d = 2. On conside`re
θ0 un vecteur de direction orthogonale a` ϕ0 et les deux cylindres de direction θ0, S1 et S2
donne´s sur la figure 4.4. Sous H0, g est une fonction de x ∈ R2, qui ne varie que suivant
la valeur de la trace de x sur ϕ0, on a donc
IS1 =
∫
S1
g(y)dλ(y)
/ ∫
S1
dλ(y) =
∫
S2
g(y)dλ(y)
/ ∫
S2
dλ(y) = IS2 ,
ou` λ est la mesure de Lebesgue sur R2 et en notant IS l’inte´grale moyenne de g sur un
cylindre S (un rectangle ici).
u
ϕ0
θ0
S2S1
Fig. 4.4 – Cylindres de direction θ0
u
ϕ0
θ0
ϕ
θ
S2
S1
Fig. 4.5 – Cylindres de direction θ
Conside´rant maintenant une direction ϕ 6= ϕ0, les traces sur ϕ0 des cylindres d’axe θ ⊥ ϕ
e´tant distinctes, les valeurs de IS sont distinctes, cf. figure 4.5. Cette remarque est a` la
base de notre caracte´risation ge´ome´trique. Pour capturer le fait que IS reste constante
ou non suivant la direction de l’axe des cylindres et a` u fixe´, on calcule la moyenne par
rapport a` S ( les centres et longueurs des cylindres varient) des inte´grales IS , a` ϕ et u
fixe´s ; on note V (u, ϕ) le re´sultat. On de´finit alors une mesure de variation, note´e W (ϕ),
des inte´grales IS correspondant a` la direction ϕ par rapport a` leur moyenne, en sommant
les carre´s des e´carts entre les IS et leurs moyennes V (u, ϕ), d’abord sur S (la largeur et le
centre varient) puis sur u. La quantite´ W (ϕ) peut servir a` caracte´riser ϕ0 et H0, puisque
W (ϕ0) est nulle sous H0.
Clairement si nous savons estimer
∫
S g dλ pour tout cylindre S, nous disposerons d’un
estimateur Ŵ (ϕ), donc d’un estimateur de ϕ0 en en prenant l’Argmin. L’estimateur de IS
peut re´sulter de la remarque suivante∫
S
g dλ = E
[
Yi I{Xi∈S}/f(Xi)
]
,
ou` f est la densite´ de Xi. La de´finition de l’estimateur de
∫
S g dλ de´pendra donc essentiel-
lement de l’estimateur choisi pour la quantite´ 1/f(Xi).
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Dans le cas ge´ne´ral le proble`me ne´cessite la de´finition soigneuse d’un grand nombre de
quantite´s. La travail correspondant sera ainsi divise´ en cinq chapitres.
Le premier chapitre consiste en la formalisation et la ge´ne´ralisation de la proprie´te´ donne´e
dans l’exemple pre´ce´dent. On y exprime un crite`re pour que H0 soit ve´rifie´e, base´ sur la
caracte´risation suivante, qui sera pre´cise´e par la suite : si on conside`re des “cylindres” de
meˆme axe et de bases congruentes, les inte´grales moyennes de la fonction de re´gression
sur ces cylindres sont invariantes par changement de cylindre si et seulement si l’axe de
ceux-ci est orthogonal a` l’axe ϕ0. Le travail est alors se´pare´ en quatre sous-paragraphes :
le premier de´finit la notion de cylindres axiaux ; dans le deuxie`me on montre que H0 est
e´quivalente a` la proprie´te´ donne´e ci-dessus ; on en de´duit ensuite une condition globale qui
s’e´crit pour une certaine statistique W , “W (ϕ0) = 0” ; dans le dernier point, on de´finit
les statistiques permettant d’utiliser la proprie´te´ pre´ce´dente : estimation de l’inte´grale
moyenne de g sur un cylindre S, IS et estimateur de W .
Les trois chapitres suivants donnent les re´sultats de convergence de ÎS , estimateur de IS ,
et ceux concernant ϕ̂ et Ŵ (ϕ̂), qui sont respectivement les estimateurs de ϕ0 et W (ϕ0).
Le dernier chapitre est consacre´ a` la convergence du test sous H0 et sous diffe´rentes alter-
natives.
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Chapitre 5
Approche ge´ome´trique de la
condition H0
5.1 Les cylindres
Soit Q un sous-ensemble compact de Rd convexe et Θ = {θ ∈ Rd , ‖θ‖ = 1}.
Nous allons de´finir un outil essentiel pour la suite : les “cylindres”.
De´finition 5.1.1. Soit θ ∈ Θ, θ ⊥ ϕ
Soit Rθx une sphe`re, de rayon r fixe´, de centre x, non de´ge´ne´re´e, appartenant a` l’hyperplan
orthogonal a` θ passant par x.
On de´finit alors le cylindre S = S(s,Rθx) comme e´tant le produit direct de Rθx et d’un
segment de longueur s orthogonal a` Rθx, qui a son centre au centre, x, de Rθx. On dira
que s et Rθx sont respectivement la “largeur” et la “base” de S(s,Rθx).
Plus pre´cise´ment, si on comple`te (θ, ϕ) en une base orthonormale de Rd, on a (ϕi)i=1,...,d
avec ϕ1 = θ et ϕ2 = ϕ.
S(s,Rθx) =
{
y ∈ Rd/y · θ ∈ [x · θ − s/2,x · θ + s/2],
d∑
i=2
(y · ϕi − x · ϕi)2 ≤ r2
}
Les figures 5.1 illustrent la de´finition applique´e aux cas d = 2 et d = 3.
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•x
Rθ
ϕ
θ
s
r
ϕ
θ
s
x
•Rθ
Fig. 5.1 – Cylindres en dimensions 2 et 3.
De´finition 5.1.2. On dira que deux cylindres S(s,Rθx) et S(s′,Rθx′) sont axiaux si
– leurs bases sont congruentes, i.e. elles ont la meˆme projection sur un plan orthogonal
au vecteur θ ;
– ils ont le meˆme axe de direction θ ;
– leurs centres sont sur un meˆme segment α = αθ paralle`le a` la direction θ.
Les figures 4.4 et 4.5 illustrent cette de´finition. Plus pre´cise´ment :
Si S(s,Rθx) et S(s′,Rθx′) sont des cylindres axiaux, alors en utilisant les notations de la
de´finition : x et x′ sont tels que (x− x′) est paralle`le a` θ et pour tout v ∈ R
{
y ∈ Rd/y·ϕ1 = v,
d∑
i=2
(y·ϕi−x·ϕi)2 ≤ r2
}
=
{
y ∈ Rd/y·ϕ1 = v,
d∑
i=2
(y·ϕi−x′·ϕi)2 ≤ r2
}
5.2 Un premier crite`re de l’hypothe`se sim
Dans toute la suite Q est un ensemble de Rd, compact et convexe. Soit g une fonction
de´finie sur Q.
Pour un cylindre S ⊆ Q, on de´finit
IS(g) =
{∫
S
g(x) dx
}/(∫
S
dx
)
, (5.1)
inte´grale moyenne de g sur S. Ainsi la proprie´te´ ge´ome´trique s’e´crit de la fac¸on suivante :
Proprie´te´ 5.2.1 (Caracte´risation ge´ome´trique des sim). La condition portant sur la
fonction de re´gression :
g(x) = g1(x · ϕ0) pour tout x ∈ Q, (5.2)
ou` g1 est une fonction d’une variable re´elle, est e´quivalente a` l’existence d’un vecteur ϕ0
tel que pour tout vecteur θ ⊥ ϕ0, tout segment αθ de direction θ et r > 0, IS(s,Rθx)(g) ne
varie pas avec les couples (s,Rθx) tels que s > 0, Rθx est une boule dans le plan orthogonal
a` θ de rayon r et centre´e en x sur αθ et S(s,Rθx) ⊆ Q.
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ϕ0
θ
Fig. 5.2 – Fonction de re´gression a` direction re´ve´latrice ϕ0 ∈ R2 .
De´monstration.
Sens direct.
Soit θ ⊥ ϕ0, αθ un segment de direction θ, repe´re´ par un point terminal v.
Soit r > 0 fixe´. Conside´rons deux cylindres axiaux S(s,Rθx) et S(s′,Rθx′). On veut faire
un changement de variable dans l’inte´grale multiple (5.1) : on comple`te (θ, ϕ0) en une base
de Rd : (ϕi)i=1,...,d avec ϕ1 = θ et ϕ2 = ϕ0. On pose wi = y.ϕi , d’ou` y =
n∑
i=1
wiϕi.
Il faut alors reparame´triser les cylindres : soit P le sous-espace engendre´ par les vecteurs
(ϕi)i=2,...,d et passant par l’extremite´ v de αθ
S(s,Rθ) =
{
y/y · θ ∈ [x · θ − s/2,x · θ + s/2], (y · ϕi)i=2,...,d ∈ ProjP(Rθ)
}
=
{
y/y · θ ∈ [x · θ − s/2,x · θ + s/2],
d∑
i=2
(y · ϕi − v · ϕi)2 ≤ r2}
=
{
w/w1 ∈ [x · θ − s/2,x · θ + s/2],
d∑
i=2
(wi − v · ϕi)2 ≤ r2
}
De meˆme pour S(s′,Rθx′) on obtient :
S(s′,Rθx′) =
{
w/w1 ∈ [x′ · θ − s′/2,x′ · θ + s′/2],
d∑
i=2
(wi − v · ϕi)2 ≤ r2
}
En effet ces deux cylindres sont congruents et ne diffe`rent donc que par l’emplacement de
leur centre sur αθ et par la largeur du cylindre, information qui est contenue dans w1.
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Ainsi
IS(g) =
∫
Θd−1(v˜,r)
g1(w2) dw
(1)
∫ x·θ+s/2
x·θ−s/2
dw1∫
Θd−1(v˜,r)
dw(1)
∫ x·θ+s/2
x·θ−s/2
dw1
,
IS(g) =
∫
Θd−1(v˜,r)
g1(w2) dw
(1)∫
Θd−1(v˜,r)
dw(1)
,
ou` v˜ = (v · ϕ2, . . . ,v · ϕd), w(1) = (w2, · · · , wd) et Θd−1(v˜, r) est la sphe`re en dimension
(d− 1), de centre v˜ et de rayon r. Finalement
IS(s,Rθx) = IS(s′,Rθx′ ).
Re´ciproque.
On montre la re´ciproque par l’absurde. Un mode`le n’est pas un sim s’il ve´rifie
∀ϕ ∈ Θ, ∃x1,x2 ∈ Q tel que x1 · ϕ = x2 · ϕ et g(x1) 6= g(x2).
Montrons que l’on peut supposer que x1 et x2 ne sont pas sur le bord de Q :
Si x1 ∈ Fr(Q) :
g(x1) 6= g(x2) ⇒ ∃Vo ∈ V(g(x1)) et Uo ∈ V(g(x2)) tels que Vo ∩ Uo = ∅
Or g est continue en x1, donc
∃B(x1, ro) = W 1o ∈ V(x1) telle que g(W 1o ) ⊂ Vo, (5.3)
alors l’hyperplan Ho = {x,x · ϕ = x1 · ϕ} est d’intersection non vide avec W 1o et on peut
choisir x′1 ∈W 1o qui n’est pas sur la frontie`re de Q et tel que x′1 · ϕ = x1 · ϕ.
Or si Ho est tangent au bord en x1, alors x′1 /∈ Q, mais dans ce cas x2, qui appartient aussi
a` Ho, n’est plus dans Q. On aboutit a` une contradiction, ce cas n’est donc pas possible.
On peut donc toujours se ramener a` x1 ∈ Int(Q).
On peut faire de meˆme pour x2.
On suppose maintenant que x1 et x2 sont dans l’inte´rieur de Q, on peut alors trouver
B(x1, r1o) ⊂ W 1o ∩ Q et B(x2, r2o) ⊂ W 2o ∩ Q, ou` W io est de´fini comme dans (5.3), tels que
g(B(x1, r1o)) ∩ g(B(x2, r2o)) = ∅.
De plus comme g est a` valeurs re´elles et est continue, on peut supposer par exemple que
g(y) > g(z), ∀y ∈ B(x1, r1o), ∀z ∈ B(x2, r2o) (5.4)
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Pour i = 1, 2, si s et r sont suffisamment petits, il existe un cylindre Si = S(s,Rθxi) tel
que Si ⊂ B(xi, rio), ou` θ est la direction de l’axe passant par x1 et x2. On remarque que
S2 est obtenu a` partir de S1 par la translation, qui transforme x1 en x2. De plus x1 et x2
sont bien sur un meˆme axe de direction θ ⊥ ϕ, car (x1 − x2) · ϕ = 0.
D’ou` IS2(g) =
∫
S1
g(t(y))dy /
∫
S1
dy et donc en utilisant (5.4)
IS1(g) > IS2(g).
Finalement on a trouve´ deux inte´grales moyennes de g sur des cylindres axiaux de valeurs
distinctes. La caracte´risation par IS n’est donc pas ve´rifie´e. Ce qui ache`ve la preuve. 
La de´monstration pre´ce´dente laisse penser qu’il faut pouvoir prendre des cylindres aussi
petit que l’on veut pour de´tecter la forme du mode`le. En fait ce n’est ni ne´cessaire, ni
souhaitable.
En effet pour de´tecter le fait qu’un mode`le ne soit pas un sim il faut que la taille des
cylindres ne soit pas trop petite, sinon les variations de l’inte´grale
∫
Sg dλ vont eˆtre ab-
sorbe´es par le volume de
∫
S dλ. D’autre part pour de´terminer la valeur de ϕ on utilise ces
inte´grales sur des cylindres dont la taille doit eˆtre minore´e, cf. chapitre 8 .
En fait on va travailler avec des cylindres relativement grands dans le sens ou` leur taille
ne convergera pas vers 0 quand n tend vers l’infini. Le rayon r ne jouera donc pas le roˆle
de la largeur de feneˆtre traditionnelle.
Pour expliquer pourquoi on peut se fixer la taille de cylindre, on de´veloppe les arguments
pour le cas d = 2. Pour celui-ci les bases des cylindres sont des segments et les cylindres
sont des rectangles.
Pour des raisons techniques qui apparaˆıtront par la suite, afin d’e´viter les effets de bord,
on conside`re les valeurs de g(x) uniquement pour x ∈ Qδ, ou` δ > 0 e´tant fixe´ Qδ est de´fini
par
Qδ = {x ∈ Q/ d(x, F r(Q)) > δ} . (5.5)
Pour δ > 0 fixe´, on pourra choisir l, s1 > 0, s2 > s1 tels que pour tout θ ∈ Θ
Qδ ⊂
⋃
s∈[s1,s2],r≥l
S(s,Rrθx) ⊂ Q,
ou` Rrθx est la sphe`re des rayon r de centre x appartenant a` l’hyperplan orthogonal a` θ et
passant par x.
Comme Q est compact, on le recouvre par une union finie de ces cylindres S(s,Rrθx). On
retire de l’union ceux qui recouvrent uniquement Q \ Qδ. On obtient alors
Qδ ⊂
⋃
S(s,Rrθx) ⊂ Q
Le choix de r, s1 et s2 sera donne´ dans le paragraphe 5.3.
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On va montrer que pour de´tecter pour tout ϕ ∈ Θ, l’existence de x1 et x2 dans Qδ tel que
x1 · ϕ = x2 · ϕ et g(x1) 6= g(x2), il suffit de prendre des bases de rayon compris entre l/2
et l.
On conside`re les cylindres d’axe θ ⊥ ϕ, de largeur s ∈ [s1, s2] et de base Rθx de rayon l,
contenant x1 et x2.
Si les inte´grales moyennes sur deux cylindres de meˆme trace sur ϕ sont diffe´rentes, alors
on a fini. Sinon toutes les inte´grales ayant la meˆme trace sont e´gales. Comme le centre
de chaque cylindre varie continuˆment sur un segment, on peut conside´rer des cylindres
infinite´simaux, i.e. S(0,Rθx) = Rθx.
Comme g(x1) 6= g(x2) il existe R′θx1 et R′θx2 tel que
∫
R′θx1
g dλ 6=
∫
R′θx2
g dλ
On choisit alors la base Rθx1 tel que Rθx1\R′θx1 soit encore un segment (cf. figure 5.3).
u
ϕ0
θ0
R′θx1
Rθx1\R′θx1 Rθx2\R′θx2
R′θx2
x2 ••x1
Fig. 5.3 – Choix de r ∈ [l/2, l]
Ainsi ∫
Rθx1\R′θx1
g dλ 6=
∫
Rθx2\R′θx2
g dλ
Finalement on note R′′θxi celui des deux segments Rθxi et Rθxi\R′θxi qui a une longueur
plus grande que l/2. Toutes les inte´grales sur les cylindres congruents aux cylindres R ′′θxi
ne sont donc pas e´gales. Ainsi toutes les inte´grales sur S(s,R′′θx), ou` R′′θx est de rayon au
moins l/2 et de centre x, ne sont pas e´gales.
On a donc montre´ qu’il n’est pas ne´cessaire de prendre r convergeant 0.
Dans la suite on prendra des cylindres dont les bases auront toutes le meˆme rayon r > 0.
5.3 Crite`re global de l’hypothe`se sim
Notre but est maintenant de mesurer la variabilite´ de IS . Il nous faut capturer les variations
de IS lorsque la direction des cylindres change. On sait que la valeur de IS est constante
sur tous les cylindres dont les axes sont contenus dans un meˆme hyperplan fixe´ orthogonal
a` ϕ0. On va donc conside´rer l’inte´grale des carre´s des e´carts de IS a` sa moyenne suivant
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toutes les directions possibles et tous les hyperplans possibles.
On parame´trise alors la famille des cylindres de la fac¸on suivante (cf. figure 5.4 et 5.5)
– Toutes les bases Rθx sont de meˆme rayon e´gal a` r > 0.
– La largeur s des cylindres variera entre s1 et s2, ou` 0 < s1 < s2 < +∞. Le choix de
r, s1, s2 sera explique´ dans le paragraphe suivant.
– Le centre x de la base Rθx appartient a` un segment αθ ⊆ Q, paralle`le a` θ. On pose
T (αθ) l’ensemble des couples (s,x) tel que s ∈ [s1, s2] et x ∈ αθ.
– Pour localiser les segments αθ, on les indexe par le vecteur v ∈ Q qui repe`re un de leurs
points terminaux : αθ = αθ(v). Nous serons oblige´s de limiter les segments utilise´s de
telle sorte que, inclus dans Q, les points terminaux n’appartiennent pas a` la frontie`re
de Q, pour les raisons expose´es au paragraphe suivant.
– Pour chaque axe ϕ ∈ Θ, on peut de´finir V(ϕ), l’ensemble des v , comme ⋃u∈U(ϕ) V(u, ϕ),
ou` U(ϕ) ⊂ R et V(u, ϕ) = {v ∈ V(ϕ) : v · ϕ = u}, les V(u, ϕ) e´tant choisis de telle sorte
que les extre´mite´s v forment un ensemble connexe.
ϕ
U(ϕ)
αθ(v)
θ
•u •v
Fig. 5.4 – Parame´trisation de Qδ en dimension 3.
On choisit r, s1 et s2 de telle sorte que les cylindres recouvrent Qδ, de´fini par (5.5), c’est-a`-
dire 0 < r < δ et s2 < 2(δ
2 − r2)1/2. En effet on choisit s2 tel que les cylindres admissibles
restent dans Q (centre dans Qδ). Pour cela on impose qu’ils soient inclus dans des boules
de rayon δ, a` r < δ fixe´, cf. figure 5.6. Il faut donc avoir l’ine´galite´ s2/2 ≤
√
δ2 − r2.
Dans la suite, les cylindres S conside´re´s seront ceux qui recouvrent Qδ, dont les centres sont
contenus dans Qδ. Ils seront donc entie`rement contenus dans Q, par les choix pre´ce´dents.
Graˆce a` cette de´finition on va pouvoir passer d’une caracte´risation locale a` une proprie´te´
globale.
On pose Θ(ϕ) = {θ ∈ Θ : θ ⊥ ϕ}.
Si g est un sim d’axe ϕ, le crite`re de la proposition 5.2.1 se re´e´crit :
∀u ∈ U(ϕ) , ∀θ ∈ Θ(ϕ) et ∀(s,x) ∈ T (αθ(v)), ou` v ∈ V(u, θ), IS(s,Rθx)(g) reste constante.
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ϕ0
P = {x/u = ϕ0 · x}
θ
∂Qδ ∩ P
αθ(v) •v
Fig. 5.5 – Parame´trisation des cylindres en dimensions 3.
O• δ2r
s
Fig. 5.6 – Choix de s2
On de´finit alors la valeur moyenne de IS sur les directions θ
V (u, ϕ) =
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
IS(s,Rθx)(g) ds dx∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
ds dx
,
qui est constant, e´gal a` toutes les inte´grales moyennes IS(s,Rθx)(g), si ϕ est l’axe du sim.
Pour mesurer la variation de IS , on conside`re la somme de ses e´carts a` V (u, ϕ) au carre´
sur tous les cylindres, i.e.
W (ϕ) =
∫
U(ϕ)
du
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
{
IS(s,Rθx)(g) − V (u, ϕ)
}2
ds dx . (5.6)
La caracte´risation est alors la suivante :
The´ore`me 5.3.1 (Proprie´te´ globale des sim). Si la condition (5.2) est ve´rifie´e sur Q
alors ∃ϕ0, W (ϕ0) = 0.
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Si ∃ϕ0, W (ϕ0) = 0 alors le mode`le est a` direction re´ve´latrice unique sur Q′, sous-ensemble
de Q recouvert par les cylindres, i.e.
Q′ =
⋃
φ∈Θ
⋃
u∈U(ϕ)
⋃
v∈V(u,ϕ)
⋃
θ∈Θ(ϕ)
⋃
(s,x)∈T {αθ(v)}
S(s,Rθx).
De´monstration.
Sens direct.
D’apre`s ce qui pre´ce`de si on a un sim d’axe ϕ0, W (ϕ0) = 0.
Re´ciproque.
Si W (ϕ0) = 0 , comme W est l’inte´grale d’une fonction continue, voir Annexe 9.2, et
positive, alors
∀u, (s,x), v, θ IS(s,Rθx)(g) = V (u, ϕ0) (5.7)
De plus (s,x; θ) 7→ IS(s,Rθx)(g) est une fonction continue sur un compact, cf. Annexe 9.2,
elle est donc borne´e et atteint ses bornes : Soit u0 fixe´
∃ (s0,x0), v0, θ0, IS(s0,Rθ0x0 )(g) = inf
{
IS(s,Rθx)(g), (s,x), v, θ
}
Ainsi pour u0, (5.7) se re´e´crit∫
V(u0,ϕ0)
dv
∫
Θ(ϕ0)
dθ
∫
T {αθ(v)}
{
IS(s,Rθx)(g)− IS(s0,Rθ0x0 )(g)
}
ds dx = 0.
Ceci est l’inte´grale d’une fonction positive continue donc
∀ (s,x) ,v, θ, IS(s,Rθx)(g) = IS(s0,Rθ0x0 )(g).
Comme on peut montrer ce re´sultat pour tous u0, on obtient la proprie´te´ (5.2.1) du para-
graphe pre´ce´dent pour tout les cylindres d’axe orthogonal a` ϕ0 recouvrant Qδ. Finalement
g est un sim sur Q′. 
Cette dernie`re proprie´te´ nous incite a` de´finir l’hypothe`se nulle comme e´tant
H0 : g est un sim sur Q′ . (5.8)
Ainsi on ne teste pas le mode`le sim sur Q tout-entier, mais sur un sous-ensemble Q ′. Par
la suite on de´finit ϕ0, que H0 soit ve´rifie´e ou non, par
ϕ0 = argmin
ϕ∈Θ
W (ϕ),
il est clair que sousH0 l’axe du sim re´alise le minimum deW (ϕ). De plusH0 est e´quivalente
a` W (ϕ0) = 0. Ainsi la quantite´ W (ϕ) mesure la variation de IS(g) et nous allons donc
l’utiliser dans les deux proble`mes : estimation et test.
Il reste donc a` estimer la valeur de W (ϕ) a` partir d’un e´chantillon i.i.d. et a` en de´duire
un test de H0. Ceci fait l’objet du paragraphe suivant.
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5.4 La me´thode statistique : description
On conside`re le mode`le ge´ne´ral
Yi = g(Xi) + σ(Xi)εi,
ou` g est une fonction de´finie sur un ensemble Q de Rd et a` valeurs dans R ; les erreurs
εi sont des variables ale´atoires inde´pendantes et identiquement distribue´es de moyenne
nulle et de variance unite´ ; la fonction σ est borne´e et positive ; X = {X1, . . . , Xn} est un
e´chantillon ale´atoire de vecteurs de Rd inde´pendants des erreurs et de densite´ f sur Q.
On observe les paires Z = {(X1, Y1), . . . , (Xn, Yn)}.
Compte tenu du paragraphe pre´ce´dent, il nous faut maintenant estimer les quantite´s ca-
racte´ristiques du mode`le : IS(g), V , W .
Si on dispose d’un estimateur de IS(g), note´ ÎS(g), on de´finit alors la mesure empirique
de variation de ÎS(g) pour diffe´rents choix de base Rθx, dont l’axe θ est orthogonal a` ϕ,
de la fac¸on suivante
Ŵ (ϕ) =
∫
U(ϕ)
du
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
{
ÎS(s,Rθx)(g) − V̂ (u, ϕ)
}2
ds dx . (5.9)
ou` V̂ est l’estimateur de la valeur constante V :
V̂ (u, ϕ) =
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
ÎS(s,Rθx)(g) ds dx∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
ds dx
. (5.10)
On obtient finalement un nouvel estimateur de l’axe du sim :
ϕ̂ = argmin
ϕ∈Θ
Ŵ (ϕ).
On peut alors tester l’hypothe`se H0, de´finie en (5.8), en rejetant H0 si Ŵ (ϕ̂) est plus
grand qu’un seuil, qui sera de´termine´ a` l’aide d’une proce´dure bootstrap.
Il nous reste alors a` de´finir un estimateur de IS(g). Plusieurs me´thodes s’imposent a` nous
suivant l’estimateur choisi pour 1/f(Xi).
• Notre premie`re ide´e a e´te´ de faire intervenir la distance au j e`me plus proche voisin dans
l’e´chantillon :
On note Dj(x) la distance de x ∈ Rd a` son j e`me plus proche voisin Xi ∈ X, pour le-
quel Xi 6= x, et Dd(·) repre´sente une combinaison line´aire des Ddj (·), choisie telle que,
uniforme´ment par rapport a` x
E
{
Dd(x)
}
= {n vd f(x)}−1 + O
(
n−3/2
)
, (5.11)
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ou` vd = pi
d/2/Γ
(
1 + 12d
)
est le volume de la boule unite´ en dimension d. L’annexe 11.2.2
fournit les combinaisons line´aires donnant un tel de´veloppement. On peut alors ve´rifier
que l’estimateur
I˜S(g) = ‖S‖−1d
n∑
i=1
Yi I(Xi∈S)D
d(Xi) , (5.12)
ou` ‖S‖d de´signe le volume de S, est asymptotiquement sans biais pour v−1d IS(g), cf.
paragraphe 12.2. En revanche dans notre cas nous avons besoin d’une convergence uniforme
de la statistique I˜S . Or Dd(Xi) n’est pas un estimateur consistent de 1/f(Xi), car on a
lim
n→∞L
(
nDd(x)
)
= L
(
Z(x)
f(x)vd
)
,
ou` Z(x) est une variable ale´atoire de loi exponentielle, cf. Annexe 12.3, et ceci pose
proble`me pour obtenir la convergence a` la vitesse n1/2.
• Pour palier ce proble`me, une autre possibilite´ serait de faire intervenir un estimateur de
E [Dd(Xi)|Xi]. On peut par exemple choisir de remplacer Dd(Xi) dans l’expression de I˜S
par
n∑
j=1
Dd(Xi)I‖Xi−Xj‖≤η
/ n∑
j=1
I‖Xi−Xj‖≤η
η repre´sente alors une largeur de feneˆtre.
• Une alternative pour conserver la distance Dd(Xi) est de tronquer la statistique et
d’utiliser les re´sultats de´montre´s par Bickel et Breiman (1983).
Dans les cas pre´ce´dents la loi limite sera suˆrement la somme de deux processus gaussiens
inde´pendants et donc le test en de´coulant sera moins puissant que celui pre´sente´ ici.
• Nous proposons de prendre comme estimateur de f(Xi) :
f̂ (i)(Xi) =
1
nbd
n∑
j = 1
j 6= i
K
(
Xj−Xi
b
)
,
ou` K est un noyau produit a` support compact et b la largeur de feneˆtre de la forme n−κ
avec κ < 1. L’estimateur que l’on choisit pour IS(g) est alors
ÎS(g) = (n‖S‖d)−1
n∑
i=1
Yi I(Xi∈S) [f̂
(i)(Xi)]
−1 .
Dans un premier temps nous allons pre´senter les hypothe`ses lie´es au mode`le et a` la tech-
nique d’estimation de f . Dans les chapitres suivants nous e´tudierons successivement les
proprie´te´s de convergence de ÎS , de l’estimateur de l’axe du sim, ϕ̂ et de la statistique
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de test, Ŵ (ϕ̂). Finalement nous expliquerons en quoi consiste la calibration du test par
bootstrap et les proprie´te´s de celui-ci.
Chapitre 6
Hypothe`ses sur le mode`le
On suppose que les donne´es (Xi, Yi), 1 ≤ i ≤ n sont ge´ne´re´es par le mode`le
Yi = g(Xi) + σ(Xi)εi.
Les hypothe`ses suivantes concernent le mode`le ci-dessus :
Hypothe`se H1. [Variables explicatives] (X1, · · · , Xn) sont des variables ale´atoires
inde´pendantes et identiquement distribue´es de densite´ f de support Q.
Hypothe`se H2. [Support des Xi] Q est un sous-ensemble de Rd non-de´ge´ne´re´, convexe,
compact et dont la frontie`re admet une tangente en tout point.
Hypothe`se H3. [Densite´ des Xi] La densite´ f est se´pare´e de 0 sur Q , i.e.
∃m > 0 tel que ∀x ∈ Q, f(x) ≥ m > 0.
Hypothe`se H4. [Erreurs] Les εi sont des variables ale´atoires inde´pendantes identique-
ment distribue´es de loi N (0, 1). Elles sont aussi inde´pendantes des Xi.
Hypothe`se H5. [Variance] La fonction σ est continue, positive et borne´e sur Q par Mσ.
Hypothe`se H6. [Re´gularite´ de f et g] La fonction de densite´ f admet τ + 1 ≥
d + 2 de´rive´es uniforme´ment borne´es sur Q ; la fonction de re´gression g est continuˆment
de´rivable sur R.
Pour le the´ore`me 8.0.2, on suppose de plus
Hypothe`se H7. [Mode`le a` direction re´ve´latrice unique] La fonction g est a` direction
re´ve´latrice sur Q , i.e. il existe un unique vecteur ϕ0 ∈ Θ = {θ ∈ Rd/‖θ‖ = 1} et une
unique fonction univarie´e g1 telle que g(x) = g1(ϕ0 · x), pour tout x ∈ Q.
Hypothe`se H8. ϕ0 est le minimum de W , voir (5.6), et est atteint de fac¸on quadratique,
i.e. ∃η > 0 et une constante, c3, inde´pendante de ϕ, tels que
|W (ϕ)−W (ϕ0)| > c3‖ϕ− ϕ0‖2 , ∀ϕ/‖ϕ − ϕ0‖ ≤ η
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De´taillons les hypothe`ses concernant la parame´trisation des “cylindres”, explique´e au pa-
ragraphe 5.3. Rappelons que δ > 0 est un re´el quelconque.
Hypothe`se H9. Toutes les bases des cylindres, Rθ, ont le meˆme rayon 0 < r < δ.
Hypothe`se H10. A` θ fixe´, chaque segment αθ = αθ(v) est dans Q et est choisi aussi
grand que possible pour avoir pour tout centre x de cylindre :
x ∈ αθ ∩Qδ .
De plus 0 < s1 < s2 < 2
√
δ2 − r2.
Ainsi les deux hypothe`ses pre´ce´dentes s’interpre`tent de la fac¸on suivante : en prenant r, s1
et s2 suffisamment petits relativement a` δ, on a : pour tout x ∈ αθ, S(s2,Rθx) ∩Qδ 6= ∅,
x ∈ Qδ et pour tout θ ∈ Θ et tout x ∈ αθ, S(s2,Rθx) ⊆ Q.
Hypothe`se H11. Pour tout u et tout ϕ V(u, ϕ) et U(ϕ) sont choisis aussi grands que
possible, tels que l’hypothe`se H10 soit ve´rifie´e.
Hypothe`se H12. La mesure de Lebesgue de V(u, ϕ) est se´pare´e de 0 uniforme´ment pour
u ∈ U(ϕ) et ϕ ∈ Θ.
On donne alors les hypothe`ses concernant l’estimation de la densite´ f par la me´thode des
noyaux
Hypothe`se H13. [Noyau] Le noyau K est une fonction de Rd dans R ayant la forme
suivante :
∀x = (x1, . . . , xd), K(x) =
d∏
i=1
K1(xi),
ou` K1 est un noyau a` support compact K d’ordre τ > d.
Hypothe`se H14. [Largeur de feneˆtre] La largeur de feneˆtre b est choisie telle que
b = n−κ et
1
2τ−1 < κ <
1
2d .
Pour de´finir les distributions asymptotiques de ϕ̂ et Ŵ (ϕ̂) sous l’hypothe`se de sim, on
utilise un processus gaussien ζ(S) de moyenne nulle, indexe´ par les ensembles S et de
covariance de´finie par
cov{ζ(S1), ζ(S2)} =
∫
S1∩S2
σ2(x) f−1(x) dx .
On de´finit
∆(s, u,x, θ, ϕ) = IS(s,Rθx)(g)− V (u, ϕ) . (6.1)
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Proprie´te´ 6.0.1. Il existe une fonction β telle que
∆(s, u,x, θ, ϕ) = (ϕ− ϕ0)T β(s, u,x, θ0, ϕ0) + O(‖ϕ − ϕ0‖), (6.2)
quand ϕ −→ ϕ0 suivant Θ.
De´monstration.
Soit θ ∈ Θ(ϕ) , on pose θ0 = θ0(θ, ϕ) de´fini par :
θ0 ⊥ ϕ0 et θ0 ∈ V ect(θ, ϕ)
alors θ−θ0 = R(ϕ−ϕ0), ou` R est une rotation qui transforme ϕ0 en θ0. Comme l’application
ϕ 7→ ∆(s, u,x, θ, ϕ) est de classe C 1, on peut e´crire
∆(s, u,x, θ, ϕ) = ∆(s, u,x, θ0, ϕ0) + (ϕ− ϕ0)T ∂∆(s, u,x, θ0, ϕ0)
∂ϕ
+ O(‖ϕ− ϕ0‖),
car
∂∆(s, u,x, θ0, ϕ0)
∂ϕ
=
∂∆(s, u,x, θ0 +R(ϕ− ϕ0), ϕ)
∂ϕ
∣∣∣
ϕ=ϕ0
que l’on note dans la suite β(s, u,x, θ0, ϕ0). En utilisant la caracte´risation locale des sim
donne´e dans la proposition 5.2.1, on obtient la relation de´sire´e :
∆(s, u,x, θ, ϕ) = (ϕ− ϕ0)T β(s, u,x, θ0, ϕ0) + O(‖ϕ − ϕ0‖),
lorsque ϕ −→ ϕ0 suivant Θ. 
On de´finit alors des nouvelles quantite´s qui interviennent dans l’expression des limites de
ϕ̂ et Ŵ . Soit ω un vecteur de Rd, on pose
Mξ(u, ϕ0) =
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
ξ(s, u,x, θ0, ϕ0) ds dx∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
ds dx
ou`
ξ(s, u,x, θ0, ϕ0) = ‖S(s,Rθ0x)‖−1d ζ{S(s,Rθ0x)} , (6.3)
et on de´finit
W (ω) =
∫
U(ϕ0)
du
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
[
‖S(s,Rθ0x)‖−1d ζ{S(s,Rθ0x)}
+ωTβ(s, u,x, θ0, ϕ0)−Mξ(u, ϕ0)
]2
ds dx . (6.4)
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On remarque que la fonction W est strictement convexe sur Rd. Elle admet donc bien un
unique minimum. On pose alors
Ω = argmin
ω∈Rd
W (ω). (6.5)
De plus comme
sup
u∈U(ϕ0)
sup
v∈V(u,ϕ0)
sup
θ0∈Θ(ϕ0)
sup
(s,x)∈T {αθ0 (v)}
∣∣ζ{S(s,Rθ0x)}∣∣ = OP(1),
alors
Ω = OP(1) (6.6)
Chapitre 7
E´tude asymptotique de ÎS
Dans toute cette partie et dans un souci de clarete´, nous noterons S le cylindres parame´tre´s
par (θ,x, s) et note´s auparavant S(s,Rθx). De meˆme on omettra la de´pendance en g pour
IS quand il n’y a pas de confusion possible.
Dans cette partie on s’inte´resse aux processus ÎS et IS indexe´s par les cylindres, chacun
de ces termes e´tant de´fini par
ÎS(g) = n−1‖S‖−1d
n∑
i=1
Yi I(Xi∈S) [f̂
(i)(Xi)]
−1 , IS(g) = ‖S‖−1d
{∫
S
g(x) dx
}
, (7.1)
avec f̂ (i)(Xi) =
1
nbd
n∑
j = 1
j 6= i
K
(
Xj−Xi
b
)
et ‖S‖d =
∫
S
dx .
On note C l’ensemble des cylindres recouvrant Qδ , strictement inclus dans Q ; S varie
donc dans C. Nous voulons obtenir la convergence faible de (ÎS − IS) a` la vitesse
√
n et
l’ordre uniforme de cette quantite´. Pour cela on de´compose ‖S‖dÎS en deux processus AS
et BS(g), de´finis par
AS = n−1
n∑
i=1
σ(Xi) I(Xi∈S) [f̂
(i)(Xi)]
−1 εi , BS(g) = n−1
n∑
i=1
g(Xi) I(Xi∈S) [f̂
(i)(Xi)]
−1 ,
et ‖S‖d ÎS(g) = AS +BS(g). De plus, on notera
ζn(S) = n1/2‖S‖d(ÎS(g)− IS(g)).
Dans un premier temps, nous allons e´tudier les processus AS et BS(g), puis nous en
de´duirons la convergence du processus ζn.
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7.1 E´tude du processus AS
Le but de cette partie est de montrer la convergence faible de ce processus et la majoration
uniforme suivante :
supC
∣∣AS ∣∣ = OP(n−1/2) . (7.2)
Pour e´tudier AS , nous allons de´composer ce processus en quatre parties provenant du
de´veloppement suivant :
1
f̂ (i)(Xi)
=
1
f(Xi)
− f̂
(i)(Xi)− f(Xi)
f2(Xi)
+OP
(
(f̂ (i)(Xi)− f(Xi))2
f3(Xi)
)
. (7.3)
Ainsi on peut de´composer AS de la fac¸on suivante :
AS = AS,1 −AS,2 −AS,3 +OP(AS,4),
avec
AS,1 = n−1
n∑
i=1
σ(Xi)
f(Xi)
I(Xi∈S)εi , (7.4)
AS,2 = 1n(n−1)bd
n∑
i=1
n∑
j = 1
j 6= i
{
γAS (Xi)K
(
Xj−Xi
b
)
εi
−E
[
γAS (Xi)K
(
Xj−Xi
b
)
εi
∣∣∣Xi, εi]} , (7.5)
AS,3 = 1n(n−1)bd
n∑
i=1
n∑
j = 1
j 6= i
E
[
γAS (Xi)K
(
Xj−Xi
b
)
εi
∣∣∣Xi, εi]
− 1
n
n∑
i=1
γAS (Xi)f(Xi)εi , (7.6)
AS,4 = n−1
n∑
i=1
(f̂ (i)(Xi)− f(Xi))2|εi| , (7.7)
ou` γAS (Xi) =
σ(Xi)
f2(Xi)
I(Xi∈S).
On montre que le premier terme est de l’ordre de n−1/2 et que les suivants sont ne´gligeables
devant celui-ci.
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7.1.1 Convergence et majoration uniforme de AS,1
On remarque tout d’abord que pour S fixe´, AS,1 est une somme de variables ale´atoires
inde´pendantes que nous pouvons e´crire
AS,1 = n−1
n∑
i=1
σ(Xi)
f(Xi)
εi IS×R(Xi, εi) = n−1
n∑
i=1
hS(Xi, εi),
ou` hS(x, y) =
σ(x)
f(x)
y IS×R(x, y). Le terme AS,1 apparaˆıt alors comme un processus empi-
rique sur la classe de fonctions
H1 =
{
hS ; hS(x, y) =
σ(x)
f(x)
y IS×R(x, y), S ∈ C
}
.
Si on montre que cette classe de fonctions est euclidienne, alors en utilisant des ine´galite´s
maximales de Sherman (1994) et un the´ore`me central limite pour les processus empiriques,
on obtiendra les re´sultats souhaite´s.
H1 classe de fonctions euclidienne :
Lemme 7.1.1. Soit H1 la classe de fonctions de´finie ci-dessus, alors H1 est une classe
de fonctions euclidienne.
De´monstration.
• C est une classe d’ensembles de Vapnik - Chervonenkis. On dira une VC-classe. Pour
obtenir ce re´sultat on introduit l’ensemble des ellipses sur Rd :
E =
{
(x− a)TΣ−1(x− a) ≤ 1,Σ matrice syme´trique de´finitive positive,a ∈ Rd
}
E est une VC-classe, car en posant Si on pose
gΣ,a(x) = −(x− a)TΣ−1(x− a) + 1 = −xTΣ−1x + 2aTΣ−1x− aTΣ−1a + 1,
alors G = {gΣ,a(x),Σ matrice syme´trique de´finitive positive,a ∈ Rd} est l’espace des po-
lynoˆmes a` d inde´termine´es de degre´ infe´rieur ou e´gal a` deux et a` coefficients donne´s par
une matrice syme´trique de´finie positive et par un vecteur de Rd. La dimension de G est
donc d(d+ 1)/2 + d.
Or on peut re´e´crire E de la fac¸on suivante
E =
{{x : gΣ,a(x) ≥ 0} , pour gΣ,a(x) ∈ G}.
On sait alors, cf. Devroye et Lugosi (2000), que E est une VC-classe de VC-dimension
infe´rieure ou e´gale a` d(d+3)2 . Utilisons cette famille pour montrer que C est aussi une VC-
classe.
Chaque cylindre S peut eˆtre obtenu a` partir d’un cylindre particulier S0 : soit S0 le cylindre
de centre O, d’axe Ox1, de rayon r et de longueur 1. Si on note
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– Ds la dilatation d’axe Ox1 et de rapport s ∈ [s1, s2] ;
– Rθ la rotation de centre O, qui transforme l’axe Ox1 en θ ;
– tx la translation, qui envoie O au centre x de S ;
et on pose Tr,θ,s = tx ◦ Rθ ◦Ds, alors Tr,θ,s(S0) = S.
x2
x1
ES0
S0
O
r
1
Fig. 7.1 – Cylindre S0 en dimensions 2 et son ellipse ES0 .
Pour ce cylindre S0, on peut conside´rer une ellipse ES0 , qui lui est circonscrite et donne´e
par la fonction g(x) = 1− xTΣ−1x, avec Σ = diag (1/2, 2r2, · · · , 2r2) .
La transformation Tr,θ,s envoie donc ES0 sur ES , ellipse circonscrite a` S.
Ceci nous permet de de´finir l’application Ψ : C → E, telle que Ψ(S) = ES . L’image EC de
cette application est un sous ensemble E qui est une VC-classe et donc EC en est une. Or
on peut e´crire C = Ψ−1(EC), donc C est une VC-classe.
• C × R est une VC-classe. En conside´rant la projection p de Rd+1 dans Rd, orthogonale
a` xd+1, alors
C × R = p−1(C),
et par les proprie´te´s des VC-classes, cf. Pollard (1984), on peut en de´duire que C × R est
une VC-classe.
• H1 est une classe de fonctions euclidienne. Rappelons que
H1 =
{
hS / hS(x, y) =
σ(x)
f(x)
y IS×R(x, y), S ∈ C
}
alors en utilisant des proprie´te´s des VC-classes, cf. Annexe 10.2, on en de´duit que H1 est
une classe euclidienne. 
Majoration uniforme de AS,1 :
Pour cela, on utilise les re´sultats de Sherman (1994) sur la majoration uniforme des
U -processus. On remarque que H1 est une classe de fonctions euclidienne :
– elle est de´ge´ne´re´e, car pour tout hS ∈ H1, E hS(X, ε) = 0 par inde´pendance des
variables et par centrage de ε ;
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– elle admet une enveloppe de carre´ inte´grable, car la fonction σ e´tant borne´e par Mσ
sup
hS∈H1
|hS(x, y)| ≤ Mσ|y|
f(x)
IQ×R(x, y) = H(x, y)
et
E [H(X, ε)2] ≤Mσ
(∫
Qδ
dx
f(x)
)
E [ε2] <∞.
On a alors en utilisant le corollaire 4(ii) de Sherman (1994)
supC
∣∣AS,1∣∣ = OP(n−1/2) . (7.8)
Convergence faible de AS,1 :
Proprie´te´ 7.1.1. Sous les hypothe`ses du chapitre 6
n1/2A·,1
w−−→ ζ(·),
ou` ζ(·) est un processus gaussien indexe´ par les cylindres de C d’espe´rance nulle et de
covariance
cov(ζ(S1), ζ(S2)) =
∫
S1∩S2
σ2(x)
f(x)
dx.
De´monstration. En utilisant les the´ore`mes classiques de convergence dans le cas des
processus empiriques pour des classes de fonctions euclidiennes d’enveloppe deux fois
diffe´rentiable, cf. Van der Vaart et Wellner (1996), p141, on a
n1/2(A·,1 − E (h·(X, ε))) w−−→ G(·),
ou` G est donne´ par la convergence des marginales et ici E (h·(X, ε)) = 0. Pour k fixe´ et un
k-uplet (S1, · · · ,Sk) de cylindres, un the´ore`me central limite multidimensionnel fournit
n1/2(AS1,1, · · · , ASk ,1) L−−−→ N k(0,Σ),
ou` les covariances sont donne´es pour i, j ∈ {1, . . . , k} :
Σi,j = E [σ(X)
2/f(X)2 ISi∩Sj (X)ε
2]
=
∫
Si∩Sj
σ2(x)
f(x)
dx,
ce qui ache`ve la de´monstration. 
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7.1.2 E´tude du U-processus AS,2
Proprie´te´ 7.1.2. Sous les hypothe`ses du chapitre 6,
supC |AS,2| = OP(n−1/2). (7.9)
De´monstration. On rappelle que
bdAS,2 =
1
n(n− 1)
n∑
i=1
n∑
j = 1
j 6= i
{
γAS (Xi)K
(
Xj−Xi
b
)
εi
−E
[
γAS (Xi)K
(
Xj−Xi
b
)
εi
∣∣∣Xi, εi]} ,
=
1
n(n− 1)
n∑
i=1
n∑
j = 1
j 6= i
{
hAS,b(Zi, Zj)− E [hAS,b(Zi, Zj)|Zi]
}
,
ou` Zi = (Xi, εi) et pour zi = (xi, i) on a h
A
S,b(z1, z2) = γ
A
S (x1)ε1K
(
x2−x1
b
)
. On de´finit
alors
H2 =
{
h˜AS,b / h˜
A
S,b(·, ·) = hAS,b(·, ·) − E [hAS,b(·, Z)], S ∈ C, b ∈]0, 1]
}
.
Nous sommes donc en pre´sence d’un U -processus d’ordre 2, de´ge´ne´re´, de´fini pour la famille
de fonctions H2. En utilisant les lemmes de Nolan et Pollard (1987) et de Pakes et Pollard
(1989), on peut montrer que cette famille de fonctions est une famille euclidienne (cf.
Annexe 10.2). Le corollaire 4(ii) de Sherman (1994) nous fournit alors
sup
S,b
|bdAS,2| = OP(n−1)
c’est-a`-dire e´tant donne´ que b = n−κ et dκ < 1/2
supC |AS,2| = OP(n−1b−d) = OP(n−1/2).

7.1.3 Vitesse de convergence de AS,3
Proprie´te´ 7.1.3. Sous les hypothe`ses du chapitre 6
supC |AS,3| = OP(n−1/2). (7.10)
La de´marche utilise´e ici est diffe´rente, elle fait intervenir un re´seau de cylindre. Elle sera
utilise´e a` plusieurs reprises et se de´compose de la fac¸on suivante :
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– il faut d’une part obtenir l’ordre suivant
supC P
{
|AS ,3| > n−(1/2)−η0
}
= O(n−C1) ,
ceci fera l’objet du lemme 7.1.2 ;
– on utilise ensuite une technique mise en œuvre dans Stone (1984) : on introduit un
re´seau de cylindres de cardinal fini, d’ordre polynomiale en n, qui recouvre “assez bien”
l’ensemble tout entier, selon un crite`re qui sera de´fini plus bas. Ce choix fait l’objet de
lemme 7.1.3 et pour celui-ci on obtient
supC |AS,3 −AS′,3| = OP
(
n−1/2
)
,
ou` S ′ est l’e´le´ment du re´seau associe´ a` S, cf. lemme 7.1.5
En combinant ces deux re´sultats, on obtient l’ordre de AS,3 uniforme´ment sur C.
Lemme 7.1.2. Pour tout C1 > 0, il existe η0 > 0 inde´pendant de C1.
supC P
{
|AS ,3| > n−(1/2)−η0
}
= O(n−C1) . (7.11)
De´monstration. On rappelle que
AS,3 = n−1
n∑
i=1
γAS (Xi){µb(Xi)− f(Xi)}εi := n−1
n∑
i=1
Ziεi,
ou` µb(Xi) = E
[
b−dK
(
X−Xi
b
)
|Xi
]
. On peut alors de´montrer en utilisant l’ordre du noyau
et la re´gularite´ de la densite´ f , que
µb(x) = f(x) +O(bτ ), uniforme´ment en x . (7.12)
L’outil principal est l’ine´galite´ sur les martingales de Rosenthal, cf. Hall et Heyde (1980),
p.23. En effet nAS,3, en tant que somme de variables ale´atoires inde´pendantes centre´es,
est une martingale par rapport a` la filtration Fn = {(Xi, εi), i = 1, . . . , n}. Soit k un entier
strictement positif, il existe alors une constante C qui de´pend uniquement de k telle que
E |nAS,3|k ≤ C2
E [ n∑
i=1
E (Z2i ε
2
i |Fi−1)
]k/2
+
n∑
i=1
E (|Zi|k |εi|k)
 ,
≤ C2
E [ n∑
i=1
E (Z2i )
]k/2
+
n∑
i=1
E (|Zi|k)Mk
 ,
≤ C2
([
nE (Z2i )
]k/2
+ nMkE (|Zi|k)
)
.
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Or par de´finition de Zi et en utilisant le de´veloppement (7.12), on peut e´crire pour tout
l ∈ N
E |Zi|l =
∫
S
σ(x)l
f(x)2l
(µb(x)− f(x))lf(x) dx,
≤ O
(
blτ
)
,
inde´pendamment de S. Finalement
E |nAS,3|k ≤ O(bτn1/2)k +O(bτn1/k)k.
Alors en utilisant l’ine´galite´ de Markov
P(|AS,3| > n−1/2−η0) ≤ n
−2k
E |nAS,3|2k
(n−1/2−η0)2k
= O
(
bτn−1/2+1/2+η0
)2k
,
= O
(
n−2kε
)
,
l’existence de ε > 0 est assure´e par le choix d’un η0 tel que 0 < η0 < τκ. Finalement
supC P
{
|AS ,3| > n−(1/2)−η0
}
= O(n−C1) , ∀C1 > 0 et η0 inde´pendant de C1 (7.13)

Lemme 7.1.3. Il existe une sous famille C ′ de la famille des cylindres C, de cardinal
d’ordre polynomial, i.e. |C ′| = O(nC2) avec C2 assez grand pour que
supC
n∑
i=1
IXi∈S∆S′ = OP(1) (7.14)
De´monstration. On introduit tout d’abord quelques notations : soit T un ensemble de
R
d, on note d(x, T ) = infy∈T |x− y|, la distance du point x ∈ Rd a` l’ensemble T et ∂T
la frontie`re de l’ensemble T . On de´finit un voisinage autour de cette frontie`re de la fac¸on
suivante T † = {x ∈ Rd / d(x, ∂T ) ≤ n−2}.
On choisit C ′ assez fine telle que, pour tout S ∈ C, il existe un cylindre S ′ ∈ C′ qui ve´rifie
S∆S ′ ⊂ (S ′)†, (cf. figure 7.2).
Ainsi on choisit C2 assez grand pour avoir |C ′| = O(nC2) et la proprie´te´ ci-dessus. Dans ce
cas pour tout (S,S ′) ainsi associe´s, on a
n∑
i=1
IXi∈S∆S′ ≤
n∑
i=1
IXi∈(S′)† ,
donc
supC
n∑
i=1
IXi∈S∆S′ ≤ supC′
n∑
i=1
IXi∈(S′)† .
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(S ′)†
S
S ′
Fig. 7.2 – Construction du re´seau dans R2 (l’aire grise´e repre´sente S∆S ′).
Montrons que supC′
n∑
i=1
IXi∈(S′)† = OP(1).
Soit N(S′) =
n∑
i=1
IXi∈(S′)† , c’est-a`-dire le nombre de Xi dans (S ′)†. Par de´finition, N(S ′)
est une variable ale´atoire de loi B(n, q(S ′)), ou` q(S ′) = P(X ∈ (S ′)†) =
∫
(S′)†
f(x)dx. Or
on sait que le volume de (S ′)† est de l’ordre n−2 :
Vol((S ′)†) ≤ Vol(S(s+ n−2, r + n−2))−Vol(S(s− n−2, r − n−2)) ≤ O (n−2) ,
donc q(S ′) = O(n−2), uniforme´ment en S ′, puisque s ∈ [s1, s2].
Soit k un entier fixe´ dans {1, . . . , n},
P(N(S ′) ≥ k) =
n∑
p=k
Cpn q(S ′)p [1− q(S ′)]n−p,
= O(n−2kCkn) = O(n−k), uniforme´ment sur les S ′.
Si k > C2, ce qui est possible car n tend vers l’infini et C2 est fixe´, alors
P(supC′N(S ′) ≥ k) ≤ O(nC2−k) = O(1)
Conclusion. Il existe k tel que
P
(
supC
n∑
i=1
IXi∈S∆S′ ≥ k
)
≤ P
(
supC′
n∑
i=1
IXi∈(S′)† ≥ k
)
= O(1),
ce qui ache`ve la preuve. 
Nous pouvons alors e´tablir les deux re´sultats qui serviront directement a` l’obtention
de (7.10).
106 CHAPITRE 7. E´TUDE ASYMPTOTIQUE DE ÎS
Lemme 7.1.4. Soit C ′ la sous-famille de C, de´finie dans le lemme 7.1.3. Alors il existe
C > 0
P
{
supC′ |AS, 3| > n−(1/2)−η
}
= O(n−C). (7.15)
De´monstration. On rappelle que C ′ est un sous-ensemble de C, dont le cardinal est un
O(nC2). En utilisant (7.11),
P
{
supC′ |AS ,3| > n−(1/2)−η0
}
≤
∑
S′∈C′
P
{
|AS′ ,3| > n−(1/2)−η0
}
,
≤ O(nC2n−C1),
ceci e´tant vrai pour tout C1 > 0, on obtient bien (7.15). 
Lemme 7.1.5. Soit C ′ de´fini dans le lemme 7.1.3, alors
supC |AS,3 −AS′,3| = OP
(
n−1/2
)
. (7.16)
ou` S ′ est l’e´le´ment de C ′ associe´ a` S, de´fini par le lemme 7.1.3.
De´monstration. Soit S ∈ C alors il existe S ′ ∈ C′ tel que S∆S ′ ⊂ (S)†, alors
|AS,3 −AS′,3| ≤ n−1
n∑
i=1
∣∣∣∣ σ(Xi)f2(Xi)
∣∣∣∣ |µb(Xi)− f(Xi)| |IXi∈S − IXi∈S′ | |εi|,
≤ n−1 sup
x
∣∣∣∣ σ(x)f2(x)
∣∣∣∣ sup
i
|µb(Xi)− f(Xi)| sup
i
|εi|
n∑
i=1
IXi∈S∆S′ .
E´valuons l’ordre de chacun de ces termes :
– σ e´tant borne´e, supx |σ(x)| <∞, et supx f(x) ≥ m > 0, le premier terme est borne´.
– Les εi suivant une loi N (0, 1), on peut montrer :
sup
i
|εi| = OP(log(n)1/2).
En effet dans ce cas, on a
P(sup
i
|εi| > An) ≤ nP(|εi| > An) ≤ n exp
(
−A
2
n
2
)
.
Si on pose An = M(log(n))
1/2, alors
P(sup
i
|εi| > An) ≤ n exp
(
−M
2
2
log n
)
≤ n1−M2/2
On choisit alors M tel que n1−M
2/2 −→ 0 . D’ou`
sup
i
|εi| = OP(log(n)1/2)
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– D’apre`s le de´veloppement (7.12) de µb(·)
sup
i
|µb(Xi)− f(Xi)| = OP
(
n−τκ
)
.
Ainsi pour la quantite´ qui nous inte´resse, on peut e´crire
supC |AS,3 −AS′,3| = OP(n−1−τκ log(n)1/2) supC
n∑
i=1
IXi∈S∆S′.
Finalement en utilisant le lemme 7.1.3, on a
supC |AS,3 −AS′,3| = OP(n−1−τκ log(n)1/2) = OP(n−1/2).

De´monstration de la proposition 7.1.3 On veut montrer pour ε > 0 fixe´,
P(n1/2supC |AS,3| > ε) −→ 0.
De´composons |AS,3| en introduisant le cylindre S ′ associe´ a` S
|AS,3| = |AS,3 −AS′,3|+ |AS′,3| ,
≤ |AS,3 −AS′,3|+ supC′ |AS′,3| ,
≤ supC |AS,3 −AS′,3|+ supC′ |AS′,3| .
Pour ε > 0, on peut e´crire
P(n1/2supC |AS,3| > ε) ≤ P(n1/2supC |AS,3 −AS′,3|+ n1/2supC′ |AS′,3| > ε),
≤ P(n1/2supC |AS,3 −AS′,3| > ε/2) + P(n1/2supC′ |AS′,3| > ε/2).
Soit ε′ > 0 fixe´, le lemme 7.1.5 nous fournit l’existence de n1 tel que pour n ≥ n1, le premier
terme de droite est infe´rieur par ε′. Le lemme 7.1.4 et le fait que (∃n2, n ≥ n2 ⇒ n−C < ε′)
nous donne le re´sultat pour le deuxie`me terme. Finalement pour n ≥ sup(n1, n2)
P(n1/2supC′ |AS,3| > ε) ≤ 2ε′,
ceci ache`ve la de´monstration. 
7.1.4 Ordre de grandeur de AS,4
Proprie´te´ 7.1.4. Sous les hypothe`ses du chapitre 6
|AS,4| = O(n−1/2).
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On remarque que AS,4 est en fait inde´pendant de S.
De´monstration. AS,4 est de´fini par : AS,4 = n−1
n∑
i=1
(f̂ (i)(Xi) − f(Xi))2|εi| . E´valuons
P(|AS,4| > n−1/2), pour  > 0 :
P(|AS,4| > n−1/2) ≤ E |AS,4|
n−1/2
≤ Cn1/2E (f̂ (i)(Xi)− f(Xi))2
≤ n1/2O
(
1
nbd
+ b2τ
)
= O(n−1/2+dκ).
Or κd < 1/2, la dernie`re ine´galite´ nous fournit donc le re´sultat. 
7.2 E´tude du processus BS(g)
Pour e´tudier BS(g) donne´ par
BS(g) = n−1
n∑
i=1
g(Xi) I(Xi∈S) [f̂
(i)(Xi)]
−1 ,
nous allons utiliser le de´veloppement de f̂ (i)(Xi) donne´ en (7.3). Nous faisons alors ap-
paraˆıtre des termes plus complexes que dans le cas du processus AS , ceci est duˆ a` l’absence
de la variable ale´atoire εi. Nous obtenons donc
BS(g)−
∫
S
g(x)dx = BS,1 −BS,2 −BS,3 −BS,4 +O(BS,5),
avec
BS,1 = 1bd E [h
B
S,b(X1, X2)]−
∫
S
g(x)dx
BS,2 = 1n(n−1)bd
n∑
i=1
n∑
j = 1
j 6= i
{
hBS,b(Xi, Xj)− E [hBS,b(Xi, Xj)|Xi]
−E [hBS,b(Xi, Xj)|Xj ] + E [hBS,b(Xi, Xj)]
}
BS,3 = 1n(n−1)
n∑
i=1
n∑
j = 1
j 6= i
{
1
bd
E [hBS,b(Xi, Xj)|Xi]− γBS (Xi)f(Xi)
}
BS,4 = 1n(n−1)
n∑
i=1
n∑
j = 1
j 6= i
{
1
bd
E [hBS,b(Xi, Xj)|Xj ]− γBS (Xj)f(Xj)
}
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BS,5 = n−1
n∑
i=1
(f̂ (i)(Xi)− f(Xi))2
ou` hBS,b(x1,x2) = γ
B
S (x1)K
(
x2−x1
b
)
et γBS (x) =
g(x)
f2(x)
I(x∈S) .
Ce processus se comporte diffe´remment de AS , car les termes d’ordre n−1/2 s’e´liminent.
BS est donc ne´gligeable devant n−1/2. Nous allons e´tudier chacun de ces cinq termes
successivement.
7.2.1 Ordre de grandeur de BS,1
Proprie´te´ 7.2.1. Sous les hypothe`ses du chapitre 6
supC |BS,1| = OP(n−1/2). (7.17)
De´monstration.
BS,1 = E
[
g(X1)
f(X1)2
I(X1∈S)
1
bd
K
(
X2−X1
b
)]− ∫
S
g(x) dx
=
∫
S
g(x)
f2(x)
∫
1
bd
K
(
y−x
b
)
f(y)f(x) dy dx−
∫
S
g(x) dx
=
∫
S
g(x)
f(x)
∫
K (u) f(x + bu) du dx −
∫
S
g(x) dx
=
∫
S
g(x)
f(x)
∫
K (u) (f(x + bu)− f(x)) du dx
= O(bτ ),
car K est le produit de noyaux d’ordre τ et que f est suffisamment re´gulie`re. De plus cet
ordre est uniforme par rapport a` S, ceci est du a` la re´gularite´ des fonctions f et g sur le
compact Q. De plus l’hypothe`se sur la largeur de feneˆtre (κτ > 1/2) fournit le re´sultat. 
7.2.2 E´tude du U-processus BS,2
Proprie´te´ 7.2.2. Sous les hypothe`ses du chapitre 6
supC |BS,2| = OP(n−1/2). (7.18)
De´monstration. On a construit bdBS,2 de sorte que {bdBS,2, S ∈ C, b ∈]0, 1]} soit un
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U -processus indexe´ par (S, b), d’ordre 2, de´ge´ne´re´. En effet
bdBS,2 = 1n(n−1)
n∑
i=1
n∑
j = 1
j 6= i
{
hBS,b(Xi, Xj)− E [hBS,b(Xi, Xj)|Xi]
−E [hBS,b(Xi, Xj)|Xj ] + E [hBS,b(Xi, Xj)]
}
= 1n(n−1)
n∑
i=1
n∑
j = 1
j 6= i
h˜BS,b(Xi, Xj),
ou`
h˜BS,b(x1,x2) = h
B
S,b(x1,x2)− E [hBS,b(x1, X)]− E [hBS,b(X,x2)] + E [hBS,b(X,Y )]
(X et Y ont la meˆme loi que les Xi et sont inde´pendants) et ces fonctions varient dans
l’ensemble
H3 =
{
h˜BS,b, S ∈ C, b ∈]0, 1]
}
.
En utilisant les lemmes de Nolan et Pollard (1987) et de Pakes et Pollard (1989), on peut
montrer que cette famille de fonction est une famille euclidienne (cf. Annexe 10.2). Le
corollaire 4(ii) de Sherman (1994) nous fournit alors
sup
S,b
|bdBS,2| = OP(n−1).
Comme b = n−κ et κd < 1/2,
supC |BS,2| = OP(n−1/2n−1/2+κd) = OP(n−1/2).
On obtient le re´sultat escompte´. 
7.2.3 Vitesse de convergence de BS,3
Proprie´te´ 7.2.3. Sous les hypothe`ses du chapitre 6
supC |BS,3| = OP(n−1/2). (7.19)
De´monstration. On peut re´e´crire BS,3 de la fac¸on suivante
BS,3 = 1n
n∑
i=1
{
E [ 1
bd
hBS,b(Xi, X)|Xi]− γBS (Xi)f(Xi)
}
= 1n
n∑
i=1
γBS (Xi)(E [
1
bd
K(Xi−Xb )|Xi]− f(Xi))
= 1n
n∑
i=1
γBS (Xi)(µb(Xi)− f(Xi)).
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On traite ce terme de la meˆme fac¸on que AS,3, c’est-a`-dire en faisant intervenir un re´seau
de cylindres. Il nous faut tout d’abord e´tablir
∃η0, ∀C > 0, inde´pendant de η0, supCP(|BS,3| > n−1/2−η0) = O(n−C) (7.20)
Pour cela on montre qu’il existe ε > 0 tel que pour tout k ∈ N
E (|BS,3|2k) = O(n−1/2−ε)2k
Or pour tout l ∈ N et uniforme´ment en S
E
[
γBS (Xi)
l(µb(Xi)− f(Xi))l
]
= O(blτ )
car
µb(Xi)− f(Xi) = O(bτ )
uniforme´ment en Xi (cf. de´veloppement (7.12) et la preuve pour AS,3). Ainsi
E
[
(BS,3)2k
]
=
1
n2k
∑
i1,...,i2k
E
[
γBS (Xi1)(µb(Xi1)− f(Xi1))×
. . . × γBS (Xi2k )(µb(Xi2k)− f(Xi2k))
]
= O(b2kτ )
Finalement
P(|BS,3| > n−1/2−η0) ≤ E (|BS,3|)
2k
(n−1/2−η0)2k
≤ O(n−κτ+1/2+η0)2k,
uniforme´ment en S ∈ C. Or κτ − 1/2 > τ/2, donc on peut trouver η0 tel que (7.20) soit
ve´rifie´e.
On peut remarquer que pour de´montrer le lemme 7.1.2, on aurait aussi pu utiliser cette
technique.
Pour conclure on peut alors utiliser exactement la meˆme de´marche que pour AS,3, le seul
changement se situe dans le lemme 7.1.5. En effet dans notre cas σ(Xi)εi est remplace´ par
g(Xi), mais comme cette quantite´ est borne´e sur Q le re´sultat est toujours valable. Ainsi
on obtient le re´sultat souhaite´. 
7.2.4 Vitesse de convergence BS,4
Proprie´te´ 7.2.4. Sous les hypothe`ses du chapitre 6
supC |BS,4| = OP(n−1/2). (7.21)
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On peut utiliser la meˆme me´thode que pre´ce´demment, mais ici l’ordre est un peu plus
difficile a` obtenir car la largeur de feneˆtre intervient aussi dans l’indicatrice sur l’ensemble
S. En effet
BS,4 = 1n
n∑
i=1
{
1
bd
E [hBS,b(X,Xi)|Xi]− γBS (Xi)f(Xi)
}
= 1n
n∑
i=1
{∫
S
g(x)
f(x)
1
bd
K(Xi−xb ) dx − γBS (Xi)f(Xi)
}
= 1n
n∑
i=1
{∫
g(x − bu)
f(x− bu)K(u)I(Xi−bu) du−
g(Xi)
f(Xi)
I(Xi∈S)
}
= 1n
n∑
i=1
{∫
[ψS(Xi − bu)− ψS(Xi)]K(u) du
}
:= 1n
n∑
i=1
Zi(S, b),
ou` ψS(x) =
g(x)
f(x) I(x∈S).
Premie`re partie : On montre qu’il existe ε > 0 tel que pour tout k ∈ N∗
E
[
(n1/2BS,4)2k
]
= O(n−2kε). (7.22)
On remarque que
E [Zi(S, b)] = E [ 1bdhBS,b(X1, X2)]− E [γBS (X)f(X)]
= BS,1 = O(bτ ),
uniforme´ment en S et
E
[
Zi(S, b)k
]
=
∫ {∫
[
g(x− bu)
f(x− bu) I(x−bu∈S) −
g(x)
f(x)
I(x∈S)]K(u) du
}k
f(x) dx
=
∫ {
g(x)
f(x)
∫
[I(x−bu∈S) − I(x∈S)]K(u) du +O(b)
}k
f(x) dx
= O(b)
car g(x−bu)f(x−bu) =
g(x)
f(x) +O(b), uniforme en x et u. De plus
E (n1/2BS,4)2k =
1
nk
∑
i1,...,i2k
E
[
Zi1(S, b)× . . .× Zi2k(S, b)
]
=
1
nk
∑
i1 6=...6=i2k
E [Zi1(S, b)]2k + . . .+
1
nk
∑
i
E
[
Zi(S, b)2k
]
= nkb2kτ + nk−1b(2k−1)τ+1 + . . .+
b
nk−1
= O(bk),
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car κ > 1/(2τ − 1), c’est-a`-dire nb2τ = O(b). On obtient donc bien le re´sultat (7.22) et en
utilisant les ine´galite´s de Markov a` tout ordre on peut conclure :
∃η0, ∀C > 0, inde´pendant de η0, supCP(|BS,4| > n−1/2−η0) = O(n−C). (7.23)
Deuxie`me partie : De la meˆme fac¸on que pour AS,3 et BS,3, on introduit un re´seau de
cylindres de cardinal nA, mais cette fois la distance au re´seau est n−a ou` a > 1. On note
alors et In(S) l’e´le´ment du re´seau associe´ a` S et In(S)† l’ensemble des points de Rd qui
se trouvent a` une distance de n−a de la frontie`re de In(S). On remarque alors que
n1/2|BS,4 −BIn(S),4| ≤ n−1/2
n∑
i=1
∣∣∣∣∫ [ψS(Xi − bu)− ψS(Xi)]K(u) du
−
∫
[ψIn(S)(Xi − bu)− ψIn(S)(Xi)]K(u) du
∣∣∣∣
≤ n−1/2
n∑
i=1
∫ ∣∣ψS(Xi − bu)− ψIn(S)(Xi − bu)∣∣K(u) du
+n−1/2
n∑
i=1
∫ ∣∣ψS(Xi)− ψIn(S)(Xi)∣∣K(u) du
≤ n−1/2C
n∑
i=1
∫
I(Xi−bu∈S∆In(S))K(u)du
+n−1/2C
n∑
i=1
∫
I(Xi∈S∆In(S))K(u)du
≤ n−1/2C
n∑
i=1
∫
I(Xi−bu∈In(S)†)K(u)du
+n−1/2C
n∑
i=1
I(Xi∈In(S)†) .
Ainsi
P
(
n1/2supC |BS,4 −BIn(S),4| ≥ n−η
)
≤ P
(
n−1/2supC′
n∑
i=1
∫
I(Xi−bu∈In(S)†)K(u)du + n
−1/2supC′
n∑
i=1
I(Xi∈In(S)†) ≥ n−η/C
)
≤ nAP
( n∑
i=1
∫
I(Xi−bu∈In(S)†)K(u)du ≥
n1/2−η
2C
)
+ nAP
( n∑
i=1
I(Xi∈In(S)†) ≥
n1/2−η
2C
)
.
E´tudions ces deux probabilite´s :
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• P(∑ni=1 I(Xi∈In(S)†) ≥ C1n1/2−η) est la probabilite´ pour une variable ale´atoire de Ber-
noulli B(n, pn) de de´passer kn = C1n
1/2−η. Or pn = P(Xi ∈ In(S)†) = O(n−a). Ainsi
P
( n∑
i=1
I(Xi∈In(S)†) ≥ C1n1/2−η
)
= O(n1−a)[C1n1/2−η ]
Or η < 1/2 et a > 1, finalement
P
( n∑
i=1
I(Xi∈In(S)†) ≥ C1n1/2−η
)
= O(n−C′), ∀C ′ > 0
• Ici on s’inte´resse a` la variable ale´atoire ∫ I(Xi−bu∈In(S)†)K(u) du. Or
Xi − bu ∈ In(S)† ⇒ Xi ∈ In(S)††
ou` In(S)†† est l’ensemble des points a` la distance infe´rieure ou e´gale a` (b supu∈K ‖u‖) du
bord de In(S). Donc K e´tant un noyau a` support compact
P
( n∑
i=1
∫
I(Xi−bu∈In(S)†)K(u)du ≥ C1n1/2−η
)
≤ P
( n∑
i=1
I(Xi∈In(S)††) ≥ C1n1/2−η
)
.
Il nous faut donc quantifier la probabilite´ d’une variable de Bernoulli B(n, qn) de de´passer
kn = C1n
1/2−η . Or qn = P(Xi − bu ∈ In(S)††) = O(n−a). Ainsi
P
( n∑
i=1
I(Xi∈In(S)†) ≥ C1n1/2−η
)
= O(n1−a)[C1n1/2−η ].
Or η < 1/2 et a > 1, donc
P
( n∑
i=1
∫
I(Xi−bu∈In(S)†)K(u)du ≥ C1n1/2−η
)
= O(n−C′), ∀C ′ > 0.
• Finalement en combinant ces re´sultats on obtient
supC |BS,4 −BIn(S),4| = O(n−1/2). (7.24)
Les ordres uniformes donne´s par (7.23) et (7.24) nous permettent d’obtenir (7.21) de la
meˆme fac¸on que dans le cas de AS,3.
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7.2.5 Ordre de grandeur de BS,5
Proprie´te´ 7.2.5. Sous les hypothe`ses du chapitre 6
|BS,5| = O(n−1/2).
BS,5 est inde´pendant de S et ce re´sultat se de´montre de la meˆme fac¸on que pour AS,4.
De´monstration. BS,5 est donne´ par
BS,5 = n−1
n∑
i=1
(f̂ (i)(Xi)− f(Xi))2 .
E´valuons P(|BS,5| > n−1/2), pour  > 0 :
P(|BS,5| > n−1/2) ≤ E |BS,5|
n−1/2
≤ Cn1/2E (f̂ (i)(Xi)− f(Xi))2
≤ n1/2O( 1
nbd
+ b2τ ) = O(n−1/2+dκ).
Comme κd < 1/2, le majorant tend donc vers 0 quand n −→ ∞, ce qui permet de conclure.

7.3 Proprie´te´s asymptotiques de ÎS
Les diffe´rents re´sultats des parties pre´ce´dentes nous permettent d’e´tablir que ÎS est un es-
timateur asymptotiquement sans biais de IS et qu’il converge uniforme´ment en probabilite´
vers IS . Nous en de´duisons aussi la convergence du processus ζn(·) indexe´ sur les cylindres
S vers un processus gaussien.
The´ore`me 7.3.1. On se place dans le cadre des hypothe`ses du chapitre 6
Le processus ζn(S) = n1/2
{
AS+BS−
∫
S g
}
converge faiblement vers un processus gaussien
ζ(·) indexe´ par les cylindres, centre´ et de covariance donne´e pour des cylindres S1 et S2
distincts par
cov{ζ(S1), ζ(S2)} =
∫
S1∩S2
σ2(x) f−1(x) dx .
De´monstration.
• D’apre`s la partie 7.1, on peut de´composer le processus AS
AS = AS,1 +AS,2 +AS,3 +O(AS,4)
avec
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– n1/2A·,1
w−−→ ζ(·) en tant que processus inde´xe´ par les cylindres de C, cf. proprie´te´ 7.1.1.
– les proprie´te´s 7.1.2, 7.1.3 et 7.1.4 assurent que supC |AS,j| = OP(n−1/2), pour j = 2, 3, 4.
Finalement
n1/2A·
w−−→ ζ(·), (7.25)
ou` ζ(·) est un processus gaussien inde´xe´ par les cylindres de C.
De plus en utilisant (7.8) on obtient l’ordre uniforme pour AS :
supC |AS | = OP(n−1/2). (7.26)
• La partie 7.2 traite du processus (BS(g)−
∫
S g), que l’on de´compose lui aussi en cinq pro-
cessus BS,j, pour j = 1, . . . , 5. Les proprie´te´s 7.2.1, 7.2.2, 7.2.3, 7.2.4 et 7.2.5 s’inte´ressent
a` chacun de ces termes et e´tablissent que
supC |BS,j(g)| = OP(n1/2) pour j = 1, . . . , 5.
On en de´duit donc que
supC
∣∣∣∣BS(g) − ∫S g
∣∣∣∣ = OP(n1/2). (7.27)
• En rassemblant les deux dernie`res conclusions (7.27) et (7.25), on peut affirmer que ζn(·)
converge faiblement vers ζ(·).

Chapitre 8
Convergence de l’estimateur de
l’axe du sim
Dans cette partie nous nous inte´ressons a` la convergence de l’estimateur de l’axe ϕ0 du
sim et de la statistique de test Ŵ (ϕ̂). Pour cela on conserve les notations introduites dans
le chapitre 6 et on e´nonce le the´ore`me suivant
The´ore`me 8.0.2. Sous les hypothe`ses H1–H12, on obtient
n1/2(ϕ̂− ϕ0) L−−−−−→
n→∞ Ω
et
n Ŵ (ϕ̂)
L−−−−−→
n→∞ W (Ω).
ou` W (resp. Ω) est de´fini par (6.4) (resp.(6.5)).
De´monstration. Cette de´monstration comporte neuf e´tapes successives, qui utilisent les
re´sultats du chapitre pre´ce´dent.
Par la suite et dans un esprit de simplification on notera S = S(s,Rθx), S0 = S(s,Rθ0x)
E´tape 1- Montrons que supC |ÎS(g) − IS(g)| = OP
(
n−1/2
)
:
|ÎS(g)− IS(g)| =
∣∣∣‖S‖−1d (AS +BS(g)) − IS(g)∣∣∣ ,
≤ ‖S‖−1d
[∣∣AS ∣∣+ ∣∣∣BS(g)− ∫
S
g(x) dx
∣∣∣∣] ,
car IS(g) = ‖S‖−1d
∫
S
g(x)dx.
117
118 CHAPITRE 8. CONVERGENCE DE L’ESTIMATEUR DE L’AXE DU SIM
supC |ÎS(g) − IS(g)| ≤ supC‖S‖
−1
d
[∣∣AS ∣∣+ ∣∣∣BS(g)− ∫
S
g(x) dx
∣∣∣],
supC |ÎS(g) − IS(g)| ≤ v
−1
[
supC
∣∣AS ∣∣+ supC∣∣∣BS(g) − ∫
S
g(x) dx
∣∣∣],
supC |ÎS(g) − IS(g)| ≤ v
−1
[
OP
(
n−1/2
)
+ O
(
n−1/2
)]
,
ou` v = inf
S
‖S‖−1d et pour obtenir cette dernie`re ine´galite´ nous utilisons les ordres de
grandeur donne´s par (7.26) (7.27). Finalement
supC |ÎS(g) − IS(g)| = OP
(
n−1/2
)
. (8.1)
D’autre part
∣∣∣V̂ (u, ϕ) − V (u, ϕ)∣∣∣ ≤
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
|ÎS(g) − IS(g)| ds dx∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
ds dx
.
On obtient donc
sup
u,ϕ
∣∣∣V̂ (u, ϕ) − V (u, ϕ)∣∣∣ ≤ O ( supC |ÎS(g)− IS(g)|) = OP(n−1/2). (8.2)

On de´finit maintenant ∆̂ comme la quantite´ ∆ introduite par l’e´quation (6.1) dans laquelle
on remplace toutes les quantite´s I par Î.
E´tape 2- Montrons que ∆̂(s, u,x, θ, ϕ0) = OP
(
n−1/2
)
uniforme´ment en (s,x) ∈ T {αθ(v)}
et pour tout θ ∈ Θ(ϕ0), v ∈ V(u, ϕ0) et u ∈ U(ϕ0).
On sait que ∆̂(s, u,x, θ, ϕ)−∆(s, u,x, θ, ϕ) = ÎS(g)− IS(g)− (V̂ (u, ϕ)−V (u, ϕ)). De plus
si ϕ0 est l’axe du sim, alors pour θ ⊥ ϕ0 ,
IS = cste, ∀x ∈ αθ(v) , s ∈ [s1, s2] tels que S ⊂ Q.
Finalement pour u fixe´, V (u, ϕ0) = IS , ∀(s,x, θ) . D’ou` pour tout (s,x) ∈ T (αθ(v)) ,
θ ∈ Θ(ϕ0) , v ∈ V(u, ϕ0) et u ∈ U(ϕ0), on a
∆(s, u,x, θ, ϕ0) = IS − V (u, ϕ0) = 0.
On peut donc e´crire pour ϕ = ϕ0 :
∆̂(s, u,x, θ, ϕ0)− 0 = ÎS(g) − IS(g)− (V̂ (u, ϕ0)− V (u, ϕ0)).
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En utilisant les deux relations obtenues a` l’e´tape pre´ce´dente, (8.1) et (8.2), on peut en
de´duire
|∆̂(s, u,x, θ, ϕ0)| = OP
(
n−1/2
)
,
uniforme´ment en (s,x) ∈ T (αθ(v)) , θ ∈ Θ(ϕ0) , v ∈ V(u, ϕ0) et u ∈ U(ϕ0). 
E´tape 3- Montrons que inf
θ∈Θ
Ŵ (θ) = OP(n−1).
Par de´finition de Ŵ , on a
Ŵ (ϕ) =
∫
U(ϕ)
du
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
∆̂(s, u,x, θ, ϕ)2 ds dx .
D’apre`s le paragraphe pre´ce´dent, on sait que pour ε fixe´,
∃A > 0 / P
(
|∆̂(s, u,x, θ, ϕ0)|
n−1/2
≤ A
)
≥ 1− ε,
ou` A est un majorant inde´pendant de (u, θ, s, x), choisis tels que (s,x) ∈ T (αθ(v)) ,
θ ∈ Θ(ϕ0) , v ∈ V(u, ϕ0) et u ∈ U(ϕ0). Comme les ensembles sur lesquels portent les
inte´grales sont des compacts, on a l’inclusion suivante, ou` c est une constante bien choisie,{
|∆̂(s, u,x, θ, ϕ0)|
n−1/2
≤ A
}
⊂
{
|Ŵ (ϕ0)|
n−1
≤ cA2
}
,
d’ou` P
(
|Ŵ (ϕ0)|
n−1
≤ cA2
)
≥ 1 − ε, i.e. Ŵ (ϕ0) = OP
(
n−1
)
. De plus inf
θ∈Θ
Ŵ (θ) ≤ Ŵ (ϕ0) ,
on obtient le re´sultat attendu
inf
θ∈Θ
Ŵ (θ) = OP(n−1).

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E´tape 4- Montrons que Ŵ (ϕ)
P−−→ W (ϕ) uniforme´ment en ϕ ∈ Θ.
∣∣∣Ŵ (ϕ)1/2 − W (ϕ)1/2∣∣∣ ≤ [∫
U(ϕ)
du
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
[(
ÎS(g) − V̂ (u, ϕ)
)
−(IS(g)− V (u, ϕ))]2 ds dx
]1/2
,
≤
[∫
U(ϕ)
du
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
2
(
ÎS(g)− IS(g)
)2
+2
(
V̂ (u, ϕ) − V (u, ϕ))2 ds dx]1/2,
≤ C
[
supC
∣∣∣ÎS(g) − IS(g)∣∣∣2 + sup
u,ϕ
∣∣∣V̂ (u, ϕ) − V (u, ϕ)∣∣∣2 ]1/2.
En utilisant alors les majorations uniformes de ces deux termes donne´es en (8.1) et (8.2),
on obtient uniforme´ment en ϕ ∈ Θ
Ŵ (ϕ)1/2 − W (ϕ)1/2 = OP(n−1/2).
Donc uniforme´ment en ϕ ∈ Θ,
Ŵ (ϕ)1/2
P−−→ W (ϕ)1/2, d’ou` Ŵ (ϕ) P−−→ W (ϕ).

On peut alors obtenir des re´sultats de convergence et d’ordre de grandeur pour ϕ̂.
E´tape 5- Montrons que ϕ̂ converge en probabilite´ vers ϕ0.
Proprie´te´ 8.0.1. On de´finit ϕ̂ = argmin
ϕ∈Θ
Ŵ (ϕ). Alors
ϕ̂
P−−−−−−→
n→+∞ ϕ0.
De´monstration. Les 4 proprie´te´s suivantes sont ve´rifie´es, d’apre`s les hypothe`ses du
the´ore`me 8.0.2 et les e´tapes pre´ce´dentes :
1. l’espace des parame`tres Θ est un compact de Rd ;
2. Ŵ 1/2(ϕ, y) est une fonction continue en ϕ, pour tout y, et mesurable en y, pour tout
ϕ ∈ Θ ;
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3. Ŵ (ϕ) converge vers W (ϕ) , fonction de´terministe, en probabilite´ uniforme´ment pour
ϕ ∈ Θ, quand n −→ +∞ ;
4. W (ϕ) admet un unique minimum ϕ0.
On peut donc adapter le the´ore`me 4.1.1 de Amemiya (1985) pour de´montrer la convergence
en probabilite´ voulue : soit N un voisinage ouvert de ϕ0 dans R
d. Alors N ′ = Θ ∩N c est
un compact donc W , continue, admet un minimum sur N ′, qu’elle atteint.
Soit ε = min
ϕ∈N ′
W (ϕ)−W (ϕ0) et An =
{
|Ŵ (ϕ)−W (ϕ)| < ε/2,∀ϕ ∈ Θ
}
.
Alors sur An,
Ŵ (ϕ̂) > W (ϕ̂)− ε/2, (8.3)
W (ϕ0) > Ŵ (ϕ0)− ε/2. (8.4)
Or Ŵ (ϕ̂) < Ŵ (ϕ0) et l’ine´galite´ (8.4) impliquent
W (ϕ0) > Ŵ (ϕ̂)− ε/2.
En additionnant cette dernie`re ine´galite´ avec (8.3)
W (ϕ0) > W (ϕ̂)− ε.
En utilisant la de´finition de ε, on obtient
min
ϕ∈N ′
W (ϕ) > W (ϕ̂),
d’ou` ϕ̂ est dans N . On a donc P(ϕ̂ ∈ N) ≥ P(An) et comme lim
n→∞P(An) = 1, on obtient
ϕ̂
P−−−−−−→
n→+∞ ϕ0.

E´tape 6- Montrons que ‖ϕ̂− ϕ0‖ = OP(n−1/2).
Uniforme´ment par rapport a` ϕ ∈ Θ, on a
Ŵ (ϕ)1/2 − W (ϕ)1/2 = OP(n−1/2),
or W atteint son minimum, 0, en ϕ0 de fac¸on quadratique , i.e. pour η > 0 assez petit et
c3 inde´pendant de ϕ,
W (ϕ)1/2 ≥ c3‖ϕ− ϕ0‖ , ∀ϕ/ ‖ϕ − ϕ0‖ ≤ η .
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En utilisant cette proprie´te´ et celle de l’e´tape 3-, on obtient
OP(n−1/2) = Ŵ (ϕ̂)1/2
et
Ŵ (ϕ)1/2 +OP(n−1/2) ≥ c3‖ϕ− ϕ0‖ , ∀ϕ/ ‖ϕ − ϕ0‖ ≤ η .
On peut alors e´crire pour ε > 0, qu’il existe B, inde´pendant de ϕ tel que P(B) ≥ 1− ε et
sur B, il existe M tel que
Ŵ (ϕ̂)1/2 ≤Mn−1/2, Ŵ (ϕ̂)1/2 +Mn−1/2 ≥ c3‖ϕ̂ − ϕ0‖.
La convergence de ϕ̂ vers ϕ0 en probabilite´ nous permet d’e´crire pour An = {‖ϕ̂−ϕ0‖ < η},
P(An) −→ 1. Sur An ∩B , en utilisant les deux ine´galite´s ci-dessus, on obtient
‖ϕ̂− ϕ0‖ ≤ Cn−1/2
or P(An ∩B) ≥ 1− 2ε, pour un n assez grand. Finalement
‖ϕ̂− ϕ0‖ = OP(n−1/2).

Ce dernier re´sultat implique que pour obtenir des re´sultats de convergence pour ϕ̂ et Ŵ (ϕ̂)
il suffit de traiter le cas ‖ϕ̂−ϕ0‖ ≤ Cn−1/2, ou` C > 0 est fixe´, mais arbitrairement grand.
E´tape 7- De´veloppement de ∆̂(s, u,x, θ, ϕ) en ϕ0 .
On rappelle les notations utilise´es
ζn(S) = n1/2
{
AS +BS(g)−
∫
S
g
}
avec ‖S‖dÎS(g) = AS +BS(g). D’ou`
n1/2∆̂(s, u,x, θ, ϕ)− n1/2∆(s, u,x, θ, ϕ)
= n1/2
(
ÎS(g) − IS(g)
)
− n1/2
(
V̂ (u, ϕ) − V (u, ϕ)
)
= ‖S‖−1d ζn{S} −
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
‖S‖−1d ζn{S}dsdx∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
dsdx
.
En utilisant des arguments semblables a` ceux du paragraphe 7, on peut de´montrer que
uniforme´ment sur les cylindres ve´rifiant ‖ϕ− ϕ0‖ ≤ Cn−1/2
|AS −AS0 | = OP(n−1/2), et
∣∣∣∣BS(g) −BS0(g) − ∫S g −
∫
S0
g
∣∣∣∣ = OP(n−1/2).
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Et comme la diffe´rence entre les inte´grales converge uniforme´ment vers 0 quand ϕ −→ ϕ0,
on peut en de´duire que
n1/2 ∆̂(s, u,x, θ, ϕ) = n1/2 ∆(s, u,x, θ, ϕ) + ‖S0‖−1d ζn{S0}
−
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
‖S0‖−1d ζn{S0} ds dx∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
ds dx
+ OP(1) .
Graˆce au de´veloppement de ∆ en ϕ0 donne´ en (6.2), on a
n1/2∆̂(s, u,x, θ, ϕ) = n1/2(ϕ− ϕ0)Tβ(s, u,x, θ0, ϕ0) + ‖S0‖−1d ζn(S0)
−
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
‖S0‖−1d ζn(S0) ds dx∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
ds dx
+ OP(1) , (8.5)
uniforme´ment sur
{
ϕ/‖ϕ − ϕ0‖ ≤ Cn−1/2
}
. 
E´tape 8- De´veloppement de Ŵ (ϕ) en ϕ0.
On pose ω = n1/2(ϕ − ϕ0). Pour ‖ω‖ ≤ C, on peut e´crire, car la diffe´rence entre les
inte´grales tend vers 0∣∣∣∣[nŴ (ϕ)]1/2 −W (ω)1/2∣∣∣∣
≤ O(‖ω‖) +
[∫
U(ϕ0)
du
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
(
n1/2∆̂(s, u,x, θ, ϕ)
− ξ(s, u,x, θ0, ϕ0)− ωTβ(s, u,x, θ0, ϕ0) +Mξ(u, ϕ0)
)2
ds dx
]1/2
.
On de´finit ξn (resp. Mξn) la quantite´ ξ (resp. Mξ) dans laquelle on remplace le processus
limite, ζ, par ζn. On obtient en utilisant le de´veloppement (8.5)
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∣∣∣∣[nŴ (ϕ)]1/2 −W (ω)1/2∣∣∣∣
≤ O(‖ω‖) +
[∫
U(ϕ0)
du
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
(
ξn(s, u,x, θ0, ϕ0)
−Mξn(u, ϕ0, w) − ξ(s, u,x, θ0, ϕ0) +Mξ(u, ϕ0) + OP(1)
)2
ds dx
]1/2
. (8.6)
Dans le paragraphe 7, on a obtenu la convergence faible de ζn(S) vers ζ(S), au sens des
processus indexe´s par les cylindres de C. Grace au the´ore`me d’extension de Kolmogorov,
on a alors ζn − ζ˜ P−−→ 0 (cf. Billingsley (1968) p.207 ). La variable ale´atoire ζ˜ de´pend de
n, mais a la meˆme loi que ζ. Or ζ˜ et ζn ont un moment fini d’ordre (2+ η), pour un η > 0,
uniforme´ment borne´s donc {|ζn − ζ˜|2+η}n∈N est e´qui-inte´grable et comme ζn − ζ˜ P−−→ 0.
On a ζn − ζ˜ L
2+η−−−−→ 0 pour un η > 0. Donc ζn − ζ˜ L
2−−−→ 0. Alors les deux diffe´rences de
(8.6) faisant intervenir (ζn − ζ˜), tendent vers 0.
E´tant donne´ que ‖ω‖ < C, pour C > 0 fixe´ arbitrairement grand, on obtient donc :
nŴ (ϕ) = W˜ (n1/2(ϕ− ϕ0)) + OP(1),
uniforme´ment sur
{
ϕ/‖ϕ − ϕ0‖ ≤ Cn−1/2
}
, ou` W˜ de´pend aussi de n mais a la meˆme loi
que W de´fini par (6.4). 
E´tape 9- Convergence en probabilite´ de n1/2(ϕ̂−ϕ0) vers Ω = argmin
ω∈Rd
W (ω) et de nŴ (ϕ̂)
vers W (Ω).
Convergence de n1/2(ϕ̂− ϕ0)
Par le the´ore`me d’extension de Kolmogorov, la distribution de ϕ̂ qui minimise Ŵ parmi
les ϕ ve´rifiant ‖ϕ − ϕ0‖ < Cn−1/2, est la meˆme que la distribution de ϕ qui minimise
(W (n1/2‖ϕ − ϕ0‖) + Zn,1(ϕ)), ou` W peut eˆtre choisi comme un processus stochastique
fixe, i.e. avec une construction ne de´pendant pas de n et
sup
ϕ:‖ϕ−ϕ0‖≤n−1/2C
|Zn,1(ϕ)| P−−→ 0.
On pose alors ψ = n1/2(ϕ − ϕ0) et Zn,2(ψ) = Zn,1(ϕ). Alors on cherche la distribution de
ψ = ψn qui minimise W (ψ) + Zn,2(ψ), pour ψ tel que ‖ψ‖ < C et nous allons montrer
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que ψn
P−−→ ψ(C), ou` ψ(C) = argmin‖ψ‖<C W (ψ), qui est uniquement de´fini car W est
strictement convexe sur {‖ψ‖ < C}
Par de´finition de ψn et pour tout δ > 0
1 = P(W (ψn) + Zn,2(ψn) ≤W (ψ(C)) + Zn,2(ψ(C))
1 = P(W (ψn) ≤W (ψ(C)) + δ) + O(1)
1 = P(0 < W (ψn)−W (ψ(C)) ≤ δ) + O(1)
car P(Zn,2(ψn) < −δ/2 ou Zn,2(ψ(C) > δ/2) = O(1).
Or ψ(C) est le minimum de W qui est continue et strictement convexe on en de´duit donc
que ψn
P−−→ ψ(C). Or ψn = n1/2(ϕ− ϕ0), ou` ϕ a la meˆme loi que ϕ̂ et ψ(C) = Ω pour C
assez grand. On a donc la convergence souhaite´e pour n1/2(ϕ̂− ϕ0).
Convergence de nŴ (ϕ̂)
Soit  > 0. La continuite´ de W permet d’e´crire :
∃η tel que |ω − ω′| < η ⇒ |W (ω)−W (ω′)| < /2.
On note alors
An =
{∣∣∣nŴ (ϕ)−W (n1/2(ϕ− ϕ0))∣∣∣ < /2 , ∀ϕ/ ‖ϕ − ϕ0‖ < C0n−1/2} ,
et
Bn = {‖ϕ̂ − ϕ0‖ < n1/2C0}, Cn =
{∥∥∥n1/2(ϕ̂− ϕ0)− Ω∥∥∥ < η} .
Sur An ∩Bn ∩ Cn :∣∣∣nŴ (ϕ̂)−W (Ω)∣∣∣ ≤ ∣∣∣nŴ (ϕ̂)−W (n1/2(ϕ̂− ϕ0))∣∣∣+ ∣∣W (n1/2(ϕ̂− ϕ0))−W (Ω)∣∣ ,
< .
Donc P(An ∩ Bn ∩ Cn) ≤ P
(
|nŴ (ϕ̂)−W (Ω)| < 
)
, or P(An ∩ Bn ∩ Cn) ≥ 1 − [P(Acn) +
P(Bcn) + P(C
c
n)]. Or P(A
c
n) et P(C
c
n) tendent vers 0 et P(Bn) > 1− 0. De plus P(An) → 1
quel que soit le choix de C0, ainsi P(Bn) > 1− 0 pour tout 0 en adaptant le choix de C0.
Finalement
P
(
|nŴ (ϕ̂)−W (Ω)| < 
)
> 1− 0, ∀0 > 0.
On a donc en particulier
nŴ (ϕ̂)
L−−−→ W (Ω).

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Chapitre 9
E´tude du test
Dans ce chapitre nous e´tudions plus particulie`rement le test du mode`le sim. Pour cela nous
pre´sentons dans un premier temps la calibration du test par bootstrap. Dans un deuxie`me
temps nous e´tudierons la convergence du test et sa puissance.
9.1 Calibration par Bootstrap
On suppose que σ est constante et on conside`re le mode`le
Yi = g(Xi) + εi,
ou` εi ∼ N (0, σ2).
Lors de la mise en œuvre de l’algorithme, nous aurons besoin de deux estimateurs de la
fonction de re´gression g et d’un estimateur de la densite´ f . Ces choix peuvent se faire de
la fac¸on suivante :
• Soit g˜(x) un estimateur non parame´trique classique de la re´gression, qui ne prend pas
en compte l’hypothe`se de sim.
• Soit ĝ1(ϕ̂ · x) un estimateur dans le mode`le a` direction re´ve´latrice unique. Pour l’esti-
mateur de l’axe de la re´gression, on peut utiliser soit celui propose´ dans Powell, Stock et
Stoker (1989), soit celui propose´ dans Ha¨rdle, Hall et Ichimura (1993). Mais pour avoir
une de´marche cohe´rente, nous conside´rons que ϕ̂ est l’estimateur de l’axe de la re´gression
propose´ dans le chapitre pre´ce´dent. Comme ϕ̂ e´tant un M-estimateur, il converge a` la
vitesse
√
n vers ϕ0, vecteur qui minimise W (ϕ), meˆme si g n’est plus un sim.
De meˆme ĝ1(t) peut eˆtre toujours de´fini comme l’estimateur de g1(t) = E [g(X)|ϕ0 ·X = t].
Par exemple ĝ1 peut eˆtre construit comme estimateur localement line´aire sur l’e´chantillon
{(Yi, ϕ̂ ·Xi), i = 1, · · · , n }. Cet estimateur peut eˆtre construit tel que ĝ ′1 converge vers g′1,
il suffit de choisir un bon parame`tre de feneˆtre.
• Soit f̂ estimateur de la densite´ f de la variable ale´atoire Xi. Nous allons re´e´chantilloner
les Xi, car nous sommes dans un mode`le dit de “corre´lation a` erreurs inde´pendantes”, cf.
Hall (1992) p.170.
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Le de´roulement de la proce´dure bootstrap est le suivant.
1o On calcule les erreurs standards ε˜i = Yi − g˜(Xi), sans tenir compte du mode`le sous-
jacent. Puis on les centre
ε̂i = ε˜i −N−1
N∑
i=1
ε˜i
pour i = 1, . . . , N , ou` N < n, car on ne calcule pas ε̂i quand Xi est trop proche du
bord de Q, cf. Hall (1992) p.230. On re´e´chantillonne a` partir des (ε̂1, . . . , ε̂N ) par repla-
cement, c’est-a`-dire en utilisant la fonction de re´partition empirique des ε̂i, et on obtient
(ε∗1, . . . , ε
∗
n).
2o Les variables explicatives sont re´e´chantillonne´es suivant la loi de densite´ f̂ . On obtient
alors un e´chantillon X ∗ = {X∗1 , . . . , X∗n}.
3o On pose Y ∗i = ĝ1(ϕ̂ ·X∗i ) + ε∗i pour i = 1, . . . , n.
Alors on dispose d’un e´chantillon bootstrap Z ∗ = {(X∗i , Y ∗i ), pour i = 1, . . . , n}. En
ope´rant ainsi on garde l’inde´pendance des X ∗i et ε
∗
i .
4o On calcule les quantite´s bootstrap V̂ ∗ et Ŵ ∗ correspondant respectivement a` V̂ et Ŵ
a` partir de l’e´chantillon bootstrap Z ∗.
5o On de´finit ϕ̂∗ = argmin
ϕ∈Θ
Ŵ ∗(ϕ) et on calcule la distribution bootstrap de Ŵ ∗(ϕ̂∗) condi-
tionnellement a` Z.
6o Pour un niveau donne´ pi (par exemple 0.05) on note t̂pi la valeur de t telle que
P
(
Ŵ ∗(ϕ̂∗) ≤ t|Z
)
= 1− pi.
Le test consiste alors a` rejeter l’hypothe`se nulle, i.e. g est un sim sur Qδ, au niveau pi si
Ŵ (ϕ̂) > t̂pi.
9.2 Proprie´te´s du test
Pour e´tudier les proprie´te´s de test, des hypothe`ses supple´mentaires sont requises. Tout
d’abord nous remplac¸ons l’hypothe`se H5 par
Hypothe`se H15. La fonction σ est constante.
Pour assurer la convergence de la distribution de la statistique bootstrape´e, nous avons
besoin que le nombre des Xi proches du bord de Q ne soit pas trop grand :
Hypothe`se H16. L’entier N , introduit dans l’algorithme bootstrap, satisfait
∃ 0 < η < 1, N ≥ (1− η)n.
Comme pour la convergence de W (ϕ), nous avons besoin d’hypothe`ses de re´gularite´ sur g
et f , mais aussi sur leurs estimateurs :
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Hypothe`se H17. Les estimateurs f̂ , g˜ et ĝ1 sont construits tels que
sup |f̂ (i) − f (i)| P−−→ 0, sup |g˜ − g| P−−→ 0
sup |ĝ(j)1 − g(j)1 | P−−→ 0, sup |f̂ (τ+1)| = OP(1),
ou` 1 ≤ i ≤ τ , j = 1, 2, les premie`re, deuxie`me et quatrie`me bornes supe´rieures sont prises
sur Q′ et la troisie`me sur l’ensemble {ϕ0 · x : x ∈ Q}.
On rappelle que
Q′ =
⋃
ϕ∈Θ
⋃
u∈U(ϕ)
⋃
v∈V(u,ϕ)
⋃
θ∈Θ(ϕ)
⋃
(s,x)∈T {αθ(v)}
S(s,Rθx)
i.e. Q′ correspond au sous ensemble de Q recouvert par les cylindres.
Dans le the´ore`me suivant, la partie (I) concerne le niveau asymptotique du test bootstrap
sous l’hypothe`se H0. La partie (II) fournit la convergence vers 1, sous l’alternative ou` g
fixe´e n’est pas un sim, de la probabilite´ de rejeter H0. La partie (III) e´nonce le fait que
le test est capable de distinguer une alternative distante de n−1/2 de l’hypothe`se nulle. En
utilisant un argument similaire, on montrerait que si l’hypothe`se alternative est du meˆme
type excepte´ le terme cn−1/2, que l’on remplace par δ(n) ou` δ(n) −→ 0 et n1/2δ(n) −→ ∞,
alors la probabilite´ de rejeter H0 convergerait vers 1. Dans la partie (III) du the´ore`me,
pour laquelle g de´pend de n, nous ne conside´rons plus la condition H6, qui est relative a`
g.
The´ore`me 9.2.1. On suppose que les hypothe`ses H1–H4, H6 et H8–H17 sont ve´rifie´es,
on a
– (I) Sous l’hypothe`se H0 de sim sur Q′, pour 0 < pi < 1, la probabilite´ que Ŵ (ϕ̂) > t̂pi
converge vers pi, quand n→∞.
– (II) Si g est fixe´e et n’est pas un sim sur Qδ, alors pour tout 0 < pi < 1 la probabilite´
que Ŵ (ϕ̂) > t̂pi converge vers 1, quand n −→ ∞.
– (III) Si g = γ1 + cn
−1/2γ2 sur Q, ou` (i) γ1(x) = g1(ϕ0 · x) est un sim fixe´ sur Q, de
repre´sentation unique sur Qδ, (ii) γ2 n’est pas un sim avec le meˆme axe ϕ0 sur Qδ, et
(iii) g1 et γ2 ont des de´rive´es continues, alors on a
lim
|c|→∞
lim inf
n→∞ P
(H0 est rejete´e ∣∣ g = γ1 + cn−1/2γ2 ) = 1 . (9.1)
On peut remarquer que l’on ne teste pas directement sur Q tout entier, mais sur Qδ. Ceci
est duˆ au crite`re global de sim donne´ au paragraphe 5.3.
De´monstration. Les lois limites de n1/2(ϕ̂−ϕ0) et n Ŵ (ϕ̂), obtenues dans le chapitre 8
sont comple´tement de´termine´es par f et ∇g. Ces de´monstrations demandent que les
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de´rive´es 2k(d) de f soient uniforme´ment borne´es et que ∇g soit continue. En utilisant
des arguments similaires et en tenant compte des hypothe`ses de convergence sur les esti-
mateurs de la densite´ f et de la re´gression g, les lois bootstraps limites de n1/2 (ϕ̂∗ − ϕ̂)
et n Ŵ ∗(ϕ̂∗) sont les lois de Ω et W (Ω), respectivement, de´finies dans le chapitre 8, en
remplac¸ant g1 par γ1.
• Partie (I)
Par de´finition des seuils critiques tpi et t̂pi, on a
P
(
W (Ω) < tpi
)
= 1− pi = P
(
Ŵ ∗(ϕ̂∗) < t̂pi|Z
)
.
La convergence en loi de la statistique bootstrap donne
P
(
nŴ ∗(ϕ̂∗) < z|Z
)
= P
(
W (Ω) < z
)
+ OP(1),
cette e´galite´ est encore vraie pour z = n t̂pi, en utilisant l’inverse de la fonction de
re´partition de W (Ω) et sa re´gularite´ on obtient
n t̂pi = tpi + OP(1).
On peut maintenant en de´duire le niveau asymptotique du test. Soit ε > 0, en utilisant la
convergence en loi de nŴ (ϕ̂) et en posant An,ε =
{|nt̂pi − tpi| < ε}, on a
P
(
Ŵ (ϕ̂) > t̂pi
)
= P
(
W (Ω) > nt̂pi
)
+ O(1)
= P
(
W (Ω) > tpi − ε ∩An,ε
)
+ P
(
W (Ω) > nt̂pi ∩Acn,ε
)
+ O(1).
Or P(An,ε) −−−−−→
n→∞ 1 et P(W (Ω) > tpi − ε) −−−−→ε→0 pi. Le deuxie`me terme converge donc
vers 0 et le premier vers pi. Finalement
lim
n→∞P
(
Ŵ (ϕ̂) > t̂pi
)
= pi.
• Partie (II)
Sous l’hypothe`se ou` g est fixe´e et n’est pas un sim sur Qδ , on re´e´chantillonne quand meˆme
suivant un mode`le sim d’axe ϕ̂ = argmin
ϕ∈Θ
Ŵ (ϕ), qui tend vers un ϕ0 = argmin
ϕ∈Θ
W (ϕ). Ainsi
on a encore la convergence en loi de nŴ ∗(ϕ̂∗) vers W (Ω). La relation entre les seuils
critiques the´oriques et bootstrap est donc toujours valable, i.e. t̂pi = OP(1). On s’inte´resse
maintenant a` la convergence de Ŵ (ϕ̂) : en reprenant la de´monstration du chapitre 8, on
obtient la convergence en probabilite´ de Ŵ (ϕ̂) versW (ϕ0) etW (ϕ0) > 0. En effet les e´tapes
2-, 3- et 6- changent et font intervenir les quantite´s ∆(s, u,x, θϕ0) 6= 0 et W (ϕ0) > 0.
Soit η > 0 alors P
(
t̂pi > η
) −−−−−→
n→∞ 0.
P
(
Ŵ (ϕ̂) > t̂pi
)
= P
(
W (ϕ0) > t̂pi
)
+ O(1),
= P
(
{W (ϕ0) > η} ∩ {t̂pi > η}
)
+ P
(
{W (ϕ0) > t̂pi} ∩ {t̂pi ≤ η}
)
+ O(1).
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Les remarques pre´ce´dentes impliquent que le deuxie`me terme tend vers 0 et le premier
tend vers 1 lorsque l’on fait tendre tout d’abord n vers +∞, puis η vers 0. Finalement
lim
n→∞P
(
Ŵ (ϕ̂) > t̂pi
)
= 1.
• Partie (III)
On suppose que le mode`le qui engendre les donne´es est de la forme g = γ1 + cn
−1/2γ2
sur Q, avec les hypothe`ses (i),(ii) et (iii). Cette de´monstration fait intervenir des re´sultats
interme´diaires de convergence, dans un soucis de clarte´ nous avons pre´fe´re´ les renvoyer a`
la fin de ce chapitre dans le lemme 9.2.1.
Le lemme 9.2.1 et les re´sultats internes a` sa de´monstration, donnent la convergence en
probabilite´ de Ŵ (ϕ) vers W (ϕ), ce dernier ne faisant intervenir que la partie sim du
mode`le : γ1(ϕ0 ·x). On a aussi ϕ̂ P−−→ ϕ0. Ainsi lorsqu’on re´e´chantillonne suivant le mode`le
a` direction re´ve´latrice ϕ̂, on obtient encore
P
(
nŴ ∗(ϕ̂∗) < z|Z
)
−→ P
(
W (Ω) < z
)
, pour tout z,
ou` W est obtenu par la formule (6.4) en remplac¸ant g1 par γ1. Ainsi on a nt̂pi
P−−→ tpi, ou`
tpi est le (1− pi)-quantile de W (Ω).
On veut montrer que
lim
|c|→∞
lim
n→∞P
(
Ŵ (ϕ̂) > t̂pi
)
= 1.
Comme nt̂pi
P−−→ tpi, si on montre que
lim
|c|→∞
lim
n→∞P
(
nŴ (ϕ̂) > C ′
)
= 1 , pour tout C ′ > 0,
alors on a le re´sultat. En utilisant la convergence en loi de nŴ (ϕ̂), cf. lemme 9.2.1, il suffit
de montrer que
lim
|c|→∞
P(W 1(Ω1,c, c) > C
′) = 1. (9.2)
Dans l’expression deW 1(ω, c) interviennent le processus limite gaussien ζ(S0) et la quantite´
ωTβ + cIS(γ2). On peut e´crire
W
1/2
1 (ω, c) ≥
∣∣∣∣∣∣
(∫
U(ϕ0)
du
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
(
ζ(S0)−Mζ(u, ϕ0)
)2
dsdx
)1/2
−
(∫
U(ϕ0)
du
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
(
ωTβ + c
(
IS0(γ2)− Vγ2(u, ϕ0)
))2
dsdx
)1/2∣∣∣∣∣∣
132 CHAPITRE 9. E´TUDE DU TEST
On note W2(ω, c) le deuxie`me terme de droite, c’est-a`-dire
W2(ω, c) =
∫
U(ϕ0)
du
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
(
ωTβ(s, u,x, θ0, ϕ0)
+ c (IS0(γ2)− Vγ2(u, ϕ0))
)2
dsdx.
Or
sup
u∈U(ϕ0)
sup
v∈V(u,ϕ0)
sup
θ0∈Θ(ϕ0)
sup
(s,x)∈T {αθ0 (v)}
∣∣ζ{S(s,Rθ0x)}∣∣ = OP(1),
On remarque donc que dans la minoration de W 1 le premier terme de droite est borne´ en
probabilite´. Finalement si W2(ω, c)
1/2 ve´rifie
lim
|c|→∞
inf
ω
W2(ω, c) = ∞, (9.3)
on obtient le re´sultat (9.2).
La convergence (9.3) a lieu puisque γ2 n’est pas un sim d’axe ϕ0, donc inde´pendamment
de ω, IS0(γ2)− Vγ2(u, ϕ0) 6= 0.

Lemme 9.2.1. Sous les hypothe`ses du the´ore`me pre´ce´dent et de la partie (III)
ϕ̂
P−−−−−→
n→∞ ϕ0
et
n Ŵ (ϕ̂)
L−−−−−→
n→∞ W 1(Ω1,c, c),
ou`
W 1(ω, c) =
∫
U(ϕ0)
du
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
(
ξ(s, u,x, θ0, ϕ0)
+ ωTβ(s, u,x, θ0, ϕ0) + cIS0(γ2)−Mξ(u, ϕ0)− cVγ2(u, ϕ0)
)2
dsdx
et Ω1,c = argmin
ω∈Rd
W 1(ω, c).
De´monstration. On reprend la de´monstration du chapitre 8. Dans cette partie, pour
plus de clarte´, on notera Vg(u, ϕ) a` la place de V (u, ϕ) pour bien pre´ciser la de´pendance
en g de cette quantite´.
E´tape 1-Montrons que supC |ÎS(g) − IS(γ1)| = OP
(
n−1/2
)
: en reprenant les meˆmes no-
tations, on a ici
ÎS(g) = ÎS(γ1) + cn−1/2BS(γ2)
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supC |ÎS(g) − IS(γ1)| ≤ supC |ÎS(γ1)− IS(γ1)|+ cn−1/2|BS(γ2)|
= OP(n−1/2),
car la convergence de ÎS(γ1) est toujours valable et que la convergence de BS(γ2) se
de´montre de la meˆme fac¸on que dans la partie 7.2. De plus on a
sup
u,ϕ
∣∣∣V̂g(u, ϕ) − Vγ1(u, ϕ)∣∣∣ ≤ sup
u
supC |ÎS(g)− IS(γ1)| = OP
(
n−1/2
)
. (9.4)
E´tape 2-, E´tape 3- et E´tape 4- restent inchange´es e´tant donne´ que notre de´finition
de ∆ ne de´pend que de la partie sim du mode`le. Cette quantite´ s’annule donc en ϕ0. On
obtient la convergence suivante, uniforme´ment en ϕ ∈ Θ
Ŵ (ϕ)
P−−→ W (ϕ),
ou`
W (ϕ) =
∫
U(ϕ)
du
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
{
IS(s,Rθx)(γ1)− Vγ1(u, ϕ)
}2
ds dx .
De plus ϕ0 e´tant toujours atteint de fac¸on quadratique, les E´tapes 5- et E´tapes 6-
restent inchange´es, on obtient donc la convergence
ϕ̂
P−−→ ϕ0.
E´tape 7- De´veloppement de ∆̂(s, u,x, θ, ϕ) en ϕ0 . On note
V̂B,γ2(u, ϕ) =
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
BS(s,Rθx)(γ2) ds dx∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
ds dx
.
On peut alors e´crire
n1/2∆̂ = n1/2
[
ÎS(γ1)− V̂γ1(u, ϕ)
]
+ c
[
‖S‖−1BS(γ2)− V̂B,γ2(u, ϕ)
]
En utilisant la partie 7.2, on obtient le de´veloppement de BS(γ2)
BS(γ2) =
(
BS(γ2)− IS(γ2)
)
+ IS(γ2)
= IS(γ2) + OP(n−1/2)
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On peut donc e´crire
n1/2∆̂(s, u,x, θ, ϕ) − n1/2∆(s, u,x, θ, ϕ)
= n1/2
(
ÎS(γ1)− IS(γ1)
)
− n1/2
(
V̂γ1(u, ϕ) − Vγ1(u, ϕ)
)
+ c
(
BS(γ2)− V̂B,γ2(u, ϕ)
)
= ‖S‖−1d ζn{S} −
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
‖S‖−1d ζn{S}dsdx∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
T {αθ(v)}
dsdx
+ c
(
BS(γ2)− V̂B,γ2(u, ϕ)
)
.
Finalement pour ϕ tel que ‖ϕ0−ϕ‖ ≤ Cn−1/2, en utilisant les meˆmes arguments que dans
le chapitre 8
n1/2 ∆̂(s, u,x, θ, ϕ)
= n1/2 ∆(s, u,x, θ, ϕ) + ‖S0‖−1d ζn{S0}+ cIS(γ2)
−
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
‖S0‖−1d ζn{S0}+ cIS(γ2) ds dx∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
ds dx
+ OP(1) .
Graˆce au de´veloppement de ∆ en ϕ0 donne´ en (6.2) on a uniforme´ment sur l’ensemble{
ϕ/‖ϕ − ϕ0‖ ≤ Cn−1/2
}
n1/2∆̂(s, u,x, θ, ϕ) = n1/2(ϕ− ϕ0)Tβ(s, u,x, θ0, ϕ0) + ‖S0‖−1d ζn(S0) + cIS(γ2)
−
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
‖S0‖−1d ζn(S0) + cIS(γ2) ds dx∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
ds dx
+ OP(1) .
On voit alors que dans la variable ale´atoire limite la partie ζ(S) sera remplace´e par ζ(S)+
cIS(γ2). On de´finit donc
W 1(ω, c) =
∫
U(ϕ0)
du
∫
V(u,ϕ0)
dv
∫
Θ(ϕ0)
dθ0
∫
T {αθ0 (v)}
(
ξ(s, u,x, θ0, ϕ0)
+ ωTβ(s, u,x, θ0, ϕ0) + cIS0(γ2)−Mξ(u, ϕ0)− cVγ2(u, ϕ0)
)2
dsdx
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et Ω1,c = argmin
ω∈Rd
W 1(ω, c).
On peut alors reprendre la de´monstration des e´tapes 8- et 9-. On conclut que
nŴ (ϕ̂)
L−−−→ W 1(Ω1,c, c).

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Annexe 1 : E´tude de la continuite´
des inte´grales
Cette partie est consacre´e a` l’e´tude des proprie´te´s de re´gularite´ des fonctions
(θ,v, s,x) 7→ IS(s,Rθx),
(u, ϕ) 7→ V (u, ϕ),
ϕ 7→ W (ϕ).
Dans un premier temps nous allons faire quelques remarques sur les cylindres et les do-
maines de variation des parame`tres (θ,v, s,x, u, ϕ).
10.1 Les cylindres et leur parame´trisation
Soit Q ⊂ Rd un ensemble convexe, compact, dont le bord ∂Q est de classe C 1. Pour δ > 0
quelconque fixe´, on de´finit
Qδ = {x ∈ Q, d(x, ∂Q) > δ} .
La parame´trisation des cylindres qui recouvrent Qδ est la suivante : fixons ϕ ∈ Θ, une
direction privile´gie´e. Soit θ ∈ Θ(ϕ), i.e. θ ∈ Θ et θ est un vecteur orthogonal a` ϕ. Alors
les cylindres sont choisis tels que
– Le rayon de leur base est r > 0. Ce rayon est le meˆme pour tous les cylindres et est
choisi tel que r < δ.
– leur largeur s varie entre s1 et s2, ou` 0 < s1 < s2 < 2
√
δ2 − r2.
– Le centre des cylindres x est dans Qδ.
Un tel cylindre est note´ S(s,Rθx).
L’ide´e est de conside´rer un repe`re de base ayant son origine sur ϕ et on note u = ϕ · x,
la cote sur l’axe ϕ. De plus on localise alors les centres des cylindres x sur les egments de
cote u, de direction θ et d’extre´mite´ v, cf. figure 5.5, i.e. l’ensemble des αθ(v).
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On peut alors de´montrer que les ensembles de variation des parame`tres sont compacts.
Proprie´te´ 10.1.1. – Θ(ϕ0) = {θ, θ ⊥ ϕ0 et ‖θ‖ = 1} est compact.
– Soit ϕ, θ ∈ Θ(ϕ) et v fixe´s. T (αθ(v)) = {(s,x) / s ∈ [s1, s2] et x ∈ αθ(v)} est un
compact.
– Soit ϕ et u fixe´s, V(u, ϕ) est un compact.
– Soit ϕ, U(ϕ) est compact.
– V(ϕ) =
⋃
u∈U(ϕ)
V(u, ϕ) est compact.
De´monstration.
• Pour ϕ0 fixe´, Θ(ϕ0) ⊂ Θ compact.
Soit {θn}n ∈ Θ(ϕ0) ⊂ Θ telle que θn −→ θ. Montrons que θ ∈ Θ(ϕ0) :
‖θ‖ = 1, car Θ est compact. Pour tout n, θn · ϕ0 = 0, donc par continuite´ du produit
scalaire, d’ou` θ · ϕ0 = 0. Donc θ ∈ Θ(ϕ0), qui est donc un sous-ensemble ferme´ de Θ
compact de Rd. Finalement Θ(ϕ0) est compact
• T (αθ(v)) = [s1, s2]×αθ(v), or αθ(v) est un segment donc un compact. T (αθ(v)) est un
compact comme produit direct de deux compacts.
• V(u, ϕ) = {v /ϕ · v = u}. Soit vn une suite de V(u, ϕ) ⊂ Q. Or Q est compact donc il
existe une sous-suite vφ(n) −→ v ∈ Q et pour tout n, vφ(n) ·ϕ = u. Donc par continuite´ du
produit scalaire v · ϕ = u, c’est-a`-dire que v ∈ V(u, ϕ). Finalement V(u, ϕ) est compact.
• U(ϕ) est la trace du compact Q sur l’axe ϕ, c’est donc un segment.
• V(ϕ) repre´sente un sous-ensemble ferme´ du bord de Qδ qui est compact, c’est donc un
ensemble compact de Rd.

10.2 Continuite´
Re´gularite´ de IS
La fonction I est de´finie comme suit :
I : D(u, ϕ) → R
(θ,v, (s,x)) 7→ IS(s,Rθx)(g),
avec D(u, ϕ) = {(θ,v, (s,x)) / θ ∈ Θ(ϕ), v ∈ V(u, ϕ) et (s,x) ∈ T (αθ(v))}.
Chaque cylindre S peut eˆtre obtenu a` partir d’un cylindre particulier S0 :
Soit S0 le cylindre de centre O, d’axe Ox1, de rayon r et de longueur 1. Si on note
– Ds la dilatation d’axe Ox1 et de rapport s ∈ [s1, s2] ;
– Rθ la rotation de centre O, qui transforme l’axe Ox1 en θ ;
– tx la translation, qui envoie O au centre x de S ;
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et on pose Tr,θ,s = tx ◦ Rθ ◦Ds, alors Tr,θ,s(S0) = S.
Le Jacobien de Tr,θ,s vaut s d’ou`, en faisant le changement de variable ade´quate,
IS(s,Rθx)(g) = s
∫
C0
g(Tr,θ,s(y)) dy.
Donc la fonction I est de classe C 1, car g l’est.
Continuite´ de V
Par de´finition,
V : D → R
(u, ϕ) 7→ V (u, ϕ) =
∫
V(u,ϕ)
dv
∫
Θ(ϕ)
dθ
∫
Tθ(v)
IS(s,Rθx)(g)ds dx,
ou`D = {(u, ϕ)/ϕ ∈ Θ et u ∈ U(ϕ)}. On a montre´ que la fonction (θ,v, s,x) 7→ IS(s,Rθx)(g)
est continue.
Remarque 2. pour montrer que t 7→
∫ 1
g(t)
f(x) dx est continue en t0, on e´tudie la quantite´
suivante
∆ =
∣∣∣∣∣
∫ 1
g(t)
f(x) dx−
∫ 1
g(t0)
f(x) dx
∣∣∣∣∣ ≤
∫ g(t0)
g(t)
|f(x)| dx.
Si g est continue en t0 et f borne´e par M , alors
∆ ≤M |g(t) − g(t0)| < ε.
Donc ici on va montrer que les domaines sur lesquels on inte`gre sont continus par rapport
a` leur parame`tre : dans notre cas ∆ ≤ λd(K∪K0\K∩K0), ou` λ est la mesure de Lebesgue.
Donc il faut montrer que la mesure de Lebesgue de cet ensemble tend vers 0 quand K → K0.
On utilise en fait souvent une majoration de la mesure de Lebesgue
λd(K ∪K0\K ∩K0) ≤ vd sup
x∈K
inf
y∈K0
d(x, y) = vd sup
x∈K
d(x,K0),
avec vd le volume de la sphe`re en dimension d.

A` u, ϕ fixe´s :
Pour (θ,v) 7→ Tθ(v) a` θ fixe´, on prouve la continuite´ par rapport a` v, cf. figure 10.1. On
veut montrer que supx∈αθ(v) d(x, αθ(v0) → 0 quand v → v0. On remarque que v → v0
e´quivaut a` dire que h→ 0. La borne supe´rieure est obtenue sur le bord a` une des extre´mite´s
sinon il est e´gal a` h. On conside`re alors le repe`re (M0(v0), θ
′, θ), ou` θ′ ⊥ θ et dans le plan
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θ
hl′ l
αθ(v)
αθ(v0)
Fig. 10.1 – Continuite´ en αθ(v) par rapport a` v.
•(0, 0)
•(h, f0(h))
h l
αθ(v)
αθ(v0)
Fig. 10.2 – Continuite´ de αθ(v) par rapport a` v
orthogonal a` ϕ contenant θ, cf. figure 10.2. Dans ce repe`re M0 a pour coordonne´es (0, 0), on
applique le the´ore`me des fonction implicites pour trouver l’e´quation du bord : y = f0(x),
avec f0 ∈ C1. De plus f ′0 est quelconque et l =
√
h2 + f0(h)2. Or le de´veloppement de
Taylor entre 0 et h de f0 est
f0(h) = 0 + h
∫ 1
0
(1 + t)f
′
0(th) dt
Ainsi l = h
√
1 + (
∫ 1
0 (1 + t)f
′
0(th) dt)
2 = O(h). Finalement l −−−−→
h→0
0.
On peut faire de meˆme en conside´rant l’autre extre´mite´ du segment αθ(v0).
A` v fixe´, on montre que θ 7→ αθ(v) est continue. Pour cela on e´tudie la distance entre
l
•v
h
αθ(v)
αθ0(v)
Fig. 10.3 – Continuite´ en αθ(v) par rapport a` θ.
αθ(v) et αθ0(v) quand θ → θ0. On remarque que le supx∈αθ(v) d(x, αθ0 (v) est l, on fait
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alors un changement de repe`re dans lequel la courbe est le graphe d’une fonction que l’on
note encore f0. On obtient aussi l = O(h). Or ici h = ‖αθ(v)‖ sin(θ, θ0) ≤ δ˜ sin(θ, θ0), ou`
δ˜ = diam(Q).
Finalement l = O(θ, θ0), i.e. l −−−−→
θ→θ0
0.
Il reste alors a` montrer la continuite´ quand (v, θ) → (v0, θ0) de l’application
(θ,v) 7→
∫
Tθ(v)
IS(g) ds dx.
Pour cela il suffit de combiner les deux figures 10.2 et 10.3. On peut alors majorer
sup
x∈αθ(v)
d(x, αθ0(v0)) ≤ sup
x∈αθ(v)
d(x, αθ0(v)) + sup
x∈αθ0 (v)
d(x, αθ0(v0)),
les deux quantite´s de droite sont celles e´tudie´es pre´ce´demment et tendent donc vers 0,
quand (v, θ) → (v0, θ0).
On s’inte´resse alors a` la continuite´ de (ϕ,v) 7→
∫
Θ(ϕ)
dθ
∫
Tθ(v)
IS(g) ds dx. Par de´finition
de Θ(ϕ), i.e. Θ(ϕ) = {θ ∈ Θ/ θ · ϕ = 0}, cet ensemble est continu en ϕ par continuite´ du
produit scalaire.
On conside`re Θ(ϕ) et Θ(ϕ0). Soit x ∈ Θ(ϕ0) et d(x,Θ(ϕ)) = |x.ϕ|, or x·ϕ0 = 0 et ‖x‖ = 1.
sup
x∈Θ(ϕ0)
|x · (ϕ0 − ϕ)| < |ϕ− ϕ0| < ε.
Cette dernie`re e´galite´ nous donne la continuite´ voulue.
Il nous reste alors a` montrer la continuite´ de V(u, ϕ). Or V(u, ϕ) est l’intersection du bord
de f(x) = 0 et du plan ϕ ·x = u. On proce`de de meˆme que pour les ensembles pre´ce´dents :
– a` u fixe´, faire varier ϕ : cf. figure 10.4
θ
θ0
Q
Fig. 10.4 – Continuite´ de V(u, ϕ) en dimensions 3.
– pour un meˆme ϕ faire varier u : cf. figure 10.5
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u
u0
ϕ0
Fig. 10.5 – Continuite´ de V(u, ϕ) en dimensions 3.
La plus grande distance entre deux ensembles est encore atteinte au bord. Pour conclure
il faut faire varier (u, ϕ). On obtient alors la continuite´ de (u, ϕ) 7→ V (u, ϕ).
L’E´tude de la continuite´ deW (ϕ) se fait de meˆme. il ne reste plus qu’a` obtenir la continuite´
de U(ϕ) par rapport a` ϕ. Or cet ensemble est la projection de Q sur l’axe ϕ, il est donc
continu en ϕ.
Annexe 2 : Rappels sur les
U-statistiques
11.1 Introduction
Dans ce paragraphe nous rappelons les de´finitions de base concernant les U -statistiques,
les U -processus et les classes de fonctions euclidiennes, ainsi que certains re´sultats obtenus
par Sherman (1994). En effet ces processus et classes de fonctions interviennent a` plusieurs
reprises dans le chapitre 7.
Soit Z1, . . . , Zn des observations inde´pendantes d’une loi P sur un ensemble X . Soit k un
entier et F une classe de fonctions sur X k, on de´finit :
Uknf = (n)
−1
k
∑
ik
f(Zi1 , . . . , Zin)
ou` (n)k = n(n− 1) · · · (n− k+ 1) et ik = (i1, . . . , in) ensemble de k indices parmi les (n)k
k-uplets ordonne´s d’entiers distincts de {1, . . . , n}. Pour k = 1, U 1n = Pn est la mesure
empirique.
De´finition 11.1.1. U knf est appele´e U-statistique d’ordre k. {U knf, f ∈ F} est appele´
U-processus d’ordre k inde´xe´ par F.
Si de plus, pour tout f ∈ F,
E f(s1, . . . , si−1, Zi, si+1, . . . , sk) = 0 pour i = 1, . . . , k,
alors F est appele´e classe de fonctions de X k P-de´ge´ne´re´e et U knf (resp.{Uknf, f ∈ F})
est appele´e U -statistique (resp. U -processus) d’ordre k P-de´ge´ne´re´e.
De´finition 11.1.2. On dit qu’une fonction positive F de´finie sur X k est une enveloppe
de F si
sup
f∈F
|f(.)| ≤ F (.)
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De´finition 11.1.3. Soit F une classe de fonctions sur X a` valeurs re´elles. On dit que
F est euclidienne pour l’enveloppe F s’il existe A et V deux constantes positives avec
la proprie´te´ suivante : si µ est une mesure pour laquelle µF 2 < +∞, alors
D(x, dµ,F) ≤ Ax−V , 0 < x ≤ 1,
ou`
– pour ε > 0, D(ε, d, T ) est le plus grand nombre D pour lequel ∃ m1, . . . ,mD des points
de T tels que d(mi,mj) > ε, pour i 6= j ;
– pour f, g ∈ F, dµ(f, g) =
(
µ|f−g|2
µF 2
)1/2
.
Interpre´tation :
Ce nombre D(ε, d, T ) nous donne pour le pseudo-espace me´trique (T, d) la grosseur de T
selon la me´trique d.
On peut remarquer que
– A et V sont des constantes inde´pendantes de µ ;
– on dit que F est euclidienne (A, V ) pour l’enveloppe F .
On trouvera des exemples de telles familles dans les ouvrages de Pollard (1984) et Devroye
et Lugosi (2000).
Les premiers exemples de telles familles sont les familles d’indicatrices sur des ensembles
qui forment une VC-classe.
11.2 Quelques re´sultats sur les familles euclidiennes
Dans ce paragraphe nous rappelons quelques re´sultats utiles sur les familles euclidiennes.
Ces re´sultats sont de deux types : les premiers donnent des exemples et des proprie´te´s pour
de´terminer qu’une famille de fonctions est euclidienne. Les seconds sont des the´ore`mes sur
les taux de convergence utilise´s dans les preuves.
11.2.1 Familles de fonctions euclidiennes
Les exemples et proprie´te´s ci-dessous se trouvent dans les articles de Pakes et Pollard
(1989) et Nolan et Pollard (1987) et permettent de montrer que certaines familles de
fonctions sont euclidiennes sans revenir a` la de´finition 11.1.3.
Proprie´te´ 11.2.1. conditions d’euclidiennite´
1. (cf. Nolan et Pollard (1987), Corollaire 21) Soit F une classe de fonctions de X ×
X uniforme´ment borne´e euclidienne. Alors pour toute mesure ν de X , la classe
{∫ f(x, ·)dν(x), f ∈ F} est euclidienne pour une enveloppe constante.
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2. (cf. Nolan et Pollard (1987),Lemmme 22(ii)) Soit g(.) une fonction re´elle a` va-
riations borne´es sur R. La classe de toutes les fonctions sur Rdde la forme z 7→
g(α · z + β), avec α parcourant Rd et β parcourant R, est une famille euclidienne
pour une enveloppe constante (αz est le produit scalaire entre z et α dans Rd).
3. (cf. Pakes et Pollard (1989),Lemme 2.14) Si F est une famille euclidienne pour
l’enveloppe F et G est une famille euclidienne pour l’enveloppe G. Alors {fg : f ∈
F, g ∈ G} est une famille euclidienne pour une enveloppe FG.
Exemple 11.2.1. Soit K une fonction a` variations borne´es. Si on pose F = {fb,y(x) =
K(y−xb ), b > 0, y ∈ R}, alors F est une famille euclidienne pour l’enveloppe F = sup |K|.
Exemple 11.2.2. Dans notre cas on a la famille G = {K( y−xb ), b ∈]0, 1]}. K e´tant un
noyau produit on peut en de´duire en utilisant l’exemple pre´ce´dent et le lemme 2.14, que G
est une famille euclidienne. En utilisant a` nouveau le lemme 2.14 on en de´duit que H2 et
H3 sont des familles euclidiennes.
De plus amples exemples et conditions sont re´pertorie´s dans les livres et articles de´ja` cite´s
et dans l’ouvrage de Van der Vaart et Wellner (1996)
11.2.2 Ordre uniforme en probabilite´
On rappelle la vitesse de convergence des U -processus utilise´e dans les preuves du cha-
pitre 7.
Proprie´te´ 11.2.2. [cf. Sherman (1994), Corollaire 4(ii)] Soit F une classe de fonctions
sur X k, k ≤ 1, P-de´ge´ne´re´e et Pk = P⊕ . . .⊕ P. Si F est euclidienne pour une enveloppe
F deux fois inte´grable, i.e.
∫
F 2dPk <∞. Alors
sup
f∈F
|nk/2Uknf | = OP(1)
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Annexe 3 : Distances dans un
e´chantillon
On note, pour j ∈ {1, . . . , n}, Dj(x) la distance de x ∈ Rd a` son j e`me plus proche voisin
dans l’e´chantillon X.
Dans cette partie nous allons e´tudier tout d’abord le de´veloppement asymptotique de
E (Ddj (x)). On pourra alors en de´duire une combinaison line´aire des Dj(·), de´finissant
Dd(·) et admettant le de´veloppement (12.5). Dans un deuxie`me temps on s’inte´ressera au
comportement asymptotique de la variable ale´atoire Dd(x).
12.1 De´veloppement asymptotique de E {Dd(x)}
Le the´ore`me suivante nous donne la combinaison line´aire de´finissant Dd(·), dans quelques
cas particuliers.
The´ore`me 12.1.1. Soit X un e´chantillon de vecteurs ale´atoires de Rd, de densite´ f sur
un compact Q. On suppose f se´pare´e de ze´ro.
• Si 2 ≤ d ≤ 3 et si f a ses deux premie`res de´rive´es borne´es alors, en prenant Dd(·) =
Dd1(·), on a , uniforme´ment par rapport a` x
E [Dd(x)] = {nvdf(x)}−1 + O(n−3/2). (12.5)
• Si 4 ≤ d ≤ 7 et si f a ses quatres premie`res de´rive´es borne´es dans un voisinage de x,
alors on pose
Dd =
Γ(3 + 2d−1)Dd1 − Γ(2 + 2d−1)Dd2
Γ(3 + 2d−1)− 2Γ(2 + 2d−1)
et (12.5) est ve´rifie´e.
L’e´tude asymptotique de E (Dd(·)) revient donc a` celle de E (Dd1(·)) et E (Dd2(·)) et fera
donc l’objet des deux parties suivantes.
Remarque 3. Le the´ore`me ne traite pas le cas d ≥ 8. Pour obtenir le re´sultat dans ce
cas il faudra utiliser les meˆmes techniques que celles utilise´es ici et faire intervenir des
distances Dj, pour j ≥ 3.
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Pour la de´monstration du the´ore`me pre´ce´dent nous avons besoin de quelques remarques
pre´liminaires :
– On peut tout d’abord se ramener au cas x = 0. On pose dans la suite B(t) = B(0, t),
boule de centre 0 et de rayon t. On note Dj = Dj(0).
– Soit X une variable ale´atoire positive a` support compact, Q, i.e. X(ω) ∈ [0, δ], ou`
δ = diamQ. Si g est une fonction de´rivable ve´rifiant g(0) = 0, alors
E [g(X)] =
∫
g(X(w))dP(w) =
∫ ∫ +∞
0
g′(t)I{X(w)>t}dt dP(w),
=
∫ +∞
0
g′(t)P{X(w) > t}dt,
=
∫ δ
0
g′(t)P{X(w) > t}dt.
– D’apre`s la de´finition de D1, on peut e´crire pour tout t ∈ [0, δ]
P{D1 > t} = P{ aucun des points Xi est dans B(t)},
=
(
1−
∫
B(t)
f(u)du
)n
,
=
(
1− td
∫
B(1)
f(tz)dz
)n
.
Il va donc falloir de´terminer dans un premier temps le de´veloppement asymptotique de
td
∫
B(1)
f(tz)dz, quand t→ 0.
Lemme 12.1.1. Sous les meˆmes hypothe`ses que pour la proposition : quand t→ 0
td
∫
B(1)
f(tz) dz = vdf(0)t
d
[
1 + udt
2
]
+O
(
t4+d
)
,
avec vd, le volume de la boule unite´ de R
d et on note z(j) la j e`me composante du vecteur
z ∈ Rd et
ud =
∑
j f
(j,j)(0)
2 d vd f(0)
∫
B(1)
‖z‖2 dz, avec f (j,j)(0) = (∂/∂z(j))2 f(z) ∣∣
z=0
.
De´monstration.
f admet le de´veloppement suivant en 0
f(tz) = f(0) + t
d∑
j=1
∂f
∂z(j)
(0)z(j) +
t2
2
d∑
i=1
d∑
j=1
f (j,i)(0)z(j)z(i)
+
t3
3!
d∑
i=1
d∑
j=1
d∑
k=1
f (j,i,k)(0)z(j)z(i)z(k) +O(t4).
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On remarque que ce de´veloppement est valable uniforme´ment en z, car la de´rive´e 4 e`me de
f est borne´e et on conside`re ici z ∈ B(1), compact.
La syme´trie de rotation de la sphe`re de centre 0 a pour conse´quence que l’inte´grale sur
cette sphe`re d’une fonction impaire est nulle, ce qui conduit a`∫
B(1)
f(tz) dz =
∫
B(1)
{
f(0) +
1
2
d∑
j=1
f (j,j)(0) (z(j))2t2
}
dz
+O
(
t4
)
.
Explicitons chacun de ces deux termes
•
∫
B(1)
f(0)dz = f(0)vd ;
• Comme la sphe`re est invariante par rotation, les inte´grales,
∫
B(1)
(z(j))2 dz, sont donc les
meˆmes dans toutes les directions j. Ainsi
t2
2
d∑
j=1
f (j,j)(0)
∫
B(1)
(z(j))2 dz =
t2
2
d∑
j=1
f (j,j)(0)
(∫
B(1)
(u(1))2 du
)
.
On obtient alors
td
∫
B(1)
f(tz) dz = vdf(0)t
d
1 + 1
2f(0)vd
d∑
j=1
f (j,j)(0)
(∫
B(1)
(u(1))2 du
)
t2

+O(t4+d).
On note ud le deuxie`me terme de l’e´galite´, que l’on peut encore e´crire
ud =
1
2df(0)vd
 d∑
j=1
f (j,j)(0)
∫
B(1)
‖u‖2 du.
Finalement quand t tends vers 0
td
∫
B(1)
f(tz) dz = vdf(0)t
d
[
1 + udt
2
]
+O
(
t4+d
)

On de´finit dans toute la suite
h(t) = log
(
1− td
∫
B(1)
f(tz) dz
)
,
fonction qui intervient dans le de´veloppement asymptotique des E (Ddj ). En utilisant le
lemme 12.1.1, on en de´duit le de´veloppement de h au voisinage de 0
h(t) = −vdf(0)td
[
1 + udt
2
]
+O
(
t4+d
)
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12.1.1 De´veloppement asymptotique de E (Dd1)
Le the´ore`me suivant donne le de´veloppement asymptotique de E (Dd1), dont nous avons
besoin pour prouver le the´ore`me 12.1.1.
The´ore`me 12.1.2. Sous les meˆmes hypothe`ses que le the´ore`me 12.1.1, nous avons
E (Dd1) = (f(0)vdn)
−1
(
1− Γ(2 + 2/d)n−2/dwd
)
+O(n−1−4/d), (12.6)
ou` wd = ud/(f(0)vd)
2/d et ud est de´fini dans le lemme 12.1.1.
L’obtention de ce re´sultat ne´cessite trois e´tapes de de´monstration : trouver un e´quivalent,
le deuxie`me terme du de´veloppement puis l’ordre du reste. Les outils principaux sont la
me´thode de Laplace et le the´ore`me de convergence domine´e.
De´monstration. 1o Obtention d’un e´quivalent de E (Dd1), quand n→ +∞
E (Dd1) =
∫ δ
0
dtd−1P(D1 > t) dt
=
∫ δ
0
dtd−1
(
1− td
∫
B(1)
f(tu) du
)n
dt
=
∫ δ
0
g(t)enh(t)dt
avec g(t) = dtd−1 et on rappelle que h(t) = log
(
1− td
∫
B(1)
f(tu) du
)
. On peut alors
utiliser la me´thode de Laplace pour trouver un e´quivalent de cette inte´grale. En effet∫ δ
0
|g(t)|eh(t)dt est une inte´grale convergente, h est de´croissante et admet le de´veloppement
suivant au voisinage de 0 :
h(t) = −f(0)vdtd +O(td)
Finalement, quand n −→ ∞
E (Dd1) ∼ (f(0)vdn)−1
2o Obtention du deuxie`me terme du de´veloppement
Pour cela on e´tudie la diffe´rence :
∆n = E (D
d
1)− (f(0)vdn)−1
Celle-ci contient deux quantite´s : l’une qui utilise le de´veloppement de h au voisinage de
0 et qui va donner un e´quivalent ; la deuxie`me sera ne´gligeable devant cet e´quivalent.
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• 1e`re e´tape : de´veloppement au voisinage de 0.
Soit ε > 0, il existe δ0 tel que pour t ∈ [0, δ0]
(1− ε)
(
− f(0)vdtd − td+2udvdf(0)
)
≤ h(t) ≤ (1 + ε)
(
− f(0)vdtd − td+2udvdf(0)
)
.
On note
∆n,δ0 =
∫ δ0
0
g(t)enh(t) − 1
nvdf(0)
,
alors∫ δ0
0
g(t)e
n(1−ε)
(
−f(0)vdtd−td+2udvdf(0)
)
dt− 1
nvdf(0)
≤ ∆n,δ0
≤
∫ δ0
0
g(t)e
n(1+ε)
(
−f(0)vdtd−td+2udvdf(0)
)
dt− 1
nvdf(0)
.(12.7)
On conside`re tout d’abord la partie droite de cette ine´galite´.
On remarque qu’il existe n0, tel que pour n > n0 :
1−e−na(1−ε)δd0
na(1−ε) − 1na > 0. En utilisant
cette ine´galite´ avec a = vdf(0), on obtient∫ δ0
0
g(t)e
n(1−ε)
(
−f(0)vdtd−td+2udvdf(0)
)
dt− 1− e
−nf(0)vd(1−ε)δd0
nf(0)vd(1− ε) ≤ ∆n,δ0
E´tudions maintenant cette borne infe´rieure, ∆n,δ0
∆n,δ0 =
∫ δ0
0
g(t)e
n(1−ε)
(
−f(0)vdtd−td+2udvdf(0)
)
dt− 1− e
nvdf(0)(1−ε)δd0
nf(0)vd(1− ε)
∆n,δ0 =
∫ δ0
0
dtd−1e
n(1−ε)
(
−f(0)vdtd
)(
e−n(1−ε)t
d+2udvdf(0) − 1
)
dt
∆n,δ0 =
∫ nvdf(0)(1−ε)δ0
0
(
e
−n(1−ε) u1+2/d
(nvdf(0)(1−ε))
1+2/d
udvdf(0) − 1
) e−udu
nvdf(0)(1 − ε)
n1+2/d∆n,δ0 =
∫ nf(0)vd(1−ε)δ0
0
n2/de−u
vdf(0)(1 − ε)fn(u)du
n1+2/d∆n,δ0 =
∫
R+
gn(u) du
Or, pour tout n, gn(u) =
n2/de−u
vdf(0)(1− ε)fn(u)I[0,nvdf(0)(1−ε)δ0 ](u) est une fonction mesu-
rable. De plus
gn(u) ∼ − e
−uu1+2/d
(vdf(0))1+2/d(1− ε)1+2/d
ud
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et
|gn(u)| ≤ e−uu1+2/dud/(vdf(0))1+2/d(1− ε)1+2/d.
Le the´ore`me de convergence domine´e donne alors :
n1+2/d∆n,δ0 ∼ −
Γ(2 + 2/d)ud
(vdf(0))1+2/d(1− ε)1+2/d
c’est-a`-dire : il existe n1, tel que pour tout n ≥ sup(n0, n1) on a
−Γ(2 + 2/d)n−1−2/dud
(vdf(0))1+2/d(1− ε)2/d
≤ ∆n,δ0 (12.8)
On fait de meˆme pour la partie gauche de l’ine´galite´ 12.7
– Comme on a encore
1− e−na(1+ε)δd0
na(1 + ε)
− 1
na
< 0, donc
∆n,δ0 ≤
∫ δ0
0
g(t)e
n(1+ε)
(
−f(0)vdtd−td+2udvdf(0)
)
dt− 1− e
−nvdf(0)(1+ε)δd
nvdf(0)(1 + ε)
.
– L’e´tude de ce majorant, ∆n,δ0 se fait de fac¸on analogue a` celle de ∆n,δ0 , donne
∆n,δ0 ∼ −
Γ(2 + 2/d)ud
(vdf(0))1+2/d(1 + ε)1+2/d
On obtient l’existence de n2, tel que pour n ≥ n2
∆n,δ0 ≤
−Γ(2 + 2/d)n−1−2/dud
(vdf(0))1+2/d(1 + ε)2/d
(12.9)
Finalement en utilisant les ine´galite´s 12.8 et 12.9 on obtient
−(1− ε)−2/dΓ(2 + 2/d)n
−1−2/dud
(vdf(0))1+2/d
≤ ∆n,δ0 ≤ −(1 + ε)−2/d
Γ(2 + 2/d)n−1−2/dud
(vdf(0))1+2/d
• 2e`me e´tape : E´tude de ∆n −∆n,δ0 =
∫ δ
δ0
g(t)enh(t)dt.
Posons µ = −h(δ0) > 0. Comme h est de´croissante, on a h(x) + µ ≤ 0 pour tout x ≥ δ0,
donc pour tout x ≥ δ0, pour tout n > 1,
nh(x) = (n− 1)h(x) + h(x) ≤ −(n− 1)µ+ h(x)
ce qui entraine la convergence de
∫ δ
δ0
|g(x)|enh(x)dx et l’ine´galite´
∫ δ
δ0
|g(x)|enh(x)dx ≤ e−(n−1)µ
∫ δ
δ0
|g(x)|enh(x)dx
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Or µ > 0, d’ou` l’existence d’un entier n3, tel que pour tout n ≥ n3∫ δ
δ0
|g(x)|enh(x)dx ≤ εΓ(2 + 2/d)n
−1−2/dud
(vdf(0))1+2/d
• Conclusion : pour n ≥ sup(n0, n1, n2, n3), on obtient un encadrement, dont chaque
borne est le produit d’une fonction en ε, qui tend vers 1 quand ε → 0 et de la constante
−Γ(2+2/d)n−1−2/dud
(vdf(0))1+2/d
. On obtient donc
∆n =
∫ δ
0
g(t)enh(t) − 1
nf(0)vd
∼ −Γ(2 + 2/d)n
−1−2/dud
(vdf(0))1+2/d
(12.10)
3o Ordre du reste
On veut obtenir l’ordre du reste, i.e.
Γn =
∫ δ0
0
g(t)enh(t) − 1
nf(0)vd
+
Γ(2 + 2/d)n−1−2/dud
(vdf(0))1+2/d
= O(n−1−4/d).
Pour cela on utilise la meˆme de´marche que dans le point pre´ce´dent
• 1e`re e´tape : On utilise le de´veloppement de h au voisinage de 0 il existe δ0, pour tout
x ∈ [0, δ0], il existe M tel que
−Mxd+4 + a(x) ≤ h(x) ≤Mxd+4 + a(x),
e−nMx
d+4+na(x) ≤ enh(x) ≤ enMxd+4+na(x)
avec a(x) = −vdf(0)xd − vdf(0)udxd+2. On obtient alors l’encadrement∫ δ0
0
g(x)e−nMx
d+4+na(x)dx−
( 1
nvdf(0)
− Γ(2 + 2/d)n
−1−2/dud
(vdf(0))1+2/d
)
≤ Γn,δ0 ≤∫ δ0
0
g(x)enMx
d+4+na(x)dx−
( 1
nvdf(0)
− Γ(2 + 2/d)n
−1−2/dud
(vdf(0))1+2/d
)
En utilisant le lemme 12.1.2, l’e´tude du minorant revient a` l’e´tude de la quantite´
Γn,δ0 =
∫ δ0
0
g(x)ena(x)−Mnx
d+4
dx−
∫ δ0
0
g(x)ena(x)dx
=
∫ δ0
0
g(x)ena(x)
(
e−Mnx
d+4 − 1
)
dx
=
∫ nvdf(0)δ0
0
e
na(( u
nvdf(0)
)1/d)
(
e
− Mnu1+4/d
(nf(0)vd)
1+4/d − 1
) du
nf(0)vd
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en effectuant le changement de variable u = nf(0)vdx
d. On note ensuite
n1+4/dΓn,δ0 =
∫
R+
tn(u)du,
ou` (tn)n est une suite de fonctions mesurables ve´rifiant tn(u) ∼+∞ − Mu1+4/d(f(0)vd)1+4/d I[0,∞](u)
et majore´e par Mu
1+4/d
(f(0)vd)1+4/d
I[0,∞](u) , fonction inte´grable. Le the´ore`me de convergence do-
mine´e nous permet de conclure que le minorant est d’ordre O(n−1−4/d).
On fait de meˆme avec le majorant de Γn,δ0 et on obtient
Γn,δ0 = O(n−1−4/d).
• 2e`me e´tape : On montre que Γn − Γn,δ0 est de l’ordre de O(n−1−4/d), avec le meˆme
raisonnement que pour la 2e`me e´tape du deuxie`me point.
•Conclusion on obtient
Γn = O(n−1−4/d),
ce qui correspond au re´sultat attendu du the´ore`me 12.1.2 
Lemme 12.1.2. Soit a(x) = −vdf(0)xd − vdf(0)udxd+2, alors∫ δ0
0
g(x)ena(x)dx =
1
nvdf(0)
(
1− wdΓ(2 + 2/d)
n2/d
)
+O(n−1−4/d)
ou` wd =
ud
(f(0)vd)2/d
.
De´monstration. 1o Obtention de l’e´quivalent On utilise la me´thode de Laplace pour
obtenir ∫ δ0
0
g(x)ena(x)dx ∼ 1
nvdf(0)
2o Deuxie`me terme du de´veloppement asymptotique. On e´tudie la diffe´rence
Dn =
∫ δ0
0
g(x)ena(x)dx− 1
nvdf(0)
,
que l’on peut re´e´crire
Dn =
1
nvdf(0)
∫ nvdf(0)δ0
0
e−u
(
e
− ud
(vdf(0))
2/d
n−2/du1+2/d − 1
)
du+
e−nvdf(0)δ
d
0
nvdf(0)
n1+2/dDn =
∫ ∞
0
an(u)du +
e−nvdf(0)δ
d
0
nvdf(0)
n1+2/d
– quand n −→ ∞, le deuxie`me terme tend vers 0 ;
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– pour traiter le premier terme, nous faisons appel au the´ore`me de convergence do-
mine´e, car les fonction an sont mesurables et ve´rifient an(u) ∼ − udu1+2/d(vdf(0))1+2/d e
−u
I[0,∞]
et |an(u)| ≤ udu1+2/d(vdf(0))1+2/d e
−u
I[0,∞] , qui est dans L1. On a donc
n1+2/dDn ∼ −
udΓ
(
2 + 2d
)
(vdf(0))1+2/d
3o Ordre du reste On pose
En =
∫ δ0
0
g(x)ena(x)dx− 1
nvdf(0)
(
1− wdΓ(2 + 2/d)
n2/d
)
,
que l’on peut re´e´crire
n1+4/dEn =
n4/d
vdf(0)
∫ nf(0)vdδ0
0
e−u
(
e
−udn
−2/du1+2/d
(vdf(0))
2/d − 1 + udn
−2/du1+2/d
(vdf(0))2/d
)
du
−n
4/de−nvdf(0)δd0
vdf(0)
+
∫ ∞
nf(0)vdδ0
udn
2/du1+2/d
(vdf(0))1+2/d
e−u du
– Le premier terme s’e´tudie en utilisant le de´veloppement de la fonction exponentielle un
terme plus loin ;
– Le deuxie`me terme tend vers 0 ;
– Le troisie`me terme tend vers 0, car l’inte´grale est infe´rieure a`
n2/de−nf(0)vdδ0/2
∫ ∞
nf(0)vdδ0
udu
1+2/d
(vdf(0))1+2/d
e−u/2 du
et l’inte´grale converge par le the´ore`me de convergence domine´e.
4o Conclusion∫ δ0
0
g(x)ena(x)dx =
1
nvdf(0)
(
1−wdΓ
(
2 +
2
d
)
n−2/d
)
+O
(
n−1−4/d
)
12.1.2 De´veloppement asymptotique de {E (Dd2)− E (Dd1)}
Nous n’allons pas e´tudier directement E (Dd2), mais la diffe´rence {E (Dd2)−E (Dd1)}. En ef-
fet cette dernie`re nous permet d’identifier exactement le nombre de points de l’e´chantillon
X, contenu dans un voisinage de la forme B(t). De plus comme nous disposons du
de´veloppement de E (Dd1), par le paragraphe pre´ce´dent, nous pourrons retrouver celui
de E (Dd2).
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Proprie´te´ 12.1.1. Sous les conditions e´nonce´es dans le the´ore`me 12.1.1, on a
{E (Dd2)− E (Dd1)} = {vdf(0)n}−1
[
Γ(2) + wd(Γ(2 + 2/d) − Γ(3 + 2/d))n−2/d (12.11)
+O(nη−4/d)
]
ou` wd = ud/(f(0)vd)
2/d.
De´monstration. Cette diffe´rence se re´e´crit
{E (Dd2)− E (Dd1)} =
∫ +∞
0
dtd−1(P(D2 > t)− P(D1 > t))I{t≤δ}dt,
=
∫ +∞
0
td−1P({D2 > t} ∩ {D1 < t})I{t≤δ}dt,
=
∫ ∞
0
dtd−1 P
{
un et un seul Xi est dans O(t)
}
I{t≤δ} dt,
= n
∫ ∞
0
dtd−1
{∫
B(t)
f(z) dz
}{
1−
∫
B(t)
f(z) dz
}n−1
I{t≤δ} dt ,
= n
∫ ∞
0
dtd−1
{∫
B(1)
tdf(tz) dz
}{
1−
∫
B(1)
tdf(tz) dz
}n−1
I{t≤δ} dt .
c’est-a`-dire
{E (Dd2)− E (Dd1)} = n
∫ ∞
0
g(t)emh(t)dt (12.12)
ou` m = n− 1, g(t) = dt2d−1
∫
B(1)
f(tu) du I{t≤δ} et h(t) = log
(
1− td
∫
B(1)
f(tz) dz
)
.
1o Obtention d’un e´quivalent On utilise la me´thode de Laplace pour trouver un e´quivalent.
En effet l’inte´grale 12.12 est convergente, h est de´croissante et au voisinage de 0, on a :
g(t) = vddt
2d−1f(0) + udvdf(0)t2d+1 +O(t2d+4)
h(t) = −vdf(0)td − udvdf(0)td+2 +O(td+4)
On obtient donc
n
∫ ∞
0
g(t)emh(t)dt ∼ nvdf(0)Γ(2)
(nvdf(0))2
=
1
nvdf(0)
2o Deuxie`me terme Pour cela, il faut conside´rer la diffe´rence entre l’inte´grale et l’e´quivalent
trouve´ ci-dessus. Comme dans la de´monstration du de´veloppement de E (Dd1), le terme qui
donne l’e´quivalent est celui qui correspond au de´veloppement de h en 0. Ainsi en encadrant
h obtient un encadrement du reste. Finalement le lemme 12.1.3 nous donne l’e´quivalent.
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3o Ordre du reste En appliquant encore une fois le lemme 12.1.3 a` la diffe´rence Γn, on
trouve l’ordre du reste.
4o Conclusion On obtient bien le re´sultat
{E (Dd2)− E (Dd1)} = {vdf(0)n}−1
[
Γ(2) + wd(Γ(2 + 2/d) − Γ(3 + 2/d))n−2/p
+O(n−1−4/d)
]
(12.13)
Lemme 12.1.3. Soit δ0 ∈ [0, δ],
n
∫ δ0
0
g(x)ena(x)dx =
1
nf(0)vd
[
1 +
(
Γ(2 + 2/d)− Γ(3 + 2/d)
)
wdn
−2/d
]
+O(n−1−4/d), (12.14)
ou` a(x) = −vdf(0)xd − udvdf(0)xd+2.
De´monstration. 1o E´quivalent On utilise la me´thode de Laplace pour obtenir :
n
∫ δ0
0
g(x)ena(x)dx ∼ 1
nf(0)vd
(12.15)
2o Deuxie`me terme Pour l’obtenir nous devons introduire deux termes interme´diaires
n
∫ δ0
0
g(x)ena(x)dx− 1
nf(0)vd
=
(
n
∫ δ0
0
g(x)ena(x)dx− n
∫ δ0
0
g(x)envdf(0)x
d
dx
)
+
(
n
∫ δ0
0
g(x)envdf(0)x
d
dx− n
∫ δ0
0
vddx
2d−1f(0)envdf(0)x
d
dx
)
+
(
n
∫ δ0
0
vddx
2d−1f(0)envdf(0)x
d
dx− 1
nf(0)vd
)
E´tudions se´pare´ment chacun de ces termes :
• Le premier terme se re´e´crit, en utilisant le changement de variable u = nvdf(0)xd
n
∫ δ0
0
g(x)ena(x)dx− n
∫ δ0
0
g(x)e−nvdf(0)x
d
dx
= n
∫ δ0
0
g(x)e−nvdf(0)x
d
(
e−nvdf(0)udx
d+2 − 1
)
dx
= n
∫ nvdf(0)δd
0
u
(nvdf(0))2
( ∫
B(1)
f
(
u1/dv
(nf(0)vd)1/d
)
dv
)
e−u
(
e
−nvdf(0)udu
1+2/d
(nvdf(0))
1+2/d − 1
)
du
=
∫
R+
fn(u) du
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fn est une fonction mesurable et quand n→∞
fn(u) ∼ −ne−u u
(nvdf(0))2
f(0)vd
udu
1+2/d
(nvdf(0))2/d
= −e−u u
2+2/d
(vdf(0))1+2/d
n−1−2/d.
La suite de fonctions, (n2+2/dfn)n, ve´rifie les hypothe`ses du the´ore`me de convergence
domine´e, on obtient donc
n
∫ δ0
0
g(x)ena(x)dx− n
∫ δ0
0
g(x)e−nvdf(0)x
d
dx ∼ − Γ(3 + 2/d)
(vdf(0))1+2/d
n−1−2/d
• Le deuxie`me terme
n
∫ δ0
0
g(x)envdf(0)x
d
dx−
∫ δ0
0
nvddx
2d−1f(0)envdf(0)x
d
dx
=
∫ δ0
0
dx2d−1
( ∫
B(1)
f(tz)dz − vdf(0)
)
envdf(0)x
d
dx
=
∫ nvdf(0)δd0
0
z
nvdf(0)
( ∫
B(1)
f
(
z1/du
(nf(0)vd)1/d
)
du− vdf(0)
)
e−z
dz
nvdf(0)
=
∫
R
gn(u)du
(gn)n est une suite de fonctions mesurables, ve´rifiant
gn(z) ∼ z
n(vdf(0))2
e−z
udvdf(0)z
2/d
(nvdf(0))2/d
=
udz
1+2/de−z
n1+2/d(vdf(0))1+2/d
En appliquant le the´ore`me de convergence domine´e a` la suite de fonctions (n1+2/dgn)n on
obtient ∫
R
gn(u)du ∼ Γ(2 + 2/d)
(vdf(0))1+2/d
n1+2/d
• Pour la dernier terme, on e´crit
n
∫ δ0
0
vddx
2d−1f(0)envdf(0)x
d
dx− 1
nf(0)vd
=
∫ nvdf(0)δd0
0
e−u
u
nf(0)vd
du− 1
nf(0)vd
=
1
nf(0)vd
∫ ∞
nvdf(0)δ
d
0
ue−udu
=
−envdf(0)δd0
nf(0)vd
(nvdf(0)δ
d
0 + 1) = O(n
−1−2/d)
• Finalement avec les trois termes, on obtient le deuxie`me terme du de´veloppement (12.14).
3o Conclusion L’ordre du reste du de´veloppement est obtenu comme dans le lemme 12.1.2
et est essentiellement duˆ au de´veloppement de l’exponentielle a` l’ordre supe´rieur. Ceci
termine la de´monstration du lemme.

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12.1.3 Choix de Dd(·)
Dans cette partie nous allons finalement expliquer pourquoi le the´ore`me 12.1.1 propose de
tels combinaisons line´aires pour Dd(·) a` l’aides des deux paragraphes pre´ce´dents.
• Si d = 2 ou d = 3, le de´veloppement trouve dans le premier paragraphe
E (Dd1) = (nvdf(0))
−1
(
1− Γ(2 + 2/d)n−2/dwd
)
+O(n−1−4/d)
ou` wd = ud/(f(0)vd)
2/d. Comme d = 2 ou 3, on a n−1−2/d = O(n−3/2), ainsi
E (Dd) = (nvdf(0))
−1 + O(n−3/2).
On pose donc dans ce cas Dd = Dd1 .
• Pour 4 ≤ d ≤ 7, soit Dd(·) de´finit par
Dd =
Γ(3 + 2d−1)Dd1 − Γ(2 + 2d−1)Dd2
Γ(3 + 2d−1)− 2Γ(2 + 2d−1)
En utilisant les deux paragraphes pre´ce´dents, on peut e´crire
E (Dd)
=
Γ(3 + 2d−1)− Γ(2 + 2d−1)
Γ(3 + 2d−1)− 2Γ(2 + 2d−1)E (D
d
1)−
Γ(2 + 2d−1)
Γ(3 + 2d−1)− 2Γ(2 + 2d−1)E (D
d
2 −Dd1)
=
Γ(3 + 2d−1)− Γ(2 + 2d−1)
Γ(3 + 2d−1)− 2Γ(2 + 2d−1)(nvdf(0))
−1
(
1− Γ(2 + 2/d)n−2/dwd
)
− Γ(2 + 2d
−1)
Γ(3 + 2d−1)− 2Γ(2 + 2d−1){nvdf(0)}
−1
[
Γ(2) + wd(Γ(2 + 2/d) − Γ(3 + 2/d))n−2/d
]
+O(n−1−4/d)
Finalement
E (Dd) = {nvdf(0)}−1 +O(n−1−4/d) = {nvdf(0)}−1 + O
(
n−3/2
)
.
Remarque 4. Pour d ≥ 8, on peut faire de meˆme, mais on voit bien qu’on a be-
soin d’un terme supple´mentaire dans ces deux de´veloppements. Il faudra aussi calculer
le de´veloppement de E (Dd3) et pour cela on utilisera les meˆmes me´thodes, c’est-a`-dire on
choisira de calculer E (Dd3)−E (Dd2). Les de´veloppements ainsi obtenus seraient de l’ordre
de O(n−1−6/d) et nous fourniraient la combinaison line´aire a` utiliser pour d = 8, . . . , 11.
Il faudra faire intervenir D4, si d ≥ 12.
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12.2 Application a` l’e´tude de I˜S(g)
Proprie´te´ 12.2.1. Soit ρ = v−1d .
I˜S(g) = ‖S‖−1d
∑n
i=1 Yi I(Xi∈S)D
d(Xi) est un estimateur asymptotiquement sans biais de
ρIS(g).
De´monstration. On se sert du de´veloppement asymptotique (5.11) pour e´tudier I˜S ,
donne´ par (5.12). Montrons que I˜S(g) est asymptotiquement sans biais :
E
(
I˜S(g)
)
= ‖S‖−1d
n∑
i=1
E
[
YiIXi∈SD
d(Xi)
]
,
= ‖S‖−1d
n∑
i=1
E
[
E [YiIXi∈SD
d(Xi)|Xi]
]
,
= ‖S‖−1d
n∑
i=1
[∫
S
E [YiD
d(Xi)|Xi = x]f(x) dx
]
,
= ‖S‖−1d n
∫
S
g(x)E (Dd(x))f(x) dx,
car Yi = g(Xi) + εi.
Alors en utilisant le de´veloppement asymptotique (5.11), on peut e´crire
E (I˜S(g)) = ‖S‖−1d n
∫
S
g(x)
1
nf(x)vd
f(x) dx + O
(
n−1/2
)
,
E (I˜S(g)) = ρIS(g) + O
(
n−1/2
)
.

12.3 E´tude du comportement asymptotique de D(x)
Examinons tout d’abord la convergence en loi de Dd(x).
P
(
D(x) > n−1/du
)
=
(
1− P
(
‖Xj − x‖ ≤ n−1/du
))n
=
(
1−
∫
B(x,n−1/du)
f(z) dz
)n
avec le meˆme de´veloppement que dans le paragraphe 12.5, en supposant que la de´rive´e
seconde est borne´e, on obtient :
P
(
D(x) > n−1/du
)
=
(
1− f(x)vdn−1ud(1 + o(n−1))
)n
= exp
[
−f(x)vdud(1 + o(1))
]
→ exp(−f(x)vdud)
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ce que l’on re´e´crit
P
(
D(x)(f(x)vdn)
1/d > u
)
→ exp(−ud)
P
(
Dd(x)f(x)vdn > u
)
→ exp(−u) = 1− FZ(x)(u)
ou` Z(x) ∼ E(1). Donc
lim
n→∞L
(
nDd(x)
)
= L
(
Z(x)
f(x)vd
)
.
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