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COUNTEREXAMPLES OF STRICHARTZ INEQUALITIES FOR
SCHRO¨DINGER EQUATIONS WITH REPULSIVE POTENTIALS
MICHAEL GOLDBERG, LUIS VEGA, AND NICOLA VISCIGLIA
Abstract. In each dimension n ≥ 2, we construct a class of nonnegative
potentials that are homogeneous of order −σ, chosen from the range 0 ≤ σ < 2,
and for which the perturbed Schro¨dinger equation does not satisfy global in
time Strichartz estimates.
1. Introduction
The study of dispersive estimates for evolution equations has received a lot of
attention in the literature.
In particular the free Schro¨dinger equation
(1.1)
{
i∂tu−∆xu = 0, (t, x) ∈ Rt ×Rnx,
u(0, x) = f(x),
exhibits a rich set of dispersive and smoothing estimates.
An important class of estimates satisfied by the solutions of the Cauchy problem
(1.1) are the Strichartz estimates that we recall below:
(1.2) ‖u(t, x)‖Lp(R;Lq(Rn)) ≤ C‖f‖L2(Rn)
provided that
(1.3)
2
p
+
n
q
=
n
2
, 2 ≤ p ≤ ∞, (n, p) 6= (2, 2),
where u(t, x) is the unique solution of (1.1), see [12].
Notice that estimates (1.2) describe a certain regularity for the solutions of (1.1)
in terms of summability but they do not give any gain of derivatives. For this
reason Strichartz estimates are very useful in order to treat the local and global
well-posedness of the semilinear Schro¨dinger equation, but they are useless in the
study of the local and global well-posedness of the nonlinear Schro¨dinger equation
with nonlinearities which involve derivatives.
In this case the following local smoothing estimate has turned out to be very
useful (see [5], [20], [22]):
(1.4) sup
R∈(0,∞)
1
R
∫ ∞
−∞
∫
BR
|∇xu|2dxdt ≤ C‖f‖
H˙
1
2 (Rn)
,
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where H˙s(Rn) denote the usual homogeneous Sobolev spaces. In fact the reverse
inequality is almost true, see [23].
It is a natural question to understand if the estimates (1.2) and (1.4) extend
when a potential is added to (1.1), i.e.
(1.5)
{
i∂tu−∆xu+ V (t, x)u = 0, (t, x) ∈ Rt ×Rnx ,
u(0, x) = f(x).
There is a huge literature on the subject, let us recall in particular [1], [2], [3],
[6], [7], [8], [11], [16], [17], [18], [19], [21], even if the list is very far from being
complete. It is important to observe that the conditions on the potential change
dramatically depending on whether or not the estimates are global or local in time.
Our interest in this paper will be on global in time inequalities. At this respect in
[1] the authors have been able to prove that the local smoothing estimate (1.4) is
still satisfied provided that the free Schro¨dinger equation is perturbed by a repulsive
potential. By repulsive it is meant that the positive part of the radial derivative is
small in an appropriate sense.
In this paper we shall focus on the Cauchy problem (1.5) in the case that V (x)
is a potential which is homogeneous of order −σ, i.e.
(1.6) V (λx) = λ−σV (x), ∀(λ, x) ∈ (0,∞)×Rnx .
Therefore
V (x) = |x|−σV
(
x
|x|
)
, ∀x ∈ Rnx \ {0},
and V (x) is uniquely determined by its restriction on the sphere
Sn−1 = {(x1, ..., xn) ∈ Rnx s.t.
n∑
i=1
x2i = 1}.
So long as V (x) ≥ 0 and σ ≥ 0, such a potential will be repulsive, as the radial
derivatives are all non-positive.
The study of this type of perturbations was started by H. Herbst in [9] where
the role of the critical points of V is emphasized. More recently in [14] and [15] the
authors proved for the reduced wave (Helmholtz) equation an energy estimate that
suggests concentration should occur in the set of critical points. Also in [10] the
authors study the existence and completeness of the wave operator for the same
kind of potentials.
The aim of our paper is to analyze whether the Strichartz estimates (1.2) are
preserved by this class of perturbations. At this respect it is important to mention
[11] and [21] where the local smoothing estimate is used to conclude estimates as
(1.2). We will prove that given any n ≥ 2 and 0 ≤ σ < 2 there is a class of potentials
satisfying (1.6) for which (1.2) does not hold even though (1.4) does.
In order to state our main result we need the following definition.
Definition 1.1. A function V (x) that is homogeneous of order −σ is said to be of
generalized Morse type provided that its restriction on the sphere
V|Sn−1 : S
n−1 ∋ ω → V (ω) ∈ R
has a nondegenerate minimum point, i.e. its Hessian at a minimum point is a
nondegenerate bilinear form.
COUNTEREXAMPLES OF STRICHARTZ INEQUALITIES 3
We can now state the main result of this paper.
Theorem 1.1. Assume that n ≥ 2 and V ∈ C3(Rnx\{0}) is a homogeneous function
of order −σ, 0 ≤ σ < 2, which is of generalized Morse type. Further assume that the
minimum value of V (x) on each sphere λSn−1 is exactly zero. Then for any p 6=∞
the Strichartz estimates (1.2) cannot be satisfied by the corresponding solutions of
(1.5).
Remark 1.1. It is well known that Strichartz estimates are valid for the potential
V (x) ≡ 0, which satisfies every hypothesis of the theorem except that it is not a
generalized Morse function.
Remark 1.2. Looking at the proof of theorem 1.1 it is easy to see that the conclusion
is still true in the case that (1.6) is satisfied only for λ, x large enough, assuming
that the restriction of V (x) on a sphere large enough is a generalized Morse function
with minimum value zero.
Remark 1.3. If the potential is homogeneous of degree zero the condition that
the minimum has to be zero can be trivially relaxed by adding a real constant to
the potential, so that the corresponding solutions are changed just by a factor of
modulus one that do not affect the validity of Strichartz estimates.
Next we fix some notations useful in the sequel.
Notation. We shall denote by x ∈ Rnx the full space variables. In some cases we
shall use the following splitting:
x = (y, z) ∈ Rn−1y ×Rz.
Notice that this decomposition allows us to split the full Laplacian operator ∆x
in the following way:
∆x = ∆y + ∂
2
z .
For any 1 ≤ p, q < ∞ and for any time-independent and time-dependent func-
tions f(x) and F (t, x), we shall use the following norms:
‖f(x)‖q
L
q
x
=
∫
Rn
|f(x)|qdx and ‖F (t, x)‖p
L
p
tL
q
x
=
∫ ∞
0
‖F (t, .)‖p
L
q
x
dt.
If 0 < T <∞ then we shall write
‖F (t, x)‖p
L
p
T
L
q
x
=
∫ T
0
‖F (t, .)‖p
L
q
x
dt.
and in some cases
‖F (t, x)‖LpTLqx = ‖F (t, x)‖Lp((0,T );Lqx).
For any 1 ≤ p ≤ ∞ we shall denote by p′ the unique number such that
1
p
+
1
p′
= 1
and 1 ≤ p′ ≤ ∞.
The work is organized as follows. In section 2 we make some preliminary com-
putations that will be useful in section 3 where we shall prove theorem 1.1.
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2. Preliminary Computations
It is well-known that for any symmetric positive definite matrix (aij)i,j=1,...,n−1
the operator
(2.1) −∆y +
n−1∑
i.j=1
aijyiyj, y ∈ Rn−1y ,
has compact resolvent and in particular its spectrum reduces to its point spectrum.
As a consequence of this fact there exists a sequence of eigenvalues and eigenfunc-
tions associated to (2.1). In fact using a linear transformation these operators
reduce to the harmonic oscillator whose spectrum is explicitly well-known.
Therefore in the sequel we will assume that there exists a couple (λ, v(y)) such
that
(2.2) −∆yv +

 n−1∑
i,j=1
aijyiyj

 v = λv, ∀y ∈ Rn−1y
and moreover v(y) ∈ ∩∞p=1Lp(Rn−1y ).
This choice will depend on the matrix (aij)i,j=1,...,n−1 which in turn depends on
the minimum of the potential. Hereafter the couple (λ, v(y)) is fixed.
Next we can introduce the rescaled function
(2.3) w(y, z) := v
(
y√
zβ
)
, ∀(y, z) ∈ Rn−1y × (0,∞),
where β = 1 + σ2 and σ is the constant that appears in theorem 1.1. By an
elementary computation, this satisfies
(2.4) −∆yw + 1
z2β

 n−1∑
i,j=1
aijyiyj

w = λ
zβ
w, ∀(y, z) ∈ Rn−1y × (0,∞).
Let us introduce also the time-dependent function:
(2.5) W (t, y, z) := ei
λt
zβ w(y, z), ∀(t, y, z) ∈ Rt ×Rn−1y × (0,∞),
and let us compute now the partial differential equation satisfied by W (t, y, z).
Elementary computations imply that
∂2zW = e
i
λt
zβ
[
β(β + 1)iλt
zβ+2
v
(
y√
zβ
)
− β
2λ2t2
z2β+2
v
(
y√
zβ
)
+
β2iλt
2z
3
2β+2
y.∇yv
(
y√
zβ
)
+
β(β + 2)
4z
β
2 +2
y.∇yv
(
y√
zβ
)
+
β2iλt
2z
3
2β+2
y.∇yv
(
y√
zβ
)
+
β2
4zβ+2
y.D2yv
(
y√
zβ
)
.y
]
where D2yv =
(
∂2v
∂yi∂yj
)
i,j=1,...,n−1
.
Notice that by introducing the functions
(2.6) G(y) = y.∇yv(y) and H(y) = y.D2yv(y).y, ∀y ∈ Rn−1y ,
the previous identity can be written as follows:
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e
−i λt
zβ ∂2zW = v
(
y√
zβ
)(
β(β + 1)iλt
zβ+2
− β
2λ2t2
z2β+2
)
+ G
(
y√
zβ
)(
β2iλt
zβ+2
+
β(β + 2)
4z2
)
+
β2
4z2
H
(
y√
zβ
)
.
By using (2.4) and the definition of W (see (2.5)), we get
i∂tW −∆xW = ei
λt
zβ
[
− λ
zβ
w −∆yw − e−i
λt
zβ ∂2zW
]
= − 1
z2β

 n−1∑
i,j=1
aijyiyj

 ei λtzβ w − ∂2zW
that can be written in the following way
(2.7) i∂tW −∆xW + 1
z2β

 n−1∑
i,j=1
aijyiyj

W = F, ∀(t, y, z) ∈ Rt ×Rn−1y × (0,∞)
where
e
−i λt
zβ F (t, y, z) =
1
z2
[
v
(
y√
zβ
)(
−β(β + 1)iλt
zβ
+
β2λ2t2
z2β
)
− G
(
y√
zβ
)(
β2iλt
zβ
+
β(β + 2)
4
)
− β
2
4
H
(
y√
zβ
)]
.(2.8)
Let us introduce now the real valued cut-off function φ(z) ∈ C∞(R, [0, 1]) with
the following properties:
(1) φ(z) = 0, for |z| > 1,
(2) φ(z) = 1, for |z| < 12 .
For a fixed parameter γ ∈ (0, 1) we can truncate the function W introduced in
(2.5) in the following way:
WR(t, y, z) =W (t, y, z)φ
(
z −R
Rγ
)
φ
( |y|2
z2
)
, (t, y, z) ∈ Rt ×Rn−1y ×Rz.
Since now on we shall use the following notations:
φR = φ
(
z −R
Rγ
)
, φ′R =
1
Rγ
φ′
(
z −R
Rγ
)
, φ′′R =
1
R2γ
φ′′
(
z −R
Rγ
)
,(2.9)
φ = φ
( |y|2
z2
)
, φ′ = φ′
( |y|2
z2
)
, φ′′ = φ′′
( |y|2
z2
)
.
We can write now the partial differential equation satisfied by WR:
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i∂tWR−∆xWR = iφRφ∂tW − φR∆y(Wφ)− ∂2z (WφRφ)
= φRφ(i∂tW −∆yW − ∂2zW )−
4
z2
φRφ
′y.∇yW −W∂2z (φRφ)
−WφR
(
2(n− 1)
z2
φ′ +
4|y|2
z4
φ′′
)
− 2∂zW
(
φ′Rφ−
2|y|2
z3
φRφ
′
)
.
By combining this identity with (2.7) and introducing the function
Γ(y, z) = G
(
y√
zβ
)
, ∀(y, z) ∈ Rn−1y × (0,∞),
where G(y) is the function defined in (2.6), we get:
i∂tWR −∆xWR =− 1
z2β

 n−1∑
i,j=1
aijyiyj

φRφW + φRφF − 4e
iλt
zβ
z2
φRφ
′Γ
−WφR
(
2(n− 1)
z2
φ′ +
4|y|2
z4
φ′′
)
−W
(
φ′′Rφ−
4|y|2
z3
φ′Rφ
′ +
6|y|2
z4
φRφ
′ +
4|y|4
z6
φRφ
′′
)
+ 2
(
βiλt
zβ+1
W +
βe
iλt
zβ
2z
Γ
)(
φ′Rφ−
2|y|2
z3
φRφ
′
)
.
Thus finally we have
(2.10)
{
i∂tWR −∆xWR + 1z2β
(∑n−1
i,j=1 aijyiyj
)
WR = FR,
WR(0, y, z) = fR,
where
(2.11) fR(y, z) = φRφw, ∀(y, z) ∈ Rn−1y ×Rz,
(2.12) FR(t, y, z) = φRφF +GR, ∀(t, y, z) ∈ Rt ×Rn−1y ×Rz
and
e
− iλt
zβ GR(t, y, z) = −w
(
2(n− 1)
z2
φRφ
′ +
4|y|2
z4
φRφ
′′ + φ′′Rφ−
4|y|2
z3
φ′Rφ
′
+
6|y|2
z4
φRφ
′ +
4|y|4
z6
φRφ
′′ − 2βiλt
zβ+1
φ′Rφ+
4βiλt|y|2
zβ+4
φRφ
′
)
(2.13)
−Γ
(
4
z2
φRφ
′ − β
z
φ′Rφ+
2β|y|2
z4
φRφ
′
)
.
The equation (2.10) and subsequent formulas for fR, FR, and GR hold for every
(t, y, z) ∈ Rt × Rn−1y × Rz. The functions fR,WR, FR introduced in this section
will be very important in next section where we prove theorem 1.1.
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3. Proof of Theorem 1.1
In next lemma we shall assume that the functions fR,WR, FR, are the ones
constructed in the previous section starting from a fixed couple λ, v(y) that satisfies
(2.2). Notice that fR,WR, FR, depend also on the parameter γ.
We shall also assume that the matrix (aij)i,j=1,...,n−1 that appears in (2.2) is a
fixed one. We finally recall that we are using notations (2.9) and that β = 1 + σ2 ,
where σ is the same constant that appears in the assumptions of theorem 1.1.
Lemma 3.1. The following estimates are satisfied for any n ≥ 2, 1 ≤ p, q < ∞,
and 0 < γ < 1:
(3.1) ‖fR‖L2x ≤ CR
(n−1)β+2γ
4 , ∀R > 2,
(3.2) ‖WR‖Lp
T
L
q
x
≥ CT 1pR (n−1)β+2γ2q , ∀R > 2, T > 0,
(3.3) ‖FR‖LpTLqx ≤ CT
1
pR
((n−1)β+2γ)
2q Max{R−2γ , T 2R−(2β+2)}, ∀R > 2, T > 0,
where C = C(q, γ) > 0.
In particular if
2
p
+
n
q
=
n
2
,
and α > 0 is any fixed number, then
(3.4)
‖WR‖Lp((0,Rα);Lqx)
‖fR‖L2x
≥ CRαn−((n−1)β+2γ)np , ∀R > 2,
and
(3.5)
‖WR‖Lp((0,Rα);Lqx)
‖FR‖Lp′((0,Rα);Lq′x )
≥ CRκ, ∀R > 2,
where
(3.6) κ = κ(n, γ, α, p)
= 2
(
nα− ((n− 1)β + 2γ)
np
)
+Min {2γ − α, 2β + 2− 3α} ,
and the constants C > 0 do not depend on R > 2.
Proof. Assume that L(y) is a given function, then we introduce the new functions
(3.7) Λ(y, z) = L
(
y√
zβ
)
,Ω(y, z) =
( |y|√
zβ
)2
L
(
y√
zβ
)
and Ψ(y, z) =
( |y|√
zβ
)4
L
(
y√
zβ
)
, ∀(y, z) ∈ Rn−1y × (0,∞).
We claim that if L is a nontrivial function such that L ∈ ∩∞p=1Lp(Rn−1y ), then
the following estimate holds to be true:
(3.8) cR
(n−1)β+2γ
2q ≤ ‖ΛφRφ‖Lqx ≤ CR
(n−1)β+2γ
2q , ∀R > 1,
where c = c(q, L) > 0 and C = C(q, L) > 0, while φR and φ are the functions
introduced in section 2.
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Notice that due to the properties of the functions φR, φ we can write the following
chain of inequalities:∫ R+Rγ2
R−Rγ2
dz
∫
|y|<
√
z2−β√
2
|L(y)|qz (n−1)β2 dy =
∫ R+Rγ2
R−Rγ2
dz
∫
|y|< z√
2
|Λ|q dy
≤
∫
Rn
|ΛφRφ|q dydz
≤
∫ R+Rγ
R−Rγ
dz
∫
|y|<z
|Λ|q dy =
∫ R+Rγ
R−Rγ
dz
∫
|y|<
√
z2−β
|L(y)|qz (n−1)β2 dy,
that implies easily (3.8).
Notice that with the same argument we can prove:
(3.9) cR
(n−1)β+2γ
2q ≤ ‖ΛφRφ′‖Lqx ≤ CR
(n−1)β+2γ
2q ,
(3.10) cR
(n−1)β+2γ
2q −γ ≤ ‖Λφ′Rφ‖Lqx ≤ CR
(n−1)β+2γ
2q −γ ,
(3.11) cR
(n−1)β+2γ
2q −γ ≤ ‖Λφ′Rφ′‖Lqx ≤ CR
(n−1)β+2γ
2q −γ ,
(3.12) cR
(n−1)β+2γ
2q ≤ ‖ΛφRφ′′‖Lqx ≤ CR
(n−1)β+2γ
2q ,
(3.13) cR
(n−1)β+2γ
2q −2γ ≤ ‖Λφ′′Rφ‖Lqx ≤ CR
(n−1)β+2γ
2q −2γ .
Proof of (3.1) and (3.2)
They follow easily from (3.8) where we choose L(y) = v(y).
Proof of (3.3)
Due to (2.12) it is easy to see that (3.3) follows from the following estimates:
(3.14) ‖φRφF‖Lp
T
L
q
x
≤ CT 1pR ((n−1)β+2γ)2q Max{R−2, T 2R−(2β+2), },
and
(3.15) ‖GR‖Lp
T
L
q
x
≤ CT 1pR ((n−1)β+2γ)2q Max{R−2γ , R−(6−2β), TR−(β+1+γ), TR−4}
that we are going to prove, under the imposed conditions that 0 < γ < 1 and
1 ≤ β < 2 (recall that this range of β corresponds to homogeneity of the potential
of order 0 ≤ σ < 2.) Some of the possible maximizers can also be removed from con-
sideration by observing geometric progressions. To give one example, TR−(β+1+γ)
is the geometric mean of R−2γ and T 2R−(2β+2); therefore it must be intermediate
in size relative to the other two quantities.
Looking at the structure of F (see (2.8)), it is easy to see that in order to deduce
(3.14) it is sufficient to estimate the norms of functions of the following type:
t
zβ+2
ΛφRφ,
t2
z2β+2
ΛφRφ,
1
z2
ΛφRφ
where Λ is defined as in (3.7) and L may change in different expressions.
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Let us consider the first term. Notice that due to the localization properties
of the function φR(z), we have that
t
zβ+2
≤ Ct
Rβ+2
on the support of the function
t
zβ+2
ΛφRφ, thus with simple computations we get
(3.16)
∥∥∥∥ tzβ+2ΛφRφ
∥∥∥∥
L
p
T
L
q
x
≤ CT 1+ 1p 1
Rβ+2
‖ΛφRφ‖Lqx ≤ CT
1+ 1
pR
(n−1)β+2γ
2q −(β+2),
where we have used (3.8) in the last estimate.
With similar arguments we can deduce that∥∥∥∥ t2z2β+2ΛφRφ
∥∥∥∥
L
p
TL
q
x
≤ CT 2+ 1pR (n−1)β+2γ2q −(2β+2) and
∥∥∥∥ 1z2ΛφRφ
∥∥∥∥
L
p
T
L
q
x
≤ CT 1pR (n−1)β+2γ2q −2.
Note again that the norm estimate in (3.16) is the geometric mean of the two
estimates above, so it cannot be the largest of the three derived quantities. With
this observation (3.14) is proved.
Looking at the structure ofGR (see (2.13)) it is easy to see that (3.15) comes from
the following estimates (whose proof follows as above by combining the localization
properties of φR(z) with (3.9), (3.10), (3.11), (3.12), (3.13)) where Λ,Ω and Ψ are
the functions defined in (3.7) and may depend on different L in different expressions:∥∥∥∥ 1z2ΛφRφ′
∥∥∥∥
L
p
TL
q
x
≤ CT 1pR (n−1)β+2γ2q −2;
∥∥∥∥ |y|2z4 ΛφRφ′′
∥∥∥∥
L
p
T
L
q
x
=
∥∥∥∥ 1z4−βΩφRφ′′
∥∥∥∥
L
p
T
L
q
x
≤ CT 1pR (n−1)β+2γ2q −(4−β);
‖Λφ′′Rφ‖Lp
T
L
q
x
≤ CT 1pR (n−1)β+2γ2q −2γ ;
∥∥∥∥ |y|2z3 Λφ′Rφ′
∥∥∥∥
L
p
TL
q
x
=
∥∥∥∥ 1z3−βΩφ′Rφ′
∥∥∥∥
L
p
TL
q
x
≤ CT 1pR (n−1)β+2γ2q −(3−β+γ);
∥∥∥∥ |y|2z4 ΛφRφ′
∥∥∥∥
L
p
T
L
q
x
=
∥∥∥∥ 1z4−βΩφRφ′
∥∥∥∥
L
p
T
L
q
x
≤ CT 1pR (n−1)β+2γ2q −(4−β);
∥∥∥∥ |y|4z6 ΛφRφ′′
∥∥∥∥
L
p
TL
q
x
=
∥∥∥∥ 1z6−2βΨφRφ′′
∥∥∥∥
L
p
TL
q
x
≤ CT 1pR (n−1)β+2γ2q −(6−2β);
∥∥∥∥ tzβ+1Λφ′Rφ
∥∥∥∥
L
p
T
L
q
x
≤ CT 1+ 1pR (n−1)β+2γ2q −(β+1+γ);
∥∥∥∥ t|y|2zβ+4ΛφRφ′
∥∥∥∥
L
p
T
L
q
x
=
∥∥∥∥ tz4ΩφRφ′
∥∥∥∥
L
p
T
L
q
x
≤ CT 1+ 1pR (n−1)β+2γ2q −4;
∥∥∥∥1zΛφ′Rφ
∥∥∥∥
L
p
T
L
q
x
≤ CT 1pR (n−1)β+2γ2q −(1+γ).
The estimate (3.15) now follows easily.
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Proof of (3.4) and (3.5)
They follow with elementary computations from (3.1), (3.2) and (3.3) where we
choose T = Rα.

Proof of theorem 1.1. We can assume without loss of generality that the
minimum of the restriction of V (x) on the sphere Sn−1 is achieved at the point
(0, ...0, 1) ∈ Rn−1y ×Rz, and that V (x) = 0 at this point. Therefore
V (y, 1) =
n−1∑
i,j=1
aijyiyj +R(y), ∀y ∈ Rn−1y ,
where the matrix (aij)i,j=1,...,n−1 is the Hessian of the function V (y, 1) at the point
y = 0, which is positive definite since we are assuming that V is a generalized Morse
type function and that V (0, 1) = 0.
Moreover we have
lim sup
|y|→0
|R(y)||y|−3 <∞,
and in particular the following pointwise estimate holds:
(3.17) |R(y)| ≤ C|y|3, ∀y ∈ Rn−1y s.t. |y| < 1.
Notice that since V (x) is homogeneous of order −σ we have that
V (y, z) = z−σV
(y
z
, 1
)
=
1
z2β
n−1∑
i,j=1
aijyiyj + z
−σR
(y
z
)
, ∀(y, z) ∈ Rn−1y × (0,∞),
(we have used β = 1 + σ2 ) and due to (3.17) we have that
(3.18)
∣∣∣R (y
z
)∣∣∣ ≤ C |y|3
z3
, provided that |y| < |z|.
We have now a well-defined positive definite symmetric matrix (aij)i,j=1,...,n−1
and we can select a couple (λ, v(y)) that satisfies the eigenvalue problem (2.2).
Following the previous section we can construct starting from these fixed (λ, v(y))
the family of functions fR, FR,WR that we shall use below.
Notice that due the cut-off property of the function φ and to (3.18) we get easily
the following estimate:∥∥∥z−σR (y
z
)
WR
∥∥∥
Lp
′((0,T );Lq
′
x )
≤ CT 1p′
∥∥∥∥ |y|3|z|2β+1wφRφ
∥∥∥∥
L
q′
x
≤ CT 1p′R−(β2 +1) ‖MφRφ‖Lq′x ≤ CT
1
p′R
−(β2 +1)+ (n−1)β+2γ2q′ , ∀R > 1, 0 < γ < 1
where β = 1 + σ2 as always, M(y, z) =
(
|y|√
zβ
)3
v
(
y√
zβ
)
and we have used (3.8)
with L(y) = |y|3v(y) at the last step.
As a by product of this inequality we get
(3.19)
∥∥∥z−σR(y
z
)
WR
∥∥∥
Lp
′((0,Rα);Lq
′
x )
≤ R αp′−( β2 +1)+
(n−1)β+2γ
2q′ ,
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for any α > 0. In particular if we assume that 2
p
+ n
q
= n2 and we use (3.2) with
T = Rα, then it is easy to deduce that
(3.20)
‖WR‖Lp((0,Rα);Lqx)
‖z−σR (y
z
)
WR‖Lp′((0,Rα);Lq′x )
≥ CR2(nα−((n−1)β+2γ)np )+( β2 +1−α).
Let us consider now the following auxiliary Cauchy problems with non trivial
forcing term:
(3.21)
{
i∂tuR −∆xuR +
[
1
z2β
(∑n−1
i,j=1 aijyiyj
)
+ z−σR
(
y
z
)]
uR = F˜R,
uR(0, y, z) = fR
where
F˜R(t, y, z) := χ(0,Rα)(t)
[
FR + z
−σR
(y
z
)
WR
]
and fR, FR are given by (2.11) and (2.12).
Let us notice that due to (3.5) and (3.20) we get
(3.22)
‖WR‖Lp((0,Rα);Lqx)
‖F˜R‖Lp′((0,Rα);Lq′x )
≥ CRδ, ∀0 < γ < 1,
where
(3.23) δ = δ(n, γ, α, p) = 2
(
nα− ((n− 1)β + 2γ)
np
)
+Min
{
2γ − α, 2β + 2− 3α, β
2
+ 1− α
}
.
Also due to (2.10) we have:
uR(t, x) =WR(t, x), ∀(t, x) ∈ (0, Rα)×Rnx ,
then
‖uR‖LptLqx ≥ ‖uR‖Lp((0,Rα);Lqx) = ‖WR‖Lp((0,Rα);Lqx),
from which it follows that
(3.24)
‖uR‖LptLqx
‖fR‖L2x + ‖F˜R‖Lp′t Lq′x
≥ ‖WR‖Lp((0,Rα);L
q
x)
‖fR‖L2x + ‖F˜R‖Lp′((0,Rα);Lq′x )
.
Notice that (3.4) implies that for any n ≥ 2 and for any 1 ≤ p <∞, 0 < γ < 1,
‖WR‖Lp((0,Rα);Lqx)
‖fR‖L2x
→∞ for R→∞,
provided that α > (n−1)β+2γ
n
.
On the other hand the function δ(n, γ, α, p), defined in (3.23), varies continuously
with α, and has the particular value
δ(n, γ, (n−1)β+2γ
n
, p)
=Min
{
(n− 1)(2γ − β)
n
,
(2− β)n+ 3β − 6γ
n
,
(2− β)n+ 2β − 4γ
2n
}
.
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This is strictly positive provided n ≥ 2 and β2 < γ < β2 + (2−β)n6 . It is therefore
possible to choose a value of γ ∈ (0, 1) in this range, then select α > (n−1)β+2γ
n
so
that δ(n, γ, α, p) > 0. By (3.22), with these choices we get
‖WR‖Lp((0,Rα);Lqx)
‖F˜R‖Lp′((0,Rα);Lq′x )
→∞ for R→∞.
We can now deduce by (3.24) that
‖uR‖LptLqx
‖fR‖L2x + ‖F˜R‖Lp′t Lq′x
→∞ for R→∞.
Notice that with this last inequality we have shown that estimates of the following
type:
‖u‖LptLqx ≤ C
(
‖f‖L2x + ‖F‖Lp′t Lq′x
)
,
cannot be satisfied by the solutions of the following inhomogeneous Schro¨dinger
equation {
i∂tu−∆xu+ V (x)u = F, (t, x) ∈ Rt ×Rnx,
u(0, x) = f(x),
when V satisfies the assumptions of theorem 1.1. In order to disprove Strichartz
estimates for the corresponding homogeneous Schro¨dinger equation (i.e. for the
Schro¨dinger equation with trivial forcing term) in the case p > 2, it is sufficient to
combine the standard TT ∗ argument with a well-known result due to M. Christ and
A. Kiselev (see [4]). As a consequence of this fact we can deduce that Strichartz
estimates must be false also for p = 2, otherwise by combining this estimate with
the trivial L∞t L
2
x estimate, we could get with an elementary interpolation argument
the estimates also for p > 2.

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