The explosive growth and the widespread accessibility of the Web has led to a surge of research activity in the area of information retrieval on the WWW. This is a huge and rich environment where the web pages can be viewed as a large community of elements that are connected through links due to several issues. The HITS approach introduces two basic concepts, hubs and authorities, which reveal some hidden semantic information from the links. In this paper, we review the XHITS, a generalization of HITS, which expands the model from two to several concepts and present a new Machine Learning algorithm to calibrate an XHITS model. The new learning algorithm uses latent feature concepts. Furthermore, we provide some illustrative examples and empirical tests. Our findings indicate that the new learning approach provides a more accurate XHITS model.
INTRODUCTION
Classification plays a vital role in many information management and retrieval tasks. On the Web, the link structure provides valuable information that can be used to improve information retrieval quality (Borodin et al., 2001) , (Chakrabarti et al., 2001) , (Lempel and Moran, 2001) , (Ding et al., 2002a) .
There are many different proposals for searching and ranking information on the WWW, (Mendelzon and Rafiei, 2000) , (Cohn and Chang, 2000) , (Giles et al., 2000) , (yu Kao et al., 2003) , (Fowler and Karadayi, 2002) , (Ding et al., 2002b) , (Agosti and Pretto, 2005) , (Mizzaro and Robertson, 2007) , (Lempel and Moran, 2001) . Some proposals just improve the quality of existing ones by incorporating user behavior data, (Agichtein et al., 2006) , (Craswell and Szummer, 2007) .
In a seminal paper (Kleinberg, 1999) , Jon Kleinberg introduced the notion of two fundamental categories of web pages: authorities and hubs. These categories have a mutual reinforcement relationship and to break it and classify the pages, Jon Kleinberg proposed the HITS algorithm.
However, the extended Kleinberg's approach, XHITS (Filho, 2005) , (Filho et al., 2009) introduces new page categories and captures more individual judgment information from the hyperlinked environment improving the page ranking. Furthermore, with the inclusion of new categories, emerged several parameters in the model to be calibrated. A learning process that uses a gradient descendent method has been previously proposed to calibrate these parameters (Filho et al., 2009 ). This paper focuses on the learning process, proposing a novel algorithm and comparing it to the previous one. For this, we introduce a new objective function with two major components: one is the error due to the Singular Value Decomposition(SVD) of the influence matrix and the other is the average ranking error rescaled through a sigmoid function. With this new approach, we improved the ranking quality. This paper is structured as follows. In section 2, we summarize the XHITS modeling approach. In section 3, we introduce a SVD Machine Learning procedure to calibrate the model. Next, in section 4, we examine the empirical behaviour of the SVDLP approach and compare it with Aproximate Learning Process (ALP). Finally, in section 5, we state some interesting consequences of our results and draw our conclusions.
PAGE ROLE CLASSIFICATION
In this section, we summarize the XHITS algorithm proposed in (Filho et al., 2009) , extracting the main structures and definitions, necessary to understand the present paper.
The XHITS model extends Hubs and Authorities
Model introducing k new categories, which are represented in each page with an addition of k weights. These weights are reinforced through the links and there are both forward and backward influences.
Furthermore, this approach presents the extended model in the matrix form and uses a learning process to calibrate the influence matrix M σ , as can be seen in equation (1),where σ represents the query, B is the backward influence matrix, F is forward influence matrix and A σ is the adjacent matrix of the web graph for the query σ.
The influence matrix reveals the combination of the two sources of mutual influence: link propagation and category reinforcement. The special case of symmetric reinforcement turns the matrix M σ symmetric and the Power Method can be used for finding the largest eigenvalue and a corresponding eigenvector for M σ . After sorting the eigenvector, we have the rank of the pages and can analyze the quality this rank.
However, with the inclusion of new categories, emerged several parameters in the model to be calibrated that influences the quality of web pages ranked. These parameters are summarized in the matrix F, in the special symmetric case B = F T and M σ = M T σ , as can be seen in the equation (2).
Another interesting case of the XHITS model is if the matrices B and F are positive, the matrix M σ is also positive and the authors called this positive reinforcement. In this case, the Perron-Frobenius Theorem asserts that the largest eingenvalue is positive and there is also a corresponding eigenvector with positive coordinates and this is enough to guarantee convergence of iteration.
In the way of finding the matrix F that optimizes the rank quality, the authors proposed an Approximate Learning Process (ALP) that minimizes training function (3), where C σ is the cost function, Y σ j is the reference rank and H j (F, A σ ) is the XHITS function.
The cost function C σ is defined as a quadratic distance between the reference rank Y σ j and the generated rank H j (F, A σ , which is differentiable and simple. But, during the differentiation process, the differential of the H j (F, A σ is a high computational cost function and was adapted by the authors.
Finally, the minimization process is made using the gradient descendent method. In the present work we rebuilt the above training function (3) replacing the approximate term and improve the quality of the results.
XHITS LEARNING WITH SVDLP
XHITS provides the vector r σ with all page ranks, by computing and sorting the eigenvector associated with the largest eigenvalue of M σ . Since M σ depends on F, as we change the values of F, the eigenvector value also modifies, as well as the corresponding ranks.
Hence, we develop a Machine Learning algorithm to find the value of F that maximizes ranking quality. The required matrix must be query independent, generalizing what is found in the training set.
Learning Goal
Assume that we are given a training set T = {( j, σ, o jσ )| j = 1, · · · , p and σ = 1, · · · , q}, where j is a page-id, σ is a query-id and o jσ is the correct rank of page j for query σ.
Let r σ j be the XHITS rank of page j for query σ. Our learning goal here is to find F that minimizes the training error E, given by
Observe that the term
corresponds to the average ranking error due to page σ, where we rescale the rank values through a sigmoid function.
Additionally, the term
corresponds to the average largest eingenvalue estimate error contribution, as in the Singular Value Decomposition(SVD) method (Brand, 2002) , (Langville et al., 2005) , (Gorrell, 2006) .
Gradient descent learning
To minimize E, we apply the gradient descent method. Adapting the method for our purposes, than:
Next, we show the partial derivatives of E with respect to r σ , b σ and F, that is
Finally, in the next section, we describe the algorithm for the approach discussed here.
Algorithm
Now, we describe the approximate gradient descendent learning algorithm as follows: 
EXPERIMENTAL RESULTS
In this section, we replicate the environment proposed in (Filho et al., 2009) and compare the results with the new approach.
Test Goal
Our major performance measure is ranking quality. As a first instance, we examine the XHITS model with two more categories.
Our goal is to show that the SVD learning process (SVDLP) provides a remarkable improvement over approximate learning process (ALP).
Test Environment
We adopt the same scheme proposed in (Filho et al., 2009 ) to build our benchmark. First, we fix a set of queries. There are 400 queries in the set with no overlaps, derived from the most Google's twenty-searched topic for each day in a period of third days.
Cross-validation is a mainstay for measuring performance and progress in machine learning. Consequently, we kept the strategy and validated the ALP and SVDLP algorithms using the 10-fold cross validation.
As in any learning process, we have to split up the benchmark in two subsets and use one for training and other for tests. We randomly generate these two subsets to avoid any interference or vicious on the learning process.
For the reference rank needed to the learning process, we made the same choice and are using an artificial expert (as called in (Filho et al., 2009 )): Google. This choice was made for benchmarking compatibility purposes. But we already working in the new benchmark to substitute the artificial expert and make comparisons with other state of the art algorithms.
Finally, we considered the first ten pages returned by the expert as the relevant ones and we use the training set for fine-tuning two matrices F using ALP and SVDLP. After the training step, the matrices F chosen are applied in the test set.
Test Results
There are lots of different metrics that can be used for recommendation systems and information retrieval. We believe that if we can return good pages in the first ten ones, it is a good way to analyze our results and the metric P@10 reflects it. This metric represents the precision of ten first pages of results displayed. Summarizing, we considered these as the relevant pages.
We summarize the test results in table 1 . We can observe that there is already a considerable gain of XHITS over the HITS, regardless of the learning process (LP) in terms of P@10. The gain of XHITS with the approximate learning process (ALP) is approximately 260%, and with the SVD learning pro- Looking inside the rankings, the best and worst case of the proximity of the ranks produced by XHITS SVDLP and Google was observed for query oprah and the minimum for query michele bachmann. The corresponding values were 0.9 and 0.1 in P@10. During the period we selected the queries, oprah, the star, was about to reveal something involving her family and nine of the ten first pages matched with Google's first ones. You can see the result in table 2. 
CONCLUSIONS AND FUTURE WORK
We explored the fact that XHITS model provides a powerful approach and rebuild the part of the model that is an open problem: how to find the set of parameters that best fit to a given data set (Filho et al., 2009 ). In the way to improve the model, a new learning process using SDV for the XHITS model has been presented. Previous analysis and empirical results have shown that SVDLP performs well in XHITS model. SVDLP learns an higher precision XHITS model, when compared to ALP. This approach has its own benefits, as follows:
• the SVDLP approach has no more approximate steps; • the training function is fully differentiable;
For testing the new approach, we chose Google as our ranking expert, because we kept the compatibility with the previous learning process, and compared the performance of HITS, XHITS ALP and XHITS SVDLP in relation with each other. The gains of XHITS SVD' model over HITS' are substantial as shown in the experimental result, over 400 % gain of quality or proximity of the Google's ranking. We are not affirming that this gain reflects necessarily the quality of the ranking, but it shows that we can learn well a judged set of pages.
For future work, we are changing the benchmark to the ClueWeb09 collection and comparing the performance with other ranking algorithms already explored and reported in the literature.
