Abstract-The three-step search (TSS) algorithm for block-matching motion estimation, due to its simplicity, significant computational reduction, and good performance, has been widely used in real-time video applications. In this paper, a new search algorithm is proposed for further reduction of computational complexity for motion estimation. It will be shown that the proposed algorithm is simple and efficient and requires about one half of the computation for TSS while keeping the same regularity and good performance.
I. INTRODUCTION
Motion estimation plays an important role in digital video compression. However, its inherent computational complexity poses great challenge for real-time codec implementation. In recent years, studies on fast block-matching algorithms for significantly reducing the computational complexity have gained more and more attention and many effective algorithms have been proposed [1] - [4] . One of the most popular algorithms is the three-step search (TSS) algorithm.
The advantages of the TSS lie in its simplicity, significant computation reduction, and good performance. The principle which supports the TSS is based on the unimodal error surface assumption, namely, the block-matching error increases monotonically as the search moves away from the position of global minimum error. In fact, this assumption is not always true due to reasons such as the aperture problem and the inconsistent block segmentation of moving object and background, etc. However, experimental results show that the TSS still provides a near-optimal performance even when the assumption does not hold exactly true [5] , [6] . Therefore TSS has been widely accepted as one of the best fast blockmatching algorithms for low bit-rate real-time video applications and is recommended by CCITT RM 8 [7] and MPEG SM 3 [8] .
On the other hand, it is still of interest to further study the TSS in order to improve the performance and/or further reduce the computational complexity. In [1] , a new three-step search (NTSS) algorithm has been proposed to improve the performance while keeping the computational complexity similar to the original TSS. This paper proposes a simple and efficient search (SES) algorithm which aims at further reducing the computational complexity. It will be shown that the proposed SES can further speed up the TSS by a factor of two and maintain its regularity and good performance comparable with the TSS. 
II. THE PROPOSED SES ALGORITHM

A. Preliminaries
Block-matching motion estimation is performed between the current frame and a previously processed frame of a video sequence. The current frame is divided into nonoverlapped square blocks of pixels with size N 2 N and each block has a corresponding search area in the previously processed frame which has the size (2W + N + 1) 2 (2W + N + 1), where W is the maximum displacement in pixels along both horizontal and vertical directions. Then, for each current block, we look for the block in the search area that best matches the current block. The matching criterion is based on the mean absolute difference (MAD), which can be expressed as
where F c (1; 1) and F p (1; 1) denote the pixel intensity in the current frame and previously processed frame, respectively, (k; l) is the coordinates of the upper left corner pixel of the current block, and (x; y) represents the displacement in pixels which is relative to the position of current block. After checking each location in the search area, the motion vector is then determined as the (x; y) at which the MAD has the minimum value, i.e., minimum error.
B. Fast Search Algorithms and the TSS
With the full search (FS), each block-matching requires a total of (2W + 1) 2 2 N 2 absolute differences, which implies a huge computation for the encoding process. To reduce the computational complexity, many effective algorithms have been proposed which either restrict the number of checking points, such as in [2] and [3] , or decrease the computation of absolute differences in (1) by subsampling and other techniques [4] , or a combination of both.
The TSS is the algorithm that limits the number of checking points in a search area. In Fig. 1 , an example is shown to illustrate the procedure of the TSS for W = 7. It must be noted that, though the TSS is originally proposed for low-bit rate video applications where the search window is relatively small, which is typically limited at W = 7, its procedure can be extended for cases with W > 7 [3] 1051-8215/97$10.00 © 1997 IEEE while the number of steps becomes more than three. In general, given W , the number of steps required is
where [x] denotes the smallest integer which is larger than or equal to x. Consequently, the step-size (distance between pixels in a search step) for nth step is given by
It is shown that the TSS uses a uniformly distributed search pattern in each step and hence exhibits simplicity and regularity. In particular, the number of checking points is nine for the first step and eight for the subsequent steps (excluding the location which is already checked in the previous step). For W = 7, the total number of checking points for TSS is 25. Therefore, compared with 225 checking points in the FS, the speed up ratio for TSS is nine.
C. The Proposed SES Algorithm
First, we define the direction from center location to a surrounding location as a search direction. Then, in the TSS, there are a total of eight search directions, as shown in Fig. 2 , involved in each step. It is observed that, due to uniformly distributed search pattern, each direction has an opposite direction which is also searched. This is not effective under the unimodal error surface assumption on which the TSS is based. Recall that the unimodal error surface has the property that the block-matching error increases monotonically as the search is along the direction away from the position of the global minimum error, which in turn implies that minimum cannot occur in two directions opposite to each other simultaneously. In other words, for the search pattern in TSS, at most half of the total eight directions need actually be searched in each step, and thus, the computational complexity can be further reduced. On the other hand, to determine which directions are to be chosen, additional computation is needed.
A closer observation indicates that we can first check two arbitrary but orthogonal directions (say directions 1 and 7 in Fig. 2 ) and then restrict the search area of each step in certain quadrant which contains only three search directions. In that sense, we propose the SES algorithm.
The SES algorithm also uses (2) and (3) to determine the number of steps required and the step-size used. The innovation is that each step is further divided into two phases: the first phase is to select a search quadrant; the second phase is to find the minimum error location in the selected quadrant. Consider the nth step. In the first phase, we compute the MAD's of A, B, and C as shown in Fig. 3 , where A is the center location, B and C are the locations ss(n) pixels away from A along the horizontal and vertical directions, respectively. Note that the directions from A to B and from A to C correspond to directions 1 and 7 in Fig. 2 , respectively. Furthermore, we denote MAD (X) as the MAD of location X and label four quadrants I, II, III, and IV as shown. The rule for determining a search quadrant can be described as follows.
If MAD (A) MAD (B) and MAD (A) MAD (C), I is selected; If MAD (A) MAD (B) and MAD (A) < MAD (C), II is selected; If MAD (A) < MAD (B) and MAD (A) < MAD (C), III is selected; If MAD (A) < MAD (B) and MAD (A) MAD (C), IV is selected.
The patterns of checking points during the second phase of each step in each selected quadrant are shown in Fig. 4. Fig. 5 shows an example for the SES corresponding to the TSS example shown in Fig. 1 .
It is observed that the SES follows the same procedure in each step and thus retains the regularity comparable with the TSS. In particular, as shown in Fig. 4 , the number of checking points for the SES is five on average in the first step and four on average in the subsequent steps (excluding the location which is checked in the previous step). Therefore, the total number of checking points for each block-matching is further reduced compared with the TSS. Table I compares the computational complexity and speed-up ratio of three search algorithms at different values of W . It can be shown that the proposed SES can further speed up the TSS by a factor about two.
III. SIMULATION AND COMPARISON
To verify the usefulness of the SES, we compare it with three other algorithms, namely, the FS, TSS, and the one-at-a-time search (OTS) [6] , using a 5-s segment of the Football and 10-s segment of the Tennis as the test sequences. Both sequences are in the common It is noted that these sequences contain different combinations of still, slow, and fast moving objects, camera zoom, and panning. Moreover, only the results obtained with the first 100 frames of both sequences are presented, since they are sufficiently representative of the overall results. The parameters used in the simulations are listed in Table II . Performance comparison among different search algorithms is based on peak signal-to-noise ratio (PSNR) and mean square error (MSE) per pixel of the motion-compensated frames. Fig. 6 compares the performance of different search algorithms in terms of MSE for the Football sequence. It is observed that the SES and TSS exhibit very close performances which are better than that of the OTS. Also, both the SES and TSS are worse than the FS, but the difference in MSE is very small. A clearer comparison by showing the difference in PSNR with respect to the FS is given in Fig. 7 . In particular, the average PSNR differences for the TSS, SES, and OTS are shown to be 0.16 dB, 0.22 dB, and 0.36 dB, respectively, which in turn indicate that the SES has similar performance as TSS and better performance than the OTS. Similarly, Fig. 8 demonstrates the MSE performance of different search algorithms in the case of Tennis sequence. Note that all the three fast search algorithms exhibit more performance degradation than in the case of Football sequence, but the overall values of MSE remain reasonably small and thus can produce acceptable quality. Also, the MSE for both the SES and TSS are very close. Likewise, Fig. 9 indicates that the SES and TSS have comparable performance in terms of the difference in PSNR with respect to the FS. Therefore, we conclude that the SES can provide good performance comparable with the TSS. In addition, since the SES algorithm maintains the similar regularity and parallelism comparable with the TSS, we can use a similar structure as proposed in [5] for its VLSI implementation. Likewise, by using the statistical motion vector distribution information as proposed in [1] , the performance of the SES can be further improved. Finally, the SES algorithm should be an excellent candidate for real-time software-based implementation of codecs for low bit-rate applications.
IV. CONCLUSIONS
In this paper, we have proposed an SES algorithm for fast blockmatching motion estimation. It has been shown that the SES can further speed up the TSS by a factor about two while maintaining regularity and parallelism. Experimental results based on simulations, which are performed by using MPEG-1 simulation program and two test sequences, Football and Tennis, demonstrates that the SES can provide good performance comparable with the TSS in terms of PSNR and MSE. In particular, by imposing the similar algorithm as proposed in [1] , the performance of the SES can be further improved.
