The run of superadiabaticity in stellar convection  zones. I. The Sun by Demarque, P. et al.
THE ASTROPHYSICAL JOURNAL, 474 :790È797, 1997 January 10
1997. The American Astronomical Society. All rights reserved. Printed in U.S.A.(
THE RUN OF SUPERADIABATICITY IN STELLAR CONVECTION ZONES. I. THE SUN
P. DEMARQUE
Center for Solar and Space Research, Department of Astronomy, Yale University, New Haven, CT 06520-8101
D. B. GUENTHER
Department of Astronomy and Physics, Saint MaryÏs University, Halifax, N.S., Canada, B3A 4R2
AND
Y.-C. KIM1
Center for Solar and Space Research, Department of Astronomy, Yale University, New Haven, CT 06520-8101
Received 1996 January 29 ; accepted 1996 July 30
ABSTRACT
The e†ect of adjustments to the superadiabatic layer (SAL) in a model of the Sun on the p-mode
oscillation frequencies has been studied. Numerical simulations of solar convection by Kim and
coworkers have shown that the usual mixing length approximation (MLA) overestimates the convective
efficiency in the SAL. To correct for the overestimated convective efficiency in the calculation of the
temperature gradient and the mean structure of the SAL, we have adopted a variable mixing length
parameter, which decreases as the surface is approached, based on a simple parameterization suggested
by the simulations. We Ðnd that these changes to the structure of the SAL reduce the discrepancies
between observed and calculated oscillation frequencies in the low to intermediate l range.
Subject headings : convection È Sun: interior È Sun: oscillations
1. INTRODUCTION
The progress of helioseismology has led to increased
interest in probing the structure of the strongly super-
adiabatic layer (SAL) that forms the transition between the
deep layers of the solar convection zone, where the super-
adiabaticity of the temperature gradient, is only of+[ +ad,the order of one part in one million, and the outer optically
thin atmospheric layers of the Sun, where radiative transfer
dominates is of the order unity). Current solar(+[ +admodels and convection simulations show that this layer is
probably very thin in the Sun, extending from the surface to
D300 km below the surface. It is believed that the SAL is
the site of the excitation of the p-mode oscillations and that
the SAL structure determines the extent of convective over-
shoot near the surface. In standard solar models, the mean
structure of the SAL is determined by the mixing length
approximation (MLA), in which the mixing length is a free
parameter, constrained primarily by the observed radius
and to a much lesser degree by the luminosity of the Sun. If
we could model this layer correctly through a complete
understanding of the interaction of radiation and convec-
tion, then we could determine the radius of solar models
from Ðrst principles, without recourse to any adjustable
parameter, such as the mixing length parameter.
The solar p-mode frequencies, particularly the higher fre-
quency modes, are sensitive to the detailed structure of the
SAL. While many properties of the p-modes themselves can
be interpreted in terms of standard physical models of the
solar interior, it is increasingly evident that the outer layers
must be better understood if theoretical models are to
predict the observed frequencies more precisely. There are
indications that at least part of the problem lies in the SAL,
and that the standard treatment of stellar convection based
on the MLA leads to an underestimate of the efficiency of
radiative transfer in the shallower part of the SAL. Two
1 1995È1996 also at Department of Mathematics, Hong Kong Uni-
versity of Science and Technology, Hong Kong.
areas of reÐnement that could improve the calculated values
of the p-mode frequencies are (1) the inclusion of non-
adiabatic e†ects from radiation and turbulence in the pulsa-
tion calculations ; and (2) the adoption of a more
sophisticated calculation of the structure and thermodyna-
mics of the SAL.
Using a basic theoretical model of turbulence Balmforth
has studied the e†ects of turbulence(1992a, 1992b, 1992c)
on the structure of the solar model and on the p-mode
oscillation calculation. The e†ects of radiative dissipation
on the p-mode oscillation calculation have been explored by
& Osaki Chitre, & NarasimhaAndo (1975), Antia, (1982),
& Frandsen Guzik, &Christensen-Dalsgaard (1983), Cox,
Kidman and & Cox(1989), Guenther (1994), Guzik (1993).
Uncertainties in the structure of the outer layers of the
model probably also arise from uncertainties in the low-
temperature opacities, the atmosphere model, and the
surface boundary conditions.
In this paper we will modify the structure of the SAL
according to the suggestion from numerical simulations of
convection and will study the e†ect of the modiÐed SAL on
the predicted p-mode frequencies in the Sun. Others have
pursued similar investigations. Christensen-Monteiro,
Dalsgaard, & Thompson have explored di†erent(1995)
parameterizations of the SAL structure as constrained by
inversion of the observed solar p-modes. et al.Rosenthal
have investigated the structural e†ects of the mean(1995)
turbulent pressure derived from models of a nonlocal
mixing length theory or(Gough 1977 ; Balmforth 1992a),
from the numerical simulations of convection of &Stein
Nordlund By contrast, in this paper, the structure of(1989).
the SAL is more accurately reproduced by modifying the
MLA treatment of convection in our solar models, using
recent numerical simulations of the shallow part of the solar
convection zone as a guide et al.(Kim 1993 ; Kim 1995,
The Kim simulations include a physically1996a, 1996b).
realistic treatment of the local microscopic physics, from the
stellar evolution code YREC (see et al. andGuenther 1992),
a treatment of the coupling betwen radiative and convective
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energy transports in the di†usion approximation. We note
that because the simulation describes radiative transfer in
the di†usion approximation, it becomes invalid in the opti-
cally thin regions of the atmosphere. But the simulations
provide a rough quantitative estimate of the departure of
the predicted structure from the structure prescribed by the
MLA in the shallow convective layers.
A simple modiÐcation of the MLA cannot provide a rea-
listic description of the dynamics of convection. KimÏs simu-
lations di†er from the MLA in the very fundamental respect
that turbulent convection, including the interaction
between convection and radiation, and ionization were
explicitly treated. In this paper we shall assume that most of
the structural features of the SAL can be modeled using the
ML A formalism with a mixing length that varies with depth.
We show that this approach can remove most of the dis-
crepancy between the observed and calculated p-mode fre-
quencies and thus must provide a good approximation to
the mean run of the speed of sound in the outer layers of the
Sun. Importantly, even though we have modiÐed the form
of the MLA, the mean stratiÐcation of the model itself still
satisÐes the usual constraints of stellar models relating to
energy transfer, thermodynamics, and hydrostatic equi-
librium. As a result, these still exploratory models already
provide us with the means of reconstructing the run of the
mean temperature gradient in the solar atmosphere and
subphotospheric layers in a much more realistic way than
the MLA. This conÐrms the direction for the improvement
of the SAL suggested by the simulations.
2. TOWARD AN UNDERSTANDING OF SOLAR
CONVECTION
Before describing our approach, it is useful to situate it in
the context of other recent research on solar convection, all
addressing the issue of the SAL from a di†erent point of
view. Note that in this paper we are concerned only with the
problem of the mean hydrostatic structure of the SAL layer
and not the detailed dynamics of convection in the Sun.
2.1. T he Mixing L ength Approximation
All standard solar models use the MLA to describe con-
vection in the outer layers of the Sun. The MLA combines a
phenomenological description of convection based on the
notion that, for all practical purposes, the convective energy
is carried by convective elements of a single size that ultima-
tely dissolve into their surroundings via radiative di†usion
& Weiss(Vitense 1953 ; Bo hm-Vitense 1958 ; Gough 1976 ;
& Gough We note that the radiative di†usionBaker 1979).
approximation used in the MLA is valid only in the deep
layers and breaks down in the optically thin surface layers.
The MLA correctly predicts a very small super-
adiabaticity in the deep convective layers. This means that
the temperature gradient, for the purpose of calculating the
envelope structure and radius, is equal to the local adiabatic
temperature gradient. In constructing the models, the
height of the superadiabatic peak depends on the details of
the local physics (primarily the local equation of state and
opacities) and the choice of the mixing length parameterÈ
all of which control the efficiency of convection in the SAL.
In a laboratory Ñuid, the e†ective mixing length is usually
found to equal the size of the convective region. In stellar
models, where Ñuids are compressible, and convection can
extend over many pressure (or density) scale heights, the
mixing length is usually set equal to a fraction a of the local
pressure scale height. The choice of a (mixing length
parameter), which is e†ectively a measure of the efficiency of
convection in the SAL, determines the local temperature
gradient in the SAL.
The choice of a also a†ects the calculated model radius.
We emphasize here that because the SAL is itself thin com-
pared to the total radius (D0.04%), its thickness is not a
signiÐcant factor in determining the radius (at least for stars
near the main sequence). But the precise structure of the
SAL, speciÐcally the run of the thermodynamic variables in
the region which approaches adiabatic equilibrium just
below the superadiabatic peak, determines the speciÐc
entropy in the adiabatic envelope. It has long been known
that in a stellar model with a convective adiabatic envelope,
the depth of the convective envelope is a function of its
speciÐc entropy for a more general(Schwarzschild 1958 ;
discussion see also It is therefore the sensi-Larson 1974).
tivity to a of the speciÐc entropy in the deep adiabatic layers
of the convective envelope that is the origin of the radius
sensitivity to a. Thus in constructing a solar model, it is
convenient to tweak a to produce solar models with a
radius that matches precisely the solar radius &(Demarque
Percy The resulting value of a depends on the details1964).
of the model atmosphere (which determines the surface
boundary condition) and on the local opacities (see, e.g.,
et al. In this scheme, a single free param-Guenther 1992).
eter, the mixing length parameter (a), is used to compensate
not only for the distortions introduced by the ML A in model-
ing convection, but also for the uncertainties in modeling the
structure of the outer layers. This is done simply by adjust-
ing the structure of the SAL, via the mixing length param-
eter. It should, therefore, not be surprising if this approach
does not model the SAL faithfully. With the advent of helio-
seismology, it is now possible to test directly the reliability
of the MLA in modeling the solar SAL structure.
2.2. T he Approach of Canuto-Mazzitelli (CM)
Canuto & Mazzitelli have attempted to gen-(1991, 1992)
eralize the MLA by taking into account the whole spectrum
of convective wavelengths and, in this sense, the CM for-
malism is an improvement on the MLA. Grossman,
Narayan, & Arnett introduced a similar moment(1993)
approach to account for the spectrum of convective wave-
lengths but did not Ðt the parameters of their theory to
numerical or experimental simulations of convection. The
parameters of Canuto & MazzitelliÏs description of convec-
tion are based on the results of laboratory experiments of
incompressible convection extrapolated to stellar condi-
tions. As in the MLA, CM describe radiation in the di†u-
sion approximation. Using the laboratory analogy, CM
argue in favor of a mixing length equal to the local distance
to the surface convection boundary, although some of their
calculations relate the mixing length to the pressure scale
height (see also the calculations of & ChinStothers 1995
which are based on the CM formulation). For the purpose
of this paper, it suffices to point out that whatever choice of
mixing length parameter is made, the CM formulation pre-
dicts a lower efficiency of convection in the outer parts of
the SAL than the MLA This translates into(Canuto 1995).
a sharper peak for the SAL than the MLA. As a result, CM
solar models have been found to yield better agreement
than the MLA with the observed solar p-mode frequencies
et al. A thorough discussion of the seismic(Paterno 1993).
properties of solar models constructed with various formu-
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lations of convection, including the CM treatment, will
appear in a forthcoming paper.
2.3. BalmforthÏs Nonlocal Mixing L ength T heory
Balmforth has extended the non-(1992a, 1992b, 1992c)
local mixing length formulation of His cal-Gough (1977).
culations indicate that perturbations to the frequencies
owing to the e†ects of turbulence on the structure of the
solar model are of the order of 10 kHz, whereas corrections
to the adiabatic frequencies from nonadiabatic losses due to
turbulence are of the order of 2 kHz.
2.4. T he Convective Flux Approximation
The convective Ñux approximation (CFA) (Lydon, Fox,
& SoÐa is based on the numerical simulations of1992, 1993)
deep convection by & SoÐa from which itChan (1989),
draws expressions for the convective Ñux. This represents
the Ðrst attempt to incorporate the results of numerical
simulations of convection into solar models. In the CFA,
radiation is decoupled from convection and is treated in the
same way as in the MLA, i.e., by the di†usion approx-
imation. Because the Chan-SoÐa simulation describes deep
convection, the properties of convection had to be extrapo-
lated outside the range of validity of the simulation, to the
shallow layers of the solar model. The solar SAL in the
CFA model is less peaked and located slightly deeper below
the photosphere than the MLA model. This is at odds with
the CM model and the shallow convection simulations pre-
sented here which produce more peaked SALs. The CFA
model represents a signiÐcant step forward in describing the
properties of deep efficient convection. But like the MLA, it
fails in the shallow layers and the SAL where the coupling
between radiative and convective transport must be taken
into account.
2.5. Numerical Simulations of T urbulent Flows
In the shallow layers, the importance of averaging the
opacity horizontally was discussed by Deupree (1979)
within the MLA scheme. & Varner alsoDeupree (1980)
made use of two-dimensional hydrodynamic simulations of
stellar convection, in which the transfer of radiation is
treated in the di†usion approximation, to parameterize the
variation with depth of the mixing length at temperatures
below 104 K. Their modiÐcations of the MLA was applied
to model atmospheres for Sun-like main-sequence stars by
Lane, & Kurucz The Deupree-Varner model-Lester, (1982).
ing, however, does not extend deep enough to permit the
determination of the mixing length in the deep adiabatic
layers of the convection zone.
More recent model atmospheres, in which convection is
described by a two-dimensional hydrodynamic simulation
of radiation hydrodynamics of time-dependent convection
have been described by and by et al.Ste†en (1993) Ludwig
The latter extend deep enough to permit an evalu-(1996).
ation of the speciÐc entropy in the adiabatic layers of the
Sun and therefore to provide the Ðrst estimate of the e†ec-
tive mixing length from Ðrst principles.
Also recently, Axer, & Gehren andFuhrmann, (1993)
Veer-Menneret & Me gessier have constructedvanÏt (1996)
grids of model atmospheres for dwarf stars using the MLA
to describe convection. These authors found that in order to
Ðnd consistency between the e†ective temperature derived
from the continuum with the e†ective temperature derived
from the absorption lines, it is necessary to use a low value
of a (about 0.5) in the shallow atmospheric layers. They also
noted that this value of a di†ers from the larger value (about
2.0) needed in the interior model to derive the correct
radius.
Sophisticated simulations of convection in the shallow
layers have been carried out by Nordlund and his collabo-
rators & Nordlund & Nordlund(Stein 1989 ; Dravins 1990 ;
& Stein The radiative transfer equationsNordlund 1996).
are solved using the opacity binning method, from the radi-
ative surface, and extend into the convectively unstable
layers of high superadiabaticity (SAL). As mentioned
earlier, the simulations of & Nordlund form theStein (1989)
basis of the recent studies of the solar SAL by etMonteiro
al. and et al.(1995) Rosenthal (1995).
Finally, Kim and his collaborators see also(Kim 1993 ;
Kim et al. have carried out similar and1995, 1996a, 1996b)
complementary numerical simulations of shallow convec-
tion in the Sun, using a di†erent numerical technique. These
calculations, which apply to the transition from the inner
part of the SAL into the deeper layers of the solar convec-
tion zone, also treat the coupling of radiative and convec-
tive transport and include realistic physics in the solar
model. These fully compressible and three-dimensional
simulations consider a radiation-coupled, nonmagnetic,
gravitationally stratiÐed medium using a realistic equation
of state and opacities. But because radiation is treated in the
di†usion approximation, the Kim et al. models become
invalid in the optically thin outermost layers of the Sun. The
Kim and the Nordlund models are in good qualitative
agreement in the region of overlap.
In this paper, we present solar models constructed with a
simple parameterization of convective efficiency in the outer
layers based on KimÏs simulations. We introduce a linearly
varying mixing length parameter to mimic the convective
transport efficiency in KimÏs simulations. The structure of
the models and their l \ 0È100 p-mode spectra are com-
pared. et al. and et al.Monteiro (1995) Rosenthal (1995)
have taken a di†erent approach, incorporating the actual
structure from numerical simulations of & NordlundStein
into their solar model calculation. These two di†er-(1989)
ent methods achieve the same goal, however, which is to
compensate for the overestimated convective efficiency of
the MLA.
3. HELIOSEISMOLOGY
Even though only the very high l (l [ 2000) modes are
conÐned to layers near and above the SAL of the Sun, all
p-modes are to varying degrees a†ected by the structure of
the SAL et al. In general, as the frequency(Monteiro 1995).
of the p-modes increase, so do their sensitivity to pertur-
bations to the structure (see, e.g., Christensen-Dalsgaard
The integrated kinetic energy of an oscillation mode1986).
(often called the mode mass) decreases dramatically with
increasing frequency and with increasing l. To Ðrst order,
the perturbation to the frequency resulting from a pertur-
bation to the structure is inversely proportional to the mode
mass and as a consequence small structural changes lead to
correspondingly larger frequency perturbations at higher
frequencies and at higher l-values. To facilitate comparisons
of the frequency perturbations of di†erent l-values at similar
frequencies, one can multiply each frequency di†erence
(model frequency minus observed frequency) by the corre-
sponding mode mass and divide by the mode mass of a
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radial mode at the same frequency. This eliminates the l
dependence of the frequency perturbation. This weighting is
important when considering a wide range of l-values, which
we hope to be able to do when accurate high l p-mode data
become available, but is less important, as we show in ° 4.3,
for the range of l-values considered here.
As described in the next section, we constructed several
solar models with di†erent variable-a curves and then cal-
culated and compared their l ¹ 100 p-mode frequencies to
the observed frequencies Woodard, & Kaufman(Libbrecht,
Although not as mathematically elegant as carrying1990).
out a formal inversion of the p-mode oscillations to deter-
mine the inferred structure (subject to the unknown uncer-
tainties in the equation of state and surface boundary
conditions), our forward approach does guarantee that only
solutions that are physically realistic solutions of the
(nonlinear) equations of stellar structure are considered.
More importantly, it enables us to easily compare our
variable-a curves, which quantify the efficiency of convec-
tion as a function of depth, with KimÏs numerical simula-
tions of convection.
4. RESULTS
4.1. V ariable Mixing L ength Experiment
From KimÏs numerical simulations of convection we
obtained the convective Ñux and the mean convectiveF
cvelocity from which we derived an e†ective mixing lengthl
cparameter, a, using equation (7) of et al. i.e.,Kim (1996a),







pconstant pressure, Q is the expansion coefficient of a con-
vective element at constant pressure MQ\ [(d ln o)/
(d ln T )]pN, T is the temperature, R is the gas constant, o is
the density, and k is the mean molecular weight. The e†ec-
tive a is plotted opposite the natural logarithm of the pres-
sure divided by the surface pressure in The(ptop) Figure 1.e†ective mixing length parameter a does not remain con-
stant throughout the region modeled by the shallow con-
vection simulations, as would be prescribed by the MLA,
but decreases as the surface is approached. Within a region
close to the surface (one pressure scale height) the drop-o†
in a is due to the Ðxed and impenetrable boundary condi-
tions imposed at the surface in KimÏs numerical simula-
tions. But, as discussed in et al. the drop-o† inKim (1996b),
deeper regions cannot be attributed to the surface boundary
conditions, and represents a real decrease in the contribu-
tion of convection to the total energy Ñux as the surface is
approached. Numerical simulations are now being carried
out by one of us (Y. C. K.), in collaboration with K. L.
Chan, which include more realistic surface boundary condi-
tions, that will enable us to simulate and resolve the SAL
fully.
To mimic the drop-o† in a in our solar model calculation
we deÐned a variable mixing length parameter a by
a \ a1 ln (p/ptop) ] a2 ,
where dyn cm~2 is approximately the pres-ptop 4 1.3 ] 105sure near the surface of our solar model. Below the super-
adiabatic peak we held a constant once it reached a
maximum value of 8. This has no a†ect on the structure
because the temperature gradient is nearly the adiabatic
gradient below the superadiabatic peak. We constructed
models for 1.0, and 1.5. The value of was adjust-a1\ 0.5, a2ed to produce solar models with the observed radius. Figure
FIG. 1.ÈThe implied value of the mixing length parameter from
numerical simulations of shallow convection is plotted opposite the
natural logarithm of the pressure, scaled to the surface pressure ptop \1.3] 105 dyn cm~2. To simulate the variable a in our solar models we
allowed a to vary linearly as shown by the three straight lines. The lines
have slopes 0.5, 1.0, and 1.5. The o†set, or surface intercept of the lines, was
forced by the condition that the solar model have the observed radius.
Owing to the crude boundary conditions applied at the surface and the
base in our numerical simulation of convection, we ignore the simulation
results in the region within one pressure scale height of the surface of the
simulation and the region within one pressure scale height of the base of
the simulation (indicated by thick vertical lines). The horizontal line corre-
sponds to the constant a used in the standard solar model (ssm).
shows the resultant variation in a as a function of pressure1
for the three solar models corresponding to 1.0,a1\ 0.5,and 1.5. The solar models are identical in all other respects
to the opal ] di† model in Kim, & DemargueGuenther,
The OPAL equation of state and opacities were(1996).
used. Helium di†usion was included using the &Bahcall
Loeb description.(1990)
4.2. Superadiabatic Peak
As with the CM formalism, our variable mixing length
parameter models have higher superadiabatic peaks than
solar models that use the Ðxed a of the MLA (see AsFig. 2).
we increase i.e., the slope in the a versusa1, ln (p/ptop)relationship, the superadiabatic peak increases. In this
manner, our variable-a model permits us to control the
efficiency of convection : increasing increases the super-a1adiabatic peak which corresponds to a decrease in convec-
tive efficiency. Note that because all the models are
calibrated to the solar radius, they are characterized by the
same speciÐc entropy in the convection zone, and have the
same interior structure.
For all three variable-a models, the surface intercept for a
is nonzero. This is a consequence of the fact that the adiabat
of the convection zone is determined by the value of a
inward of the superadiabatic peak ; and the radius of the
model depends on this adiabat (temperature gradient).
When the slope of the variable-a relationship is Ðxed, the
only way to adjust a in this region, thereby adjusting the
adiabat, and consequently the radius, is by raising or lower-
ing the surface intercept. shows that, unlike theFigure 1
numerical simulation where (and therefore also a) is con-l
cstrained to reach zero at the surface, the Ðnite value of the
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FIG. 2.ÈThe linearly varying mixing length parameter models (see Fig.
alter the structure of the outer layers. Here we show the superadiabatic1)
gradient plotted opposite the radius fraction (scale along top) and the
scaled pressure (scale along bottom) for the standard solar model with a
constant mixing length parameter, and the three linearly varying mixing
length parameter models. The increased superadiabatic peak for the vari-
able a models corresponds to less efficient convection. For illustration, the
run of the horizontally averaged superadiabatic gradient from the etKim
al. simulation is also shown. We remind the reader that for a number(1995)
of reasons discussed in the text, the simulation and the solar models are not
strictly comparable, but we note the remarkable coincidence in trend
between the convection simulation and the variable-a models.
intercept in our formula implies that a does not vanish ata2the surface. Although this behavior is suggestive of the pres-
ence of convective overshoot at the top boundary
(convective overshoot may play a role in the Sun), we
cannot attach any particular physical signiÐcance to this
parameter. Like the conventional MLA, in which a does not
vanish at the convection boundary, our modiÐed MLA for-
malism contains no description of convective overshoot.
We stress that the linear variation in a is suggested only
by the drop-o† in a in the numerical simulations of Kim
and is not based on any other improvement to the MLA
itself regarding the detailed properties of convective Ñows.
Our goal is to show that by mimicking, in the crudest
manner, the behavior implied by our preliminary numerical
simulations of convection, we can improve the structure of
the model in the SAL. This is illustrated in the next section.
4.3. Helioseismology
Comparing the frequency di†erence plots Figure 3a
(model minus solar observations) for the standard MLA
model and for three variable-a models, one sees imme-
diately the beneÐt of the variable mixing length. For the
best solar model, which is based on the latest physics
(including helium di†usion and the OPAL equation of state
and opacities) and uses the standard MLA, the discrepancy
in p-mode frequencies increases with increasing frequency.
This discrepancy is almost eliminated in the variable-a
models, in which a decreases as the surface is approached.
is similar to except that the frequencyFigure 3b Figure 3a
di†erences are weighted by the factor whichQ
n,l(ln,l)removes the l dependence of the sensitivity of the frequency
discrepancies. is deÐned inQ
n,l Christensen-Dalsgaardand is essentially equal to the integrated kinetic(1986)
energy of the p-mode, divided by the integrated kineticl
n,l,energy of a radial mode (l \ 0) of similar frequency. The
thickness of the bundle of lines is reduced by a factor of 2.
This is expected (see discussion in The l \ 100 p-modes° 3).
will be perturbed twice as much for a given structural per-
turbation as the l \ 0 p-modes because the integrated
kinetic energy of the l \ 100 p-modes are approximately
one-half that of the l \ 0 p-modes (at similar frequency).
The weighting, therefore, equalizes their response to a given
structural perturbation.
The spread in the bundle of lines indicates that structural
discrepancies remain between the model and the Sun. But
we see that the variable-a models do reduce the discrepancy
in p-mode frequencies, especially the progressive increase in
discrepancy with increasing frequency (slope error), which is
caused by errors in the structure of the very outermost
layers of the model et al. This is seen(Guenther 1996).
directly by comparing the sound speed proÐles of the
models.
The frequencies of the p-modes depend on the run of
sound speed in the model, which in turn depend on the
density proÐle and the run of In we show the!1. Figure 4e†ects of our variable-a modeling on the sound speed by
plotting the sound speed of the variable-a models minus the
sound speed of the standard solar model (SSM). As was
suggested by the reduction in the slope error, we see that the
sound speed in the outermost layers is perturbed by the
variable-a modeling only in the region immediately sur-
rounding the superadiabatic peak. From we seeFigure 5
that the adiabatic gradient is also perturbed by the!1variable-a modeling only in the vicinity of the super-
adiabatic peak. The small perturbation to the sound speed
near x \ 0.7 seen in is an artifact of the slightlyFigure 4
di†erent amounts of di†use helium that exists immediately
below the convection zone base.
Inspection of and further reveal that ofFigure 1 Figure 3
the three variable-a models, the one on which a is closest to
the value of a in the standard MLA model, particularly in
the region of the superadiabatic peak (in this case, as in the
equivalent model of et al. a is near 2), i.e.,Guenther 1996,
the model for which is also the one that yields thea1 \ 0.5,best agreement with the observed solar frequencies. Also the
conclusion that the e†ective a is nearly constant at greater
depth seems consistent with the observation by Chan &
SoÐa based on their numerical simulations,(1987, 1989),
that in the limit of deep convection (and below the ioniza-
tion zones) there exists a correlation length which is directly
proportional to the local pressure scale height.
We wish to reemphasize that we have carefully avoided
using the precise a-proÐle from the horizontally averaged
superadiabatic gradient in the simulation of et al.Kim
shown in It would have been incorrect for(1996a) Figure 1.
several reasons. Even though the initial conditions in the
convection simulation were taken from a standard solar
model and the simulation itself included realistic local
physics, several approximations had been made, e.g., in the
use of the di†usion approximation to describe radiative
transfer, and in the rigid boundary at the surface. Most
importantly, the a-proÐle from the simulation was not
subject to the usual constraint of solar models, that of
matching the radius of the model to the solar radius.
Further, the precise choice of a in a standard solar model is
FIG. 3.È(a) The p-mode frequency di†erences, model minus observed et al. are shown for the standard solar model (ssm) and the three(Libbrecht 1990)
variable a solar models. All observed p-modes with l \ 0, 1, 2, 3, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100 are plotted with lines joining common l-values. (b) Similar
to except the frequency di†erences are weighted by the factor which is the integrated kinetic energy of the mode divided by the integrated kineticFig. 3a, Q
n,lenergy of an l \ 0 mode with the same frequency. This weighting scales out the di†erent sensitivities of the frequency perturbations to l.
FIG. 4.ÈThe run of the sound speed di†erences between the variable-a models and the standard solar model (ssm) are plotted as a function of radius
fraction. The x-axis scale is enlarged near the surface in the region of the superadiabatic peak.
FIG. 5.ÈThe run of the adiabatic exponent, di†erences between the variable-a models and the standard solar model (ssm) are plotted as a function of!1radius fraction. The x-axis scale is enlarged near the surface in the region of the superadiabatic peak.
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a function of the opacities chosen, and the et al.Kim (1995)
calculations were based on the Los Alamos Opacity
Library et al. rather than the Livermore(Huebner 1977),
OPAL opacities used here, which are substantially larger at
low temperatures. These di†erences should be kept in mind
as well when comparing the run of superadiabaticity in the
et al. simulation with the models of this study, asKim (1995)
is done in Figure 2.
The a-proÐle from the et al. simulation canKim (1995)
therefore be viewed only as a guide. In addition, we do not
believe, or wish to suggest, that the errors in the calculated
high-frequency modes are entirely due to the treatment of
the convective layers. The uncertainties in the low-
temperature opacities and in the surface boundary condi-
tions (the atmosphere model) also perturb the p-modes at
the higher frequencies at the level shown here et(Guenther
al. For all these reasons, we must Ðrst improve our1992).
modeling of radiation and the sophistication of the surface
boundary condition in our numerical simulations of con-
vection before deducing the actual efficiency of convection
near the surface of the Sun.
5. CONCLUSIONS
Guided by numerical simulations of shallow convection
in the Sun, which show that the conventional MLA under-
estimates the ratio of radiative to convective transport in
the outer layers of the solar convection zone, we have inves-
tigated models in which the mixing length parameter a
increases with depth in the SAL. We have found that, by
comparing the p-mode frequencies of the models with the
observed p-mode frequencies of the Sun, the variable-a
models are in better agreement with the Sun than models
based on conventional MLA. This result is consistent with
the conclusion of et al. who attached aRosenthal (1995),
surface layer structure derived from the & NordlundStein
solar atmospheric simulations and found similar(1989)
improvements to the p-mode frequencies.
We will prepare a more detailed forward inversion of the
solar SAL, which will include comparisons to Canuto &
MazzitelliÏs formulation, when we receive high-l p-mode fre-
quency data. With the l ¹ 100 p-modes we are currently
using, the di†erent formulations of convection are not dis-
tinguishable.
Ultimately we hope to be able to model the convective
envelope in the Sun and other stars from Ðrst principles
sufficiently well to calculate reliable stellar radii, free from
the uncertainties of the mixing length formalism. We are
presently improving our numerical simulations and expect
to develop increasingly more realistic convection simula-
tions including a consistent treatment of the radiative-
convective transition layer within the next year. We are
concerned about the possible variation in convective effi-
ciency for stars in di†erent phases of evolution. Here, it is
hoped, seismic observations of other stars will o†er enough
information to constrain the convection models. Indeed,
some initial progress is already being made et al.(Monteiro
& Demarque1995 ; Guenther 1996 ; Christensen-Dalsgaard
et al. using recent p-mode observations of the sub-1995)
giant g Boo by et al.Kjeldsen (1995).
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Univ. Liège), 195
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