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Abstract
As a formulation of ‘codimension-two arguments’ in invariant the-
ory, we define a (rational) almost principal bundle. It is a principal
bundle off closed subsets of codimension two or more. We discuss
the behavior of the category of reflexive modules over locally Krull
schemes, the category of the coherent sheaves which satisfy Serre’s con-
dition (S′2) over Noetherian (S2) schemes with dualizing complexes,
the class group, the canonical module, the Frobenius pushforwards,
and global F -regularity, of a rational almost principal bundle. We
give examples of finite group schemes, multisection rings, surjectively
graded rings, and determinantal rings, and give unified treatment and
new proofs to known results in invariant theory, algebraic geometry,
and commutative algebra, and generalize some of them. In particular,
we generalize the result on the canonical module of the multisection
ring of a sequence of divisors by Kurano and the author. We also give
a new proof of a generalization of Thomsen’s result on the Frobenius
pushforwards of the structure sheaf of a toric variety.
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0. Introduction
(0.1) This paper is a continuation of [Has9] and [Has11].
(0.2) Let k be a field, andG an algebraic group scheme over k. In geometric
invariant theory, categorical quotients, geometric quotients, and principal
fiber bundles play important roles. Among them, principal fiber bundles
behave well with respect to quasi-coherent sheaves, and they are interesting
from the viewpoint of algebraic invariant theory. Grothendieck’s descent
theorem tells us that if ψ : X → Y is a principal G-bundle, then ψ∗ :
Qch(Y ) → Qch(G,X) is an equivalence of categories, see [Has9, (3.13)].
This fact has played central role in our treatment of equivariant class groups
and Picard groups in [Has9] and [Has11].
(0.3) A G-invariant morphism ϕ : X → Y is said to be an algebraic quo-
tient (or an affine quotient) by G if it is an affine morphism, and the canonical
map OY → (ϕ∗OX)G is an isomorphism. If B is a G-algebra (a k-algebra
on which G-acts), then the canonical map ϕ : X = SpecB → SpecBG = Y
is an algebraic quotient. It is the central object in algebraic invariant the-
ory. This is not even a categorical quotient in general (see Example 10.14),
and it seems that imposing geometric conditions should yield a good class of
algebraic quotients. However, the algebraic quotient ϕ is rarely a principal
G-bundle. For example, if B = k[x1, . . . , xn] is a polynomial ring and G acts
on B linearly, then the origin is the fixed point, and hence ϕ is not a principal
G-bundle unless G is the trivial group.
(0.4) However, when we remove closed subsets of codimension two or more
both from X and Y , sometimes the remaining part is a principal bundle,
and this is sometimes useful enough in invariant theory. We define that the
diagram of G-schemes
(1) X U? _
ioo ρ // V 
 j // Y
is a rational almost principal G-bundle if G acts on V and Y trivially, i
and j are open immersions, codimY (Y \ j(V )) ≥ 2, codimX(X \ i(U)) ≥ 2,
and ρ : U → V is a principal G-bundle (cf. Definition 10.2). The name
‘rational’ comes from the fact that X // Y is a rational map. A G-
invariant morphism ϕ : X → Y is called an almost principal G-bundle if
there exist some U ⊂ X and V ⊂ Y such that (1) is a rational almost
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principal G-bundle, where i and j are inclusions, and ρ is the restriction of
ϕ (cf. Definition 10.3).
(0.5) If X and Y are locally Noetherian and normal, then the categories
of reflexive modules Ref(V ) and Ref(Y ) are equivalent under the equiva-
lences j∗ and j
∗. Similarly, the categories of G-equivariant reflexive modules
Ref(G,U) and Ref(G,X) are equivalent under the functors i∗ and i
∗. Finally,
by Grothendieck’s descent theorem, Ref(V ) and Ref(G,U) are equivalent un-
der the equivalences ρ∗ and (?)G ◦ρ∗. Combining them, we have that Ref(Y )
and Ref(G,X) are equivalent under the equivalences i∗ρ
∗j∗ and (?)Gj∗ρ∗i
∗
(note that (?)Gj∗ and j∗(?)
G are equivalent) (cf. Theorem 11.2). This is the
main observation of this paper.
(0.6) The first purpose of this paper is to show that properties of X and
those of Y are deeply connected, and we can get information of Y from that
on the action of G on X , and vice versa.
(0.7) This kind of argument, sometimes called codimension-two argument,
is not new here. We give one example which shows that our construction is
a generalization of a very important notion in invariant theory.
Let G be a finite group acting on a variety X over a field k. Then for
g ∈ G, we define Xg := {x ∈ X | gx = x}. If codimX Xg = 1, then we say
that g is a pseudoreflection. If ϕ : X → Y is an algebraic quotient by G, then
we have that ϕ is an almost principal G-bundle if and only if the action of G
is small, that is, G does not have a pseudoreflection (Proposition 14.8). We
will show that some of the known important results on the invariant subrings
under the action of finite groups without pseudoreflections can be generalized
to the results on (rational) almost principal bundles.
(0.8) The second purpose of this paper is to show that (rational) almost
principal bundles are so ubiquitous in invariant theory, algebraic geometry,
and commutative algebra. As an application, we give new and short proofs
to various known results. Some of them are generalized using our approach.
(0.9) In what follows, we list the results on the first purpose, that is, the
general results on the comparison of properties of X and Y , for a rational
almost principal G-bundle (1). These are proved in Chapter 1 (sections 10–
13).
For simplicity, in the following list, we assume that X and Y are normal
varieties over an algebraically closed base field k.
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(0.10) Ref(Y ) and Ref(G,X) are equivalent, as we mentioned.
(0.11) Cl(Y ) ∼= Cl(G,X) (Theorem 11.2). This is a consequence of the
equivalence Ref(Y ) ∼= Ref(G,X). This result has essential overlap with the
work of Waterhouse [Wat2, Theorem 4] in the affine case. Our approach also
enables us to establish an exact sequence
0→ H1alg(G,O×X)→ Cl(Y )→ Cl(X)G → H2alg(G,O×X),
see Theorem 11.5. The proof depends on the corresponding exact sequence
for the Picard groups developed in [Has9].
(0.12) Let ωY be the canonical module of Y , and ωX be the G-canonical
module of X . Then ωX ∼= i∗ρ∗j∗ωX ⊗k Θ∗G, and ωY ∼= (j∗ρ∗i∗ωX)G ⊗k ΘG,
where ΘG = ΘG,k is a certain one-dimensional representation ofG determined
only by G (Theorem 11.18). If G is smooth, then ΘG =
∧top LieG. If G is
connected reductive or abelian, then ΘG is trivial. This kind of relationship
between ωX and ωY can be found in the work of Knop [Knp] on an action of
an algebraic group over an algebraically closed field of characteristic zero. See
also [Pes]. As we also work over characteristic p > 0 and treat non-reduced
group schemes too, the description of ωX and ΘG depends on the theory of
equivariant twisted inverse developed in [Has5].
Although the situation is different, ΘG plays a similar role as the differ-
ential character (or different character) χ−1B,A (in the notation of [FlW], where
X = SpecB and Y = SpecA) played in the study of finite group actions in
[Bro] and [FlW]. In the case that the group G is e´tale, X = SpecB and Y are
affine, and ϕ : X → Y is an almost principal G-bundle with B a UFD, where
our settings overlap with theirs, ΘG = χ
−1
B,A is trivial (this case is treated in
[Bra]). In these papers, the assumption that B is a UFD (or a polynomial
ring) was important in order to make the different module DB/A rank-one
free. We are free from the assumption that B is a UFD, and we can treat
higher dimensional and non-reduced group schemes.
(0.13) Let the characteristic of k be p > 0. If M ∈ Ref(G,X), then the
Frobenius pushforward F e∗ (
eM) also lies in Ref(G,X), see for the notation,
section 8. This simple observation suggests that (rational) almost principal
bundles are useful in studying Frobenius pushforwards and related properties
and invariants of algebraic varieties in characteristic p > 0. Let N ∈ Ref(Y )
corresponds to M ∈ Ref(G,X) under the equivalence Ref(Y ) ∼= Ref(G,X)
above, and e ≥ 1. If G is k-smooth, then the Frobenius pushforward F e∗ (eN )
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corresponds to the invariance (F e∗ (
eM))Ge, where Ge is the eth Frobenius
kernel of G (Theorem 12.6). If G is a finite group, then Ge is trivial. Ap-
plying this result, Nakajima and the author recently gave a description of
the generalized F -signatures of maximal Cohen–Macaulay modules over the
invariant subrings under the action of finite groups without pseudoreflections
[HasN].
(0.14) Using the correspondence in (0.13) of Frobenius pushforwards, we
get information on the direct-sum decomposition of the Frobenius pushfor-
wards F e∗ (
eOY ) from the information of the decomposition of (F e∗ (eOX))Ge .
The author expects that this observation will be useful in studying the prob-
lem of finite F -representation type defined by Smith and van den Bergh
[SmVdB]. As an application, we will give a short proof of a generalization of
Thomsen’s result [Tho] on the decomposition of Frobenius pushforwards of
the structure sheaf of toric varieties (Theorem 16.4).
(0.15) Another related result on Frobenius maps is the heredity of global
F -regularity. We say that an integral Noetherian Fp-scheme X is globally F -
regular if for any invertible sheaf L onX and any nonzero section s : OX → L
of L, there exists some e ≥ 1 such that sF e : OX(e) → L splits as an OX(e)-
linear map. This was defined by Smith [Smi] for projective varieties, and
this definition is its obvious extension. She applied this notion to prove a
vanishing theorem on a GIT quotient of a complex Fano variety with rational
Gorenstein singularities. We prove that when G is linearly reductive and both
X and Y have ample invertible sheaves, X is globally F -regular if and only
if Y is globally F -regular. Note that as we work over characteristic p > 0,
if G is affine and linearly reductive, then the identity component G◦ of G is
diagonalizable [Swe2], and G/G◦ is a finite group whose order is not divisible
by the characteristic of k.
This is the end of the list of our general results.
(0.16) Some of the results above are proved under more general settings,
see the text. We tried to study not only smooth algebraic groups but also
non-reduced group schemes, as long as possible. In fact, our base scheme
S is basically general, and our group scheme G is basically general, except
that it is almost always assumed to be flat. Some additional assumptions are
added case-by-case.
When we consider a torus action, our main construction has some applica-
tions to algebraic geometry and commutative algebra (sections 15–17). For a
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finitely generated torsion-free abelian group Λ ∼= Zs, a ring B with the action
of the torus G = SpecZΛ is nothing but a Λ-graded ring. Then the Veronese
subring BΓ with respect to a subgroup Γ ⊂ Λ is nothing but BN , where N
is the diagonalizable group scheme SpecZ(Λ/Γ). If the characteristic of the
base field k is p > 0 and Λ/Γ has a p-torsion, this is a non-reduced group
scheme. So the invariant theory of non-reduced group schemes arises natu-
rally in algebraic geometry and commutative algebra in characteristic p > 0.
As an application of our main construction, we give a characterization of a
standard graded k-algebra B of dimension greater than or equal to two whose
Veronese subalgebra BdZ is quasi-Gorenstein (Proposition 17.9). Although
their (seeming) statement was a little bit weaker, Goto and K.-i. Watanabe
[GW, (3.2.1)] already proved it (exactly the same proof works).
Recently, the author gave a classification of the linearly reductive finite
subgroup schemes of SL2 [Has10]. This enables us to write any complete
local F -rational Gorenstein ring of dimension two over an algebraically closed
field of positive characteristic as an invariant subring of such a subgroup
scheme. This has known to be true for sufficiently large characteristic, but
now the bad characteristics have also be covered, using non-reduced group
schemes. In this paper, we define the smallness of the action of a group
scheme, generalizing the action of finite groups without pseudoreflections,
and show that the canonical action of a linearly reductive finite subgroup
scheme of SLn on k[[x1, . . . , xn]] is small (Proposition 17.14). Applying the
general results listed above to the action of SL2 on k[[x, y]], we get some basic
and known results on the two-dimensional F -rational Gorenstein singularities
(such as finite representation type property), see Theorem 17.17.
The author expects that the generalization from groups to group schemes
will give interesting new aspects to invariant theory.
(0.17) The codimension-two argument on reflexive sheaves works comfort-
ably on Noetherian normal schemes. However, as applications to commu-
tative algebra are important motivations, we mainly work on locally Krull
schemes when we discuss class groups, as in [Has9] and [Has11]. A gen-
eralization to different direction is the coherent sheaves M which satisfy
Serre’s (S ′2) condition (that is, depthOZ,zMz ≥ min(2, dimOZ,z) for z ∈ Z)
on a quasi-normal locally Noetherian scheme Z. Quasi-normality is a notion
which generalizes a normal scheme (a little bit more generally, schemes which
satisfy (T1) + (S2) ((T1) is ‘Gorenstein in codimension one,’ it is also written
as (G1) by some authors. Our notation is after [GM])) and a locally equidi-
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mensional scheme with a dualizing complex simultaneously, see (7.36). In
particular, we generalize [Hart4, (1.12)]. A quasi-Gorenstein locally Noethe-
rian scheme is quasi-normal, and the generalization to this direction is used
to reprove the theorem of Goto–Watanabe mentioned in (0.16).
(0.18) As in [Has11], instead of working on a single group scheme G, we
mostly work on a short exact sequence
1→ N → G f−→ H → 1
of group schemes. That is, f : G → H is a qfpqc homomorphism of group
schemes, and N = Ker f . For qfpqc morphisms, see [Has11, section 2]. We
say that a rational almost principal N -bundle (1) is G-enriched if it is also a
diagram of G-morphisms.
For example, let B = k[x1, . . . , xn] be a polynomial ring over a field k,
and N a finite subgroup of GLn without pseudoreflection, acting on X =
SpecB in a natural way. Let H = Gm be the one-dimensional torus, and
G = N × H . As the action of N on B preserves grading, G acts on B.
As the inclusion A →֒ B preserves grading, the almost principal N -bundle
ϕ : X = SpecB → SpecBN = Y is G-enriched. By our general result,
ϕ∗ : Ref(H, Y )→ Ref(G,X) is an equivalence whose quasi-inverse is (?)Nϕ∗
(Theorem 11.2). Note that Ref(H, Y ) is the category of graded reflexive
OY -modules, and Ref(G,X) is the category of graded reflexive (N,OX)-
modules. So the auxiliary action of H gives us the graded version of the
invariant theory.
Another example of an auxiliary action is that of Galois groups. Let k be
a field, N1 an e´tale k-group scheme, and ϕ : X → Y an almost principal N1-
bundle. Let k′ be a finite Galois extension of k with the Galois group H such
that the base change k′ ⊗k N1 is a constant finite group N (such k′ always
exists). Then H acts on N by group automorphisms, and we can define the
semidirect product G := N ⋊ H , and the base change ϕ′ : X ′ → Y ′, where
the base field is still k, not k′, is a G-enriched almost principal N -bundle
(H-equivariant almost principal N -bundle). Even if the original N1 is not
constant, G and H are constant finite groups, and we can utilize the usual
group theory to study ϕ′.
Yet another example can be found in the study of the Cox rings of toric
varieties, see Proposition 16.1. See also Lemma 15.36.
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(0.19) In Chapter 2 (sections 14–18), we show various examples of (ratio-
nal) almost principal bundles and give applications.
(0.20) The first example is the finite group schemes. As we have men-
tioned, an action of a finite groupG on an affine algebraic varietyX = SpecB
yields an almost principal G-bundle ϕ : X = SpecB → SpecBG = Y if and
only if the action is small (that is, G does not have a pseudoreflection). For
a general finite group scheme action, we defined the smallness of the action
via the largeness of the free locus of the action, see (14.1). The author does
not know how to redefine the smallness using the non-existence of pseudore-
flections for general finite subgroup schemes of GLn, see Remark 17.15.
We call a group scheme h : G→ S on a scheme S is locally finite free (LFF
for short) if it is finite and the structure sheaf h∗OG is a locally free sheaf
on S. We work on LFF group schemes (as a generalization of finite group
schemes over a field), and prove that an algebraic quotient ϕ : X = SpecB →
Y = SpecBG is an almost principal G-bundle if and only if the action is small
(Proposition 14.8). Thus we know that the action of a finite group G without
pseudoreflection on an affine variety yields an almost principal G-bundle, as
we have already mentioned. This fact is also useful in finding examples of
(rational) almost principal bundles with respect to non-reduced finite group
schemes in (0.16).
As an application, assuming that X satisfies the (S2) condition, we give
a characterization of an algebraic quotient ϕ : X → Y by the action of an
LFF group scheme G such that Y is (connected Noetherian with a dualizing
complex and) quasi-Gorenstein (Theorem 14.24, 6). If, moreover, G is e´tale;
abelian group scheme over a field; or a linearly reductive group scheme over
a field (more generally, a Reynolds group scheme over S, see below), then we
have a very simple relationship: ωY ∼= (ϕ∗ωX)G. If, moreover, X is normal,
then we have ωX ∼= (ϕ∗ωY )∗∗ (Theorem 14.24, 4). When the group scheme
is e´tale, there are considerable overlaps with the results of [Pes], [Bro], [Bra],
and [FlW].
Also, well-known formula for the class group of A is generalized to the
action of non-reduced finite group schemes, see Example 14.28.
We point out that if the base scheme S, the group scheme G, and the
scheme X = SpecB are affine, to say that ϕ : X = SpecB → SpecBG is an
almost principal G bundle is the same as to say that BG → B is a pseudo-
Galois extension in the sense of Waterhouse [Wat] by definition. His study
on the class group is applicable to finite group schemes also, and our work
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has many overlaps with his.
(0.21) Next example is a rational almost principal G-bundle arising from
a sequence of divisors D1, . . . , Ds over a Noetherian normal variety (more
generally, a quasi-compact quasi-separated locally Krull integral scheme) Y ,
where G is the torus Gsm, and we assume that
∑
i ZDi contains an ample
Cartier divisor. Let j : V = Yreg →֒ Y be the regular locus of Y (for
simplicity, assume that Y is Noetherian), and let
ρ : U = Spec
V
(
⊕
λ∈Zs
OY (
∑
i
λiDi)|V · tλ)→ V
be the canonical map. Also, let
X := Spec Γ(U,OU) = Spec(
⊕
λ∈Zs
Γ(Y,OY (
∑
i
λiDi)) · tλ),
and i : U → X be the canonical map. Then
X U? _
ioo ρ // V 
 j // Y
is a rational almost principal G-bundle (Theorem 15.28). No map is defined
from X to Y here, and this gives an example of a rational almost principal
bundle which is not an almost principal bundle. This construction already
essentially appeared in [HasK] without the formal definition of rational al-
most principal bundles. By our main theorem (Theorem 11.2), we get an
equivalence between the categories Ref(Y ) and Ref(G,X) in an explicit way
(Corollary 15.29). Also, the description of the canonical module of a multi-
section ring (where Y is a projective normal variety over a field) in [HasK]
is generalized to a result on Noetherian normal integral schemes (Proposi-
tion 15.33). A part of the results on the class group of the multisection ring
in [EKW] is also reproved as a theorem on locally Krull schemes (Proposi-
tion 15.32).
Let Λ = Zs so that G = SpecZΛ ×Spec Z S. Let Γ be a subgroup of Λ,
and set H = SpecZΓ ×SpecZ S, and f : G → H the canonical map. Then
N := Ker f is nothing but SpecZ(Λ/Γ)×SpecZ S. Let B be the multisection
ring
⊕
λ∈Λ Γ(Y,OY (
∑
i λiDi)) · tλ. Then BN is the Veronese subring BΓ =⊕
λ∈Γ Γ(Y,OY (
∑
i λiDi)) · tλ. We show that the canonical algebraic quotient
θ : X = SpecB → SpecBN = X ′ is a G-enriched almost principal N -bundle
(Lemma 15.36). Consequently, we can prove some results which connect X
and X ′.
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(0.22) When we apply the construction explained in (0.21) to the Cox ring
of a toric variety (with a torsion-free class group), then we get some basic
information on toric varieties, such as the description of the canonical module
(Corollary 16.2), and the global F -regularity (Proposition 16.5). Also, we
prove that for a toric variety Y over a perfect field k, there exist finitely many
equivariant rank-one reflexive modules M1, . . . ,Mu on Y (equivariant with
respect to the torus action) such that any Frobenius pushforward F e∗ (
eOY )
is a finite direct sum of copies of them, as OY -modules, generalizing the
theorem of Thomsen [Tho] on non-singular toric varieties. This has been
known also for affine toric varieties [Bru2].
(0.23) Although we can construct a rational almost principal bundle from
a set of divisors on a normal variety, it seems difficult to find a rational almost
principal bundle from a given multigraded ring B. But this is relatively easy
when B is surjectively graded. This notion first appeared in [Has3] for the
case that B is a domain. We modify this to a usable definition for the case
that B is not a domain, and give an easy way to get many rational almost
principal bundles from multigraded rings (Lemma 17.6).
The most typical example is a standard graded algebra B =
⊕
n≥0Bn
with dimB ≥ 2. Then letting X = SpecB, U = X \ 0, and Y = ProjB, we
get a rational almost principal bundle
X U? _
ioo ρ // Y 
 1Y // Y ,
where 0 is the origin of the affine cone X . From this construction, we get a
very short proof of Grothendieck’s theorem which tells that any locally free
sheaf on P1 is uniquely a direct sum of O(n) (Example 17.10). This is simply
because Ref(P1) and Ref(Gm, k[x, y]) are equivalent by our main theorem.
(0.24) There are also examples where the group scheme G is not a torus
or a finite group scheme. We point out that determinantal and Pfaffian
varieties yield examples of almost principal G-bundles where G is a connected
reductive group which are not finite (section 18).
Given a G-algebra Krull domain B and a candidate Krull domain A ⊂ BG
of BG, it is sufficient to prove that ϕ : SpecB → SpecA is an almost principal
G-bundle in order to show A = BG (Theorem 10.13). Thus, proving that
A = BG is reduced to proving that A is a Krull domain, when we know
geometric information that ϕ is an almost principal bundle. This technique
essentially appeared in [Has4], and applied to the same examples.
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An example of an action of the additive group Ga is also given (Exam-
ple 10.14).
(0.25) Some miscellaneous problems are also discussed in this paper, in
order to overcome technical difficulties to discuss main ingredients. Most of
them are contained in Chapter 0 (sections 1–9). We will see them below.
(0.26) We overview the contents of this paper section by section.
Chapter 0 (sections 1–9) is preliminaries.
In section 1, we review some basic definitions and facts on quotients. In
section 2, we discuss the compatibility of the invariance functor and some
other operations on sheaves. In section 3, we discuss the problem of functo-
rial resolutions. In section 4, we discuss the compatibility of the restriction
functor and some other operations on sheaves. In section 5, generalizing lin-
early reductive group schemes over a field, we define Reynolds group schemes
and discuss basic properties. This class of group schemes includes linearly
reductive group schemes over a field, finite groups with the order invertible
in the base ring, and diagonalizable group schemes (including split tori) over
an arbitrary base ring (Examples 5.15–5.17). In section 6, we discuss the
base-change map of twisted inverse pseudofunctors. In section 7, we discuss
the (equivariant) canonical modules. As a generalization of a special case of
Knop’s work over a field of characteristic zero, we give the correspondence
between ωX and ωY for a principal G-bundle X → Y . Also, generalizing
the facts on the category of reflexive sheaves on normal varieties, we show
that the category of sheaves M which satisfy the (S ′2) condition (that is,
depthMz ≥ min(2, dimOZ,z) for z ∈ Z) behaves very similarly on quasi-
normal Noetherian schemes Z, and we show that codimension-two argument
works. We generalize [Hart4, (1.12)]. On the way, we generalize the well-
knwon result on the equivalence of (S ′2), reflexive, and being a second syzygy
due to Evans and Griffith [EvG, Theorem 3.6], using the new notion of
2-canonical modules (Lemma 7.28). Recently, similar results in slightly dif-
ferent contexts are obtained by Dibaei–Sadeghi [DiS] and Araya–Iima [ArI].
In section 8, we define a new category to treat Frobenius twists and Frobe-
nius kernels effectively. This enables us to discuss the Frobenius kernels of
a group scheme over an arbitrary Fp-scheme. In section 9, we discuss when
B is finite over BG, and when BG is F -finite for an affine algebraic group
scheme G over a field k of characteristic p > 0 and a G-algebra B. The main
result is Lemma 9.6. If G is a constant finite group, then the lemma is a
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special case of [Fog, Theorem].
(0.27) After these preliminaries, in Chapter 1 (sections 10–13), we do the
main definitions and discuss general properties of rational almost principal
bundles.
In section 10, we give main definitions, and discuss the problem of base
change. We also prove Theorem 10.13 mentioned above. In section 11,
we discuss the behavior of the (equivariant) class group, using the results
obtained in [Has9] and [Has11]. We also discuss the behavior of the canonical
modules, using the results in sections 6 and 7. We discuss the behavior of
the Frobenius pushforwards with respect to rational almost principal bundles
in section 12. The author expects some future applications on the problems
in invariant theory related to the characteristic p commutative algebra. The
paper [HasN] is a trial toward this direction. Section 13 is on the global
F -regularity. As our construction uses open subschemes, we discuss global
F -regularity of schemes which may not be projective.
(0.28) After proving general results, we give examples and applications of
rational almost principal bundles in Chapter 2 (sections 14–18). In section 14,
we discuss finite group schemes (more precisely, LFF group schemes). In
particular, we prove a similar result to the results on the canonical modules
for the finite group actions due to Broer [Bro] and Fleischmann–Woodcock
[FlW]. In section 15, we construct a rational almost principal bundle from a
sequence of divisors on a locally Krull scheme, and prove a generalization of
the theorem of Kurano and the author which describes the canonical module
of the multisection ring. As an application, we prove some known and new
results on toric varieties, using the Cox ring in section 16. In section 17, we
give a way to construct rational almost principal bundles from a multigraded
rings. This enables us to study the Veronese subring using our approach. In
section 18, we show that determinantal and Pfaffian varieties treated by De
Concini and Procesi [DeCP] give examples of almost principal bundles.
(0.29) Acknowledgments: The author is grateful to Professor Kayo Masuda
for kindly showing me that Example 10.14 is an example of an algebraic
quotient which is non-surjective. Special thanks are also due to Professor
Kazuhiko Kurano, Dr. Yusuke Nakajima, Dr. Akiyoshi Sannai, and Professor
Takafumi Shibuta for stimulating discussion. The author also thanks Pro-
fessor Tokuji Araya, Professor Shiro Goto, Professor Nobuo Hara, Dr. Ryo
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Chapter 0. Preliminaries
1. Actions and quotients
(1.1) This paper is a continuation of [Has9] and [Has11]. We follow the
notation and terminology of these papers. In particular, for the notation and
terminology on sheaves over diagrams of schemes and equivariant modules,
we follow [Has5], [HasO], and [HasO2], unless otherwise specified. Unex-
plained notation and terminologies on commutative algebra, algebraic geom-
etry, algebraic groups, representations of algebraic groups, and Hopf algebras
that are not in these should be found in [Mat], [Hart3], [Gro], [Bor], [Jan],
[Swe], or [Has]. Throughout this paper, S denotes a (base) scheme.
(1.2) Let G be an S-group scheme, and ϕ : X → Y a G-invariant mor-
phism. The secondary map associated with G and ϕ is the map
Ψ = ΨG,ϕ : G×X → X ×Y X
given by (g, x) 7→ (gx, x). This map is independent of the choice of S in the
sense that when we replace S by Y and G by GY = G × Y , then we get
the same map (over the base scheme Y ). If h : Y ′ → Y is an S-morphism
between S-schemes with trivial G-actions, then ΨG,ϕ′ : G×X ′ → X ′ ×Y ′ X ′
is identified with 1Y ′ ×ΨG,ϕ : Y ′ ×Y (G×X ′)→ Y ′ ×Y (X ×Y X).
(1.3) Let G be an S-group scheme. A G-invariant morphism ϕ : X → Y is
said to be a categorical quotient if for any G-invariant morphism ψ : X → Z,
there exists some unique S-morphism θ : Y → Z such that ψ = θϕ. The
categorical quotient is unique (in the category of G-schemes under X).
(1.4) AG-invariant morphism ϕ : X → Y is said to be an algebraic quotient
or affine quotient by the action of G if it is an affine morphism, and η¯ : OY →
(ϕ∗OY )G is an isomorphism. An algebraic quotient need not be surjective.
It need not be a categorical quotient either in general, see Example 10.14
below. However, if S = Spec k is a field and G is a semireductive k-group
scheme (see (9.3) below), it is a categorical quotient (see Lemma 9.5).
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(1.5) A morphism of schemes h : Z → W is said to be submersive if h is
surjective, and for any subset U ofW , U is open if and only if h−1(U) is open
in Z. A G-invariant morphism ϕ : X → Y is said to be a geometric quotient
if it is submersive, OY → (ϕ∗OX)G is an isomorphism, and ΨG,ϕ is surjective.
A geometric quotient is a categorical quotient [MuFK, (0.0.1)]. By definition,
an affine geometric quotient is an algebraic quotient. However, a geometric
quotient need not be an algebraic quotient in general. For example, let
G = SLn with n ≥ 2 over an algebraically closed field k, and consider the
structure map ϕ : X = G/B → Spec k = Y , where B is the subgroup of
the upper triangular matrices in G. It is a geometric quotient by G, but is
not an affine morphism, since G/B is a projective variety of dimension one
or more [Bor, (11.1)]. So in particular, we have an example of a categorical
quotient which is not an affine morphism.
(1.6) We say that ϕ : X → Y is a universal (resp. uniform) categorical
quotient by G if for any S-morphism (resp. any flat S-morphism) Y ′ → Y ,
the base change ϕ′ : X ′ → Y ′ is a categorical quotient by G. A similar def-
inition is done for algebraic and geometric quotients. An algebraic quotient
is uniform under very mild conditions, see Corollary 2.22 below.
(1.7) Let G be an S-group scheme acting on an S-scheme X . Let us
consider Ψ = ΨG,hX : G×X → X ×X , where hX : X → S is the structure
map. It is easy to see that φ : Ψ−1(X)→ X induced by Ψ is an X-subgroup
scheme of G×X , where X is embedded in X ×X via the diagonal map (if
hX is separated, then it is a closed subgroup). SX := Ψ−1(X) is called the
stabilizer of the action of G on X . If SX is trivial as an X-group scheme,
then we say that the action of G on X is free. We say that the action of G
on X is GIT-free if Ψ is a closed immersion. Obviously, a GIT-free action is
free.
Lemma 1.8. Let G be an S-group scheme, and ψ : X ′ → X be a G-morphism
which is a morphism of schemes. Then there is an inclusion Q : SX′ →
SX ×X X ′ of X ′-subgroup schemes of G×X ′. In particular, if the action of
G on X is free, then so is the action of G on X ′. If ψ is a monomorphism
(e.g., an immersion), then Q is an isomorphism.
Proof. Note that both SX′ and SX×XX ′ are X ′-subgroup schemes of G×X ′.
For an S-scheme W ,
SX′(W ) = {(g, x′) ∈ G(W )×X ′(W ) | gx′ = x′}
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and
(SX ×X X ′)(W ) = {(g, x′) ∈ G(W )×X ′(W ) | ψ(gx′) = ψ(x′)}.
So SX ×X X ′ contains SX′ .
If the action of G on X is free, then SX is trivial. So SX′ is also trivial
by the discussion above, and the action of G on X ′ is free. The argument
above also shows that if ψ is a monomorphism, then SX′ = SX ×X X ′.
(1.9) Let G be an S-group scheme acting on X , and ψ : X ′ → X any
monomorphism of S-schemes (X ′ need not be a G-scheme). Then we define
the stabilizer at X ′ of the action of G on X by the X ′-group scheme SX′ :=
SX ×X X ′. This definition does not cause a confusion by Lemma 1.8. If x is
a point of X , the stabilizer Sx is a κ(x)-subgroup scheme of G× x.
(1.10) A G-invariant morphism ϕ : X → Y is a principal G-bundle if and
only if it is qfpqc and ΨG,ϕ is an isomorphism [Has11, (2.8)]. A principal
G-bundle is a universal geometric quotient [Has11, (6.2)]. If, moreover, G
is a normal subgroup scheme of an S-group scheme G˜ and ϕ is also a G˜-
morphism, then we say that ϕ is G˜-enriched.
Lemma 1.11. Let G be an S-group scheme, and ϕ : X → Y a G-invariant
submersive (resp. universally submersive) morphism such that Ψ : G×X →
X ×Y X given by Ψ(g, x) = (gx, x) is surjective. If U is a G-stable open
subset of X, then ϕ(U) is an open subset, and ϕ−1(ϕ(U)) = U . If, moreover,
G is universally open, then ϕ is open (resp. universally open).
Proof. This is essentially [MuFK, (0.2), Remark (4)].
2. Compatibility of G-invariance and direct and inverse images
(2.1) Let G be an S-group scheme and Z an S-scheme on which G acts
trivially. Set (?)G = (?)−1R∆M : Mod(G,Z)→ Mod(Z), and L = (?)∆ML−1 :
Mod(Z)→ Mod(G,Z). Note that L is left adjoint to (?)G.
Using the description of R∆M [Has5, (6.14)], (?)
GM =MG is the kernel
of the map
M0
βδ0−βδ1−−−−−→ p∗M1,
where p : G × Z → Z is the second projection, which equals the action
(because the action is assumed to be trivial), and δi : [0] = {0} → [1] = {0, 1}
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is the map given by δi(0) = 1− i (for the notation on simplicial objects, see
[Has5, Chapter 9]). We call MG ∈ Mod(Z) the G-invariance of M [Has5,
(30.1)], [Has11, (5.30)]. The natural inclusion
MG →֒ M0
is denoted by γ.
Lemma 2.2. For M∈ Mod(G,Z), the following are equivalent.
1 M∼= LN for some N ∈ Mod(Z).
2 M is equivariant, and βδ0 = βδ1.
3 M is G-trivial, that is, M is equivariant, and γ : MG → M0 is an
isomorphism (see [Has5, (30.4)]).
4 The counit of adjunction ε : LMG →M is an isomorphism.
Proof. 1⇒2. Since [−1] is the initial object of ∆+M , M∼= LN is equivariant
by [Has5, (6.38)]. By definition, (LN )n = (B˜MG (Z))∗ε(n)N , where ε(n) :
[−1] = ∅ → [n] is the unique map. The map βi : (LN )0 = N → p∗(LN )1 =
p∗p
∗N is the unit map, and is independent of i.
2⇔3 is trivial.
3⇒4. By 1⇒2, LMG is equivariant, andM is assumed to be equivariant.
Hence it suffices to prove that ε0 : (LMG)0 →M0 is an isomorphism, since
the restriction (?)0 : EM(G,Z) → Mod(Z) is faithful. However, this map is
identified with γ :MG →M0.
4⇒1. This is trivial.
(2.3) Let G be an S-group scheme and h : Z ′ → Z be a morphism of
S-schemes on which G acts trivially. Then the canonical map
ǫ : h∗MG → (h∗M)G
is defined to be the composite
ǫ : h∗MG = h∗(?)−1R∆MM θ−→ (?)−1B˜MG (h)∗R∆MM
µ−→ (?)−1R∆MBMG (h)∗M = (?)GBMG (h)∗M = (h∗M)G,
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see [HasO, (7.4)]. It is an isomorphism between functors from Lqc(G,Z) to
Qch(Z ′) if G is quasi-compact quasi-separated and h is flat [HasO, (7.5)] (the
flatness of G is assumed there, but that assumption is unnecessary). Note
that as in [HasM, (2.18)], BMG (h)
∗M is abbreviated as h∗M, by abuse of
notation (although M may not be quasi-coherent here). Note that ǫ is a
natural transformation between the functors from Mod(G,Z) to Mod(Z ′).
Lemma 2.4. The diagram
h∗(?)G
γ //
ǫ

h∗(?)0
θ

(?)Gh∗
γ // (?)0h
∗
is commutative.
Proof. Follows easily from the commutative diagram in [Has5, (6.27)].
Corollary 2.5. Let h′ : Z ′′ → Z ′ and h : Z ′ → Z be a sequence of G-
morphisms. Then the composite
(hh′)∗(?)G
d−1−−→ (h′)∗h∗(?)G ǫ−→ (h′)∗(?)Gh∗ ǫ−→ (?)G(h′)∗h∗ d−→ (?)G(hh′)G
agrees with ǫ.
Proof. This follows easily from Lemma 2.4 and [Has5, (1.23)].
(2.6) Let ϕ : X → Y and ψ : Y → Z be morphisms of ringed sites.
Then the two functors (ψϕ)∗ and ψ∗ϕ∗ are equal, and the standard natural
isomorphism c : (ψϕ)∗ → ψ∗ϕ∗ is nothing but the identity map.
(2.7) Let I be a small category, and X an Iop-diagrams of schemes. For
M ∈ Mod(X) and i ∈ I, Mi ∈ Mod(Xi). For each φ ∈ I(i, j), βφ : Mi →
(Xφ)∗Mj is induced, and the composite
(2) Mi βφ−→ (Xφ)∗Mj βψ−→ (Xφ)∗(Xψ)∗Mk c−→ (Xψφ)∗Mk
agrees with βψφ for any sequence of morphisms
(3) i
φ−→ j ψ−→ k
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in I, see [Has5, (4.10)]. We call the collection ((Mi)i∈I , (βφ)φ∈Mor(I)) the
structure data of M. This data exactly determines M (not up to isomor-
phisms).
Conversely, if Mi ∈ Mod(Xi) for i ∈ I, βφ : HomOX (Mi, (Xφ)∗Mj) for
φ : i→ j, and the composite (2) agrees with βψφ for (3), then it is a structure
data for a unique M ∈ Mod(X).
(2.8) Let f :M→ N be a morphism in Mod(X). Then fi :Mi → Ni is
a morphism in Mod(Xi) such that βφ ◦ fi = (Xφ)∗fj ◦ βφ for each φ : i→ j.
Conversely, such a collection (fi) gives a unique morphism f :M→N . We
call (fi) the structure data of f .
(2.9) Let ϕ : X → Y be a morphism of Iop-diagrams of schemes, andM∈
Mod(X). Then the structure data of ϕ∗M is as follows. (ϕ∗M)i = (ϕi)∗Mi,
and βφ(ϕ∗M) is the composite
(ϕi)∗Mi βφ−→ (ϕi)∗(Xφ)∗Mj c−→ (Yφ)∗(ϕj)∗Mj ,
as can be seen easily from the direct computation (note that c is the identity
map).
(2.10) Let I be a small category, X be an Iop-diagram of schemes, J be
a subcategory of I, and N ∈ Mod(XJ). Then RJN ∈ Mod(X) is given by
its structure data. (RJN )i = lim←−(Xφ)∗Nj, where the limit is taken over the
comma category (i ↓ J), see [Mac, (II.6)] (it is IJi in [Has5]). Here, for a
morphism ψ : j → j′ in (i ↓ J) from φ : i→ j to ψφ, the map
(Xφ)∗Nj βψ−→ (Xφ)∗(Xψ)∗Nj′ c−→ (Xψφ)∗Nj′
is the structure map.
For a morphism φ : i→ i′ in I, βφ : (RJN )i → (Xφ)∗(RJN )i′ is given by
lim←−
ψ∈(i↓J)
(Xψ)∗Nj → (Xψ′φ)∗Nj′ c−→ (Xφ)∗(Xψ′)∗Nj′
for an object ψ′ : i′ → j′ in (i′ ↓ J).
(2.11) As in [Has5, Chapter 5,6], RJ is right adjoint to the restriction func-
tor (?)J . The unit of adjunction u : Id→ RJ(?)J is given by the mapMi →
lim←−φ∈(i↓J)(Xφ)∗Mj induced by βφ : Mi → (Xφ)∗Mj for each j. The counit
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of adjunction ε : (?)JRJ → Id is the projection lim←−(ψ:j→j′)∈(j↓J)(Xψ)∗Mj′ →
Mj = (Xidj)∗Mj (thus if J is a full subcategory, then ε is an isomorphism
[Has5, (6.15)]).
(2.12) For a morphism f : X → Y and J ⊂ I, we have that (?)Jf∗ and
(fJ)∗(?)J are identical, and c : (?)Jf∗ → (fJ)∗(?)J is the identity.
(2.13) Combining these, it is easy to describe the canonical isomorphism
ξ : f∗RJ → RJ(fJ)∗
(see [Has5, (6.26)]) via the structure data.
ξi : (f∗RJN )i → (RJ (fJ)∗N )i
is given by
(fi)∗ lim←−(Xφ)∗Nj ∼= lim←−(fi)∗(Xφ)∗Nj
c−→ lim←−(Yφ)∗(fj)∗Nj.
(2.14) Let G be an S-group scheme, and h : Z ′ → Z an S-morphism
between S-schemes on which G acts trivially. We denote the composite
isomorphism
h∗(?)
G = h∗(?)−1R∆M
c−1−−→ (?)−1B˜MG (h)∗R∆M
ξ−→ (?)−1R∆MBMG (h)∗ = (?)Gh∗
by e : h∗(?)
G → (?)Gh∗ as in [HasO, (7.3)]. (here BMG (h)∗ is abbreviated to be
h∗, by abuse of notation). By (2.13) and the fact that c is the identity, we have
that e is nothing but the canonical isomorphism from h∗Ker γ → Ker h∗γ.
In particular,
Lemma 2.15. Let the notation be as in (2.14). Then the diagram
h∗(?)
G
e

γ // h∗(?)0
c−1

(?)Gh∗
γ // (?)0h∗
is commutative.
Corollary 2.16. Let h′ : Z ′′ → Z ′ and h : Z ′ → Z be a sequence of G-
morphisms. Then the composite
(hh′)∗(?)
G c−→ h∗h′∗(?)G e−→ h∗(?)Gh′∗ e−→ (?)Gh∗h′∗ c
−1−−→ (?)G(hh′)∗
agrees with e.
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Lemma 2.17. Let I be a small category, J its subcategory, f : X → Y a
morphism of Iop-diagrams of schemes. Then the composite
RJ
u−→ f∗f ∗RJ µ−→ f∗RJf ∗J ξ−→ RJ(fJ)∗f ∗J
is the unit map u.
Proof. Follows easily from the commutativity of the diagram
RJ
u //
u

RJ(fJ)∗f
∗
J
u

ξ−1 // f∗RJf
∗
J
u

ED
BC
id
oo
f∗f
∗RJ
u //
@A
µ //
f∗f
∗RJ(fJ)∗f
∗
J
ξ−1 // f∗f
∗f∗RJf
∗
J
ε

f∗RJf
∗
J
.
Lemma 2.18. Let G be an S-group scheme, and h : Z ′ → Z an S-morphism
between S-schemes on which G acts trivially. Then the composite
(?)G
u−→ h∗h∗(?)G ǫ−→ h∗(?)Gh∗ e−→ (?)Gh∗h∗
is the unit map u.
Proof. Follows easily from Lemma 2.17 and [Has5, (1.24)].
Lemma 2.19. Let S be a category, (?)∗ be a covariant symmetric monoidal
almost pseudofunctor on S [Has5, (1.28)], and (?)∗ its left adjoint. Let
(4) X ′
g //
ϕ′

X
ϕ

Y ′ h // Y
be a commutative diagram on S. Then the diagram
h∗OY C //
η

OY ′
η

h∗ϕ∗OX θ // ϕ′∗g∗OX C // ϕ′∗OX′
is commutative, where we use the notation in [Has5, Chapter 1].
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Proof. Prove the commutativity of the diagram
h∗OY
C

η
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
// h∗ϕ∗OX
η
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
θ

h∗h∗OY
ε
xxrrr
rr
rr
rr
rr
η

η // h∗ϕ∗g∗O′X
θ

c
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
OY ′
@A
η //
h∗h∗ϕ
′
∗OX′
ε
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
ϕ′∗g
∗g∗OX′
ε

ϕ′∗g
∗OX
BC
Coo
ηoo
ϕ′OX′
.
The details are left to the reader.
(2.20) Let G be an S-group scheme, and ϕ : X → Y a G-invariant mor-
phism. Then the canonical map η¯ : OY → (ϕ∗OX)G is nothing but the
composite
OY γ
−1−−→ OGY η−→ (ϕ∗OX)G,
where γ : OGY → OY is an isomorphism as OY is G-trivial, and η : OY →
ϕ∗OX is the standard map. As γ is a natural map, it is easy to see that the
composite
OY η¯−→ (ϕ∗OX)G γ−→ ϕ∗OX
is η.
Lemma 2.21. Let G be an S-group scheme, and (4) a commutative diagram
of G-schemes such that G acts on Y and Y ′ trivially. Then
1 The diagram
(5) h∗OY
η¯

C // OY ′
η¯

h∗(ϕ∗OX)G ǫ // (h∗ϕ∗OX)G θ // (ϕ′∗g∗OX)G C // (ϕ′∗OX′)G
is commutative.
2 Assume that (4) is cartesian, ϕ is quasi-compact quasi-separated, h is
flat, and G → S is quasi-compact quasi-separated. Then η¯ : OY ′ →
(ϕ′∗OX′)G is an isomorphism if and only if h∗η¯ : h∗OY → h∗(ϕ∗OX)G
is an isomorphism.
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3 In addition to the assumption of 2, assume that η : OY → h∗OY ′ and
η : OX → g∗OX′ are isomorphisms. Then η¯ : OY → (ϕ∗OX)G is an
isomorphism if and only if η¯ : h∗OY ′ → h∗(ϕ′∗OX′)G is an isomorphism.
Proof. 1. By (2.4), (2.19), and (2.20), the diagram
h∗OY C //
η

η¯
ww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
OY ′
η

ED
BC
η¯
oo
h∗(ϕ∗OX)G γ //
ǫ
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
h∗ϕ∗OX θ // ϕ′∗g∗OX C // ϕ′∗OX′
(h∗ϕ∗OX)G
γ
OO
θ // (ϕ′∗g
∗OX)G C //
γ
OO
(ϕ′∗OX′)G
γ
OO
is commutative. As γ : (ϕ′∗OX′)G → ϕ′∗OX′ is a monomorphism, the result
follows.
2. Note that ǫ in (5) is an isomorphism by [HasO, (7.5)] (note that in
[HasO, section 7], G is assumed to be flat, but this assumption is unnecessary
in proving [HasO, (7.5)]). θ in (5) is also an isomorphism by [Has5, (7.12)].
As the two C’s are isomorphisms, the result follows from 1.
3 follows easily from 1, the proof of 2, Lemma 2.18, and [Has5, (1.24)].
Corollary 2.22. Let G be a quasi-compact quasi-separated S-group scheme,
and ϕ : X → Y an algebraic quotient by G. Then ϕ is a uniform algebraic
quotient.
Proof. Obvious by Lemma 2.21, 2.
Lemma 2.23. Let G be a quasi-compact quasi-separated S-group scheme,
X an S-scheme on which G acts trivially, and M a locally quasi-coherent
(G,OX)-module. Then MG ∈ Qch(X). Moreover, (?)G : Mod(G,X) →
Mod(X) preserves direct sums.
Proof. Let p : G × X → X be the second projection. Then p∗ preserves
quasi-coherence. So if M is locally quasi-coherent, then the kernel MG of
M0 → p∗M1 is quasi-coherent. Moreover, p∗ : Mod(G × X) → Mod(X)
preserves the direct sums [Kem, Theorem 8]. As the kernel also preserves
the direct sums, (?)G preserves the direct sums.
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(2.24) Let G be an S-group scheme, and X an S-scheme on which G acts
trivially. Then for M∈ Mod(G,X), we have
Γ(X,MG) = HomOX (OX , (?)−1R∆MM) ∼=
HomO
BM
G
(X)
(OBMG (X),M) = Γ(Zar(B
M
G (X)),M).
ForM,N ∈ Mod(G,X), we denote HomO
BM
G
(X)
(M,N ) by HomOX (M,N ),
and HomOX (M,N )G by HomG,OX(M,N ). In particular,
Γ(X,HomG,OX(M,N )) ∼= Γ(Zar(BMG (X)),HomOBM
G
(X)
(M,N ))
= HomO
BM
G
(X)
(M,N ),
which we denote by HomG,OX(M,N ).
3. Functorial resolutions
Lemma 3.1. Let A be an abelian category, and assume that for each complex
F ∈ C(A), a K-injective resolution iF : F → IF is chosen. Then there is a
unique functor I : K(A)→ K-inj(A), to the thick subcategory of K-injective
objects, such that I(F) = IF for each F, and that i : Id → jI is a natural
transformation, where j : K-inj(A) →֒ K(A) is the inclusion.
We call such a pair (I, i) of a functor and a natural map a functorial
K-injective resolution. Note that the dual assertion of the lemma is the
existence of a functorial K-projective resolution.
Proof. Let h : F→ G be a morphism in C(A). As iF is a quasi-isomorphism
and IG is K-injective,
i∗F : K(IF, IG)→ K(F, IG)
is an isomorphism. So it is necessary to define I(h) to be ((iF)
∗)−1(iGh) to
make i a natural transformation, and the uniqueness follows.
The fact that I is a functor and i is a natural transformation with this
definition is easy, and is left to the reader.
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(3.2) Let C be a Grothendieck category. Then for each F ∈ C(C), the
category of complexes in C, there is an injective strictly injective resolution
iF : F→ I [Fra]. That is, iF is a monomorphism and is a quasi-isomorphism,
IF is K-injective, and I
i
F is an injective object for each i. Thus we have
Lemma 3.3. Let C be a Grothendieck category. Then there is a functorial
K-injective resolution iF : F → IF for F ∈ K(C) which is a monomorphism
for each F.
Lemma 3.4. Let C be an abelian category, and (I, i) and (I′, i′) be functorial
K-injective resolutions of C. Then there is a unique natural isomorphism
λ : I→ I′ such that (jλ) ◦ i = i′.
Proof. For each F ∈ K(C),
K(C)(IF, I′F) j−→ K(C)(jIF, jI′F) i∗−→ K(C)(F, jI′F)
are isomorphisms.
(3.5) Let T be a triangulated category. A triangulated subcategory (see
[Nee, Definition 1.5.1] for the definition) T ′ is said to be localizing if it is
closed under small direct sums. For a set of objects (or a full subcategory)
F of T , there is a smallest localizing subcategory Loc(F) of T containing F .
(3.6) Let C be an abelian category which satisfies the (AB3) condition.
For n ∈ Z, let C(C)≤n be the full subcategory of C(C) of the category of
complexes in C consisting of complexes F with Fi = 0 for i > n.
Lemma 3.7. Let F be a full subcategory of C closed under small direct
sums. Assume that there is a pair (F, f) such that F : C → F is a functor,
and f : j′F→ Id is a natural map which is epic objectwise, where j′ : F →֒ C
is the inclusion. Assume also that F(0) = 0. Then
1 For F ∈ C(C)≤n, there is a functorial resolution (G, g) such that G(F)
is in C(F) ∩ C(C)≤n.
2 There is a functorial inductive system Gn(F) of complexes, functorial
on F ∈ C(C), and a quasi-isomorphism gn : Gn(F)→ F≤n such that
a G−1(F) = 0;
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b For n ∈ Z, sn : Gn(F) → Gn−1(F) is a semisplit epi (that is,
sin : Gn(F)
i → Gn−1(F)i is a split epimorphism for each i ∈ Z);
c Hn := Ker sn is in C(F) ∩ C(C)≤n for each n ≥ 0.
3 If C satisfies the (AB4) condition, then there is a functorial resolution
g : G(F)→ F, functorial on F ∈ C(C) with G(F) ∈ Ob(Loc(F ′)), where
F ′ is the full subcategory of K(C) whose object set is the same as F .
Proof. For
F : · · · → Fi ∂
i
F−→ Fi+1 → · · ·
in C(C), let F(F) be
· · · → F(Fi) F(∂
i
F
)−−−→ F(Fi+1)→ · · · .
Note that
F(∂i+1F )F(∂
i
F) = F(∂
i+1
F ∂
i
F) = F(0) = 0,
since 0 : Fi → Fi+2 factors through the null object 0, and hence F(0) :
F(Fi) → F(Fi+2) also factors through the null object F(0) = 0, and hence
F(0) is the zero map.
Let f(F) : F(F) → F be the obvious natural map. It is an epic chain
map. Let K(F) := Ker f(F). Then defining K(0) := F, G(m) := F(K(m)),
and K(m+ 1) := K(K(m)), we have a resolution
· · · → G(m+ 1)→ G(m)→ · · · → G(0)→ 0
of F.
Assume that F ∈ C(C)≤n for some n, and let G(F) be the total complex
of this resolution, and g : G(F) → F be the canonical map. Then g is the
desired resolution, and we have proved 1.
2 is proved by the same proof as in [Spa, Lemma 3.3], except that every-
thing here is functorial.
3 This is proved similarly to (the dual assertion of) [BN, Application 2.4],
using 2.
(3.8) Let (X,OX) be a ringed site with a small basis of topology B. For
M∈ Mod(X), x ∈ B and c ∈ Γ(x,M), there corresponds a map
(e(c) : Ox →M) ∈ HomOX(Ox,M) ∼= HomOX|x(OX|x,M|x) ∼= Γ(x,M),
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corresponding to c ∈ Γ(x,M). So
f(M) :=
∑
e(c) : F :=
⊕
x∈B
⊕
06=c∈Γ(x,M)
Ox,c →M
is an epimorphism, where each Ox,c is a copy of Ox, see [Has5, (2.23), (3.19)].
Note that for y ∈ X, Γ(y,Ox,c) =
⊕
s∈X(y,x) Γ(y,OX)c,s, where Γ(y,OX)c,s is
a copy of Γ(y,OX). Then f(M) is the unique map such that 1 ∈ Γ(x,OX)c,1x
is mapped to c for each x and c 6= 0.
Let h : M → N be a map in Mod(X). Then mapping 1 ∈ Γ(x,OX)c,1x
to 1 ∈ Γ(x,OX)h(c),1x if h(c) 6= 0, and to 0 if h(c) = 0, we get a map
F(h) : F(M) → F(N ) such that F : PM(X) → W is a functor, where W
is the full subcategory of PM(X) consisting of the direct sum of copies of
Ox with x ∈ X, and that f : j′F → Id is a natural transformation, where
j′ : W →֒ PM(X) is the inclusion. Moreover, F(0) = 0.
Lemma 3.9. Let (X,OX) be a ringed site with a small basis of the topology.
Then there is an endofunctor F = FX : C(Mod(X)) → L and a functorial
L-resolution f = fX : j′F→ Id, where L is the full subcategory of C(Mod(X))
whose object set is the set of strongly K-flat complexes [Has5, (3.19)].
Proof. AsMod(X) is a Grothendieck category (so (AB5) is satisfied), Lemma 3.7
and the discussion above are applicable.
By definition, Ox is strongly K-flat for x ∈ X. Now F(F) is strongly
K-flat for F ∈ C(Mod(X)) by construction.
4. The restriction and other operations on quasi-coherent sheaves
(4.1) Let G′ and G be flat S-group schemes, and h : G′ → G a homomor-
phism of S-group schemes. Let Z be an S-scheme on which G acts. Then
resGG′ : Mod(G,Z) → Mod(G′, Z) is defined to be the inverse image functor
BMh (Z)
∗, see [Has11, (2.45)].
Lemma 4.2. resGG′ is a faithful exact functor from Qch(G,Z) to Qch(G
′, Z).
Proof. By [Has5, (7.22)], resGG′ is a functor from Qch(G,Z) to Qch(G
′, Z).
Then as functors from Qch(G,Z) to Qch(Z), we have (?)0 res
G
G′
∼= (?)0,
where the left (?)0 is from Qch(G
′, Z) to Qch(Z), and the right (?)0 is from
Qch(G,Z) to Qch(Z). As the both (?)0 are faithful exact, res
G
G′ is also faithful
exact.
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Lemma 4.3. If M ∈ Qch(G,Z), then (Li resGG′)M = 0 for i > 0, where Li
denotes the ith left derived functor D(G,Z)→ Mod(G′, Z).
Proof. By [Has5, (8.20), (8.21)], we have that (Li res
G
G′)M is quasi-coherent.
As the restriction functor (?)0 : Qch(G,Z) → Qch(Z) is faithful and exact
by [Has5, (12.12)], it suffices to prove that ((Li res
G
G′)M)0 = 0 for i > 0. But
this is Li(idZ)
∗M0 = 0, by [Has5, (8.13)].
Lemma 4.4. Let G ∈ DQch(G,Z). Then G is (left) resGG′-acyclic, in the
sense that for any (or equivalently, some) K-flat resolution P → G, the
map resGG′ P → resGG′ G is a quasi-isomorphism. In particular, L resGG′ G has
quasi-coherent cohomology groups. If Z is locally Noetherian, G and G′ are
locally of finite type, and G has coherent cohomology groups, then resGG′ G has
coherent cohomology groups.
Proof. If G ∈ D−Qch(G,Z), then the assertion follows from Lemma 4.3. Con-
sider the general case. From the bounded-above case, it is easy to see that
the resolution g : G(G) → G in Lemma 3.7 is a K-flat resolution such that
resGG′ g is a quasi-isomorphism.
(4.5) Now we can prove that the (derived) restriction is compatible with
most of basic operations on sheaves. For the notation, see [Has5].
Lemma 4.6. Let f : (X,OX) → (Y,OY) be a morphism of ringed sites.
Assume that for each x ∈ X, the category (Ifx )op (see [Has5, (2.6)]) is fil-
tered (that is, connected and pseudofiltered, see [Mil, Appendix A]). Then
the canonical map
(6) ∆ : f ∗(M⊗OY N )→ f ∗M⊗OX f ∗N
is an isomorphism for any M,N ∈ Mod(Y), and the canonical map
(7) ∆ : Lf ∗(F⊗LOY G)→ Lf ∗F⊗LOX Lf ∗G
is also an isomorphism for F,G ∈ D(Y).
Proof. First consider the corresponding map of presheaves
(8) ∆ : f ∗PM(M⊗pOY N )→ f ∗PMM⊗pOX f ∗PMN
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for M,N ∈ PM(Y). Then the map between sections at x ∈ X is
lim−→
x→fy
Γ(x,OX)⊗Γ(y,OY) (Γ(y,M)⊗Γ(y,OY) Γ(y,N ))→
( lim−→
x→fy
Γ(x,OX)⊗Γ(y,OY) Γ(y,M))⊗Γ(x,OX) ( lim−→
x→fy
Γ(x,OX)⊗Γ(y,OY) Γ(y,M)),
which is an isomorphism by the assumption that (Ifx )
op is filtered. Thus (8)
is an isomorphism.
Now consider M,N ∈ Mod(Y). It is not so difficult to show that the
diagram
af ∗(qM⊗pOY qN )
∆ //
u

a(f ∗qM⊗pOX f ∗qN )
u⊗u

af ∗qa(qM⊗pOY qN )
∆ // a(qaf ∗qM⊗pOX qaf ∗qN )
is commutative. The top horizontal arrow is an isomorphism by the argument
for presheaves above, and the vertical arrows are isomorphisms by [Has5,
(2.18), (2.34)]. Thus the bottom horizontal arrow, which agrees with the
map (6), is an isomorphism.
Now consider F,G ∈ D(Y). Take strongly K-flat resolutions P → F and
Q→ G. Then the map (7) is nothing but the composite
Lf ∗(F⊗LOY G) ∼= Lf ∗(P⊗LOY Q) ∼= f ∗(P⊗OY Q)
∆−→ f ∗P⊗OX f ∗Q ∼= Lf ∗F⊗LOX Lf ∗G.
The second isomorphism comes from the fact that P⊗OY Q is K-flat [Has5,
(3.21)]. The last isomorphism comes from the fact that f ∗P and f ∗Q are
strongly K-flat [Has5, (3.20)]. Being the composite of isomorphisms, (7) is
an isomorphism.
Lemma 4.7. Let J be a small category, and ϕ : X → Y a morphism of Jop-
diagrams of schemes. Let f = ϕ−1 : Zar(Y ) → Zar(X) be the corresponding
functor between sites [Has5, (5.3)]. Then for each (j, U) ∈ Zar(X) (where
j ∈ J and U ∈ Zar(Xj)), the category (If(j,U))op (see [Has5, (2.6)]) is filtered.
Proof. Left to the reader.
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Lemma 4.8. Let F,G ∈ D(G,Z). Then the canonical map
∆ : L resGG′(F⊗LOZ G)→ (L resGG′ F)⊗LOZ (L resGG′ G)
is an isomorphism (Note that the ⊗LOZ in the left (resp. right) hand side is
an abbreviation for ⊗LO
BM
G
(Z)
(resp. ⊗LO
BM
G′
(Z)
)).
Proof. By Lemma 4.7, Lemma 4.6 is applicable.
Corollary 4.9. Let M and N be objects in Qch(G,Z). Then
resGG′ Tor
OZ
i (M,N ) ∼= TorOZi (resGG′M, resGG′ N ).
Lemma 4.10. Let X be locally Noetherian, and G be locally of finite type.
Let F ∈ D−Coh(G,Z) and G ∈ D+Lqc(G,Z). Then the canonical map
(9) L resGG′ RHomOZ (F,G)→ RHomOZ(L resGG′ F, L resGG′ G)
is an isomorphism.
Proof. By Lemma 4.4 and [Has5, (13.10)], the two complexes have quasi-
coherent cohomology groups. So in order to prove that the map is an iso-
morphism, we may discuss after applying the functor (?)0. By [Has5, (8.13)],
the canonical map
θ : L(id∗Z)(?)0 → (?)0 resGG′
is an isomorphism. So the map (9) applied (?)0 is identified with
H0 : (RHomOZ(F,G))0 → RHomOZ(F0,G0).
It is an isomorphism by [Has5, (13.9)].
Corollary 4.11. Let M ∈ Coh(G,Z) and N ∈ Qch(G,Z). Then we have
resGG′ Ext
i
O
BM
G
(Z)
(M,N ) ∼= ExtiO
BM
G′
(Z)
(resGG′M, resGG′ N ).
Lemma 4.12. Let g : Z ′ → Z be a concentrated (that is, quasi-compact
quasi-separated) G-morphism of G-schemes. Then the canonical map
θ : L resGG′ Rf∗F→ Rf∗L resGG′ F
is an isomorphism for F ∈ DQch(G,Z ′).
Proof. As the complexes have quasi-coherent cohomology groups by [Has5,
(8.7)] and Lemma 4.4, we may discuss after applying the functor (?)0, and
the rest is easy.
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(4.13) Let V ⊂ U ⊂ Z be G-stable open subsets. Assume that the inclu-
sions f : U →֒ Z and g : V →֒ U are quasi-compact. For F ∈ DQch(G,Z),
there is a commutative diagram
(10) L resGG′ RΓU,V F
ι // L resGG′ Rf∗f
∗F
u //
dθ

L resGG′ Rf∗Rg∗g
∗f ∗F //
ddθθ

RΓU,V L res
G
G′ F
ι // Rf∗f
∗L resGG′ F
u // Rf∗Rg∗g
∗f ∗L resGG′ F
//
whose rows are distinguished triangles by [HasO, (4.10)]. Then, as the de-
rived category is a triangulated category,
δ¯ : L resGG′ RΓU,V F→ RΓU,V L resGG′ F
which completes (10) as a map of triangles. As dθ and ddθθ are isomorphisms
by Lemma 4.12, δ¯ is an isomorphism by [Hart, (I.1.1)].
We can make δ¯ functorial on F. Fix a functorial strictly injective resolu-
tion F→ IF (in the categoryKQch(G,Z)) as in section 3. Then the composite
L resGG′ RΓU,V F
∼= resGG′ ΓU,V IF ∼= resGG′ Cone(u : f∗f ∗IF → f∗g∗g∗f ∗IF)[−1]
∼= Cone(u : f∗f ∗ resGG′ IF → f∗g∗g∗f ∗ resGG′ IF)[−1] ∼= RΓU,V resGG′ F
is the desired functorial δ¯.
In conclusion,
Lemma 4.14. There is an isomorphism
δ¯ : L resGG′ RΓU,V F→ RΓU,V L resGG′ F
which is functorial on F ∈ DQch(G,Z), the diagram
LRΓU,V ι //
δ¯

LRf∗f ∗ u //
dθ

LRf∗Rg∗g∗f ∗ //
ddθθ

LRΓU,V [1] //
δ¯[1]

RΓU,V L ι // Rf∗f ∗L u // Rf∗Rg∗g∗f ∗L // RΓU,V L[1] //
is commutative, where L = L resGG′, and the diagram
(?)0LRΓU,V F
(?)0 δ¯

∼= // (?)0RΓU,V F
∼= // RΓU,V F0
(?)0RΓU,V LF
∼= // RΓU,V (?)0LF
∼=
77♦♦♦♦♦♦♦♦♦♦♦
is also commutative.
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Proof. Follows easily from the construction above.
Lemma 4.15. Let h : G′ → G be a homomorphism of S-group schemes.
Let X be an S-scheme with a trivial G-action. Then for M ∈ Mod(G,X),
MG ⊂MG′ = (resGG′M)G′. If h is faithfully flat, then MG =MG′.
Proof. Let p (resp. p′) be the second projection G×X → X (resp. G′×X →
X). Then MG is the kernel of the map
M βδ0−βδ1−−−−−→ p∗M1.
As p′ = p(h× 1), MG′ is the kernel of the map
M βδ0−βδ1−−−−−→ p∗M1 p∗u−−→ p∗(h× 1)∗(h× 1)∗M1.
So MG ⊂ MG′. If h is faithfully flat, then p∗u is a monomorphism, and
hence MG =MG′.
(4.16) Let h : G′ → G be a homomorphism between flat S-group schemes
of finite type, and X a Noetherian G-scheme with a G-dualizing complex IX .
Lemma 4.17. L resGG′ IX is a G
′-dualizing complex of X.
Proof. Follows easily from [Has5, (8.20)] and [Has5, (31.17)].
(4.18) By abuse of notation, we will sometimes write the G′-dualizing com-
plex resGG′ IX by IX or IX(G
′).
5. Groups with the Reynolds operators
(5.1) Let G be a flat quasi-compact quasi-separated S-group scheme, and
Y an S-scheme on which G acts trivially. Let γ = γG,Y : (?)
G → Id be the
inclusion between the functors from Qch(G, Y ) to itself (although (?)G is a
functor from Qch(G, Y ) to Qch(Y ), we regard MG as a trivial G-module,
and then (?)G can be viewed as a functor from Qch(G, Y ) to itself. So γ in
(2.1) is γ0 here. This abuse of notation does not cause a problem).
We say that G has a functorial Reynolds operator on Y if there is a
natural transformation p = pG,Y : Id→ (?)G such that pγ = id. The natural
map p (or sometimes R := γp) is called the Reynolds operator of G on Y .
Note that R2 = R.
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(5.2) Let G, Y be as above, and assume that G has a Reynolds operator
on Y . For M ∈ Qch(G, Y ), we define UG(M) = Ker pG,Y (M) = Im(id −
R), and call it the anti-invariance of M. We say that M is anti-trivial
if UG(M) = M, or equivalently, MG = 0. If M,N ∈ Qch(G, Y ), and
M is anti-trivial and N is trivial, then HomG,OY (M,N ) = 0. Indeed, if
h ∈ HomG,OY (M,N ), then h = Rh(id − R) = hR(id − R) = 0. Similarly,
we have HomG,OY (N ,M) = 0.
(5.3) Note that UG(M) is the sum of all the quasi-coherent submodules N
of M such that NG = 0, and is determined only by G, Y , and M, and is
independent of the choice of p. As the Reynolds operator p is the projection
with respect to the direct sum decomposition M = MG ⊕ UG(M), it is
unique, if exists. So R is also unique, if exists.
Definition 5.4. We say that an S-group scheme G is Reynolds, if G is flat
quasi-compact quasi-separated, and for any affine open subscheme U of S,
the Reynolds operator of G on U exists.
Lemma 5.5. Let G be a flat quasi-compact quasi-separated S-group scheme,
Y an S-scheme on which G acts trivially, and U its open subset. If G has
a Reynolds operator on Y and if the inclusion j : U →֒ Y is quasi-compact,
then G has a Reynolds operator on U .
Proof. For M∈ Qch(G,U), define pG,U :M→MG to be the composite
M ε−1−−→ j∗j∗M pG,Y−−→ j∗(?)Gj∗M e
−1−−→ j∗j∗(?)GM ε−→ (?)GM.
It is easy to see that this is the identity map on MG.
Corollary 5.6. Let G be a flat quasi-compact quasi-separated S-group scheme.
Assume that G has a Reynolds operator over S, and S is quasi-separated.
Then G is Reynolds.
Lemma 5.7. Let G be a flat quasi-compact quasi-separated S-group scheme,
Y an S-scheme on which G-acts trivially, and assume that G has a Reynolds
operator on Y . Then
1 (?)G and UG are exact functors on Qch(G, Y ) which preserve direct
sums. In particular, H i(G,M) = 0 for M ∈ Qch(G, Y ) and i > 0,
whereH i(G, ?) = Ri(?)G, the derived functor of the functor Qch(G, Y )→
Qch(Y ) (not a functor from Mod(G, Y )).
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2 The full subcategory of the G-trivial quasi-coherent (G,OY )-modules is
closed under extensions and subquotients. Similarly for the full subcat-
egory of G-anti-trivial quasi-coherent (G,OY )-modules.
Proof. 1 As we have Id = (?)G ⊕ UG, we have that both (?)G and UG are
exact. Let (Mi)i∈I be a family of objects in Qch(G, Y ). Then we have
(11)
⊕
i
Mi = (
⊕
i
MGi )⊕ (
⊕
i
UG(Mi)).
As (?)G is compatible with the direct sum by Lemma 2.23, we have that
(
⊕
iMGi )G =
⊕
i((Mi)G)G =
⊕
iMGi , and hence
⊕MGi is G-trivial. As
(
⊕
i UG(Mi))G =
⊕
i UG(Mi)G = 0, we have that
⊕
UG(Mi) is anti-trivial.
So by the decomposition (11), we have that
⊕
iMGi = (
⊕
iMi)G and⊕
i UG(Mi) = UG(
⊕
iMi).
2 follows easily by the five lemma and 1.
Lemma 5.8. Let the notation be as in Lemma 5.7. Assume that Y = SpecR
is affine. If V is a G-trivial R-module and M is a G-module, then (V ⊗R
M)G = V ⊗R MG and UG(V ⊗R M) = V ⊗R UG(M).
Proof. There is a G-trivial free R-module F and a surjection F → V . Then
F ⊗RMG is a direct sum of copies of MG as a (G,R)-module, and hence it is
G-trivial. Being a homomorphic image of F ⊗R MG, V ⊗R MG is G-trivial.
Similarly, F ⊗R UG(M) is G-anti-trivial, and hence so is V ⊗R UG(M). As
we have the decomposition
V ⊗R M = V ⊗R MG ⊕ V ⊗R UG(M),
we must have (V ⊗RM)G = V ⊗RMG and UG(V ⊗RM) = V ⊗RUG(M).
Lemma 5.9. Let the notation be as in Lemma 5.8. Let R′ be an R-algebra
(on which G acts trivially), and set h : Y ′ = SpecR′ → SpecR = Y be the
associated map. Then
1 G also has a Reynolds operator on Y ′.
2 (?)Gh∗ and UGh∗ are canonically identified with h∗(?)
G and h∗UG, re-
spectively.
3 h∗pG,Y ′ = pG,Y h∗.
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4 (?)Gh∗ and UGh
∗ are canonically identified with h∗(?)G and h∗UG, re-
spectively.
5 For a (G,R)-module M , the diagram
M
ηM //
p

R′ ⊗R M
1⊗p

p
''PP
PP
PP
PP
PP
PP
MG
η
MG // R′ ⊗R MG ∼= // (R′ ⊗R M)G
is commutative.
Proof. Let M be a (G,R′)-module. Then we can decompose M = MG ⊕
UG(M) as (G,R)-modules. On the other hand, As R
′ ⊗R MG is G-trivial, it
is mapped toMG by the product aM : R
′⊗RM →M . Similarly, R′⊗RUG(M)
is mapped to UG(M). Hence M
G and UG(M) are (G,R
′)-submodules of M ,
and the decomposition M =MG ⊕ UG(M) shows 1, 2, 3.
Next, let M be a (G,R)-module. Then by Lemma 5.8, R′ ⊗R MG is
identified with (R′ ⊗R M)G. As a (G,R)-module, UG(R′ ⊗R M) is identified
with R′ ⊗R UG(M). However, by 3, this is an identification also as (G,R′)-
modules. Now 4 and 5 are clear.
Lemma 5.10. Let G be a flat quasi-compact quasi-separated S-group scheme,
Y an S-scheme on which G acts trivially. Let Y =
⋃
i Ui be an affine open
covering such that G has a Reynolds operator over Ui for each i. Then for
any Y -scheme Y ′ (with a trivial action), G has a Reynolds operator.
Proof. First, we prove that G has a Reynolds operator on Y . Let C = Zar(Y ),
and let D be the full subcategory of C consisting of affine open subsets W of
Y such that W ⊂ Ui for some i. For W ∈ D, G has a Reynolds operator on
W by Lemma 5.9. So defining p¯ :M|D →MG|D by
Γ(W,M|D) = Γ(W,M|W ) pG,W−−−→ Γ(W, (M|W )G)
ǫ−1−−→ Γ(W, (MG)|W ) = Γ(W,MG|D),
we get a functorial splitting of i¯ : MG|D → M|D by Lemma 5.9, 4, 5. As
the restriction from C to D gives an equivalence Sh(C) → Sh(D) by [Has11,
(4.6)], there is a unique splitting p : M → MG of i : MG → M in Sh(C)
whose restriction to Sh(D) is p¯. By the uniqueness, it is easy to see that the
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restriction of p to each Ui is a Reynolds operator, and hence p is a morphism
in Qch(G, Y ), and p is the Reynolds operator of G on Y .
Next, let h : Y ′ → Y be a Y -scheme. Then for each affine open subset
W of Y ′ such that h(W ) ⊂ Ui for some i, G has a Reynolds operator over
W . Such W covers Y ′, and hence Y ′ has a Reynolds operator by the first
step.
Corollary 5.11. Let G be a flat quasi-compact quasi-separated S-group scheme.
If G is Reynolds, then for any S-scheme Y with the trivial G-action, G has
a Reynolds operator over Y .
Lemma 5.12. Let G be a Reynolds S-group scheme, and h : Y → S a
morphism. Then we have the following.
0 The base change GY = Y ×S G is a Reynolds Y -group scheme.
1 The canonical map ǫ : h∗(?)G → (?)Gh∗ (see (2.3)) is an isomorphism
between functors from Qch(G, S) to Qch(G, Y ). The composite
Idh∗ = h∗ = h∗Id
pG,S−−→ h∗(?)G ǫ−→ (?)Gh∗
agrees with pG,Y .
2 Let h be quasi-compact quasi-separated. Then the composite
Idh∗ = h∗ = h∗Id
pG,Y−−→ h∗(?)G e−→ (?)Gh∗
is pG,S.
3 Let V ∈ Qch(S) be G-trivial, and M ∈ Qch(G, S). Then 1 ⊗ γ :
V⊗MG → V⊗M is a monomorphism, and it induces an isomorphism
γ′ onto (V ⊗M)G. The composite
V ⊗M 1⊗pG,S−−−−→ V ⊗MG γ′−→ (V ⊗M)G
is pG,S. Let δ : UG(M) → M be the inclusion. Then 1 ⊗ δ : V ⊗
UG(M)→ V ⊗M induces an isomorphism δ′ : V ⊗UG(M)→ UG(V ⊗
M).
4 Let M,N ∈ Qch(G, S), and assume that M is trivial and N is anti-
trivial. Then HomG,OS(M,N ) = 0 = HomG,OS(N ,M).
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5 Let V ∈ Qch(G, S) be G-trivial, andM∈ Qch(G, S). Then HomOS(V,MG)
is G-trivial, and HomG,OS(V, UG(M)) = 0. In particular,
HomOS(V,MG)→ HomOS(V,M)
is an isomorphism onto HomOS(V,M)G. If, moreover, HomOS(V,M)
is quasi-coherent, then
HomOS(V, UG(M))→ HomOS(V,M)
is an isomorphism onto UG(HomOS(V,M)).
6 Let V ∈ Qch(G, S) be G-trivial, andM∈ Qch(G, S). Then HomOS(MG,V)
is G-trivial, and HomG,OS(UG(M),V) = 0. In particular, the monomor-
phism p∗G,S : HomOS(MG, V )→ HomOS(M,V) is an isomorphism onto
HomOS(M,V)G. If, moreover, HomOS(M,V) is quasi-coherent, then
the monomorphism q∗G,S : HomOS(UG(M),V) → HomOS(M,V) is an
isomorphism onto UG(HomOS(M,V)).
Proof. 0 is trivial by Corollary 5.11.
1 We prove that ǫ is an isomorphism. The case that h is an open immer-
sion (from a sufficiently small affine open subset) follows from Lemma 5.10.
The case that both Y and Y ′ are affine follows from Lemma 5.9. The general
case follows from these, using Corollary 2.5.
The latter part is obvious, because the composite map is the identity on
(?)Gh∗ by Lemma 2.4.
2 is proved similarly to 1.
3 As V ⊗MG is G-trivial, it suffices to show that V ⊗ UG(M) is anti-G-
trivial. This is checked locally, and we may assume that Y is affine. Then
this is Lemma 5.8.
4 It suffices to show that HomG,OU (M|U ,N|U) = 0 = HomG,OU (N|U ,M|U)
for any affine open subset U . As M|U is trivial and N|U is anti-trivial, This
is checked in (5.2).
5, 6 follow from 4.
Lemma 5.13. Let G be a Reynolds S-group scheme. Let B be a quasi-
coherent (G,OS)-algebra, and A = BG. Then the Reynolds operator pG,S :
B → A is (G,A)-linear. In particular, A is a direct summand subalgebra of
B.
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Proof. Set Y := Spec
S
A. Then pG,S is identified with pG,Y , which is A-
linear.
Example 5.14. Let S = Spec k. We say that an affine algebraic k-group
scheme G is linearly reductive if any G-module is completely reducible. In
this case, for a G-moduleM , letting UG(M) to be the sum of all the nontrivial
simple G-submodules, we have a decomposition M = MG ⊕ UG(M) of G-
modules. When we set p : M → MG to be the projection with respect to
this decomposition, we have that p is a Reynolds operator. Conversely, if G
is an affine algebraic k-group scheme which is Reynolds, then G is linearly
reductive. Assume the contrary. Then there is a non-semisimple G-module
V . Let W be its socle. Then we have that V/W 6= 0, and there is a simple
submodule E of V/W . Then 0 = H1(G,E∗ ⊗ W ) ∼= Ext1G(E,W ) 6= 0, a
contradiction.
Example 5.15. Let R be a commutative ring, and H a flat commutative
R-Hopf algebra. We say that H is Reynolds if there is a decomposition
H = R ⊕ U as an R-coalgebra, where R denotes the image u(R) of the
unit map u : R → H . Then for any H-comodule M , the decomposition
M = MH ⊕ indUH M is functorial, and so letting UG = indUH , we have that
G = SpecH has a Reynolds operator over S = SpecR. Hence GY is Reynolds
for any R-scheme Y . Conversely, if G has a Reynolds operator on S, then
the right regular representation H is decomposed as H = R ⊕ U , where
U = UG(H). As U is a right subcomodule, ∆(U) ⊂ U ⊗ H . Letting G
act trivially on U and right regularly on H , U ⊗ H is a G-module, and
∆ : U → U ⊗H is G-linear. So
∆(U) ⊂ UG(U ⊗H) = U ⊗ U
by Lemma 5.8. Being a direct summand of H , U is a subcoalgebra of H , and
H = R⊕ U is a decomposition as subcoalgebras, and hence H is Reynolds.
Example 5.16. Let G be a finite group of order n, and R = Z[n−1]. Then
ρ = n−1
∑
g∈G g ∈ RG is a central idempotent of RG such that gρ = ρ = ρg
for g ∈ G, where RG is the group algebra. Then we have a decomposition
of bimodules RG = ρ(RG) ⊕ (1 − ρ)(RG). So we have a decomposition of
R[G]-bicomodules
R[G] = (RG)∗ = (ρ(RG))∗ ⊕ ((1− ρ)(RG))∗ = ρR[G]⊕ (1− ρ)R[G].
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As ε : ρRG → R is an isomorphism (since ε(ρ) = 1), ρR[G] = R, and G
is Reynolds. The Reynolds operator p is the action of ρ, and the element
ρ ∈ RG is also called the Reynolds operator.
Example 5.17. Let Λ be an additive abelian group, and R a commutative
ring. Then the group ring RΛ =
⊕
λ∈ΛRt
λ is a Hopf algebra, letting each tλ
(λ ∈ Λ) group-like (that is, ∆(tλ) = tλ⊗tλ). Then as RΛ = R⊕(⊕λ6=0R·tλ),
RΛ is Reynolds. If Λ ∼= Zs, then G = SpecRΛ is a split torus (of relative
dimension s), and G is Reynolds.
(5.18) Let Y be an S-scheme, and G an S-group scheme. Let κ be an in-
finite regular cardinal such that S, G, and Y are κ-schemes [Has11, (3.11)].
As in [Has11, (3.14)], we denote the full subcategory of the category of Y -
schemes consisting of κ-morphisms by (Sch/Y )κ. We call a presheaf on
(Sch/Y )κ a Y -prefaisceau. We denote the structure presheaf of (Sch/Y )κ
by O. For an OY -module M (in the Zariski topology), we denote the
associated Y -prefaisceau by Ma. That is, Ma is the O-module given by
Γ(h : Z → Y,Ma) = Γ(Z, h∗M). For an OY -module M, the Y -prefaisceau
of groups Z 7→ EndOZ Γ(Z,Ma)× is denoted by GL(M), and called the
general linear group of M.
(5.19) Let (M, φ) be a G-linearized OY -module. Then for any S-scheme
W , y ∈ Y (W ) and α, β ∈ G(W ), the composite
(αβy)∗M (α,βy)
∗φ−−−−−→ (βy)∗M (β,y)
∗φ−−−−→ y∗M
agrees with (αβ, y)∗φ, see [MuFK, (1.3)].
(5.20) Assume that the action of G on Y is trivial. Then we denote
(α, y)∗φ : y∗M→ y∗M by h(α). Then by the argument above, h(α)h(β) =
h(αβ), and we get a homomorphism between Y -prefaisceaux of groups h :
GY → GL(M), whereGY is the restriction ofG to (Sch/Y )κ. For a givenOY -
moduleM on an S-scheme Y with a trivial G-action, giving a G-linearization
φ and giving a group homomorphism GY → GL(M) are the same thing. M
is quasi-coherent if and only if B ⊗A Γ(SpecA,Ma)→ Γ(SpecB,Ma) is an
isomorphism for any morphism of the form SpecB → SpecA in (Sch/Y )κ.
(5.21) If G is S-flat, then we modify the construction above, and we con-
sider the full subcategory E of (Sch/Y )κ consisting of flat Y -schemes. If M
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is a G-equivariant module on Y (in the Zariski topology), then we get a ho-
momorphism h : GY → GL(M) of prefaisceaux of groups on (Sch/Y )κ. By
restriction, we get h : G|E → GL(M)|E . As G is flat, it is easy to see that
giving such a homomorphism is the same thing as to give a G-linearization
on M.
(5.22) Let G be S-flat, M a G-equivariant module on Y , and N its OY -
submodule. Although Na may not be a submodule ofMa, we have that Na|E
is a submodule of Ma|E by flatness.
Lemma 5.23. Let the notation be as above. Then N is a (G,OY )-submodule
ofM if and only if for each object U in E which is an affine scheme, Γ(U,Na)
is a G(U)-submodule of Γ(U,Ma).
Proof. The ‘only if’ part is trivial. We prove the ‘if’ part.
Let U be any affine open subset of G × Y . Then U j−→ G × Y p2−→ Y
lies in E and U is affine. where j is the inclusion, and p2 is the second
projection. Let g ∈ G|E(U) be the map p1j : U → G, where p1 : G× Y → G
is the first projection. The action of g on Γ(p2j : U → Y,Ma) is induced by
j∗φ : j∗p∗2M→ j∗p∗2M, where φ is the linearization of M.
By assumption, the actions of g and g−1 preserve the submodule Γ(p2j :
U → Y,Na). As U is arbitrary, p∗2N is preserved by the linearization φ and
its inverse φ−1. Hence N is a G-equivariant submodule.
Lemma 5.24. Let G be a flat quasi-compact quasi-separated S-group scheme,
Y an S-scheme on which G acts trivially, and M a quasi-coherent (G,OY )-
module. Then (MG)a|E is an O-submodule of Ma|E given by
Γ(W, (MG)a) = {m ∈ Γ(W,Ma) | gm = m in Γ(W ′,Ma)
for any morphism W ′ → W in E , and any g ∈ G(W ′)}.
Proof. First we prove the assertion for W = Y . Then the left-hand side is
{m ∈ Γ(Y,M) | g0m = m in Γ(G× Y,M)},
where g0 ∈ G(G × Y ) is the first projection. So the right-hand side is
contained in the left-hand side. On the other hand, if h : W ′ → Y is any
morphism in E , then for any g ∈ G(W ′), we define ψg : W ′ → G × Y by
(g, h). Then by definition, g = ψg(g0). So if g0m = m in Γ(G× Y,M), then
gm = m in Γ(W ′,M), and the equality was proved.
Next consider general W ∈ E . Then replacing Y by W using [HasO,
(7.5)], the problem is reduced to the case Y = W , and we are done.
40
Proposition 5.25. Let f : G → H be a quasi-compact quasi-separated
flat homomorphism of S-group schemes with N = Ker f . Then for M ∈
Qch(G, Y ), MN is a quasi-coherent (G,OY )-submodule of M.
If, moreover, N is Reynolds, then UN (M) is also a quasi-coherent (G,OY )-
submodule of M. In particular, the Reynolds operator pN,Y : M → MN is
(G,OY )-linear.
Proof. Although the first assertion can be proved in the same line of [Has11,
(6.18)], we give a new proof.
For the first assertion, in view of Lemma 5.23 and Lemma 5.24, it suffices
to show that for each flat morphism h : W → Y and any morphism h′ :W ′ →
W such that hh′ is flat, m ∈ Γ(W, (MG)a), g ∈ G(W ), and n ∈ G(W ′),
we have that ngm = gm in Γ(W ′,Ma). As N is normal in G, ngm =
g(g−1ng)m = gm. As the quasi-coherence is trivial, the first assertion has
been proved.
Assume that N is Reynolds. Let W = SpecA → Y be an object of E
such that W is affine, and g ∈ G(W ). Set U = Γ(W,UN (M)a). We claim
that gU is an (N,A)-submodule of M := Γ(W,Ma). In order to show this,
it suffices to show that for any flat κ-morphism W ′ = SpecA′ → W and
n ∈ N(W ′), we have n((gU)⊗A A′) ⊂ (gU)⊗A A′ in M ⊗A A′. This is clear,
since
n(gu⊗ a′) = g((g−1ng)(u⊗ a′)) ∈ g(U ⊗A A′) = (gU)⊗A A′
for u ∈ U and a′ ∈ A′.
Next, we prove that (gU)N = 0. Assume the contrary, and take u ∈ U \0
such that for each flat κ-morphism W ′ → W and n ∈ N(W ′), ngu = gu.
Then nu = g−1(gng−1)gu = g−1gu = u, and hence u ∈ U ∩MN = 0, and this
is a contradiction. Hence (gU)N = 0. That is, gU ⊂ U . By Lemma 5.23, we
have that UN (M) is a G-equivariant submodule. Quasi-coherence is trivial.
The last assertion is clear from the fact that the decomposition M =
MN ⊕ UN (M) is that of a (G,OY )-module.
Lemma 5.26. Let G be a flat quasi-compact quasi-separated S-group scheme,
and X a G-scheme. Then Qch(G,X) is a Grothendieck category.
Proof. In view of [Has5, (11.5)], it suffices to show that Qch(X) is Grothendieck.
This is Gabber’s theorem [Con, (2.1.7)].
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Lemma 5.27. Let S be a scheme, and G a Reynolds group over S. Let Y
be an S-scheme on which G acts trivially. Let I be an injective object of
Qch(Y ). Then I viewed as an object of Qch(G, Y ) (formally reseG I) is an
injective object.
Proof. Set J := reseG I. Let i : J →֒ M be a monomorphism in Qch(G, Y ).
By Lemma 5.26, we have that Qch(G, Y ) has enough injectives, and hence
it suffices to show that i splits. As we have that J = J G, the image of i
is contained in MG. As MG is a direct summand of M, it suffices to show
that i : J →֒ MG splits. Note that (?)0 : QchG(G, Y )→ Qch(Y ) and reseN :
Qch(Y )→ QchG(G, Y ) are quasi-inverse each other, where QchG(G, Y ) is the
category of G-trivial objects in Qch(G, Y ). So it suffices to show that I →֒
MG splits in Qch(Y ). This is obvious, since I is injective by assumption.
Lemma 5.28. Let f : G → H be an fpqc homomorphism of flat S-group
schemes with N = Ker f . Assume that N is Reynolds. Let Y be a locally
Noetherian G-scheme on which N acts trivially. Let F ∈ D−Coh(G, Y ) and
G ∈ D+Qch(G, Y ). If for each i ∈ Z, H i(F) = UN(H i(F)) and H i(G) =
H i(G)N , then ExtiO
BG
M
(Y )
(F,G)N = 0 for i ∈ Z.
Proof. Note that the full subcategory CohN (G, Y ) (resp. UN (G, Y )) con-
sisting of N -trivial (resp. N -anti-trivial) coherent (resp. quasi-coherent) G-
modules forms a plump subcategory (that is, a full subcategory which is
closed under extensions, kernels, and cokernels) of Mod(G, Y ). So we may
assume that F =M and G = N are single coherent sheaf and quasi-coherent
sheaf, respectively, by the way-out lemma [Hart].
Note that ExtiO
BG
M
(Y )
(M,N )N = 0 if and only if
(resGN (Ext
i
O
BG
M
(Y )
(M,N )))N ∼= ExtiO
BM
N
(Y )
(resGN M, resGN N )N = 0
by Corollary 4.11. Set M′ := resGN M and N ′ := resGN N .
Let 0 → N ′0 → I be an injective resolution in Qch(Y ). Then applying
Lemma 4.2, Lemma 5.27, and [Has5, (15.2)], we have that 0 → res{e}N N ′0 →
res
{e}
N I is an HomO
BM
N
(Y )
(M′, ?)-acyclic resolution. By assumption, N ′ is of
the form res
{e}
N L for some L ∈ Qch(Y ). Then res{e}N N ′0 ∼= res{e}N L ∼= N ′. So
ExtiO
BM
N
(Y )
(M′,N ′)N is a subquotient of HomO
BM
N
(Y )
(M′, Ii)N . This is zero
by Lemma 5.12, 4.
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Lemma 5.29. Let G be a Reynolds S-group scheme, and ϕ : X → Y an
algebraic quotient by G. Then ϕ is a universal algebraic quotient. If, more-
over, ϕ is an affine universally submersive geometric quotient, then ϕ is a
universal geometric quotient.
Proof. Let h : Y ′ → Y be an S-morphism between S-schemes on which
G acts trivially, and consider the fiber square (4) in Lemma 2.19. As ϕ
is affine, θ : h∗ϕ∗OX → ϕ′∗g∗OX is an isomorphism. Now the first assertion
follows from Lemma 2.21, 1 and Lemma 5.12, 1. The second assertion follows
immediately.
6. Base change of twisted inverse
Lemma 6.1. Let
(12) X ′
g //
ϕ′

σ
X
ϕ

Y ′
h // Y
be a fiber square of schemes. Assume that ϕ is quasi-compact quasi-separated.
Then the following are equivalent.
1 Lipman’s theta θ : Lh∗Rϕ∗ → Rϕ′∗Lg∗ between the functors DQch(X)→
DQch(Y
′) (cf. [Lip, (3.9.1), (3.9.2)]) is an isomorphism.
2 The square is tor-independent in the sense that for each x ∈ X and
y′ ∈ Y ′ such that ϕ(x) = h(y′) = y ∈ Y , TorOY,yi (OX,x,OY ′,y′) = 0 for
i > 0.
Proof. As the question is local both on Y and Y ′, we may assume that both
Y and Y ′ are affine. This case is [Lip, (3.10.3)].
(6.2) Let I be a small category, and (12) be a tor-independent fiber square
of Iop-diagrams of Noetherian schemes such that ϕ : X → Y is proper. By
Lemma 6.1, Lipman’s theta θ : Lh∗Rϕ∗ → Rϕ′∗Lg∗ is an isomorphism (be-
tween functors from DLqc(X) → DLqc(Y ′). Then we define ζ(σ) : Lg∗ϕ× →
(ϕ′)×h∗ as the composite
Lg∗ϕ×
u−→ (ϕ′)×Rϕ′∗Lg∗ϕ× θ
−1−−→ (ϕ′)×Lh∗Rϕ∗ϕ× ε−→ (ϕ′)×Lh∗
(cf. [Has5, (19.1)]).
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Lemma 6.3. Let
(13) X ′′
g′ //
ϕ′′

σ′
X ′
g //
ϕ′

σ
X
ϕ

Y ′′
h′ // Y ′
h // Y
be a commutative diagram of schemes. Assume that σ is a tor-independent
cartesian square. Then σ′ is tor-independent cartesian if and only if the
whole rectangle σ′ + σ is a tor-independent cartesian square.
Proof. As σ is cartesian, σ′ is cartesian if and only if σ′ + σ is cartesian.
Let y′′ ∈ Y ′′ and x ∈ X such that hh′(y′′) = ϕ(x). Let A′′ = OY ′′,y′′, A′ =
OY ′,y′, A = OY,y, and B = OX,x, where y′ = h′(y′′) and y = h(y′) = ϕ(x).
There is a spectral sequence
E2p,q = Tor
A′
p (A
′′,TorAq (A
′, B))⇒ TorAp+q(A′′, B).
By assumption, E2p,q = 0 for q 6= 0. So TorA
′
n (A
′′, A′ ⊗A B) ∼= TorAn (A′′, B),
and the equivalence follows.
Lemma 6.4. Let I be a small category, and (13) be a diagram of Iop-
diagrams of Noetherian schemes. Assume that ϕ is proper, and σ and σ′
are tor-independent fiber squares. Then the composite
L(gg′)∗ϕ×
d−→ L(g′)∗Lg∗ϕ× ζ(σ)−−→ L(g′)∗(ϕ′)×Lh∗
ζ(σ′)−−−→ (ϕ′′)×L(h′)∗Lh∗ d−→ (ϕ′′)×L(hh′)∗
agrees with ζ(σ′ + σ).
Proof. Straightforward, and left to the reader (use [Has5, (1.23)]).
Lemma 6.5. Let
(14) X ′
f //
ψ′

σ′
X
ψ

Z ′
g //
ϕ′

σ
Z
ϕ

Y ′
h // Y
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be a diagram of Iop-diagrams of Noetherian schemes. Assume that ϕ and
ψ are proper, and σ and σ′ are tor-independent fiber squares. Then the
composite
Lf ∗(ϕψ)×
d−→ Lf ∗ψ×ϕ× ζ(σ
′)−−−→ (ψ′)×Lg∗ϕ×
ζ(σ)−−→ (ψ′)×(ϕ′)×Lh∗ d−→ (ϕ′ψ′)×Lh∗
agrees with ζ(σ′ + σ).
Proof. Left to the reader (use [Has5, (1.22)]).
(6.6) Let G be an S-group scheme, Y be a G-scheme, and X a G-stable
subscheme. That is, X is a subscheme of Y such that GX ⊂ X . Then X is a
closed subscheme of an open subscheme U of Y . Assume that G is universally
open (e.g., flat locally of finite presentation) over S. Then GU is a G-stable
open subscheme of Y , and X = GU \ G(U \X) is a G-stable closed subset
in GU . Being a G-stable subscheme of Y , X is a G-stable closed subscheme
of GU . Thus if G is universally open, a G-stable subscheme is nothing but a
G-stable closed subscheme of a G-stable open subscheme.
(6.7) Let G be a flat S-group scheme of finite type, and ϕ : X → Y an
immersion between Noetherian G-schemes. As we have seen in (6.6), We can
factorize ϕ as
ϕ : X
p−→ U i−→ Y,
where U is a G-stable open subscheme of Y , i the inclusion, and p is a
G-stable closed immersion.
Let h : Y ′ → Y be a G-morphism between Noetherian G-schemes. As-
sume that ϕ and h are tor-independent. Then p and (the base change of) h
are also tor-independent.
For the fiber square (12), we define ζ¯(σ) to be the composite
h∗ϕ! = h∗p×i∗
ζ−→ (p′)×g∗i∗ d−→ (p′)×(i′)∗h∗ = (ϕ′)!h∗,
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where
(15) X ′
f //
p′

σ1
X
p

U ′
g //
i′

σ2
U
i

Y ′
h // Y
is a commutative diagram with σ1 and σ2 are cartesian, and ϕ
′ = i′p′. Using
Lemma 6.4, it is easy to see that the definition of ζ¯(σ) depends only on σ,
and is independent of the choice of factorization σ1 and σ2.
7. Serre’s conditions and the canonical modules
(7.1) Let G be an S-group scheme. We say that a G-scheme X is G-
connected if X = X1
∐
X2 with X1 and X2 are G-stable open subsets, then
either X1 or X2 is empty. In this paper, a G-connected G-scheme is re-
quired to be nonempty. A connected topological space is also required to be
nonempty. If the action of G onX is trivial, then G-connected and connected
are the same thing.
Lemma 7.2. Let G be an S-group scheme, and ψ : X →W and u : W → Y
be S-morphisms. Assume that ϕ = uψ : X → Y is G-invariant, and is a
categorical quotient by G. If u is a monomorphism (e.g., an immersion),
then u is an isomorphism.
Proof. As u is a monomorphism, it is easy to see that ψ is also G-invariant.
By the definition of the categorical quotient, there exists some v : Y → W
such that ψ = vϕ. Then 1Yϕ = ϕ = uψ = uvϕ. As ϕ is a categorical
quotient, 1Y = uv by the uniqueness. As u1W = u = 1Y u = uvu and u is a
monomorphism, 1W = vu. Hence u is an isomorphism.
Lemma 7.3. Let G be an S-group scheme, and ϕ : X → Y a G-morphism.
1 If ϕ is dominating and X is G-connected, then Y is G-connected.
2 If ϕ is G-invariant dominating and X is G-connected, then Y is con-
nected.
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3 Assume that ϕ is a categorical quotient or an algebraic quotient. Then
X is G-connected if and only if Y is connected.
Proof. 1. Assume the contrary, and let Y = Y1
∐
Y2 with Yi are nonempty
G-invariant open. Then letting Xi = ϕ
−1(Yi), we have that X = X1
∐
X2
with Xi nonempty G-invariant open, and this is a contradiction.
2 is obvious from 1.
3We prove the ‘only if’ part. First consider the case that ϕ is a categorical
quotient. Assume that Y = Y1
∐
Y2 with each Yi nonempty open. Then ϕ
cannot factors through Y1 or Y2 by Lemma 7.2. Letting Xi = ϕ
−1(Yi) for
i = 1, 2, we have that each Xi is nonempty G-stable open and X = X1
∐
X2.
Next, assume that ϕ is an algebraic quotient. Then it is easy to see that ϕ is
dominating and G-invariant. By 2, if X is G-connected, then Y is connected.
We prove the ‘if’ part. Assume that X = X1
∐
X2 with Xi are nonempty
G-stable open. First consider the case that ϕ is a categorical quotient. Then
the map h = h1
∐
h2 : X1
∐
X2 → S
∐
S, where hi : Xi → S is the structure
map, factors through Y . This shows that Y cannot be connected. Next,
consider the case that ϕ is an algebraic quotient. Let V = SpecA be an
affine open subset of Y . Then U = ϕ−1(V ) = SpecB is affine. We have
U = U1
∐
U2 with Ui = Xi ∩ U . Set Bi = Γ(Ui,OUi), and Ai = BGi . Then
A = A1×A2, and we can write V = V1
∐
V2. This construction is compatible
with the localization A → A[a−1] for a ∈ A. So for y ∈ Y and two affine
open neighborhoods V and W , y ∈ V1 if and only if y ∈ W1. So letting
Yi =
⋃
V Vi, we have Y = Y1
∐
Y2. As ϕ
−1(Yi) = Xi, both Y1 and Y2 are
nonempty, and Y is disconnected.
(7.4) For a subset Z of X , we say that Z is a G-stable closed subset of X
if X \ Z is a G-stable open subset. We say that X is G-Noetherian if any
descending chain of G-stable closed subsets of X eventually stabilizes.
(7.5) Let X be a G-Noetherian G-scheme. A G-closed subset Z of X is
said to be G-irreducible if Z is nonempty and if Z = Z1 ∪ Z2, Z1 and Z2
are G-closed subsets of X , then either Z = Z1 or Z = Z2. Any G-closed
subset Z of X is of the form Z =
⋃r
i=1 Zi for some r ≥ 0 and G-irreducible
closed subsets Zi. Thus we can write X =
⋃r
i=1Xi with Xi G-irreducible.
Let ≡ be the equivalence relation on {1, 2, . . . , r} generated by the relation
Xi ∩Xj 6= ∅. For any equivalence class γ with respect to ≡, Xγ :=
⋃
i∈γ Xi
is called a G-connected component of X . Obviously, Xγ is G-stable closed
open and G-connected, and X =
∐
γ∈{1,...,r}/≡Xγ. It is easy to see that a G-
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connected component of X is nothing but a maximal G-connected G-stable
closed subset of X .
(7.6) Let I be a small category, and X an Iop-diagram of Noetherian
schemes. Then a connected component (see for the definition, [Has5, (28.1)])
U of X is a cartesian closed open subdiagram of schemes. Indeed, for any
i ∈ I, Ui is the union of connected components of Xi, and for any φ : i→ j,
X−1φ (Ui) = Uj by the definition of connected components. In particular, we
have
Lemma 7.7. Let G be an S-group scheme and X a Noetherian G-scheme.
Then a connected component of BGM(X) is of the form B
G
M(Xi) with Xi a
G-connected component of X. Conversely, BGM(Xi) with Xi a G-connected
component of X is a connected component of BGM(X).
(7.8) Let G be an S-group scheme flat of finite type. LetX be a Noetherian
G-scheme.
Lemma 7.9. If IX is a G-dualizing complex on X, n ∈ Z, and L a G-
linearized invertible sheaf on X, then IX ⊗OX L[n] is a G-dualizing complex
on X. If IX and I
′
X are two G-dualizing complex on X and X is G-connected,
then RHomOX (IX , I
′
X)
∼= L[n] for some n and L, and we have I′X ∼= IX ⊗OX
L[n].
Proof. This is [Has5, (31.12)].
(7.10) Let G be an S-group scheme flat of finite type. Let X be a Noethe-
rian G-scheme. Let IX be a G-dualizing complex on X . Letting s be the
smallest integer such that H i(IX) 6= 0, we define ωX to be Hs(IX). We call
ωX the G-canonical module corresponding to IX . If X =
∐
Xi with each Xi
G-connected, then we define ω′X by ω
′
X |Xi = ωXi . We call ω′X the componen-
twise G-canonical module (in [Has5, (31.13)], we called ω′X the G-canonical
module, but this is less useful in this paper, and we change the terminology).
A coherent (G,OX)-module ω (resp. ω′) is called a G-canonical module
(resp. a componentwise G-canonical module) if there exists some G-dualizing
complex I on X such that ω (resp. ω′) is isomorphic to the G-canonical
module (resp. a componentwise G-canonical module) corresponding to I.
Thus if ω (resp. ω′) is a G-canonical module (resp. a componentwise G-
canonical module) and L is a G-linearized invertible sheaf, then ω ⊗OX L
(resp. ω′⊗OXL) is a G-canonical module (resp. a componentwise G-canonical
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module). If ω′ and ω′′ are two componentwise G-canonical modules on X ,
then there exists some G-linerized invertible sheaf L on X such that ω′′ ∼=
ω′⊗OX L. If G is trivial, then a G-canonical module and a G-componentwise
canonical module (with respect to I) are called a canonical module and a
componentwise canonical module (with respect to I), respectively, where I is
a dualizing complex of X .
Lemma 7.11. Let h : G′ → G be a homomorphism between S-group schemes
flat of finite type. Let X be a Noetherian G-scheme. Let IX(G) be a G-
dualizing complex on X, and set IX(G
′) := L resGG′ IX(G) (see Lemma 4.17).
Let ωX(G) be the G-canonical module corresponding to IX(G). Then ωX(G
′) :=
resGG′ ωX(G) is the G
′-canonical module corresponding to the G′-dualizing
complex IX(G
′).
Proof. Let s = inf{i ∈ Z | H i(IX(G)) 6= 0}. By Lemma 4.3, ωX(G′) =
Hs(IX(G
′)) and H i(IX(G
′)) = 0 for i < s. As resGG′ : Qch(G,X) →
Qch(G′, X) is faithful by Lemma 4.2, ωX(G
′) 6= 0, and we are done.
A similar compatibility with the change of groups does not hold for the
componentwise canonical module.
(7.12) Let X be a locally Noetherian scheme. A coherent OX-module ω is
said to be semicanonical at x ∈ X if ωX,x is either zero, or is the canonical
module [Aoy, (1.1)] of the local ring OX,x. We say that ω is semicanonical if it
is so at each point. Being a semicanonical module is a local condition. That
is, if ω is semicanonical and U ⊂ X is an open subset, then ω|U is semicanon-
ical on U . If (Ui) is an open covering of X and each ω|Ui is semicanonical,
then ω is semicanonical.
Lemma 7.13. Let the notation be as in (7.10). Then the canonical module
ωX and the componentwise canonical module corresponding to IX are semi-
canonical OX-modules.
Proof. Let x ∈ X . Then IX,x is a dualizing complex in the usual sense for
the local ring OX,x. So if ωX,x 6= 0, then by the definition of the canonical
module for a local ring [Aoy, (1.1)] and the local duality [Hart, (6.3)], ωX,x
is the canonical module of OX,x. Using this result componentwise, we get a
similar result for ω′X .
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(7.14) For a local ring (A,m) and an A-module M , we define depthAM =
inf{n ∈ Z | Hnm(M) 6= 0}. For a commutative ring A, an ideal I, and an
A-module M , we define
depthA(I,M) = depth(I,M) := inf
P∈V (I)
depthAP MP .
If A is Noetherian and M is finitely generated, then we have
depthA(I,M) = inf{n ∈ Z | ExtnA(A/I,M) 6= 0},
which also equals the length of a maximal M-sequence in I (provided M 6=
IM), see [Hart2, (3.4), (3.6), (3.10)].
Lemma 7.15. Let A be a Noetherian ring, M a finite A-module, and I an
ideal of A. Then
depthA(I,M) = inf{n ∈ Z | HnI (M) 6= 0}.
Proof. If depthA(I,M) ≥ n, then ExtiA(A/Ij,M) = 0 for i < n and any
j ≥ 1 by [Mat, (16.6)], and hence H iI(M) = lim−→Ext
i
A(A/I
j,M) = 0 for
i < n, and the right-hand side is ≥ n.
We prove the converse. Let n ≥ 0. We want to prove that for a finite
A-module M , H iI(M) = 0 for i < n implies that depthA(I,M) ≥ n. We
prove this by induction on n. If n = 0, this is trivial. Assume that n > 0.
Then as HomA(A/I,M) ⊂ H0I (M) = 0, we have that depthA(I,M) > 0.
So we can find a nonzerodivisor a ∈ I on M . Then we have a long exact
sequence
· · · → H iI(M) a−→ H iI(M)→ H iI(M/aM)→ H i+1I (M)→ · · ·
of the local cohomology. By assumption, we have that H iI(M/aM) = 0 for
i < n− 1. By induction, depthA(I,M/aM) ≥ n− 1. Hence depthA(I,M) ≥
n.
(7.16) We define dimAM = dimM to be the dimension of the support
suppAM .
(7.17) Let X be a scheme, n ≥ 0, and M a quasi-coherent OX-module.
We say that M satisfies the (S ′n) (resp. (Sn)) condition if for each x ∈ X ,
we have depthMx ≥ min(n, dimOX,x) (resp. depthMx ≥ min(n, dimMx)
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(here we define depth 0 = ∞ > n)). Or equivalently, if depthMx < n, then
depthMx = dimOX,x (resp. depthMx = dimMx). If OX,x is Noetherian
andMx is a finite module, thenMx is calledmaximal Cohen–Macaulay (resp.
Cohen–Macaulay) if depthMx = dimOX,x (resp. depthMx = dimMx). We
say that X satisfies the (Sn) condition if OX satisfies the (Sn) condition (or
equivalently, (S ′n) condition).
Lemma 7.18. Let B be a Noetherian local ring with the canonical module K.
Then the associated sheaf ω := K˜ is a semicanonical module on Z = SpecB.
In other words, if P is a prime ideal of B and KP 6= 0, then KP is the
canonical module of BP .
Proof. This is [Aoy, (4.3)].
Lemma 7.19. Let Z be a locally Noetherian scheme with a semicanonical
module ωZ. Then ωZ satisfies the (S
′
2) condition.
Proof. If depthωZ,z < 2, then ωZ,z 6= 0, and hence depthωZ,z = dimωZ,z by
[Aoy, (1.10)]. On the other hand, if ζ is a minimal element of suppωZ,z, then
the dimension of the closure ζ¯ of ζ in SpecOZ,z agrees with dimOZ,z by [Aoy,
(1.7)]. Hence dimωZ,z = dimOZ,z, and ωZ satisfies the (S ′2) condition.
Corollary 7.20. Let G be a flat S-group scheme of finite type, and X a
Noetherian G-scheme with a G-dualizing complex. If X is locally equidimen-
sional (e.g., X is (S2), see [Ogo]), then for a componentwise G-canonical
module ω′X , we have that suppω
′
X = X.
Proof. We may assume that X is G-connected. Let I be a G-dualizing com-
plex of X , and let ω′X = H
s(I) with H i(I) = 0 for i < s. Let x ∈ suppω′X .
As ω′X,x satisfies the (S
′
1)-condition by Lemma 7.19, any generalization of x
is in suppω′X . This shows that suppω
′
X is G-stable closed open. As X is
G-connected and ω′X 6= 0, suppω′X = X .
(7.21) Let X be a scheme and x ∈ X . Then the codimension of x is that
of {x}. Namely, codimX x = codimX{x} = dimOX,x. We denote the set of
points of X of codimension n by X〈n〉. As can be seen easily using [Stack,
(10.24.4)], any irreducible closed subset Z of X has a unique generic point
ζ , and obviously we have codimX Z = codimX ζ . In particular, X
〈0〉 is in
one-to-one correspondence with the set of irreducible components of X by
the correspondence ξ 7→ ξ¯.
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For n ∈ Z, a subset of U is said to be n-large if codimX(X \ U) ≥ n+ 1.
This is equivalent to say that U ⊃ X〈0〉 ∪ · · · ∪ X〈n〉. 0-large is also called
strongly dense, and 1-large is simply called large. Note that a strongly dense
subset is dense.
If U ⊂ V ⊂ X and U is n-large in X , then V is n-large in X . If
U ⊂ V ⊂ X , V is open in X , U is n-large in V , and V is n-large in X , then
U is n-large in X .
(7.22) For a scheme X and n ≥ 0, let P n(X) be the set of integral closed
subsets of codimension n. Note that X〈n〉 is in one-to-one correspondence
with P n(X). An element of P 0(X) is nothing but an irreducible component
of X . A set Λ of subsets of X is said to be locally finite if for any affine
open subset U of X , U ∩ F 6= ∅ for only finitely many elements F of Λ.
We say that a scheme X is an LFI-scheme if P 0(X) is locally finite. This is
equivalent to say that {{ξ} | ξ ∈ X〈0〉} is locally finite.
A locally Noetherian scheme is LFI. An open subset U of an LFI-scheme
X is dense in X if and only if it is strongly dense in X .
(7.23) Let Z be a locally Noetherian scheme. A coherent sheaf ω on Z
is said to be n-canonical at z ∈ Z if the OZ,z-module ωz satisfies the (S ′n)-
condition, and for each generalization z′ ∈ Z with codim z′ < n, ωz′ is either
zero, or is the canonical module of the local ring OZ,z′. We say that ω is
n-canonical if it is n-canonical at each point. Being n-canonical is a local
condition.
Lemma 7.24. Let Z be a locally Noetherian scheme with a 1-canonical mod-
ule ω. For M∈ Coh(Z), consider the following conditions.
1 M satisfies the (S ′1) condition, and suppM⊂ suppω.
2 M satisfies the (S1) condition, and (suppM)〈0〉 ⊂ (suppω)〈0〉.
3 The canonical map M→M∨∨ is monic, where (?)∨ = HomOZ(?, ω).
4 M is isomorphic to a submodule of a finite direct sum of copies of ω.
Then we have 4⇒1⇔2⇔3. A coherent module of the form M = N ∨ with
N ∈ Coh(Z) satisfies 3. If Z = SpecB is affine, then 3⇒4 holds.
Proof. As the conditions 1, 2, 3 are local, and the conditions M = N ∨ and
4 localizes, we may assume that Z = SpecB is affine, and we are to prove
that the four conditions are equivalent, and N ∨ satisfies 4 for N ∈ Coh(Z).
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Set M = Γ(Z,M), K = Γ(Z, ω), and (?)∨ = HomB(?, K).
1⇒2. As M satisfies the (S ′1)-condition, it satisfies the (S1)-condition.
Let P be a minimal prime ofM . As dimMP = 0, we have that depthMP = 0,
and hence dimBP = 0 by the (S
′
1)-property. As KP 6= 0, dimKP = 0.
2⇒3. First, assume that P ∈ suppM and dimMP = 0. Then by assump-
tion, P ∈ suppK and dimKP = 0. As KP satisfies (S ′1) and depthKP = 0,
we have dimBP = 0.
In particular, as M satisfies (S1), it also satisfies (S
′
1).
Let D : M → M∨∨ be the canonical map, and set F := suppKerD.
If htP = 0, then we have that KP = 0 or KP is the canonical module of
BP . If MP 6= 0, then as the BP -module MP is maximal Cohen–Macaulay
and KP 6= 0, DP : MP → M∨∨P is an isomorphism by [Aoy, (4.4)]. Hence
codimZ F ≥ 1. If KerD 6= 0, then taking an associated prime Q of KerD,
htQ ≥ 1 and Q is an associated prime of M . As depthMQ = 0 and M
satisfies the (S ′1) condition, dimBQ = 0. This contradicts htQ ≥ 1. Hence
KerD = 0, as desired.
Now we prove thatN ∨ satisfies 4. Set N = Γ(Z,N ), and take a surjection
Bn → N . Taking the dual, we have an injection N∨ → Kn.
We prove 3⇒4. Set N := M∨. Then there is an injection M → M∨∨ =
N∨ and an injection N∨ → Kn. So there is an injection M → Kn.
4⇒1. As M ⊂ Kn, we have that suppM ⊂ suppK. If depthMP = 0,
then P is an associated prime of M , and hence P is an associated prime
of K, and depthKP = 0. As K satisfies the (S
′
1)-condition, htP = 0, and
hence M satisfies the (S ′1)-condition.
Lemma 7.25. Let B be a Noetherian local ring, N a finite B-module which
satisfies the (Sn) condition. If there is a minimal prime P of N such that
dimB/P < n, then dimB/P = depthN = dimN . If, moreover, N satisfies
(S ′n), then dimB/P = dimB.
Proof. As HomB(B/P,N) 6= 0, we have depthN < n by [Mat, (17.1)]. Hence
depthN = dimN by the (Sn) property. Hence dimB/P = dimN by [Mat,
(17.3)]. Assume that N satisfies (S ′n). Since depthN = dimB/P < n, we
have dimB/P = depthN = dimB.
Corollary 7.26. Let B be a Noetherian local ring, and M a finite B-module
which satisfies (Sn). Let N be a finite B-module which satisfies (S
′
n). If a
minimal prime of M is a minimal prime of N , then M satisfies (S ′n).
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Proof. Let P ∈ SpecB with depthMP < n. Then by (Sn) property ofM , we
have dimMP = depthMP . Let Q be a minimal prime ofM such that Q ⊂ P
and dimBP/QBP = dimMP . Then by assumption, Q is a minimal prime of
N . As dimBP/QBP < n and QBP is a minimal prime of NP , we have that
depthMP = dimBP/QBP = dimBP by Lemma 7.25 and (S
′
n) property of
N .
Corollary 7.27. Let B be a Noetherian local ring which satisfies (Sn), and
M a finite B-module which satisfies (Sn) and (S
′
1). Then M satisfies (S
′
n).
Proof. Apply Corollary 7.26 to the case that N = B.
Lemma 7.28. Let Z be a locally Noetherian scheme with a 2-canonical mod-
ule ω. For M∈ Coh(Z), consider the following conditions.
1 M satisfies the (S ′2) condition, and suppM⊂ suppω.
2 M satisfies the (S2) condition, and (suppM)〈0〉 ⊂ (suppω)〈0〉.
3 The canonical mapM→M∨∨ is isomorphic, where (?)∨ = HomOZ(?, ω).
4 There is an exact sequence of the form
0→M→ K0 → K1
such that Ki is a finite direct sum of copies of ω for i = 0, 1.
Then we have 4⇒1⇔2⇔3. A coherent module of the form M = N ∨ with
N ∈ Coh(Z) satisfies 3. If Z = SpecB is affine, then 3⇒4 holds.
Proof. We may assume that Z = SpecB is affine, and we need to prove that
the four conditions are equivalent, and N ∨ satisfies 4. Let M , K, and (?)∨
be as in the proof of Lemma 7.24.
1⇒2. As M satisfies (S ′2), it satisfies (S2). (suppM)〈0〉 ⊂ (suppω)〈0〉 is
by Lemma 7.24, 1⇒2.
2⇒3. By Corollary 7.26, we have that M satisfies (S ′2). Note that
suppM ⊂ suppK by Lemma 7.24, 2⇒1.
Also by Lemma 7.24, 2⇒3, we have that D : M → M∨∨ is monic.
Let C := CokerD. Let P ∈ SpecB and depthMP < 2. Then MP is
maximal Cohen–Macaulay by the (S ′2) property of M . We have KP 6= 0
by suppM ⊂ suppK. So KP is the canonical module of BP , since K is
2-canonical. Hence CP = 0 by [Aoy, (4.4)].
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Now assume that C 6= 0, and let Q be a minimal prime of C. Then
CQ 6= 0, and hence depthMQ ≥ 2 by the argument above. Hence dimBQ ≥ 2.
On the other hand,
0→MQ →M∨∨Q → CQ → 0
is exact. As M∨∨Q satisfies (S
′
1) by Lemma 7.24, depthM
∨∨
Q ≥ 1. By the
choice of Q, depthCQ = 0. By the depth lemma, depthMQ = 1, and this
contradicts depthMQ ≥ 2. Hence C = 0, as desired.
Now we prove that N ∨ satisfies 4. Set N = Γ(Z,N ), and take a presen-
tation
F1 → F0 → N → 0
with F0 and F1 finite free. Dualizing, we get a desired exact sequence.
Now we prove 3⇒4. Set N := M∨. Then M ∼= M∨∨ ∼= N∨. As N∨
satisfies 4, M satisfies 4, too.
4⇒1. Let P ∈ SpecB and assume that depthMP < 2. By the exact
sequence, we must have that depthKP = depthMP . As K satisfies the
(S ′2)-condition, dimBP = depthKP = depthMP , and hence M satisfies the
(S ′2)-condition. suppM⊂ suppω is trivial.
(7.29) Let Z be a locally Noetherian scheme. We denote the full subcate-
gory of Coh(Z) consisting of coherent sheaves satisfying the (S ′n) condition
by (S ′n)(Z). It is an additive subcategory of Coh(Z) closed under direct
summands, extensions, and epikernels.
Lemma 7.30. For M∈ Coh(Z), the following are equivalent.
1 M∈ (S ′1)(Z).
2 For any dense open subset i : U → Z of Z, the canonical map u :M→
i∗i
∗M is a monomorphism.
Proof. As the question is local, we may assume that Z = SpecB is affine.
Set M = Γ(Z,M).
1⇒2. Let I be an ideal of B such that U = Z \ V (I). Then we have
ht I ≥ 1, and hence we have that depthMz ≥ 1 for each z ∈ V (I) by the (S ′1)
property. Thus depthB(I,M) ≥ 1, and hence H0I (M) = 0 by Lemma 7.15.
Hence M → Γ(U,M) is injective.
2⇒1. Assume that P is an associated prime of M with htP ≥ 1. Then
letting U = D(P ) = Z \ V (P ), U is dense. However, as P is an associated
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prime of M , the local cohomology H0P (M), which is the kernel of M →
Γ(Z, i∗i
∗M), is nonzero, and this is a contradiction. Hence if P ∈ AssM ,
then htP = 0. Namely, M satisfies the (S ′1) condition.
Lemma 7.31. Let Z be a locally Noetherian scheme. For M ∈ Coh(Z), the
following are equivalent.
1 M∈ (S ′2)(Z).
2 M ∈ (S ′1)(Z), and for any large open subset i : U → Z of Z, the
canonical map u :M→ i∗i∗M is an isomorphism.
Proof. As in the proof of Lemma 7.30, we may assume that Z = SpecB is
affine. Let M = Γ(Z,OZ).
1⇒2. Clearly, M satisfies the (S ′1) condition.
Let I be an ideal of B such that U = Z \ V (I). As we have ht I ≥ 2,
depth(I,M) ≥ 2. So the local cohomology H iI(M) vanishes for i = 0, 1. By
the exact sequence
H0I (M)→M → Γ(Z, i∗i∗M)→ H1I (M),
we are done.
2⇒1. Let P ∈ SpecB satisfy depthMP < 2. If depthMP = 0, then
dimBP = 0 by the (S
′
1) assumption. If not, then depthMP = 1. We want
to prove that dimBP = 1. Assume the contrary. Then dimAP ≥ 2. Then
letting U = Z \ V (P ), we have that U is a large open subset of Z. As we
have an exact sequence
0→ H0P (M)→M
∼=−→ Γ(U, i∗M)→ H1P (M)→ 0
by [Hart2, (1.9)], we have that H0P (M) = H
1
P (M) = 0 by assumption. Hence
H0PBP (MP ) = H
1
PBP
(MP ) = 0. Hence depthMP ≥ 2, and this is a contradic-
tion.
Hence depthMP < 2 implies that depthMP = dimAP . That is, M
satisfies the (S ′2) condition.
(7.32) Let Z be a scheme with a quasi-coherent sheaf M. We say thatM
is full if suppM = Z.
Lemma 7.33. If ϕ : X → Y is a flat morphism of schemes and M is a
quasi-coherent sheaf on Y . If M is full, then ϕ∗M is also full. If ϕ∗M is a
full and ϕ is faithfully flat, then M is full.
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Proof. Easy.
Lemma 7.34. Let Z be a locally Noetherian scheme with a full 2-canonical
module ω, and U its large open subset. Let i : U →֒ Z be the inclusion. If
M ∈ (S ′2)(U), then i∗M ∈ (S ′2)(Z). Moreover, i∗ : (S ′2)(U) → (S ′2)(Z) and
i∗ : (S ′2)(Z)→ (S ′2)(U) are quasi-inverse each other.
Proof. If i∗M ∈ (S ′2)(Z) for M ∈ (S ′2)(U), then i∗ : (S ′2)(U)→ (S ′2)(Z) and
i∗ : (S ′2)(Z) → (S ′2)(U) are well-defined functors. The counit map i∗i∗ → Id
is obviously an isomorphism. On the other hand, Id→ i∗i∗ is an isomorphism
by Lemma 7.31. So the last assertion follows.
So it suffices to show, If i∗M ∈ (S ′2)(Z) for M ∈ (S ′2)(U). We can take
a coherent subsheaf Q of i∗M such that i∗Q = i∗i∗M = M by [Hart3,
Exercise II.5.15]. Set N := Q∨∨. Then N ∈ (S ′2)(Z) by Lemma 7.28. So by
Lemma 7.31, N → i∗i∗N ∼= i∗(i∗Q)∨∨ ∼= i∗M∨∨ ∼= i∗M is an isomorphism,
and hence i∗M is coherent and is in (S ′2)(Z).
Example 7.35. Let Z be a locally Noetherian scheme. In the following
cases, Z has a full 2-canonical module ω.
1 Z is normal. Any rank-one reflexive module (e.g., OZ) can be used as
ω.
2 Z is locally equidimensional Noetherian with a dualizing complex. The
componentwise canonical module is the desired one.
3 Z = SpecB with B an equidimensional Noetherian local ring with
a canonical module in the local sense. The canonical module is the
desired one.
(7.36) A locally Noetherian scheme Z is said to be quasi-normal by ω if
ω is a full 2-canonical module of Z. It is simply called quasi-normal, if it is
quasi-normal by some ω. We say that Z satisfies (Tn) (resp. (Rn)) if OZ,z is
Gorenstein (resp. regular) for z ∈ Z with codim z ≤ n, or equivalently, the
Gorenstein (resp. regular) locus of Z is n-large.
Lemma 7.37. For a locally Noetherian scheme Z, the following are equiva-
lent.
1 Z satisfies (T1) + (S2).
2 Z is quasi-normal by OZ .
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In particular, if Z is normal (or equivalently, satisfies (R1) + (S2)), then it
is quasi-normal by OZ .
Proof. Easy.
Lemma 7.38. Let Z be a locally equidimensional connected Noetherian scheme
with a nonzero semicanonical module ω. Then suppω = Z, and we have that
Z is universally catenary and quasi-normal by ω.
Proof. Let X1, . . . , Xr be the irreducible components of Z that are contained
in suppω. Assume that suppω 6= Z. Let Y1, . . . , Ys be the irreducible com-
ponents of Z that are not contained in suppω. By assumption, r ≥ 1 and
s ≥ 1. As Z is connected, there exist some i and j such thatXi∩Yj 6= ∅. Take
z ∈ (Xi ∩ Yj)〈0〉, and consider the local ring B = OZ,z. As z ∈ suppω, B has
a canonical module K = ωz. By assumption, B is equidimensional. By [Aoy,
(1.7)], suppK = SpecB. Hence Yj ⊂ suppω, and this is a contradiction.
Hence suppω = Z, as desired.
Let z ∈ Z be any point, and set B = OZ,z. As suppωz = SpecB, we have
that supp ωˆz = Spec Bˆ, where Bˆ is the completion of B. As ωˆz is a canonical
module of Bˆ, we have that Bˆ is equidimensional by [Aoy, (1.7)]. Hence B is
universally catenary by [Mat, (31.6)]. Hence Z is universally catenary.
Corollary 7.39. Let Z be a Noetherian scheme with a dualizing complex. If
Z is locally equidimensional, then the componentwise canonical module ω′ is
a full semicanonical module, and Z is quasi-normal by ω′.
Proof. The componentwise canonical module ω′ is full by Lemma 7.38.
Lemma 7.40. Let ϕ : X → Y be a flat morphism between locally Noetherian
schemes. Let M be a coherent sheaf on Y , and n ≥ 0. Then
1 If ϕ is faithfully flat, and ϕ∗M satisfies the (S ′n) condition (resp. the
(Sn) condition), then so does M.
2 If the fibers of ϕ satisfy (Sn) and M satisfies (S ′n) (resp. (Sn)), then
so does ϕ∗M.
Proof. For the property (Sn), see [Gro2, (6.4.1)]. The assertions for (S
′
n) is
also proved similarly.
Lemma 7.41. Let ϕ : X → Y be a flat morphism between locally Noetherian
schemes. Let ω be a coherent sheaf on Y .
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1 If ϕ is faithfully flat and ϕ∗ω is semicanonical (resp. n-canonical), then
so is ω.
2 If X is quasi-normal by ϕ∗ω, then Y is quasi-normal by ω.
3 If ω is semicanonical and each fiber of ϕ is Gorenstein, then ϕ∗ω is
semicanonical.
4 If ω is n-canonical and each fiber of ϕ satisfies (Tn−1)+(Sn), then ϕ
∗ω
is n-canonical.
5 If Y is quasi-normal by ω and each fiber of ϕ satisfies (T1)+ (S2), then
X is quasi-normal by ϕ∗ω.
Proof. 1. The assertion for the semicanonical property follows from [Aoy,
(4.2)]. As the (Sn) property also descends by Lemma 7.40, the assertion for
the n-canonical property follows easily.
2 follows immediately by 1.
3. Let A→ B a flat Gorenstein local homomorphism between Noetherian
local rings, and K the canonical module of A. It suffices to prove B⊗AK is
the canonical module. Let Q = mB(Aˆ⊗AB), where mB is the maximal ideal
of B. Note that Q is a maximal ideal of Aˆ⊗AB. Set C := (Aˆ⊗AB)Q. Since
Kˆ = Aˆ⊗A K is the lowest nonvanishing cohomology group of the dualizing
complex I of Aˆ, we have that C⊗AK is the lowest nonvanishing cohomology
group of C⊗Aˆ I. As Aˆ→ C is a flat Gorenstein local homomorphism, C⊗Aˆ I
is a dualizing complex by [AvF, (5.1)]. Hence C⊗AK is the canonical module
of C. By [Aoy, (4.2)], B ⊗A K is the canonical module of B.
4 and 5 are immediate consequences of 3.
(7.42) Let f : G → H be a quasi-compact flat homomorphism between
flat S-group schemes of finite type with N = Ker f . Note that N is also flat
of finite type.
Lemma 7.43. Let g : Z ′ → Z be a G-morphism separated of finite type.
Assume that Z is Noetherian. Then the flat base change map
ζ¯ : resHG g
! → g! resHG
(see [Has5, Chapter 21]) is an isomorphism between the functors D+Lqc(H,Z)→
D+Lqc(G,Z
′) (it would be better to write L resHG instead of res
H
G , but as in
[Has5], for a left or right derived functor of an exact functor, we omit L or
R).
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Proof. This is [Has5, (21.8)].
(7.44) Let f : G→ H , and N be as in (7.42). Let Y0 be a fixed Noetherian
H-scheme with a fixed H-dualizing complex IY0 = IY0(H). The restriction
resHG IY0(H) is a G-dualizing complex by [Has5, (31.17)]. We denote it by IY0
or IY0(G).
Let F(G, Y0) be the category of (G, Y0)-schemes separated of finite type
over Y0. For (hZ : Z → Y0) ∈ F(G, Y0), the G-dualizing complex of Z (or
better, of hZ) is h
!
ZIY0(G) by definition, and we denote it by IZ = IZ(G).
Lemma 7.45. Let hZ : Z → Y0 be an object of F(G, Y0). Assume that the
action of N on Z is trivial. Then Z ∈ F(H, Y0). When we set IZ(H) :=
h!ZIY0(H), then we have IZ(G) = res
H
G IZ(H). In particular, each cohomology
group of IZ(G) belongs to CohN(G,Z), the full subcategory of Qch(G,Z)
consisting of N-trivial coherent (G,OZ)-modules.
Proof. The first assertion is by [Has11, (6.5)]. We have
IZ(G) = h
!
ZIY0(G) = h
!
Z res
H
G IY0(H)
∼= resHG h!ZIY0(H) ∼= resHG IZ(H)
by Lemma 7.43, and the second assertion holds. In particular, being re-
stricted from H , each cohomology group of IZ(G) is N -trivial.
Example 7.46. Let S be Noetherian with a fixed dualizing complex IS.
Then IS(H) = (L−1IS)∆M is an H-dualizing complex of the H-scheme S by
[Has5, (31.17)], where L−1 : Mod(S) → Mod(B˜MH (S)) is the left induction,
and (?)∆M : Mod(B˜
M
H (S)) → Mod(H,S) = Mod(BMH (S)) is the restriction.
See for the notation, [Has5]. Letting Y0 = S, we are in the situation of (7.44).
(7.47) Let S, f : G → H and N be as in (7.42). Y0, IY0 , and F(G, Y0) be
as in (7.44).
Let Z ∈ F(G, Y0). The G-canonical module of Z, denoted by ωZ , is
defined to be the G-canonical module corresponding to the G-dualizing com-
plex IZ . Note that the definition in [Has5, (31.13)] is slightly different, and
used the componentwise G-canonical module, see (7.10).
Lemma 7.48. Let f : G → H, N , Y0, IY0, and Z ∈ F(G, Y0) be as in
(7.47). Let U be a G-stable open subset of Z. If ωZ|U 6= 0 (e.g., U is dense),
then ωZ|U ∼= ωU as (G,OU)-modules. If, moreover, U is large in Z, then
ωZ ∼= i∗ωU , where i : U →֒ Z is the inclusion.
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Proof. Assume that ωZ = H
s(IZ). If ωZ|U = Hs(IU) 6= 0, then as H i(IU) = 0
for i < s, we have that ωZ|U ∼= ωU as (G,OU)-modules.
Assume that U is large in Z. Then since ωZ satisfies (S
′
2), we have that
ωZ → i∗i∗ωZ ∼= i∗ωU is an isomorphism by Lemma 7.31.
(7.49) Let f : G → H be as in (7.42). Assume that N is smooth over
S. Let I be the defining ideal of the unit element e in N . Then I/I2 is
a locally free sheaf over S on which G acts via the conjugation. We set
LieN := (I/I2)∗, and ΘN :=
∧top LieN . The following is essentially due to
Knop [Knp, Lemma 5].
Proposition 7.50. Assume that N is smooth over S. If ϕ : X → Y is
a G-enriched principal N-bundle with Y locally Noetherian, then ΩX/Y is
isomorphic to h∗X((LieN)
∗), where hX : X → S is the structure map.
Proof. Consider the commutative diagram
(16) X
e×1X //
hX

N ×X
p1

p2
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
Ψ //X ×Y X
p2

p1 //
(b)
X
ϕ

S
e // N
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼ (a) X

ϕ //
hX

Y
S
of G-schemes, where G acts on N by conjugation action, and Ψ(n, x) =
(nx, x). Then as Ψ is an isomorphism and (a) and (b) are fiber squares,
ΩX/Y ∼= (e× 1X)∗Ψ∗p∗1ΩX/Y ∼= (e× 1X)∗Ψ∗ΩX×Y X/X ∼=
(e× 1X)∗ΩN×X/X ∼= (e× 1X)∗p∗1ΩN/S ∼= h∗Xe∗ΩN/X ∼= h∗X((LieN)∗),
as desired.
So ωX/Y :=
∧topΩX/Y = h∗X(Θ∗N) = Θ∗N,X , where ΘN,X := h∗XΘN . We
prove a version of this fact which can be used also for the case where N may
not be smooth.
(7.51) We say that a morphism of schemes ϕ : X → Y is of relative
dimension d if dimx ϕ = d for each x ∈ X , see [Gro3, (17.10.1)] for the
notation.
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(7.52) Let f : A→ B be a local homomorphism between Noetherian local
rings. Let fˆ : Aˆ→ Bˆ be its completion, and
(17) Aˆ
g−→ C h−→ Bˆ
a Cohen factorization [AvFH] of it. That is, g is flat with C/mAC regular,
and h is surjective. If so, we define the Avramov–Foxby–Herzog dimension
(AFH dimension for short) of f by
AFHdim f = AFHdimAB = dimC − dimA− htKerh
and the depth of f by depth f = depthB−depthA, see [AvFH] and [AvF2].
If f is flat, then AFHdim f is nothing but the dimension of the closed fiber.
We define cmd f = AFHdim f − depth f , and call it the Cohen–Macaulay
defect of f . We say that f is Cohen–Macaulay at mB if flat.dim f < ∞
and cmd f = 0. This is equivalent to say that Kerh is a perfect ideal. If
Ker h is a Gorenstein ideal (that is, Kerh is perfect and ExtcC(B,C)
∼= B,
where c = htKer h, we say that f is Gorenstein at mB. These definitions are
independent of the choice of Cohen factorization (17) of fˆ .
(7.53) A morphism ϕ : X → Y between locally Noetherian schemes is said
to be Cohen–Macaulay (resp. Gorenstein) if OY,y → OX,x is Cohen–Macaulay
(resp. Gorenstein) at mx for every x ∈ X . AFHdimx ϕ is AFHdimOY,y OX,x.
If AFHdimx ϕ = d is independent of x ∈ X , then we say that ϕ has AFH
dimension d.
Lemma 7.54. Let ϕ : X → Y be a Cohen–Macaulay separated morphism
of finite type between Noetherian schemes. Then ϕ has a well-defined AFH
dimension on each connected component of X.
If ϕ is of AFH dimension d, then H i(ϕ!(OY )) = 0 for i 6= −d. If,
moreover, ϕ is Gorenstein, then ωX/Y := H
−d(ϕ!(OY )) is an invertible sheaf.
If, moreover, G is a flat S-group scheme of finite type and ϕ is a G-morphism,
then ωX/Y is a G-linearized invertible sheaf. If, moreover, ϕ is smooth, then
ωX/Y =
∧dΩX/Y .
Proof. By the flat base change [Lip, (4.4.3)], the question is local both on X
and Y , and we may assume that Y = SpecA andX = SpecB are both affine.
As B is finitely generated, we may write B = C/I, where C = A[x1, . . . , xn]
is a polynomial ring, and I an ideal of C. By assumption, I is a perfect ideal
of codimension h := n− d. We have
j∗ϕ
! = RHomOZ(j∗OX , ψ∗(?))[n],
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where ψ : Z = SpecC → Y is the canonical map, and j : X → Z is the
inclusion. As we have ExtiC(B,C) = 0 for i 6= h, the first assertion follows.
If, moreover, ϕ is Gorenstein, ExthC(B,C) is rank-one projective as a B-
module, and the second assertion follows. The third assertion is trivial. The
last assertion follows from [Has5, (28.11)].
Definition 7.55. Let G be a flat S-group scheme of finite type, and ϕ : X →
Y be a G-morphism separated of finite type between Noetherian G-schemes.
We denote the lowest non-vanishing cohomology groupHs(ϕ!OY ) 6= 0 (H i(ϕ!OY ) =
0 for i < s) of ϕ!OY by ωX/Y or ωϕ if X 6= ∅ (if X = ∅, we define ωX/Y = 0),
and call ωX/Y the relative canonical sheaf of ϕ (or of X/Y ).
Lemma 7.56. Let G and ϕ : X → Y be as in Definition 7.55. Assume
that ϕ is flat Gorenstein of relative dimension d. Then for any morphism
h : Y ′ → Y with Y ′ Noetherian, we have that ωX′/Y ′ ∼= h∗XωX/Y , where
X ′ = Y ′ ×Y X and hX : X ′ → X is the second projection.
Proof. Consider the diagram
(18)
X
1X
$$■
■■
■■
■■
■■
■
∆ //
GF ED
id

X ×Y X
p2

p1 // X
ϕ

X
ϕ // Y
.
Then by the flat base change,
OX ∼= ∆!p!2ϕ∗OY ∼= ∆!p∗1ϕ!OY ∼= ∆!p∗1ωX/Y [d].
As ∆ is a closed immersion, the description of ∆! in [Has5, Chapter 27] yields
that there is an isomorphism
OX ∼= ∆!p∗1ωX/Y [d] ∼= p∗1ωX/Y ⊗∆!OX×YX [d].
Thus ∆!OX×Y X ∼= ω−1X/Y [−d]. Note that all the maps in (18) are tor-independent
to h and its base change.
The argument above applied to ϕ′ : X ′ → Y ′ yields (∆′)!OX′×Y ′X′ ∼=
ω−1X′/Y ′[−d]. So it suffices to show that the canonical map ζ¯ : Lh∗X∆!OX×YX →
(∆′)!Lh∗X×Y X is an isomorphism. To verify this, we may forget the G-action,
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and we may assume that G is trivial. Then, as the question is local on X ,
Y , and Y ′, we may assume that X = SpecB, Y = SpecA, Y ′ = SpecA′ are
all affine.
Then by definition, ζ¯ = ζ is identified with the map
H : RHomC(B,C)⊗LA A′ → RHomC′(B′, C ′),
where C = B ⊗A B, and B is viewed as a C-algebra via the product map,
and B′ = A′ ⊗A B and C ′ = A′ ⊗A C.
To compute the map H , let F be a C-free resolution of B whose terms
are finite free. Note that
H i(F∗ ⊗A A′) ∼= H i(HomC′(A′ ⊗A F, C ′)) ∼=
{
ωX′/Y ′ (i = d)
0 (otherwise)
.
Letting
F∗ : 0→ G0 → · · · → Gi ∂i−→ Gi+1 → · · ·
and Bi(F∗) = Im ∂i−1, we have that H i(F∗ ⊗ A/J) = 0 for any ideal J of A
and any i > d. This shows that TorA1 (B
d+3, A/J) = 0 for any J , and hence
Bd+3 is A-flat, and Bd+3 ⊗A A′ → Bd+3(F∗ ⊗A A′) is an isomorphism. So it
is easy to see that Zd = Ker ∂d is also A-flat and Zd ⊗A A′ → Zd(F∗ ⊗A A′)
is an isomorphism. So considering the exact flat complex bounded above
0→ G0 → · · · → Gd−1 → Zd → Zd/Bd → 0
is compatible with the base change. We have that the induced map ωX/Y ⊗A
A′ → ωX′/Y ′ is an isomorphism, as desired.
Lemma 7.57. Let G be a flat S-group scheme of finite type, and ϕ : X → Y
and ψ : Y → Z be flat Gorenstein G-morphisms separated of finite type
between Noetherian G-schemes with well-defined relative dimensions. Then
ωX/Z ∼= ϕ∗ωY/Z ⊗OX ωX/Y .
Proof. Let d and d′ be the relative dimensions of ϕ and ψ, respectively. We
have
ωX/Z = H
−d−d′((ψϕ)!(OZ)) ∼= H−d−d′(ϕ!(ωY/Z [d′]))
∼= H−d(ϕ∗ωY/Z ⊗LOX ϕ!(OY )) ∼= ϕ∗ωY/Z ⊗OX ωX/Y .
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(7.58) Let f : G → H , N , Y0, IY0, and Z ∈ F(G, Y0) be as in (7.47).
Assume that N is separated and has a fixed relative dimension. We define
Θ = ΘN,Z := e
∗
NZ
ω∗NZ/Z , where NZ = N ×S Z, and eNZ : Z → NZ is the
unit element. Letting hZ : Z → Y0 is the structure map, h∗ZΘN,Y0 ∼= ΘN,Z by
Lemma 7.56. If S is Noetherian, then letting ΘN,S = e
∗
Nω
∗
N/S, we have that
ΘN,Z = h¯
∗
ZΘN,S, where h¯Z : Z → S is the structure map.
Note that Θ is a G-linearized invertible sheaf on Z. If N is smooth of
relative dimension d, then ΘN,Z ∼= h¯∗Z(
∧d LieN), where LieN = Ω∗N/S and
h¯Z : Z → S is the structure map.
Proposition 7.59. Let ϕ : X → Y be a morphism in F(G, Y0). Assume
that N is separated and has a relative dimension d. If ϕ is a G-enriched
principal N-bundle, then ωX/Y ∼= Θ∗N,X .
Proof. Let us consider the commutative diagram
X
e×1X // N ×X
p2
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
Ψ //X ×Y X
p2

p1 //
(a)
X
ϕ

X
ϕ // Y
in F(G, Y0).
Note that (a) is cartesian, and ϕ is flat Gorenstein of relative dimension
d. Now
ωX/Y [d] ∼= ϕ!OY ∼= L(e× 1X)∗Ψ∗p∗1ϕ!OY ∼= L(e× 1X)∗Ψ∗p!2ϕ∗OY
∼= L(e× 1X)∗p!2OX ∼= L(e× 1X)∗ω(N×X)/X [d] ∼= Θ∗N,X [d],
and the result follows.
The following is due to Knop [Knp] when S = Spec k with k an alge-
braically closed field of characteristic zero.
Corollary 7.60. Let f : G→ H, N , Y0, and IY0 be as in (7.47). Let ϕ : X →
Y be a G-enriched principal N-bundle which is a morphism in F(G, Y0). If
N is separated and has a fixed relative dimension, then ωX ∼= ϕ∗ωY ⊗OXΘ∗N,X
as (G,OX)-modules, and ωY ∼= (ϕ∗ωX ⊗OY ΘN,Y )N as (H,OY )-modules.
Proof. The first assertion follows immediately from [Has5, (28.11)] and Propo-
sition 7.50. The second assertion follows from the first one and [Has11,
(6.21)], using the equivariant projection formula [Has5, (26.4)].
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Lemma 7.61. Let f : G→ H, N , and Y0 be as in (7.47). If N is finite and
Reynolds, then ΘN,Y0
∼= OY0. In particular, for any object Y of F(G, Y0),
ΘN,Y ∼= OY .
Proof. Note that G acts on N by conjugation, and hence we can define the
semidirect product G˜ := G⋉N . Letting G act on Y0 by the original action
and N act on Y0 as a subgroup of G, G˜ acts on Y0. The group G˜ acts on
N by (g, n)n′ = gnn′g−1. The first projection p1 : NY0 = N × Y0 → Y0 is a
G˜-enriched principal N -bundle. As (G,OY0)-modules,
Θ∗N,Y0 = e
∗
NY0
ωNY0/Y0
∼= e∗NY0p
∗
1(?)
NωNY0/Y0
∼= ωNNY0/Y0
∼= R(?)NRHomOY0 (ONY0 ,OY0) ∼= HomOY0 (ONY0 ,OY0)
N
∼= HomOY0 (O
N
NY0
,OY0) ∼= HomOY0 (OY0 ,OY0) ∼= OY0 .
Hence ΘN,Y0
∼= OY0 . The last assertion is trivial.
8. Frobenius twists and Frobenius kernels
(8.1) In this section, S is an Fp-scheme, where p is a prime number, and
Fp is the prime field of characteristic p, unless otherwise specified.
(8.2) Let us consider the ordered set Z as a category. Form,n ∈ Z, there is
a unique morphism from m to n when m ≤ n. Otherwise, Z(m,n) is empty.
Let F -SchS be the category defined as follows. An object of F -SchS
is a pair (hX : X → S, n) with hX : X → S an S-scheme, and n ∈ Z.
The hom-set F -SchS((X, n), (Y,m)) is empty if n < m. If n ≥ m, then
F -SchS((X, n), (Y,m)) is the set of morphisms ϕ : X → Y (not necessarily S-
morphisms) such that hY ϕ = F
n−m
S hX , where F
n−m
S : S → S is the (n−m)th
iteration of the (absolute) Frobenius morphism. Note that ν : F -SchS → Zop
given by ν(X, n) = n is a functor which makes F -SchS a fibered category
over Zop. An object F -SchS is called an (F, S)-scheme, and a morphism of
F -SchS is called an (F, S)-morphism.
(8.3) For (F, S)-morphisms ϕ : (X, n) → (Y, r) and h : (Y ′, m) → (Y, r),
the fiber product (X, n) ×(Y,r) (Y ′, m) in F -SchS does not exist in general.
However, if S = Spec k with k a perfect field (of characteristic p), then it
does exist. If S is general and m = r, then it exists. It is (X ×Y Y ′, n) with
the structure map
X ×Y Y ′ p1−→ X → S.
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Similarly, if n = r, then the fiber product exists.
(8.4) If u : S → S ′ is a morphism of Fp-schemes, then
(hX : X → S, n) 7→ (uhX : X → S ′, n)
is a functor from F -SchS to F -SchS′. If v : S
′ → S is a morphism of Fp-
schemes, then (X, n) 7→ (S ′ ×S X, n) is a functor from F -SchS to F -SchS′.
(8.5) A forgetful functor F -SchS → Sch/Fp is given by (X, n) 7→ X . X is
called the underlying scheme of (X, n). Sheaves and modules over (X, n) are
those for its underlying scheme X .
(8.6) For n ∈ Z, We denote the fiber ν−1(n) by F -SchS,n. Note that
i : Sch/S → F -SchS,0 given by X 7→ (X, 0) is an equivalence. We identify X
with i(X) = (X, 0), and Sch/S with F -SchS,0 via i, and consider that Sch/S
is a full subcategory of F -SchS.
(8.7) For r ∈ Z, r(?) : F -SchS → F -SchS given by r(X, n) = (X, n + r)
and rϕ = ϕ is an autoequivalence of F -SchS.
r(?) is also denoted by (?)(−r).
Thus we will write (X, r) by rX .
In what follows, when we consider Frobenius maps, we work over F -SchS.
The advantage of doing so is, we may consider X(r) for artitrary r ∈ Z not
only for S = Spec k with k a perfect field (as in [Jan, (9.2)]), but also for an
arbitrary Fp-scheme S.
(8.8) A homomorphism h : A → B of Fp-algebras is said to be purely
inseparable if for each b ∈ B, there exists some e ≥ 0 such that bpe ∈ h(A).
A morphism of Fp-schemes ϕ : X → Y is purely inseparable if it is affine,
and for each affine open subset U of Y , Γ(U, Y ) → Γ(ϕ−1(U), X) is purely
inseparable. A purely inseparable morphism is a radical morphism, and hence
is an integral morphism.
(8.9) Let Z be an S-scheme, r ∈ Z and e ≥ 0. Note that the absolute
Frobenius map F eZ :
e+rZ → rZ is an (F, S)-morphism.
An OZ-moduleM, viewed as an OrZ-module (note that rZ is Z, when it
is viewed as a scheme), is denoted by rM. The structure sheaf rOX is also
denoted by OrX .
Let ψ : Z ′ → Z be an S-morphism. The map e+rZ ′ → e+rZ×rZ rZ ′ given
by z′ 7→ (ψ(z′), F e(z′)) is denoted by Φe(Z,Z ′) or Φe(ψ) for e ≥ 0. Note that
67
Φe(Z,Z
′) is purely inseparable. By abuse of notation, we sometimes denote
the map
ηΦe(Z,Z′) : Oe+rZ×rZrZ′ → Φe(Z,Z ′)∗Oe+rZ′
by Φe(Z,Z
′) or Φe. Φe(S, Z) is denoted by Φe(Z), and is called the eth
relative Frobenius map or the S-Frobenius map of Z.
Φe is a natural transformation between the functors from the category of
morphisms in Sch/S to the category F -SchS,r+e, as can be seen easily.
Lemma 8.10. If G is an S-group scheme, then Φe(G) :
eG→ eS ×S G is a
homomorphism of eS-group schemes. Similarly, Φe(G) : G→ S ×S(e) G(e) is
a homomorphism of S-group schemes.
Proof. The first assertion is the consequence of the commutativity of the
diagram
eG×eS eGGF
@A
µeG
//
∼=

(Φe,Φe)// (eS ×S G)×eS (eS ×S G) ED
BC
µeS×SG
oo
∼=

e(G×S G)
eµG

Φe //

eS ×S (G×S G)
1×µG

eG
Φe // eS ×S G
.
The second assertion is also proved similarly.
(8.11) For a G-scheme Z, eZ is an eG-scheme. Also, eS×SZ is an eS×SG-
scheme, and hence it is also an eG-scheme through Φe(G). It is easy to see
that Φe(Z) :
eZ → eS ×S Z is an eG-morphism.
The kernel of Φe(G) : G → S ×S(e) G(e) is denoted by Ge, and is called
the eth Frobenius kernel of G, see [Jan, (I.9.4)] (for the case that S = Spec k
with k a perfect field). It is an S-subgroup scheme of G. The kernel of
Φe(G) :
eG → eS ×S G is eGe. We may also call eGe the Frobenius kernel,
by abuse of terminologies.
Lemma 8.12. Let V and W be locally Noetherian Fp-schemes, and ψ : V →
W a smooth morphism with relative dimension d. Then Φe(W,V )∗(OeV ) is
a locally free sheaf of eW ×W V of rank pde.
Proof. The question is local both on V and W , and we may assume that
V = SpecB andW = SpecA are both affine, and that there is a factorization
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A→ C = A[x1, . . . , xd]→ B such that C is a polynomial ring on d variables
over A, and B is e´tale over C (see [Mil, (I.3.24)]). It suffices to show that eB
is a projective eA⊗AB-module of rank pde. By [Has5, (33.5)], eB ∼= eC⊗CB,
and hence we may assume thatB = C. In this case, eA⊗AB = eA[x1, . . . , xd],
and eB = eA[ex1, . . . ,
exd]. So
eB is a free eA ⊗A B-module with the basis
{exi11 · · · exidd | 0 ≤ i1, . . . , id < pe}.
Lemma 8.13. Let G be an S-group scheme and N its normal subgroup
scheme. Let ψ : V → W be a G-enriched principal N-bundle, and assume
that S and N are locally Noetherian, and N is regular over S (that is, flat
with geometrically regular fibers). Then Φe(W,V ) :
eV → eW ×W V is an
eG-enriched principal eNe-bundle.
Proof. It is obvious that Φe(W,V ) is an
eG-morphism. So it suffices to prove
that Φe(W,V ) is a principal
eNe-bundle, assuming that G = N . Since N is
flat over S, ψ is fpqc.
Let W ′ be the S-scheme V with the trivial N -action, and h : W ′ → W
be ψ. Then since ψ is a principal N -bundle, the base change ψ′ : V ′ → W ′
of ψ by h is a trivial N -bundle. As the base change
Φe(W,V )
′ : W ′ ×W eV 1W ′×Φe(W,V )−−−−−−−−→W ′ ×W (eW ×W V )
is identified with Φe(W
′, V ′) = Φe(ψ
′) (see [Has2, Lemma 4.1, 4]), it suffices
to prove that Φe(W
′, V ′) is a principal eNe-bundle by [Has11, (2.11)], since
h is fpqc.
As ψ′ is a trivial bundle, Φe(ψ
′) is identified with 1W ′ × Φe(N). By
[Has11, (2.11)] again, it suffices to prove that Φe(N) :
eN → eS ×S N is
a principal eNe-bundle. By the theorem of Radu and Andre´ [Rad], [And],
[Dum], Φe(W,V ) = Φe(N) is flat. Being a homeomorphism, it is fpqc. Note
that KerΦe(N) =
eNe. Being an fpqc homomorphism, Φe is a principal
eNe-bundle (as in [Has11, (6.4)]), as required.
9. Semireductive group schemes
Lemma 9.1. Let A ⊂ B be a finite extension of commutative rings. A is
Noetherian if and only if B is Noetherian. A is Noetherian F -finite if and
only if B is Noetherian F -finite.
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Proof. If A is Noetherian, then B is Noetherian by Hilbert’s basis theorem.
The converse is known as Eakin–Nagata theorem [Mat, Thereom 3.7].
We prove the second assertion. If A is F -finite, then B is F -finite, since
B is F -finite over A [Has8, Lemma 2, Example 3]. We prove the converse.
We have Ap ⊂ Bp ⊂ B, and Bp is Ap-finite and B is Bp-finite, where Ap =
{ap | a ∈ A} = FA(A) ⊂ A (FA is the Frobenius map). So B is Ap-finite.
As Ap is Noetherian and A is a submodule of the finite Ap-module B, A is a
finite Ap-module, and A is F -finite.
Lemma 9.2. Let k be a field of characteristic p > 0, and G a finite group.
Then there exists some e ≥ 0 such that for any finite dimensional G-module
V and any v ∈ V G \ {0}, there exists some h ∈ Sympe V ∗ such that h(v) = 1.
Proof. Let P be a Sylow p-subgroup of G of order pe. Let σ1, . . . , σn be a
complete set of representatives of G/P . Note that n is invertible in k. Let
ψ ∈ V ∗ be any element such that ψ(v) = 1. Then h = n−1∑ri=1 σi∏g∈P gψ
is the desired element.
(9.3) Let k be a field of arbitrary characteristic, and G be an affine alge-
braic k-group scheme. We say that G is semireductive if G¯◦red is (connected)
reductive, where k¯ is the algebraic closure of k, and G¯ = k¯⊗kG. That is, the
radical of G¯red is a torus. We say that G is a semitorus if G¯
◦
red is a torus. Note
that a semireductive and linearly reductive are equivalent in characteristic
zero. A linearly reductive affine algebraic k-group scheme in characteristic
p > 0 is a semitorus, as can be seen easily from Nagata’s theorem [Nag,
Theorem 1]. See also [Swe2].
Lemma 9.4. Let k be a field of arbitrary characteristic, and G a semireduc-
tive affine algebraic k-group scheme. Let B be a G-algebra, and I a G-ideal.
Then for each b ∈ (B/I)G, there exists some r such that br ∈ BG/IG. More
precisely,
1 If the characteristic of k is zero, r can be taken to be 1.
2 If the characteristic of k is p > 0, then r can be taken to be a power of
p.
3 In 2, if G is a semitorus, then there exists some e0 which depends only
on G and independent of B or b, such that r can be taken to be pe0.
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In case 2, (B/I)G is purely inseparable over BG/IG. In any case, the canon-
ical map Spec(B/I)G → Spec(BG/IG) is a universal homeomorphism.
Proof. We may assume that k is algebraically closed. If the characteristic of
k is zero, then G is linearly reductive, and BG → (B/I)G is surjective, and
the assertion 1 is obvious. So we may assume that the characteristic is p > 0.
Take c ∈ B such that c modulo I equals b. Let e ≥ 0 be the number
such that G/Ge is reduced (hence is smooth and is isomorphic to G
(e)
red).
Note that the connected reductive group G◦red over the algebraically closed
field k is defined over Fp (see [Jan, (II.1)] and references therein), and hence
(G
(e)
red)
◦ = (G◦red)
(e) ∼= G◦red is reductive. It is easy to see that cpe ∈ BGe . Note
that we can take this e depending only on G. Replacing b by bp
e
, B by BGe ,
I by IGe, and G by G/Ge ∼= G(e)red, we may assume that G is smooth.
Then by Haboush’s theorem (the Mumford conjecture) [Jan, (II.10.7)]
and [MuFK, (A.1.2)], we have that there exists some e such that bp
e
is in
(BG
◦
/IG
◦
)G/G
◦
. The choice of e may depend on b this time, but if 3 is
assumed, then G◦ is a torus, which is linearly reductive, and we can take
e = 0, which depends only on G.
Then replacing G by G/G◦, we may assume that G is a finite group. This
case is proved by the same proof as in [MuFK, (A.1.2)], using Lemma 9.2.
Lemma 9.5. Let k be a field of arbitrary characteristic and G a semireductive
k-group scheme, and ϕ : X → Y be an algebraic quotient by G. Then ϕ is
a universally submersive categorical quotient. If, moreover, ϕ is a geometric
quotient, then it is universally open.
Proof. We may assume that k is of characteristic p > 0 by [MuFK, Theo-
rem 1.1]. In the proof of [MuFK, Theorem A.1.1] in Appendix to Chapter 1,
C., it is proved that ϕ is a submersive categorical quotient. We prove the
first assertion. We only need to prove that ϕ is universally submersive. So
we may assume that Y = SpecA is affine. Then B = SpecB is also affine
and A = BG. It suffices to show that for any A-algebra A′, the base change
X ′ = SpecB′ → SpecA′ = Y ′ is submersive.
There is a sequence of maps
A
α−→ A′′ β−→ A′
such that α is flat and β is surjective. Indeed, for each a ∈ A′, consider
a variable xa, and set A
′′ = A[xa | a ∈ A′]. Then (B′′)G = A′′, where
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B′′ = A′′ ⊗A B. So we know that ϕ′′ = X ′′ = SpecB′′ → SpecA′′ = Y ′′ is
submersive. So replacing A by A′′, we may assume that A → A′ = A/I is
surjective.
We want to prove that the canonical map γ : Z ′ = Spec(B′)G → SpecA′ =
Y ′ is a homeomorphism. As we know that ϕ is surjective, ϕ′ : X ′ =
SpecB′ → SpecA′ = Y ′ is also surjective. As ϕ′ factors through γ, we
have that γ is surjective. On the other hand, by Lemma 9.4, A′ → (B′)G is
purely inseparable. Thus γ is injective and closed, and hence is a homeomor-
phism. As δ : X ′ = SpecB′ → Spec(B′)G = Z ′ is known to be submersive,
ϕ′ = γδ is also submersive.
Now the last assertion follows from Lemma 1.11.
Lemma 9.6. Let k be a field, and G an affine algebraic k-group scheme. Let
B be a Noetherian G-algebra. Set A := BG. Assume either
a k is of characteristic zero and G is semireductive;
b k is a field of characteristic p > 0, G is a semitorus, and B is F -finite;
or
c k is a field of characteristic p > 0, G is semireductive, and there is a
Noetherian k-algebra R and a k-algebra map R→ A such that B is of
finite type over R.
Then
1 For any B-finite (G,B)-module M , MG is a finite A-module.
2 A is Noetherian.
3 If G is finite, then B is finite over A.
4 In the case of b, A is F -finite.
5 In the case of c, A is of finite type over R.
Proof. We prove the lemma by the Noetherian induction. The cases are
divided, and when we consider the case b (resp. c), the inductive hypothesis
5 (resp. 4) will never be used.
We may assume that for any nonzero G-ideal I of B and any (G,B/I)-
module M , MG is (B/I)G-finite, (B/I)G is Noetherian, and if b is assumed,
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(B/I)G is F -finite. If c is assumed, then we may assume that (B/I)G is of
finite type over R.
Consider the case that b is assumed. Note that there exists some e0 such
that ((B/I)G)p
e0 ⊂ BG/IG ⊂ (B/I)G by Lemma 9.4, 3. As (B/I)G is F -
finite, (B/I)G is a finite BG/IG-module for any nonzero G-ideal I of B. If c
is assumed, then we have that (B/I)G is integral over BG/IG by Lemma 9.4,
2. As we assume that (B/I)G is of finite type over R, (B/I)G is finite over
BG/IG. If a is assumed, then BG/IG = (B/I)G by the linear reductivity,
and obviously (B/I)G is BG/IG-finite. Thus (B/I)G is finite over BG/IG in
either case.
In either case, we have that BG/IG is a Noetherian ring by Lemma 9.1.
Also by the induction hypothesis, MG is a Noetherian A-module if M is a
B-finite (G,B)-module with annM 6= 0.
We prove that for any B-finite (G,B)-module M , MG is a Noetherian
A-module. This proves 1 and 2.
If B is not a G-domain (see [HasM]) and IJ = 0 for some nonzero G-ideals
I and J , then
0→ (IM)G → MG → (M/IM)G
is exact and (IM)G and (M/IM)G are Noetherian A-modules (since J and
I respectively annihilate IM and M/IM), MG is a Noetherian A-module.
So we may assume that B is a G-domain. We prove thatMG is a Noethe-
rian A-module by the induction on the length of MP , where P is any fixed
minimal prime ideal of B.
By a G-torsion submodule of M , we mean a (G,B)-submodule of M
whose annihilator is nonzero. We define the G-torsion part Mtor of M to be
the sum of all the G-torsion submodules of M . Note that Mtor is the largest
G-torsion submodule of M . As (Mtor)
G is a Noetherian A-module and
0→ (Mtor)G →MG → (M/Mtor)G
is exact, replacing M by M/Mtor, we may assume that M is G-torsion-free,
that is, M does not have a nonzero G-torsion submodule.
IfMG = 0, then MG is a Noetherian module. IfMG 6= 0, then there is an
injective (G,B)-linear map B →M . As (M/B)G is Noetherian by induction,
it suffices to prove that A = BG is a Noetherian A-module, that is, A is a
Noetherian ring.
Let J be an ideal of A. We want to show that J is finitely generated.
If J = 0, then J is finitely generated. So we may assume that J 6= 0. Let
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a ∈ J \ {0}. Since aB is a nonzero G-ideal of B and B is a G-domain, we
have that 0 :B aB = 0. That is, a is a nonzero divisor in B. So B ⊂ B[a−1],
and hence A = BG = B ∩ B[a−1]G. So if c = ab ∈ aB ∩ A, then b = ca−1 ∈
B ∩ B[a−1]G = A. So c ∈ aA, and we have that (aB)G = aB ∩ A = aA.
Hence A/aA is a Noetherian ring, and J/aA is finitely generated. Hence J
is finitely generated, as desired.
Next, we prove 3. Let B0 be the k-algebra B with the trivial G-action.
Then the coaction ωB : B → B0 ⊗ k[G] is a G-algebra map. Thus B0 ⊗ k[G]
is a B-finite (G,B)-module. Clearly, (B0 ⊗ k[G])G = B0 ⊗ k = B0 as A-
algebras, and B0 is isomorphic to B as A-algebras, as can be seen easily. On
the other hand, B0 = (B0 ⊗ k[G])G is A-finite by 1. Thus B is A-finite, and
3 has been proved.
So the case a has been completed, because 4 and 5 are trivial in this case.
If c is assumed, then SpecB → SpecA is universally submersive by
Lemma 9.5. Now the assertion 5 follows from 2, which has already been
proved, by [Alp, (6.2.1)]. So the proof of c⇒1,2,3,5 has been completed (as
we have emphasized, we have not used the inductive hypothesis 4 for the
case c at all).
If G is finite, then 4 follows from 3 and Lemma 9.1.
Thus the lemma has also been completely proved for the case that G is
finite.
We prove the lemma for the general case. It suffices to prove 1, 2, 3, 4
assuming b.
Replacing k by its finite purely inseparable extension, we may assume
that Gred is k-smooth. Then for some e ≥ 0, G/Ge ∼= k ⊗kpe G(e)red is k-
smooth, see for the notation on the Frobenius twist, see section 12. Note
that k¯ ⊗k (G/Ge) ∼= k¯ ⊗kpe G(e)red ∼= G¯(e)red. As the torus G¯◦red is defined over
Fp, we have that G/Ge is a semitorus. As the lemma is already proved for
the finite group scheme Ge, replacing G by G/Ge, we may assume that G is
smooth.
Next, replacing k by some finite Galois extension, we may assume that
G◦ is a split torus. If the lemma is proved for the split torus G◦, then as
the lemma is already proved for the finite group scheme G/G◦, the proof of
the lemma completes. Thus we may assume that G is a split torus. Then
replacing k by Fp, we may assume that k = Fp, which is perfect. Then the
absolute Frobenius map F : G → G(1) is a faithfully flat homomorphism of
k-group schemes by the theorem of Kunz [Kun2, Theorem 2.1], G acts on
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B(1), and (B(1))G = (B(1))G
(1)
= A(1) by Lemma 4.15.
Now we repeat the inductive argument above. Then as above, we reach
the situation that 1, 2, 3 are already proved, and we prove 4. Then 1, 2, 3
are also true for the action of G(1) on B(1). Hence 1, 2, 3 are also true for
the action of G on B(1) through the Frobenius map G→ G(1).
As B is a B(1)-finite (G,B(1))-module by F -finiteness, A = BG is a finite
A(1)-module by 1, which has already been proved. Now by induction, we have
proved 1, 2, 3, 4 for the case b. This finishes the proof of the lemma.
Chapter 1. Main Results
10. Almost principal fiber bundles
(10.1) Let f : G→ H be a qfpqc homomorphism of S-group schemes with
N = Ker f .
Definition 10.2. A diagram of G-schemes
X U? _
ioo ρ // V 
 j // Y
is said to be a G-enriched rational n-almost principal N-bundle if the follow-
ing six conditions hold.
1 N acts on Y trivially.
2 i is an open immersion.
3 j is an open immersion.
4 i(U) is n-large in X .
5 j(V ) is n-large in Y .
6 ρ is a G-enriched principal N -bundle.
A G-enriched rational n-almost principal G-bundle is simply called a rational
n-almost principal G-bundle. In these definitions, we may simply say ‘almost’
instead of saying ‘1-almost.’
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Definition 10.3. A G-morphism ϕ : X → Y is said to be a G-enriched
n-almost principal N-bundle with respect to U and V if U is a G-stable open
subset of X and V is an H-stable open subset of Y , ϕ(U) ⊂ V , and
X U? _
ioo ρ // V 
 j // Y
is a G-enriched rational n-almost principal N -bundle, where ρ : U → V is
the restriction of ϕ, and i and j are inclusions. We simply say that ϕ is
a G-enriched n-almost principal N -bundle, if it is so with respect to some
U and V . We may omit the epithet ‘G-enriched’ if G = N . We may use
‘almost’ as a synonym of ‘1-almost.’
Lemma 10.4. Let S be a scheme, and h : M → N be a morphism of S-
schemes. Then the following conditions are equivalent.
1 h is qfpqc.
2 For any S-scheme W and an S-morphism α : W → N , there exists
some qfpqc morphism β : W ′ → W such that αβ ∈ N(W ′) is in the
image of h(W ′) : M(W ′)→ N(W ′).
Proof. 1⇒2. Replacing M if necessary, we may assume that h is fpqc. Let
W ′ = M ×N W , and let β : W ′ → W be the second projection, and let
γ ∈ M(W ′) be the first projection. Then hγ = αβ is in the image of h(W ′).
2⇒1. Let α be the identity morphism of N . Then there exists some
qfpqc morphism γ : W ′ → M such that β = hγ : W ′ → N is qfpqc. Thus h
is also qfpqc, as desired.
Lemma 10.5. Let h : M → N be a qfpqc monomorphism of S-schemes.
Then h is an isomorphism.
Proof. Letting W = N in Lemma 10.4, 2, there is a qfpqc morphism β :
W ′ → N which is in the image of h(W ′) : M(W ′) → N(W ′). Replacing
β if necessary, we may assume that β is fpqc. There is γ ∈ M(W ′) such
that hγ = β. Let pi : W
′ ×N W ′ → W ′ be the ith projection. Then
hγp1 = βp1 = βp2 = hγp2. As h is a monomorphism, γp1 = γp2. By [Vis,
(2.55)], there is g : N → M such that gβ = γ. Then hgβ = hγ = β. By
[Has11, (2.9)] (or by [Vis, (2.55)] again), hg = 1N . So hgh = 1Nh = h1M .
As h is a monomorphism, gh = 1M . So g = h
−1, and h is an isomorphism,
as desired.
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(10.6) Let E be an S-group scheme, and G its subgroup scheme. Let
f : G→ H be a qfpqc homomorphism between S-group schemes, and N :=
Ker f . Assume that G and N are normal in E. As G is normal in E, E acts
on G by the conjugation. That is, the action is given by (a, g) 7→ aga−1 for
a ∈ E and g ∈ G.
Lemma 10.7. Let the notation be as in (10.6). There exists a unique action
of E on H such that f is an E-morphism. The action is by group automor-
phisms.
Proof. Consider the following diagram.
E ×G×H G
1E×p1//
1E×p2
// E ×G 1E×f //
aG

E ×H
aH

G
f // H
We want to find a unique arrow aH such that the diagram is commutative.
As the representable functor H = HomSch/S(?, H) is a sheaf with respect to
the fpqc topology [Vis, (2.55)], H(E ×H) is the difference kernel of
H(E ×G)
(1E×p1)
∗
//
(1E×p2)
∗
// H(E ×G×H G) .
So aH which makes the diagram commutative is unique.
To show the existence, it suffices to show that faG(1E × p1) = faG(1E ×
p2). Let b ∈ E, and (g1, g2) ∈ G×H G. Then
(faG(1E × p1)(b, g1, g2))(faG(1E × p2)(b, g1, g2))−1 =
(faG(b, g1))(faG(b, g2))
−1 = f(bg1b
−1)f(bg2b
−1)−1 = f(bg1g
−1
2 b
−1).
As g1g
−1
2 ∈ N and N is normal in E, f(bg1g−12 b−1) is trivial, and we have
faG(1E × p1) = faG(1E × p2).
We show that the action aH is by group automorphisms. We want to
show that the two maps α1, α2 : E × H × H → H given by α1(b, h1, h2) =
b · (h1h2) and α2(b, h1, h2) = (b · h1)(b · h2) agree. As the qfpqc morphism
1E × f × f : E×G×G→ E×H ×H is an epimorphism, it suffices to prove
that α1(1E × f × f) = α2(1E × f × f). This is left to the reader.
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Lemma 10.8. Let E, G, f : G→ H, and N be as in (10.6). Let X, Y , and
Z be E-schemes. Let ϕ : X → Y be a G-morphism which is N-invariant. Let
ψ : Y → Z be an H-invariant morphism. Consider the following conditions.
a ϕ is an E-enriched principal N-bundle.
b ψ is an E-enriched principal H-bundle.
c ψϕ is an E-enriched principal G-bundle.
Then we have
1 a and b together imply c.
2 a and c together imply b.
3 If ϕ is an E-morphism, then b and c together imply a.
Proof. 1. First, we prove that ΨG : G×X → X ×Z X given by ΨG(g, x) =
(gx, x) is a monomorphism. That is, ΨG(W ) : G(W )×X(W )→ X(W )×Z(W )
X(W ) is injective for any S-scheme W . Let (g, x), (g1, x1) ∈ G(W )×X(W )
such that ΨG(W )(g, x) = ΨG(W )(g1, x1). Then x = x1, and gx = g1x.
Letting g−11 g = u, ux = x. As f(u)ϕ(x) = ϕ(x) and hence ΨH(e, ϕ(x)) =
ΨH(f(u), ϕ(x)), we have that f(u) = e by b. That is, u ∈ N .
As ΨN(e, x) = ΨN(u, x), we have u = e by a, and hence ΨG is injective.
Next, we prove that for any (x′, x) ∈ X(W ) ×Z(W ) X(W ), there exists
some qfpqc morphism α : W ′ → W such that (x′α, xα) ∈ X(W ′) ×Z(W ′)
X(W ′) is in the image of ΨG(W
′).
Note that (ϕx′, ϕx) ∈ Y (W ) ×Z(W ) Y (W ) is in the image of ΨH(W ).
That is, there exists some h ∈ H(W ) such that hϕx = ϕx′. As f : G → H
is qfpqc, there exists some qfpqc morphism β : W ′ → W and g ∈ G(W ′)
such that f(g) = hβ. Then we have ϕ(g(xβ)) = ϕ(x′β). As (g(xβ), x′β) ∈
X(W ′)×Y (W ′)X(W ′) is in the image of ΨN(W ′), there exists some n ∈ N(W ′)
such that ng(xβ) = x′β. This shows that ΨG(ng, xβ) = (x
′β, xβ), and hence
the image of (x′, x) in (X×ZX)(W ′) is in the image of ΨG(W ′). Hence ΨG is
qfpqc by Lemma 10.4. Being a qfpqc monomorphism, ΨG is an isomorphism
by Lemma 10.5. As ϕ and ψ are qfpqc E-morphisms, ψϕ is a qfpqc E-
morphism by [Has11, (2.3)]. By [Vis, (4.43)], ψϕ is an E-enriched principal
G-bundle.
2. Let W be any S-scheme, y ∈ Y (W ), h ∈ H(W ) such that hy = y.
Then there is a qfpqc morphism β : W ′ → W , x ∈ X(W ′), g ∈ G(W ′) such
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that ϕ(x) = yβ and f(g) = hβ. Thus f(g)(ϕ(x)) = ϕ(x). This implies
(gx, x) ∈ X(W ′)×Y (W ′) X(W ′). So there exists some n ∈ N(W ′) such that
(nx, x) = (gx, x). As ΨG is a monomorphism, g = n ∈ N(W ′). Hence
hβ = f(g) = e = eβ. As β is an epimorphism, h = e, and hence ΨH is a
monomorphism.
Next, let (y′, y) ∈ Y (W )×Z(W ) Y (W ). Take an fpqc morphism β :W ′ →
W , x′ ∈ X(W ′), x ∈ X(W ′) such that ϕ(x′) = y′β and ϕ(x) = yβ. As
ΨG(W
′) is bijective, there exists some g ∈ G(W ′) such that gx = x′. Then
ΨH(fg, yβ) = (y
′β, yβ). By Lemma 10.5, ΨH is an isomorphism. As ψϕ is
qfpqc, ψ is qfpqc. As ψϕ is an E-morphism and ϕ is a qfpqc E-morphism,
it is easy to see that ψ is an E-morphism. Thus ψ is an E-enriched principal
H-bundle.
3. Consider the diagram
G×X aG,X //
f×1X

(a)
X
ϕ

H ×X 1H×ϕ //
pX2

(b)
H × Y aH,Y //
pY2

(c)
Y
ψ

X
ϕ // Y
ψ // Z
,
where pX2 and p
Y
2 are the second projections. It is easy to check that the
diagram is commutative. As ψ is a principal H-bundle, the square (c)
is cartesian. Similarly, as ψϕ is a principal G-bundle, the whole square
((a)+(b)+(c)) is also cartesian. (b) is also cartesian, and hence it is easy
to see that (a) is cartesian. On the other hand, letting N act on H × X
trivially and on G×X by n(g, x) = (ng, x), (a) is a commutative diagram of
N -schemes.
As f × 1X is a principal N -bundle and it is a base change of ϕ by ψϕ,
which is qfpqc, we have that ϕ is also a principal N -bundle by [Has11, (2.11)].
As we assume that ϕ is an E-morphism, we have that ϕ is an E-enriched
principal N -bundle.
(10.9) In Lemma 10.8, 3, the assumption that ϕ is an E-morphism is
indispensable. Let S = Spec k = Z with k a field, Y = H = N = E0 = Z/2Z
(the constant group), X = G = H ×N , ϕ = f : G→ H the first projection,
and E = E0 × G. Let E act on X by (e0, h, n)(h′, n′) = (e0hh′, nn′) for
e0 ∈ E0 and (h, n), (h′, n′) ∈ G. Let E act on Y by (e0, h, n)y = hy, and on
Z trivially. Then b and c are satisfied, but ϕ is not an E-morhphism.
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Lemma 10.10. Let ψ : Z ′ → Z be a flat morphism of schemes, and W ⊂ Z
be an open subset. Set W ′ := ψ−1(W ).
1 If W is n-large in Z, then W ′ is n-large in Z ′.
2 Assume that ψ is qfpqc, and that Z ′ is locally Krull. If W ′ is large in
Z ′, then W is large in Z.
3 Assume that ψ is qfpqc, and that Z ′ is locally Noetherian. If W ′ is
n-large in Z ′, then W is n-large in Z.
Proof. 1. Let z′ ∈ Z ′\W ′. Then z := ψ(z′) ∈ Z\W , and hence dimOZ,z ≥ n.
As the going-down theorem holds between OZ,z and OZ′,z′ by flatness, we
have dimOZ′,z′ ≥ dimOZ,z ≥ n, and hence W ′ is n-large in Z ′.
2, 3. The question is local on Z, and we may assume that Z = SpecA is
affine. Replacing Z ′, we may assume that Z ′ = SpecA′ is also affine. Note
that A′ is faithfully flat over A.
We prove 2. A′ is locally Krull. As A′ is a finite direct product of Krull
domains, so is A by [Has9, (5.8)]. So we may further assume A is a domain.
Then the result follows from [Has9, (5.13)].
We prove 3. A′ is Noetherian. Then A is also Noetherian. Let P ∈ SpecA
with htP < n. If P ′ is a minimal prime of the ideal PB, then htP ′ < n by
[Mat, Theorem 15.1]. So the assertion follows.
Remark 10.11. Let A be the DVR k[y](y), B the DVR k(y)[x](x), and A
′ :=
A + xB. Note that A′ is the composite of B and A [Mat, section 10]. Set
Z ′ := SpecA′, and Z := SpecA. Let W = Z \ {(y)} = D(y) ⊂ Z. Let
ψ : Z ′ → Z be the morphism associated with the inclusion A →֒ A′. Then
although A is a DVR and A′ is a valuation ring faithfully flat over A, the
conclusion of 2 or 3 in (10.10) does not hold. So the Noetherian or Krull
hypothesis on A′ is indispensable.
Lemma 10.12. Let f : G → H be a qfpqc homomorphism between S-group
schemes with N = Ker f , and ϕ : X → Y a G-morphism which is N-
invariant. Let U ⊂ X and V ⊂ Y be open subsets. Let h : Y ′ → Y be a flat
G-morphism such that Y ′ is N-trivial. Let ϕ′ : X ′ := Y ′ ×Y X → Y ′ be the
base change, and set U ′ = Y ′ ×Y U , and V ′ = Y ′ ×Y V . Then
a If ϕ is a G-enriched n-almost principal N-bundle with respect to U and
V , then ϕ′ is a G-enriched n-almost principal N-bundle with respect to
U ′ and V ′.
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b Assume that h is fpqc, and that both X ′ and Y ′ are locally Krull (resp.
locally Noetherian). If ϕ′ is a G-enriched almost (resp. n-almost) prin-
cipal N-bundle with respect to U ′ and V ′, then ϕ is a G-enriched almost
(resp. n-almost) principal N-bundle with respect to U and V .
Proof. Clearly, ϕ′ is also a G-morphism which is N -invariant.
a Let ρ : U → V be the restriction of ϕ, and ρ′ : U ′ → V ′ be its base
change. Each of the six conditions in Definition 10.2 for X ′, ρ′ : U ′ → V ′
and U ′ is proved using the corresponding condition for X , ρ : U → V and U .
This is trivial for the conditions 1, 2, and 3. The conditions 4 and 5 follow
from Lemma 10.10, 1. The conditions 6 follows from [Has11, (2.7)].
b The image of the composite
G× U ′ →֒ G×X ′ a−→ X ′ → X
is contained in U by assumption. This map agrees with
G× U ′ 1×h|U′−−−−→ G× U →֒ G×X a−→ X.
As 1× h|U ′ is faithfully flat and hence is surjective, U is G-stable. Similarly,
V is H-stable.
Now we check the six conditions in Definition 10.2 for X , ρ : U → V and
U . The conditions 1, 2, 3 are assumed.
4 and 5 are the consequences of Lemma 10.10, 2 (resp. 3). 6 follows from
[Has11, (2.11)].
Theorem 10.13. Let G be a quasi-compact quasi-separated flat S-group
scheme, and ϕ : X → Y a quasi-compact quasi-separated almost principal
G-bundle. Assume that X is locally Krull. Then the following are equivalent.
1 The canonical map η¯ : OY → (ϕ∗OX)G is an isomorphism.
2 Y is a locally Krull scheme.
Proof. By Lemma 2.21, 2, the question is local on Y , and hence we may
assume that Y is affine. So X is quasi-compact quasi-separated, and 1⇒2
follows from [Has9, (6.3)].
We prove 2⇒1. Let ϕ be an almost principal G-bundle with respect to
i : U →֒ X and j : V →֒ Y . Let ρ : U → V be the restriction of ϕ, which is
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a principal G-bundle. Then applying Lemma 2.21, 3 to the cartesian square
ϕ−1(V )
i′ //
ϕ′

X
ϕ

V
j // Y
,
the result follows if η¯ : OV → (ϕ′∗Oϕ−1(V ))G is an isomorphism, where ϕ′ :
ϕ−1(V )→ V is the restriction of ϕ, and i′ : ϕ−1(V )→ X is the inclusion. So
we may assume that V = Y (and hence ϕ−1(V ) = X). As η : OX → i∗OU is
an isomorphism by [Has9, (5.28)], it suffices to show that the composite
OY η¯−→ (ϕ∗OX)G η−→ (ϕ∗i∗OU)G = (ρ∗OU)G,
which equals η¯ for ρ, is an isomorphism. As ρ is a principal G-bundle, this
is [Has11, (5.31)].
Example 10.14. Theorem 10.13 can be used to check that a candidate of
the invariant subring is certainly the one.
Let S = SpecC, X = A4C, Y = A
3
C, and G = Ga = SpecC[τ ]. Let G act
on X by t(x1, x2, x3, x4) = (x1 + tx2, x2, x3 + tx4, x4). Let ϕ : X → Y be the
map given by ϕ(x1, x2, x3, x4) = (x2, x4, x1x4 − x2x3). Let B = Γ(X,OX) =
C[ξ1, ξ2, ξ3, ξ4], and A = Γ(Y,OY ) = C[ξ2, ξ4, w], where ξi(x1, x2, x3, x4) = xi,
and w = ξ1ξ4 − ξ2ξ3. Then it is easy to verify that ϕ is G-invariant. Let
V = D(ξ2, ξ4) = Y \ V (ξ2, ξ4), and U = ϕ−1(V ) = X \ V (ξ2, ξ4). Obviously,
V is a large open subset of Y , and U is a large G-stable open subset of X .
Let ρ : U → V be the restriction of ϕ. Since B[ξ−12 ] = A[ξ−12 ][−ξ−12 ξ1] and
t(−ξ−12 ξ1) = −ξ−12 ξ1 + t, SpecB[ξ−12 ] → SpecA[ξ−12 ] is a trivial G-bundle.
Similarly, SpecB[ξ−14 ] → SpecA[ξ−14 ] is also a trivial G-bundle, and hence
ρ : U → V is a principal G-bundle.
Hence ϕ : X → Y is an almost principal G-bundle with respect to U and
V . By Theorem 10.13, we have that A = BG. So ϕ is an algebraic quotient.
Note that ϕ is not surjective. Indeed, (0, 0, 1) is not in the image of
ϕ. This also shows that ϕ is not a categorical quotient. Indeed, if ϕ is a
categorical quotient, then letting W = Y \ {(0, 0, 1)}, ψ : X → W the same
as ϕ, and u : W →֒ Y the inclusion, we have that ϕ = uϕ′. By Lemma 7.2,
u must be an isomorphism, and this is absurd.
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11. The behavior of the class groups and the canonical modules
with respect to rational almost principal bundles
(11.1) Let f : G → H be an fpqc homomorphism between flat S-group
schemes with N = Ker f .
Theorem 11.2. Let
X U? _
ioo ρ // V 
 j // Y
be a G-enriched rational almost principal N-bundle. Assume that both X and
Y are locally Krull. Then i∗ρ
∗j∗ : Ref(H, Y )→ Ref(G,X) is an equivalence,
and (j∗ρ∗i
∗?)N is its quasi-inverse. This equivalence induces an equivalence
Refn(H, Y ) ∼= Refn(G,X) for each n ≥ 0, where Refn denotes the category
of reflexive modules of rank n. It also induces an isomorphism Cl(H, Y ) ∼=
Cl(G,X).
Proof. This follows immediately from [Has11, (7.4)] and [Has9, (5.31)].
Lemma 11.3. Let ϕ : X → Y be a G-enriched almost principal N-bundle
with respect to the open subsets U and V . Let i : U → X and j : V → Y
be the inclusion, and ρ : U → V the restriction of ϕ. Assume that X and Y
are locally Krull. Then the equivalence i∗ρ
∗j∗ agrees with (?)∗∗ϕ∗ as functors
from Ref(H, Y ) to Ref(G,X), and is independent of the choice of U or V .
Its quasi-inverse (j∗ρ∗i
∗?)N agrees with (ϕ∗?)
N as functors from Ref(G,X)
to Ref(H, Y ), and is also independent of U or V .
Proof. As functors from Ref(H, Y ) to Ref(G,X),
(?)∗∗ϕ∗ ∼= i∗i∗(?)∗∗ϕ∗ ∼= i∗(?)∗∗i∗ϕ∗ ∼= i∗(?)∗∗ρ∗j∗ ∼= i∗ρ∗j∗
by [Has9, (5.28), (5.20), (5.9)]. As functors from Ref(G,X) to Ref(H, Y ),
(?)Nϕ∗ ∼= (?)Nϕ∗i∗i∗ ∼= (?)Nj∗ρ∗i∗.
Corollary 11.4. If ϕ : X → Y is a G-enriched almost principal N-bundle,
and X and Y are locally Krull, then (?)N ◦ ϕ∗ : Ref(G,X) → Ref(H, Y ) is
an equivalence, and (?)∗∗ ◦ ϕ∗ : Ref(H, Y ) → Ref(G,X) is its quasi-inverse.
In particular, (ϕ∗OX)G ∼= OY in Ref(H, Y ). This equivalence also induces
an isomorphism Cl(H, Y ) ∼= Cl(G,X).
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In the next theorem, consider that G = N and f : G → H = e = S is
the trivial homomorphism.
Theorem 11.5. Let G be a flat S-group scheme, and let
X U? _
ioo ρ // V 
 j // Y
be a rational almost principal G-bundle. Assume that both X and Y are
locally Krull, X is quasi-compact quasi-separated, and Y is quasi-compact.
Assume that ρ is quasi-compact (e.g., G→ S is quasi-compact) and univer-
sally open (e.g., G → S or ρ is locally of finite presentation). Then there is
an exact sequence
0→ H1alg(G,O×X)→ Cl(Y )→ Cl(X)G → H2alg(G,O×X),
where Cl(X)G is the subgroup of Cl(X) consisting of [M] withM ∈ Ref1(X)G,
where Ref1(X)
G is the full subcategory of Qch(X) consisting of rank-one re-
flexive sheavesM such that a∗M∼= p∗2M in Ref1(G×X), where a : G×X →
X is the action, and p2 : G×X → X is the second projection.
Proof. Let C be the set of quasi-compact large open subsets of V . Let D1
be the set of quasi-compact large open subsets of U . Let D be the set of
G-stable open subsets Z of U such that Z ∈ D1.
First, for Z1 ∈ D1, we have that ρ(Z1) ∈ C. Indeed, as ρ is universally
open, ρ(Z1) is an open subset of V . As Z1 is quasi-compact, so is ρ(Z1). As
Z1 is large in U and ρ
−1(ρ(Z1)) ⊃ Z1, we have that ρ−1(ρ(Z1)) is also large
in U . As U is locally Krull and ρ is fpqc, we have that ρ(Z1) is large in V
by Lemma 10.10, 2. Thus ρ(Z1) ∈ C.
Next, for W ∈ C, we have that ρ−1(W ) ∈ D. As ρ is a G-invariant
morphism, ρ−1(W ) is a G-stable open subset of U . As ρ is quasi-compact,
ρ−1(W ) is quasi-compact. By Lemma 10.10, 1, we have that ρ−1(W ) is large
in U , and hence ρ−1(W ) ∈ D.
As ρ is a principal G-bundle, Ψ : G× U → U ×V U is a U -isomorphism,
where U ×V U is a U -scheme via the second projection. As ρ is quasi-
compact, U ×V U is quasi-compact over U , and hence so is G×U . Thus for
each Z1 ∈ D1, G× Z1 is quasi-compact.
For Z1 ∈ D1, Z := ρ−1(ρ(Z1)) lies in D by the argument above. Let
a1 : G× Z1 → Z be the action. As Ψ : G× U → U ×V U is surjective (since
ρ is a principal G-bundle), a1 is surjective. As a1 is flat surjective, G×Z1 is
quasi-compact, and Z is quasi-separated, we have that a1 is fpqc.
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Note that Z 7→ ρ(Z) and W 7→ ρ−1(W ) gives an order-preserving bijec-
tion between D and C. Indeed, as ρ is surjective, ρ(ρ−1(W )) = W . On the
other hand, for Z ∈ D, as G×Z → ρ−1(ρ(Z)) is surjective and Z is G-stable,
we have that ρ−1(ρ(Z)) = Z.
Note that
(19) lim−→
Z∈D
Pic(ρ(Z)) ∼= lim−→
W∈C
Pic(W ) ∼= Cl(Y )
by [Has9, (5.33)].
Let Z ∈ D. Then i∗ : Cl(X) → Cl(Z) induces an isomorphism between
Cl(X)G and Cl(Z)G, where i : Z →֒ X is the inclusion. Indeed, if M ∈
Ref1(X)
G, then
a∗Zi
∗M∼= (1G × i)∗a∗M∼= (1G × i)∗p∗2M∼= (pZ2 )∗i∗M,
and i∗ maps Cl(X)G to Cl(Z)G. Let N ∈ Ref1(Z)G. As i is quasi-compact
quasi-separated and a and p2 are flat,
a∗i∗N ∼= (1× i)∗a∗ZN ∼= (1× i)∗(pZ2 )∗N ∼= p∗2i∗N ,
and i∗N ∈ Ref1(X)G. So (i∗)−1 = i∗ maps Cl(Z)G to Cl(X)G.
On the other hand, for anyM∈ Ref1(X)G, there exists some Z ∈ D such
that M|Z is an invertible sheaf. Indeed, first take a large open subset Z1 of
U such that M|Z1 is an invertible sheaf. This is possible as in the proof of
[Has9, (5.33)]. By [Has9, (5.29)], replacing Z1 if necessary, we may assume
that Z1 is quasi-compact, and Z1 ∈ D1. Let Z = ρ−1(ρ(Z1)) ∈ D. As M|Z1
is an invertible sheaf,
p∗2(M|Z1) ∼= (p∗2M)|G×Z1 ∼= (a∗M)|G×Z1 ∼= a∗1(M|Z)
is also an invertible sheaf. SoM|Z is also an invertible sheaf, since a1 is fpqc
as we have seen.
Combining these, we have that
(20) lim−→
Z∈D
Pic(Z)G ∼= Cl(X)G.
Next, we have that H ialg(G,O×X) → H ialg(G,O×Z ) is an isomorphism for
Z ∈ D. In order to prove this, it suffices to prove the canonical chain map
0 // Γ(X,O×)

d0−d1 // Γ(G×X,O×)

d0−d1+d2// Γ(G×G×X,O×)

// · · ·
0 // Γ(Z,O×) d0−d1 // Γ(G× Z,O×)d0−d1+d2// Γ(G×G× Z,O×) // · · ·
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is a chain isomorphism. To verify this, it suffices to prove that the canonical
restriction Γ(Gi×X,OX)→ Γ(Gi×Z,OZ) is an isomorphism. Let i : Z →֒ X
be the inclusion. Then as Z is large in X , OX → i∗OZ is an isomorphism.
As Gi is flat over S and i is quasi-compact quasi-separated,
OGi×X ∼= p∗2OX ∼= p∗2i∗OZ ∼= (1× i)∗p∗2OZ ∼= (1× i)∗OGi×Z .
Taking the global section, we get the desired isomorphism.
Thus we have proved that the canonical map H ialg(G,O×X)→ H ialg(G,O×Z )
is an isomorphism. In particular, we have that
(21) H ialg(G,O×X) ∼= lim−→
Z
H ialg(G,O×Z ).
By [Has9, (3.14)], there is an exact sequence
0→ H1alg(G,O×Z )→ Pic(G,Z)→ Pic(Z)G → H2alg(G,O×Z ).
The proof of [Has9, (3.14)] shows that the sequence is functorial on Z. On
the other hand, there is a natural isomorphism Pic(G,Z) ∼= Pic(ρ(Z)). This
is obvious by [Has7, (3.13)]. Taking the inductive limit lim−→Z∈D, and using
the isomorphisms (19), (20), and (21),
0→ H1alg(G,O×X)→ Cl(Y )→ Cl(X)G → H2alg(G,O×X)
is exact, as desired.
(11.6) Let f : G → H be an fpqc homomorphism between flat S-group
schemes with N = Ker f .
Let X be a locally Noetherian G-scheme. We denote the full subcategory
of Coh(G,X) consisting ofM ∈ Coh(G,X) which satisfy the (S ′n) condition
as an OX -modules by (S ′n)(G,X).
Lemma 11.7. Let X be as above, and U a large open subset of X. If X has a
full 2-canonical module, then i∗ : (S
′
2)(G,U)→ (S ′2)(G,X) is an equivalence
whose quasi-inverse is i∗ : (S ′2)(G,X)→ (S ′2)(G,U).
Proof. Follows easily from Lemma 7.34.
Proposition 11.8. Let f : G → H be an fpqc homomorphism between flat
S-group schemes, and
X U? _
ioo ρ // V 
 j // Y
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be a G-enriched rational almost principal N-bundle. Assume that X and Y
are locally Noetherian, and have full 2-canonical modules (e.g., they are nor-
mal; or Noetherian locally equidimensional and have dualizing complexes).
If ρ has (S2) fibers (e.g., N is of finite type or X is (S2)), then i∗ρ
∗j∗ :
(S ′2)(H, Y ) → (S ′2)(G,X) is an equivalence, and (j∗ρ∗i∗?)N is its quasi-
inverse.
Proof. By Lemma 11.7, i∗ : (S
′
2)(G,U)→ (S ′2)(G,X) is an equivalence with
the quasi-inverse i∗. Similarly, j∗ : (S
′
2)(H, V )→ (S ′2)(H, Y ) is an equivalence
with the quasi-inverse j∗. In view of [Has11, (6.21)], it suffices to show that
for M ∈ Coh(V ), ρ∗M satisfies (S ′2) if and only if M does. This is proved
easily using (7.40).
Lemma 11.9. Let h : A→ B be a ring homomorphism, and assume that B
is rank-one free as an A-module. Then h is an isomorphism.
Proof. Note that Ker h = annB = annA = 0, and h is injective. So it
suffices to show that h is surjective. So we may assume that (A,m) is local.
By Nakayama’s lemma, we may assume that A is a field. Then A = B, since
dimAA = dimAB = 1.
Lemma 11.10. Let ϕ : X → Y be a G-enriched almost principal N-bundle
with respect to the open subsets U and V . Let i : U → X and j : V → Y be
the inclusion, and ρ : U → V the restriction of ϕ. Assume that X and Y are
locally Noetherian.
1 The functor (j∗ρ∗i
∗?)N : (S ′2)(G,X)→ Qch(H, Y ) agrees with (ϕ∗?)N .
2 IfMX is a coherent (G,OX)-module which is a full 2-canonical module
as an OX-module, then the functor i∗ρ∗j∗ : (S ′2)(H, Y ) → (S ′2)(G,X)
agrees with (?)∨∨ϕ∗, where (?)∨ = HomOX (?,MX).
3 Assume that both X and Y are quasi-normal. If N is of finite type or
X is (S2), then (ϕ∗?)
N : (S ′2)(G,X) → (S ′2)(H, Y ) is an equivalence
whose quasi-inverse is (?)∨∨ϕ∗.
4 In 3, if X and Y satisfy (S2), then η¯ : OY → (ϕ∗OX)N is an isomor-
phism.
5 If either X and Y satisfy (T1) + (S2); or N is of finite type and X
and Y are Noetherian (S2) with dualizing complexes, then η¯ in 4 is an
isomorphism.
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Proof. 1 and 2 are proved similarly to Lemma 11.3, and is left to the reader.
3 is immediate by 1 and Proposition 11.8.
4. As X satisfies (S2), we have that OX ∼= i∗i∗OX ∼= i∗OU ∼= i∗ρ∗j∗OY .
As OY ∈ (S ′2)(H, Y ), we have that (ϕ∗OX)N ∼= OY as (H,OY )-modules by
3. By Lemma 11.9, η¯ is an isomorphism.
5 is immediate by 3 and 4, in view of Corollary 7.39.
(11.11) An S-group scheme G is said to be locally finite free (LFF for
short), if the structure map hG : G → S is finite and (hG)∗OG is locally
free. Using the results of [Stack, (10.129)], it is not so difficult to show that
G is LFF if and only if it is flat finite of finite presentation (hence is finite
syntomic by [Has5, (31.14)]).
Lemma 11.12. Let G be an LFF S-group scheme, and ψ : X → Y be an
algebraic quotient by the action of G. Then ψ is a surjective integral univer-
sally open morphism which is a universally submersive geometric quotient.
If the action of G on X is free, it is a principal G-bundle.
Proof. Replacing Y by its affine open subset, we may assume that Y is affine.
Then X is affine, since ψ is assumed to be affine. Now ψ is integral and the
map Ψ : G × X → X ×Y X is surjective by [DemG, (III.§2,n◦4)]. By the
same theorem, ψ is a principal G-bundle if the action is free.
Being an algebraic quotient, it is dominating. Being integral, it is univer-
sally closed. Being dominating and closed, it is surjective. Being surjective
and universally closed, it is universally submersive. By Lemma 1.11, it is
universally open. Now it is clear that ϕ is a geometric quotient.
(11.13) The following generalizes [Has5, (32.4), 3].
Proposition 11.14. Let f : G→ H be as in (7.42). Assume that N is finite
and Reynolds. Let Y0, IY0, and F(G, Y0) be as in (7.44). Let ϕ : X → Y be
a morphism in F(G, Y0). Assume that it is also an algebraic quotient by the
action of N . Then ϕ is finite, and (ϕ∗ωX)
N ∼= ωY as (G,OY )-modules.
Proof. As N is finite flat and Y0 is Noetherian, the Y0-group scheme N ×S Y0
is LFF. So ϕ is integral by Lemma 11.12. Being a morphism in F(G, Y0), ϕ
is of finite type. So ϕ is finite.
Let s := inf{i | H i(IY ) 6= 0}. We may assume that IY = IY (G) consists
of injective OBMG (Y )-modules, and IiY = 0 for i < s.
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Then by definition, ωY = H
s(IY ). Let IX = ρ
!(IY ) be the G-equivariant
dualizing complex of X . We may assume that IX is bounded below and
consists of injective OBMG (X)-modules. Then using G-Grothendieck’s duality
[Has5, (29.5)],
(ϕ∗IX)
N = (Rϕ∗RHomOX (OX , ϕ!IY ))N ∼= (RHomOY (Rϕ∗OX , IY ))N
∼= HomOY (ϕ∗OX , IY )N ∼= HomOY ((ϕ∗OX)N ⊕ UN(ϕ∗OX), IY )N .
By Lemma 5.12, 4 and Corollary 11.4, this is
HomOY ((ϕ∗OX)N , IY ) ∼= HomOY (OY , IY ) ∼= IY .
If i < s, then
ϕ∗H
i(IX) ∼= ExtiOY (ϕ∗OX , IY ) = 0.
As ϕ∗ : Qch(X) → Qch(Y ) is faithful and ϕ∗ωX is nonzero, we must have
ωX = H
s(IX), and (ϕ∗ωX)
N = ωY .
(11.15) A Noetherian local ring A is said to be quasi-Gorenstein if A is
the canonical module of A. A locally Noetherian scheme is said to be quasi-
Gorenstein if all of its local rings are quasi-Gorenstein.
Lemma 11.16. Let Z be a locally Noetherian scheme. Then the following
are equivalent.
1 Z is quasi-Gorenstein.
2 OZ is a semicanonical module of Z.
3 There exists some invertible sheaf on Z which is also a semicanonical
module of Z.
4 A coherent sheaf on Z is an invertible sheaf if and only if it is a full
semicanonical module.
Proof. Trivial.
Lemma 11.17. A quasi-Gorenstein locally Noetherian scheme is quasi-normal
by OZ .
Proof. Follows immediately by Lemma 11.16 and Lemma 7.19.
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Theorem 11.18. Let f : G → H and N be as in (7.42). Y0, IY0, and
F(G, Y0) be as in (7.44). Let
X U? _
ioo ρ // V 
 j // Y
be a G-enriched rational almost principal N-bundle which is also a diagram
in F(G, Y0). Assume that N is separated and has a fixed relative dimension.
Then there exist isomorphisms of (G,OX)-modules
(22) ωX ∼= i∗ρ∗j∗ωY ⊗OX Θ∗N,X ∼= i∗ρ∗j∗(ωY ⊗OY Θ∗N,Y )
and isomorphisms of (H,OY )-modules
(23) ωY ∼= (j∗ρ∗i∗(ωX ⊗OX ΘN,X))N ∼= ((j∗ρ∗i∗ωX)⊗OY ΘN,Y )N .
Proof. We prove the first isomorphism of (22). By Lemma 7.48, j∗ωY ∼= ωV ,
and hence we may assume that V = Y . As i∗ρ
∗ωY ⊗OX Θ∗N,X ∼= i∗(ρ∗ωY ⊗OU
Θ∗N,U) by the equivariant projection formula [Has5, (26.4)] and i∗ωU
∼= ωX
by Lemma 7.48, we may assume that U = X . Now the assertion follows from
Corollary 7.60. The second isomorphism follows easily using the equivariant
projection formula. We prove the first isomorphism of (23). As (?)N ◦ j∗ ∼=
j∗ ◦ (?)N by [HasO, (7.3)] and j∗ωV ∼= ωY , we may assume that Y = V . As
i∗(ωX ⊗OX ΘN,X) ∼= ωU ⊗OU ΘN,U , we may assume that X = U . Now the
assertion follows from Corollary 7.60. The second isomorphism follows easily
from the equivariant projection formula.
Corollary 11.19 (Watanabe type theorem). Let the assumptions be as in
Theorem 11.18. Then for an H-linerized invertible sheaf L on Y , the follow-
ing conditions are equivalent.
a ωX ∼= i∗ρ∗j∗L ⊗OX Θ∗N,X ∼= i∗ρ∗j∗(L ⊗OY Θ∗N,Y ) (resp. ωX ∼= i∗ρ∗j∗L)
in Qch(G,X), and Y satisfies the (S2) condition.
b ωY ∼= L in Qch(H, Y ).
If, moreover, ΘN,X is trivial, then the following are equivalent.
c ωX ∼= OX and Y is (S2)
d ωY ∼= OY and X is (S2).
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If these conditions are satisfied, then both X and Y are quasi-Gorenstein.
Proof. a⇒b. We easily have that ωY ∼= j∗j∗L by Theorem 11.18 and the
assumption. As Y is (S2), L ∼= j∗j∗L, and ωY ∼= L.
b⇒a. As the semicanonical module ωY is an invertible sheaf, Y is quasi-
Gorenstein. In particular, Y is (S2). The isomorphisms follow from Theo-
rem 11.18 and the assumption.
Now assume that ΘN,X is trivial.
c⇒d. As the semicanonical module ωX is invertible, we have that X is
quasi-Gorenstein and (S2). So OX ∼= i∗i∗OX ∼= i∗OU ∼= i∗ρ∗j∗OY . By a⇒b
above, we have that ωY ∼= OY .
d⇒c. Then Y is quasi-Gorenstein, and so Y is (S2). By b⇒a above, we
have that ωX ∼= i∗ρ∗j∗OY ∼= i∗i∗OX ∼= OX .
Corollary 11.20. Let the assumptions be as in Theorem 11.18. Then the
following are equivalent.
a ωX ∼= i∗ρ∗j∗L for some H-linearized invertible sheaf L on Y , and Y
satisfies the (S2) condition.
b ωY is an invertible sheaf.
These conditions imply
c Y is quasi-Gorenstein.
If, moreover, Y is connected, then a, b, c are equivalent.
Proof. a⇒b. We have
ωX ∼= i∗ρ∗j∗L ∼= i∗ρ∗j∗(L ⊗OY ΘN,Y )⊗OX Θ∗N,X ,
and hence ωY ∼= L ⊗OY ΘN,Y is an invertible sheaf by Corollary 11.19.
b⇒a,c. Letting L = ωY ⊗OY Θ∗N,Y , we have that L is an H-linearized
invertible sheaf on Y . We have ωX ∼= i∗ρ∗j∗L by Corollary 11.19. As ωY is
an invertible sheaf, Y is quasi-Gorenstein, and hence is (S2).
Now assume that Y is connected and c is satisfied. Then Y is (S2) and
has a dualizing complex. Hence it is locally equidimensional by Ogoma’s
theorem [Ogo]. By Lemma 7.38, the semicanonical module ωY is full. As Y
is quasi-Gorenstein, ωY is an invertible sheaf and so c⇒b holds.
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Remark 11.21. Let the assumptions be as in Theorem 11.18. In view of
Corollary 11.19, it is important to know when ΘN,Y0
∼= OY0 holds.
1 If N is e´tale, then ΘN,Y0
∼= OY0 , since ΘN,Y0 ∼= q∗Y0(
∧0Ω∗N/S), where
qY0 : Y0 → S is the structure map.
2 If N is finite and Reynolds, then ΘN,Y0
∼= OY0 , see Lemma 7.61.
3 If G = N and N is split reductive, then ΘN,Y0
∼= OY0 . To verify this, as
G is defined over Z, we may assume that S = Y0 = Z. As the positive
and the negative roots cancel out in
∧top LieG, Θ is a rank-one free
representation whose weight is zero. Similarly, if S = Spec k with k a
field, G = N , and N is reductive, then ΘN,S = OS.
3 If S = Spec k with k a field and N is contained in the center of G, then
the action of G on N is trivial, and hence ωN/S is G-trivial. Hence Θ
is a G-trivial one-dimensional representation, that is, Θ ∼= k.
4 Even if S = Y0 = Spec k, G = N , and the identity component N
◦ of
N is reductive, Θ may not be trivial. For example, if the characteristic
of k is not two and N = O(2), the orthogornal group, then Θ is not
trivial, see [Knp, Bemerkung 4 after Korollar 2].
Corollary 11.22. Let f : G → H and N be as in (7.42). Y0, IY0, and
F(G, Y0) be as in (7.44). Let ϕ : X → Y be a G-enriched almost principal
N-bundle which is also a morphism in F(G, Y0). Assume that N is separated
with a fixed relative dimension. Then we have the following.
1 There exist isomorphisms of (H,OY )-modules
(24) ωY ∼= (ϕ∗(ωX ⊗OX ΘN,X))N ∼= (ϕ∗ωX ⊗OY ΘN,Y )N .
If, moreover, X has a coherent (G,OX)-module MX which is a full
2-canonical module, then there exist isomorphisms of (G,OX)-modules
(25) ωX ∼= (ϕ∗ωY )∨∨ ⊗OX Θ∗N,X ∼= (ϕ∗(ωY ⊗OY Θ∗N,Y ))∨∨,
where (?)∨ = HomOX (?,MX).
2 (Watanabe type theorem) Let L be an H-linearized invertible sheaf on
Y . Then the following are equivalent.
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a ωX ∼= ϕ∗L ⊗OX Θ∗N,X ∼= ϕ∗(L ⊗OY Θ∗N,Y ) (resp. ωX ∼= ϕ∗L), and
Y satisfies (S2).
b ωY ∼= L, and X satisfies (S2).
3 The following are equivalent.
a ωX ∼= ϕ∗L for some H-linearized invertible sheaf L on Y , and Y
satisfies the (S2) condition.
b ωY is an invertible sheaf on Y , and X satisfies the (S2) condition.
These conditions imply that both X and Y are quasi-Gorenstein, and
hence we have
c Y is quasi-Gorenstein and X satisfies the (S2) condition.
If, moreover, Y is connected, then a, b, c are equivalent.
Proof. Let ϕ : X → Y be a G-enriched almost principal bundle with respect
to U and V . Let i : U → X and j : V → V be the inclusion, and ρ : U → V
be the restriction of ϕ.
1. As ωX ⊗OX ΘN,X satisfies the (S ′2)-condition by Lemma 7.19, the
first isomorphism of (24) is immediate from (23) in Theorem 11.18, 1 and
Lemma 11.10, 1. The second isomorphism is by the equivariant projection
formula [Has5, (26.4)].
The first isomorphism of (25) follows from (22) in Theorem 11.18, 1 and
Lemma 11.10, 2. The second isomorphism follows easily by the equivariant
projection formula.
2. If a is assumed, then the semicanonical module ωX is an invertible
sheaf, and hence X is quasi-Gorenstein. In particular, X satisfies (S2). If b
is assumed, X is (S2) by assumption. So in either case, we have
ϕ∗L ∼= i∗i∗ϕ∗L ∼= i∗ρ∗j∗L.
By Corollary 11.19, the assertion follows.
3 follows easily from 2.
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12. Frobenius pushforwards
Lemma 12.1. Let A → B be a homomorphism between Noetherian rings
whose fibers are zero-dimensional (e.g., an integral homomorphism), and M
a (possibly infinite) B-module. Then for a prime ideal p of A,
depthAp Mp = infP∩A=p
depthBP MP .
If, moreover, the going-down theorem holds between A and B, andM satisfies
the (S ′n) condition as a B-module, then M satisfies the (S
′
n) condition as an
A-module.
Proof. We have
H ipApMp = H
i
pBpMp =
⊕
P∩A=p
H iPBPMP ,
and the first assertion follows.
We prove the second assertion. Let p be a prime ideal of A such that
depthAp Mp < n. Then there exists some P ∈ SpecB such that P ∩ A = p
and depthBP MP = depthAp Mp < n. So depthBP MP = dimBP by the
(S ′n) property as a B-module. As the fibers are zero dimensional, dimAp ≥
dimBP . By the going-down, dimAp ≤ dimBP . Hence dimAp = dimBP =
depthBP MP = depthAp Mp, and M satisfies the (S
′
n) condition as an A-
module.
Lemma 12.2. . Let G be a flat S-group scheme which is quasi-compact over
S, and X be a locally Noetherian S-scheme on which G acts trivially. LetM
be a quasi-coherent (G,OX)-module which satisfies the (S ′2) condition. Then
M satisfies the (S ′2) condition.
Proof. This is proved in the same line as [Has9, (5.34)].
(12.3) Until the end of this section, S is an Fp-scheme, where p is a prime
number, and Fp is the prime field of characteristic p, unless otherwise speci-
fied.
Lemma 12.4. Let
X U? _
ioo ρ // V 
 j // Y
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be a diagram of S-schemes. Assume that i and j are open immersions whose
images are large in X and Y , respectively. Assume that Y is locally Noethe-
rian and (S2), and
eS ×S Y is locally Noetherian with a full 2-canonical
module for some e ≥ 1. Let X be locally Noetherian, and assume that ρ
is faithfully flat and reduced (that is, flat with geometrically reduced fibers).
Assume that e
′
S×S X is locally Noetherian for some e′ ≥ 1. If X is F -finite
over S (that is, Φ1(X) is a finite morphism, see [Has8]), then Y is F -finite
over S.
Proof. As the open immersion i : U → X is F -finite, U is also F -finite over
S. As ρ : U → V is faithfully flat and reduced, it is easy to see that V is
also F -finite over S by [Has8, Theorem 21]. So for each e ≥ 0, Φe(V )∗(OeV )
is coherent. As Y satisfies the (S2) condition,
eV satisfies the (S2) condition.
Hence Φe(V )∗(OeV ) satisfies the (S ′2) condition by Lemma 12.1.
Now take e ≥ 1 so that eS ×S Y is locally Noetherian with a full 2-
canonical module. As V is large in Y and eS ×S V is large in eS ×S Y ,
Φe(Y )∗(OeY ) ∼= Φe(Y )∗ej∗(OeV ) ∼= (1eS × j)∗Φe(V )∗(OeV )
is coherent. As Φe(Y ) is affine, it is finite. By [Has8, Lemma 2], Y is F -finite
over S.
Lemma 12.5. Let A → B be an F -finite reduced homomorphism between
Noetherian rings of characteristic p. Then eA ⊗A B is Noetherian for any
e ≥ 1.
Proof. By Dumitrescu’s theorem [Dum2], the relative Frobenius map Φe(A,B) :
eA ⊗A B → eB is eA-pure. In particular, it is injective. It is also finite by
assumption. By Eakin–Nagata theorem [Mat, Theorem 3.7], the assertion
follows.
Theorem 12.6. Let f : G→ H be a qfpqc homomorphism between S-group
schemes with N = Ker f . Let S be an Fp-scheme, and assume that S is
locally Noetherian and quasi-normal by a full 2-canonical module MS. Let
X U? _
ioo ρ // V 
 j // Y
be a G-enriched rational almost principal N-bundle. Assume that X and Y
are locally Noetherian and flat with (R0)+(T1)+(S2)-fibers over S, and that
X is F -finite over S. Then
95
1 eS ×S X is locally Noetherian and quasi-normal by p∗XeMS for each
e ≥ 0, where pX : eS ×S X → eS is the first projection.
2 If N is reduced over S, then Y is F -finite over S.
3 If Y is F -finite over S, then eS ×S Y is locally Noetherian and quasi-
normal by p∗Y
eMS for e ≥ 0, where pY : eS ×S Y → eS is the first
projection.
4 For each e ≥ 0,
eS ×S X eS ×S U? _1×ioo 1×ρ // eS ×S V   1×j // eS ×S Y
is an eH×HG-enriched rational almost principal eS×SN-bundle (where
the base scheme is eS, and not S).
5 Assume further that G is flat over S, and f is regular (that is, flat
with geometrically regular fibers). If, moreover, either N is of finite
type; or eS ×S X and eS ×S Y satisfy (T1) + (S2), then (S ′2)(eH ×H
G, eS×SX) and (S ′2)(eH, eS×S Y ) are equivalent under the equivalence
in Proposition 11.8.
6 Let the assumptions be as in 5. Let M∈ (S ′2)(G,X), and let N be the
corresponding sheaf (j∗ρ∗i
∗M)N ∈ (S ′2)(H, Y ) (by the correspondence
in Proposition 11.8). Then for each e ≥ 0, eNe is eS-flat and the sheaf
(1eS × i)∗(1eS × ρ)∗(1eS × j)∗Φe(Y )∗(eN ) ∈ (S ′2)(eH ×H G, eS ×S X),
which corresponds to the Frobenius pushforward Φe(Y )∗(
eN ) by the
equivalence in Proposition 11.8, is isomorphic to (Φe(X)∗(
eM))eNe.
Proof. 1 Local Noetherian property follows from Lemma 12.5. Quasi-Normality
follows from Lemma 7.41, 5, applied to the map eS ×S X → eS.
2 follows from 1 and Lemma 12.4.
3 is proved similarly to 1.
4 and 5 are trivial.
6 As N is flat, f is fpqc. Since G is S-flat, H is also S-flat. As f is
regular, N is regular over S. Note that
1→ eNe → eN Φe−→ eS ×S N → 1
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is exact (that is, Φe is qfpqc and
eNe = KerΦe) by Lemma 8.13. By the
theorem of Radu and Andre´ [Rad], [And], [Dum], Φe is flat. Hence
eNe is
flat. Note that
1→ eNe → eG Φe(H,G)−−−−−→ eH ×H G→ 1
is exact (that is, Φe(H,G) is qfpqc and
eNe = KerΦe(H,G)) by Lemma 8.13.
As eNe is flat, Φe(H,G) is flat. Being flat and qfpqc, it is fpqc. In particular,
eH ×H G is flat over eS.
Note that Φe(X)∗(
eM) satisfies the (S ′2) condition. So
Φe(X)∗(
eM)eNe ∼= ((1× i)∗(1× i)∗Φe(X)∗(eM))eNe
∼= (1× i)∗(Φe(U)∗ei∗eM)eNe ∼= (1× i)∗(Φe(U)∗(e(i∗M)))eNe .
So we may assume that X = U .
On the other hand,
(1× j)∗Φe(Y )∗(eN ) ∼= Φe(V )∗(ej∗eN ) ∼= Φe(V )∗(e(j∗N )),
as can be seen easily. So we may assume that Y = V , and hence ϕ : X → Y
is a G-enriched principal N -bundle.
As eM ∈ (S ′2)(eG, eX) and Φe is a finite homeomorphism, we have that
Φe(X)∗(
eM) ∈ (S ′2)(eG, eS ×S X) by Lemma 12.1. So (Φe(X)∗(eM))eNe be-
longs to (S ′2)(
eH×HG, eS×SX) by Lemma 12.2. So in view of Theorem 11.2,
it remains to prove that
((1× ϕ)∗(Φe(X)∗(eM))eNe)eS×SN ∼= Φe(Y )∗(eN ).
This is clear, since
((1× ϕ)∗(Φe(X)∗(eM))eNe)eS×SN ∼= (((1× ϕ)∗Φe(X)∗(eM))eNe)eS×SN
∼= (Φe(Y )∗eϕ∗(eM))eN ∼= Φe(Y )∗(e(ϕ∗M))eN ∼= Φe(Y )∗(eN ).
(12.7) Let S = Spec k with k a perfect field, H and N be S-group schemes.
Assume that H and N are locally Noetherian and regular. Let H act on N
by the group automorphisms, and let G be the semidirect product H ⋉ N .
Let X be a locally Noetherian F -finite G-scheme. We say that X is of finite
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(H,N)-F -representation type by M1, . . . ,Mr ∈ Coh(e0H ⋉N,X) if for any
e ≥ 1, we can write (F e∗OeX)eNe ∼= N1 ⊕ · · · ⊕ Nu by some N1, . . . ,Nu ∈
Coh(eH ⋉N,X) such that for each j = 1, . . . , u, there exists some l(j) such
that Nj ∼= Ml(j) as (N,OX)-modules (not as (eH ⋉ N,OX)-modules). If
X is finite (H, e)-F -representation type, then we say that X is finite H-F -
representation type, where e = Spec k denotes the trivial group. If, moreover,
H is also trivial, then we say that X is finite F -representation type. If
H = Gsm, the split s-torus, and G = H × N , the direct product, then finite
(H,N)-F -representation type is called graded finite F -representation type
modulo N . If, moreover, N is trivial, we say that X is graded finite F -
representation type.
From Theorem 12.6, we immediately have the following.
Corollary 12.8. Let the assumptions be as in Theorem 12.6, 5, 6. Assume
further that S = Spec k with k a perfect field, and G = H⋉N is a semidirect
product. Then Y is of finite H-F -representation type by N1, . . . ,Nu if and
only if X is of finite (H,N)-F -representation type by M1, . . . ,Mu, where
Ml = i∗ρ∗j∗Nl for l = 1, . . . , u.
13. Global F -regularity
(13.1) Let X be a scheme and h : M → N an OX -linear map between
OX-modules. We say that h is generically monic if hξ :Mξ → Nξ is injective
for each ξ ∈ X〈0〉.
(13.2) Let S be an Fp-scheme, G an S-group scheme, and ϕ : X → Y a
G-morphism. For e ≥ 0, the scheme Y ×Y (e) X(e) is simply denoted by X(e)Y .
As X
(e)
Y = Y ×Y (e)S X
(e)
S , it is a G-scheme in a natural way, and the relative
Frobenius map Φe(Y,X) : X → X(e)Y is a G-morphism.
Definition 13.3. Let S be an Fp-scheme, G an S-group scheme, and X a
G-scheme. Assume that S = Spec k with k a perfect field.
1 We say that X is G-globally F -regular if for any G-linearized invertible
sheaf L on X and any G-invariant generically monic section s : OX →
L, there exists some e ≥ 1 such that the composite
(26) sF e : OX(e) F
e−→ F e∗OX s−→ F e∗L
splits as a (G,OX(e))-linear map.
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2 We say that X is G-F -split if for any (or equivalently, some) e ≥ 1,
F e : OX(e) → F e∗OX
splits as a (G,OX(e))-linear map.
If G is trivial, then we simply say that X is globally F -regular or F -split.
(13.4) A G-globally F -regular scheme is G-F -split.
(13.5) Let L be an ample invertible sheaf on a Noetherian Fp-scheme X .
Assume that for any r ≥ 0 and a monic section s : OX → L⊗r, there ex-
ists some e ≥ 1 such that sF e : OX(e) → F e∗L⊗r splits as an OX(e)-linear
map. Then X is globally F -regular. This is proved similarly to [Has3, The-
orem 2.6].
Lemma 13.6. Let S be an Fp-scheme, and Z a smooth S-scheme. Then the
relative Frobenius map Φe : Z → Z(e)S is affine and (Φe)∗(OZ(e)S ) is locally
free. In particular, Φe is faithfully flat. If, moreover, Z is e´tale over S, then
Φe is an isomorphism.
Proof. We prove that (Φe)∗(OZ(e)S ) is locally free. As the question is local
both on S and Z, we may assume that S = SpecR and Z = SpecA are
affine. Then by [Stack, (10.131.14)], there exists some finitely generated Fp-
subalgebra R0 of R and a smooth R0 algebra A0 such that A ∼= R ⊗R0 A0.
As R0 → A0 is a regular homomorphism between Noetherian Fp-algebras, we
have that A0 is (A0)
(e)
R0
:= A
(e)
0 ⊗R(e)0 R0-flat by Radu–Andre´ theorem [Rad],
[And], [Dum]. As A0 is F -finite, A0 is a finite projective (A0)
(e)
R0
-module (see
Lemma 8.12). Taking the base change ?⊗R0 R, we get the desired result.
If, moreover, Z is e´tale, then we can take A0 to be e´tale over R0. Then
by [Has5, (33.5)], (A0)
(e)
R0
→ A0 is an isomorphism. By the base change, we
have that Φe is an isomorphism.
Lemma 13.7. Let S = Spec k with k a field of characteristic p > 0, f : G→
H be an fpqc homomorphism between S-group schemes, and N = Ker f .
Assume that N is smooth over S. Let ϕ : X → Y be a G-morphism which is
N-invariant. Assume that ϕ(X〈0〉) ⊂ Y 〈0〉. Assume that η¯ : OY → (ϕ∗OX)N
is an isomorphism. If X is G-globally F -regular (resp. G-F -split), then Y is
H-globally F -regular (resp. H-F -split).
Proof. We prove the assertion for the global F -regularity. The case of F -
splitting is similar.
Let L be an H-linearized invertible sheaf on Y , and s : OY → L an
H-invariant generically monic section. As ϕ(X〈0〉) ⊂ Y 〈0〉, it is easy to see
that s : OX → ϕ∗L is a G-invariant generically monic section. So there
exists some e ≥ 1 and a G-invariant splitting π : F e∗ (ϕ∗L) → OX(e) of
sF e : OX(e) → F e∗ (ϕ∗L).
Obviously,
η¯ : OY (e) → (ϕ(e)∗ OX(e))N
(e)
is an isomorphism. On the other hand, as N is S-smooth, the Frobenius map
F e : N → N (e) is faithfully flat, and hence the restriction (?)N(e) agrees with
(?)N by Lemma 4.15.
So
η¯ : OY (e) → (ϕ(e)∗ OX(e))N
is an isomorphism.
On the other hand,
ϕ(e)∗ (F
e
X)∗(ϕ
∗L))N ∼= (F eY )∗(ϕ∗(ϕ∗L))N ∼= (F eY )∗L.
So applying (ϕ
(e)
∗ (?))N to the sequence
OX(e) sF
e−−→ F e∗ (ϕ∗L) π−→ OX(e) ,
we get
OY (e) sF
e−−→ F e∗L π−→ OY (e)
whose composite is the identity. Hence Y is H-globally F -regular.
Corollary 13.8 (cf. [HaraWY, Proposition 1.2, (2)]). Let ϕ : X → Y be
a morphism between integral Fp-schemes such that η : OY → ϕ∗OX is an
isomorphism. If X is globally F -regular (resp. F -split), then so is Y .
Proof. Consider S = SpecFp = Z and the trivial G, H , and N . Then apply
Lemma 13.7. As η is an isomorphism, ϕ is dominating and ϕ(X〈0〉) ⊂ Y 〈0〉.
The results follow from Lemma 13.7 easily.
Proposition 13.9. Let S = Spec k with k a perfect field of characteristic
p > 0. Let H and N be S-group schemes. Let H act on N by group auto-
morphisms, and G := N ⋊ H. Assume that N is a linearly reductive affine
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algebraic k-group scheme. Let X be an F -finite Noetherian H-globally F -
regular (resp. H-F -split) G-scheme. Then X is G-globally F -regular (resp.
G-F -split).
Proof. We prove the assertion for the global F -regularity. The assertion for
the F -splitting is similar.
Let L be a G-linearized invertible sheaf on X , and s : OX → L a gener-
ically monic section. Then there exists some e ≥ 1 and an (H,OX(e))-linear
map π : F e∗L → OX(e) such that πsF e = id.
As F e : X → X(e) is finite, H0 = HomO
X(e)
(OX(e) , F e∗L) and H1 =
HomO
X(e)
(F e∗L,OX(e)) are coherent (G,OX(e))-modules.
Let h : X(e) → S = Spec k be the structure map, which is quasi-compact
quasi-separated by assumption (if q : X → S is the structure map, then h is
the composite
X(e)
q(e)−−→ S(e) F−e−−→ S).
So we have a direct sum decomposition of quasi-coherent (G,OS)-modules
h∗H1 = (h∗H1)N ⊕ UN(h∗H1) by Proposition 5.25. Applying Γ(S, ?) ◦ (?)H ,
we get the direct sum decomposition of abelian groups
(27) HomH,O
X(e)
(F e∗L,OX(e))
= HomG,O
X(e)
(F e∗L,OX(e))⊕ Γ(S, UN (h∗HomO
X(e)
(F e∗L,OX(e)))H).
By the product
h∗H1 ⊗OS h∗H0 → h∗(H1 ⊗OX(e) H0)→ h∗(HomOX(e) (OX(e) ,OX(e))),
UN(h∗H1) ⊗OS (h∗H0)N is mapped to UN (h∗(HomO
X(e)
(OX(e) ,OX(e)))) by
Lemma 5.12, 3. Hence when we decompose π = π0 + π1 according to the
decomposition (27),
π0(sF
e) ∈ HomG,O
X(e)
(OX(e) ,OX(e))
and
π1(sF
e) ∈ Γ(S, UN (h∗(HomO
X(e)
(OX(e) ,OX(e))))H).
As we can decompose the identity of OX(e) in two ways as
id = π0(sF
e) + π1(sF
e) = id + 0,
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we must have π0(sF
e) = id and π1(sF
e) = 0 by the uniqueness of the decom-
position. Hence π0 : F
e
∗L → OX(e) is the desired (G,OX(e))-linear splitting of
sF e, and the proof of the proposition has been completed.
Corollary 13.10. Let S = Spec k, H, N , and G be as in Proposition 13.9.
Assume that N is smooth. Let ϕ : X → Y be a G-morphism which is N-
invariant. Assume that η¯ : OY → (ϕ∗OX)N is an isomorphism. Assume that
X is Noetherian normal and F -finite. If X is H-globally F -regular (resp.
H-F -split), then Y is also H-globally F -regular (resp. H-F -split).
Proof. By [Has9, (6.3)], ϕ(X〈0〉) ⊂ Y 〈0〉. The assertion follows easily from
Proposition 13.9 and Lemma 13.7.
Lemma 13.11. Let ϕ : X → Y be a globally F -regular F -finite Noetherian
Fp-scheme with an ample invertible sheaf A. Then any open subscheme U is
also globally F -regular. In particular, X is F -regular in the sense that each
local ring of X is strongly F -regular. In particular, X is Cohen–Macaulay
normal.
Proof. Let r ≥ 0 and s ∈ Γ(U,A⊗r) a generically monic section. Take
r′ ≥ 0 and a section u ∈ Γ(X,A⊗r′) which is generically monic such that
Xu ⊂ U . Then by [Stack, (27.24.6)], there exists some n ≥ 0 such that
uns ∈ Γ(X,A⊗(r+nr′)). Then there exists some e ≥ 1 such that unsF e :
OX(e) → F e∗A⊗(r+nr′) has a splitting. Restricting to U , unsF e also has a
splitting over U . Hence sF e also has a splitting over U . Thus U is globally
F -regular.
In particular, any affine open U = SpecA is globally F -regular, and the
F -finite Noetherian ring A is strongly F -regular [HocH]. So any local ring
of X is also strongly F -regular. As an F -finite Noetherian ring is excellent
[Kun2] and a strongly F -regular ring is weakly F -regular [HocH, (3.1)], X is
Cohen–Macaulay normal by [Hun, (4.2)].
Lemma 13.12. Let S be an Fp-scheme, G an S-group scheme, and X be
an G-F -split scheme. If h : U → X is an e´tale G-morphism, then U is a
G-F -split G-scheme.
Proof. There exists some e ≥ 1 and a (G,OX(e))-linear splitting π : F e∗OX →
OX(e) of F e. Applying (h(e))∗, we have that
ηp2 = (h
(e))∗F eX : OU (e) → (h(e))∗F e∗OX ∼= (p2)∗p∗1OX ∼= (p2)∗OU (e)X
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has a (G,OU (e))-linear splitting, where p1 : U (e)X → X is the first projection,
and p2 : U
(e)
X → U (e) is the second projection. As h is e´tale, Φe(X,U) is an
isomorphism by Lemma 13.6. As the composite
U
Φe(X,U)−−−−−→ U (e)X
p2−→ U (e)
is F eU , F
e
U : OU (e) → F e∗ (OU ) has a (G,OU (e))-linear splitting, as desired.
Lemma 13.13. Let X be a Noetherian quasi-normal Fp-scheme, and U its
large open subset. Then X is F -finite if and only if U is F -finite.
Proof. Assume that X is F -finite. Then FX : X → X(1) is finite. Taking the
base change by U → X , FU : U ∼= X ×X(1) U (1) → U (1) is finite.
Assume that U is F -finite. Then F∗OU is a coherent (S ′2) OU -module.
So letting i : U →֒ X be the inclusion, (i(1))∗F∗OU ∼= F∗i∗OU ∼= F∗OX is a
coherent sheaf.
Theorem 13.14. Let S = Spec k with k a perfect field of characteristic
p > 0. Let G be a smooth linearly reductive affine algebraic k-group scheme.
Let the diagram
X U? _ioo
ρ // V 
 j // Y
be a rational almost principal G-bundle. Assume that X and Y are Noethe-
rian normal schemes. Then we have the following.
1 X is F -finite if and only if Y is F -finite.
2 Assume that X and Y have ample invertible sheaves and are F -finite.
Then X is globally F -regular (resp. F -split) if and only if Y is globally
F -regular (resp. F -split).
Proof. 1 In view of Lemma 13.13, we may assume that X = U and Y = V .
If Y is F -finite, then X is F -finite, since ρ : X → Y is of finite type. If X is
F -finite, then Y is F -finite, since ρ is an algebraic quotient by N and N is
linearly reductive, see Lemma 9.6.
2 We only prove the assertion for the global F -regularity. Let L be
an invertible sheaf on Y , and s ∈ Γ(Y,L) a generically monic section. Then
assuming that V is globally F -regular, there exists some e ≥ 1 such that there
is a splitting π of sF e on V . Note that π ∈ Γ(V,Hom
O
(e)
Y
(F e∗OY ,OY (e))). As
Y is F -finite Noetherian normal, Hom
O
(e)
Y
(F e∗OY ,OY (e)) is a reflexive sheaf,
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and hence π is defined over Y . This shows that Y is globally F -regular. On
the other hand, if Y is globally F -regular, then by Lemma 13.11, V is globlly
F -regular. Similarly, X is globally F -regular if and only if U is so. Hence we
may assume that X = U and Y = V .
If X is globally F -regular, then by Corollary 13.10, Y is globally F -
regular.
Let Y be globally F -regular. Let L be an ample invertible sheaf on Y .
We can take some r ≥ 1 and a generically monic section a ∈ Γ(Y,L⊗r)
such that Ya is regular and affine. Replacing L by L⊗r if necessary, we may
assume that r = 1. As Y is globally F -regular, there exists some e0 ≥ 1 and
π0 : F
e0
∗ L → OY (e0) such that π0aF e0 = id.
As N is smooth, ρ is smooth, and hence Xa = ρ
−1(Ya) is regular. By
Lemma 10.10, 1, Xa is dense in X . That is, a ∈ Γ(X, ρ∗L) is generically
monic. By [Stack, (28.38.7)], ρ∗L is an ample invertible sheaf on X .
Let n > 0 and s ∈ Γ(X, ρ∗L⊗n) be a generically monic section. As
Xa is affine regular F -finite, it is globally F -regular, and hence there exists
some e1 ≥ 1 and a splitting π1 : F e1∗ ρ∗L⊗n|Xa → OX(e1)a of sF
e1 : O
X
(e1)
a
→
F e1∗ ρ
∗L⊗n|Xa . As HomO
X(e1)
(F e1∗ ρ
∗L⊗n,OX(e1)) is coherent, there exists some
e2 ≥ 0 such that π2 = (ape2 )(e1)π1 lies in HomO(e1)X (F
e1
∗ ρ
∗L⊗n, (L⊗pe2 )(e1)).
Then π2sF
e1 = (ap
e2 )(e1).
As Y is F -split, there exists some π3 : F
e2
∗ OY → OY (e2) such that π3F e2 =
id. Then
(28) π
(e1+e2)
0 π
(e1)
3 π2sF
e0+e1+e2 = π
(e1+e2)
0 π
(e1)
3 (a
pe2 )(e1)F e0+e2
= π
(e1+e2)
0 π
(e1)
3 F
e2a(e1+e2)F e0 = π
(e1+e2)
0 a
(e1+e2)F e0 = id,
and sF e0+e1+e2 has a splitting. This shows that X is globally F -regular.
Chapter 2. Examples and Applications
14. Finite group schemes
(14.1) Let G be an S-group scheme acting on X . If there is a G-stable
open subset U of X such that the action of G on U is free and U is n-large
in X then we say that the action of G on X is n-small. 0-small is also called
generically free. 1-small is also called small.
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Lemma 14.2. Let G be an S-group scheme, and ψ : Z ′ → Z a flat G-
morphism. If the action of G on Z is n-small, then the action of G on Z ′ is
also n-small.
Proof. Obvious from Lemma 1.8 and Lemma 10.10.
(14.3) Letting G act on G × X by g(g1, x) = (gg1g−1, gx) and on X × X
diagonally, Ψ : G × X → X × X and the diagonal map ∆ : X → X × X
are G-morphisms. So the structure map φ : SX → X is also a G-morphism,
where SX is the stabilizer of the action of G on X .
If there is a separated G-invariant morphism ϕ : X → Y (e.g., X is
S-separated or ϕ is affine), then SX → G × X is a closed immersion. If,
moreover, G is finite, then φ is finite.
(14.4) Assume that φ is finite. Then the cokernel of the split monomor-
phism η : OX → φ∗OSX is a quasi-coherent (G,OX)-module which is finite-
type as an OX-module. The complement UX of the support of Coker η is the
largest G-stable open subset of X on which G acts freely. We call UX the
free locus of the action.
Example 14.5. Let G be a finite (constant) group, and X be Noetherian
and irreducible. Assume that there is a separated G-invariant morphism
ϕ : X → Y . Then φ is finite, and the free locus exists. More precisely, for
g ∈ G, set Xg := {x ∈ X | gx = x}. Note that Xg is a closed subscheme of
X . It is easy to see that UX = X \
⋃
g 6=eXg. So the action is generically free
if and only if the action is faithful (that is, the action of g on X is not the
identity if g 6= e). If codimX Xg = 1, then we say that g is a pseudoreflection.
The action is small if and only if there is no pseudoreflection. However, see
Remark 17.15 below.
(14.6) Let G be a finite group scheme over a field k of characteristic p > 0.
Then the smallest nonnegative integer e ≥ 0 such that Ge = G◦ is called the
exponent of G. If I is the nilradical of k[G], then the exponent e of G is the
smallest nonnegative integer such that I [p
e] = 0, where I [p
e] = I(e)k[G]. The
exponent is not changed by the extension of the base field.
Proposition 14.7. Let k be a field, G a finite k-group scheme acting on
a reduced artinian k-algebra L, and set K = LG. Let ϕ : X = SpecL →
SpecLG = Y be the canonical map. Assume that X is G-connected. Then
we have that K is a field, and dimK L ≤ dimk k[G] in general. In particular,
dimK L is finite. Moreover, the following are equivalent.
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1 ϕ is a principal G-bundle.
2 The action of G on X is free.
3 The action of G on X is generically free.
4 dimK L = dimk k[G].
Proof. 1⇒2 As Ψ is an isomorphism, its base change φ : SX → X is an
isomorphism.
2⇒1 is Lemma 11.12.
2⇔3 is obvious, since X is an artinian scheme.
1⇒4. Compare the L-dimension of the two isomorphic spaces L ⊗K L
and k[G]⊗k L.
By [Has5, (32.6)], K is a finite direct product of normal domains. As X
is G-connected, Y is connected by Lemma 7.3. Hence K is a domain. As L
is an integral extension of K by Lemma 11.12 and L is of Krull dimension
zero, K is also zero dimensional. Being a zero dimensional domain, K is a
field.
It remains to prove the assertions (i) dimK L ≤ dimk k[G]; and (ii) 4⇒(1,
2, or 3).
Replacing k by K, G by K ⊗k G, and not changing L, we may assume
that k = K.
We claim that if N is a closed normal subgroup scheme and the proposi-
tion is true for N and G/N , then (i) and (ii), hence the proposition is also
true for G. Indeed, M = LN = M1 × · · · × Mr is a finite direct product
of fields. Applying the proposition for the action of N on Li = Mi ⊗M L,
dimMi Li ≤ dimk k[N ]. On the other hand, dimK M ≤ dimk k[G/N ]. So
(29) dimK L =
∑
i
dimK Li =
∑
i
dimK Mi dimMi Li
≤ dimk k[N ]
∑
i
dimK Mi = dimk k[N ] dimK M
≤ dimk k[N ] dimk k[G/N ] = dimk k[G].
The equality dimK L = dimk k[G] holds if and only if the equality holds
everywhere in (29). If so, dimK M = dimk k[G/N ] and dimMi Li = dimk k[N ]
for each i. As the proposition is assumed to be true for N and G/N , we have
that SpecM → SpecK = Y is a principal G/N -bundle, and SpecLi →
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SpecMi is a principal N -bundle for each i. In particular, X = SpecL →
SpecM is a G-enriched principal N -bundle. By Lemma 10.8, ϕ : X → Y is
a principal G-bundle, and the claim has been proved.
Assume that G is infinitesimal of exponent one. That is, G equals its first
Frobenius kernel G1. As G is geometrically connected, X is also connected,
and hence L is a field in this case.
Let g := LieG be the Lie algebra of G. It is a restricted Lie algebra over
k. There is a canonical map
θ : L⊗ g→ Endk L
given by (θ(α ⊗ D))(β) = αD(β) for D ∈ g and α, β ∈ L. Obviously,
the image D := Im θ is contained in Derk(L, L), the space of k-derivations.
Moreover, we have
[θ(α⊗D), θ(β ⊗D1)]
= θ(αβ ⊗ [D,D1] + α(D(β))⊗D1 − β(D1(α))⊗D) ∈ D
and
(θ(α⊗D))p = θ(αp ⊗Dp + ((αD)p−1(α))⊗D) ∈ D
by [Mat, Exercise 25.1] and [Mat, (25.5)]. This shows that D is a restricted
L-Lie subalgebra of Derk(L, L) in the sense of Jacobson [Jac, (IV.8)].
Note that g generates k[G]∗ as a k-algebra. To verify this, we may assume
that k is algebraically closed, and this case is shown in [Jan, (I.9.6)]. Let A
be the k-subalgebra of Endk L generated by D. By [Jac, (IV.8), Theorem 19],
[L : k] is finite, and dimL Endk L = [L : k] = dimLA. After all, A = Endk L.
It is easy to see that θ˜ : L⊗ k[G]∗ → A induced by θ is surjective, and hence
we have dimk L ≤ dimk k[G]. Moreover, if the equality holds (i.e., 4 holds),
then θ˜ : L ⊗ k[G]∗ → Endk L ∼= HomL(L ⊗k L, L) is an isomorphism. Then
its L-dual L ⊗ L → L ⊗ k[G] given by α ⊗ β 7→∑(β) αβ(0) ⊗ β(1) is also an
isomorphism, where we are using the Sweedler’s notation [Swe, (1.2)]. This
is equivalent to say that Ψ : G×X → X×Y X is an isomorphism, and hence
4⇒1 has been proved. So the proposition has been proved for the case that
G is infinitesimal of exponent one.
Next, consider the case that G is infinitesimal. We prove the proposition
for this case by the induction on the exponent e of G. The case that e ≤ 1
is already done by above. Let e ≥ 2. Then there is an exact sequence
1→ G1 → G π−→ G/G1 → 1.
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Note that π−1(G/G1)i = Φ
−1
i (k⊗k(e) G(e)1 ), where Φi : G→ k⊗k(e) G(e) is the
realtive Frobenius map. The right-hand side is the whole G for i = e−1, and
hence the exponent of G/G1 is at mose e− 1. By induction, the proposition
is true for G1 and G/G1, and hence the proposition is true for G.
Now we consider the general case. By the exact sequence
1→ G◦ → G→ G/G◦ → 1,
replacing G by G/G◦, we may assume that G is e´tale, since the proposition
for G◦ is already proved by the infinitesimal case. Replacing K = k by its
suitable finite Galois extension k′ and L by L′ = k′ ⊗k L, we may assume
that G is a constant finite group.
Let e1, . . . , er be the set of primitive idempotents of L. As X is G-
connected, G acts transitively on this set. Let H be the stabilizer of e1. Then
[G : H ] = r. Let σ1, . . . , σr be the complete set of representatives of G/H in
G, where we choose the index so that σi(e1) = ei. Set Li = Lei = σi(L1).
The image of K → L → L1 (α 7→ e1α) is contained in LH1 . On the other
hand,
∑
i σi maps L
H
1 to K, and e1 : K → LH1 has an inverse
∑
i σi. By the
Galois theory, [L1 : K] ≤ #H (note that H need not act on L1 effectively, so
the equality need not hold). So [L : K] = r[L1 : K] ≤ [G : H ] ·#H = #G =
dimk k[G], and in particular, L is K-finite.
It remains to prove that if dimK L = #G, then the action of G on X is
free. In order to check this, taking the base change by the separable closure
ksep of k, we may assume that k is separably closed. Let e1, . . . , er, H , Li be
as above. As L1 is a purely inseparable extension of k, we have that L1 = L
H
1
this time. So dimk Li = 1 for each i, and hence r = #G by assumption. As
[G : H ] = r = #G, we have that H is trivial. Then G acts on e1, . . . , er
freely, and hence G acts on X freely, and 4⇒2 has been proved.
Proposition 14.8. Let G be an LFF S-group scheme, and ϕ : X → Y an
algebraic quotient. Let U be the free locus, and V := ϕ(U). Then
1 ϕ(X〈n〉) = Y 〈n〉 for n ≥ 0.
2 ρ : U → V is a principal G-bundle, where ρ is the restriction of ϕ.
3 The following are equivalent.
a The action of G on X is n-small.
a’ U is n-large.
108
b V is n-large.
c ϕ is an n-almost principal G-bundle with respect to U and V .
d ϕ is an n-almost principal G-bundle.
Proof. 1 As ϕ is surjective, it suffices to show that ϕ(X〈n〉) ⊂ Y 〈n〉 for n ≥ 0.
To verify this, we may assume that both X = SpecB and Y = SpecA are
affine. Let x ∈ X and y = ϕ(x). Then as ϕ is open, the going-down theorem
holds for the map A → B [Stack, (10.38.2)], and hence codim x ≥ codim y.
As ϕ is integral, codim x ≤ codim y. So the assertion follows.
2 By Lemma 1.11, V is an open subset of Y , and ρ : U = ϕ−1(V ) → V
is an algebraic quotient. As the action of G on U is free, ρ is a principal
G-bundle by Lemma 11.12.
3 Follows easily from 1 and 2.
Proposition 14.9. Let G be an LFF S-group scheme with the well defined
rank r, and ϕ : X → Y an algebraic quotient by the action of G. Assume
that X is reduced and LFI. Then for each η ∈ Y 〈0〉,
(30) dimOY,η(ϕ∗OX)η ≤ r.
Moreover, the action of G on X is generically free if and only if the equality
holds in (30) for each point η ∈ Y 〈0〉.
Proof. We may assume that Y = SpecA is affine. Then X = SpecB is
affine and A = BG. Then for each minimal prime P of A, BP is reduced and
zero-dimensional (since κ(P ) = AP → BP is an integral extension). As B
has finitely many minimal primes, BP has finitely many minimal primes, and
SpecBP is finite. Then it is easy to see that BP is a finite direct product of
fields. To prove that (30) holds, replacing ϕ by ϕη : Xη → η, S by η and G
by Gη, we may assume that S = Y = Spec k is the spectrum of a field (note
that ϕη is an algebraic quotient, since A is reduced and hence κ(η) is merely
a localization of A). By Proposition 14.7, the inequality follows.
By Proposition 14.7, η ∈ Y 〈0〉 lies in V if and only if the equality in (30)
holds. The assertion follows immediately by Proposition 14.8 for the case
that n = 1.
Example 14.10. Let V be a finite dimensional k-vector space, and let G
be an e´tale finite subgroup scheme of GL(V ). Then the action of G on V is
generically free. In order to check this, we may assume that k is algebraically
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closed, and hence G is a constant subgroup. As G is a subgroup of GL(V ),
we have that g is a non-identity for g 6= e, and hence the action is generically
free (see Example 14.5).
If G is not e´tale, this is not true any more. Let k be an algebraically
closed field of characteristic p > 0. Let V = k2, and consider G = GL(V )1,
the first Frobenius kernel of GL(V ). Let B = k[V ] = SymV ∗ = k[x, y],
A = BG, K = Q(A), and L = Q(B). Then A = k[xp, yp]. So dimK L = 2 <
dimk k[G] = 4. Hence the action is not generically free by Proposition 14.9.
Lemma 14.11. Let S = SpecR be affine. Let G = Spec Γ be an LFF S-
group scheme. Then the coordinate ring Γ of G is a projective object as a
G-module.
Proof. It is easy to see that there exists some finitely generated Z-subalgebra
R0 of R and an LFF R0-group scheme G0 such that R ⊗R0 G0 ∼= G. Hence
we may assume that R is Noetherian. By [Has, (III.4.1.3)], we may assume
that R is a field.
Note that a G-module is nothing but a (right) Γ-comodule, which is the
same as a (left) Γ∗-module. By [SkY, (VI.3.6)], Γ ∼= Γ∗ as a Γ∗-module, and
we are done.
Lemma 14.12. Let G be an LFF S-group scheme acting on an S-scheme
X = SpecB which is an affine scheme. Let A = BG. If ϕ : X = SpecB →
SpecA = Y is a principal G-bundle, then B is A-finite and (G,A)-projective.
If A is a Noetherian Henselian local ring, then B ∼= A[GA] as (G,A)-modules.
Proof. We may assume that S = Y = SpecA. As G is flat, ϕ is fpqc. Let
Γ = A[GA] = A[G] be the coordinate ring of G. Let B
′ be the A-algebra B
with a trivial G-action. Then B⊗AB′ ∼= Γ⊗AB′. By the descent argument,
B is a finite projective A-module. We prove that B is a projective G-module,
or a Γ∗-module. There is a surjective Γ∗-linear map α : (Γ∗)n → B, as B is
A-finite. We want to prove that this map splits. This is equivalent to the
surjectivity of
(31) α∗ : HomΓ∗(B, (Γ
∗)n)→ HomΓ∗(B,B).
This is checked after tensoring B′ over A. But
HomΓ∗(B, ?)⊗A B′ = HomA(B, ?)G ⊗A B′ = (HomA(B, ?)⊗A B′)G
= HomB′(B ⊗A B′, ?⊗A B′)G = Hom(G,B′)(Γ⊗A B′, ?⊗A B′).
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This is an exact functor by Lemma 14.11. So (31) is surjective.
Now assume that A is Noetherian Henselian local. Since B′ is finite
projective as an A-module and A is a local ring, B′ ∼= An for some n. Hence
Bn ∼= B ⊗A B′ ∼= Γ ⊗A B′ ∼= Γn as Γ∗-modules. Since A is Henselian,
any finite Γ∗-module has a semiperfect endomorphism ring, and the Krull–
Schmidt theorem holds in the category of finite Γ∗-modules (the fact that
a mofule-finite algebra over a Noetherian Henselian local ring is semiperfect
follows easily from [Mil, (I.4.2)]). So B ∼= Γ as G-modules, as desired.
Example 14.13. Let k be a field, and G a finite k-group scheme acting on a
k-algebra B. Even if B is a DVR (discrete valuation ring) and the action of
G on X = SpecB is generically free, the action may not be free (so it is not
a small action either). We give an example of a finite group in characteristic
zero and an infinitesimal group scheme in characteristic p.
1 If k = C, G = Z2 = 〈σ〉 (the cyclic group of order two with the
generator σ), B = k[[x]] with σ(x) = −x, then the stabilizer at the
vertex Spec k = SpecB/(x) is G, and is nontrivial. So the action
is not free. The action is generically free by Proposition 14.9, since
[Q(B) : Q(BG)] = [k((x)) : k((x2))] = 2 = #G.
2 Let k be a field of characteristic p, and B = k[x](x), the localization
of the polynomial ring k[x] at the prime ideal (x). Let D be the k-
derivation xp
d
dx
of B. Note that Dp = 0. So G = αp := (Ga)1, the first
Frobenius kernel of the additive group Ga, acts on X = SpecB. The
algebra map B → k[G]⊗B associated with the action G×X → X is
the map k[x](x) → k[t]/(tp)⊗ k[x](x) = k[t, x](x)/(tp) given by
f 7→ exp(D(−t))(f) =
p−1∑
i=0
Di(f)(−t)i/i!.
So BG = BD = {f ∈ B | Df = 0} = k[xp](xp). As [Q(B) : Q(BG)] =
p = k[G], the action is generically free. It is easy to see that the
stabilizer at Spec k = SpecB/(x) is G, and the action is not free.
(14.14) Let f : G → H be an fppf finite homomorphism between flat S-
group schemes, and N = Ker f . Note that N is fppf finite over S, that is,
LFF.
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Lemma 14.15. Let the notation be as above. Let ϕ : X → Y be a G-
morphism which is an algebraic quotient by the action of N . Then the free
locus U of the action of N on X is G-stable in X. In particular, ρ : U →
V = ϕ(U) is a G-enriched principal N-bundle. If, moreover, the action of
N on X is n-small, then ϕ is a G-enriched n-almost principal N-bundle.
Proof. In view of Proposition 14.8, it suffices to show that U is G-stable.
Let G act on X×Y X diagonally and on N ×X by g(n, x) = (gng−1, gx).
Then Ψ : G ×X → X ×Y X defined by Ψ(g, x) = (gx, x) and the diagonal
map ∆X : X → X ×Y X are G-morhpisms. So φ : SX → X is also a
G-morphism, and hence U is G-stable.
(14.16) Let G be a flat S-group scheme. For a G-scheme X , we define the
G-radical of X by
radG(X) := (
⋂
M∈Max(G,X)
M)∗,
the sum of all the quasi-coherent G-ideals ofOX contained in
⋂
M∈Max(G,X)M,
where Max(G,X) is the set of G-maximal G-ideals of OX . We define the
G-nilradical of X to be G
√
0, the G-radical of the zero ideal, see [HasM,
(4.25)]. Note that G
√
0 ⊂ √0 [HasM, (4.30)]. If X is quasi-compact, then by
[HasM, (4.27)], we have that radG(X) ⊃ G
√
0. Note that even if S = Spec k
and both G and X are k-varieties, rad(X) may not contain radG(X). For
example, when we consider the action of G = Gm on B = k[x] with the
grading deg x = 1, then the ideal (x) is the unique G-maximal ideal, and so
radG(B) = (x) 6⊂ rad(B) = (0).
Lemma 14.17 (G-Nakayama’s lemma). Let G be a flat S-group scheme and
X a quasi-compact G-scheme. Let M be a quasi-coherent (G,OX)-module
of finite type. If radG(X)M =M, then M = 0.
Proof. Assume the contrary. Let I = 0 :OX M be the annihilator ofM. Note
that I is a quasi-coherent G-ideal (the proof is the same as that of [HasM,
(4.2)]). As I 6= OX by assumption, there exists some M ∈ Max(G,X)
containing I by [HasM, (4.28)]. Let m be a maximal quasi-coherent ideal of
OX containing M, and x the closed point of X corresponding to m. Since
m contains I and M is of finite type, Mx 6= 0. By Nakayama’s lemma,
Mx ⊗OX,x κ(x) 6= 0. Similarly, (OX/ radG(X))x ⊗OX,x κ(x) 6= 0, since m ⊃
radG(X). Taking the tensor product, (M/ radG(X)M)x ⊗OX,x κ(x) 6= 0.
Hence M 6= radG(X)M. This is a contradiction.
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Lemma 14.18. Let f : G → H be an fppf finite homomorphism between
flat S-group schemes, and N = Ker f . Let ϕ : X → Y be a G-morphism
which is an algebraic quotient by the action of N . Let I be a quasi-coherent
G-ideal of OX contained in radG(X), and Z = V (I) the corresponding closed
G-subscheme of X. If the action of N on Z is free, then the action of N on
X is also free, and hence ϕ is a principal G-bundle.
Proof. Let CX be the cokernel of OX → φ∗OSX . This is a finite-type quasi-
coherent (G,OX)-module. It suffices to prove that CX = 0. By Lemma 14.17,
it suffices to show that j∗CX = 0, where j : Z →֒ X is the inclusion. As N
acts on Z freely, CZ = 0, and hence it suffices to show that SZ = SX ×X
Z in a natural way. This follows from Lemma 1.8, as j : Z → X is a
monomorphism.
Lemma 14.19. Let G be a smooth S-group scheme.
1 If X is a G-scheme, then the reduction Xred has a unique G-scheme
structure such that the inclusion red : Xred →֒ X is a G-morphism.
Hence
√
0 = G
√
0. If, moreover, X is an LFI-scheme, then the normal-
ization Xν [Stack, (28.48.12)] has a unique G-scheme structure such
that the morphism ν : Xν → X is a G-morphism.
Let ϕ : X → Y be a G-morphism.
2 If ϕ is a G-morphism (resp. a principal G-bundle), then ϕred : Xred →
Yred is a G-morphism (resp. a principal G-bundle). If, moreover, ϕ
is a morphism between LFI-schemes such that ϕ(X〈0〉) ⊂ Y 〈0〉, then
ϕν : Xν → Y ν is a G-morphism (resp. a principal G-bundle).
3 If ϕ : X → Y is an algebraic quotient and ϕred : Xred → Yred is a
principal G-bundle, then ϕ is a principal G-bundle.
Proof. 1 As G×Xred is reduced by [Stack, (10.149.6)], the composite
G×Xred 1G×red−−−−→ G×X a−→ X
uniquely factors through red : Xred → X . As Xred is G-stable in X ,
√
0 =√
0
∗
= G
√
0 by [HasM, (4.30)]. The latter part is proved similarly, using
[Stack, (10.149.7)] and [Stack, (28.48.15)].
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2 Consider the diagram
G×Xred1G×ϕred//
a

(a)
G× Yred1G×redY//
a

(b)
G× Y
a

Xred
ϕred // Yred
redY // Y
.
As the square (b) and the whole rectangle (a)+(b) commutes and redY is a
monomorphism, (a) commutes and ϕred is a G-morphism. If ϕ is a principal
G-bundle, then ϕ is smooth, and hence X×Y Yred is reduced. As 1X × redY :
X×Y Yred → X×Y Y = X is a surjective closed immersion, X×Y Yred = Xred,
and ϕred : Xred → Yred is a base change of ϕ. Hence it is a principal G-bundle.
The case of normalization is similar and left to the reader. Note that
if ϕ : X → Y is a principal G-bundle (which is a morphism between LFI-
schemes such that ϕ(X〈0〉) ⊂ Y 〈0〉), thenX×Y Y ν is normal, and (1X×νY )red :
X ×Y Y ν → Xred is integral and birational (for the definition of birational
morphisms, see [Stack, (28.9.1)]).
3. We may assume that Y is affine. Then X is also affine, and hence
G
√
0 =
√
0 is contained in the G-radical radG(X) of X by 1 and [HasM,
(4.27)]. By assumption, the action of G on Xred is free, and hence the action
of G on X is also free by Lemma 14.18. So ϕ is a principal G-bundle by
Lemma 11.12.
Lemma 14.20. Let G be an LFF S-group scheme, and ϕ : X → Y be an
algebraic quotient. Let U be the free locus, and V = ϕ(U). For y ∈ Y , the
following are equivalent.
1 y ∈ V .
2 Xy := ϕ
−1(y)→ y is a principal G-bundle.
3 The action of G on Xy is free.
Proof. 1⇒2. We have that ρ : U → V is a principal G-bundle, and its base
change Xy → y is also a principal G-bundle.
2⇒3. This is trivial.
3⇒1. We may assume that Y = SpecA is affine, and then X = SpecB
is affine and A = BG. Let M be the coordinate ring of SX , and let C be
the cokernel of B →M . Let P be the prime ideal corresponding to y. Since
AP → BP is integral, PBP is contained in the radical of BP . As Xy → X is
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a monomorphism, we have that C⊗B (BP/PBP ) = 0 by the assumption that
the action of G on Xy is free and Lemma 1.8. As CP is a finite BP -module,
PBP ⊂ rad(BP ), and PCP = CP , we have that CP = 0 by Nakayama’s
lemma. So no point of Xy supports C. That is, Xy ⊂ U . Hence y ∈ V .
Proposition 14.21. Let G be an e´tale finite S-group scheme (in particular,
LFF). Let ϕ : X → Y be an algebraic quotient by G. Assume that X and
Y are locally Noetherian and ϕ is finite (for example, let S = Spec k with
k a field, X be locally Noetherian, and if the characteristic of k is positive,
assume further that X is F -finite, see Lemma 9.6). Let U be the free locus
of the action of G, and assume that the action is generically free. Then U
agrees with the e´tale locus of ϕ.
Proof. We may assume that Y = SpecA is affine and connected. So X =
SpecB is affine G-connected and A = BG.
Set V = ϕ(U). Let ρ : U → V be the restriction of ϕ. Then ρ : U → V
is a principal G-bundle. As G is e´tale, ρ is e´tale, and hence U is contained
in the e´tale locus.
We prove the opposite incidence. Let U ′ be the e´tale locus of ϕ. Then
it is a G-stable open subset. We have shown that U ⊂ U ′. So to prove that
U ′ = U , replacing X by U ′, we may assume that ϕ is e´tale, and we need to
prove that U = X . Again, we may assume that X = SpecB and Y = SpecA
are affine with A = BG, and Y is connected. We may assume that S = Y .
Note that B is a finite projective A-module. As Y is connected, it has a
well-defined rank, say r. On the other hand, the coordinate ring Γ of A has
a finite projective module. Let r′ be its rank. As the action of G on X is
generically free, we have r = r′ by Proposition 14.9. Let y ∈ Y . Consider
the base change of the map
Ψ : G×X → X ×X ((g, x) 7→ (gx, x))
by y → Y = S. It is
Ψy : Gy ×y Xy → Xy ×y Xy.
This map is surjective, since Ψ is. The map Ψy is a map between affine
schemes corresponding to the κ(y)-algebra map between e´tale κ(y)-algebras
I : B(y)⊗κ(y) B(y)→ Γ(y)⊗κ(y) B(y),
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where ?(y) means ?⊗A κ(y). This map I is injective, since the algebras are
reduced and the corresponding map Ψy is surjective. On the other hand, the
source and the target of I are both of dimension r2 over κ(y). So I must
be an isomorphism. This shows that Xy → y is a principal G-bundle. By
Lemma 14.20, y ∈ V . As y is an arbitrary point of Y , we have that V = Y ,
and hence U = X .
Corollary 14.22. Under the assuptions of Proposition 14.21, assume further
that X is regular and the action of G is small. Then the singular locus of Y
is Y \ ϕ(U).
Proof. Set V = ϕ(U). Let V ′ be the regular locus of Y . We want to prove
that V = V ′.
As U is regular and U → V is faithfully flat, V is regular. So V ⊂ V ′.
Let y ∈ V ′, A = OY,y, and B = (ϕ∗OX)y. Then by the smallness as-
sumption, the branch locus of B over A has codimension at least two. By
the purity of branch locus [Gro4, (X.3.1)], B is e´tale over A. That is, y ∈ V ,
and V ⊃ V ′.
Lemma 14.23. Let G be an LFF S-group scheme, and ϕ : X → Y an
algebraic quotient by G. Assume that X and Y are locally Noetherian.
1 If M is a quasi-coherent OX-module which satisfies (S ′n), then ϕ∗M
satisfies (S ′n).
2 If a quasi-coherent (G,OX)-module M on X satisfies the (S ′2) condi-
tion, then (ϕ∗M)G satisfies the (S ′2) condition.
Proof. 1 follows from Lemma 12.1 and Lemma 11.12. 2 follows from 1 and
Lemma 12.2.
From the results we obtained so far, we can state the following.
Theorem 14.24. Let S be a scheme, and f : G → H an fppf finite homo-
morphism between flat S-group schemes, and N = Ker f . Let ϕ : X → Y
be a G-morphism which is an algebraic quotient by the action of N . Assume
that the action of N on X is small. Let U be the free locus of the action of
N on X, and V := ϕ(U). Then we have the following.
0 ϕ is a G-enriched almost principal N-bundle with respect to U and V .
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1 (cf. [HasN, Theorem 2.4]) Assume that X is locally Krull. Then Y is
also locally Krull, and (ϕ∗?)∗∗ : Ref(H, Y ) → Ref(G,X) and (ϕ∗?)N :
Ref(G,X) → Ref(H, Y ) are quasi-inverse each other. In particular,
for L,M ∈ Ref(G,X), L ∼= M if and only if (ϕ∗L)N ∼= (ϕ∗M)N in
Ref(H, Y ). M is indecomposable in Ref(G,X) if and only if (ϕ∗M)N
is so in Ref(H, Y ). This equivalence induces an isomorphism between
Cl(H, Y ) and Cl(G,X).
2 Assume that X is quasi-compact quasi-separated and locally Krull. Then
there is an exact sequence
0→ H1(N,O×X)→ Cl(Y )→ Cl(X)N → H2(N,O×X).
3 Assume that G is of finite type. Let Y0 be a fixed Noetherian H-scheme
with a fixed H-dualizing complex IY0, and assume that ϕ is a morphism
in F(G, Y0). Then ϕ is finite, and we have
ωY ∼= (ϕ∗(ωX ⊗OX ΘN,X))N ∼= (ϕ∗ωX ⊗OY ΘN,Y )N
as (H,OY )-modules. If, moreover, X has a coherent (G,OX)-module
MX which is a full 2-canonical module, then we have
ωX ∼= (ϕ∗ωY )∨∨ ⊗OX Θ∗N,X ∼= (ϕ∗(ωY ⊗OY Θ∗N,Y ))∨∨
as (G,OX)-modules.
4 In 3, If ΘN,Y0
∼= OY0 (e.g., N is e´tale, N is Reynolds, or S = Spec k
with k a field and G centralizes N) , then ωY ∼= (ϕ∗ωX)N as (H,OY )-
modules. If, moreover, X has a coherent (G,OX)-module MX which
is a full 2-canonical module, then we have ωX ∼= (ϕ∗ωY )∨∨ as (H,OX)-
modules.
5 In 3, assume that ΘN,Y0
∼= OY0. Let L be an H-linearized invertible
sheaf on Y . Then ωX ∼= ϕ∗L as (G,OX)-modules if and only if ωY ∼= L
as (H,OY )-modules and X satisfies the (S2) condition. If so, both X
and Y are quasi-Gorenstein.
6 Let the assumptions be as in 3. Then ωX ∼= ϕ∗L for some H-linearized
invertible sheaf on Y if and only if ωY is an invertible sheaf and X satis-
fies the (S2) condition. If so, then both X and Y are quasi-Gorenstein.
If, moreover, Y is connected, then these conditions are equivalent to
say that Y is quasi-Gorenstein and X satisfies (S2).
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Proof. 0 See Lemma 14.15.
1 Note that Y is also locally Krull by [Has9, (6.3)]. Now the result follows
from Corollary 11.4.
2 follows from Theorem 11.5.
Considering the fact that X is (S2) implies Y is (S2) (by Lemma 14.23),
3, 4, 5, 6 are immediate from Corollary 11.22. For the conditions for ΘN,Y0
to be trivial, see Remark 11.21.
(14.25) Let k be a field, and B =
⊕
n∈ZBn be a finitely generated pos-
itively graded k-algebra (that is, Bn = 0 for n < 0 and B0 = k). Let ωB
denote the canonical module of B. The base scheme S is Spec k, the group G
is the torus Gm, and the G-dualizing complex of S is fixed to k (concentrated
in degree zero). Then ωB is a finitely generated Z-graded nonzero B-module.
So
a = a(B) = −min{n ∈ Z | ωB,n 6= 0}
is well-defined. The integer a is called the a-invariant of Goto–Watanabe
[GW, (3.1.4)].
(14.26) If B is a quasi-Gorenstein Noetherian Zn-graded k-algebra such
that there exists some homomorphism h : Zn → Z such that B is positively
graded with respect to the induced Z-grading. Then there exists some unique
a ∈ Zn such that ωB ∼= B(a) as Zn-graded B-modules. We also call a the
a-invariant of B. This definition is consistent with the one in (14.25) when
n = 1 and B is positively graded.
Example 14.27. Let k be a field, and N a finite k-group scheme. Let
G = N ×Gm and H = Gm.
Let B be a G-algebra, and ϕ : X = SpecB → SpecA = Y be the
algebraic quotient, where A = BN . Assume that the action of N on X is
small. Note that B is a Z-graded N -algebra. Assume that B is positively
graded (that is, B =
⊕
n≥0Bn with B0 = k). Let k(a) be the one-dimensional
G-module which is the one-dimensional Gm-module concentrated in degree
−a and is trivial as an N -module, and set B(a) = B ⊗ k(a).
If N is either e´tale; linearly reductive; or abelian, then ωNB = ωA. By
Theorem 14.24, 5, ωB ∼= B(a) as (G,B)-modules if and only if B is (S2) and
ωA ∼= A(a) as graded A-modules, that is, B is (S2) and A is quasi-Gorenstein
with the a-invariant a.
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Even if G is a general finite k-group scheme, ωB ∼= B as (N,B)-modules
if and only if A is quasi-Gorenstein and B is (S2), by Theorem 14.24, 6. The
author does not know if the a-invariants of A and B agree in general.
Example 14.28. Let B be the polynomial ring k[x1, . . . , xd] with deg xi = 1
in Example 14.27 above. As above, assume that G acts on B (that is, N acts
on B linearly). As in Example 14.27, assume that the action of N on X is
small. Set A = BN . Then by Theorem 14.24,
1 Cl(A) ∼= H1(N,B×), since Cl(B) = 0. If, moreover, N is e´tale, then
Cl(A) ∼= X (N) by [Has9, (4.13)].
2 ωA ∼= (B ⊗
∧dB1 ⊗ΘN,k)N as graded A-modules, and
(B ⊗A ωA)∗∗ ∼= B ⊗k (
∧dB1 ⊗k ΘN,k)
as graded (N,B)-modules.
3 The following are equivalent.
a
∧dB1 ∼= Θ∗N,k as N -modules.
b
∧dB1 ∼= Θ∗N,k ⊗ k(−d) as G-modules.
c A is quasi-Gorenstein.
d A is quasi-Gorenstein of the a-invariant −d.
4 (cf. [Bro], [Bra], [FlW]) Assume that N is either e´tale; linearly reduc-
tive; or abelian. Then ΘN,k is trivial, and the following are equivalent.
a N ⊂ SL(B1).
b A is quasi-Gorenstein.
c A is quasi-Gorenstein with the a-invariant −d.
Proof. We only prove 3. a⇒b⇒d⇒c is easy. If A is quasi-Gorentein, then
ωA ∼= A(a) for some a ∈ Z as (H,A)-modules. So B(a) ∼= B ⊗k (
∧dB1 ⊗k
ΘN,k). Tensoring B/B+, where B+ is the irrelevant ideal of B, we get k ∼=∧dB1 ⊗k ΘN,k as N -modules, and c⇒a follows.
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15. Multisection rings
(15.1) Let X be a locally Krull scheme. We define a divisor on X and the
OX-module OX(D) for a divisor on X .
Recall that P 1(X) denotes the set of integral closed subschemes of codi-
mension one (7.22). Set F = ∏W∈P 1(X) Z ·W . An element of F is called a
formal divisor. W ∈ P 1(X) as an element of F is called a prime divisor. For
D = (aD,WW )W∈X ∈ F , the support suppD of D is {W ∈ P 1(X) | aD,W 6=
0}. For D = (aD,WW ) and D′ = (a′D,WW ) in F , we say that D ≥ D′ if
aD,W ≥ a′D,W for any W . We say that D is effective if D ≥ 0. If suppD
is locally finite (see (7.22)) in X , we say that D is a divisor on X . The
set of divisors Div(X) on X forms a subgroup of F . If X is quasi-compact,
Div(X) =
⊕
W∈P 1(X) Z ·W . For D ∈ Div(X) and an open subset U of X ,
we define the restriction D|U of D to to be (aD,W¯W )W∈P 1(U), where W¯ is the
closure of W in X .
(15.2) Let X be integral. Then for f ∈ K× and W ∈ P 1(X), we define
af,W to be the order of f in the DVROX,W ⊂ K = κ(ξ), where ξ is the generic
point of X , and K is the function field. We define div f := (af,WW ) ∈ F .
It is easy to see that div f is a divisor. Note that div : K× → Div(X) is a
homomorphism. Its image div(K×) is denoted by Prin(X). An element of
Prin(X) is called a principal divisor.
(15.3) Let X be integral. Let ξ be its generic point, and j : ξ → X
the inclusion. The quasi-coherent sheaf j∗j
∗OX is denoted by K. It is the
constant sheaf of K = κ(ξ). Let D = (aD,WW ) ∈ Div(X).
We define an OX -submodule OX(D) of K by
Γ(U,OX(D)) = {0} ∪ {f ∈ K× | (div f +D)|U ≥ 0}.
Note that OX(D) is a rank-one reflexive quasi-coherent sheaf.
(15.4) In general, a locally Krull scheme X =
∐
iXi is the disjoint union
of its irreducible components. We define
Prin(X) :=
∏
i
Prin(Xi) ⊂
∏
i
Div(Xi) = Div(X).
We define the (geometric) class group Cl′(X) to be Div(X)/Prin(X). Thus
Cl′(X) =
∏
iCl
′(Xi).
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For D ∈ Div(X), OX(D) is also defined componentwise. It is easy to see
that OX : D 7→ OX(D) gives a homomorphism from Div(X) to Cl(X).
Lemma 15.5. OX induces an isomorphism OX : Cl′(X)→ Cl(X).
Proof. We may assume that X is integral. First, we prove that OX is surjec-
tive. Let M be a rank-one reflexive sheaf on X . Let ξ be the generic point
of ξ, and j : ξ → X the inclusion. Note that K = j∗j∗OX . AsM is rank-one
reflexive, there is a monomorphism
M u−→ j∗j∗M∼= j∗j∗OX ∼= K,
and we can identifyM with a subsheaf of K. Then it is easy to see that there
exists some D ∈ Div(X) such that M ∼= OX(D). That is, OX : Div(X) →
Cl(X) is surjective.
Assume that f : OX ∼= OX(D). Then f ∈ HomOX (OX ,OX(D)) =
Γ(X,OX(D)) ⊂ K. As f is an isomorphism, f ∈ K× and div f + D = 0,
and hence D is principal. It is obvious that OX(div f) = f−1OX ∼= OX . So
D ∈ Ker(OX : Div(X)→ Cl(X)) if and only if D ∈ Prin(X).
Thus the isomorphism OX : Cl′(X)→ Cl(X) is induced.
With this isomorphism, we identify Cl′(X) and Cl(X).
(15.6) Let S be a scheme, Λ a finitely generated Z-module, and G =
SpecZΛ ×Spec Z S, where ZΛ is the group algebra
⊕
λ∈Λ Zt
λ with each tλ
group-like. Let ϕ : X → Y be an affine G-invariant morphism. So X =
Spec
Y
A with A =⊕λ∈ΛAλ a graded quasi-coherent OY -algebra.
Lemma 15.7. The following are equivalent.
1 ϕ is a principal G-bundle.
2 OY → A0 is an isomorphism, each Aλ is an invertible sheaf, and the
product Aλ ⊗OY Aµ → Aλ+µ is an isomorphism.
2’ OY → A0 is an isomorphism, and the product Aλ ⊗OY Aµ → Aλ+µ is
surjective for any λ, µ ∈ Λ.
3 For each y ∈ Y , there exists some affine open neighborhood y ∈ U =
SpecR and a faithfully flat R-algebra R′ such that A′ =
⊕
λA
′
λ with
A′λ = R
′⊗RΓ(U,Aλ) is isomorphic to the group algebra R′Λ =
⊕
λR
′tλ.
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If, moreover, Λ is torsion-free, then ϕ is a principal G-bundle in the Zariski
topology. That is, we can take R′ = R in 3.
Proof. 1⇒2 is obvious from the descent argument.
2⇒2’ is trivial. 2’⇒3. Take any affine open neighborhood U = SpecR
of y. Then A = Γ(ϕ−1(U),OX) is a graded algebra with A0 = R. We may
assume that
Λ = Z/(m1)⊕ Z/(m2)⊕ · · · ⊕ Z/(ms)
with mi ≥ 0, mi 6= 1. Let λi be a generator of Z/(mi). So λ1, . . . , λs together
generate Λ.
For each i, there exists some expression 1 =
∑mi
l=1 ui,lvi,l with ui,l ∈ Aλi
and vi,l ∈ A−λi . Then contracting U if necessary, we may assume that for
each i, there exists some li such that ui,livi,li is invertible in A0. So each
ti := ui,li are units of A. If Λ is torsion-free, then mi = 0 for each i, and
A = R[t±11 , . . . , t
±s
s ]. So the last assertion has been proved.
We consider the case that Λ may have a torsion. We may assume that
m1, . . . , mr ≥ 2 and mi = 0 for i > r. Set
R′ = R[T1, . . . , Tr]/(T
m1
1 − tm11 , . . . , Tmrr − tmrr ),
where T1, . . . , Tr are new variables of degree zero. As R
′ is a nonzero free
R-module, R′ is faithfully flat over R. Letting t′i := tiT¯
−1
i , we have that
A′ := R′⊗RA = R′[t′1, . . . , t′r, t±1r+1, . . . , t±1s ]/((t′1)m1−1, . . . , (t′r)mr−1) ∼= R′Λ,
as desired.
3⇒1 is trivial.
(15.8) Let ϕ : X → Y be a morphism between locally Krull schemes
such that ϕ(X〈0〉) ⊂ Y 〈0〉 and ϕ(X〈1〉) ⊂ Y 〈0〉 ∪ Y 〈1〉. We define the pull-
back ϕ∗ : Div(Y ) → Div(X) by ϕ by ϕ∗(aV V )V ∈P 1(Y ) = (bWW )W∈P 1(X),
where bW = aϕ(W ) lengthOX,w(OX,w/mϕ(w)OX,w) for the generic point w of
W ∈ P 1(X) if w ∈ Y 〈1〉 (mϕ(w) is the maximal ideal of the DVR OY,ϕ(w)),
and bW = 0 if w ∈ Y 〈0〉. It is easy to see that ϕ∗ is a homomorphism, and
ϕ∗(div(f)) = div(ϕ∗f) if both X and Y are integral and f ∈ K×, where K
is the function field of Y . So ϕ∗ : Cl′(Y )→ Cl′(X) is induced.
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Lemma 15.9. Let ϕ be as in (15.8). Then [M] 7→ [(ϕ∗M)∗∗] gives a homo-
morphism ϕ∗ : Cl(Y )→ Cl(X). Moreover, the diagram
Cl′(Y )
OY //
ϕ∗

Cl(Y )
ϕ∗

Cl′(X)
OX // Cl(X)
is commutative.
Proof. To prove the commutativity of the diagram, we may assume that
both X and Y are integral. It suffices to prove that (ϕ∗OY (D))∗∗ ⊂ ϕ∗K = L
agrees with OX(ϕ∗D), where K and L are the constant sheaves of the rational
function fields of Y and X , respectively. As (ϕ∗OY (D))∗∗ is reflexive, it suf-
fices to prove that (ϕ∗OY (D))∗∗x = (ϕ∗OY (D))x ⊂ L agrees with OX(ϕ∗D)x
for each x ∈ X〈1〉, where L is the function field of X . Let y = ϕ(x). First
consider the case that codim y = 1. If the coefficient of y¯ in D is a and the
ramification index lengthOX,x(OX,x/myOX,x) is b, then the coefficient of x¯ in
ϕ∗D is the product ab by definition. So OX(ϕ∗D)x = m−abx . On the other
hand,
(ϕ∗OY (D))x = OY (D)yOX,x = m−ay OX,x = m−abx = OX(ϕ∗D)x.
Next, consider the case that codim y = 0. Then the coefficient of x¯ in ϕ∗D
is zero by definition. So OX(ϕ∗D)x = OX,x. On the other hand,
(ϕ∗OY (D))x = OY (D)yOX,x = KOX,x = OX,x = OX(ϕ∗D)x,
where K is the rational function field of Y . Hence (ϕ∗OY (D))∗∗ = OX(ϕ∗D)
as subsheaves of L. In particular, ϕ∗[OY (D)] = [OX(ϕ∗D)] in Cl(X), and
the diagram in problem is commutative.
In the diagram, OY and OX are group isomorphisms, and the left ϕ∗ is a
homomorphism. So the right ϕ∗ is also a homomorphism.
(15.10) Let X be a locally Krull scheme, and Σ a subset of P 1(X). For
D = (aWW ), D
′ = (a′WW ) ∈ Div(X), we say that D ≥Σ D′ if aW ≥ a′W for
W ∈ P 1(X) \ Σ. We define OX,Σ(D) by
Γ(U,OX,Σ(D)) = {0} ∪ {f ∈ K× | (div f +D) ≥Σ∪{W∈P 1(X)|W∩U=∅} 0}.
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Note that OX,Σ = OX,Σ(0) is a quasi-coherent OX -algebra. We define XΣ =
SpecOX,Σ. As a subintersection of a Krull domain is again a Krull domain
[Fos, (1.5)], it is easy to see that XΣ is locally Krull.
As in (15.8), the canonical map jΣ : XΣ → X induces a surjective map
j∗Σ : Div(X) → Div(XΣ). As jΣ is birational, j∗Σ maps Prin(X) surjectively
onto Prin(XΣ). By the snake lemma, we get the following easily.
Lemma 15.11 (Nagata’s theorem [Fos, (7.1)]). Let X be a locally Noetherian
scheme, and Σ a subset of P 1(X). Then j∗Σ : Cl
′(X)→ Cl′(XΣ) is a surjective
map whose kernel is generated by the divisors supported in Σ.
Lemma 15.12. Let G = Gsm be a split s-torus. Let ϕ : X → Y be a principal
G-bundle. If X is locally Krull, then the flat pullback ϕ∗ : Cl′(Y ) → Cl′(X)
(see (15.8)) is surjective.
Proof. We may assume that Y is integral. Let W ∈ P 1(Y ). As G is geomet-
rically integral, we have that ϕ−1(W ) is integral. Applying [Has9, (5.13)]
to the map of local rings OY,W → OX,ϕ−1(W ), we have that ϕ−1(W ) ∈
P 1(X). By Lemma 15.11, Cl′(X)→ Cokerϕ∗ factors through the surjection
Cl′(X)→ Cl′(XΣ), where Σ is the set of prime divisors of the form ϕ−1(W )
withW ∈ P 1(Y ). It is easy to see thatXΣ = ϕ−1(η) = Specκ(η)[t±11 , . . . , t±1s ]
by Lemma 15.7, where η is the generic point of Y . As Cl′(XΣ) = 0, we are
done.
(15.13) Let s ≥ 0. A Zs-graded ring R = ⊕λ∈Zs Rλ is called a homoge-
neous DVR if R is a Krull domain with a unique graded maximal ideal (that
is, a maximal element in the set of graded ideals which are not equal to R)
P such that htP = 1. We say that (R,P ) is a homogeneous DVR. When we
set G to be the split torus Gsm = SpecZ[t
±1
1 , . . . , t
±1
s ], then (R,P ) is G-local.
Lemma 15.14. Let (R,P ) be a Zs-graded homogeneous DVR. Then P is a
principal ideal.
Proof. As P is generated by homogeneous elements, we can take a homoge-
neous element α ∈ P \ P (2), where P (2) is the second symbolic power of P .
Then a minimal prime of α must be height-one homogeneous, and hence α
generates P .
(15.15) Let (R,P ) be a Zs-graded homogeneous DVR. Set Q to be the
localization of R by all the nonzero homogeneous elements. It is the G-total
ring of quotients of R [Has7, (3.1)], as can be seen easily.
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Lemma 15.16. Q = R[α−1] and R = Q ∩ RP .
Proof. As R[α−1] does not have a nonzero homogeneous prime ideal, any ho-
mogeneous element of R[α−1] is a unit, and we cannot localize homogeneously
any more, and so Q = R[α−1] holds.
Obviously, R ⊂ Q ∩ RP . Let β ∈ Q ∩ RP . We can write β = b/αn for
some n ≥ 0 and b ∈ R. Take n as small as possible, and assume that n > 0.
Then b = βαn ∈ R ∩ PRP = P , and b is divisible by α. This is absurd.
(15.17) Let B be a Zs-graded Krull domain with the field of fractions
K. We say that Λ is a defining family of homogeneous DVR’s of B if each
element R ∈ Λ is a homogeneous DVR which is a graded subring of QG(B),
and B =
⋂
R∈ΛR, where QG(B) is the localization of B by all the nonzero
homogeneous elements of B.
Lemma 15.18. Let B be a Zs-graded Krull domain with the field of frac-
tions K. Set Λ1 = {B(P ) | P is homogeneous and of height one}, where B(P )
denotes the localization of B by the set of homogeneous elemets of B \ P .
Then Λ1 is a defining family of homogeneous DVR’s of B. If Λ is a defining
family of homogeneous DVR’s of B, then Λ ⊃ Λ1, and thus Λ1 is the smallest
defining family of homogeneous DVR’s of B.
Proof. It is easy to see that (B(P ), PB(P )) is a homogeneous DVR and is a
graded subring of QG(B) = B(0) for a homogeneous height one prime P of
B. We prove that B =
⋂
R∈Λ1
R =
⋂
P B(P ). B ⊂
⋂
P B(P ) is trivial. Let
a/b ∈ ⋂P B(P ), where a ∈ B and b is a nonzero homogeneous element of
B. As a minimal prime of Bb is homogeneous, a/b ∈ BQ for any height one
inhomogeneous prime ideal Q. On the other hand, obviously, a/b ∈ BP for
any P . Thus a/b ∈ (⋂P BP ) ∩ (⋂QBQ) = B, since B is a Krull domain.
Next, let Λ be a defining family of homogeneous DVR’s of B. For R ∈ Λ,
let mR be the graded maximal ideal of R. Then
B =
⋂
R∈Λ
R = QG(B) ∩
⋂
R
RmR
by Lemma 15.16.
Let P be a homogeneous height-one prime ideal of B, and assume that
BP ⊃ QG(B). Set P = PBP ∩ QG(B). Then P ∩ B = PBP ∩ B = P , and
hence P = PQG(B) contains 1, and this is a contradiction. So BP does not
contain QG(B). When we express QG(B) =
⋂
R′∈Λ′ R
′, where Λ′ is a set of
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DVR’s whose field of quotients are K, then BP ∈ Λ′ ∪ {RmR | R ∈ Λ} by
[Mat, (12.3)]. As we know that BP /∈ Λ′, BP = RmR for some R ∈ Λ, and
hence B(P ) = QG(B) ∩ BP = QG(B) ∩ RmR = R ∈ Λ. Hence Λ1 ⊂ Λ.
(15.19) Let Y be a locally Krull integral S-scheme which is quasi-compact
and separated over S. Assume that Y has an hY -ample Cartier divisor D
(that is, D is a Weil divisor on Y such that OY (D) is an hY -ample invert-
ible sheaf), where hY : Y → S is the structure map. Set A = R(Y ;D) :=
(hY )∗(
⊕
n≥0OY (nD)T n), where T is a variable. By assumption, the canoni-
cal morphism u : Y → Y¯ := ProjA is an open immersion [Stack, (27.24.14)].
We identify Y with the image u(Y ) of u, and regard Y as an open subset of
Y¯ .
Lemma 15.20. Y is large in Y¯ .
Proof. The question is local on S, and hence we may assume that S is affine.
The question is also local on Y¯ , so it suffices to show that for any n >
0 and 0 6= s ∈ An = Γ(Y,O(nD)), Ys is large in D+(sT n), where Ys =
Y \ Supp(Coker(s : O → O(nD))). Note that D+(sT n) is affine with the
coordinate ring
{0} ∪ {f ∈ K× | div f + r(div s+ nD) ≥ 0 for some r} = Γ(Ys,OY ),
and the inclusion Ys → D+(sT n) is the obvious map. Set R = Γ(Ys,OY ).
As R = Γ(Ys,OY ) and Ys is locally Krull integral, we have that R =⋂
W∈P 1(Ys)
OY¯ ,W and R is a Krull domain, where P 1(?) dentoes the set
of prime divisors. Then as R is a Krull domain and is the coordinate
ring of D+(sT
n), R =
⋂
W∈P 1(D+(sTn))
OY¯ ,W . By [Mat, (12.3)], each W in
P 1(D+(st
n)) must intersect Ys. Namely, Ys is large in D+(sT
n).
(15.21) Let Y and D be as above. Let s ≥ 1. Set G to be the split
torus of relative dimension s. That is, G = SpecZ[t±11 , . . . , t
±s
s ] ×SpecZ S.
Let D1, · · · , Ds be Weil divisors on Y , and assume that we can write D =∑s
i=1 µiDi for some µ = (µ1, . . . , µs) ∈ Zs.
Set D = ⊕λ∈Zs O(Dλ)tλ, where for λ = (λ1, . . . , λs) ∈ Zs, Dλ :=∑s
i=1 λiDi, and t
λ = tλ11 · · · tλss . Note that D is a quasi-coherent subalge-
bra of the constant sheaf of algebra K[t±11 , . . . , t
±s
s ] over Y , where K is the
rational function field of Y .
The (relative) multisection ring of D1, · · · , Ds is defined to be
B = R(Y ;D1, . . . , Ds) := (hY )∗(D).
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(15.22) We set X = Spec
S
B, and Z = Spec
Y
D. Note that D is Zs-graded,
and hence the canonical map π : Z → Y is a G-invariant morphism. There
is a canonical map v : Z → X , since B = (hY )∗(D). It is a G-morphism.
Lemma 15.23. There is a large open subset V of Y such that Di|V is Cartier
(that is, OV (Di|V ) is invertible) for i = 1, . . . , s.
Proof. Let Y =
⋃
j∈J Yj be an affine open covering with Yj connected. Then
by the proof of [Has9, (5.33)], for each j, we can take a large open subset Vj ⊂
Yj such that Di|Vj is Cartier for i = 1, . . . , s. Now define V :=
⋃
j∈J VJ .
We fix such a V .
Proposition 15.24. v : Z → X above is an open immersion. We identify Z
by v(Z) and regard Z as an open subscheme of X. Then U := π−1(V ) ⊂ Z
is large in X.
Proof. The question is local on S, and we may assume that S = SpecR
is affine and hence B = B = ⊕λBλ is a graded R-algebra. Let n > 0,
and s ∈ Γ(Y,OY (nD)). Then the degree λ component B[(stnµ)−1]λ of the
localization B[(stnµ)−1] is⋃
r≥0
(stnµ)−rBλ+rnµ = (
⋃
r
Γ(Y,OY (Dλ + r(div s+ nD))))tλ = Γ(Ys,OY (Dλ)).
So if, moreover, Ys is also affine, then v maps π
−1(Ys) isomorphically onto
the open subset Xstnµ = SpecB[(st
nµ)−1].
We can take a sufficiently divisible n and s1, . . . , sm ∈ Γ(Y,OY (nD)) such
that each Ysi is affine and
⋃
i Ysi = Y . Hence v is an open immersion whose
image is X \ V (J), where
(32) J = (s1t
nµ, . . . , smt
nµ) ⊂ B.
To prove that U is large, since V is large in Y , replacing Y by V (this
does not changes X), we may assume that V = Y (and U = Z). It suffices
to prove that J has height at least two.
Before we finish the proof, we need some constructions.
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(15.25) Let the notation be as above (S is affine). For each W ∈ P 1(Y ),
define PW =
⊕
λ∈Zs Γ(Y,OY (Dλ −W ))tλ. This is a graded prime ideal of
B. For n > 0 and s ∈ Γ(Y,OY (nD)), the localization B[(stnµ)−1] ⊗B PW is⊕
λ Γ(Ys,OY (Dλ−W ))tλ. As affine Ys with Ys∩W 6= ∅ forms a fundamental
set of open neighborhoods of the generic point w of W , we have
(33) BS =
⊕
λ
({0} ∪ {f ∈ K× | div(f) +Dλ ≥P 1(Y )\{W} 0}) · tλ
= OY,W [(α−c1t1)±1, . . . , (α−csts)±1]
and
(34) (PW )S =
⊕
λ
({0} ∪ {f ∈ K× | div(f) +Dλ >P 1(Y )\{W} 0}) · tλ = αBS ,
where S is the homogeneous multiplicatively closed subset of B given by
S = {stnµ | n > 0, s ∈ Γ(Y,OX(nD)), Ys is affine, Ys ∩W 6= ∅} ∪ {1},
α is the generator of the maximal ideal of OY,W , and ci is the coefficient of
W in the divisor Di. So BS is a homogeneous DVR with the graded maximal
ideal (PW )S . In particular, PW is a homogeneous height one prime of B, and
BS is the homogeneous localization B(PW ).
Lemma 15.26. The map W 7→ PW gives a bijection between P 1(Y ) and
the set HP 1(B) of homogeneous height one prime ideals of B. We have
B =
⋂
W∈P 1(Y )B(PW ). B is a Krull domain.
Proof. By the first equality of (33), it is easy to see that B =
⋂
W∈P 1(Y )B(PW ).
As each B(PW ) is a homogeneous DVR, B is (graded) Krull. We know that
PW ∈ HP 1(B) for P 1(Y ). As Y is a separated scheme, the description
of (34) shows that W 7→ PW is injective. By Lemma 15.18 and the fact
B =
⋂
W∈P 1(Y )B(PW ) (with Q(B) = Q(B(PW )) = K(t
±1
1 , . . . , t
±1
s )), W 7→ PW
is surjective.
The following lemma finishes the proof of Proposition 15.24.
Lemma 15.27. Let J be the ideal of B defined in (32). Then the height of
J is at least two.
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Proof. Assume the contrary. As J is graded, J is contained in some PW .
Since Y =
⋃
i Ysi, there is some i such that Ysi intersects W . Then sit
nµ ∈ J
cannot be an element of PW by the definition of PW . A contradiction.
Now Proposition 15.24 has been proved.
We have a diagram of S-schemes
(35) X U? _
ioo ρ // V 
 j // Y ,
where X = Spec
S
B, V is a large open subset of Y such that Dl|V is Cartier
for l = 1, . . . , s, π : Z → Y and v : Z → X are the canonical maps,
U = π−1(V ), ρ : U = π−1(V ) → V the restriction of π : Z → Y , i : U → X
the composite U →֒ Z v−→ X , and j : V → Y the inclusion.
Theorem 15.28. Let S be a scheme, hY : Y → S an integral locally Krull
S-scheme with an ample Cartier divisor D. Let G be the s-torus
SpecZ[t±11 , . . . , t
±1
s ]×SpecZ S
over S. Let s ≥ 1, and D1, . . . , Ds divisors on Y such that D ∈
∑
i ZDi.
Let the diagram (35) be constructed as above. Then it is a rational almost
principal G-bundle. X is a locally Krull scheme.
Proof. By construction, π : Z → Y is G-invariant, and v : Z → X is a
G-morphism. V is large in Y by construction. As U →֒ Z is the base change
of V →֒ Y , U is a G-stable open subset of Z. So the diagram is a diagram
of G-schemes, and G acts on Y and V trivially.
i is an open immersion and i(U) in X is large by Proposition 15.24.
The fact that ρ is a principal G-bundle follows from Lemma 15.7 easily.
To prove the last assertion, we may assume that S is affine, and this case
is done in Lemma 15.26.
Corollary 15.29. Let the notation be as above. Then γ = i∗ρ
∗j∗ : Ref(Y )→
Ref(G,X) is an equivalence. The quasi-inverse is given by δ = (?)Gj∗ρ∗i
∗ :
Ref(G,X)→ Ref(Y ). For a divisor E on Y , OY (E) corresponds to
(hY )∗(
⊕
λ∈Zs
OY (Dλ + E)tλ).
In particular, OY (Dν) corresponds to OX(ν), where ?(ν) denotes the shift of
degree. γ is equivalent to v∗(?)
∗∗π∗, and δ is equivalent to (?)Gπ∗v
∗, where
(?)∗∗ denotes the double dual.
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Proof. Follows easily from Theorem 15.28 and Theorem 11.2.
Lemma 15.30. Let the notation be as above, and let N ∈ Ref(Y ) corre-
sponds to M∈ Ref(G,X). Namely, set
M =
⊕
λ∈Zs
(hY )∗(N (Dλ)))tλ.
Then the G-local cohomology H iX\Z(M) is zero for i = 0, 1, and
H iX\Z(M) ∼=
⊕
λ∈Zs
(Ri−1hY )∗(N (Dλ))tλ
for i ≥ 2, where N (Dλ) denotes the reflexive sheaf (N ⊗OY OY (Dλ))∗∗.
Proof. From [HasO, (4.10)], the sequence
0→ H0X\Z(M)→M u−→ v∗v∗M→ H1X\Z(M)→ 0
is exact, and Ri−1v∗(v
∗M) ∼= H iX\Z(M) for i ≥ 2. As M is reflexive and Z
is large in X , u :M→ v∗v∗M is an isomorphism. The result follows.
(15.31) LetR be a commutative ring,M a finitely generated abelian group,
and G := SpecRM , where RM =
⊕
m∈M Rt
m is a group algebra of M over
R. Letting each tm group-like, G is an R-group scheme. A G-module is
nothing but an RM-comodule. If V is a G-module, then V =
⊕
m∈M Vm as
a G-module, where
(36) Vm = {v ∈ V | ωV (v) = v ⊗ tm}.
Conversely, if V =
⊕
m∈M Vm as a graded R-module, then letting (36) the
definition, V is a G-module, and a G-module and an RM-comodule and an
M-graded R-module are the same thing.
So a G-algebra is an M-graded R-algebra B =
⊕
mBm, where ωB(b) =
b ⊗ tm for b ∈ Bm. We follow the convention that if G acts on an affine
R-scheme X = SpecB, then B is a G-module by (gb)(x) = b(g−1x). That is,
α(b) = t−m⊗b for b ∈ Bm (since the antipode of RM sends tm to t−m), where
α : B → RM ⊗R B is the map corresponding to the action G×X → X .
For a (G,B)-module N , the G-linearization
φ : (RM ⊗R B)α ⊗B N → (RM ⊗R B)β ⊗B N
maps (1⊗1)⊗n to (t−m⊗1)⊗n for n ∈ Nm, where β is given by β(b) = 1⊗b,
and corresponds to the second projection p2 : G×X → X .
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Proposition 15.32 (cf. [EKW, (1.1), (3)]). In Theorem 15.28, assume that
S is quasi-compact quasi-separated. Then we have an exact sequence
0→ X (G,X) α−→ X (G) β−→ Cl(Y ) γ−→ Cl(X)→ 0,
where X (G) = Zs, X (G,X) = {λ ∈ X (G) | B× ∩ Bλ 6= ∅} (where B =
Γ(X,OX)), α is the inclusion, β(εi) = OY (Di) (εi = (0, . . . , 0, 1, 0, . . . , 0)
with 1 at the ith place), and γ = (i∗)−1ρ∗j∗.
Proof. The map j∗ : Cl(Y ) → Cl(V ) is an isomorphism. The map ρ∗ :
Cl(V ) → Cl(U) is surjective by Lemma 15.12. As the map i∗ : Cl(X) →
Cl(U) is an isomorphism, we have that γ = (i∗)−1ρ∗j∗ : Cl(Y ) → Cl(X) is
surjective.
Note that γ(OY (Dλ)) = OX(λ) in Cl(G,X) by Corollary 15.29. In par-
ticular, it is zero in Cl(X).
Note that the map γ : Cl(Y ) → Cl(G,X) is an isomorphism by Theo-
rem 11.2, and γ(OY (Di)) = t−1i OX = OX(εi) in Cl(G,X).
The kernel of the forgetful map r : Cl(G,X)→ Cl(X) is the algebraic first
G-cohomology group H1alg(G,O×X), see [Dol, Theorem 7.1] and Theorem 11.5.
It is explained as follows. An element of Ker r is the isomorphism class of a
rank-one free module OX equipped with a G-linearization Φ : a∗OX → p∗2OX .
However, both a∗OX and p∗2OX are identified with OG×X , and Φ is nothing
but a unit element of the ring C = Γ(G×X,OG×X) = Z[t±11 , . . . , t±1s ]⊗Z B
(by the projection formula [Lip, (3.9.4)]). As B is a domain, we can write
Φ = tλ ⊗ b with b ∈ B× and λ ∈ Zs. From the cocycle condition on Φ,
we have that Φ = tλ ⊗ 1. Conversely, tλ ⊗ 1 satisfies the cocycle condition,
and the group of 1-cocycles Z1alg(G,O×X) is the character group X (G). By
definition,
B1alg(G,O×X) = {φ(gx)/φ(x) | φ ∈ B×} ⊂ Z1alg(G,O×X).
As φ is a homogeneous element, it has a degree, say λ. Then φ(gx)/φ(x) =
tλ ⊗ 1, and thus B1alg(G,O×X) = X (G,X).
Then as in (15.31), the linearization of t−1i B corresponds to ti ⊗ 1 ∈
Z1alg(G,O×X), and the exact sequence has been proved.
Proposition 15.33 (cf. [HasK, (1.2), (1.3)]). Let the notation be as in Theo-
rem 15.28. Let S be Noetherian with a fixed dualizing complex IS, and assume
that Y and X are of finite type over S. Then
ωX ∼=
⊕
λ∈Zs
(hY )∗ωY (Dλ)t
λ.
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ωY ∼= OY (Dλ) as OY -modules if and only if ωX ∼= OX(λ) as (G,OX)-
modules.
Proof. As GZ = SpecZ[t
±1
1 , . . . , t
±1
s ] is a Z-smooth abelian group, Lie(GZ) is
trivial, and hence ΘS = h
∗
S(
∧s Lie(GZ)) is trivial, where hS : S → SpecZ is
the structure map. Now the result follows from Theorem 11.18 immediately.
(15.34) Let Λ be the abelian group Zs, and Γ its subgroup. Let H be the
torus SpecZΓ ×SpecZ S. The inclusion of group rings ZΓ →֒ ZΛ induces an
fppf homomorphism of S-group schemes f : G → H . We set N = Ker f =
SpecZ(Λ/Γ)×SpecZ S.
Let Y be an S-scheme on which G acts trivially, and M = ⊕λ∈ΛMλ
a (G,OY )-module. Then MN =
⊕
λ∈ΓMλ is nothing but the Veronese
submodule of M.
(15.35) Let the assumptions be as in Theorem 15.28. Let M , Γ, f : G →
H , and N be as above. Set
X ′ = Spec
S
BN = Spec
S
(hY )∗(
⊕
λ∈Γ
O(Dλ)tλ).
If λ1, . . . , λs′ is a Z-basis of Γ and when we set D
′
l := Dλl, then we have
BN = R(Y ;D′1, . . . , D′s′) = (hY )∗(
⊕
α∈Zs′
O(α1D′1 + · · ·+ αs′D′s′)t
∑
i αiλi).
The schemes and morphisms constructed from the divisors D′1, . . . , D
′
s′ in-
stead of D1, . . . , Ds are denoted by π
′ : Z ′ → Y and ρ′ : U ′ = (π′)−1(V )→ V .
Thus Z ′ = Spec
Y
DN . Let τ : Z → Z ′ be the map induced by the map of
OY -algebras DN →֒ D. It is an algebraic quotient by N . Note that π′τ = π
and τ−1(U ′) = U . Let υ : U → U ′ be the restriction of τ . Let θ : X → X ′
be the map corresponding to the map of OS-algebras BN →֒ B. Thus we get
the commutative diagram
X
θ

U
υ

? _
ioo ρ // V 
 j //
idV

Y
idY

X ′ U ′? _
i′oo ρ
′
// V 
 j // Y
whose first and second rows are rational almost principal G- and H-bundles,
respectively.
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Lemma 15.36. Let the notation be as above. Then θ : X → X ′ is a G-
enriched almost principal N-bundle with respect to U and U ′.
Proof. It suffices to show that υ : U → U ′ is a principal N -bundle. Let
p : Λ → Λ/Γ be the canonical projection. Let us write ρ∗OU =
⊕
λ∈ΛAλ.
Then the N -action on ρ∗OU is given by the grading ρ∗OU =
⊕
λ¯∈Λ/ΓAλ¯,
where Aλ¯ =
⊕
λ∈p−1(λ¯)Aλ. Then ρ′∗OU ′ = (ρ∗OU)N → A0¯ is an isomorphism,
and Aλ¯ ⊗A0¯ Aµ¯ → Aλ¯+µ¯ is surjective for λ¯, µ¯ ∈ Λ/Γ. By Lemma 15.7, we
have that υ is a principal N -bundle.
Lemma 15.37. Let the notation be as above. Then there is an exact sequence
0→ X (N,X) α¯−→ X (N) β¯−→ Cl(X ′) γ¯−→ Cl(X)→ 0,
where X (N) = Λ/Γ, X (N,X) = {λ¯ ∈ X (N) | B×∩Bλ¯ 6= ∅}, α¯ the inclusion,
β¯(λ¯) = γ′(OY (Dλ)) (where p(λ) = λ¯, and this definition is independent of
the choice of λ ∈ p−1(λ¯)), and γ¯(M) = (θ∗M)∗∗, where B = Γ(X,OX).
Proof. Using Lemma 15.36, we may repeat the proof of Proposition 15.32.
Here we give a proof which use the result of Proposition 15.32. As B is
a domain, a unit of B is homogeneous. It is easy to see that X (H,X ′) =
X (H,X). As
0→ X (H)→ X (G)→ X (N)→ 0
and
0→ X (H,X ′)→ X (G,X)→ X (N,X)→ 0
are exact, we have that the sequence
0→ X (H)/X (H,X ′)→ X (G)/X (G,X)→ X (N)/X (N,X)→ 0
is exact. Now the result follows from the commutative diagram
0 // X (G)/X (G,X) α // Cl(Y ) γ // Cl(X) // 0
0 // X (H)/X (H,X)
OO
α′ // Cl(Y )
id
OO
γ′ // Cl(X ′) //
γ¯
OO
0
and the snake lemma.
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Lemma 15.38. Let the notation be as above. Let S be Noetherian with a
fixed dualizing complex IS, and assume that Y and X are of finite type. Then
we have
ωX′ ∼= (θ∗ωX)N
as (H,OX′)-modules.
Proof. Let Γ′ ⊂ Λ be the subgroup such that Γ ⊂ Γ′, Γ′/Γ is a torsion
module, and Λ/Γ′ is torsion-free. Then comparing X and X ′′ = SpecBΓ′
and then X ′′ and X ′, we may assume either that N is a torus or finite. If N
is a torus, we may use Corollary 11.22, 1 (note that ΘN,S is trivial in both
cases).
16. The Cox rings of toric varieties
We give an example of toric varieties.
Let M = Zn be the free Z-module of rank n. Let k be a field, and
Y a toric variety determined by a fan ∆ in M∗ = HomZ(M,Z) [Ful]. Let
H be the torus Spec kM , where kM is the group algebra of M (with each
element of M group-like). Let ∆(1) be the set of one-dimensional faces of
∆. Note that ∆(1) is in one-to-one correspondence with the set of H-stable
prime divisors. For each σ ∈ ∆(1), m∗σ denotes the generator of σ ∩M∗.
Let W =
⊕
σ∈∆(1) ZDσ be the Z-free module with the basis ∆(1) so that
W is the group of H-stable divisors, where Dσ is the G-stable prime divisor
corresponding to σ. An element of M is a rational function on Y , and
divm =
∑
σ〈m,m∗σ〉Dσ ∈ W . We assume that the map div : M → W
is injective, and Cl(Y ) = W/M is torsion-free. This is equivalent to say
that {m∗σ | σ ∈ ∆(1)} generates M∗. We set G = Spec kW . The inclusion
div : M →֒ W induces a surjective map f : G → H with N := Ker f =
Spec kCl(Y ). Let B = k[xσ | σ ∈ ∆(1)] be the Cox ring of Y [Cox], where
xσ are variables, and B is a polynomial ring. Letting each xσ of degree σ,
B is W -graded, and hence is a G-algebra. We set X = SpecB. We choose
σ1, . . . , σs ∈ ∆(1) so that [D1], . . . , [Ds] forms a Z-basis of Cl(Y ), where
Di = Dσi . This gives a splitting Cl(Y ) → W (given by [Di] 7→ Di) and the
direct docompositions W = M ⊕ Cl(Y ) and G = N × H . Then by [Cox,
(1.1)], B is identified with
R(Y ;D1, . . . , Ds) =
⊕
λ∈Zs
Γ(Y,OY (Dλ))tλ.
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Note that mtλ ∈ R(Y ;D1, . . . , Ds)λ corresponds to xdivm+Dλ for m ∈ M
and λ ∈ Zs, and thus this identification B = R(Y ;D1, . . . , Ds) respects the
W -grading.
We set V = Yreg. This particular choice is consistent with our main
discussion in section 15. That is, V is a large open subset of Y such that
Di|V is Cartier for each i. Not only that, V is an H-open subset. Obviously,
π : Z → V is a G-morphism which is N -invariant. So we have
Proposition 16.1. Let the notation be as above. Assume that Y is quasi-
projective. Then (35) is a G-enriched rational almost principal N-bundle.
Proof. We have already seen that the diagram is that of G-schemes. As Y
is quasi-projective, it has an ample Cartier divisor D. D lies in
∑
i ZDi,
because this group is the whole Cl(Y ). By Theorem 15.28, the assertion
follows.
Corollary 16.2 (cf. [Ful, (4.3), Proposition], [Stan, (I.13.1)]). Let M =
Zn, and H = Spec kM . Let Y be a toric variety over a field k defined by
a fan ∆ in M∗. Then the H-canonical module ωY of Y is isomorphic to
OY (−
∑
σ∈∆(1)Dσ).
Proof. Assume that ∆ is not complete. Then extending ∆ outside, Y is
an H-open subscheme of a complete toric variety Y¯ determined by ∆¯. If
ωY¯ ∼= OY¯ (
∑
σ∈∆¯(1)Dσ), then restricting to Y , we get
ωY ∼= OY¯ (−
∑
σ∈∆¯(1)
D¯σ)|Y = OY ((−
∑
σ∈∆¯(1)
D¯σ)|Y ) = OY (−
∑
σ∈∆(1)
Dσ).
Hence we may assume that Y is complete.
Next, subdividing ∆ if necessary, there is an H-equivariant birational
map between complete toric varieties g : Y ′ → Y such that the class group
is torsion-free and Y ′ is projective [Oda, (2.17)]. Let W be the H-stable
open subvariety of Y obtained by removing the union of all the H-stable
closed subvarieties of codimension grater than or equal to two (W is the
toric variety corresponding to the one skelton of ∆). It is easy to see that
g|g−1(W ) : g−1(W )→ W is an isomorphism (g−1(W ) also corresponds to the
one-skelton of ∆). If the corollary is true for Y ′, then it is true also for
its open subset g−1(W ) as above, and then the assertion is also true for Y ,
because W is large in Y .
135
Thus we are in the situation of Proposition 16.1. Then as in Propo-
sition 15.33, it suffices to show that ωX ∼= OX(−
∑
σ∈∆(1) σ). But this is
trivial, since B is a polynomial ring with the variables xσ.
Lemma 16.3. Let S = Spec k with k a field, and G be an affine S-group
scheme. Let (B,m) be a G-local G-algebra such that k → B/m is bijective.
Let F be a B-finite B-projective (G,B)-module such that F/mF is a projec-
tive G-module. Then F is a projective (G,B)-module, and F ∼= B⊗k(F/mF ).
Proof. By assumption, the canonical map π : F → F/mF has a G-linear
splitting i : F/mF → F . We define ν : B ⊗k (F/mF ) → F by ν(b ⊗ α) =
b · i(α). This is (G,B)-linear, and is surjective by G-Nakayama’s lemma,
Lemma 14.17. As F is assumed to be B-projective, ν has a B-linear splitting.
So K = Ker ν is a B-finite (G,B)-module. As can be seen easily, we have
K/mK = 0, and hence K = 0 by G-Nakayama’s lemma again.
For a (G,B)-module M , we have
HomG,B(B ⊗k (F/mF ),M) ∼= HomG(F/mF,M).
So HomG,B(B ⊗k (F/mF ), ?) is an exact functor, and F ∼= B ⊗k (F/mF ) is
(G,B)-projective.
Proposition 16.4 (cf. [Tho, Theorem 1], [Bru2, section 3]). Let the notation
be as in Corollary 16.2. Assume that k is a perfect field of characteristic
p > 0. Then Y is of graded finite F -representation type by some rank-one
reflexive sheaves M1, . . . ,Mu on Y , with respect to the action of H.
Proof. As in the proof of Corollary 16.2, we may assume that Y is com-
plete. As before, let g : Y ′ → Y be a birational map between complete
toric varieties such that Y ′ is projective and Cl(Y ′) is torsion-free. As-
sume that Y ′ is of graded finite F -representation type by rank-one reflex-
ive (e0H,OY ′)-modules M1, . . . ,Mu. Then for each e ≥ 1, we can write
F e∗ (OeY ′) =
⊕
jNj as (eH,OY ′)-modules such that for each j, there exists
some l(j) such that Nj ∼=Ml(j) as OY ′-modules. Then F e∗ (OeY ) ∼=
⊕
j g∗Nj
as (eH,OY )-modules, since g∗OY ′ = OY . So each g∗Nj is rank-one reflexive.
Moreover, g∗Nj ∼= g∗Ml(j) as OY -modules. So wasting Ml which does not
appear in the expression at all, if any, we have that g∗M1, . . . , g∗Mu are rank-
one reflexive (e0H,OY )-modules, and Y is of graded finite F -representation
type by g∗M1, . . . , g∗Mu. Hence we may replace Y by Y ′, and we are in the
situation of Proposition 16.1.
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By Corollary 12.8, it suffices to show that there exist some e0 ≥ 0 and
finitely many rank-one B-free (e0H × N,B)-modules such that (eB)eNe is a
direct sum of copies of these modules as (N,B)-modules, where B is the Cox
ring of Y .
By Lemma 16.3, we have that eB ∼= B ⊗ (eB/meB) ∼= B ⊗ e(B/m[pe])
as (eG,B)-modules, where m[p
e] = m(e)B. We identify a eG-module with a
p−eW -graded k-vector space. Then we have that e(B/m[p
e]) is the sum of
one-dimensional representations
e(B/m[p
e]) =
⊕
(ασ)∈Map(∆(1),[0,1)∩p−eZ)
k · x
∑
σ ασσ ∼=
⊕
(ασ)
k(−
∑
σ
ασDσ).
So
eB ∼=
⊕
(ασ)∈Map(∆(1),[0,1)∩p−eZ)
B(−
∑
σ
ασDσ).
Hence (eB)
eNe ∼= ⊕(ασ)B(−∑σ ασDσ), where the sum is taken over
(ασ) ∈ Map(∆(1), [0, 1) ∩ p−eZ) such that −
∑
σ ασ[Dσ] ∈ p−eCl(Y ) lies
in Cl(Y ). Let π : Rn+s = Map(∆(1),R) → Cl(Y )R be the map given by
π(ασ) =
∑
σ ασ[Dσ]. Then π([0, 1]
n+s) ∩ Cl(Y ) is compact and discrete,
and hence is finite. So we can find some e0 and rank-one free summands
M1, . . . ,Mu of
eB
eNe for e ≤ e0 (e may vary) such that any other rank-one
free summand of eB
eNe for any e is (N,B)-isomorphic to some Ml. This is
what we wanted to prove.
The following is well-known.
Proposition 16.5. Let the notation be as in Corollary 16.2. Assume that k
is a perfect field of characteristic p > 0. Then Y is globally F -regular.
Proof. By Lemma 13.11 and Corollary 13.8, we may assume that Y is projec-
tive and the class group of Y is torsion-free. As the torus N = Spec kCl(Y )
is smooth linearly reductive and the polynomial ring B is strongly F -regular,
Y is globaly F -regular by Theorem 13.14 and Proposition 16.1.
Corollary 16.6. An affine normal semigroup ring over a field of character-
istic p > 0 is strongly F -regular. In particular, it is Cohen–Macaulay.
Proof. Let A be an affine normal semigroup ring over k. By [Has6, (3.17)],
we may assume that k is algebraically closed. Then by Proposition 16.5,
the associated affine toric variety SpecA is globally F -regular. That is, A is
strongly F -regular.
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17. Surjectively graded rings
(17.1) As we have seen in the last section, we can construct a rational al-
most principal bundle from a multisection ring over a normal quasi-projective
variety over a field. However, given a finitely generated multigraded algebra
B over a field k, it seems that it is not so easy to tell if B is a multisection
ring. But this is relatively easy for the case that B is surjectively graded.
(17.2) Let Λ = Zs, and G = SpecZΛ, the split s-torus over Z. Let B
be an Λ-graded ring. Let Σ be a subsemigroup (submonoid) of ΛR = R
s.
We say that B is Σ-surjectively graded if for λ, λ′ ∈ Σ ∩ Λ, the product
Bλ ⊗Z Bλ′ → Bλ+λ′ is surjective. By definition, B is Σ-surjectively graded if
and only if it is Σ ∩ Λ-surjectively graded.
The definition is a variant of [Has3, (3.5)]. For a Λ-graded domain B,
Σ(B) := {λ ∈ Λ | Bλ 6= 0} is a subsemigroup of Λ. We say that B is a
surjectively graded domain if B is a Σ(B)-surjectively graded domain.
Lemma 17.3. SpecB → SpecB0 is a principal G-bundle if and only if B is
ΛR-surjectively graded.
Proof. This is Lemma 15.7.
Lemma 17.4. Let B be a Σ-surjectively graded ring, and S a multiplicatively
closed subset of B consisting of homogeneous elements. Set |S| = {|s| | s ∈
S} be the submonoid of Λ of the degrees of the elements of S. Assume that
|S| ⊂ Σ. Then the localization BS is Σ− |S|-surjectively graded, where
Σ− |S| = {µ− |s| | µ ∈ Σ, s ∈ S}.
Proof. Take νi = µi−|si| ∈ (Σ−|S|)∩Λ for i = 1, 2, where µi ∈ Σ∩Λ and si ∈
S. Take c = bs−1 ∈ (BS)ν1+ν2, where s ∈ S and b ∈ Bν1+ν2+|s|. Then bs1s2 ∈
Bµ1+µ2+|s|. As Bµ1⊗ZBµ2+|s| → Bµ1+µ2+|s| is surjective, we can write bs1s2 =∑
i uivi with ui ∈ Bµ1 and vi ∈ Bµ2+|s|. Then c =
∑
i(uis
−1
1 )(vis
−1s−12 ), and
uis
−1
1 ∈ (BS)ν1 and vis−1s−12 ∈ (BS)ν2. So (BS)ν1 ⊗Z (BS)ν2 → (BS)ν1+ν2 is
surjective, and BS is Σ− |S|-surjectively graded.
(17.5) Let Σ be a rational convex polyhedral cone in ΛR with Σ−Σ = ΛR.
Let λ ∈ Σ◦ ∩Λ, where Σ◦ is the interior of Σ. Then we have Σ−Z≥0λ = ΛR.
Let B be a Σ-surjectively graded ring. Let J(λ) be the ideal of B gener-
ated by Bλ. Set X = SpecB, and U = X \ V (J(λ)).
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Lemma 17.6 (cf. [Has3, (3.8)]). There is a principal G-bundle ρ : U → Y .
If ht J(λ) ≥ 2, then
(37) X U? _ioo
ρ // Y 
 idY // Y
is a rational almost principal G-bundle, where i : U → X is the inclusion.
We have Y = Proj
⊕
n≥0Bnλt
n. U is independent of the choice of λ ∈ Σ◦∩Λ,
and hence Y is also independent of λ.
Proof. For µ ∈ Λ, let B(µ) be the rank-one B-free (G,B)-module given by
B(µ)ν = Bµ+ν . The corresponding G-linearized invertible sheaf on X is
denoted by O(µ). Let C be the section ring
C = Γ≥0(X ;O(λ)) =
⊕
n≥0
Γ(X,O(nλ))tn =
⊕
n≥0
B(nλ)tn.
Let D be the ring of invariants CG. That is, D =
⊕
n≥0Bnλt
n. Then we
have a sequence of morphisms
U
ι−→ ProjC \ V+(D+C) ψ−→ ProjD,
where D+C is the ideal of C generated by D+ =
⊕
n>0Bnλt
n. It is easy to
see that ι is an isomorphism (recall that X = ProjC). On the other hand,
it is easy to see that the map ψ induced by the graded homomorphism of
graded rings D → C is an algebraic quotient by G. For a ∈ Bnλ\0 for n ≥ 1,
B[a−1] is ΛR-surjectively graded. By Lemma 17.3, ψ is a principal G-bundle.
So letting ρ = ψι, we are done.
As B⊗nλ → Bnλ is surjective, J(λ)n = J(nλ). If µ is another element
of Σ◦ ∩ Λ, then nλ − µ ∈ Σ for sufficiently large n. So Bµ ⊗Z Bnλ−µ →
Bnλ is surjective, and J(µ) ⊃ J(λ)n. Hence
√
J(µ) ⊃ √J(λ). Similarly,√
J(µ) ⊂ √J(λ) is also true, and the definition of U is independent of λ.
As the principal bundle is a categorical quotient and hence is unique, Y is
also independent of the choice of λ.
(17.7) Let the assumption be as in Lemma 17.6. Let L(µ) be the invertible
sheaf on Y corresponding to O(µ). Namely, L(µ) = ρ∗(OU(µ))G. Then we
have ρ∗(L(µ)) ∼= OU(µ). Note that ρ is affine, and ρ∗OU is a graded OY -
algebra: ρ∗OU =
⊕
µ∈ΛAµtµ. As L(µ) = ρ∗OU (µ)G = (
⊕
ν Aµ+νtν)G = Aµ,
we have that U = Spec
Y
⊕
µ L(µ)tµ. Hence
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Lemma 17.8 (cf. [Has3, (4.4)]). If B is a Krull domain, then U and Y are
locally Krull and integral. If B is Noetherian and (S2), then U and Y are
Noetherian and (S2). In both cases, B is isomorphic to the multisection ring
R(Y ;L1, . . . ,Ls) =
⊕
µ∈Λ Γ(Y,L(µ)).
Proof. Assume that B is a Krull domain. Being locally Krull and integral
is inherited by a nonempty open subset, and U is locally Krull and integral.
Then by Theorem 10.13, Y is also locally Krull, and clearly integral. As U is
large, OX → i∗OU is an isomorphism by [Has9, (5.28)], and B is isomorphic
to R(Y ;L1, . . . ,Ls).
Next, assume that B is Noetherian and (S2). This property is inherited by
the open subset U , and then descends to Y . Again, as U is large, OX → i∗OU
is an isomorphism by Lemma 7.31, and we have B ∼= R(Y ;L1, . . . ,Ls).
Proposition 17.9. Let k be a field, and let B =
⊕
n≥0Bn be a standard
graded algebra, that is, B = k[B1] with dimk B1 <∞. Assume moreover that
dimB ≥ 2. Then we have
1 Letting U = X \ 0 and Y = ProjB, (37) is a rational almost principal
Gm-bundle, where 0 is the origin of X.
2 ωY ∼= ω˜B and ωB ∼=
⊕
n∈Z Γ(Y, ωY (n))t
n, where ˜(?) denotes the sheaf
on Y associated with a graded module.
3 Let d > 1. Let BdZ =
⊕
n≥0Bnd be the Veronese subring. Then
(ωB)dZ ∼= ωBdZ as Z-graded modules. If, moreover, B has a graded
full 2-canonical module M , then ωB ∼= (B ⊗BdZ ωBdZ)∨∨, where (?)∨ =
HomB(?,M).
4 (cf. Goto–Watanabe [GW, (3.2.1)]) For r ∈ Z, the following are equiv-
alent.
a B is quasi-Gorenstein of a-invariant rd (that is, ωB ∼= B(rd)).
b depthBm ≥ 2, and BdZ is quasi-Gorenstein of a-invariant rd (that
is, ωBdZ
∼= BdZ(rd)),
where m is the irrelevant ideal B+ of B. In particular, B is qusi-
Gorenstein and its a-invariant is divisible by d if and only if depthBm ≥
2 and the Veronese subring BdZ is quasi-Gorenstein.
140
5 Assume that B is normal. Then 0 → Z β−→ Cl(Y ) γ−→ Cl(X) → 0 is
exact, where β(1) = O(1), and γ(M) =⊕n∈Z Γ(Y,M(n)).
6 Let d > 1, and set X ′ = SpecBdZ. If B is normal, then
0→ Z/dZ β¯−→ Cl(X ′) γ¯−→ Cl(X)→ 0
is exact.
Proof. Let s = 1 and Λ = Z, and λ = 1. Set S = Y0 = Spec k, G := Spec kΛ,
and Y0 := Spec k. Then J(1) is the irrelevant ideal B+ by assumption, and
ht J(1) ≥ 2, since dimB ≥ 2. Thus 1 follows from Lemma 17.6.
Note that ΘG,Y0 isG-trivial, since G is an abelian group, see Remark 11.21.
So ωY ∼= (ρ∗i∗ωX)G by Theorem 11.18. The right-hand side agrees with ω˜B
by definition. On the other hand, by Theorem 11.18, ωX ∼= i∗ρ∗ωY , and
hence ωB ∼=
⊕
n∈Z Γ(Y, ωY (n))t
n. So 2 has been proved.
Set Λd = dΛ = Zd, and H := SpecZΛd. Let f : G→ H be the canonical
homomorphism induced by Λd →֒ Λ, and N := Ker f = SpecZ(Λ/Λd) = µd.
As G acts freely on U , N acts on U freely. So the canonical map θ : X → X ′
corresponding to BdZ = B
N → B is a G-enriched almost principal N -bundle.
As N is linearly reductive, 3 follows from Corollary 11.22.
4. a⇒b. As B is quasi-Gorenstein, it satisfies (S2). As dimBm ≥
2 by assumption, we have that depthBm ≥ 2. Letting L = OX′(rd) in
Theorem 14.24, 5, ωBdZ
∼= BdZ(rd) follows.
b⇒a. Let U = X \ 0, X = SpecBdZ as above, and θ : X → X ′ the
canonical map. Let U ′ = θ(U), and υ : U → U ′ be the restriction of θ. As
υ is a principal N -bundle by Lemma 15.36, it is flat with Cohen–Macaulay
fibers. As U ′ is quasi-Gorenstein, U satisfies the (S2) condition. As U = X\0
and depthBm ≥ 2, X satisfies the (S2) condition. Now the result follows from
Theorem 14.24, 5.
5, 6. As we assume that B is normal, B =
⊕
n∈Z Γ(Y,OY (n)) by
Lemma 17.8. So 5 follows from Proposition 15.32. 6 follows from Lemma 15.37.
Example 17.10. Let B = k[x, y] with deg x = deg y = 1. Then X = A2,
U = A2 \ 0, and Y = P1. The category of locally free sheaves on P1 is
Ref(Y ), which is equivalent to Ref(Gm, X) ∼= Ref(Gm, B). As dimB = 2,
a reflexive (Gm, B)-module is nothing but a graded finite free B-module. A
graded finite free B-module is a direct sum of copies of B(n), n ∈ Z, and the
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Krull–Schmidt theorem holds. Hence a locally free sheaf on P1 is a direct
sum of copies of O(n), n ∈ Z, and the Krull–Schmidt theorem holds. This
is a well-known theorem of Grothendieck, see [HazM, (4.1)].
Example 17.11. Let B = k[x, y] with deg x = 1 and deg y = −1, and
X = SpecB = A2. As Gm acts freely on B[x
−1] and on B[y−1], we have
that G acts freely on X \ 0. In particular, for n ≥ 1, the subgroup scheme
N = µn+1 acts freely onX\0. In particular, ϕ : X = SpecB → SpecBN = Y
is an almost principal N -bundle. So the class group of BN = k[xn+1, xy, yn+1]
is X (N) = Z/(n + 1)Z [Wat, Proposition 4].
Lemma 17.12. Let k be a perfect field, G a finite k-group scheme acting
on a k-scheme X. Assume that there is a separated G-invariant morphism
ϕ : X → Y . Then the action of G on X is free if and only if the actions of
Gred and G
◦ on X are free.
Proof. The only if part is trivial. We prove the if part. We may assume
that k is algebraically closed. Assume that the actions of Gred and G
◦ are
free, but the action of G is not free. Then take x ∈ X \ U , where U is the
free locus. Then the stabilizer Gx is nontrivial by Nakayama’s lemma. As
(Gx)red ⊂ Gx ∩ (Gred ⊗k κ(x)) = (Gred)x = e, Gx is contained in Gx ∩ (G⊗k
κ(x))◦ = (G◦)x = e, and Gx is trivial. A contradiction.
Lemma 17.13. Let k be a perfect field, G a finite k-group scheme acting on
a k-scheme X. Let ϕ : X → Y be an algebraic quotient by G◦. Assume that
there is a separated Gred-invariant morphism ψ : Y → Z. Then SGred,X =
SGred,Y ×Y X. The action of Gred on X is free if and only if its action on Y
is free.
Proof. We may assume that the characteristic of k is p > 0. By Lemma 1.8,
SGred,X ⊂ SGred,Y ×Y X . As both of them are finite over X , to prove the
equality, it suffices to show that SGred,x = SGred,y ×y x for each point x of
X , by Nakayama’s lemma, where y = ϕ(x). Let ax : Gred × x → X and
ay : Gred × y → Y be the actions. Then
SGred,y ×y x = a−1y (y)×y x = (1Gred × ϕ)−1a−1y (y) = a−1x (ϕ−1(y)).
As Gred × x is e´tale over κ(x), it is reduced, and hence any morphism from
Gred × x to ϕ−1(y) factors through (ϕ−1(y))red. As G◦ is infinitesimal, ϕ is
purely inseparable. So (ϕ−1(y))red = x, and
SGred,y ×y x = a−1x ((ϕ−1(y))red) = a−1x (x) = SGred,x.
142
Thus SGred,X = SGred,Y ×Y X . If the action of Gred on Y is free, then SGred,Y is
trivial, and its base change SGred,X is also trivial, and the action on X is also
free. Conversely, assume that the action on X is free and SGred,X is trivial.
Let C be the cokernel of OY → φY∗ OSGred,Y , where φY : SGred,Y → Y is the
structure map. Then
ϕ∗OX → ϕ∗φX∗ OSGred,X → ϕ∗ϕ∗C → 0
is exact. By assumption, ϕ∗ϕ
∗C = 0. As ϕ is finite surjective, C = 0 by
Nakayama’s lemma. This shows that the action of Gred on Y is free.
Proposition 17.14. Let k be a field, n ≥ 1, and G be a linearly reductive fi-
nite subgroup scheme of SLn. Then the canonical action of G on k[x1, . . . , xn]
is small. The action of G on k[[x1, . . . , xn]] is also small.
Proof. We prove that the action of G on k[x1, . . . , xn] is small. We may as-
sume that k is algebraically closed of characteristic p > 0, and n ≥ 2. It
suffices to show that the actions of G◦ and Gred are small by Lemma 17.12.
As Gred ⊂ SLn, Gred does not have a diagonalizable pseudoreflection. As Gred
is linearly reductive, Gred does not have a transvection (that is, a pseudore-
flection g ∈ GLn such that 1− g is nilpotent) by Maschke’s theorem (as the
Jordan normal form shows, the order of a transvection in characteristic p is
p). Thus Gred does not have a pseudoreflection of any kind, and the action
of Gred is small.
So we may assume that G is infinitesimal. Let B = k[x1, . . . , xn]. As G
is also linearly reductive, G is diagonalizable [Swe2]. So
⊕
i kxi is a direct
sum of one-dimensional G-modules. Changing variables, we may assume that
G ⊂ T ∩ SLn, where T is the subgroup of GLn consisting of the invertible
diagonal matricies. Considering the action of T ∩SLn is to consider a Zn/(α)-
grading, where α = (1, 1, . . . , 1). So when we invert yi = (x1 · · ·xn)/xi, then
the action of the torus T ∩SLn on B[y−1i ] is free for 1 ≤ i ≤ n, and hence the
action of G is also free. Thus it suffices to show that the ideal I = (y1, . . . , yn)
of B is height two. By definition, I is the Stanley–Reisner ideal (the defining
ideal of the Stanley–Reisner ring, see [Stan, (II.1.1)]) of the (n − 3)-skelton
of the (n− 1)-simplex. So dimB/I = n− 2, and ht I = 2.
The last assertion follows from the first assertion and Lemma 14.2.
Remark 17.15. Let k be a field, V = kn, and G˜ = GLn = GL(V ). We define
PR(G˜) = {g ∈ G˜ | rank(1V − g) ≤ 1}.
143
It is a closed subscheme of G˜. For a closed subscheme F of G˜, we define that
PR(F ) = F ∩PR(G˜). We say that a finite subgroup scheme G of G˜ does not
have a pseudoreflection if PR(G) = {e} = Spec k, scheme theoretically. On
the other hand, we say that G is small if the action of G on V is small.
By Example 14.5, if G is e´tale, then G is small if and only if G does not
have a pseudoreflection. However, in general, a small subgroup G of G˜ may
have a pseudoreflection. For example, if p = 2 and G is the subgroup scheme
of SL2 of type (A1), then it is easy to see that G = PR(G).
The author does not have an appropriate way to connect the smallness of
the action and the non-existence of pseudoreflections for non-reduced finite
group schemes.
(17.16) Let k be an algebraically closed field, and N be a nontrivial finite
linearly reductive k-subgroup scheme of SL2. SuchN is classified with Dynkin
diagrams of type ADE [Has10]. Let H = Gm, which acts on B = k[x, y] by
deg x = deg y = 1. Then G = H × N acts on B in a natural way. By
Proposition 17.14, the action of N on X = SpecB is small.
The following is well-known for the case that N is e´tale, see [LeW, Chap-
ter 6].
Theorem 17.17. Let k, N ⊂ SL2, H, G, B = k[x, y], and X be as above
(N may not be reduced). Set A = BN . Let Aˆ and Bˆ respectively be the
completion of A and B with respect to the irrelevant ideal. Let ϕ : X =
SpecB → Y = SpecA be the canonical algebraic quotient, and ϕˆ : Xˆ =
Spec Bˆ → Yˆ = Spec Aˆ be its completion. Then
1 The free locus of the action of N on X (resp. Xˆ) is X \0 (resp. Xˆ \0).
In particular, ϕ and ϕˆ are G-enriched almost principal N-bundles.
2 A is strongly F -regular Gorenstein of the a-invariant −2.
3 The category of Bˆ-finite Bˆ-free (N, Bˆ)-modules and the category of
maximal Cohen–Macaulay Aˆ-modules are equivalent. The Cohen–Macaulay
ring Aˆ has finite representation type, and any maximal Cohen–Macaulay
module of Aˆ is isomorphic to MˆV := (Bˆ⊗k V )N for some finite dimen-
sional N-module V . MˆV is indecomposable if and only if V is simple.
MˆV ∼= MˆV ′ if and only if V ∼= V ′. An isomorphism class of simple
modules of N corresponds to a vertex of the corresponding extended
Dynkin diagram.
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4 The category of B-finite B-free (G,B)-modules (that is, graded (N,B)-
modules) is equivalent to the category of maximal Cohen–Macaulay
(H,A)-modules (that is, graded maximal Cohen–Macaulay A-modules).
Any graded maximal Cohen–Macaulay A-module is isomorphic toMV =
(B⊗k V )N , where V is a finite dimensional G-module. MV is indecom-
posable if and only if V is simple. So A is of finite representation type
in the graded sense (see [LeW, Chapter 15]). MV ∼= MV ′ if and only if
V ∼= V ′.
5 The class groups of A and Aˆ are isomorphic to the character group
X (N). X (N) is Z/(n+1)Z for type (An), Z/2Z×Z/2Z for type (Dn),
Z/3Z for type (E6), Z/2Z for type (E7), and is trivial for (E8), and is
independent of the characteristic of k.
Proof. 1 As we have seen, the free locus U of the action of N on X is large
in X . As U is G-stable and large, we have that U = X or U = X \ {0}.
However, the origin is a fixed point of the action, and 0 /∈ U . The case of Xˆ
is similar.
2 As N is Reynolds, A is a pure subring of B by Lemma 5.13. Hence A is
strongly F -regular by [HocH, (3.1)]. As we have that N ⊂ SL2 and linearly
reductive, A is Gorenstein of a-invariant −2 by Example 14.28, 4.
3 By 1, the categories Ref(Aˆ) and Ref(N, Bˆ) are equivalent. As Aˆ is a
two-dimensional Cohen–Macaulay local ring, a reflexive Aˆ-module is nothing
but a maximal Cohen–Macaulay module. As Bˆ is a two-dimensional regular
local ring, any reflexive Bˆ-module is free. By Lemma 16.3, such a module is
of the form Bˆ⊗k V with V a finite dimensional N -module. V 7→ Bˆ⊗k V and
F 7→ F/mF is a one-to-one correspondence between the set of isomorphism
classes of finite dimensional N -modules and the set of isomorphism classes
of Bˆ-finite Bˆ-free (N, Bˆ)-modules, and this correspondence respects finite
direct sums. So V 7→ MˆV gives a one-to-one correspondence which respects
the finite direct sums.
It remains to show that the simple N -modules are in one-to-one cor-
respondence with the vertices of the corresponding extended Dynkin dia-
gram. First, we define the McKay graph ΓN of N ⊂ SL2 as in the case of
usual finite groups (see [Yos, (10.3)]). It is a finite quiver defined as fol-
lows. A vertex of ΓN is an isomorphism class of simple N -modules. We draw
nij = dimk HomG(Vi, V ⊗k Vj) arrows from [Vi] to [Vj ], where [Vi] and [Vj ] are
vertices. As V ∼= V ∗, it is easy to see that nij = nji, and we regard ΓN as an
unoriented graph. As N → End(V ) is a closed immersion, k[End(V )]→ k[N ]
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is surjective. So it is easy to see that any simple N -module is a direct sum-
mand of some V ⊗r. So ΓN must be a connected graph (if Vj is a direct
summnad of V ⊗r, then starting from the trivial module [V0] = [k], we reach
[Vj] along a path of the length r). Moreover, when we set aj = dimk Vj, we
have 2aj = dimk(V ⊗ Vj) =
∑
i nijai. If VN = {[V0], . . . , [Vn]} is the set of
vertices, then n ≥ 1, since N is assumed to be non-trivial. A connected finite
graph with the vertex set VN (with #VN ≥ 2) with nij arrows from [Vi] to
[Vj] with a function [Vj] 7→ aj with the property 2aj =
∑
i nijai is classified
easily, and is one of (An) (n ≥ 1), (Dn) (n ≥ 4), (E6), (E7), or (E8) displayed
in [Yos, section 10] (the symbol [R] there should be replaced by the trivial
representation [k] here), or the graph
(38) [k]
❄❄
❄❄
❄❄
❄❄
2
1
⑦⑦⑦⑦⑦⑦⑦⑦
,
which has a self arrow. N is abelian if and only if aj = 1 for all j if and only
ΓN is of type (An). So N is of type (An) if and only if ΓN is of type (An).
If N is of type (Dn) (n ≥ 4), then N has the Klein group Z/2Z×Z/2Z as a
quotient. So ΓN is not (A4n−9), and aj = 1 for at least four j. By dimension
counting, ΓN must be (Dn). If N is of type (E6) (resp. (E7), (E8)), then
N/[N,N ] is of order 3 (resp. 2, 1), and there are exactly three (two, one)
one-dimensional representations. So it is easy to see that ΓN is (E6) (resp.
(E7), (E8)). After all, (38) does not have a corresponding N .
4 is similar to 3.
5 follows easily from the discussion in the proof of 3.
18. Determinantal rings
Lemma 18.1. Let S be a scheme, and G a flat quasi-compact quasi-separated
S-group scheme. Let ϕ : X → Y be an almost principal G-bundle with respect
to U ⊂ Y and V ⊂ X. Assume that X is Noetherian and normal, and Y
is Noetherian and satisfies Serre’s condition (S2). Then Y is normal, and
η¯ : OY → (ϕ∗OX)G is an isomorphism.
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Proof. As ρ : V → U is fpqc and V is normal, we have that U is normal. As
Ureg is large in U and U is large in Y , we have that Y satisfies Serre’s (R1)
condition, and hence Y is normal. By Theorem 10.13, η¯ is an isomorphism.
(18.2) Let k be a field, and n ≥ m ≥ t ≥ 2. Let X = Mat(m, t − 1) ×
Mat(t − 1, n), where Mat(a, b) denotes the ab-dimensional affine space of
the set of a × b matrices. Let Y = Yt(m,n) be the determinantal variety
{C ∈ Mat(m,n) | rankC < t}. Let ϕ : X → Y be the map ϕ(A,B) = AB.
Let U be the open set Y \ Yt−1, and V = ϕ−1(U). Let N = GL(t − 1),
and G = GL(m)×GL(t− 1)×GL(n). The proof of [Has4, (3.1)] shows the
following.
Theorem 18.3. Let the notation be as above. Then ϕ is a G-enriched almost
principal N-bundle with respect to U and V .
Using this theorem and the fact that Y is Cohen–Macaulay [HocE], we
give short proofs to some well-known results on determinantal rings.
Corollary 18.4 (de Concini–Procesi [DeCP], [Has4]). Y is normal, and ϕ
is an algebraic quotient by the action of N (as N is reductive, ϕ is also a
categorical quotient).
Proof. Follows immediately from Theorem 18.3, and Lemma 18.1.
Corollary 18.5 (Bruns [Bru]). Cl(Y ) = Z.
Proof. As Cl(X) = 0, Cl(Y ) ∼= H1alg(G,O×X) by Theorem 11.5. By [Has9,
(4.15)], we have that Cl(Y ) ∼= X (N). It is well-known that N/[N,N ] ∼= Gm,
and X (N) ∼= X (Gm) ∼= Z.
Corollary 18.6 (Svanes [Sva]). Y is Gorenstein if and only if m = n.
Proof. Let V = kn, W = km and E = kt−1 be the vector representations
of GLn, GLm, and GLt−1, respectively. Then letting B := Sym(W
∗ ⊗ E) ⊗
Sym(E∗ ⊗ V ) (so X = SpecB), we have that
ωB = B ⊗k
∧top(W ∗ ⊗ E)⊗k ∧top(E∗ ⊗ V )
∼= B ⊗k (
∧topE)⊗(m−n) ⊗k (∧topW )⊗(1−t) ⊗k (∧topV )⊗(t−1).
In particular, ωB ∼= B as (N,B)-modules if and only if m = n. If m = n,
then by Corollary 11.19, ωA ∼= A as A-modules, and hence A is Gorenstein
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(note that ΘN,k is trivial, since N is connected reductive, see Remark 11.21).
Conversely, if A is Gorenstein, being a positively graded ring over a field,
ωA ∼= A as A-modules. So ωB ∼= B as (N,B)-modules by Corollary 11.19,
and hence m = n.
(18.7) We can do a similar discussion also on the invariant subrings under
the action of symplectic groups.
Let k be a field, t, n ∈ Z with 4 ≤ 2t ≤ n, and X = Mat(2t − 2, n).
Let Y = Yt be the Pfaffian subvariety of Alt(n), the affine space of n × n
alternating matrices, defined by 2t-Pfaffians. That is, when C = k[xij ]1≤i<j≤n
is the coordinate ring of Alt(n) and Γ = (xij) (where xii = 0 and xji = −xij),
then Y is the closed subscheme of Alt(n) defined by the ideal generated
by all the 2t-Pfaffians of the alternating matrix Γ. We set J = Jt−1 =
(δi+j,t)1≤i,j<t ∈ GL(t− 1), where δ denotes Kronecker’s delta. We define
J˜ = J˜t−1 =
(
0 J
−J 0
)
∈ GL(2t− 2).
The symplectic group is defined as
Sp2t−2 := {A ∈ GL(2t− 2) | tAJ˜A = J˜}.
Let N = Sp2t−2, V = k
n, E = k2t−2, and G = GL(n)×N . Note that G acts
on X by (h, n) · A = nAh−1.
Let ϕ : X → Y be the map given by ϕ(C) = tCJ˜C. Almost by definition,
ϕ is N -invariant. For C ∈ X , ϕ(C) has rank at most 2t − 2, and hence 2t-
Pfaffians of ϕ(C) vanish, and ϕ is well-defined. Set V = Y \ Yt−1, and
U = ϕ−1(V ). Then the discussion in [Has4, section 5] shows the following.
Theorem 18.8. Let the notation be as above. Then ϕ is a G-enriched almost
principal N-bundle with respect to U and V . Y is Cohen–Macaulay.
Corollary 18.9. Let the notation be as above.
1 (De Concini and Procesi [DeCP]) ϕ is an algebraic quotient, and Y is
a normal variety.
2 As N = [N,N ], we have that Cl(Y ) is trivial. That is, the coordinate
ring of Y is a UFD (hence is Gorenstein).
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