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ABSTRACT 
The purpose of this paper is to explain the interest and importance of  (approximate) models and model 
selection in Statistics. Starting from the very elementary example of histograms we present a general 
notion of finite dimensional model for statistical estimation and we explain what type of risk bounds can 
be expected from the use of  one such model. We then give the performance of  snitable model selection 
procedures from a family of  such models. We illustrate our point of view by two main examples: the 
choice of  a partition for designing a histogram from an n-sample and the problem of variable selection 
in the context of Gauss] an regression. 
1. INTRODUCTION: A STORY OF HISTOGRAMS 
1.1. Histograms as graphical tools 
Assume we are given a (large) set of real valued measurements or data Xl . . . . .  x~, 
corresponding to lifetimes of some human beings in a specific area, or lifetimes of 
some manufactured goods, or to the annual income of families in some country, etc. 
Such measurements have a bounded range [a, b] which is often known in advance 
(for instance [0, 120] would do for lifetimes ofhumanbeings) orcanbe extrapolated 
from the data using the extreme values. By a proper affine transformation this range 
can be transformed to [0, 1], which we shall assume here, for the simplicity of our 
presentation. To represent in a convenient, simplified, but suggestive way, this set 
of data, it is common to use what is called a histogram. To design a histogram, one 
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first chooses some finite partition m {Io . . . . .  ID} (D ~ N) of [0, 1] into intervals 
I j ,  generated by an increasing sequence of endpoints yo 0 < yl < " -  < yD+I 1 
so that l j  = [yj,  yj+l) for 0 ~< j < D and 1D = [YD, YD+~]. Then, for each j ,  one 
computes the number nj of observations falling in l j  and one represents the data 
set by the piecewise constant function ~,~ defined on [0, 1] by 
(1.1) 
D 
Sin(X)= nj ~I. 
j~o nll j[ : (x) 
n 
with nj = ~l j  (xi) and Iljl = Yj+I Yj. 
i=1 
Any such histogram ~ provides a summary of the data with three obvious 
properties. It is nonnegative; its integral is equal to one (.fg ~ (x )dx  1) and it 
belongs to the (D + 1)-dimensional linear space V,~ ofpiecewise constant functions 
built on the partition m, i.e. 
(1.2) ~ aj ~-Ij } Vm t ao, , , . , a l) ~ R , 
I f  the points yj are equispaced, i.e. all intervals I j  have the same length (D + 1) 1, 
the partition and the histogram are called regular. I f  D ~> 1 and all intervals do not 
have the same length, the partition is called irregular. 
Even within this very elementary framework, some questions are in order: what 
is a "good" partition, i.e. how can one measure the quality of the representation of
the data by a histogram, and how can one choose such a good partition? One can 
easily figure out that a partition with too few intervals, as compared with n, will 
lead to an uninformative representation. Alternatively, if there are too few data per 
interval the histogram may be quite erratic and meaningless. But these are purely 
qualitative properties which cannot lead to a sound criterion of quality for a partition 
which could be used to choose a proper one. 
1.2. Histograms as density estimators 
1.2.1. The stochastic point of view 
To go further with this analysis, we have to put the whole thing into a more math- 
ematical framework and a convenient one, for this type of problem, is of  statistical 
nature. In many situations, our data xi can be considered as successive observations 
of some random phenomenon which means that xi = Xi (o)) is the realization of 
a random variable Xi from some probability space (~2, 4, P) with values in [0, 1] 
(with its Borel e-algebra). I f  we assume that the random phenomenon was stable 
dut'ing the observation period and the measurements were done independently of 
each other, the random variables Xi can be considered as i.i.d. (independent and 
identically distributed) with common distribution Q so that 
p[{o  I A, ..... Xn(o ) &}] = h Q(Ai), 
i= l  
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for any family of Borel sets A1 . . . . .  A,, • [0, 1]. Such assumptions are justified (at 
least approximately) in many practical situations and (X1 . . . . .  Xn) is then called an 
n-sample from the distribution (2. 
With this new probabilistic interpretation, ~ i~ (x, co) becomes a random 
function, more precisely a random element of  V,~, and (1.1) becomes 
(1.3) 
D Nj(co) 
~"(x 'co)= .Z  o.= nlIj] ~Ij(x) with N/ (co) = i=1 ~Ij(Xi(co)). 
From now on, following the probabilistic tradition, we shall, most of the time, omit 
the variable oJ when dealing with random elements. 
It follows from (1.3) that the random variables Nj are binomial random variables 
with parameters n and pj Q(I j )  and, if we assume that (2 has a density s 
with respect to the Lebesgue measure on [0, 1], then pj flj s(x)dx. I f  s also 
belongs to L2([0, 1],dx), the piecewise constant element s,, ~_.~=opjlljl 1]]-Ij 
of Leo ([0, 1], dx) is the orthogonal projection o fs  onto V~ and 
(1.4) f s~(x)dx and [ [s -X~[[  2 [[X-- &n[[2-- [[&n-- ~S;m[[ 2, Pj 
.d  
i, 
where lit II denotes the L: -norm of  t. 
1.2.2. Dens i ty  es t imators  and  their  r i sk  
From a practical point of view, even if it is reasonable to assume that the variables 
Xi are i.i.d, with distribution O and density s = d O/dx, this distribution is typically 
unknown and its density as well and it is often useful, in order to have an idea of 
the stochastic nature of the phenomenon that produced the data, to get as much 
information as possible about the unknown density s. For instance, comparing the 
shapes of lifetime densities among different populations or their evolution with 
time brings much more information than merely comparing the corresponding 
expected lifetimes. The very purpose of Statistics is to derive information about 
the deterministic, but unknown, parameter s from the stochastic, but observable, 
data Xi (co). In our problem, ~,,, which is a density, can be viewed as a random 
approximation ors solely based on the available information provided by the sample 
X1 . . . . .  X~, i.e., in statistical anguage, an estimator of s. The distortion of  the 
estimated ensity ~:~ from the true density s can be measured by the quantity 
IIs - ~ II 2. It is clearly not the only way but this one, as seen from (1.4), has the 
advantage of  simplicity. Note that IIs - ~ II 2 is a random quantity depending on oJ 
as ~ does. In order to average out this randomness, the statisticians often consider, 
as a measure of the quality o f the estimator ~,  its risk at s which is the expectation 
of the distortion Ils - ~:~ II 2 given by 
Dll,  mll2]=  m(co)llZdP,(co)" 
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Here P~ and E~ respectively denote the probability and the expectation of functions 
of X1 . . . . .  X~ when these variables are i.i.d, with density s. Of  course, due to 
randomness, R@n, s) does not provide any information on the actual distortion 
IIs - ~;.~(oJ)ll 2 in out" experiment. But, by the law of large numbers, it provides a 
good approximation of the average distortion one would get if one iterated many 
times the procedure of drawing a sample X1 . . . . .  X,~ and building the corresponding 
histogram. The importance of the risk, as a measure of the quality of  the estimator 
~,n also derives from Markov Inequality which implies that, for any z > 0, 
(1.5) P,[ll, 1 
Hence, with a guaranteed probability 1 - z 1, the distance between s and its 
estimator is bounded by ~/zR(;im, x). When z is large, there are only two cases: 
either we were very unlucky and an event of probability not larger than z -1 
occurred, or we were not and IIs -~11 ~< ~/zR(i~,~,s). Of  course, there is no way 
to know which of the two cases occurred, but this is the rule in Statistics: there is 
always some uncertainty in our conclusions. 
1.2.3. Risk bounds for histograms 
In any case, (1.5) shows that the risk can be viewed as a good indicator of  the 
performance of an estimator. Moreover, it follows from (1.4) that it can be written 
as  
(1.6) R(~m,s)=lls smll2+Es[llsm ~m ll2]. 
With this special choice of distortion, the risk can be decomposed into the sum 
of two terms. The first one has nothing to do with the stochastic nature of the 
observations but simply measures the quality of  approximation of x by the linear 
space V,~ since it is the square of the distance from s to V,~. It only depends on the 
partition and the true unknown density s, not on the observations. 
The second term in the risk, which is due to the stochastic nature of the 
observations, hence of ~ ,  can be bounded in the following way, since Nj is a 
binomial random variable with parameters n and pj and both s~ and ~ are constant 
on each interval Ij: 
D 
(1.7) E,[IIs,, ~,nll2]=ZEs[f(s,,(x) ~m(x))2dx 1 
j =0 i/ 
=~Es  Iljl Pi Ni 2 
j=o 1151 nlljl 
D 1 1 ~-, pj(l pj) 
Var(Nj) Z_, j=0F ':llJ I iSi 
This quantity is easy to bound in the special case of a regular partition since then 
I l j l  = (D + 1) -1  and we get, using the concavity of the function x ~+ x (1 x), 
500 
(1.8) E~[lls~- X:,~ll 2] (D +n 1)2 ~ pj(l~_D ~JJ) 
j=0 
D D 
~< (D+l )~E j=op~ 1 _ . 
n D+I  D+I  n 
Note that D = 0 corresponds to the degenerate partition mo= {[0, 1]} for which 
sin0 = ~Io, ll which is the density of the uniform distribution on [0, 1], independently 
ofs. Theni~ 0 s,~ 0 1110,11 and R(i:,~o,S ) I Is -  ~-Io,1][I 2. 
For general irregular partitions we derive from (1.4) that pj  <~ Iljl IIs~ I1~o, hence, 
by (1.7), 
D DI l~ l l~o  (1.9) g,[l ls~ -~2,~ll 2] ~< IIs~lloo E (  1 _p j )  
n 
j=0 
There is actually little space for improvement in (1.9) as shown by the following 
example. Define the partition m by l j  = [@, cl(j + 1)) for 0 ~< j < D and ID = 
[~D, 1] with 0 < c~ < D 1. Set s s,, (~D) 1(1 - ~-ID). Then pj  D 1 for 
0 ~< j < D and, by (1.7), 
D 1 (D 1)11s~11~ 
Es[lls,, ~"112]- ~Dn - n 
If we make the exlra assumption that s belongs to Loo([0, 1], dx),  then Ils.~ll~ 
Ilslloo and (1.9) becomes E.[lls., ~.,ll 2] ~< Ilslloon-~D. This bound is also valid 
for regular partitions but always worse than (1.8) since Ils IIoo ~> 1 for all densities 
with respect to Lebesgue measure on [0, 1] and strictly worse ifs is not the uniform 
density. Finally, by (1.6), 
(1.10) R(~m,s) ~ IIs stall2+ IIsIl~n-lD. 
As we shall see later the rather unpleasant presence of the unknown and possibly 
unbounded Ilsll~o factor in the second term is due to the way we measure the 
distance between densities, i.e. through the L2-norm. 
1.3. A first approach to model selection 
1.3.1. All alternative interpretation of histograms 
The decomposition (1.4) suggests another interpretation for the conslruction of 
~,,,. What do we do here? Since s is possibly a complicated object, we replace it by 
a much simpler one s,, and estimate it by ~.  Note that s,~ is unknown, as s is, and 
what is available to the statistician is the partition m, the corresponding linear space 
V,~ and, consequently, the set 5~ of all densities belonging to V,~, i.e. 
(1.11) Sm t a j~ i j (x )  . . . .  aD~R+and Ea j l l j ]  1 , 
j =o j =o 
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It is a convex subset of  some D-dimensional inear space and s,~ is given by 
IIs s.,ll -- inf~s,~ IIs tll. It is the best approximation o fs  in 5;n. As to ~,, it 
only depends on the set 5;n and the observations in the following way, as can easily 
be checked: 
n 
~., = argmax Zlog(t(Xi)) ,  
t~S~n i 1 
which means that it maximizes the so-called likelihood function t ~+ I I~  t(xi) 
for t c S.,, the likelihood at t being the joint density of the sample computed at the 
observations. The estimator ~,~ is called the maximum likelihood estimator (m.l.e. 
for short) with respect o S,~. Note that, i fs  s~ actually belongs to S,~, the m.l.e. 
converges in probability to s at rate at least as fast as n- i /2  when n goes to infinity 
since then, by (1.5), (1.6) and (1.9), 
>s[lls gn l l>n  x/2"~zlls,nll~D]~z 1. 
The m.l.e, therefore appears to be a suitable estimator to use if the model 5;n is 
correct, i.e. if s c 5;n. When we use the histogram estimator ~,,, we just do as if 
s did belong to S,~, using S,~ as an approximate model for s. The resulting risk 
is then the sum of two terms, an approximation error equal to the square of  the 
distance from s to 5~ and due to the fact that s does not in general belong to the 
model 5;n, and an estimation term Es[l ls. ,  gn II 2] which is the risk corresponding 
to the estimation within the model when s s,, since IIs., - ~.,112 has the same 
expectation when the observations are i.i.d, with density s or s~. 
1.3.2. Model  selection and oracles 
Let us denote by mD the regular partition with D + 1 pieces and set SD = 5;riD, 
~D = ~,~ and SD = sm~, for simplicity. It follows from (1.6)and (1.8)that 
(1.12) R(~:D,S)~IIs--SDII2--n 1D. 
From the approximation point of view, a good partition should lead to a small 
value of Iis sD II which typically requires a partition into many intervals, hence 
a large value of D, while the estimation point of  view requires a model SD defined 
by few parameters, hence a small value of D. Obviously, these requirements are 
contradictory and one should look for a compromise between them in order to 
minimize the right-hand side of(1.12). Unfortunately, the value Dopt which satisfies 
IIS-- SDoptl12 +n-lDopt inf [11s- sDII2 +n-lD} 
DeN " 
cannot be computed since it depends on the unknown density s via the approx- 
imation term Iis sD II and is not accessible to the statistician. This is why the 
random variable ~:Dopt based on the partition mDopt is called an "oracle". It is not 
an estimator because it makes use of  the number Dopt which is unknown to the 
statistician. The problem of  model selection is to find a genuine estimator, solely 
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based on the data, that mimics an oracle, i.e. to use the data X1 . . . . .  X~ to select a 
number D(X1 . . . . .  X~) such that the resulting histogram ~ = ~fi has a performance 
which is comparable to that of the oracle: 
R(~, s) ~< C[lls -sl)0pe II 2 + n -1Dopt], 
where C is a constant hat neither depends on the unknown density s nor on n. 
1.3.3. An illustrative example 
Still working with the regular partitions roD, let us now assume that the unknown 
density s satisfies some HSlderian continuity condition, 
(1.13) [s (x) -s (yO[<~Llx-y[  8, L>0,  0<f i~<l  fo ra l lx ,ye[0 ,1 ] .  
I f  0 << j << D and x • I j, then SD (37) z S (y) for some y • I j, hence Is(x) SD (X)I 
L (D + l ) -~ , from which we derive that IIs sDll2~ < IIs XDI I~L2(D+ 1) -28. 
Therefore (1.12) implies that R(;:D, s) ~< n 1D + L 2 (D + 1) 28 Since the minimum 
of thefunct ionx~-+n l x+L2x  28isobta inedforx  (2finL2)l/(28+l),wechoose 
D so that D + 1 is the smallest integer ~> (nL2) 1/(28+~). I f nL 2 ~< 1, this leads to 
D = 0 and R(~0, s) ~< L 2 ~< n -~. Otherwise, and this necessarily happens for large 
enough n, 1 ~< D < (nL2) 1/(28+1), hence R(;:D,s) <~ 2(Ln 8)2/(28+1) Finally, in 
any case, 
R(~;D,S) <~ mmx{2(Ln-/~)2/(28+l); ,/--1 }, 
Unfortunately, we can only get a risk bound of  this form if we fix D as a function 
of L and fi, as indicated above. Typically, L and fi are also unknown so that we 
do not know how to choose D and cannot get the right risk bound. The situation 
is even more complicated since, for a given s, there are many different pairs L, ¢~ 
that satisfy (1.13), leading to different values of D and risk bounds. Of  course, one 
would like to choose the optimal one which means choosing the value of D that 
minimizes the right-hand side of  (1.12). 
1.4. A brief summary of this paper 
The study of histograms as density estimators hows us that a convenient method to 
estimate a complicated object as a density s on [0, 1] works as follows: choose 
an approximate model S,~ for s involving only a limited number of unknown 
parameters and then do as if the model were correct, i.e. i fs c S~, using an estimator 
~,n which is a good estimator when the model is actually correct. The resulting risk 
is the sum of an approximation term which measures the quality of approximation 
of s by the model and an estimation term which is roughly proportional to the 
number of parameters needed to describe an element of  the model, reflecting its 
complexity. As a consequence, a good model should be simple (described by few 
parameters) and accurate (close to the true density s). Unfortunately, because of  the 
second requirement, a theoretical choice of a good model should be based on the 
knowledge ofs .  Given a family of possible models, a major problem is therefore to 
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understand to what extent one can guess from the data which model in the family is 
appropriate. 
The remainder of this paper is devoted to giving some hints to justify and 
understand the various steps needed to formally develop the previous arguments. 
The next section will present he classical parametric theory of estimation which 
assumes that one works with the correct model and that this model satisfies 
some specific regularity conditions. Under such conditions the m.l.e, enjoys some 
good asymptotic properties that we shall recall, but this classical theory does not 
handle the case of approximate models or infinite dimensional parameters. It has 
therefore been extended in the recent years in many directions to (partly) cover 
such situations. We shall present here one such generalization that attempts to solve 
(at least heoretically) most of the difficulties connected with the classical theory. In 
Section 3, we shall depart from the classical theory, assuming only an approximate 
model and checking on some examples that the results we got for histograms 
essentially extend to these cases with a risk bounded by an approximation term 
plus an estimation term which again leads to the problem of selecting a good 
model. Section 4 is devoted to a more general approach to estimation based on 
an approximate model with finite dimension for a suitably defined and purely 
metric notion of dimension. We show here that some specific estimators ( ometimes 
discretized versions of the m.l.e., sometimes more complicated ones) do lead to 
risk bounds of the required form: an approximation term plus an estimation term 
which is proportional to the dimension (when suitably defined) of the model. In the 
last section, we explain how to handle many such approximate models with finite 
dimensions imultaneously. Ideally, we would like to choose, using only the data, 
the best model in the family, i.e. the one with the smallest risk. This is unfortunately 
not possible, but we shall explain to what extent one can approximate his ideal risk. 
2. SOME HISTORICAL CONSIDERATIONS 
2.1. The classical parametric point of view 
To be specific, let us assume again that our observations X1 . . . . .  X~ are i.i.d. 
random variables with an unknown density x with respect to some reference 
measure v defined on the underlying measurable set (E, g) (not necessarily the 
Lebesgue measure on [0, 1]) so that the joint distribution P~ of the observations on 
E ~ is given by 
dvOn (Xl . . . . .  Xn) : ]--l S(Xi). 
i=1 
In the sequel, we shall call the problem of estimating the unknown density s from 
the i.i.d, sample X1 . . . . .  X~ the density estimation problem or the i. i.d. framework. 
The classical parametric approach to density estimation that developed after 
milestone papers by Fisher [31,32] up to the sixties and is still quite popular 
nowadays is somewhat different from what we described before. It typically 
assumes aparametric model S for s, which means that the true unknown density 
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s of our observations belongs to some particular set S {to I 0 ~ ®} of densities 
parametrized by some subset (3 of a Euclidean space R ~. Then s = to0 for some 
particular 0o c ® which is called the true parameter value. One assumes moreover 
that the mapping 0 ~+ r0 from ® to S is smooth (in a suitable sense) and one-to-one, 
so that estimating s is equivalent to estimating the parameter 0o, An estimator 
O~(X1 . . . . .  X~) of 0o is then defined via a measurable mapping 0n from E ~ to ® 
(with its Borel ~r-algebra) nd its quadratic risk is given by 
R(¢, eo)   UII0 - 0o112], 
where II • II now denotes the Euclidean orm in R k. Typical examples of parametric 
models for densities on the real line are given by 
(i) the Gaussian densities A/'(#, e2) with 0 (#, o2) and ® R × (0, +co) given 
by 
1 1 1 ts (x) - exp l  ~ (x #)2 
w/2r~ o2 L 2°z 
(ii) the gamma densities F (v,)~) with 0 (v,)~) and ® (0, +oo) 2 given by 
re(x) [P(v)]-l)~Vx v-lexp[-)~x]~_R+(x); 
(iii) the uniform density on the interval [0, 0 + 1] given by t(0) = ~E0,0+l] with 
0cR.  
2.2. The maximum likelihood method 
2.2.1. Consistency and asymptotic normality of the paramelric m.l.e. 
Fisher's approach to parametric estimation is mainly connected with the method 
of maximum likelihood. We recall from Section 1.3.1 that the likelihood function 
on ® is given by 0 ~+ I~i'~ 1 ts (Xi) and a maximum likelihood estimator 0n is any 
maximizer of this function or equivalently of the log-likelihood function 
n 
L (0) = log(t  
i=1 
For Gaussian densities, the maximum likelihood estimator g~ (¢Z~, 8~) is unique 
and given by ¢Z~ n 1 ~in 1 Xi and ~nA 2 n 1 ~ in l  (Xi - ¢Z~) 2, Moreover, 0~ 
converges in probability to the true parameter 0o when n goes to infinity. We say 
that 0,~ is consistent. Unfortunately, this situation is not general. The study of our 
second and third examples show that explicit computation of the m.l.e, is not always 
possible (gamma densities) or the m.l.e, may not be unique (uniform densities). One 
can also find example s of inconsistency o f the m.l.e., but, as shown by Wald [ 62], it 
can be proved that, under suitably strong assumptions, any sequence of maximum 
likelihood estimators i consistent. 
505 
I f  the mapping 0 k--> le (x) log(re (Jr)) satisfies uitable differentiability assump- 
tions, the parametric model is called regular. This is the case for the Gaussian 
and gamma densities, not for the uniform. I f  the model is regular and the m.l.e. 
is consistent we can expand the derivative of the function L in a vicinity of 0o when 
it is an inner point of  ®. Restricting ourselves, for simplicity, to the case ® • R, we 
get 
L'(O) U(Oo) + (0 - Oo)L"(Oo) + (1/2)(0 - Oo)2L"(O ') 
and since O~ is a maximizer for L, 
cG)=o=C(Oo)+(0~ Oo)C'(Oo)+(1/2)(& Oo)%"(o'), 
for some sequence (0£) converging to 0o in probability as 0~ does. Equivalently, 
setting G a/-ff(0~ - 0o), 
= le0 (x~) + leo(X~) & + ~ ~ %~ (x~) &. 
(2.1) 0 ~ ~=1 i=1 ~=1 _1 
Since f te (x) dr(x) 1 for all O, it follows from the regularity assumptions that 
s,[%(x,)] f J,SoU)d (x) o 
and 
= f L 80 (X)/teo (X)]@O (X) dr(x) 
f [~;o(X)/~eo(x)]%o (x)n~(x) 
=o f ([4o(x)]2/~eoU))d~u)= Z(Oo), 
where the last equality defines the Fisker Information / (0o). Moreover, 
w.[%(x,)] s~[(%(x,)) 2] f [4o(X)/~eo(N%o(X)d~u) i(Oo). 
It then follows from the law of large numbers that 
1 
l" ;X  ~ r,,  1 I(0o) ,~_ e0, , ) -s , t%(x , ) j= 
i=1 
and from the central imit theorem that 
1 ~ 
~l'~ o (x , )~ ;v(o, ~(eo)), 
i=1 
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P 
where -+ and ~-~ denote respectively the convergences in probability and in distribu- 
IH tion. The regularity assumptions also ensure that n -~ Y~i~ ls~ (Xi) is asymptotically 
bounded so that the third term in (2.1) is asymptotically negligible as compared to 
the other two. We finally deduce from (2.1) that 
(2.2) an ~¢/~(O,,-Oo)*.~N'(O,[I(Oo)]-~). 
This is the so-called asymptotic normality and efficiency of the maximum likeli- 
hood estimator and a formal proof of this result can be found in [18, Section 33.3]. 
It can also be proved that the asymptotic variance [I(0o)] -1 of an is, in various 
senses, optimal, as shown by Le Cam [44] and Hajek [37,38]. Much less restrictive 
conditions ofregularity which still imply the asymptotic normality and efficiency of 
the m.l.e, have been given by Le Cam [45]--see also Theorem 12.3 in [59]. A good 
account of the theory can be found in [39]. A more recent point of view on the 
theory of regularity and the m.l.e., based on empirical process theory, is to be found 
in [58]. 
2.2.2. A more general point of view on the maximum likelihood method 
The limitations of the classical parametric theory of maximum likelihood have 
been recognized for a long time. We already mentioned problems of inconsistency. 
Examples and further references can be found in [48]. Moreover, although it is 
widely believed among non-specialists hat (2.2) typically holds, this is definitely 
not true, even under consistency. For instance, if re = 0-1~[o,< is the uniform 
density on [0, 0] and O (0, +oo), the m.l.e, satisfies n(Oo - On)~'~ F(1, 0o). 
Additional examples can be found in [39, Chapters 5 and 6] showing that neither 
the rate a/n nor the limiting normal distribution are general. 
Another drawback of the classical point of view on maximum likelihood estima- 
tion is its purely asymptotic nature. Not only does it require specific assumptions 
and can fail under small departures from these assumptions but it tells us nothing 
about the real performance of the m.l.e, for a given (even large) number no of 
observations, just as the central imit theorem does. Suppose that out" observations 
X1 . . . . .  Xn are i.i.d. Bernoulli variables taking only the values 0 and 1 with 
respective probabilities 1 0o and 0o and O = [0, 1]. Then 0n = n -~ Y~I  X~ and, if 
0 < 0o < 1, an a/if(0n -- 00)~'~ A/'(0, 0o[ 1 - 0o]) as expected. But it is well-known 
that if n 1000 and 0 < 0o ~< 0.002, the distribution of 0n looks rather like a 
Poisson distribution with parameter 10000o than like a normal A/'(0o, n-~0o[1 0o]) 
as predicted by the asymptotic theory. A discussion about the relevance of the 
asymptotic point of view for practical purposes can be found in [49, Section 7.1]. 
A further limitation of the classical m.l.e, theory is the fact that the assumed 
parametric model is true, i.e. the unknown distribution of the observations has 
a density s with respect o v which is of the form t~ 0 for some 0o ~ ®. If this 
assumption is violated, even slightly, the whole theory fails as can be seen from the 
following example. We assume a Gaussian distribution Po = N'(0, 1) with density 
ts with respect o the Lebesgue measure and ® R but the observations actually 
follow the distribution Q (99Po + P30o)/100. It is actually rather close to the Po 
distribution, which belongs to the model, in the sense that, for any measurable set 
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A, I Q(A) - Po(A)I ~< 1/100. Nevertheless, the m.l.e, n 1 Ein 1 Xi converges to 3 so 
that the estimated istribution based on the wrong model will be close to P3, hence 
quite different from the true distribution which is close to P0. 
For all these reasons, the classical approach to maximum likelihood estimation 
has been substantially generalized in the recent years. Nonparametric and semipara- 
metric maximum likelihood allows to deal with families of distributions P~ where 
s belongs to some infinite-dimensional set, while sieved m.l.e, involves situations 
where the true distribution does not belong to the model. Both extensions lead to 
truly nonasymptotic results. Among the many papers dealing with such extensions, 
let us mention here [2,9,11,34,35,50,52,53,55 7,60,61,63]. Let us now explain 
what are the novelties brought by some of these extensions. 
3. AN ALTERNATIVE  POINT OF VIEW 
3.1. Nonparametric density estimation 
The assumption that the unknown density s of  the observations belongs to a 
parametric model, i.e. a smooth image of some subset of a Euclidean space, appears 
to be definitely too strong and unsatisfactory in many situations. Let us give here 
two illustrations. I f  we assume that s belongs to the set 81 of Lipschitz densities on 
[0, 1] (i.e. s satisfies Is(x) - s (y ) ]  ~< Ix - y]), one cannot represent S1 in a smooth 
way by a finite number of  real parameters. The same holds if we simply assume that 
s c 82, the set of  all densities in L2 ([0, 1], dx). In this case, given some orthonormal 
basis (q)j)j>~l of L2([0, 1], dx), there exists a natural parametrization of 82 by 
/2 (N*) (N* = N \ {0}) via the coordinates, but it is definitely not finite-dimensional. 
These two problems are examples ofnonparametric density estimation problems. 
3.1.1. Projection estimators 
In order to solve the second estimation problem, Cencov [17] proposed a 
general class of estimators called projectio~ estimators. The idea is to estimate the 
coefficients j of s in the orthonormal expansion s = ~+~ gjc, pj using estimators 
fj chosen in such a way that ~'+co f2 +co z_,j=l j < +c~ a.s. so that f = ~ j= l  sj~oj belongs to 
L2([0, 1], dx) a.s. Since sj = f~ s(x)q)j (x) dx = Es[q)j (Xi)], a natural estimator for 
1 ~ (Xi). Indeed sjis~j n ~i=l~°J 
(3.1) E, [~j]  sj and 
1 
Var(~j) n -1var(~j (X1))  4 n -1 / * )~(x)s (x )dx .  
0 
Assuming, for simplicity, that we take for (q)j)j>~o the trigonometric basis which 
is bounded by -f2, we derive that Var(~j) ~< 2/n. We cannot use ~+~ Coj~oj as an 
estimator of s because the series does not converge. This is actually not surprising 
because we are trying to estimate infinitely many parameters (the sj) from a finite 
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number of observations. But, for any finite subset m of N*, the estimator ;~ 
~j~rn ~jCpj does belong to L2([0, 1], dx) and 
j •m j ¢m 
If we denote by Iml the cardinality of m, we conclude from (3.1)that 
(3.2) E,[ll~:~-sll2]~2n ~lml+lls~-sll 2 withs.~ Zsj~oj. 
j~m 
Note that ~.~ is not necessarily a genuine estimator, i.e. a density, but this is a minor 
point since $2 is a closed convex subset of L2([0, 1], dx) on which we may always 
project ~.~, getting a genuine estimator which is even closer to s than ~ .... 
3.1.2. Approximate models for nonparametrie stimation 
The construction of  the projection estimator ~.~ can also be interpreted in terms 
of a model since it is actually based on the parametric model 
Sm [t Ztj~oj tj~Rforj~m }, 
j~m 
To build s~, we proceed as if s did belong to S.~, estimating the Iml unknown 
parameters j for j ~ m by their natural estimators ~j.  But there are three main 
differences with the classical parametric approach: 
(i) we do not assume that s c 5~ so that 5~ is an approximate model for the true 
density; 
(ii) apart from some exceptional cases, like histogram estimation, projection 
estimators are not maximum likelihood estimators with respect o S,~; 
(iii) there is no asymptotic point of view here and the risk bound (3.2) is valid for 
any value ofn.  
The histogram estimator can actually be viewed as a particular projection 
estimator. With the notations of  Section 1, we set ~oj I ljl 1/2~-ij for 1 ~< j ~< D, 
we complete this orthonormal family into a basis of  L2([0, 1], dx) and take for m 
the set {1 . . . . .  D}. Then, for j c m, 
/¢ 
~j n-~_.lljl-1/2:ll_ij(Xi) n-~lIjl-~/ZNj and ~_Coj~oj ~.~. 
i=1 j~rn 
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3.2. Approximate models for parametric estimation 
3.2.1. Gaussian linear regression 
An extremely popular parametric model is Gaussian linear regression. In this 
case we observe n independent variables X~ . . . . .  X~ from the Gaussian linear 
regression set up 
p 
(3.3) Xi ~/3 jZ /+o~i  for l~<i~<n, 
j 
where the random variables ~i are i.i.d, standard normal while the numbers Z/, 1 ~< 
i ~< n denote the respective deterministic and observable values of some explanatory 
variable zJ.  Here, "variable" is taken in its usual sense of an "economic variable" 
or a "physical variable". Practically speaking, Xi corresponds to an observation i
the ith experiment and it is assumed that this value depends linearly on the values 
Z/ of the variables Z J, 1 ~< j ~< p in this experiment but with some additional 
random perturbation represented by the random variable o~i. We assume here that 
all p parameters fij are unknown but that o is known (this is not usually the 
case but will greatly simplify our analysis). This set-up results in a parametric 
model with p unknown parameters, ince the distribution in R n of the vector X 
with coordinates Xi is entirely defined by the parameters fij. More precisely, the 
random variables X~ . . . . .  X,~ are independent with respective normal distributions 
A/" (si, ~2) with si Y~=I/3jZ/ .  Equivalently X is a Gaussian vector with mean 
vector s (Si)l<~i<~ n and covariance matrix ~2I,~ where I,~ denotes the identity 
matrix in R '~. If  we denote by Z j the vector with coordinates Z/ and assume that 
the vectors Z j, 1 ~< j ~< p span a p-dimensional linear space Sp, which we shall do, 
it is equivalent to estimate the parameters/3j or the vector s ~ Sp. 
The estimation problem can then be summarized as follows: observing the 
Gaussian vector X with distribution A/'(s, ~2I~) with a known value of o, estimate 
the parameter s which is assumed to belong to Sp. This is a parametric problem 
similar to those we considered in Section 2 and it can be solved via the maximum 
likelihood method. The density of X with respect o the Lebesgue measure on R ~ 
and the log-likelihood of s are respectively given by 
1 1 Z(x i  - si) 2 and 
(2sro2),~/2 exp -2o  2 i=1 
1 ~ 
i=1 
so that the maximum likelihood estimator ip over Sp is merely the orthogonal 
projection of X onto Sp with risk EAIIs ~pll 2] = a2p. This estimator actually 
makes sense even i fs  ¢ Sp since, whatever the true value ofs  ~ R n, 
(3.4) g,[lls _ ~pll 2] 2p+ inf I I s -  tll 2. 
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The risk is the sum of two terms, one which is proportional to the number p of 
parameters to be estimated and another one which measures the accuracy of the 
model Sp we use. This second term vanishes when the model is correct (contains ). 
3.2.2. Model  choice again 
In the classical regression problem, the model Sp is assumed to be correct so that 
Es[lls ~p II 2] = o2p but this approach leads to two opposite problems. In order to 
keep the term o2p in (3.4) small, we may be tempted to put too few explanatory 
variables in the model, omitting some important ones so that not only s ~ Sp but 
inft~xp IIs - t II 2 may be very large, possibly larger than eZn. In this case, it would be 
wiser to use the largest possible model R n for s and the corresponding m.l.e. ~: X 
resulting in the better isk G{l l s  - ~112] ~2n.  In order to avoid this difficulty, we 
may alternatively introduce many explanatory variables ZJ in the model Sp. Then 
even if it is correct, we shall get a large risk bound o2p. It may then happen that 
only a small number q of the p explanatory variables determining the model are 
really influential. This means that if Sq is the linear span of those q variables, say 
z ~ . . . . .  zq, inf~x~ IIs t II 2 is small. As a consequence, the risk bound of the m.l.e. 
~} with respect to Sq, i.e. o2q + inft~se IIs - t l l  2 maybe much smaller than v2p. 
These examples how that, even in the parametric case, the use of an approximate 
model may be preferable to the use of a correct model, although a grossly wrong 
model may lead to terrible results. The choice of a suitable model is therefore 
crucial: a large model including many explanatory variables automatically results in 
a large risk bound due to the component o 2p of the risk in (3.4) while the choice of 
a too parsimonious model including only a limited number of variables may result 
in a poor estimator based on a grossly wrong model if we have omitted some very 
influential variables. 
A natural idea to solve this dilemma would be to start with some large family 
{S,~,m • 3/[} of linear models indexed by some set 3.4 and with respective 
dimensions D .... For each of them, the corresponding m.l.e, f,n (the projection of 
X onto Sin) satisfies 
G[l ls G l IN]=oNo, ,+ inf IIs tll 2, 
tcSr~ 
and an optimal model S,~ is one that minimizes this quantity. But, as in the 
case of histograms, this optimal model depends on the unknown parameter s via 
inft~s~ IIs t II so that ~,~ is an "oracle", not a genuine estimator. Since this oracle 
is not available to the statistician, he has to try an alternative method and use the 
observation X to build a selection procedure fit(X) of one model S,;~, estimating s 
by ~ = fro. An ideal model selection procedure should have the performance of an 
oracle, i.e. satisfy 
(3.5) E, [ l ls -~l l  2] inf {o2D~+ inf I I s - t l l2} ,  
m~A4 t~S~ 
but such a procedure cannot exist and the best that one can expect is to find selection 
procedures satisfying a risk bound which is close to (3.5). 
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4. MODEL BASED STATISTICAL ESTIMATION 
In three different contexts, namely histogram estimation for densities, projection 
estimation for densities and Gaussian linear regression, we have seen that the use 
of an approximate model associated with a convenient estimator with values in the 
model leads to three risk bounds, namely (1.12), (3.2) and (3.4), which share the 
same structure. These bounds are the sum of two terms, one is the squared istance 
of the unknown parameter to the model, the second is proportional to the number of 
parameters that are involved in the model. One can therefore wonder to what extent 
this situation is typical. 
4.1. A general statistical framework 
Before we proceed to the solution of the problem, let us make the statistical 
framework on which we work somewhat more precise. We observe a random 
phenomenon X(o~) (real variable, vector, sequence, process, set, etc.) from the 
abstract probability space (S2, ~4, P) with values in the measurable set (F,, 2() and 
with unknown probability distribution Px on (F,, 2() given by 
Px[A] = P{X I (A) ]  z P[{co c ~-2 J X(co) c A}] for all A c X. 
The purpose of  statistical estimation is to get some information on this distribution 
from one observation X(co) of  the phenomenon. We assume that Px belongs to 
some given subset 7 ) {Pt, t ~ M} of the set of all distributions on (E, 2(), where 
M denotes a one-to-one parametrization of 7 ). We moreover assume that M is a 
metric space with a distance d. Therefore Px = Ps for some s c M and we want 
to estimate Ps, or equivalently s, in view of this one-to-one correspondence which 
also allows us to consider d as a distance on 7 ) as well. As in Section 1.2.2, we look 
for an estimator of s, i.e. a measurable mapping ~: from (F,, 2() to M (with its Borel 
o-algebra) such that ~(X) provides a good approximation of  the unknown value s. 
Such a mapping is called an estimator of  s. We measure the performance of the 
estimator X:(X) via its quadratic risk 
(4.1) R(/s:,s) E, [dZ(s, X0]. 
There is a very large number of  possibilities for the choice of  7 ) depending on 
the structure of  (E, X) and the problem we have to solve. In this paper we focus 
on the two particular but typical examples that we considered earlier, namely the 
density estimation problem and the Gaussian regression problem which amounts to 
the estimation of the mean o fa  Gaussian vector. In both cases F, E n is a product 
space with a product o-algebra X = g®'~ so that X is the vector (X1 . . . . .  Xn) and 
the Xi are random variables with values in (E, g). 
Density estimation For the density estimation problem we are given some 
reference measure v on (E, g) and we assume that the Xi are i.i.d, random variables 
with a density s with respect o v, in which case M can be chosen as the set of 
all densities with respect o v, i.e. the subset of  LI (v) of nonnegative functions 
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which integrate to one. Such a situation occurs when one replicates the same 
experiment n times under identical conditions and assumes that each experiment has 
no influence on the others, for instance when we observe the successive outcomes of 
a "roulette" game. Then, for each t c M,  Pt has the density [ I~  t (xi) with respect 
to # = v ®~t. 
Gaussian regression This is the case that we considered in Section 3.2 with 
(E, g) being the real line with its Borel o-algebra. Here X is a Gaussian vector in 
R '~ with known covariance matrix o2L~. Then M = R ~ and t = (q . . . . .  t~) c M is 
the unknown mean vector of  the Gaussian distribution P~ = A/'(t, o2L~) with density 
(4.2) gt(x) - (2rro2),~/2 exp Z(x i  t i )  2 , 
i=1  
with respect o the Lebesgue measure # on R n. 
4.2. Two point parameter sets 
Before we come to the general situation, it will be useful to analyze a special, quite 
unrealistic, but very simple case. Let us make the extra assumption that s belongs 
to the smallest possible parameter set, i.e. a subset S of  M containing only two 
elements v and u. Note that the statistical problem would be void if S contained 
only one point since s would then be known. 
A solution to this estimation problem is provided by the maximum likelihood 
method described in Section 2.2. Let # be any measure dominating both Pv and P,  
(Pv + P,  would do) and denote by gv and g, the respective densities of  Po and P,  
with respect o #. Then define an estimator fS(X) with values in 5' by 
(4.3) 
I" 
~b(X) = ] v i fgv(X) >g. (X) ;  
/ u i fgu(X) > gviX), 
Take any decision you like in case of  equality. I fs  = v, we get 
R@,s) d2(v,u)Pv[~ u]<~d2(v,u)IPv[gu(X)>/gv(X)], 
Since the distribution of  X is P~ Pv gv • #, Pv[gv (X) > 0] 1 and 
f ~/g. (x)/g~ ix) go ix) du(x) 
f (g.  (x)g~ (~) du ix). 
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Hence R@, s) <~ d2(v, u)p(Pv, Pu) with 
(4.4) P(Pv,P.) P(Pu, Pv) cl. (x) cl. (x)d#(x). 
It is easily seen that the definition oft) (Pv, P.) via (4.4) is independent ofthe choice 
of the dominating measure #. Since the same risk bound holds when s = u, we 
finally get 
(4.5) sup R@,s) <~ d:(v, u)p(Pv, P.). 
sc{.,v} 
This bound demonstrates the importance of the so-calledHellinger affinity p(P, Q) 
between two probability measures P and Q. It satisfies in particular by the Cauchy- 
Schwarz Inequality and the Fubini Theorem 
(4.6) O<.p(P,Q)<.I and p(p®n Q®n)=pn(p,Q). 
It is, moreover, closely related to a well-known distance between probabilities, the 
Hellinger distance h defined by 
i f  dP (4.7) h2(p, Q) ~ (x) - d#(x) 1 - p(P, Q). 
W d# "-"/ 
The Hellinger distance is merely the L2(#)-distance between the square roots of 
the densities with respect o any dominating measure # (and actually independent 
of #). Here, we follow Le Cam who normalizes the integral so that the Hellinger 
distance has range [0, 1]. An alternative definition is without he factor 1/2 in (4.7). 
He also showed in [46] that 
(4.8) p(P, Q)>~ ] inf[ d~-P (x); d~-Q (x) Id#(x)>~1-  ~/1- p2(p, Q). 
/ a# a# l 
It is easy to compute P(Pv, P.) for out" two special frameworks. In the case of 
Gaussian distributions P. JV(u, cr2I~) and Pv A/'(o, cr2I~), we get 
p(Pv,P.)=exp[ IIv ul12/(Sa2)], 
so that [ logp] ~/2 is a multiple of the Euclidean distance between parameters, 
modulo the identification of t and P~. Note that, in general, [ - logp] 1/2 is not a 
distance since it may be infinite and does not satisfy the triangle inequality. Setting 
d(v, u) I Iv- ull, (4.5) becomes 
sup R@,s) <~ llv ull2exp[ fly u112/(8o2)] ~<8e 102, 
s~{u,v} 
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independently of v and u. In the i.i.d, case, we use the Hellinger distance to define 
the risk, setting d(u, v) = h(u, v) = h(Pu, Pv) and (4.5) becomes, whatever the 
densities v and u, 
sup R@,s) < h2(v, u)[l h2(v, U)] n ~ :v/n(:v/ @ 1) (n+l) ~ (:r/e) 1. 
s~{u,v} 
4.3. Two po int  mode ls  for the  Gauss ian  f ramework  
As we pointed out at the beginning of the last section, assuming that s is either v 
or u is definitely unrealistic. A more realistic problem would rather be as follows: s 
is unknown but we believe that one of two different situations can occur implying 
that x is close (not necessarily equal) to either v or u. Then it seems natural to 
use 5' {v, u} as an approximate model for s and just proceed as before, using the 
estimator ~5(X) defined by (4.3). We can then try to mimic the proof which lead 
to (4.5), apart from the fact that the argument leading to 
P~[g,(X) ~> g~(X)] ~< p(P~, Pu) exp[ - I l v -  u112/(8o2)] 
then fails. One can instead prove the following result [8]. 
Propos i t ion  1. Let Pt denote the Gaussian distribution N'(t, o2 L~) in R ~. I f  X is 
a Gaussian vector with distribution P~ and IIs - vi i  ~< IIv - u l l /6 ,  then 
P, [g , (X)  ~> gv(X)]<<, exp[ Ilv u112/(24o2)]. 
We can then proceed as before and conclude that, if Ils vii ~< ely u11/6, then 
R@,s)  ~< 2( l l s -  vii 2 + Es[l l4)- vii2]) 
~< 2(lls - vii 2 + lie - ull 2 exp[ -  II v - ull 2 / (24o  2) ]) 
~<2lls vl12+48e lo2. 
A similar bound holds with u replacing v if I ls - u ll ~< II v - u ll/6. Finally, if min{ Ils - 
vii, IIs ull} > Ilv ull/6, since 4~is either v oru ,  
R@,x) ~< (msux{llx - vii, lax- uli}) 2 
~< (min{l ls -  vii, I l s -  ull}+ I lv -  ull) 2 
~<49(1nin{ll, vll, ll, ull}) 2- 
We finally conclude that, whatever s e M, even if out" initial assumption that s is 
close to 5' is wrong, 
R@,s)~<48e 1o2+49in f l l s - t l l  2, 
t~S 
which, apart from the constants, is similar to (3.4). 
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4.4. General models for the Gaussian framework 
4.4.1. Linear models 
Instead of assuming that s is close to a two-points et, let us now assume that it 
is close to some D-dimensional linear sub@ace V of  R ~ (D > 0). Choose some 
L ~> 4-/3~r and, identifying V to R D via some orthonormal basis, consider the 
lattice S (2)~Z) D • V. The maximum likelihood estimator ;:(X) with respect o 
S is given by ~(X) = argmaxt~sgt(X ). Its unicity follows from the facts that 5' is 
countable and P~[gt(X) = g,X)] = 0 for each pair (t, u) c S 2 such that t # u. As to 
its existence (with probability one), it is a consequence of the following result. 
Proposition 2. 
(4.9) 
then 
(4.1 O) 
For s an arbitrary point in M R ~, s ~ • S, and 
y~> y0 mm'~{)~'/2D,6[[,'-~ll}, 
E '2 ] P,[~t • S with IIs ~ tll ) y andgt(X) >~ gj (X) ]  ~< 1.14exp 48~r2 " 
Proof. Let Sk = {t c S I2k/2y <~ IIs ~ t ll < 2(k+~)/Zy} with cardinality I& l .  If we 
denote by P (y) the left-hand side of (4.10), we get 
(4.11) P (Y) ~< Z Ps [~t • Sk with gt (X) >~ g~1 (X)] 
k 0 
<~ Z ISkl sup P~ [g,(X) ~> g,1(X)]. 
k=O t~& 
Since, for t • Sk, IIs ¢ - t l l  ~> 2k/Zy >~ 611S - sll, we may apply Proposition 1 to get 
(4.12) sup P, [g, (X) ~> g,~(X)] ~< exp[ 2ky2/(24cr2)]. 
teS~ 
Moreover, for any ball B (S, r) with center s~ and radius r x )~D with x ~> 2, 
(4.13) IS S? B(s/, r)l < exp[x2D/2]. 
To prove this, we apply the next inequality which follows from a comparison of 
the volumes of cubes and bails in R D as in the proof of Lemma 2 from Birg~ and 
Massart [ 11 ]. 
(rce/2)D/2( ra ~  )D ISS~B(s~,r)l<~ ,~ /D + 1 < exp[D (0.73 + log(x + 1))]. 
We then get (4.13) since x ~> 2. Applying it with r 2(k+l)/2y ~> 21+k/2£-/D 
by (4.9), leads to ISkl <~ exp[2k(y/)02]. Together with (4.11) and (4.12), this shows 
that 
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+oo r- 2 P(Y)~<EexPL2~ 2 k y: l +oa r 2,  
~=0 - 247~°~J'<EexpL-2~4@~]~=0 
F 2 ] exp-48er2 Eexp -4~22(f-  1) • 
k=0 
The conclusion follows from the fact that y2 ) y2 ) 2X2D ~> 2X2 ~> 9602. [] 
Proposition 2 implies that, for y ~> y0, there exists a set ~2y • S2 with P~(S2y) ~> 
1 - 1.14 exp[-y2/(48~ 2)] and such that, for co ~ ~2y, the function t ~+ ga (X (co)) has 
a maximum in the ball B(s/, y). This shows that, ifoJ ~ ~2y, the m.l.e. ;~(X(oJ)) exists 
and satisfies II;~(X) s ~11 ~< y- As a consequence, the m.l.e. ~(X) exists a.s. and 
+(30 
E,[ll~(x)-/ll 2] f P , [Hx) - / l l2>q d~ 
0 
+oo 
<. ya + f /11 > 
+oo 
~< y2 + 1.14 exp 48er2 dz 
yg + 1.14 × 48•2exp[-yg/(4802)] 
~< y2 + 55e-2o2. 
Then 
-< 2[11,-/112 + y~ + 55~-2o 2] 
~< 213711, ,'112 + 2A2D + 556 2o2]. 
Note that the construction of S as a lattice in V implies that any point in V is at a 
distance of some point in S not larger than £-fD which means that one can choose 
s ~ in such a way that IIs s'll ~<inftcv IIs tll +£~rD.Withsuchachoice fors~,we 
get 
Es[II~(X) xll 2] ~< 2174]mf II¢ ill 2 +76k2D + 55e 202]. 
Setting Z to its minimum value 4-/30, we conclude, since D ~> 1, that 
(4.14) E,[IIs(X) sll 2]~<148inflls tl12+7311o2D. 
t~V 
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4.4.2. General modds  with finite metric dimension 
Note that, apart from the huge constants that we actually did not try to optimize in 
order to keep the computations as simple as possible, (4.14) is quite similar to (3.4), 
although we actually used a different estimation procedure, and also a different 
method of proof  which has an important advantage: it did not make any use of the 
fact that V is a linear space. What we actually used are the metric properties of  the 
D-dimensional linear subspace V o fM = R ~, which can be summarized as follows. 
P roper ty  P. Whatever ~ > O, one can find a subset S of M such that: 
(i) for each t ~ V there exists ome t ~ S with lit - PII ~< rj; 
(ii) for any ball 13(t, xrj) with center t ~ M andradius xrj, 
S N13(t,xrj) I <~ exp[x2D/2] for x >~ 2. 
Inthe previous example we simply defined S so that rj ,L~D 4e 3~/3D. 
The fact that the previous property of  V was a key argument in the proof 
motivates the following general definition. 
Definition 1. Let S be a subset of some metric space (M, d) and D be some real 
number ~> 1/2. We say that S has afinite metric dimension bounded by D if, for 
every rj > 0, one can find a subset S~ of M such that: 
(i) for each t c S there exists some / c S o with d( t , / )  << 7 (we say that S o is an 
~-net for S); 
(ii) for any ball B(t, x~) with center t c M and radius x~, 
IS~ NB(t,x~)l ~< exp[xZD ] forx~>2. 
Note that any subset of S also has a finite metric dimension bounded by D. It 
follows from the Property P that a D-dimensional linear subspace of a Euclidean 
space has a metric dimension bounded by D/2. Note that, apart from the factor 1/2, 
this result cannot be improved in view of the following lower bound for the metric 
dimension of a D-dimensional ball. 
Lemma 1. Let S be a ball of the metric space (M, d) which is isometric to a ball 
in the Euclidean space R D. Then a bound D for its metric dimension cannot be 
smaller than D/13. 
Proof. Let S = Bq,  r) have a finite metric dimension bounded by D and 7 < r/3. 
One can find S~ in M which is an 7-net for S and such that N = IS~ N B(t, 37)1 ~< 
exp[9D]. Moreover, S~ is also an 7-net for Bq,  27) so that B(t, 27) can be covered 
by the N balls with radius rj and centers in S~ N B(t, 3rj). Since B(t, 3rj) • S we can 
use the isometry to show, comparing the volumes of the bails, that N ~> 2 D so that 
9D ~> D log 2 and the conclusion follows. [] 
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Introducing Definition 1 in the proof of Proposition 2, we get the following result. 
Theorem 1. Let X be a Gaussian vector in R ~ with unknown mean s and known 
covariance matrix o2 I~. Let S be a subset o f  the Euclidean space R ~ with a finite 
metric dimension bounded by D. Then one can build an estimator is:~(X) of  s suck 
that, for  some universal constant C (independent ofs, n and S), 
(4.15) 
This theorem implies that we can use for models non-linear sets that have a finite 
metric dimension. In particular, various types of manifolds could be used as models. 
To build the estimator ~S(X), we set ~7 = 4o~ and choose an ~7-net &~ for 5' 
satisfying the properties of Definition 1. Then we take for ~x(X) the m.l.e, with 
respect to Ss. 
4.5. Density estimation 
When we want to extend the results obtained for the Gaussian framework to density 
estimation we encounter new difficulties. The two key arguments used in the proof 
of Proposition 2 are that V has a finite metric dimension and Proposition 1. For i.i.d. 
observations X~ . . . . .  X~ with density s and in view of the fact that 
P, u(Xi)  >~ v(Xi)  ~< exp[ nhZ(u,v)] i fs = v, 
an analogous result would be as follows: 
Conjecture C. Let X~ . . . . .  X,~ be i.i.d random variables' with an unknown density 
s with respect to some measure v on (E, g). There exist two constants x >~ 2 
and A > 0 suck that, whatever the densities u, v on (E, g) suck that h (s, v) <~ 
~c-~h(u, v), then 
P, u(Xi)  >~ v(Xi)  <~ exp[ -Anh: (u ,  v)]. 
I f  this conjecture were true one could mimic the proof for the Oaussian case, 
starting from a subset 5' of the metric space (M, h) with finite metric dimension, 
choosing a suitable v-net &~ for S and computing the m.l.e, with respect o S,~ 
to get an analogue of Theorem 1. Unfortunately Conjecture C is wrong and, as a 
consequence, one can find situations in the i.i.d, framework where the m.l.e, with 
respect o &~ does not behave at all as expected. To get an analogue of Theorem 1 
for density estimation, one cannot work with the maximum likelihood method 
any more. An alternative method that allows to deal with the problem of density 
estimation has been proposed by Le Cam [46,47] who also introduced a notion of 
metric dimension, and then extended by the present author in [4,5]. In the sequel, 
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we shall follow the generalized approach of Birg~ [8] from which we borrow this 
substitute to Conjecture C: 
Proposition 3, Let X1 . . . . .  X~ be i.i.d, random variables with an unlcnown 
density s with respect to some measure v on (E, E). Whatever the densities u, v, 
one can design a procedure ~o,,v (X1 . . . . .  X~) with values" in {u, v} and suck that 
P,[~ou,v(X1 . . . . .  X~) u] <~ exp[- (n/4)h2(u,  v)] i fh(s, v) <~ h(u, 0)/4; 
P,[(o,,v(Xl . . . . .  X~) = v] ~< exp[ (n/4)h2(u, v)] i fh (s ,u)  <h(u ,  v)/4. 
The main difference with Conjecture C lies in the fact that the procedure ~o,,v 
does not choose between u and v by merely comparing H~I  u (xi) and H~I  v(xi ) .  
It is more complicated. This implies that, in this case, we have to design a new 
estimator ~2(X), based on Proposition 3, to replace the m.l.e.. The construction of 
this estimator is more complicated than that of the m.l.e, and we shall not describe 
it here. The following analogue of Theorem 1 is proved in [8]. 
Theorem 2, Let X (X1 . . . . .  X~) be an i.i.d, sample with unknown density s 
with respect to some measure v on (E, S) and (M, h) be the metric space of  all 
such densities with Hellinger distance. Let S be a subset of  (M,h)  with a finite 
metric dimension bounded by D. Then one can build an estimator ;:ra(X1 . . . . .  X~) 
of  s suck that, for  some universal constant C, 
(4.16) 
Analogues of Proposition 3 do hold for various statistical frameworks, although 
not all. Additional examples are to be found in [7,8]. For each such case, one 
can, starting from a model S with finite metric dimension bounded by D, design a 
suitable stimator ~x(X) and then get an analogue of Theorem 2. Within the general 
framework of Section 4.1, the resulting risk bound takes the following form: 
(4.17) E, [d : ( / i ? , , s ) ]<~Cl in fd : (s , t )+C2D for a11s ~ M, 
t~S 
where the constants C1 and C2 depend on the corresponding statistical f ramewor~ 
compare with (4.15) and (4.16)--but not on s or S. The main task is indeed to prove 
the proper alternative to Proposition 3. Once this has been done, (4.17) follows more 
or less straightforwardly. 
To what extent can maximum likelihood or related estimators provide bounds of 
the form (4.17) has been studied in various papers among which [9,11,36,50,52, 
54-57,63]. 
5. MODEL SELECTION 
Let us consider a statistical framework for which an analogue of Proposition 3 
holds so that any model S with finite metric dimension bounded by b provides 
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an estimator ~:x(X) with a risk bounded by (4.17). Then the quality of  a given 
model S for estimating s can be measured by the right-hand side of (4.17). Since 
this quality depends on the unknown s via the approximation term inft~ x d2(s, t), 
we cannot know it. Introducing a large family {S~, m ~ 3.4 } of  models, each one 
with finite metric dimension bounded by D .... instead of one single model, gives 
more chance to get an estimator ~ ~:2~ in the family with the smaller isk bound 
in f~{C1 inf~ x dZ(s, t) + CzD~}. Since we do not know which estimator reaches 
this bound, the challenge of model selection is to design a random choice hi(X) of 
m such that the corresponding estimator ~m approximately reaches this optimal risk, 
i.e. satisfies 
(5.1) E,[d:(s,/s://,)]<. C ~f  {C1 inf d:(s,t)+C2D~}, 
t~Sm 
for some constant C independent o fs  and the family of models. 
5.1. Some natural limitations to the performances of model selection 
Let us show here, in the context of Gaussian regression, that getting a bound 
like (5.1) for arbitrary families of models is definitely too optimistic. If, in this 
context, (5.1) were true, we would be able to design a model selection procedure rh 
satisfying, in view of (4.14) 
(5.2) E,[,,, c' mf + mf ,,, 
mc.Ad t~r~z 
for some universal constant C/, independent of  s, n and the family of models. It is 
not difficult to see that this is impossible, even if we restrict ourselves to countable 
families of models. Indeed, if (5.2) were true, we could choose for {S,,, m ~ 3.4} a 
countable family of one-dimensional linear spaces uch that each point s ~ R ~ could 
be approximated by one space in the family with arbitrary accuracy. We would then 
get D,, 1/2 for each m and (5.2) would imply that 
gs[lls ~112]~<C%r2/2 for all s c R". 
But it is known that the best bound one can expect for any estimator ~ uniformly 
with respect o s ~ R ~ is 
sup E,[lls ~ll N] - -no  2, 
which contradicts the fact that C / should be a universal constant. One actually has 
to pay a price for using many models simultaneously and, as we shall see, this price 
depends on the complexity (with a suitable sense) of the chosen family of  models. 
5.2. Risk bounds for model selection 
5.2.1. The main  theorems 
We shall not get here into the details of the construction of the selection procedure 
that we use but content ourselves to give the main results and analyze their 
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consequences. A key idea for the construction appeared in [3]. Further approaches 
to selection procedures have been developed in [2,10,13,36,50,57] which provides 
an extensive list of references. We follow here the approach based on dimension 
from [8], providing hereafter two theorems corresponding to our two problems of 
interest, Gaussian regression and density estimation. Inboth cases, the construction 
of the estimators equires the introduction of a family of positive weights {A,~, m 
3/1 }, to be chosen by the statistician and satisfying the condition 
(5.3) Z exp[-A~] ~< 1. 
m C ~t~ 
In case of equality in (5.3), the family {q,~ },~52t4 with q,~ = exp[ A,~] defines a 
probability Q on the family of models and choosing a large value for A,, means 
putting a small probability on the model S .... One can then see q,n as a probability 
that the statistician puts on S,, and which influences the result of the estimation 
procedure, as shown by the next theorems. Such an interpretation f the weights 
A,~ corresponds tothe so-called Bayesian point of view. A detailed analysis of this 
interpretation can be found in [13, Section 3.4]. 
Theorem 3. Let X be a Gaussian vector in R ~ with unknown mean s and known 
covariance matrix cr2 I,~. Let (S,,, m c jr4} be a finite or countable family of  subsets 
of  R ~ with finite metric dimensions' bounded by D,n, respectively. Let ( A,,, m c jr4 } 
be a family o f  positive weights atisfying (5.3). One can build an estimator ~(X) of  
s such that, for  some universal constant C, 
(5.4) E,{lls ~112] ~< C inf /~r 21nax{D,n,A.,} + inf Ils tll2}. 
m~Ad l t~Srn 
Theorem 4. Let X = (X~ . . . . .  X~) be an i.i.d, sample with unknown density s with 
respect to some measure v on (E, g) and (M, h) be the metric space of  all such 
densities with Hellinger distance. Let { S,,, m ~ 3/1} be a finite or countable family 
of  subsets o f (M,  h) with finite metric dimensions bounded by D,~, respectively. Let 
{Am, m ~ 3/1} be a family of  positive weights satisfying (5.3). One can build an 
estimator ~(X1 . . . . .  Xn) ors such that, for  some universal constant C, 
(5.5) E,[hZff, s)] ~< C inf [n-~max{D,n,A., + inf h2(s,t)}.  
mc.AA [ t~Sm 
Remark. The choice of the bound 1 in (5.3) has nothing canonical and was simply 
made for convenience. Any small constant would do since we did not provide the 
actual value of C which depends on the right-hand side of (5.3). 
5.2.2. About the complexity of families of models 
The only difference between the ideal bound (5.2) and (5.4) is the replacement 
of D,~ by max{D,~, A,~} with weights A,~ satisfying (5.3) and we see, comparing 
(4.16) and (5.5), that the same difference holds for density estimation. More 
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generally, in a framework for which an analogue of Proposition 3 holds, leading 
to (4.17), we proved in [8] that 
(5.6) 
mc.M l tcS 
holds instead of (5.1). In all situations, apart from the constant C, the loss with 
respect to the ideal bound is due to the replacement o f / )~ by max{D~, Am } where 
the weights Am satisfy (5.3). If Am is not much larger than Dm for all m, we have 
almost reached the ideal risk, otherwise not and we can now explain what we mean 
by the complexity of a family of models. 
For each positive integer j ,  let us denote by H(j) the cardinality of the set M j  
of those m such that j /2 <~ D~ < (j + 1)/2. If H( j )  is finite for all j ,  let us choose 
Am = (j + 1)/2 + log+(H(j)) for m c Mj  where log+(x) = logx for x ~> 1 and 
log+(0) = 0. Then 
Z exp[ A,,] =Z Z exp[ (j + 1)/2 log+ (H(j))]  
m~.)M j>/l m~3dj 
~<Zexp[  i /2]<1 
i/>2 
and (5,3) holds, Moreover, 
max{D .... A , ,}=A, ,~<2D, , [ I+ j  l log+(H( j ) ) ]  fo rmcMj .  
If j 1 log+[H(j)] is uniformly bounded and the bound is not large, then (5.6) 
and (5.1) are comparable and we can consider that the family of models is not 
complex. On the other hand, if, for some j ,  log[H (j)] is substantially arger than j ,  
A,, is substantially larger than D .... at least for some m, which may result in a 
bound (5.6) much larger than (5.1). If H(j) +oo for some j ,  (5.3) requires 
that Am be unbounded for m ~ M j, which is even worse. A reasonable measure 
of the complexity of a family of models is therefore supj~>~ j 1 log+[H (j)], high 
complexity of the family corresponding to large values of this index. 
5.3. Application 1: Variable selection in Gaussian regression 
Let us now give some concrete illustrations of more or less complex families 
of models corresponding to the examples that motivated our investigations about 
model selection. To begin with, we consider the situation of Section 3.2.1 with 
a large number p ~< n of potentially influential explanatory variables ZJ and set 
A = {1; ... ; p}. For any subset m of A we define S,, as the linear span of the vectors 
ZJ for j c m. According to Section 4.4.2, Sm has a metric dimension bounded 
by Iml/2. 
Let us assume that we have ordered the variables according to their supposed 
relevance, Z1 being the more relevant. In such a situation it is natural to consider 
the models spanned by the q more relevant variables Z ~ . . . . .  Z q for 1 ~< q ~< p and 
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there fore to set 54 541 { {1; ... ; q }, 1 ~< q ~< p }. This is not a complex family of 
models and the choice An Iml ensures that (5.3) holds. It follows from Theorem 3
that one can design an estimator ~(X) satisfying 
(5.7) Es[lls-~]l 2]~<C inf {~21m I-- inf I ls-tl l2}. 
rn~'kA1 t~Sm 
Comparing this with the performance of the m.l.e, with respect to each model S,~ 
given by (3.4), we see that, apart from the constant C, we recover the performance 
of the best model in the family. 
This simple approach as, nevertheless, some drawbacks. First, we have to order 
the explanatory variables which is often not easy. Then the result is really bad 
if we make a serious mistake in this ordering. Imagine, for instance, that s only 
depends on four highly influential variables o that if the variables had been ordered 
correctly, the best model, i.e. the one minimizing ezlml + inftc2r~ lls - t II 2, would 
be S{1;2.3;4} and the corresponding risk 4o 2, If one of these four very influential 
variables has been neglected and appears in the sequence with a high index l, it 
may happen that, because of this wrong ordering, the best model becomes S{1;...;l} 
leading to the much higher isk e21. 
In order to avoid the difficulties connected with variables ordering, one may 
introduce many more models, defining 54 = 54 2 as the set of all nonvoid subsets m 
of A. Since the number ofnonvoid subsets of A with cardinality q is (~) ~< S/q!, 
we may choose A,, = 1 + Iml logp to get (5.3) so that, by Theorem 3, one can find 
an estimator ~(X) satisfying 
(5.s) E,[lls ~ll 2]~<C in f /c r2 ( l+ lml logp)+ inf Ils tll2}. 
m GAd I " t cSrr~ 
With this method, we avoid the problems connected with variables ordering and 
may even introduce more explanatory variables than observations (p > n), hoping 
that with so many variables at disposal, one can find a small subset m of them that 
provides an accurate model for s. There is a price to pay for that! We now have 
a complex family of models when p is large resulting in values of An which are 
much larger than Iml and we pay the extra factor logp in our risk bounds. 
One can actually cumulate the advantages of the two approaches by mixing 
the two families in the following way. We fit'st order the p variables as we did 
at the beginning, giving the smallest indices to the variables we believe are more 
influential and set again 54 542. We then fix A,~ Iml + 1/2 for m ~ 541 and 
A,, = 1 + Iml logp for m c 54 \541 so that (5.3) still holds. Theorem 3 shows that 
Es[ll, ~112] ~ Cmin[ inf /or2(1 + Imllogp) + inf IIs tllN}a 
km ~Ad\Ad 1 t " t~Sm 
f 
inf /~2(Iml + 1/2) + 
mcag41 L
inf Ils tll2}]. 
tcSr~z 
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If out" ordering of the variables is right, the best m belongs to 3/[ 1 and we get an 
analogue of  (5.7). If not, we lose a factor logp from the risk of the best model as 
in (5.8). 
5.4. Application 2: Histograms and density estimation 
5.4.1. Problems connected with the use of the L2-distance in density 
estimation 
Let us now come back to density estimation with histograms. In Section 1.2 we 
used the L2-distance to measure the distortion between s and its estimator. This 
is certainly the most popular and more widely studied measure of  distortion for 
density estimation but it actually has some serious drawbacks as shown by Devroye 
and Gy6rfi [23]. For histograms it results in risk bounds (1.10) depending on l Is I lot 
for irregular partitions, which are not of the form 
RGn,s)~C[lls s.~lI2 + n-alml], 
for some universal constant C, independent of s, n and the partition m. It is 
actually impossible to get an analogue of  Theorem 2 where the L2-distance would 
replace the Hellinger distance, as shown by the following proposition motivated by 
Theorem 2.1 of Rigollet and Tsybakov [51]. Indeed, if such a theorem were true, 
we could apply it to the model S provided by this proposition and conclude that 
the corresponding estimator ~ would satisfy the analogue of (4.16) leading to the 
uniform risk bound 
E,[ll~ x sII2]<~CD/(2n), fo ra l l scS  
and some universal constant C, therefore independent of L. This would clearly 
contradict (5.9)below for large enough values of  L. 
Proposition 4. For each L > 0 and each integer D with 1 <, D <~ 3n, one can find 
a finite set S of densities with the following properties: 
(i) it is a subset of some D-dimensional aJfine subspace of L2([O, 1], dx) with a 
metric dimension bounded by D /2; 
(ii) suG~ x Ilsllco ~< L + 1; 
(iii) for any estimator ~:(X1 . . . . .  X~) belonging to L2([O, 1], dx) and based on an 
i. i.d. sample with density s ~ S, 
(5.9) sup E~ [I]; ~ - s ]l z] > 0,0139DLn -1, 
sES 
Proof. Let us set a = D/(4n) << 3/4, define 0 by (1 0)/0 = 4nL/D and 
introduce the functions f (x )  = ~[0,~E(x) and g(x) = a~[o,o-o)/Dl + a(1 
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1/D 0)0 1]]-]( 1 ~)/D],I/D[, Then fo g(x)dx O, supxg(x) L, inf~f(x) -a  >~ 
3/4 and 
(5.1 o) 
1/D 
f 2 1 - 0 a2(1 - O) L 
Ilgll 2 g2(x)dx a ~[1 + (1 -  0)0 1] OD 4n" 
It follows that Ilf - ( f  + g)ll 2 L/(4n). Moreover, 
1/D 
(5.11) hZ(f , f  +g) ~ 1 - ~  dx 
o 
1/D 
1 
o 
1/D 
- D1 f V/1 + g(x)clx 
o 
D- l [1 - (1 -0 )~/1 -a -0~/ l+a(1 -0)0  1] 
since a<~ 3/4. Letusnowset, for l <~j <<, D, gj(x) g (x -  D l ( j  - 1)), so that 
these D translates of g have disjoint supports and gl = g. Let 7) = {0; 1} D with 
the distance A given by A(8, g) = Y]%1 18j 8)1. For each 8 c 7) we consider 
density s~(x) = f(x) + Y]%1 8 jg j  (X) and set S = {s~, 8 c 7)}. Clearly IIs~ Iloo ~< the 
L + 1 for all 8 e 79 and it follows from (5.1 0) that 
(5.12) 
D 1/D 
j=l o 
L D L 
4n Z(S / -  8)) 2 4n A(& 8') • 
j=l  
Moreover, since 5' is a subset of some D-dimensional anne sub@ace of 
L2([0, 1], dx), it follows from the arguments used in the proof of Proposition 2 
that its metric dimension is bounded by D/2. 
Defining P~ by dP~/dx = x~, we derive from (5.11) that h2(p~, P~) <. (6n) 1, 
hencep(P~,P~)~>/5 1 - (6n)  1, for each pair (& g) ~ 792 such that A (& g) 1. 
We may then apply Assouad's Lemma below to conclude from (5.1 2) that, whatever 
the estimator ~ with values in 79, 
L sup E,[A(g, 8)] supEs[llsg s~llN]=en~7) 
L 
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Let ~: be any density estimator based on X1 . . . . .  X~ and set ~(X 1 . . . . .  Xn) to satisfy 
I I~:-s~ll infaev I1~ v - s~ l l  so that, whatever 3 ~ 2), IIs~ ~ -s~ II ~< 211~ w -s~l l .  We der ive 
from our last bound that 
supE,[]]~ s~]] z]~>~2upE,[ l ls* s~]] z] 
>~ ~nk LD[1-~/1 - [1 - (6n)  112~] "
We conclude by observing that [1 - (6n) 112n is increasing with n, hence ~> 
25/36. [] 
Lemma2 [1]. Let {Pa, 3 c 7)} be a family of distributionsindexed by "D = {0; 1} D 
and X1 . . . . .  X~ an i.i.d, sample from a distribution in the family. Assume that 
P(P~, P~I) >~ D for each pair (3, g) ~ 2)2 such that k (3, g) 1. Then for any 
estimator ~(X1 . . . . .  X~) with values in 2), 
(5.13) supga[A(~(X1 . . . . .  Xn) ,3 ) ]~>~ 1-  ~> 4 
3~D 
where Ea denotes the expectation when the Xi have the distribution P~. 
Proof. Let us set P~ for the joint distribution of the Xi with individual distribution 
P~ and consider some measm'e # which dominates the probabilities P~ for 3 ~ 2). 
First note that the left-hand side of (5.13) is at least as large as the average risk 
D 
~TP ~c7) k=l  
Then, setting Q~ = 2 -D+I Y~{acT)l a~=j} P{ with j = 0 or 1, we get 
D 
k=l {3c =0} {3~g) I &c=l} 
1 D 
1 D l" ]dQ° dQ~}d#, 
k=l 
Since inf{x; y} is a concave fi.mction of the pair (x, y), it follows that 
inf dQ~ ; d# ~> ~ inf + 
(&~1)cT)k d# ' d# ' 
527 
withDk {(3, g) 15k 0,5; 1,5j 3'. for j ¢ k}, hence 
J 
D 
1~'2  D+I J { dPd~'dP~} 
Rt~ >~ 2 ~=1 Z inf dt~. (~,~)c~ dl ~ dl~ 
We now use (4.8) to conclude that 
RB~>I~2 D+I Z [1-~/1-p2(P;',P;~)]. 
2 z...., 
k=l  (3,3z)~7)~ 
By assumption, p(P~, P~,) >~ o for (3, 3/) s 7?k, hence p2(p~ p~) p2~(p~, P~z) >~ 
p2~. The conclusion follows. [] 
5.4.2. Partition selection for histograms 
If we use the Hellinger distance instead of the L2-distance to evaluate the risk 
of histograms, we can improve (1.10), getting a universal bound which does not 
involve Ilslloo. We recall that S,, is the set of densities which are constant on the 
elements of the partition m as defined in (1.11). 
Theorem 5. Let s be some density with respect o the Lebesgue measure on 
[0, 1], X1 ..... X~ be an n-sample from the corresponding distribution and m 
{Io . . . . .  I D } be a partition of[O, 1] into intervals I j with respective l ngths IIj I. Let 
~., be the histogram estimator based on this partition and given by 
~ (x ) = ~Ij (Xi) ~Ij (x). 
j=o  i=1 
The Hellinger isk oils;., is bounded by 
(5,14) E~[hZ(s, ;~)] ~< 2 inf hZ(s, t) + D/(2n), t c Srn 
Proof. It is shown in [14] that 
D 
withs~ = = Iljl s(x)dx ~Ij. 
Let f be the Lz-orthogonal projection o f . /7  onto the linear span V,, ofi l0 . . . . .  ~-ID" 
Then 
D 
f Z[+f~s(x)  dx]~_I] and 
j=o ij 
IIf  112-< 2h2(',0 for all t c V,.. 
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Setting s~ E%oaj:ll_,j and f E%obj~_,j, we get from Jensen's Inequalitythat 
bj <<../~aj. It follows that 
while 
Hence 
(5.15) 
D D D 
hZ(s,s~) 1- Z f ~/-~js(x) dx 1- Z./~dTbjlIjl<~ l - Zb21Ijl, 
j =0ij j=O j =0 
D D D 
"f --a/TH2 l+j~o/b2dx-2ZJbJ~/7775dx= . J=Oi; l-Zb2lIjl'j=o 
I l l  = 2 inf h2(s,t). 
t ~S~ 
[] 
If, in particular, ~ is H61der continuous and satisfies (1.13), we derive as in 
Section 1.3.3 that one can find a regular partition m, depending on L and/3, such 
that, 
(5.16) E,[h2(s, ~,,)] ~< max{(5/2)(Ln-~) 2/(2~*~) ; n- l}.  
Then, a useful remark is as follows. If we have at disposal a sample X~ . . . . .  X2,~ of 
size 2n and a family 54 of partitions of [0, 1], one can use the first half of the sample 
to build the corresponding histograms ~ (X1 . . . . .  X~) and use the second half of 
the sample to select one estimator in the family. For this, we merely have to apply 
Theorem 4to the sample X,~+~ . . . . .  X2,~ conditionally on X~ . . . . .  X,~. Conditionally 
on X~ . . . . .  X,~, each histogram i,, is simply a density which can be considered as a 
model S,~ containing only one point, hence with a finite metric dimension bounded 
by 1/2. Let {A~, m ~ 54} be a family of weights atisfying 
(5.17) Z exp[ A,,]~<I and A , , ) I  for all 
We derive from Theorem 4 applied to the models S,, = {~,, } that there exists an 
estimator ~(X1 . . . . .  X2,~) such that 
E,[hZ(2~,s) IX1 ..... X~]<<.C inf In 1Am--h2(s ,~(X  1 . . . . .  Xn))}, 
?hE.A,4. ~ 
Integrating with respect to X1 . . . . .  X~ and using (5.14) finally leads to 
(5.1 s) Es[hZ(~,s)] ~< C inf In-lAin + 2 inf hZ(s,t)+ ( Iml -  1)/(2.)] 
m ~ 2V4 t c Sr~z 
inf h2(s, t)]. ~< C'm~3ainf {n-1 msux{Iml, A ~} + ,~s~,, J 
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5.4.3. A straightforward application of partition sdection 
To give a concrete application of this result, let us introduce some special classes 
of partitions. For any finite partition m = {Io . . . . .  ID} into intervals, we denote by 
Am the set {yo <"+ < yo+~}, yo = 0, yo+~ = 1 of endpoints of the intervals Ij. 
Introducing, for k ~> 1, the set Jk of dyadic numbers {j2 -~, 0 ~< j ~< 2k}, we denote 
by 3-4D,k, for 1 ~< D < 2 k, the set of those partitions m which satisfy 
Iml = D + 1; A., • J~ and Am ¢,~-~. 
Denoting by mo the trivial partition with one element [0, 1], we define 3.4 by 
k~l l~<D<2 k 
The partitions in 3.4 are dense in the set of finite partitions into intervals in the 
following sense: given any such partition m, an element t in S~, as defined by (1.11), 
and e > 0, we can find tn / • 3.4 and t / • Sin1 such that h(t, t ~) <~ ~. This means that 
the approximation properties of U~e~ s~ are the same as those of all possible 
histograms. Since Id~D,kl ~ (2D1) ~ 2kD, if we set A,, = A ° = [(k + 1)(D + 
1) + 1]log2 for m • dbfD,~ and Am0 = 1, we get 
1 1 
Z Z Z e A°~<Z Z 2 k O 2~<4 Z2 kZ2 D= "4 
k) l l<~D<2kA4D,k  k) l  l~<D<2 k k ) l  D) I  
It follows that (5.17) holds so that by (5.18), one can find an estimator ,~(X1 . . . . .  X2n)  
which satisfies 
(5.19) Es[hZ(~,s)]<<.Cinf inf inf {~-+ infh2(s,t)}.  
k >/1 1<~ D < 2 k m c .AdO ~k t ~ Srr~ 
If, in the right-hand side of (5.19), we set m to be the regular partition with 2 k 
elements, which belongs to 3.4o, z~_1, we get a bound of the form 
E~[h:(~,s)] ~< C[k2kn-l+ inf h2(s,t)]. 
t ~ Srr~ 
For densities  with aft satisfying (1.13), we get 
.< + }, 
but an optimization with respect o k does not allow to recover the bound (5.16) 
because of an extra factor log(nL2). This factor is connected with the complexity 
of the families 3-'IO,k which forces us to fix An much larger than Iml D + 1 for 
most elements of 3-'Io,k when k is large. Most, but not all! It is in particular easy 
to modify the value of Am for the regular partitions without violating (5.17). If m~ 
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denotes the regular partition with 2 k elements and M R the set of such partitions, 
we may choose A,~ k = Im~l instead of A°n so that 
~_ e -A,,~ ~e-2~<0.522 
m~;t4R k/>O 
and (5.17) still holds. It is easy to check that, with this new choice of the weights for 
the regular partitions, we improve the estimation for those densities uch that a/~ is 
H61der continuous. In particular, if ~ satisfies (1.13) for some unknown values of 
L and/3, 
(5.20) E,[h:ff ,  s)] ~< Cmax{(Lrz-~)2/(z~+~);n-1}, 
which is comparable to (5.16) although L and fi are unknown, the only loss being 
at the level of the constant C. 
5.4.4. Introducing more sophisticated Approximation Theory 
The consequences of the previous modification of the weights for partitions 
in Ms  is a simple illustration of the use of elementary Approximation Theory to 
improve the estimation of smooth densities. One can actually do much better with 
the use of more sophisticated Approximation Theory. In a milestone paper, Birman 
and Solomj ak [ 15 ] introduced a family 3.4 i- o f partitions of the cube [0, 1 ]~ which 
are such that piecewise constant (and more generally piecewise polynomials) based 
on the partitions in the family have excellent approximation properties with respect 
to functions in Sobolev spaces (and functions of bounded variation when k 1). 
Moreover, Birman and Solomjak provide a control on the number of such partitions 
with a given cardinality. For the case k = 1 which is the one we deal with here, the 
number of elements m of Mr  with Iml D is bounded 4D which allows us to set 
A,~ 2D for those partitions. 
The algorithm leading to the construction ofthe partitions in Mr ,  which is called 
an "adaptive approximation algorithm", is also described in Section 3.3 of [19] 
and it works as follows. We choose a positive threshold e and some non-negative 
hmctional J(f, I) depending on the function f to be approximated and the 
interval I. Roughly speaking, the functional measures the quality of approximation 
of f by a piecewise constant (or more generally a piecewise polynomial) function 
on I. At step one, the algorithm starts with the trivial partition m I m0 with one 
single interval. At step j it provides a partition ,d  into j intervals and it checks 
whether supic,~j d(f, I) << ~ or not. If this is the case, the algorithm stops, if not 
we choose one of the intervals I for which the criterion Y(f, I) ~< e is violated 
and divide it into two interval of equal length to derive m j+l. Then we iterate the 
procedure. For the functions f of interest, which satisfy some smoothness condition 
related to the functional J, the procedure necessarily stops at some stage, leading 
to a final partition m. Let Mr  be the set of all the partitions that can be obtained 
in this way. Then MR • Mr .  Building a partition m in Mr  is actually equivalent 
to growing a complete binary tree for which the initial interval [0, 1] corresponds 
to the root of the tree, each node of the tree to an interval and each split of an 
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interval to adding two sons to a terminal node of the tree, the partition m being in 
one-to-one correspondence to the set of terminal nodes of the tree. When viewed 
as a tree algorithm, this construction is similar to the CART algorithm of Breiman, 
Friedman, Olshen and Stone [16]). The analysis of CART from the model selection 
point of view that we explain here has been made by Gey and N~d~lec [33]. 
It follows from the correspondence b tween the partitions in Mr  and the 
complete binary trees that the number of elements m of Mr  such that Iml j + 1, 
j ~ N, is equal to the number of complete binary trees with j + 1 terminal nodes 
which is given by the Catalan numbers (j + 1) 1(2/). Setting A,:~ 2lml for 
m c Mr  and using (:j) ~< 4J which follows from Stirling's expansion, we derive 
that 
e 2(j+1) (2j~ 4 Je  2(j+1) 1 
<4 
rn c A4r j >~O j >~O 
It follows that (5.17) holds if we set Am A,:~ for m ~ Mr  and Am A°~ for 
m ~ 3.4 \ Mr  and we then derive from (5.18) that not only (5.19) still holds but 
also 
Es[h2(~,,s)] ~C inf {n l lm]+ 
m c .A/[ T 
inf h2(s ,  t)}, 
t ~Sm 
which is indeed a substantial improvement over (5.19). In particular, since Mr  
contains M 8, (5.20) still holds when a/7 is HSlderian, but the introduction of the 
much larger class Mr  leads to a much more powerful result which follows from 
the approximation properties of functions in Vm given by (1.2) with m ~ Mr .  We 
refer the reader to the book by DeVore and Lorentz [21] for the precise definitions 
of Besov spaces and semi-norms and the variation Var* in the following theorem. 
Theorem 6. Let MT be the set o f  partitions m of  [0, 1] previously defined. For 
any p > O, c~ with 1 > c~ > (1/ p 1/2)+, any positive integer j and any function t 
belonging to the Besov space B~,~([0, 1]) with Besov semi-norm ItlB~,oo, one can 
f ind some m ~ Mr  with Iml j and some t ~ ~ Vm such that 
where II + 112 denotes" the L2(dx)-norm on [0, 1]. 
I f  t is a function o f  bounded variation on [0, 1], there exists" m c Mr  with Iml = j 
and / c V,, such that I It (ll 2 ~< C' Var* (t)j-~. 
The bound (5.21) is given in [22]. The proof for the bounded variation case has 
been kindly communicated to the author by Ron DeVore. 
Applying the previous theorem to t a/if, we may always choose for ( the 
projection of ~/s onto Vm and it follows from (5.15) that the result still holds 
with / = ~.  In particular, if ,~  c B~,oo([0, 1]), then for a suitable m with 
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Iml j, he(s,s~) <~ C(c~,p)ltl2~,ooj z~ Putting this into (5.18) with Am 2j and 
optimizing with respect to j shows that 
Cmax (ItlB~ ~n-~)2/~2~+a~; n -a 
Similarly, we can show that 
E,[h2(~, s)] ~< C max / (Vat'* (a/~)/n)2/3; n 1] 
if .f~ has a bounded variation. 
5.5. Model choice and Approximation Theory 
In any statistical framework for which we can prove a risk bound of the form 
(5.6) provided that (5.3) holds, the technical problem of model selection can be 
considered as being solved but the question of how to choose the family of models 
to which we shall apply the procedure remains. There is no general recipe to make 
such a choice without any "a priori" information on s. If we have some information 
about the true s or at least we suspect hat it may have some specific properties, 
or if we wish that some particular s should be accurately estimated, we should 
choose our family of models in such a way that the right-hand side of (5.6) be 
as small as possible for the s of interest. Finding models of low dimension with 
good approximation properties for some specific functions s is one purpose of 
Approximation Theory. One should therefore base our choice of suitable families 
of models on Approximation Theory, which accounts for the numerous connections 
between modern Statistics and Approximation Theory. 
We may also have the choice between several families of models with different 
approximation properties and complexity levels. Typically, the more complex 
families have better approximation properties but we have to pay a price for the 
complexity. A good example is the alternative regular versus irregular partitions for 
histograms. As shown in the previous ections, it is possible to mix families with 
different approximation a d complexity properties by playing with the weights Am. 
In particular, it is important that as many models as possible, and particularly those 
with good approximation properties with respect o functions of greater interest, 
do satisfy A,, ~< clml for some fixed constant c. The introduction of the family 
of models {S,,, m c Mr}  in Section 5.4.4 illustrates this fact. These models, which 
have especially good approximation properties with respect to a large class of Besov 
spaces, form a much richer class than those solely based on regular partitions. 
Nevertheless, the number of such models with dimension D remains bounded by 
expVD], which allows to fix Am of the order of D for these models. By (5.6), this 
implies that, when we use such a family of models, the performance ofthe estimator 
based on model selection is almost (up to constants) as good as the performance of
the estimator based on the best individual model. 
A detailed analysis of the problems of model choice is given in Section 4.1 of[13] 
which also provides additional information about the relationship between model 
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selection and Approximation Theory. Further esults in this direction are to be found 
in [2]. It follows from these presentations that all results in Approximation Theory 
that describe precisely the approximation properties of some particular classes of 
finite dimensional models are of special interest for the statistical applications we 
have in mind. Statistics has been using various approximation methods and we 
would like to emphasize here two main trends. One is based on approximation of
functions by piecewise polynomials (or similar functions like splines), some major 
references here being [ 15] and the book by DeVore and Lorentz [21 ]. The statistical 
methods based on this approach to approximation lead to estimators which are 
generalizations of histograms, the selection procedure handling the choice of the 
partition (and also, possibly, the degree of the polynomials). Another trend is based 
on the expansion of functions on suitable bases, formerly the trigonometric basis, 
more recently bases derived from a multiresolution analysis (wavelet bases and 
the like). The related estimators are based on the estimation of the coefficients in 
the expansion and the selection chooses the finite set of coefficients to be kept 
in the expansion of the final estimator. Statistical procedures based on wavelet 
thresholding are of this type. Theorem 6 based on [22] provides a set of partitions 
which are relevant for approximation f functions in Besov spaces. A parallel result 
by Birg~ and Massart [12] applies to the second approach, providing a family of 
subsets of coefficients to keep in order to get similar approximation properties. 
A good overview of nonlinear approximation based on wavelets or piecewise 
polynomials with many useful references i  to be found in [19]. 
The use of metric entropy or dimensional rguments in Statistics is not new. The 
first general results connecting the metric dimension of the parameter set to the 
performance of estimators are given by Le Cam [46,47] and statistical applications 
of the classical entropy results by Kolmogorov and Tikhomirov [43] are developed 
in [4]. An up to date presentation with extensions to model selection following 
ideas by Barron and Cover [3] is in [8]. There is also a huge amount of empirical 
process literature based on enlropy arguments with statistical applications. Many 
illustrations and references are to be found in [50,57,58,60]. More generally, con- 
nexions between estimation and Approximation Theory, in particular via wavelet 
thresholding, have been developed in many papers. Besides the authors' works 
already cited, a short selection with further references i as follows: [20,24-30, 
4042].  
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