Convergecast is a fundamental operation in wireless sensor networks. Existing convergecast solutions have focused on reducing latency and energy consumption. However, a good design should be compliant to standards, in addition to considering these factors. Based on this observation, this paper defines a minimum delay beacon scheduling problem for quick convergecast in ZigBee tree-based wireless sensor networks and proves that this problem is NP-complete. Our formulation is compliant with the lowpower design of IEEE 802.15.4. We then propose optimal solutions for special cases and heuristic algorithms for general cases. Simulation results show that the proposed algorithms can indeed achieve quick convergecast.
Introduction
The rapid progress of wireless communication and embedded micro-sensing MEMS technologies has made wireless sensor networks (WSNs) possible. A WSN consists of many inexpensive wireless sensors capable of collecting, storing, processing environmental information, and communicating with neighboring nodes. Applications of WSNs include wildlife monitoring [3, 4] , object tracking [16, 18] , and dynamic path finding [15, 19] .
Recently, several WSN platforms have been developed, such as MICA [6] and Dust Network [2] . For interoperability among different systems, standards such as ZigBee [24] to active state, they are first set to the receive mode and then to the transmit mode. DMAC achieves low-latency by staggering wake-up schedules of sensors at the time instant when their children switch to the transmit mode. Similar to [17] , reference [11] arranges wake-up schedule of sensors by taking traffic loads into account. Each parent periodically broadcasts an advertisement containing a set of empty slots. Children nodes request empty slots according to their demands. In [9] , the authors propose a distributed convergecast scheduling algorithm. The basic concept is to connect nodes by a spanning tree. Then the algorithm reduces the tree to multiple lines. For each line, the algorithm schedules nodes' transmission times in a bottom-up manner. Reference [8] presents a centralized solution to convergecast.
The algorithm divides nodes into many segments such that the transmission of a node in a segment does not cause interference to other transmissions in the same segment. The aim is to increase the degree of parallel transmissions to decrease latencies. Although these results [8, 9, 11, 17] are designed for quick convergecast, the solutions are not compliant to the ZigBee standard for the following two reasons. Firstly, in these works, nodes' wake/sleep times are dynamically changed according to their schedules. However, in a ZigBee beacon-enabled tree network, nodes' wake/sleep times must be fixed in the way that each router wakes up twice in each cycle to receive its children's packets and to transmit packets to its parent, respectively. The coordinator (resp., an end device) wakes up once to receive its children's packets (resp., to transmit packets to its parent). Secondly, the scheduling of [8, 9, 11, 17] is transmission-based, while ours are receiving-based. The implication is that the former may cause a router to be active multiple times per cycle. This is incompatible with the ZigBee specification.
This paper aims at designing quick convergecast solutions for ZigBee tree-based, beaconenabled WSNs. This work is motivated by the following observations. First, we see that most related works are not compliant to the ZigBee standard. Second, we believe that treebased topology is more suitable if power management is a main concern in WSNs. The network scenario is shown in Fig. 1 . The network contains one sink (ZigBee coordinator), some ZigBee routers, and some ZigBee end devices. Each ZigBee router is responsible for collecting sensed data from end devices associated with it and relaying incoming data to the sink. According to specifications, a ZigBee router can announce a beacon to start a superframe. Each superframe consists of an active portion followed by an inactive portion.
On receiving its parent router's beacon, an end device has to wake up for an active portion to sense the environment and communicate with its coordinator. However, to avoid collision with its neighbors, a router should shift its active portion by a certain amount. Fig. 1 shows a possible allocation of active portions for routers A, B, C, and D. The collected sensory data of A in the k-th superframe can be sent to C in the same superframe. However, because the active portion of B in the k-th superframe appears after that of C, the collected data of B in the k-th superframe can only be relayed to C in the (k + 1)-th superframe. The report delay from B to C is almost the length of one superframe. The delay can be eliminated if the active portion of B in the k-th superframe appears before that of C. The delay is not schedule the beacons of routers to minimize the convergecast latency. We prove that this problem is NP-complete by reducing the 3-CNF-SAT problem to it. We show two special cases of this problem where optimal solutions can be found in polynomial time and propose two heuristic algorithms for general cases. To the best of our knowledge, this is the first result that provides convergecast solutions in ZigBee beacon-enabled tree networks.
The rest of this paper is organized as follows. Section 2 briefly introduces IEEE 802. 15.4 and ZigBee. The quick convergecast problem is formally defined in Section 3. Section 4 presents our scheduling solutions. Simulation results are given in Section 5. Finally, Section 6 concludes this paper. supports star and peer-to-peer topologies. In each PAN, one device is designated as the coordinator, which is responsible for maintaining the network. A FFD has the capability of serving as a coordinator or associating with an existing coordinator/router and becoming a router. A RFD can only associate with a coordinator/router and can not have children.
The ZigBee coordinator defines the superframe structure of a ZigBee network. As shown in Fig. 2(a) , the structure of superframes is controlled by two parameters: beacon order (BO) and superframe order (SO), which decide the lengths of a superframe and its active potion, In a beacon-enabled star network, a device only needs to be active for 2 −(BO−SO) portion of the time. Changing the value of (BO−SO) allows us to adjust the on-duty time of devices.
However, for a beacon-enabled tree network, routers have to choose different times to start their active portions to avoid collision. Once the value of (BO − SO) is decided, each router can choose from 2 BO−SO slots as its active portion. In the revised version of IEEE 802.15.4 [14] , a router can select one active portion as its outgoing superframe, and based on the active portion selected by its parent, the active portion is called its incoming superframe (as shown in Fig. 2(b) ). In an outgoing/incoming superframe, a router is expected to transmit/receive a beacon to/from its child routers/parent router. When choosing a slot, neighboring routers' active portions (i.e., outgoing superframes) should be shifted away from each other to avoid interference. This work is motivated by the observation that the specification does not clearly define how to choose the locations of routers' active portions such that the convergecast latency can be reduced. In our work, we consider two kinds of interference between routers.
Two routers have direct interference if they can hear each others' beacons. Two routers have indirect interference if they have at least one common neighbor. Both interferences should be avoided when choosing routers' active portions. Table 1 lists possible choices of (BO −SO) combinations. The beacon scheduling problem is to find a slot assignment
where s(i) is an integer and
and
Here the slot assignment means the position of the outgoing superframe of each router (the position of the incoming superframe, as clarified earlier, is determined by the parent of the router). Motivated by Brook's theorem [21] , which proves that n colors are sufficient to color any graph with a maximum degree of n, we would assume
Given a slot assignment for G, the report latency from node i to node j, where
is the number of slots, denoted by d ij , that node i has to wait to relay its collected sensory data to node j, i.e.,
Note that the report latency from node i to node j (d ij ) may not by equal to the report latency from node j to node i (d ji ). Therefore, we can convert G into a weighted directed graph
The report latency for each i ∈ V to the sink is the sum of report latencies of the links on the shortest path from i to the sink in G D . The latency of the convergecast, denoted as L(G), is the maximum of all nodes' report latencies.
, and k available slots, the Minimum Delay Beacon Scheduling (MDBS) problem is to find an interference-free slot
To prove that the MDBS problem is NP-complete, we define a decision problem as follows.
and a delay constraint d, the Bounded Delay Beacon Scheduling (BDBS) problem is to decide if there exists an interference-free slot assignment s(i) for each
i ∈ V such that the convergecast latency L(G) ≤ d.
Theorem 1 The BDBS problem is NP-complete.
Proof. First, given slot assignments for nodes in V , we can find the report latency of each i ∈ V by running a shortest path algorithm on
this takes polynomial time.
We then prove that the BDBS problem is NP-hard by reducing the 3 conjunctive normal form satisfiability (3-CNF-SAT) problem to a special case of the BDBS problem in polynomial time. Given any 3-CNF formula C, we will construct the corresponding G and G I .
Then we show that C is satisfiable if and only if there is a slot assignment for each i ∈ V using no more than k = 3 slots such that L(G) ≤ 4 slots.
We first construct G from C as follows:
3. Add a vertex t as the sink of G.
Add edges (t, x i2
) and (t,x i2 ) to G, for i = 1, 2, ..., n.
Add edges
6. For each i = 1, 2, ..., n and each j = 1, 2, ..., m, add an edge
Then we construct G I as follows.
Add all vertices and edges in
Then we build a one-to-one mapping from each truth assignment of C to a slot assignment of G. We establish the following mapping:
and s(x i2 ) = 2.
Set s(x
and s(x i1 ) = 2.
The above reduction can be computed in polynomial time. By the above reduction, vertices x i1 orx i1 , i = 1, 2, ..., n, that are assigned to slot 1 (resp. slot 2) will have a report latency of 2 (resp. 4) and vertices x i2 orx i2 , i = 1, 2, ..., n, that are assigned to slot 1 (resp.
slot 2) will have a report latency of 2 (resp. 1). Hence, for those vertices x i1 ,x i1 , x i2 , and
.., n, the longest report latency will be 4. Figure 3 : An example of reduction from the 3-CNF-SAT to the BDBS problem.
To prove the if part, we need to show that if C is satisfiable, there is a slot assignment such that k = 3 and L(G) ≤ 4. Since C satisfiable, there must exist an assignment such that each clause C j , j = 1, 2, ..., m, is true. If a clause C j is true, at least one variable in C j is true. According to the reduction, C j can always find an edge (
Thus, when C is satisfiable, the reporting latency for each clause is 3. This achieves L(G) = 4.
For the only if part, if each vertex C j , j = 1, 2, ..., m, can find at least an edge with weight 1 to one of x i1 andx i1 , for i = 1, 2, ..., n, to achieve a report latency of 3, it must be that each clause has at least one variable to be true. So formula C is satisfiable. Otherwise, the report latency of C j , j = 1, 2, ..., m, will be 6.
2 Fig. 3 shows
According to the reduction and the mapping in the above proof, we can obtain the network G and its slot assignment as shown in Fig. 3 such that L(G) = 4. 2
Algorithms for the MDBS Problem

Optimal Solutions for Special Cases
Optimal solutions can be found for the MDBS problem in polynomial time for regular linear networks and regular ring networks, as illustrated in Fig. 4 . In such networks, each vertex is connected to one or two adjacent vertices and has an interference relation with each neighbor within h hops from it, where h ≥ 2. In a regular linear network, we assume that the sink t is at one end of the network. Clearly, the maximum degree of G I is 2h. We will show that an optimal solution can be found if the number of slots k ≥ h + 1. The slot assignment can be done in a bottom-up manner. The bottom node is assigned to slot 0. Then, for each vertex v, It is not hard to prove the slot assignment is interference-free because nodes receives slots sequentially and we have avoided using the same slots among interfering neighbors.
Although this is a greedy approach, we show that c is equal to 1 in step 3 in most of the cases except when two special nodes are visited. This gives an asymptotically optimal algorithm, as proved in the following theorem. Proof. We first identify three nodes on the ring (refer to Fig. 4(b) ):
• l 1 : the bottom node in the left group.
• r 1 : the first node in the right group.
• r 2 : the node that is h hops from l 1 counting counterclockwise.
The report latency of each node can be analyzed as follows. The parent of node x is denoted by par(x).
A1.
For each node i in the left group except the sink t, the latency from i to par(i) is 1.
A2.
The latency from r 1 to t is h.
A3.
For each node i next to r 1 in the right group but before r 2 (counting clockwise), the latency from i to par(i) is 1.
A4.
The latency from r 2 to par(r 2 ) is 1 if the ring size is even; otherwise, the latency is 2.
A5.
For each node i in the right group that is a descendant of r 2 , the report latency from i to
It is not hard to prove that A1, A2, and A3 are true. To see A4 and A5, we make the following observations. The function par i (x) is to apply i times the par() function on node
x. Note that par 0 (x) means x itself.
O1.
When the ring size is even, the equality s(par i−1 (l 1 )) = s(par i (r 2 )) holds for i = 1, 2, ...,
|V |−1 2
− h − 1. More specifically, this means that (i) l 1 and par(r 2 ) will receive the same slot, (ii) par(l 1 ) and par 2 (r 2 ) will receive the same slot, etc. This can be proved by induction by showing that the i-th descendant of t in the right group will be assigned the same slot as the (h + i − 1)-th descendant of t in the left group (the induction can go in a top-down manner). This property implies that when assigning a slot to r 2 in step 3, c = 1 in case that the ring size is even. Further, r 2 and its descendants will be sequentially assigned to slots k − 1, k − 2, ..., k − h, which implies that c = 1 when doing the assignments in step 3. So properties A4 and A5 hold for the case of an even ring.
O2.
When the ring size is odd, the equality s(par i (l 1 )) = s(par i (r 2 )) holds for i = 1, 2, ...,
|V |−1 2
− h. This means that (i) par(l 1 ) and par(r 2 ) will receive the same slot, and
(ii) par 2 (l 1 ) and par 2 (r 2 ) will receive the same slot, etc. Again, this can be proved by induction as in O1. This property implies that c = 2 when assigning a slot to r 2 in step 3, and c = 1 when assigning slots to descendants of r 2 . So properties A4 and A5 hold for the case of an odd ring.
The equality of slot assignments pointed out in O1 and O2 is illustrated in Fig. 4(b) by those numbers in gray nodes. In summary, the report latency of the left group is
When the ring size is even, the report latency of the right group is the number of nodes in this group,
|V | 2
, plus the extra latency
When the ring size is odd, the report latency of right group is the number of nodes in this group,
, plus the extra latency h − 1 incurred at r 1 and the extra latency 1 incurred at
A lower bound on the report latency of this problem is the maximum number of nodes in each group excluding t. Applying
as a lower bound and using the fact that
, which implies the algorithm is optimal within a factor of 1.5. Note that the condition
≥ 2h is to guarantee that t will not locate within h hops from r 2 . Otherwise, the observation O2 will not hold. 
A Centralized Tree-Based Assignment Scheme
Given G = (V, E), G I = (V, E I ), and k, we propose a centralized slot assignment heuristic algorithm. Our algorithm is composed of the following three phases: phase 1. From G, we first construct a BFS tree T rooted at sink t. we compute a temporary slot number t(v) for v as follows.
If v is a leaf node, we set t(v)
to the minimal non-negative integer l such that for each vertex u that has been visited and (u, v) ∈ E I , (t(u) mod k) = l. 
After every vertex v is visited, we make the assignment s(v) = t(v) mod k.
phase 3. In this phase, vertices are traversed sequentially from t in a top-down manner.
When each vertex v is visited, we try to greedily find a new slot l such that (s(par(v))−
possible. Then we reassign s(v) = l.
Note that in phase 2, a node with a higher degree means that it has more interference neighbors, implying that it has less slots to use. Therefore, it has to be assigned to a slot earlier. Also note that, the number t(v) is not a modulus number. However, in step 2 of phase 2, we did check that if t(v) is converted to a slot number, no interference will occur.
Intuitively, this is a temporary slot assignment that will incur the least latency to v's children.
At the end, t(v) is converted to a slot assignment s(v). Phase 3 is a greedy approach to further
reduce the report latency of routers. For example, Fig. 5(a) shows the slot assignment after phase 2. 
A Distributed Assignment Scheme
In this section, we propose a distributed slot assignment algorithm. Each node has to compute its direct as well as indirect interference neighbors in a distributed manner. To achieve this, we will refer to the heterogeneity approach in [22] , which adopts power control to achieve this goal. Assuming routers' default transmission range is r, interference neighbors must locate within range 2r. From time-to-time, each router will boost its transmission power to double its default transmission range and send HELLO packets to its neighbor routers. Each HELLO packet further contains sender's 1) depth 1 , 2) the location of outgoing superframe (i.e., slot), and 3) number of interference neighbors. Note that all other packets are transmitted by the default power level. When booting up, each router will broadcast HELLO packets claiming that its depth and slot are NULL. After joining the network and choosing a slot, the HELLO packets will carry the node's depth and slot information. The algorithm is triggered by the sink t setting s(t) = k − 1 and then broadcasting its beacon. A router v = t that receives a beacon will decide its slot as follows.
1. Node v sends an association request to the beacon sender.
2. If v fails to associate with the beacon sender, it stops the procedure and waits for other beacons.
If v successfully associates with a parent node par(v)
, it computes the smallest positive
Then v chooses s(v) = (s(par(v)) − l) mod k as its slot. 1 The depth of a node is the length of the tree path from the root to the node. The root node is at depth zero.
Then, v broadcasts HELLOs including its slot assignment s(v) for a time period t wait .
If it finds that s(v) = s(u) for any (u, v) ∈ E I , v has to change to a new slot if one of the following rules is satisfied and goes back to step 3.
(a) Node u has more interference neighbors than v.
(b) Node u and v have the same number of interference neighbors but the depth of u is lower than v, i.e. u is closer to the sink than v.
(c) Node u and v have the same number of interference neighbors and they are at the same depth but the u's ID is smaller than v's.
5.
After t wait , v can finalize its slot selection and broadcast its beacons.
In this distributed algorithm, slots are assigned to routers, ideally, in a top-down manner.
However, due to transmission latency, some routers at lower levels may find slots earlier than those at higher levels. Also note that the time t wait is to avoid possible collision on slot assignments due to packet loss.
Simulation Results
This section presents our simulation results. We first assume that the size of sensory data is negligible and that all routers generate reports at the same time, and compare the performances of different convergecast algorithms. Then we simulate more realistic scenarios where the size of sensory data is not negligible and routers need to generate reports periodically or passively driven by events randomly appearing in certain regions in the sensing field. More specifically, sensors generate reports according to certain application specifications. Devices all run ZigBee and IEEE 802.15.4 protocols to communicate with each other.
Routers can aggregate child sensors' reports and report to their parents directly. Each router has a fix-size buffer. When a router's buffer overflows, this router will not accept further incoming frames. We also measure the goodput of the network, which is defined as the ratio of sensors' reports successfully received by the sink. Some parameters used in our simulation are listed in Table 2 . 
Comparison of Different Convergecast Algorithms
We compare the proposed slot assignment algorithms against a random slot assignment (denoted by RAN) scheme and a greedy slot assignment (denoted by GDY) scheme. In RAN, the slot assignment starts from the sink and each router, after associating with a parent router, simply chooses any slot which has not been used by any of its interference neighbors. In GDY, routers are given a sequence number in a top-down manner. The sink sets its slot to k − 1. Then the slot assignment continues in sequence. For a node i, it will try to find a slot
where j is the predecessor of i and l is the smallest integer letting s(i) is the slot which does not assign to any of i's interference neighbors. In the simulations, routers are randomly distributed in a circular region of a radius r and a sink is placed in the center. Our centralized tree-based scheme and distributed slot assignment scheme are denoted as CTB and DSA, respectively. We compare the report latency L(G) (in terms of slots). Devices are randomly distributed. The transmission range of routers is set to 20 m. In this case, CTB performs better than DSA.
Next, we observe the impact of different r, C R (number of routers), and T R (transmission Basically, GDY behaves the same as CTB and DSA. But when the transmission range is larger, the report latency slightly becomes small. and GDY are independent of the number of slots. Contrarily, with a random assignment, RAN even incurs a higher report latency as there are more freedom in slot selection.
Periodical Reporting Scenarios
Next, we assume that sensors are instructed to report their data in a periodically manner. We set r = 100 m, T R = 20 m, and C R = 300 with 6000 randomly placed sensors associated to these routers, and we further restrict a router can accept at most 30 sensors. BO − SO is fixed to six, so k = 2 BO−SO = 64. Since the earlier simulations show that CTB and DSA perform quite close, we will use only CTB to assign routers' slots. Sensors are required to generate a report every 251.66 second (the length of one beacon interval when BO = 14).
We set the buffer size of each router is 10 KB. 2 We allocate two mini-slots for each child router of the sink as the GTS slot. When BO = 13, if we divide sensors into two groups, then they can report alternately in odd and even superframes. Similarly, when BO = 12, four groups of sensors can report alternately. Since the length of superframes are reduced proportionally, the report intervals of sensors actually remain the same in these cases. In the following experiments, we groups sensors according to their parents' IDs. A sensor belongs to group m if the modulus of its parent's ID is m. Fig. 9 shows the theoretical and actual report latencies under different BOs. Note that a report may be delayed due to buffer constraint. As can be seen, the actual latency does not always favor a smaller BO. Our results show that BO = 10 ∼ 12 performs better. Fig. 9(b) shows the goodput of sensory reports, channel utilization at the sink, and the number of 2 Currently, there are some platforms which are equipped with larger RAMs. For example, Jennic JN5121 [5] has a 96KB RAM and CC2420DBK [1] has a 32KB RAM. 3 There are sixteen mini-slots per active portion (slot). dropped frames at the sink. When BO = 14, although there is no frames being dropped at the sink, the goodput is still low. This is because a lot of collisions happen inside the network, causing many sensory reports being dropped at intermediate levels (a frame is dropped after exceeding its retransmission limit). Fig. 10 shows a log of the numbers of frames received by a sink's child router when BO = 14. We can see that more than half of the active portion is wasted. Overall, BO = 10 produces the best goodput and a shorter report latency.
Some previous works can be also integrated in this periodical reporting scenario, such as the adaptive GTS allocation mechanism in [12] and the aggregation algorithms for WSNs in Figure 10 : A log of the number of frames received by a sink's child router when BO = 14. [7] [10] . Fig. 11 shows an experiment that routers can compress reports from sensors with a rate cr when BO = 10. If a router receives n reports and each report's size is 16 Bytes (as in Table 2 ), it can compress the size to 16 × n × (1 − cr). The report latencies decrease when the cr becomes larger. By compressing the report data, the goodput can up to 98% and the report can arrive to the sink more quickly.
Event-Driven Reporting Scenarios
In the following, we assume that sensors' reporting activities are triggered by events occurred at random locations in the network with a rate λ. The sensing range of each sensors is 3 we can observe that when BO is small, the report latency can not achieve to the theoretical value. This is because that an active portion is too small to accommodate all reports from sensors, thus lengthening the report latency. When BO becomes larger, the theoretical and actual curves would meet. However, the good put will degrade, as shown in Fig. 12(b) . This is because reports are likely to be dropped due to buffer overflow. How to determine a proper BO, which can contain most of the reports and guarantee low latency, is an important design issue for such scenarios.
Conclusions
In this paper, we have defined a new minimum delay beacon scheduling (MDBS) problem for convergecast with the restrictions that the beacon scheduling must be compliant to the ZigBee standard. We prove the MDBS problem is NP-complete and propose optimal so-lutions for special cases and two heuristic algorithms for general cases. Simulation results indicate the performance of our heuristic algorithms decrease only when the number of interference neighbors is increased. Compared to the random slot assignment and greedy slot assignment scheme, our heuristic algorithms can effectively schedule the ZigBee routers' beacon times to achieve quick convergecast. In the future, it deserves to consider extending this work to an asynchronous sleep scheduling to support energy-efficient convergecast in ZigBee mesh networks.
