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Abstract— In this paper, we define the time indexing problem
as the in-network storage and querying of sensor network data
based solely on the time attribute. We argue qualitatively why
existing storage schemes may be insufficient as solutions. We then
present, analyze, and evaluate novel and lightweight solutions
to both the storage and the querying sub-problems for time
indexing. First, the time-indexed storage problem is formally
defined, and two formulations are presented, seeking to optimize
generic utility functions that are derived from concerns about
energy, bandwidth usage, and storage balancing. We present
and analyze decentralized protocols to solve these formulations,
and prove the optimality of some of our solutions. Secondly,
maintenance and use of simple overlays among rendezvous point
nodes, in order to enable fault-tolerant and efficient time-indexed
queries, are discussed. Finally, simulation results are presented
to quantify performance characteristics of the protocols, and we
find that our proposed scheme has low query overhead that scales
with system size and density while exhibiting very good load
balancing and fault tolerance properties.
I. INTRODUCTION
Over their deployment period, wireless sensor networks
(WSNs) can generate enormous amounts of data. This data
is then stored so that it can be queried by either a special set
of destination nodes (e.g., querying users on computer hosts)
or collections of individual sensors (e.g., for distributed signal
processing). Existing solutions store a given data item either
(1) externally at the edges of the sensor network, or (2) locally
at the sensor node generating the data, or (3) in-network, i.e.,
distributedly at intermediate sensor nodes [16].
In-network storage is suited to data that is neither very old
(and thus unlikely to be queried) nor current (which can only
be present at the measuring sensor node itself). In-network
storage allows efficient access to the data by both destination
nodes and sensor nodes. Existing solutions in this category
include data-centric storage (DCS) schemes, e.g.,[16], [15],
[9], [1]. These schemes treat each data as a tuple of attributes
and store data or meta-data about entries that lie within given
attribute ranges at small collections of sensor nodes.
Many WSN applications are concerned with the time aspect
of sensor data, and query data items by the time attribute
that specifies the (approximate) time at which the data item
was generated. Examples include queries such as “what is
the average of temperature readings last Tuesday between
10 am and 11 am?” (in an environmental observation and
forecasting system), and “find the number of sensor nodes
alive between 9 pm and 9.30 pm on Tuesday”. We call
these as time-indexed queries. Unfortunately, existing DCS
schemes are inadequate to handle time-indexed queries for
several reasons. First, storing low-level time series data at
distant sensor node locations incurs significant communication
overhead. Therefore, DCS schemes are best suited to scenarios
where the nature of some archetypal high-level events is well-
defined as opposed to low-level time series data. Second, in
some DCS schemes, all data items within a given time interval
range are hashed to (and stored at) a small set of sensor nodes,
which tend to be geographically proximate. This has fault-
tolerance problems since if that a particular region is affected
by a failure or catastrophic event, all data for the interval in
question will be lost. Lastly, this approach also creates hot-
spots near a region when all other sensor nodes are in the
process of inserting data entries for an interval that maps to a
node in this region.
Our findings in this paper reveal that good fault-tolerance
and load-balancing can be achieved for time indexed queries
by using an in-network storage scheme that embeds a simple
time-indexed structure through fully localized mechanisms. To
enable time-indexed in-network storage of sensor data, we pro-
pose the use of rendezvous points (RPs) that are geographically
dispersed. Each RP stores sensor readings collected from its
neighborhood for scheduled periods of time. Non-RP nodes
can be optionally put to low-power states to conserve energy
and storage space. A sensor’s role as an RP or non-RP node
changes over time subject to a carefully designed schedules.
We propose a generic utility function-based framework that
formalizes the RP selection problem as a non-linear integer
programming problem to explicitly account for the trade-
off between load balancing and energy/storage utilization. To
solve the integer programming problem, we first present a
fully localized algorithm to its fractional relaxation. Based on
the optimal solution thus obtained, we devise a novel voting
scheme to determine the set of RPs for each time interval. Our
analysis shows the optimality and convergence properties of
our proposed solutions.
To support efficient time-indexed queries, we describe how
overlays of RPs can be constructed. Queries are forwarded
along the overlay and sensor readings are gathered/aggregated
on the reverse path to the query point. The number of query
and response messages is O(|V |1+ln(Dmin)Dmin ), where |V | is the
number of sensors and Dmin is the minimum node degree. Our
simulation results show that the proposed query processing
protocol outperforms a randomized scheme in terms of the
number of messages transmitted per query and robustness in
presence of node failures.
2A comment is in order about clock skews. Clock skews
across sensor nodes may affect the correctness of data returned
by a time-indexed query. We assume that the intervals specified
by time-indexed query are much larger compared to the clock
skews across sensor nodes; this can be achieved by running
existing synchronization algorithms [8], and only infrequently.
Hence, in this paper, we assume that the sensor nodes are
synchronized.
The rest of the paper is organized as follows. In Section II,
we give a succinct review of related work. In Section III,
we formally define the time indexing problem in sensor
networks and provide an overview of our proposed solution. In
Section IV, we formulate a utility-based RP election problem.
In Section V, a localized algorithm to approximate the opti-
mal utility-based RP election is described. The protocol for
forwarding query and retrieving time-indexed data is laid out
in Section VI. In Section VII, we present simulation results to
evaluate the performance of our proposed scheme. Finally, we
conclude the paper in Section VIII with a list of future work.
II. RELATED WORK
Existing solutions to data storage in sensor network mainly
fall into three categories [16]: external storage (ES), local
storage (LS) and data-centric storage (DCS).
In ES, data is stored at an external storage point for
processing. In LS, information is stored locally. Queries for
interested data need to be flooded in the network. For example,
in the direct diffusion paradigm [10], a sink expresses its
interest by sending out a query message to specify the event
type, event rate and timespan. The query is flooded in the
network and used to establish a gradient toward the sink at
each node. Once the sources (of the interested events) are
reached and the information flow is established from source to
the sink, the sink can reinforce paths which have better quality.
Replies from the sources can be aggregated at intermediate
nodes. TAG [13] proposes an aggregation service for sensor
networks that enables in-network aggregation and pruning of
interested data that satisfy certain attributes based on pre-
defined statistics such as, median, mean or histogram.
In DCS, data is stored by event type within the sensornet
at designated nodes using data-centric naming. Queries for
certain types of events are routed directly to the corresponding
network node. GHT [15] hashes named data to a geographical
location. Structured replication is provided in GHT to improve
efficiency and load balancing. DIFS [9] is another instance of
DHT in WSNs. It is built upon GHT and considers high-level
events with multiple attributes. A multiple-rooted hierarchical
index tree structure is constructed in DIFS to facilitate range
query forwarding. In [1], a resilient DCS scheme (R-DCS) is
proposed to replicate data and control information at strategic
locations for better fault tolerance in sensor networks. In R-
DCS, the coordinate space of sensor field is partitioned into
zones. Each zone has one monitor node for each event type,
which keeps track of replica nodes and monitoring nodes of the
same event type in other zones and summary of event data.
A replica node if present, is the same as the monitor node
and stores the actual event data for a particular event type. A
sensing node sends its event data to the corresponding monitor
node in its zone using a hash function. The monitor node store
the data locally if it is also a replica node and forward the data
to the closest replica node otherwise. Queries are handled by
the monitor node in similar fashion. Compared to LS, DCS
has the advantage of using less number of messages during
the query stage at the cost of additional overhead to store the
data. Therefore, DCS is more appropriate to store high-level
events generated at relatively infrequently.
III. OVERVIEW
A. Time Indexing in Sensor Networks
A sensor network is represented by an undirected graph
G(V, E), where V is the set of sensor nodes (|V | = N ), and
E is the set of edges. Let Nv be the closed neighborhood
of v, i.e., Nv includes v as well as all the direct neighbors
of v. Let dv be its degree, i.e., dv = |Nv| − 1. A node v
senses the environment and records the sensing results in the
time series, x(v, t) (the sampling frequency is an application-
specific parameter). We formally define the time indexing
problem as follows:
Definition 1 (Time Indexing Problem): The Time Indexing
Problem is concerned with efficient storage and retrieval of
information based on time attributes. Time-indexed storage
maps (and stores) time series data {x(v, t)|v ∈ V, t ∈
(m∆t, (m + 1)∆t)} to a subset of nodes in the network,
where m ∈ N is a non-negative integer. A time-indexed query,
q(m, ∆t) retrieves the individual or aggregated sensor readings
during time interval (m∆t, (m + 1)∆t), i.e., {x(v, t)|v ∈
V, t ∈ (m∆t, (m + 1)∆t)}.
Clearly, one straightforward solution to the time indexing
problem is to store information at sensing nodes locally and
perform a network-wide broadcast for queries. The communi-
cation cost (in number of transmissions) in storing the infor-
mation is zero, while the per query communication overhead
for broadcasting the query and gathering time-indexed data is
O(|V |), where |V | is the number of nodes in the network.
On the other hand, an external storage (ES) solution which
stores data externally requires O(|V |frac32) transmissions per
sample interval and zero cost for query processing.
In contrast, we propose an in-network storage scheme that
selects a subset of sensors, i.e., rendezvous points (RPs) to
collect, compress and store sensor data from its neighborhood
for pre-defined periods of time. Furthermore, as sensor data
gathered at close-by sensors is in general highly redundant,
it is sometimes sufficient to use these RPs to record sensing
information and put the other nodes in low-power state to con-
serve energy and storage space. As the set of RPs change over
time, a time-indexed storage structure is naturally embedded
and can be used to expedite query processing.
B. Outline of Proposed Solution
Our proposed solution to time indexing in sensor networks
consists of two integral parts: 1) distributed time-indexed
storage using RP and 2) information retrieval based on time
attribute.
3The key design considerations are:
• Low protocol overhead to maintain time-indexed
structure. In particular, localized communication is de-
sired for energy conservation reasons.
• Low communication overhead to query and obtain
interested data. The query processing overhead incurred
should scale well with node density.
• Energy and storage balancing. Both energy and stor-
age are non-replenishable resources1. Sensor devices are
usually battery-powered. Exhaustion of battery power
degrades data gathering capability and sometimes may
cause partitions in the network. Exhaustion of local
storage space forces a node to store data at remote
locations and incurs extra communication overhead and
energy cost.
In this paper, the distributed time-indexed storage is
achieved by the use of rendezvous points (RP). For time inter-
val (m∆t, (m + 1)∆t), RPs are selected who are responsible
to sense the environment and collect (and perhaps aggregate)
sensor readings from other non-RP nodes. The RPs form a
dominating set of the network, i.e., all the other sensors are
within one-hop wireless transmission radius to the closest
RP nodes. It should be noted that our methodology can be
readily extended to k-hop dominating sets. The use of one-
hop dominating sets has the following advantages:
• When the sensing range is comparable to the wireless
transmission range, dominating sets provide a good cov-
erage of the sensor field.
• Election of RPs only involves communication among
one-hop neighbors.
• A non-RP node can store its data on a RP node by one-
hop communication.
The problem of finding dominating sets in a graph has been
extensively studied in literature [6], [11] and applied in the
context of ad hoc routing and connectivity management [7],
[3], [17]. However, most of the work focuses on finding a
single (connected) dominating set using least number of nodes.
The key difference of our problem formulation is that we
are interested in finding multiple of such sets. We propose a
novel utility-based RP election mechanism that satisfies vertex
coverage and load balancing requirements simultaneously so
that the utilization of network resources can be maximized.
It can be executed in a fully localized fashion at the initial
phase of sensor deployment. In case of node failures, a local
maintenance is first performed as a temporary remedy. The
RP election mechanism can then be carried out infrequently
during the lifetime of the network.
To retrieve sensing information based on time attribute, we
construct an overlay that interconnects RPs for a certain time
interval. Queries for time (m∆t, (m + 1)∆t) are forwarded
on the overlay and the sensed information in each RP is
aggregated along reverse paths to the query point.
An example of RP nodes and the overlay constructed for
interval (m∆t, (m + 1)∆t) is given in Figure 1 using the
algorithms presented in Section V and Section VI. From
1Old data can be expelled from sensor storage but at the expense of
degraded availability should such data be needed.
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Fig. 1. RP nodes and the overlay constructed. RP nodes are represented
by squares. Two sensor nodes are connected by a thin line if they are within
wireless transmission range. Thick lines correspond to links on the overlay.
|V | = 100, transmission range = 8, size = 28x28.
Figure 1, we can see the number of RP nodes (= 7) is
significantly less than the total number of nodes (= 100)
in a dense network. This greatly reduces the energy cost
and communication overhead for storing and querying time-
indexed data. Over time, multiple instances of such RP nodes
and overlays are used to store time-indexed data.
IV. UTILITY-BASED RP SELECTION
In the next two sections, we investigate how to generate
RPs for time-indexed storage. We first formulate the RP
election problem to be a non-linear integer programming (NIP)
problem. In Section V we present a full localized algorithm
to approximate the optimal solution to the NIP problem.
A. Notation
We divide the time axis into slots of length ∆t (recall that
∆t is the length of query interval). The slot size is chosen
to be equivalent to the query interval length (in Section VIII,
we discuss how to handle variable query intervals). Each node
maintains a schedule of length T slots for RP election. T can
be chosen arbitrarily but is typically on the same order of
maximum node degree. The schedule is represented by 0’s
and 1’s in each slot, where a ‘1’ slot represents that the node
serves as an RP in this slot. Let −→sv represent the schedule
vector of node v, consisting of a series of 1’s and 0’s. sv(i) is
the ith element of −→sv . Finally, kv = |−→sv | is the cardinality or
the number of ‘1’ slots in node v’s schedule, i.e., the number
of slots (out of T slots) a node serves as an RP. The schedule
repeats itself for t > T .
B. Problem Definition
To ensure that sensor data propagates at most 1-hop away,
RPs at time slot i form a dominating set of G(V, E). Let PRP
and Pnon−RP be the power consumption of RP and non-RP
nodes (per ∆t slot). The average power consumption is thus,
Pavg =
1
T
X
v∈V
(kvPRP + (T − kv)Pnon−RP ) (1)
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Fig. 2. Optimal solution for NIPURP with different utility functions, T = 100.
Under the assumption that PRP > Pnon−RP , Pavg
is minimized if
P
v∈V kv is minimized. By chang-
ing the order of summation, Pavg can be rewritten as
PRP−Pnon−RP
T
Pi∈T
i=0
P
v∈V sv(i)+|V |Pnon−RP . This implies
that to minimize the average power consumption, a minimum
dominating set with the least number of RPs need to be
selected for each slot.
For infinite power sources, minimum dominating sets con-
sume least amount of energy over time; or equivalently, it
leaves out maximum amount of residual energy for other com-
munication tasks. For energy-constrained networks, the above
RP election scheme is not always desirable. For example,
nodes in the minimum dominating set are depleted of energy
much faster than the rest of nodes. In this paper, we propose a
generic framework that can account for the trade-off between
energy/storage utilization and load balancing. Our approach is
motived by work on the bandwidth sharing problem in wireline
networks [14]. More specifically, we define the following
utility-based RP election problem.
Problem 1: (Optimal Utility-based RP election problem
(NIPURP )) Given T ,
max
P
v∈V U(kv)
s.t.
P
u∈N(v) su(i) ≥ 1 i = 1, 2, ..., T and ∀v ∈ V, (2)
where U(·) is a concave utility function and the second
inequality reflects the dominating set requirement for each
time slot, i.e., each node is either itself a RP or is dominated
by a RP. Clearly, NIPURP is in general a non-linear integer
programming problem with linear constraints. Next, we dis-
cuss how the choice of utility function affects the trade-off
between energy (or storage) utilization and load balancing.
Linear utility function: If U(x) = −x, NIPURP tries to
find a configuration to minimize the total (or equivalently av-
erage) number of ‘1’ slots. Solving this problem is equivalent
to finding the minimum dominating set as shown below.
Theorem 1: Let MDS(G) be the minimum dominating set
of G(V, E). The following schedule maximizes NIPURP with
utility function U(x) = −x. If v ∈ MDS(G), sv(i) = 1,
v ∈ V and i = 1, 2, ..., T . Otherwise, sv(i) = 0, v ∈ V and
i = 1, 2, ..., T .
Proof: Consider a feasible schedule −→sv , v ∈ V . We haveP
v∈V kv =
PT
i=1
P
v∈V sv(i) ≥ T · |MDS(G)|. The second
inequality is due to the definition of MDS.
An example of the optimal solution using linear utility
function is given in Fig. 2(a). In Fig. 2(a), other than node
3, which forms the minimum dominating set, all other nodes
never serve as RPs. Assume each node has 1000 unit of
energy initially. Let PRP = 1 and Pnon−RP = 0. Clearly,
the total power consumption (defined in Eq. (1)) is minimized
as Pavg = 1. However, node 3 is depleted of its energy much
faster than the other nodes. If network life-time is defined as
the time that the first node runs out of power, the network
life-time in this case is only 1000 slots (and the network is
partitioned as well in this particular example).
Max-min utility function: For U(x) = −(−log(x/T ))α,
0 < x ≤ T and α → ∞. NIPURP corresponds to the max-
min allocation. Or equivalently, the optimization objective
function can be rewritten as:
max min
v∈V
(−kv) (3)
In essence, max-min allocation tries to maximize the time till
the first node’s depletion of energy (or storage). An example
is given in Figure 2(b). From the example, we can see that the
max-min allocation requires, on average, higher overall power
consumption, Pavg = 1.5. On the other hand, the time it takes
for the first node to run out of power is maximized, which
equals to 2000 slots.
Logarithmic utility function: The above two utility func-
tions represent two extremes in the design space of load
balancing and energy utilization. Linear utility function min-
imizes the overall power consumption among all nodes but
some nodes may be depleted of energy much earlier than the
other nodes. If there are no other activities in the network,
max-min utility function maximizes the time till the first
node’s depletion of energy (or storage) at the expense of higher
overall power consumption.
We consider the use of logarithmic utility function, i.e.,
U(x) = log(1−x/T ). Solutions to logarithmic utility function
are inherently load balanced as the form of utility function
prohibits the scenarios where a subset of nodes serve as RPs all
the time, i.e., kv = T for some nodes and thus U(kv) → −∞.
On the other hand, since log(1 − kv/T ) ≈ −kv/T for small
kv/T , the optimal schedule devised should have low power
consumption. An example of the optimal solution is shown in
Figure 2(c).
The NIPURP Problem is in general NP-complete (with the
exception of max-min utility function). However, its relaxation
5using fractional constraints can be solved using existing op-
timization methods in polynomial time. Therefore, we define
the following non-linear programming problem.
Problem 2: (Optimal Fractional Utility-based RP Election
Problem (NLPURP )) given t,
max
P
v∈v U(x)
s.t.
P
u∈{n(v),v} xu ≥ 1, ∀v ∈ v
0 ≤ xv ≤ 1, ∀v ∈ v.
(4)
where xv = kv/t, i.e., the fraction of time slots in which
node v serves as an RP.
The following theorem shows that for regular graphs, all
concave utility functions have the same optimal solution.
Theorem 2: If G(V, E) is regular with degree d for each
node, all concave and strictly decreasing utility objective
functions admit the same optimal solution to the NLPURP
problem.
Proof: From concavity, 1|V |
P
v∈V U(kv) ≤
U( 1|V |
P
v∈V kv) with the equality holds when kv = c,
∀v ∈ V , where c is a constant. From the constraint in
Problem (2), we have (d + 1)Pv∈V kv ≥ T · |V | with
equality holds when kv = Td+1 , ∀v ∈ V . Since U(x) is
non-increasing, 1|V |
P
v∈V U(kv) achieves its maximum
1
|V |U(
T
d+1) when kv =
T
d+1 , ∀v ∈ V .
The above results for regular graph can be used as an initial
solution for RP selection in random graphs, i.e, initially a node
v chooses to be an RP for Tdv+1 slots among all T slots.
The optimal solution to the relaxed problem gives an upper
bound for the original NIPURP problem. It should be noted
that not all solutions to NLPURP are feasible for NIPURP .
Or in another word, the NLP solutions are not necessarily
schedulable in a slotted system. One example is odd cycles.
V. A LOCALIZED ALGORITHM FOR RP ELECTION
In this section, we consider the optimal RP election problem
based on the logarithmic utility function. First, a Newton-like
method is applied to obtain the optimal solution to NLPURP .
The algorithm can be implemented in a fully localized fashion.
Secondly, we propose a voting mechanism to determine the
set of RP nodes for each slot based on the optimal solution
to NLPURP . Note that although our analysis is based on
the logarithmic utility function, the proposed methodology is
applicable to other concave utility functions.
A. Solution to Problem NLPURP
Let xv = kvT and yv = 1− xv . Define the Lagrangian
L(y, p) =
X
v∈V
logyv −
X
v∈V
pv(
X
u∈N(v)
yu − dv) (5)
=
X
v∈V
(logyv − yv
X
u∈N(v)
pu) +
X
v∈V
pvdv (6)
Notice that the first term is separable and
thus maxx
P
v∈V (logyv − yv
P
u∈N(v) pu) =
P
v∈V maxxv (logyv − yv
P
u∈N(v) pu). The objective
function of the dual problem of NLPURP is thus
D(p) = maxyL(y, p) =
X
v∈V
max
xv
(logyv − yv
X
u∈N(v)
pu) +
X
v∈V
pvdv
and the dual problem is:
D: minp≥0D(p) (7)
Since log(·) is concave and the constraints are linear, there
is no duality gap and Lagrange multipliers exist. If p∗ ≥ 0 is
dual optimal then (yv(p∗), v ∈ V ) is primal optimal (i.e., y∗v =
yv(p∗)) provided that it is primal feasible and complementary
slackness is satisfied.
Newton-like solution to NLPURP : To solve the dual
problem, we adopt the Newton-like method [4]. Alternatively,
one can use gradient-descent method [12]. However, the
convergence is slower. The algorithm is described in Figure 3.
For simplicity of presentation, we assume a synchronous
communication mode. That is, in every communication round,
each node is allowed to send one message to each of its
direct neighbors in G(V, E). The problem of simulating a
synchronous network by an asynchronous network has been
investigated in [5].
Let Hvv be the diagonal terms of the Hessian of D (defined
as ∇2D(p), where ∇2 is the second order derivative). Hvv can
be approximated by:
Hvv = ∇2D(p)vv ≈ −
X
u∈N(v)
yuP
w∈N(u) pw
. (8)
To make Hvv strictly positive (to ensure convergence), for any
² > 0,
Hvv = max{²,−
X
u∈N(v)
yuP
w∈N(u) pw
} (9)
pv is the price incurred at node v if the constraintP
u∈N(u) yu ≥ dv is violated. Line 4 in Fig. 3 follows
pv(iter+1) = [pv(iter)−γH−1vv ∂D∂pv (p(iter))]+ = [pv(iter)+
γH−1vv (
P
u∈N(v) yu − dv)]+. Therefore, if
P
u∈N(u) yu ≤
dv, pv decreases and consequently, yv would increase in
Line 6. Line 6 results from node v tries to maximize
its own utility unilaterally given price p, i.e., yv(p) =
argyv∈(0,1] max (logyv − yv
P
u∈N(v) pu).
Algorithm 1 is a localized algorithm because the constraints
are localized. Only information about p and y are exchanged
within one-hop neighbors at each step. Furthermore, if y is
limited to (0, 1]|V |, we have the following convergence result.
Theorem 3: Let ∆max be the maximum degree of G(V, E).
Starting from any initial y(0) ∈ (0, 1]|V | and p(0) ≤ 0 and
under the condition that 0 < γ < 2(²/∆max)2, the sequence
(y(iter), p(iter)) generated by Algorithm 1 converges to an
accumulation point (y∗, p∗), where y∗ is the primal-dual
optimal.
Proof: The proof directly follows from [4].
Termination of Algorithm 1 can be decided locally at each
node if the price p does not change significantly.
6Input: N(v), ∀v ∈ V
Output: NLPURP -solution αv ≡ 1− y∗v , v ∈ V
1. iter = 0
2. pv(0) = 1dv
3. do
4. pv(iter + 1) = [pv(iter) + γH−1vv (iter)(
P
u∈N(v) yu − dv)]+
5. send pv(iter + 1) to all neighbors
6. yv(iter + 1) = min (1, 1Pu∈N(v)pu )
7. send yv(iter + 1) to all neighbors
8. iter = iter + 1
9. while (termination conditions not satisfied)
10. αv = 1− yv
Fig. 3. Algorithm 1: NLPURP Newton-like Solution.
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Fig. 4. Number of steps needed to reach η percent of the optimal utility.
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Number of iteration steps of the Newton-like method: To
study the convergence speed of the Newton-like method with
respect to the number of nodes and node density, we conduct
experiments on grid and random graphs. In each experiment,
we first compute the optimal solution and then measure the
number of iteration steps needed to reach η percent of the
optimal solution.
Fig. 4 shows the results for square grid graphs. The grid size
varies from 10 to 30. For the random graphs, in the first set
of experiments, we fix the node density change the number of
nodes. In the second set of experiments, we keep the number
of nodes constant and vary the node density in the graph. The
results are shown in Fig. 5 and Fig. 6.
From Fig. 5 – Fig. 6, we can see that the proposed algorithm
is not very sensitive to the number of nodes or node density
in random graphs. For grid graphs, as the size increases,
we observe a decreasing trend in the number of iteration
steps. This is intuitively true because as the number of nodes
increases, less percentage of nodes are on the boundary (with
smaller degree) and thus initial values ( 1d+1 = 0.2) are close
to the optimal solution.
B. A Heuristic Solution to Problem NIPURP
Next, we derive 0, 1 integer solution to the original
NIPURP problem based on the optimal solution to Problem
NLPURP . In Figure 3, algorithm 1 assigns a tuple (αv, pv)
for each node v ∈ V , where αv is the fraction of slots that v
is an RP and pv is a penalty associated with node v. For large
T , αv can also be viewed as the probability for node v to be
an RP in each time slot. In what follows, we propose a voting
scheme that makes each node v to be an RP for approximately
αv · T slots. The algorithm is given in Figure 7.
From Figure 7, at the end of execution, Algorithm 2 ensures
the constraints in Problem NIPURP are satisfied. To generate
a random variable bid at each node, we choose the pdf
f(x, α)
4
= αxα−1 with CDF F (x, α) 4= xα, x ∈ [0, 1], such
that the following property is satisfied:
7Input: Feasible solution (−→α ) for NLPURP
Output: NIPURP -solution −→sv , v ∈ V
1. vote countv(i) = 0
2. for i = 0 to T
3. generate random variable bidv(i) with pdf f(x, αv)
4. send bidv(i) to all neighbors
5. if bidv(i) == maxu∈N(v) bidu(i) then
6. sv(i) = 1
7. votev(i) = v
8. else
9. sv(i) = 0
10. votev(i) = argu maxu∈N(v) bidu
11. fi
12. send votev(i) to all neighbors
13. foreach u ∈ N(v)
14. if voteu(i) == v then
15. vote countv(i) = vote countv(i) + 1
16. end
17. end
18. if votev(i) == v (C.1) or vote countv(i) ≥ l (C.2) then
19. sv(i) = 1
20. fi
21. send sv(i) to all neighbors
22. if
P
u∈N(v) su(i) == 0 then
23. sv(i) = 1
24. end
25. end
Fig. 7. Algorithm 2: A localized vote algorithm for slot assignment based
on solutions to NLPURP .
Property 1: Let u ∈ N(v), the probability that u has the
maximum bid in slot i among nodes in N(v) (i.e., u =
argmaxw∈N(v)bidw(i)) is αu, if pv > 0.
Proof: P{votev(i) = u} =R 1
0
αux
αv−1
u
Q
w∈{N(v)/u} x
αw
w dxw =
αvP
w∈N(v) αw
.
From Algorithm 1 for pv > 0,
P
w∈N(v) αw = 1
(i.e., the corresponding constraint is tight). Therefore,
P{votev(i) = u} = αu.
Let u = v, then from the above property, we have (C.1) is
satisfied with probability αv for pv > 0. Therefore, E{sv(i) =
1} = αv when only condition (C.1) (Figure 7) is met since
the bids for each slot are independent. Unfortunately, due
to randomness, for a single trial, the constraints in Problem
NIPURP may not always be satisfied. Therefore, we introduce
the second condition (C.2) (Figure 7) to slightly increase
the probability that a node serves as a RP. l is protocol-
dependent parameter. Simulation results on different topology
demonstrate that by setting l to 2, Algorithm 2 can approach
the optimal.
Algorithm 2 requires three message exchanges per node.
The slot assignment for T slots can be processed in parallel
by aggregating bid and vote information for each slot into a
single packet (as allowed by the maximum packet size).
VI. INFORMATION RETRIEVAL BASED ON TIME
ATTRIBUTE
In this section, we describe the protocol to retrieve infor-
mation from time-indexed storage in sensor networks.
A. Protocol Details
From Section V, we know that in each time slot, the set
of RP nodes form a dominating set. To retrieve information
in a particular slot, it is sufficient to only query RPs of the
corresponding slot instead of conducting network-wide floods
of query messages. To reduce the communication overhead,
each RP needs to keep the list of RPs in its neighborhood
and routes to reach them. Processing of a query initiated at
an arbitrary location in the sensor network consists of three
steps. First, if the query is injected at a non-RP node, it needs
to find a RP neighbor for the corresponding slot. Second, the
RP neighbor forwards to the query information to other RP
nodes. Lastly, query responses are gathered at the query point.
We present detailed operations of the proposed protocol.
Overlay of RPs: The set of RPs for time (m∆t, (m+1)∆t)
are denoted as RPm (We drop ∆t term as the slots are of
the same length.). From the definition of dominating sets, the
minimum distance between two RPs must be no greater than
three hops. Define Go(Vm, Em) as a subgraph of G(V, E)
composed of RPt and non-RP nodes that inter-connect RPm
(i.e., Vm is a connected dominating set of G). We call
Go(Vm, Em) an overlay of RPm.
To construct Go(Vm, Em), each node in RPm sends out
broadcast overlay construction messages with a time-to-live
(TTL) field set to 3. The broadcast messages contain a sequent
number and the source RP’s identifier. A node which receives
a broadcast overlay construction message from a source RP for
the first time, records the previous hop from which it receives
the broadcast message and decreases the TTL field by 1. If
TTL is positive, it forwards the message to all its neighbors.
Otherwise, the message is discarded. A node v ∈ Vm if
v ∈ RPm or v is on a shortest (hop-count) path between
two RP nodes. At the end of the procedure, each node keeps
a forwarding table like the following:
TABLE I
FORWARDING TABLE AT NODE v
slot RP id next hop
slot 0 1 1
slot 1 8 4
· · · · · · · · ·
The ith row corresponds to the ith slot. The second and
third column keep the next hop to an RP node for slot i and
the id of that RP node. For example, in Table I, node v is a
direct neighbor of RP 1 for slot 0. To reach RP 8 for slot 1,
it needs to route through node 4. The number of forwarding
entries is on the order of T .
Next, we show that the constructed overlay is connected.
Property 2: If G is connected, Go(Vm, Em) is also con-
nected for any m ∈ N.2
Proof: The proof is by contradiction. Suppose
Go(Vm, Em) is composed of two disconnected components,
C1 and C2 (Figure 8). Since G is connected, there exists
a pair of RP nodes v1 ∈ C1 and v2 ∈ C2 s.t. d(v1, v2)
2In fact, there are only T distinct overlays.
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Fig. 8. Proof of the connectivity of overlays
is the minimum distance measured in hop count among all
pairs with one node belonging to C1 and the other one in
C2 respectively. Since C1 and C2 is disconnected by the
assumption, the shortest hop path that connects v1 and v2 in
G must consist of at least three other non-RP nodes, say, u1,
u2, u3. Otherwise, v1 and v2 are connected in Go(Vm, Em)
by the protocol description. Therefore, u2 is not covered by
any RP node (else, the shortest path can be shortened). This
contradicts the vertex covering property of RP election.
Query Propagation on Overlays: Consider a query
q(m, ∆t) initiated at node u. u can decide locally whether it
is an RP for slot m. Without loss of generality, let us assume
that u is a non-RP node. u looks up its forwarding table and
find the first entry that corresponds a RPm node and can be
reached directly by u (s.t. RP id is the same as the next hop). u
forwards the query message to the corresponding RPm node.
To this end, we say the message is on the overlay.
An on-overlay message is broadcast on the overlay using
un-scoped broadcast. Duplicated messages are suppressed by
inspecting the sequence number in the query messages. As
each RP node keeps its on-overlay RP neighbors and routing
information, queries are unicasted between any two on-overlay
RP nodes. Upon receiving a query message q(m, ∆t) from u
for the first time, a RP node stores the id of the previous
on-overlay RP node to reach the query point and forward the
message to all its other on-overlay RP neighbors.
Data Retrieval: Data retrieval is performed on the reverse
routes on the overlay to the query point. Each RP node
who receives query q(m, ∆t), sends back its stored data to
the previous on-overlay RP node till the information reaches
the query point. To alleviate wireless medium contention
and facilitate data aggregation, transmission schedules can be
devised as in TAG[13], which is beyond the scope of this
paper.
B. Analysis of the protocol
Next, we investigate the communication cost of the pro-
posed protocol.
The message overhead to reach an on-overlay node from a
non-RP node is O(1) as a non-RP node is covered by at least
one on-overlay RP node. To send a query message throughout
the network using reverse path forwarding, it takes O(|V |)
broadcast transmissions for a network of |V | nodes as each
node only needs to transmit a query message once. On the
other hand, the size of minimum dominating sets is bounded
by O(|V | 1+ln(Dmin)
Dmin
) [2], where Dmin is the minimum degree
of G(V, E). We use this as an approximation for the number
of RPs and verify it in Section VII. Therefore, the total num-
ber of query messages is O(1 + |V | 1+ln(Dmin)Dmin ). Compared
to network-wide floods, which incur O(|V |) messages, our
proposed solution greatly reduces the query overhead as the
network density grows.
The message overhead for data retrieval is
O(|V | 1+ln(Dmin)Dmin ) (compared to O(|V |) without time-indexed
storage). From Eq. (1), the average power consumption Pavg
for a slot is O(|V |1+ln(Dmin)Dmin )(PRP − Pnon−RP ) +|V |Pnon−RP .
VII. PERFORMANCE EVALUATION
In this section, we present simulation results to evaluate:
1) the performance of the RP election algorithm, 2) the
communication cost to build time-indexed structure and to
process time-indexed queries, and 3) the robustness of the
overlay in presence of node failure.
For comparisons, we consider a randomized algorithm for
RP election as a baseline. In each slot, it consists of two
phases. Initially, each node elects itself to be a RP with
probability p in each time slot. After the initial phase, a node
volunteers to be RP if no other nodes in its neighborhood
are RP. Once the RPs are elected, the protocol for overlay
construction and query processing is the same as that described
in Section VI.
A. Performance of RP election algorithm
In this section, we evaluate the proposed RP election algo-
rithm under three different topologies, i.e., the 4-node topology
as in Figure 2, grid graphs with variable grid size and random
graphs with different size and density. We compare the value of
logarithmic utility function achieved by the proposed scheme
against that of the optimal solution to the NLPURP problem
and the randomized algorithm. Recall that optimal solution to
the NLPURP problem gives an upper bound of the NIPURP
problem. The results are shown in Figure 10 – Figure 11.
In the simulations, random graphs are generated by randomly
placing nodes on a 2-D plane. Two nodes are connected by
an edge if they are within wireless transmission range.
In the 4-node topology, the optimal solution to maximize
the logarithmic utility function is schedulable. From Figure 9,
we can see our proposed heuristics is very close to the optimal.
In Figure 10, the size of grid graph changes from 10 to 20.
In Figure 11(a) and (b), we vary the number of vertices (with
fixed density) and transmission range (with fixed number of
nodes) respectively. In all scenarios, the proposed method
performs better than the randomized approach and is much
closer to the optimal solution.
To see how the algorithm performs in terms of energy
utilization and load balancing, we show in Figure 12, the
cumulative distribution function (CDF) of the number of RP
slots (with mean µ and standard deviation σ) for all nodes
in a 50x50 grid graph. T is set to be 500. Ideally, in a
grid graph, other than nodes at the boundaries, each internal
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Fig. 9. RP election for the 4-node scenario as Figure 2, T = 100
node takes turn to be an RP every five slots. Therefore, the
optimal number of RP slots is approximately T/5 = 100.
From Figure 12, out of a total of T = 500 slots, a majority of
nodes serve as RPs for 112 slots (indicated by a jump in the
CDF curve around 112). Only less than 2% nodes have RP
slots smaller than 112 and larger than 170. The nodes with
more than 170 RP slots are those on the boundary. Therefore,
we can conclude that our proposed algorithm exhibits good
load balancing properties and uses a small amount of nodes
as RPs and therefore consume less energy for each slot. In
comparison, in the randomized scheme, each node serves
as an RP for much larger number of slots on average and
therefore consumes more power. Notice that a randomized
scheme should have the best load balancing (smallest σ)
among all schemes for regular graphs. Our proposed scheme
has comparable performance in terms of load balancing (σ =
15 v.s. σ = 14).
B. Performance of Time-indexed Query
In this section, we evaluate the performance of proposed
time-indexed query processing protocol using three metrics:
i) the number of messages needed to build an overlay; ii)
the overhead of propagating a query on the overlay; and iii)
10 11 12 13 14 15 16 17 18 19 20
−350
−300
−250
−200
−150
−100
−50
0
Lo
ga
rit
hm
ic 
ut
ilit
y
Grid size
optimal
proposed
randomized
Fig. 10. RP election for finite grid graph, T = 100
robustness of the query processing protocol in the presence
of node failures. Unless otherwise specified, all the results
presented are averages of ten simulation runs.
Varying the number of nodes: In this simulation, we
change the number of nodes while keeping the density of
the random graph constant. In the randomized approach, the
choice of p has an impact on the number of RP nodes
elected. For a fair comparison, we consider two possible
implementations. In the first implementation, we fix p to be
0.1. In the second implementation, we conduct experiments
with different settings of p and find the one with least number
of RP nodes. The resulting p is called popt.
In Fig. 13 (a) and (b) we show the overhead of building
an overlay for a slot and processing queries in random graphs
with fixed density. We can observe that for all schemes, the
overhead of building overlay and processing queries grows
approximately linearly with respect to the number of nodes.
This corroborates the analytical results in Section VI-B. Our
proposed scheme incurs less overhead than the randomized
approach with popt. This is because in our proposed scheme,
the RP election is guided by the optimal solution to Problem
NLPURP and a voting scheme so that each node is covered
by a small number of RP nodes. In contrast, in the randomized
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approach, each node probabilistically elects itself to be an RP.
Varying the random graph density: In this set of simu-
lations, we fix the number of nodes to be 200 and vary node
density so that the number of nodes within the transmission
range of a node changes approximately from 20 to 100.
In Fig. 14 (a) and (b) we show the overhead of building
the overlay and processing queries respectively. Again, we
observe that our proposed scheme incurs less overhead than
the randomized approach with popt. The randomized algorithm
with p = 0.1 does not work as well in this case because
p should adapt to node density. The higher the density, the
smaller p is desired. From Figure 14, we see that as density
increases, the overhead of processing query decreases for both
schemes as predicted by the analysis in Section VI-B.
Robustness of connectivity: In this section, we study the
robustness of the overlay structure in presence of node failures.
As long as the overlay is connected, time-indexed query can
be processed on the overlay (possibly with less information
gathered). Given the original graph G(V, E), the connectivity
of overlay graphs is decided by two factors, i) the number
of overlay nodes and ii) the distribution of overlay nodes
(whether there are large clusters of nodes sparsely connected
to other clusters).
We consider two failure models, i.e., i) random failure where
failure nodes are randomly chosen and ii) hotspot failures
where all nodes in an area fail. The latter one is to model
failures caused by catastrophic events in the network.
Figure 15 gives the minimum percentage of failed nodes
to partition an overlay under random failure. We find that
around 2 percent of node failures in the overlay disconnect
the network in our proposed scheme, while for the randomized
approach, less than 1.5 percent of node failures suffice. This
is because, although less RPs are elected in our proposed
algorithm (as shown in Section VII-A), these RP are roughly
evenly distributed. In the randomized approach, a node can
be dominated by many RPs, or in another word, RPs are
likely to be clustered in the network. As a back-of-envelop
calculation, consider a node with degree d and every node
selects itself to be RP with probability p. The probability that
a node is covered by more than one RPs (including itself)
is then 1 − (1 − p)d+1 − (d + 1)p(1 − p)d+1. If we set
p = 1/(d+1), the above probability is roughly 1− 2e = 0.2642
as d → ∞. For partitioned graphs, the maximum possible
amount of information that a single query can gather is
proportional to the size of the maximum connected component.
Figure 16 gives the size of maximum connected component
(normalized by the number nodes in the remaining overlay) as
the percentage of node failures increases under random failure.
Under the same percentage of failed nodes, our proposed
scheme maintains a larger connected component compared to
the randomized algorithm. This is because, RPs elected in our
proposed scheme are roughly evenly distributed.
In the second set of simulations, we experiment with hotspot
failures. Consider a catastrophic scenario where all nodes
within a W-by-W square at the center of the sensor field
are caused to fail. This essentially results in a hole inside
the network. We vary W from 6 to 20, which implies on
average, 2% to 25% of nodes in the center of the network
failed. From Figure 17, we observe the ratio of the maximum
component size in the remaining nodes change from 97% to
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Fig. 15. The percentage of node failure that cause the partition of the overlay,
T = 100, |V | = 200. p = 0.1 for randomized approach.
70% in our scheme. The randomized scheme is slightly worse.
In comparison, most DCS scheme (e.g.[16]) would lost all the
data for a particular time slot that is mapped to the hot spot
area.
In summary, connectivity of the constructed overlay grace-
fully degrades with node failures. Even in presence of hotspot
failure, time-indexed data can still be retrieved from a large
subset of nodes.
VIII. CONCLUSION AND FUTURE DIRECTIONS
In this paper, we have proposed a comprehensive solution
to storing and retrieving time-indexed information in wire-
less sensor networks. Time-indexed storage is achieved by
judiciously selecting rendezvous point (RP) nodes for each
time slot and rotating responsibility among nodes over time. A
novel utility-based RP election scheme is devised to trade-off
energy utilization with load balancing in the network. Each
node is associated with a schedule of length T to serve as
an RP. Time-indexed information retrieval is made possible
by building overlays for RPs in each time slot. Simulation
studies demonstrate that the proposed solution outperforms
a randomized approach in terms of communication cost,
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Fig. 16. Ratio of maximum connected component size with random failures.
energy/storage utilization and robustness in presence of node
failure. To the best of knowledge, this is the first work that
addresses the time indexing problem in sensor networks.
There are several directions that our proposed framework
can be extended to facilitate robust storage and information
retrieval in sensor networks.
Weighted utility function: The utility function can be
extended to weighted forms such as U(v) = wclog(T − xv),
where wv ∈ (0, 1] can be used to reflect the willingness of a
node to be an RP. For example, if a node is running out of
battery, it should set a large wv .
K-domination: It is sometimes desirable to ensure K-
domination for each node in any slot for fault tolerance pur-
pose. To achieve k-dominating, we can modify the constraints
in Problem NIPURP as
P
u∈N(v) si(u) ≥ k, i = 1, 2, ..., T
and ∀v ∈ V .
Variable Query Interval: In this paper, we assume the
query interval ∆t is known and fixed. The RP schedules are
decided accordingly. If the query interval is smaller than ∆t,
the query processing scheme still works. For query intervals
larger than ∆t, a straightforward solution is to partition it to
multiple slots and query multiple overlays. A more efficient
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solution is to build a hierarchy of RP points with different time
resolutions thus queries for a larger interval can be answered
more efficiently.
Combination with other attributes: In DCS approaches,
events are hashed to sensor nodes using hash functions. One
example is to hash events to geographical locations. At the
proximity of the designated geographical locations, there are
potentially multiple sensors. If time-indexed structure using
RP is embedded, queries based on both time attribute and
event types can be processed.
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