In this paper we study the relationship between vectorial (Boolean) functions and cyclic codes in the context of algebraic attacks. We first derive a direct link between the annihilators of a vectorial function (in univariate form) and certain 2 n -ary cyclic codes (which we prove that they are LCD codes) extending results due to Rønjom and Helleseth. The knowledge of the minimum distance of those codes gives rise to a lower bound on the algebraic immunity of the associated vectorial function. Furthermore, we solve an open question raised by Mesnager and Cohen. We also present some properties of those cyclic codes (whose generator polynomials determined by vectorial functions) as well as their weight enumerator. In addition we generalize the so-called algebraic complement and study its properties.
Introduction
Error correcting codes are widely studied by researchers and employed by engineers. They have long been known to have applications in computer and communication systems, data storage devices (starting from the use of Reed Solomon codes in CDs) and consumer electronics. On the other hand, substitution boxes (S-boxes) are fundamental parts of block ciphers. They play an important role in their robustness, by providing confusion. Mathematically, S-boxes are vectorial (multi-output) Boolean functions, that is, functions from the vector space F n 2 (of all binary vectors of length n) to the vector space F m 2 , for given positive integers n and m. These functions are called (n, m)-functions and include the (single-output) Boolean functions (which correspond to the case m = 1). When they are used as S-boxes in block ciphers, their number m of output bits equals or approximately equals the number n of input bits. They can also be used in stream ciphers, with m significantly smaller than n, in the place of Boolean functions to speed up the ciphers. We recall that to resist against known attacks, the cryptographic Boolean and vectorial function involving in the cryptosystems should be designed properly. In particular Boolean functions should be balanced to resist against statistical attacks, high algebraic degree to resist against Berlekamp-Massey's attack, high order correlation immunity against correlation attacks (in the combiner model of stream ciphers) and should have high algebraic immunity to resist against algebraic attacks. For multi-output Boolean functions F , various measures of nonlinearity have been widely discussed in the literature from coding point of view (see for instance [16] . In particular, it has been shown that their corresponding linear code and their corresponding punctured code are related to some special linear codes. The aim of this paper is to exhibit further links between vectorial Boolean functions and linear codes. We are dealing with vectorial functions in the context of algebraic attacks [2, 9, 11, 21] (which principe goes back to Shanon's work [25] ) which are among the most efficient attacks for secret key cryptosystems introduced in 2003 by Courtois and Meier in [9] and Courtois and Pieprzyk in [11] . The concept of algebraic immunity of Boolean functions was proposed by Meier et al. in [21] . Next, it has been generalized to vectorial functions by Armknecht and Krause in [1] . The authors of [10] proved that ⌈ n 2 ⌉ is the maximal value of the algebraic immunity of n−variable Boolean functions. In [1] the authors gave an upper bound on the algebraic immunity of vectorial function with n inputs and m outputs. Some constructions of Boolean and vectorial functions with optimal algebraic immunity were proposed in [1] , [5] , [6] and [29] . In [6] Carlet and Feng gave a construction of an infinite class of Boolean functions with optimal algebraic immunity, their construction was obtained from the BCH bound of cyclic codes, this gives a link between the algebraic immunity of Boolean functions and cyclic codes. Furthermore, by considering the univariate representation of Boolean functions, Rønjom and Helleseth [15] gave a direct link between the annihilators of Boolean functions and some q−ary cyclic codes. They proved that the algebraic immunity of Boolean functions is equal to the minimum distance of those codes. Another direct link between Boolean functions and cyclic codes was presented in [22] , where Mesnager and Cohen gave a lower bound on algebraic immunity of Boolean functions by studying the properties of some cyclic codes. In this paper we firstly derive a direct link between the annihilators of vectorial functions and some cyclic codes. The knowledge of the minimum distance of those codes gives rise to a lower bound on the algebraic immunity of the associated vectorial function. We present some properties of those cyclic codes for which their generator polynomials are determined by vectorial functions. This paper is organized as follows. In section 2 we give some preliminaries. In section 3 we present a direct link between the annihilators of a vectorial functions and certain cyclic codes generalizing the link between Boolean functions and cyclic codes given in [15] . More specifically, we show that any annihilator of an (n, m)-function F belong to an 2 n -ary cyclic code with generator polynomial G F (Theorem 8). Next, we describe the set of zeros of such cyclic code C(F −1 (b)) b∈F 2 m from which we deduce that the algebraic immunity is equal to the minimal weight-heigh of a codeword of C(F −1 (b)) b∈F 2 m (Corollary 10). Furthermore, we extend in Subsection 3.2 the results given in [22] to (n, m)-functions F and derive a lower bound on the lowest algebraic degree of nonzero annihilators of F (Theorem 12). In subsection 3.3 we give a relation between the spectral immunity, algebraic immunity of an (n, m)-vectorial function F and the minimal weight of C(F −1 (b)) b∈F 2 m (Theorem 13). In section 4 we extend the notion of algebraic complement for vectorial functions and present several results. In particular the relationship between the annihilators of the (n, m)-function F and the annihilators of its algebraic complement is given. In Subsection 4.3, we study the lowest algebraic degree of nonzero annihilators of Boolean and vectorial functions and answer to an open problem raised in [22] . In section 5 we show that the cyclic code C(F −1 (b)) b∈F 2 m associate to the (n, m)-function F is a linear code with complementary duals (abbreviated LCD) which is a linear code whose intersection with its dual is trivial [19] . Further, we present the parameters of C(F −1 (b)) b∈F 2 m as well as some of its properties.
Preliminaries and notation
Throughout this paper, |E| will denote the cardinality of a finite set E.
Some background on vectorial Boolean functions
Given two positive integers n and m, a mapping from F n 2 to F m 2 , is called an (n, m)-vectorial function. Boolean functions correspond to the case where m = 1. An (n, m)-function F being given, the coordinate functions of F are the Boolean functions
The component functions of F are the linear combinations of its coordinate functions, with non all-zero coefficients. In cryptography, the most used representation of an (n, m)-function is the so-called Algebraic Normal Form (ANF):
The algebraic degree deg(F ) of any (n, m)-function F is by definition the global degree of its ANF. It also equals the maximum algebraic degree of the coordinate functions of F or of its component functions. Let F 2 n be the Galois field of order 2 n . By identifying F n 2 to F 2 n , (n, m)-functions can be viewed as functions from F 2 n to F 2 m . In this case, the component functions are the functions T r m 1 (vF (x)) where T r m 1 is the absolute trace from F 2 m to F 2 :
Every mapping from F 2 n into F 2 n admits a unique univariate polynomial representation:
The algebraic degree of F is equal to max j | c j =0 w 2 (j) where we recall that w 2 (j) is the 2-weight of j, that is, the number of nonzero coefficients j s in the binary expansion
For every integer m dividing n, an (n, m)-function F can be viewed as a function from F 2 n to itself and, therefore admits a unique univariate polynomial representation, which can be represented in the form T r n m (
is the trace function from F 2 n to F 2 m (but without uniqueness if we do not add restrictions on the polynomial inside the brackets).
Given a Boolean function f :
Definition 1 (Walsh Hadamard transform). The Walsh Hadamard transform of f :
Definition 2 (Annihilator [13] ). Let H be a subset of F n 2 , any function g : F n 2 → F 2 of the set I(H) = {g = 0, g(x) = 0, ∀x ∈ H}, is called an annihilator of H.
Given an (n, m)−vectorial function F in univariate form, with m divides n, we shall use the following definition of annihilators of F : Definition 3. [8] . The Boolean function g = 0 is an annihilator of
In [1] Armknecht and Krause have introduced the algebraic immunity of (n, m)-functions and gave the following definition.
Definition 4 (Algebraic immunity [1]). Let F be an (n, m)-function. The algebraic immunity of F is defined as follows
We denote by LDA(F ) the lowest algebraic degree of nonzero annihilators of F . For more about Boolean and vectorial functions, we send the reader to the excellent chapters [3, 4] .
Linear binary sequences and spectral immunity
A binary sequence s = (s t ) t≥0 is called linear recurring sequence of order n over F 2 , if the sequence satisfies
where n is a positive integer, t ≥ 0 and h 0 , · · · , h n−1 ∈ F 2 . The initial state vector is the state vector s 0 = (s 0 , s 1 , · · · , s n ). The sequence s is generated with the characteristic polynomial
If h(x) is with the least degree, then it is called the minimal polynomial of s and its degree is the linear complexity of the sequence and is denoted by lc(s). If there exists a positive integer T such that s t+T = s t , then the sequence is called periodic of period T . 
lc(a).
A filter generator is a key-stream generator composed of one LFSR. If z t is the sequence generated the filter generator, then the output sequence is given by
Cyclic codes
In following we recall some basic notations and definitions on cyclic codes.
Definition 7. (Cyclic codes)
Let A i denote the number of codewords in C with Hamming weight i. The weight distribution of C is the sequence the (A 1 , A 2 , · · · , A n ) and the weight enumerator is defined by
The dual code C ⊥ of a cyclic code C is the cyclic code defined by
where v · c is the usual inner product
Let S be a subset of F 2 n , let C(S) be the set of all tuples (
is a cyclic code of length 2 n − 1.
The generator polynomial g(x) of a cyclic code C is a factor of x n − 1 in F 2 n [x] and every codeword in the code can be expressed as a multiple of g.
The defining set of the cyclic code C is the set {i ∈ Z, g(α i ) = 0}. For more about cyclic codes, we send the reader to the excellent book [17] .
Vectorial functions and cyclic codes in the context of algebraic attacks
In this section we shall extend the results of [15] to (n, m)-functions and we give bounds on the algebraic immunity and the spectral immunity of those functions.
Algebraic immunity of vectorial functions and cyclic codes
In [15] Rønjom and Helleseth gave a connection between Boolean functions and certain 2 n −ary cyclic codes and then related the problem of the estimation of the algebraic immunity to the low-weight height codewords in cyclic codes. We recall that the weight height of a polynomial g is defined to be
where wt(i) is the Hamming weight of the vector i, defined as the number of its nonzero entries (see [15] ).
The next result shows that any annihilator of a Boolean function f belongs to certain 2 n −ary cyclic code of length 2 n − 1 and gives an estimation of Al(f ).
Theorem 8. [15] Let f be a Boolean function in univariate form, any annihilator of f belongs to the 2 n -ary cyclic code with generator polynomial G f such that
G f = gcd(f (x) + 1, x 2 n −1 + 1).
The algebraic immunity of f is equal to the minimal weight-height of a codeword
c i x i in the cyclic codes generated by G f and G 1+f .
In following we extend Theorem 8 to (n, m)-functions and derive a direct link between (n, m)-functions and 2 n −ary cyclic codes. Theorem 9. Let F be an (n, m)-function given in its univariate representation. Then any annihilator of F belongs to the 2 n -ary cyclic code with generator polynomial G F given by
Proof. Let g be an annihilator of F such that g(x)F (x) = 0 for all x ∈ F 2 n . This holds for any x ∈ F * 2 n and we obtain
where α is a primitive element of F 2 n , then
Since that F 2 n (x) = F (x) mod (x 2 n −1 + 1)
is a codeword of the 2 n −ary cyclic code with generator polynomial G F .
The following lemma describes the set of zeros of the cyclic with generator polynomial G F given by (3) in Theorem 9. a i x i be an annihilator of F , then there exist b ∈ F 2 m such that g(x) = 0 for every x ∈ F −1 (b). Since g is associated to a codeword of the code generated by G F , then for x = 0,
a j+1 x j = 0. Thus it holds for every codeword of the cyclic code.
An immediate result from Theorem 9 is the following. Proof. Suppose g ∈ AN (F ) with algebraic degree equal to the algebraic immunity of F . Then by Theorem 9, g is associated to a codeword (
Since that the degree of g is equal to max
wt 2 (j), then for all a j = 0, such that 0 ≤ j ≤ 2 n − 1), wt 2 (j) is equal to the weight-height of g.
Bound on the algebraic immunity of vectorial functions
In [22] , the authors gave the following lower bound on the LDA(f ) by studying the properties of the 2 n −ary cyclic codes C(supp(f )).
Theorem 12. ([22]) Let
where e is the lowest positive integer such that
The next result is an extension of Theorem 12 providing a bound on the algebraic immunity of (n, m)-functions. (ii) If e is the lowest positive integer such that verifying
Proof. Let g(x) = Hence c is the null codeword which prove that any annihilator of F is of algebraic degree at least e + 1. For the (ii) part, suppose that e is the smallest integer such that 
Spectral immunity of vectorial functions
In the following we give a relation between the spectral immunity and algebraic immunity of an (n, m)-vectorial function F and the weight of C(F −1 (b)) b∈F 2 m . Let x ∈ F 2 n be the initial state, then the filter generator produce the key-stream z t , which is a sequence over F n 2 , such that z t = F (xα t ) for t = 0, 1, · · · . Let g be a Boolean function in univariate form, so that g(xα t ) = u t is an annihilator of z t . According to Definition 6, the spectral immunity of z t is the lowest linear complexity of u t which is the number of nonzero coefficients in
Theorem 14. Let F be an (n, m)-functions function given in its univariate representation. Then under the hypothesis of Theorem 9, the following hold (i) The spectral immunity of F is equal to the minimal weight of the 2 n −ary cyclic code with generator polynomial G F . (ii) The relation between the spectral immunity and the algebraic immunity of F is given by the following inequality
Proof. By definition, the algebraic immunity of an (n, m)-functions function is the lowest algebraic degree of its nonzero annihilator g. Let g(x) = 
The algebraic complement of vectorial functions
In this section, we present a generalization of the notion of algebraic complement to (n, m)-functions. Next we give a bound on the lowest algebraic degree annihilator of F c .
We start by giving some results about the algebraic complement of Boolean functions.
The algebraic complement of Boolean functions
In [28] , the authors extended the concept of algebraic immunity of Boolean function f and then introduced the notion of algebraic complement f c as given in the following definition Definition 15. [28] Given a Boolean function f on F n 2 , we define an algebraic complement of f , denoted by f c , as the function that contains all monomials x a 1 1 , · · · , x an n , where each a j ∈ F 2 , that are not in ANF of the function f . That is any pair of functions (f, f c ) does not have any monomials in common.
In [26] and [28] the authors have exhibited some properties of the algebraic complement
2 . Then, they have shown that f (x)∆(x) = 0 for f (0) = 0 and f (x)∆(x) = ∆(x) for f (0) = 1. Moreover, they have proved that function f c satisfies f c = f + ∆ (noted that f c (x) = f (x) for all x ∈ F n 2 \ {0}). The next proposition gives an explicit relationship between AN (f ) and AN (f c ).
Proposition 16. [26] Let f be a Boolean function such that f
(0) = 1 then AN (f c ) = AN (f ) ∪ AN (f ) c .
The algebraic complement of vectorial functions
The notion of algebraic complement can be extended to (n, m)-functions as follows. In the following, we give some properties of F c as well as a relationship between AN (F ) and AN (F c ).
From [28, Lemma 2] we have for all
The proof is completed.
We recall that a Boolean function g is said to be an annihilator of F if there exists
In the following we give a relation between F −1 (b) and (F c ) −1 (b).
Lemma 19. Let F be an (n, m)-function and F c its algebraic complement, the following results hold
(i) If 0 ∈ F −1 (b) then (F c ) −1 (b) = F −1 (b) ∩ F n 2 \ {0}. (ii) If 0 / ∈ F −1 (b) then (F c ) −1 (b) = F −1 (b) ∪ {0}. (iii) If 0 / ∈ F −1 (b) and 0 / ∈ (F c ) −1 (b) then F −1 (b) = (F c ) −1 (b). Proof. Let g ∈ AN (F ), g(x) = 0 for all x ∈ F −1 (b). From [28, Lemma 2, item 1] we have f i (x) = f c i (x) for a nonzero x ∈ F n 2 , thus (F c ) −1 (b) = F −1 (b) for all nonzero a ∈ F n 2 . Let 0 ∈ F −1 (b), then 0 / ∈ (F c ) −1 (b), therefore (F c ) −1 (b) = F −1 (b) ∩ F n 2 \ {0}. Let 0 / ∈ F −1 (b), then 0 ∈ (F c ) −1 (b), therefore (F c ) −1 (b) = F −1 (b) ∪ {0}.
Lemma 20. Let g ∈ AN (F ), with the previous notations set AN (F )
since that g c takes the same value of g for all nonzero x ∈ F n 2 and the value 0 for
The relation between the annihilators of the (n, m)-function F and the annihilators of its Algebraic complement is given by the following theorem.
Theorem 21. Let F be an (n, m)-function and F c its algebraic complement, then
. We prove item (ii) of the Theorem in same way as item (i).
, which completes the proof.
On the lowest algebraic degree of nonzero annihilators of Boolean and vectorial functions
In this subsection, we are firstly interested on the lowest algebraic degree of nonzero annihilators of Boolean functions. Let α be a primitive element of F 2 n , we define the set of t consecutive zeros of C(supp(f )) by V (α, l, t) = {α l , α l+1 , . . . , α l+t−1 }.
Theorem 22.
[17] Let α be a primitive element of F 2 n and let r, k and t be non-negative integers, m a positive integer relatively prime to n. Let C ⊂ F 2 n a cyclic code having α r , α r+1 , . . . , α r+t−1 , α r+m , α r+m+1 , . . . , α r+m+t−1 , . . . ,  α r+km , α r+km+1 , . . . , α r+km+t−1 . Then the minimum distance of C δ is greater then t + k.
In [23] , the following result was proved. In following we give a lower bound for LDA(1 + f ), where f is defined as in Theorem 23.
Theorem 24. Let f : F 2 n → F 2 be a Boolean function, let l, k and δ be positive integers, m be a positive integer relatively prime to n.
(ii) LDA(1+f ) ≥ e−1, where e is the smallest possible positive integer such that
Proof. Let f be a Boolean function and C(supp(f )) the cyclic code with generator polynomial G f . 
5 Further properties of the cyclic C(F −1 (b)) b∈F 2 m associate to the vectorial function F In this section we firstly prove that the constructed cyclic code C(F −1 (b)) b∈F 2 m is a linear code with complementary dual (abbreviated LCD). Recall that LCD codes are linear codes whose intersection with their dual are trivial [19] . When they are binary, they play an important role in armoring implementations against side-channel attacks and fault injection attacks [7] . In following, we recall some basic results on LCD cyclic codes [18] . (ii) C is generated by the self-reciprocal polynomial G(x).
As shown in Theorem 9, for certain b ∈ F m 2 , the annihilators of an (n, m)-function in univariate form belong to the 2 n −ary cyclic code C(F −1 (b)) b∈F 2 m with generator polynomial G F . Let C ⊥ be the dual of C(F −1 (b)) b∈F 2 m . Then we can deduce easily the generator polynomial of C ⊥ .
Corollary 29.
The dual code C ⊥ of the cyclic code C(F −1 (b)) b∈F 2 m is generated by the polynomial
In other words, the generator polynomial of C ⊥ is the reciprocal polynomial of G(x). By definition, the zeros of C ⊥ are the inverses of the non zeros of C(F −1 (b)) b∈F 2 m , so from Lemma 10, are the inverses of the elements of zero of F .
In the following, we present the parameters of the LCD C(F −1 (b)) b∈F 2 m code.
Theorem 30. For a given b ∈ F 2 m , C(F −1 (b)) b∈F 2 m is an LCD cyclic code with parameters
Proof. Let β i (β i be a primitive element of F 2 n ) be a zero of G(x), then β 
Since the set of annihilators of an (n, m)-function containing the annihilators of its algebraic complement (the inverse is true), then we give the link between the cyclic codes associated to F and F c as follows.
Link between
Let F be an (n, m)-function in univariate form and F c be its algebraic complement. In the following we give a relation between C(F −1 (b)) b∈F 2 m and C((
Proof. Let 0 ∈ F −1 (b), which means that 0 / ∈ (F c ) −1 (b ′ ). Since F c (x) = F (x) for all to a codeword (a 1 , . . . , a 2 n −1 ) of C(F −1 (b)) b∈F 2 m , then The non zeros weights of the LCD code associated to an (n, m)-function F are given as below. First, we recall that an upper bound on the algebraic immunity of (n, m)-functions was given in [1] in the next lemma. In the following, we give the non-zeros weights of the LCD code . If e = 0, the result is obvious.
Conclusions
In this paper a direct link between the annihilators of (n, m)-functions (in univariate form) and certain 2 n −ary cyclic codes was given. The knowledge of the minimum distance of those codes give rise to a lower bound on the algebraic immunity of the (n, m)-functions. Some properties of cyclic codes (whose generator polynomials were determined by vectorial functions) as well as their weight enumerator were given. Further, we gave a generalization and some properties of the so-called algebraic complement as well as a lower bound on the lowest algebraic degree of nonzero annihilators.
