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Using methods of combinatorial noncommutative ring theory, extension 
theorems are proved for radical, nil, and locally nilpotent algebras: to illustrate, just 
some special consequences. Each radical K-algebra can be embedded into a radical 
K-algebra which contains neither a nil nor a residually nilpotent nonzero ideal. 
Each nil (locally nilpotent) K-algebra can be embedded into a nil (locally nilpotent) 
K-algebra which has no nonzero ideal satisfying some polynomial identity. 
Moreover, embedding theorems are shown for nil K-algebras concerning the locally 
nilpotent ideals. n” 1985 Academic Press. Inc 
In the following, we always deal with associative, not necessarily com- 
mutative rings which need not contain a multiplicative unit element. In 
connection with algebras, A denotes a fixed commutative ring with unit 
and K a fixed field. A-Algebras are rings with a unitary left A-module struc- 
ture satisfying cc(xy) = (ax)y = x(cry). 
The starting point is a lemma which has its roots in Belyaev and Taitslin 
[ 1, p. 9.5, Lemma 21. It says that for each A-algebra A and each A-linear 
mapping $: A -+ A there exists a A-algebra B extending A with elements 
U, v E B such that q(a) = uav for all a E A. An easy consequence is a result 
due to Bokut’ [2]. He proved in 1963 that every K-algebra may be embed- 
ded into a simple one, even into one in which for given elements a, b with 
a # 0 the equation b = uuu is always solvable. Meanwhile, stronger results 
for K-algebras have been shown in [3]. 
A corresponding discussion concerning A-algebras is contained in a joint 
paper with Eklof [18]. In this article our interest is focused in a different 
direction. 
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Freiburg. 
’ Current address: Carl-Maria-v.-Weber 1, D-7800 Freiburg, West Germany. 
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While the basic definitions and underlying constructions are presented in 
the first section, the second is concerned with radical K-algebras (in the 
sense of Jacobson). In 1961 Sasiada (see [ 163) found a simple radical ring 
R (i.e., R2 # (0) and R has no ideals different from (0) R). Bokut’s result 
raises the question whether every radical K-algebra may be embedded into 
a simple radical K-algebra. Cohn [6] answered it for radical K-subalgebras 
of division rings, but in general no solution is known. This problem has 
motivated our investigations. Under additional assumptions we prove, 
within the scope of radical algebras, a lemma corresponding to the men- 
tioned lemma of Belyaev and Taitslin. The following theorem gives an 
insight into the consequences. 
THEOREM A. Every radical K-algebra can be embedded into a radical K- 
algebra A such that: 
(i) A contains no nonzero ideal satisfying polynomial identities (see 
Proposition 2.10 for a precise formulation). 
(ii) A has no nonzero nil ideal. In other words, the nil radical in the 
sense of Koethe is zero. 
(iii) A has no nonzero residually nilpotent ideal. 
Besides the Jacobson radical other radicals like the locally nilpotent 
(Levitzki) and the nil radical (Koethe, Baer) have been employed to 
analyse the structure of rings and algebras (see, e.g., Szasz [ 171). Now the 
“radical” rings are exactly the locally nilpotent and the nil rings which are 
discussed in our final section. As in the preceding section, but adapted to 
the new situation, we carry out our constructions. Again we give an insight 
into the consequences. For a natural number m 3 1, we mean by m- 
nilpotent that each m-generated subalgebra is nilpotent. Note that l- 
nilpotent is equivalent to nil. 
THEOREM B. Every locally nilpotent (m-nilpotent) K-algebra can be 
embedded into a locally nilpotent (m-nilpotent) K-algebra A such that. 
(i) A contains no nonzero ideal satisfying a polynomial identity (see 
Proposition 3.6 for a precise formulation). 
(ii) A has no nonzero nil ideal of bounded index of nilpotency. In par- 
ticular, the Baer lower nil radical is zero. 
There is no simple locally nilpotent ring (see Divinsky [7, p. 132, 
Theorem 551) and up to now the existence of simple nil rings is neither 
proved nor disproved. If it were possible to embed every radical K-algebra 
into a simple one, several results in the second section, e.g., Theorem A, 
would no longer be of interest. But within the scope of all locally nilpotent 
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or all nil K-algebras such an embedding theorem is impossible or extremely 
unlikely, respectively. 
In 1964 Golod [9] succeeded in constructing nil K-algebras which are 
not locally nilpotent. Our construction leading to Theorem B does not 
recognize the borderline between locally nilpotent and nil. But a com- 
bination with Golod’s ideas yields embedding theorems for nil K-algebras 
concerning the properties of the locally nilpotent ideals, for example: 
THEOREM C. Every Mil K-algehru can he embedded into a rzil K-algebra 
whose local[v nilpotent ideals are totally ordered by inclusion. 
Frequently, we use “existentially closed” and “existentially universal” 
structures. We define them algebraically (see Sect l), and nothing of the 
model-theoretic background is employed. Actually, in the several-men- 
tioned classes, theorems about these structures are proved. The consequen- 
ces are purely algebraic embedding results, e.g., Theorem A, B, and C, 
including cardinality bounds. 
1. PRELIMINARY CONSTRUCTIONS 
In the following, [Xl, denotes the d-submodule, (X), the d-sub- 
algebra generated by a set X, and (X)” the ideal generated by X in a ring 
or algebra A. d(X) , denotes the free noncommutative d-algebra over X. 
Since we do not require unit elements, the members of d(X), have no 
constant terms. If we include those noncommutative polynomials with con- 
stants from d, we write d(X). iV, tQ, denote the natural numbers 
excluding, including zero. 
Now, we are heading for the mentioned lemma which is based on ideas 
of Belyaev and Taitslin. Since their argumentation is not suitable for 
generalizations to radical, nil and locally nilpotent algebras, we proceed in 
a slightly different way. 
Let A be an arbitrary d-algebra and X be some nonempty set disjoint 
from A. We form A(X):= A*d(X), as a free product of d-algebras. A(X) 
is just the extension of A obtained by adjoining the indeterminates x E X 
(see Cohn [S, p. 187, Ex. 81) or the equivalent for skew fields in Hirschfeld 
and Wheeler [ 11, p. 2231. The elements of A(X) may be represented by 
finite sums of monomials ic, c, with r E N, i Ed - (0) and C;E A u X 
such that C,E A, i< r implies c,,. , E X. Let M,(A, X) denote the set of these 
monomials. 
LEMMA 1.1. Let A be a A-algebra and Ic/: A + A u A-linear mapping. Let 
z~d(AuX), (A as a set) with z = 0 in A(X). If u, v are distinct elements 
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from X and tf in the individual monomials of z each occurring subword 
ua, ‘. ’ a,v with 1 6 n E N and a, ,..., a,, E A is replaced by $(a, x . . . x a,,), the 
value of the total sum remains zero in A(X). 
Proof Since the idea is already impiicitely contained in the argumen- 
tation of [ 1, p. 951, we merely give a short sketch. 
To avoid confusion we write in A( A u X), the symbol ra] instead of 
aEA. Defining Rel:= (rc]-ra]-rb](a, 6, CEA with a+b=c)u 
{~~l-r~lrblla~~~ CGA with a.b=c)u{rc]-Arb]]b,cEA, LEA with 
1b=c} we have A(X)=A*A(X),=A(AuX),/(Rel). 
Let us start with some z E A( A u X), such that z E (Rel). Hence z has 
the form 
(#I z=Cy=, liw,r,W, with r,E Rel, ,4i~ A, and the wi, W, are 
(possibly empty) semigroup words in A u X. (# ) is an equation in 
A( A u X), , and by multiplying the right-hand side into a linear com- 
bination of semigroup words, we do not change this equality. In the 
individual monomials of both sides we can now replace each occurring sub- 
word ura,J...ral,,v by [$(a, x ... ~a,,)]. Analysing what may happen 
with the iViw,rju’; and using that $: A -+ A is A-linear, we realize that the 
right-hand side and therefore as well the left-hand side remain in (Rel). 1 
LEMMA 1.2 (see Belyaev and Taitslin [ 1, p. 951). Let A be a A-algebra 
and $: A + A a A-linear mapping. Then there exists a A-algebra B extending 
A with u, v E B such that $(a) = uav for all a E A. 
Proof Pick new symbols U, v and let J be the ideal generated by 
{$(a) - uav 1 aE A} in the A-algebra A(u, v). In B:= A(u, v)/J we have 
$(a) = uav for all a E A. But is B an extension of A? To show that, we have 
to verify A n J= (0). 
Let us start with some c E A n J. The membership of c in J yields: 
(#I C= i; (n,M’k~(ak)Wk-~kwkuakvWR) 
k=l 
with ak E A, ~~~ A, and each of the wk, Gk is a monomial from 
M,(A, (u, v}) or the empty word. This is an equation in A(u, v). Now we 
can apply Lemma 1.1 to ( # ), or better, to the difference of the two sides. 
Since c E A, we are able to change on the right-hand side of ( # ) each 
occurring subword udv with dE A to $(d), without altering the total value 
in A(u, v). We make the same changes in the resulting linear combination, 
and so on. After finitely many steps (we could have 
z4m$(a)v”-uu”+‘av”+‘!) we arrive at a linear combination whose sum- 
mands cancel each other out. Therefore c = 0 and the lemma is verified. 1 
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Using a set of new symbols, the proof of Lemma 1.2 straightforwardly 
transfers to the following: 
LEMMA 1.3. Let A be a A-algebra and { $a : A + A 1 CI E I} a family of A- 
linear mappings. Then there exists a A-algebra B extending A with a family 
{u,, v,) CI E I} of elements from B such that till(a) = u,av, for all a E A and 
cf E I. 
As mentioned at the end of the Introduction, we frequently use the 
expressions algebraically closed (a.c.), existentially closed (ec.), and existen- 
tially universal (e.u.). In literature the closed is sometimes replaced by com- 
plete. These expressions, which have been motivated by the class of fields, 
are defined in detail for arbitrary classes of structures in Hirschfeld and 
Wheeler [ 111 and in Eklof [S]. For classes consisting of A-algebras, we 
can easily describe them algebraically. 
An equation over a A-algebra A (resp. inequation over A) is a term of 
the form f = 0 (resp. f  # 0), where f  E A(X) for some finite set of variables X. 
A set of equations and inequations over A has a solution in A if every 
variable can be assigned an element of A such that all equations and 
inequations become true in A. 
If A is a A-subalgebra of B, we call A ac. (resp. e.c.) in B if every finite 
set of equations (resp. equations and inequations) over A which has a 
solution in B also has a solution in A. A is called e.u. in B if the 
corresponding holds for every family of finite sets of equations and 
inequations such that the entire family contains only finitely many different 
constants from A and only finitely many variables occur in more than one 
of the finite sets. 
Now let ‘%II be a class of A-algebras, e.g., all nil A-algebras. Let A E (m. 
We say A is a.c. (resp. e.c., e.u.) in m if A is a.c. (resp. e.c., e.u.) in every 
BE $YJI which is a A-algebra extension of A. By a union of chains argument 
one may prove: 
Remark 1.4 (Hirschfeld and Wheeler [ 11, Proposition 1.3 and 1.15, pp. 
19 and 311). Let ‘35 be an inductive class of A-algebras (i.e., YJI is closed 
under unions of chains). Every A E YJI can be embedded as a subalgebra of 
a B which is e.c. in 9X, even as a subalgebra of a C which is e.u. in mm. 
For the classes discussed in this paper, there are cardinality bounds con- 
cerning the algebras of the preceding remark: 
IBI dmax{lAl, IAl, hi and ICI <max{ IA(, 2max(‘d’.Eloi}. 
These bounds indicate how tight our embedding theorems are. 
To complete this section and to introduce later argumentations, we 
prove Bokut’s theorem. 
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THEOREM 1.5 (Bokut’ [2]). Let K be a field and A an e.c. K-algebra. Then 
A is simple, even for every a, b E A with a # 0 there are u, v E A such that 
b = uav. 
Proof: Considered as a K-vector space, A splits into some direct sum 
A= [aIKe U. Define the K-linear map $: A -+ A by Il/(la):= I*b and 
$ YU = 0. Applying Lemma 1.2, we get a K-algebra B extending A and con- 
taining elements U, v such that $(d) = UdV for all de A. Consequently 
b = $(a) = tiac, and B contains a solution U, V for the equation b - xay = 0. 
Since A is e.c. and a subalgebra of B, there are U, v E A such that b = uav. In 
particular, A is simple since AZ # (0). 1 
2. RADICAL ALGEBRAS 
An arbitrary ring R is always a semigroup under the operation 
a 0 6: = a + b - ab. The ring R is called radical if (R, 0, 0) forms a group or 
equivalent R coincides with its Jacobson radical J(R). An inverse with 
respect to 0 is called quasi-inverse and is denoted by a*. 
In the Introduction we already mentioned the motivations and aims of 
this section. First, we need the possibility to adjoin indeterminates within 
the class of radical d-algebras. For this purpose we extend the polynomial 
algebra A(X) to a power series algebra A((X)). 
At the beginning of Section 1 we defined for a A-algebra A and a non- 
empty set X disjoint from A the extension A(X) whose elements may be 
represented by finite sums of monomials belonging to M,,(A, X). For each 
w = AC, ... c,. in M,(A, X) we denote by degree(w) the number of factors 
ci E X, with the exception degree(w): = co if w = 0 in A(X). This definition of 
degree(w) is unambiguous as a formal proof based on the representation 
A(X) = A( A u X) ,/(Rel) (see proof of Lemma 1.1) would show. Going 
further in this direction, normal form theorems for A(X) could be made 
available. 
For a nonnegative integer m let A(X),,, be the set of all finite sums of 
monomials from M,(A, X) whose degrees are equal to m (including the 
empty sum), i.e., the set of all homogeneous polynomials of degree m 
belonging to A(X). Note that A(X),,, = A. 
As A-modules we have A(X)= @,a0 A(X)(,,, and additionally we 
know A(X),,, A(X),,,, c A(X),,+,,,. Now we formally define 
and turn this set into a A-algebra defining addition, scalar multiplication 
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summand by summand and using the ordinary Cauchy product. Let 
A( (X)), denote the subset of A((X)) which consists of all power series 
without constant terms, i.e., terms a E A. Obviously A((X)), II A((X)) and 
A f- A( = (0). 
Let 0 fz E ,4((X)) and consequently z = zz=,, a, with a, E A(X),,, for 
m >, m, and a,, #O. Then we define 11~11:= exp( -m,). Additionally let 
llOl/:= 0. Tf A is a field (trivially valued), then II.11 is a nonarchimedian 
norm which transforms A((X)) into a Banach algebra. For an arbitrary A 
we can still define the ultrametric ci(z, Z):= /(z -211 and the following 
topological considerations hold. A helpful reference is the book of Narici, 
Beckenstein, and Bachman [ 151. Since our space is nonarchimedian and 
complete, for a sequence {z,,) in A( (X)), the existence of the limes 
x,7=, z,: = lim, _ r CT=, z,, is equivalent to lim, _ ,~ z,, = 0. The topology 
induced by II.11 will be called the power series topology. 
PROPOSITION 2.1. Let A he an arbitrary A-algebra. Then A( (X)), is a 
rudical A-algebra and J( A (( X)) ) = J( A ) + A( (X)) , us a sum of subrings. 
Proof: Let ZE A((X)), and therefore llzll = exp( -m) with 1 <m 6 CD. 
Consequently, the term ~Iz~II < IlzIl’ = exp( -mn) converges to zero for 
n + co. As mentioned, this implies the existence of the series 
z*= -c,:=,z ‘I in A( (X)), Hence z has a quasi-inverse. Finally, A((X)), 
must be radical. 
The equation concerning the Jacobson radical of A((X)) is a 
straightforward consequence of the following basic fact (see McCoy 
[ 14, p. 121, exercise 7; p. 149, solution]): If I is an ideal in the algebra R 
such that IcJ(R), then J(R/Z)=J(R)/Z. 1 
COROLLARY 2.2. For every radical A-algebra A, the extension A((X)) is 
radical as knell. 
COROLLARY 2.3. The center of an e.c. radical A-algebra equals (0). 
Proof: Let A be an e.c. radical A-algebra and 0 #a E A. Pick a new 
symbol t. Then, A((t)) is a radical A-algebra extending A and at # ta. 1 
Corollary 2.2 enables us to adjoin indeterminates within the radical A- 
algebras. Having Bokut’s result in mind (Theorem 1.5), we look for an 
extension construction as in Lemma 1.2 but for radical algebras. For the 
rest of this section, we deal with K-algebras over some fixed field K. 
Let A be some radical K-algebra and a, b E A such that a # 0. As in Sec- 
tion 1, we pick new symbols U, u and let J be the ideal generated by 
{b- UUU} in the radical K-algebra A((u, v)). If we could prove that 
A A J= (0) always holds, then we would finally get the following result: 
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“Every e.c. radical K-algebra is simple, even for each pair of elements a, h 
with a # 0 the equation b = uav is solvable.” 
In view of Sasiada’s and Cohn’s construction of a simple radical ring in 
[16], the answer might be positive. Note that for locally nilpotent and 
even for nil K-algebras such a result is impossible. 
Assume, N is a nil K-algebra having the property in quotation marks. 
Take any a, b E N- {0}, and there must be U, v, W, z E N such that b = uav 
and a = wbz. Then, b = uuv = uwbzv = . ‘. = (uw)“b(zv)” for all natural 
numbers n. Since N is nil, we get b = 0, contradiction! However, our con- 
structions work in all mentioned classes. 
Let us return to the radical K-algebra A and the ideal J generated by 
{b - UUV} in A((u, v)). During the proof of Lemma 1.2 we used replacement 
operations applied to polynomials. But they may not be automatically 
adopted for power series. First, it is possibly insufficient to employ these 
replacements finitely many times. Second, changing udv into $(d) can 
transform power series into undefined infinite sums in A, e.g., C,“=, (udv)’ 
into “x:p”= 1 Ii/(d)‘?.” If this could be managed, by using additional 
assumptions, we would have even verified A A J= (0) concerning the power 
series topology. Now, we realize that in view of 7 the mentioned difficulties 
actually lead to collapses. 
First, let a E (b)A, i.e., a = C;= 1 i,ujbSi with Ai E K, and each of the ai, U, 
is an element of A or the empty word. Then in A((u, u)), modulo the ideal 
J generated by {b - uuv}, we have 
b=uuv= i Qqba;v= i ~;uu,uuv~r~v 
1=1 i=l 
= . . . = i 
I, ,...,i, = 1 
A;,-.A,m( fi (uui,)uuv h (i&,v)) =:b, 
r= I i-=m 
for each m. In other words b-b, E J, and we note that the sequence (b,} 
converges in the power series topology to zero. Therefore b E A n .i. For 
b # 0, the only interesting case, we know A n J# (0). 
Second, let 0 # CE A and let {c,} be a sequence in A such that c = ci b, 
cl = cZb,..., c,- 1 = c,b,..., and so on. Defining (uuv)’ as the empty word and 
co := c, we have the following “telescope sum”: 
c= f (c,-I(uuv)“-l-cc,(uuv)“)= f c,(b-uuv)(uav)“~’ 
n=l n=l 
= lim $ c,(b--uuv)(uuu)“~‘~(b-uuv)=I 
m-cc n=] 
Hence 0 # c E A n.7. The situation we assumed really occurs. Our quite 
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general example envolving a nonstandard construction will be useful later. 
Let A be some radical K-algebra and b E A such that b is not nilpotent. 
Then we choose a free ultrafilter F over N and form the radical K-algebra 
D:= AN/F as an ultrapower. Modulo the identification a z (a, a, a,...), this 
ultrapower is an extension of A (in fact, even an elementary one). Since F is 
a free ultrafilter, in D the element c: = (b, b2,..., h”,...) is nonzero and a 
suitable sequence may be found in c,, = (a,,, ,..., anrl, 6, b2 ,..., b” ,...) with 
arbitrary ah E A. 
If in addition A is e.u., our construction and a suitable family of finite 
sets of equations yield the following remark: 
Remark 2.4. Let A be an e.u. radical K-algebra and b a non-nilpotent 
element of A. Then there exists a nonzero c E A such that for each natural 
number n 3 1, we can find an element d,, E A with c = b” d, and 
b d, = d,, h. 
Corresponding to Lemma 1.2, we now state a lemma for radical K- 
algebras. By means of auxiliary assumptions we avoid the mentioned dif- 
ficulties. 
LEMMA 2.5. Let A be a radical K-algebra and a, b E A. Moreover, let the 
ideal (b)A be residuully nilpotent, i.e. n ,,t .(b)” = (0), and let a $ (b)A. Then 
there exists a radical K-algebra B extending A with u, v E B such that 
b = uuv. 
ProojI Pick new symbols u, v and let J be the ideal generated by 
{b - UUV} in the radical K-algebra A((u, v)). Now it is sufficient to verify 
A n J= (0) since then B:= A((u, v))/J is the desired extension of A. Let 
c E A n J. The membership in J yields: 
c= i; pLkzk(b-uuv)z, 
k=l 
with pk E K, and each of the zk, 2, is a power series from A((u, 0)) or the 
empty word. Next, we multiply to a power series in A((u, v)) and get the 
following equation: 
(#) c= 1 (A,w;bC,-i,w,uuvw,) 
itrm 
with Aim K, and each of the wi, Wi is a monomial from M,(A, (u, v}) or the 
empty word. Since we are working with power series, we additionally know 
that for each natural number k 20, the set {if N I degree(w,) + 
degree(wi) = k} is finite (the empty word is given the degree 0). Note that 
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we could have started as well with some c E A n 7 (this complements the 
discussions preceding Remark 2.4). 
Since a $ (6)A, we may conclude that A is decomposable as a K-vec- 
torspace into some direct sum A = [aIKe (b)A @ 17. Let II/: A + A be the 
K-linear mapping defined by II/ T(hl~g U: = 0 and $(a) : = h. Of course, the 
image of II/ is [hlK. 
(# ) is an equation in A((u, u)), and for each fixed natural number 
m 3 1, the summands of degree m on the right-hand side must cancel each 
other out. Taking the sum of all constant terms (i.e., degrees equal zero) 
results in c. Therefore, if we take for a fixed natural number m’ 3 0 on the 
right-hand side all summands of degree <m’ and add them up, the result 
is c. 
Let n E N. Then we decompose (# ) into 
(T) c= c (i,w,bw,- liwiuauwi) 
it In 
+ 1 (Aiwjbwi- ~;wiuuuwj) 
rtN-I, 
with the finite set 1, : = {i E N 1 degree(w,) + degree(G,) d 2n}. 
In the partial sum over Z, each summand either has a degree 62n + 2 or 
vanishs (e.g., caused by some subproduct b. d= 0 or d. b = 0 with de A). 
Let s, ,..., s,, be all summands of degree <2n + 2 belonging to the partial 
sum over N - 1,. As we just considered, this implies: 
(e) c= C (,l,w,bw,- ~jwiuau~i) + i s,. 
iE I, j= , 
Now, we have arrived at a polynomial equation in A(u, u), and we are 
allowed to argue in the same way as during the proof of Lemma 1.2 (based 
on Lemma 1.1). On the right-hand side of (*) we change each occurring 
subword udu with dE A to $(d). In contrast to the proof of Lemma 1.2, this 
replacement operation is carried through only once. Then we cancel all 
summands which contain at least an u or a u. In view of A(u, u) this is 
equivalent to the cancelling of all monomials of degree 3 1. These 
manipulations did not change the total value c of (*). In doing so, what 
happens to the individual summands on the right-hand side? 
Let iEZ,. 
1. Cuse. The two subwords wi, Wi have the form wi = . . ue, W, = fv . . , 
where each of the e, f is an element of A or the empty word. Since 
ebf E (b)A, we have $(ebf) = 0. Consequently, our replacement operation 
transforms the monomial w,bW, = . . . uebfu . . . to zero. Meanwhile, wjuuuW, 
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is transformed to a monomial containing U, u. Therefore it is canceled sub- 
sequently. 
2. Case. The two subwords wi, Wi do not have the form described in 
the first case. Because of $(a) = b the replacement operation changes 
iiwibWi and -1,w,uauG, into two terms which neutralize each other. 
Let j be a natural number between 1 and r’. 
1. Case. The replacement operation transforms s, into a monomial 
which contains a u or a u. Then it is canceled subsequently. 
2. Case. The replacement operation transforms sj into a monomial 
which contains neither a u nor a u. The monomial s, itself has degree 
62n + 2 and additionally belongs to the partial sum over N - I,, in (7). 
Therefore 2n < degree(sj) < 2(n + 1). Since the changing of all occurring 
subwords of kind udu into Ii/(d) was carried through only once and since 
the result contains neither u nor u, the monomial s, itself must have the 
following form: 
s,=ia,ud,ua,ud,ua,...a,,+,ud,+,ua,+, 
with ,? E K, d, E A, and each of the aq is an element of A or the empty word. 
Since $(d,) = 6,b for some 6, E K, the replacement operation results in 
16, “‘d,,, a,ba,ba,...a,+,ba,+,E(b)“+‘. 
If we summarize all that happens to the terms on the right hand side of 
(*) during replacing and cancelling, the outcome is c E (b)“+ ‘. Since n E N 
was arbitrary, we find CE n,, N(b)m= (0). 
Therefore, we finally get A n J= (0) and the lemma is verified. 1 
Next, we note a useful generalization of this lemma and sketch the proof. 
LEMMA 2.6. Let A be a radical K-algebra and a, ,..., a,, b, ,..., b, E A. 
Moreover, let the ideal (b, ,..., b,)A be residually nilpotent and let 
a, ,..., a,,, 4 (b, ,..., b,,,)A. Then there exists a radical K-algebra B extending A 
with u, ,..., u,, v, ,..., v, E B such that hi = u,a,u, for j = I,..., m. 
Sketch of Proof Pick new symbols u ,,..., u,, vi ,..., v, and let J be the 
ideal generated by {b, - u,ajvjlj= l,..., m} in the radical K-algebra 
A((li, 6)). Again, it is sufficient to verify A n J= (0). 
Let c E A n J. First we use the fact that c is a member of J. Then we mul- 
tiply to a power series in A((ti, 6)) and get an equation similar to (# ) in 
the proof of the preceding lemma. 
For eachje {l,..., m} we can decompose A as a K-vectorspace into some 
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direct sum A = [Q,]~@ (hr,..., !I,)~ 0 U,. Let rjj: A --+ A be the K-linear 
mapping defined by $jru,,,...,h,,ABU,:= 0 and $i(aj):= 6,. 
Now we are able to argue analogously to the proof of Lemma 2.5. Dur- 
ing our replacement operation, for each Jo {l,..., m}, we change every 
occurring subword ujdvj with dE A to $,(d). 1 
COROLLARY 2.7. Let A be an a.c. radical K-algebra. 
(a) Zf J is a residually nilpotent ideal of A and a E A -J, then JC (a)A. 
(b) The inclusion relation totally orders the residually nilpotent ideals 
ofA. 
(c) Finitely generated, residually nilpotent ideals of A are principal 
ideals. 
Proof: (a) Let J be a residually nilpotent ideal of A and a E A -J. 
Now, let b be an arbitrary element of J. Since (b)A G J, we know a$ (b)A 
and that (b)A is residually nilpotent. We use Lemma 2.5 and the fact that A 
is a.c. and get two elements U, v E A such that b = uav E (a)“. 
(b) Let Z, J be residually nilpotent ideals of A with Z @ J, i.e., there is 
an a E Z such that a 4 J. Now part a) implies J E (a)” E I. 
(c) Let (b,,..., b,)A be residually nilpotent. Then the principal ideals 
(b,)A,..., (b,)A are residually nilpotent as well. According to b), one of them, 
e.g., (b,)A, includes all the others. Therefore (b,,..., b,)A = (b,,$‘. 1 
Later we shall realize that each e.u. radical K-algebra contains no non- 
zero residually nilpotent ideal at all. Thus for those structures, the results of 
Corollary 2.7 are trivial. 
COROLLARY 2.8. Let A be a radical K-algebra and X be a nonempty set 
disjoint from A. We already defined A((X)),, the set of all power series in 
A((X)) without constant terms, i.e., terms a E A. Let a, ,..., a, E A - (0) and 
bl,..., b, E A((X)),. Then there exists a radical K-algebra B extending 
A((X)) with u1 ,..., u,, v1 ,..., v, E B such that 6, = ujajvj for j = l,..., m. 
Proof: We have A((X)), a A((X)), A n A((X)), = (0) and 
n nE rm (A((X)),)“= (0). Consequently, (b,,..., bm)A((X)) is a residually 
nilpotent ideal which does not contain the elements a,,..., a,,,. Therefore, we 
may apply Lemma 2.6 to A( (X)). 1 
This corollary has several consequences for the ideal structure of e.c. and 
e.u. radical K-algebras. 
PROPOSITION 2.9. Let A be an e.c. radical K-algebra. 
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(a) Let 0#u~A and O#p(x,,..., x,)~A(x ,,..., x,). Then there are 
d ,,..., d,,,E (a)” such that p(d, ,..., d,,,) #O in A. (In fact, ifp(x’) is not con- 
stunt, this polynomial takes infinitely many different values on (a)“.) 
(b) Let JgA and 0 #p(x ,,..., x,)~A(x ,,..., x,) such that 
p(d , ,..., d,) = 0 for all d, ,..., d,,, E J. Then J= (0). (Due to our definition of 
A(I), this includes P.I. ideals in the sense of Herstein [lo, p. 1531.) 
(c) A contains no nonzero nil ideal of bounded index of nilpotency. In 
particular, the Buer lower nil radical is zero. 
Proof. (a) Let t, ,..., t, be new symbols. According to Corollary 2.8, 
there is a radical K-algebra B? A(( t, ,..., t,)) 1 A with u, ,..., u,, vr ,..., v, E B 
such that ti = u,uv, for j = l,..., m. Additionally, we have p(t, ,..., t,) # 0 in 
A((t)) E B. Since A is e.c. in B, there are d,, Ui, Vie A such that 
P(d , ,..., d,) # 0 and d, = iilufiI for j = l,..., m, and we are done. Changing 
this argumentation slightly, we get the remark in brackets. 
(b) is a straightforward consequence of (a). 
(c) A nil ideal whose index of nilpotency is bounded by s satisfies the 
identity x’=O. Now (b) implies the desired result. 1 
For e.u. radical K-algebras, the consequences of Corollary 2.8 are con- 
siderably stronger. 
PROPOSITION 2.10. Let A be an ea. radical K-algebra. 
(a) Let A, be a ,finitely generated K-subalgebra of A, 
Q s A,(x, ,..., x,)- {0} and O# a E A. Then there are d, ,..., d, E (a)” such 
that p(d, ,..., d,) # 0 in A for all p(i) E Q. 
(b) Let Ja A. Moreover, let A, be a finitely generated K-subalgebra 
ofAundQrA,,(x,,...,x,)-(0) such that for all d, ,..., d, E J there exists a 
p(T) E Q with p(d, ,..., d,) = 0. Then J= (0). 
(c) A contains no nonzero nil ideal. In other words, the nil radical in 
the sense qf Koethe is zero. 
(d) A has no nonzero residually nilpotent ideal. 
Proof. (a) Completely analogous to the proof of Proposition 2.9(a). 
Instead of a finite set of equations and inequations we use the family 
t, = ujuv, for j = l,..., m and p(t, ,..., t,) # 0 for all p(i) E Q. 
(b) follows from (a). 
(c) Using Q:= { n] x n E N}, the result is a consequence of (b). 
(d) Let (0) # JgA, and because of (c), the ideal J is not nil. 
Therefore, we can find a non-nilpotent element b E J. Now Remark 2.4 
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gives us a nonzero c E A such that for each natural number n 2 1, there is 
an element d,, E A with c = b” . d,. Consequently, 0 # c E n,, N J”, and J is 
not residually nilpotent. 1 
To complete our discussion of radical K-algebras, a result of Cohn [6] 
should be mentioned. He considers the subclass of all radical K-algebras 
whose members may be embedded (as K-algebras) into suitable division 
rings Dz K. A consequence of his constructions is that if some algebra 
A # (0) is a.c. in his subclass, then it is already e.c. and simple, even two 
nonzero elements of A are always quasi-conjugated. 
3. NIL AND LOCALLY NILPOTENT ALGEBRAS 
During the Introduction we already discussed the main aims and some 
underlying ideas of this section. First, we adjoin nilpotent parts and are 
able to investigate the locally nilpotent and the r-nilpotent algebras 
simultaneously. For a natural number r 3 1, r-nilpotent means that each r- 
generated subalgebra is nilpotent. Note that 1-nilpotent is equivalent to nil. 
For an arbitrary A-algebra A and a nonempty set X disjoint from A, we 
defined the extension A(X). In Section 2 we enlarged it to the power series 
algebra A((X)). Now, we factorize it in a suitable way. 
For 1 d n E N, let I, be the ideal generated by {WE M,(A, X) 1 
degree(w) =n} in the A-algebra A(X), and as A-modules we have Z,, = 
OZ=, A(J3,,,. 
Let A(Xln):= A(X)/Z,, and A(X[n),:= A(X),/I, = Z,/I, is in A(Xln) a 
nilpotent ideal of index n such that A(XJn)/A(Xjn), 2 A. 
Since always A n Z, = (0), we are allowed to consider A(Xjn) as an exten- 
sion of A. The following well-known remark tells us which properties of 
nilpotency transfer from A to A(Xln). 
Remark 3.1. Let B be a A-algebra and Jg B. 
(a) B is nilpotent (locally nilpotent, nil) if and only if both J and B/J 
are nilpotent (locally nilpotent, nil). 
(b) If B is r-nilpotent, then J and B/J as well. Conversely, B/J r- 
nilpotent and J locally nilpotent imply that B itself is r-nilpotent. 
Before starting to use our new extensions, we should keep in mind that the 
class of all nilpotent A-algebras is not inductive and has no ec. members. 
On the other hand, the classes of all locally nilpotent and of all r-nilpotent 
(r = 1: nil) A-algebras are inductive. An easy application of our new exten- 
sions shows that in these classes each ec. member has a trivial center. 
For the rest of this section, we restrict to algebras over some fixed field K 
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and first head for an extension lemma corresponding to Lemma 2.5. We 
state it for several possible situations. 
LEMMA 3.2. Let A he u nilpotent (locally nilpotent, r-nilpotent 
(r = 1: nil)) K-algebra and a, h E A. Moreover, let the ideal (~cI)~ he nilpotent 
and let a $ (b)A. Then there exists a nilpotent (locally nilpotent, r-nilpotent) 
K-algebra B extending A with u, v E B such that h = uav. 
Proqf: Let n be the index of nilpotency of the ideal (h)A. Pick new sym- 
bols U, L> and let J be the ideal generated by {h - uav j u Zz,I in the K- 
algebra A(u, v). 
Let B: = A(u, v)/Jz (A(u, ~l)/l~~)/(J/l~,,), and as a homomorphic image of 
A(u, v12n), the K-algebra B belongs to the same class as A (see Remark 
3.1). Now it is sufficient to verify A n J= (0). The following argumentation 
is of course related to the proof of Lemma 2.5. 
Let c E A n J. The membership of c in J yields: 
with j.;~ K, each of the M’,, G, is a monomial from M,(A, {u, v}) or the 
empty word, and the s, are monomials from M,(A, {u, u}) of degree 3 2n. 
If the degree of some s, is m, i.e., s, = 0 in A(u, v), we just cancel it in (*). 
The K-linear mapping II/: A + A is defined exactly in the same way as in 
the proof of Lemma 2.5. 
(*) is a polynomial equation in A(u, v) which corresponds to the 
equation (*) in the proof of Lemma 2.5. Now, we can follow the argument 
there until it is discussed what happens to the summands s,. 
Let ,j be a natural number between 1 and r”. 
1. Case. The replacement operation transforms s, into a monomial 
which contains a u or a v. Then it is cancelled subsequently. 
2. Case. The replacement operation transforms s, into a monomial 
which contains neither a u nor a v. Since the changing of all occurring sub- 
words of kind udv into $(d) was carried through only once, the monomial 
s, itself must have the following form: 
s, = ,Ia,ud, va,ud,vu, ... a,ud,,,va,+ , 
with 1 E K, d, E A, and each of the aq is an element of A or the empty word. 
Because of 2n 6 degree(s,) < co, we have n dm. Since cC/(d,) = 6,b for some 
6, E K, the replacement operation results in 
2, .. .G,a,ha,ha,...a,ha,+, E (6)” C (h)” = (0). 
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If we summarize all that happens to the terms on the right-hand side of 
(*) during replacing and cancelling, the outcome is c = 0. 
Therefore, we finally get A n J= (0), and the lemma is verified. 1 
LEMMA 3.3. Let A be a nilpotent (locally nilpotent, r-nilpotent (r = 1: 
nil)) K-algebra and a, ,..., a,,,, b, ,..., 6, E A. Moreover, let the ideal 
(b 1 ,..., b,)A be nilpotent and let a, ,..., a,,, $ (b ,,..., b,)A. Then there exists a 
nilpotent (locally nilpotent, r-nilpotent) K-algebra B extending A with 
Ul,-, urn, v1 ,..., v, E B such that b, = ujajvj for j = l,..., m. 
Proof Based on the argumentation in Lemma 3.2, the proof is com- 
pletely analogous to that of Lemma 2.6. 1 
Before iterating our extension lemmas in accessible classes, we briefly dis- 
cuss the nilpotent algebras. The following corollary shows us that in this 
case, our constructions are the best possible. 
COROLLARY 3.4. Let A be a nilpotent K-algebra and a, b E A with a # 0. 
Then the following are equivalent: 
(i) a$ (blA. 
(ii) There exists a nilpotent K-algebra B extending A with u, v E B such 
that b = uav. 
Proof Because of Lemma 3.2, (ii) follows from (i). To show the con- 
verse, let us assume (ii) and a E (b)A. Then we have a = CT= I Ijdibdi with 
Jwi E K, and each of the d;, d, is an element of A or the empty word. Since B 
is nilpotent, repeated mutual inserting of this equation and of b = uav imply 
the contradiction a = 0. 1 
As with the radical K-algebras (see Corollary 2.8) Lemma 3.3 gives us the 
following. 
COROLLARY 3.5. Let A be a nilpotent (locally nilpotent, r-nilpotent 
(r = 1: nil)) K-algebra and X be a nonempty set disjoint from A. Let 
a, ,..., a,,, E A - (0) and b, ,..., 6, E A(Xln), . Then there exists a nilpotent 
(locally nilpotent, r-nilpotent) K-algebra B extending A(Xln) with 
u1 ,..., u,, 01 ,..., v, E B such that b-, = u,,ajvj for j= l,..., m. 
Proof: We have An A(Xln), = (0), and A(Xln), is in A(Xjn) a 
nilpotent ideal of index n. Consequently, (b,,..., bm)A(Xln) is a nilpotent 
ideal, which does not contain the elements a, ,..., a,. Therefore, we may 
apply Lemma 3.3 to A(Xln). i 
Next, we apply this corollary in order to get information concerning the 
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ideals of e.c. members of the various investigated classes. Remember that 
there are no e.c. nilpotent K-algebras. 
PROPOSITION 3.6. Let A he an e.c. locally nilpotent K-algebra or an e.c. r- 
nilpotent (r = 1: nil) K-algebra. 
(a) Let O#aeA and O#p(x ,,..., x,)~A(x~ ,..., x,). Then there are 
d ,,..., d, E (a)” such that p(d, ,..., ct,) # 0 in A. (In fact, if p(x) is not con- 
stant, this polynomial takes infinitely many different values on (a)“.) 
(b) Let J+ A and O#p(x, ,..., x,) E A(x ,,..., x,) such that 
p(d, ,..., d,) = 0 for all d, ,..., d, E J. Then J = (0). (Due to our definition of 
A(x), this includes P.Z. ideals in the sense of Herstein [lo, p. 1531.) 
(c) A contains no nonzero nil ideal of bounded index of nilpotency. 
In particular, the Baer lower nil radical is zero. Note that nil ideals of 
bounded index of nilpotency are locally nilpotent (see Jacobson [ 12, 
p. 232, Chap. X, Paragraph 8, Theorem 1 ] ). 
Proof: (a) Choose a natural number n greater than the highest degree 
of the nontrivial summands of p(x,,..., x,). Let t, ,..., t,, be new symbols. 
According to Corollary 3.5 there is a locally nilpotent (r-nilpotent) K- 
algebra B 2 A( t , ,..., t, 1 n) 2 A with u, ,..., u,, o, ,..., II,,, E B such that ti = ujavj 
forj= l,..., m. Additionally, we have p( t , ,..., t,) # 0 in A( t In) c B. Since A is 
e.c. in B, there are d,, U,, Vie A such that p(d, ,..., d,) # 0 and d, = zi,aC, for 
j= l,..., m, and we are done. 
The remaining parts are word for word the same as in the proof of 
Proposition 2.9. 1 
It is natural to ask whether the last proposition may be improved for e.u. 
structures (concerning radical K-algebras, compare Propositions 2.10 and 
2.9). Using suitable families of equations and inequations, we could 
generalize Proposition 3.6(a), (b) to a set of polynomials whose coefficients 
belong to some common finitely generated subalgebra. But the necessary 
choice of the natural number n during the proof requires that the degrees of 
the nontrivial summands of the polynomials in the mentioned set are boun- 
ded. This strongly reduces possible applications. 
Up to now, the constructions of this section consisted in adjoining 
nilpotent parts. We employed them to investigate the locally nilpotent and 
the r-nilpotent K-algebras simultaneously. Of course, the borderline 
between locally nilpotent and nil = 1-nilpotent is not recognized. In 1964 
Golod [9] proved the existence of this borderline. For each 1 6 r E N, he 
constructed a (r + 1 )-generated K-algebra which is r-nilpotent but not 
nilpotent (an excellent reference is Kargapolov and Merzljakov [ 13, p. 175, 
Paragraph 23.21). We are going to use some of Golod’s ideas in order to 
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find properties of e.c. and e.u. nil K-algebras stronger than those already 
mentioned. 
A straightforward application of Golod’s algebras, using direct sums as 
extensions, yields that each e.u. r-nilpotent K-algebra is not (r + l)- 
nilpotent. Next, we improve Lemma 3.2 for nil K-algebras. 
LEMMA 3.7. Let A he a nil K-algebra and a, b E A. Moreover, let the 
ideal (b)A be locally nilpotent and let a 6 (b)A. Then there exists a nil K- 
algebra B extending A with u, v E B such that b = uav. 
Proqf: Of course, the argumentation is based on the proof of Lemma 
3.2. First, we replace the ideal I,,, by a new ideal r motivated by Golod’s 
ideas. 
Let z be an arbitrary element of A(u, u), . In other words z = CL*=, yI 
with Y,EMAA, {u, v}) such that degree( y,) 3 1. Let e, ,..., ek be all those 
elements of A which occur in at least one of the monomials y,. Then 
E,:= {b}u {el,.b,el, eY. hi/?, y = l,..., k} is a finite subset of (b)A and 
therefore generates a nilpotent K-subalgebra. Let nz be the accompanying 
index of nilpotency. Next, we form zZCnZ+‘) and multiply it to a sum of 
monomials which belong to M,(A, {u, u}). Let M; denote the set of all 
these monomials. Visualizing the multiplication process, we realize that 
each element of A which occurs in at least one of the monomials from MZ 
is a member of { eg, eg e,l fl, y = l,..., k}. The conditions degree (yX) 3 1 are 
decisive for this argument. 
Let r be the ideal generated by u { M, 1 z E A(u, u)~ } in the K-algebra 
A(u, 0). 
Let A(u, vlf):= A(u, u)/f. Additionally TaA(u, u),, and A(u, vlr),:= 
A(u, u),/T is a nil ideal of A(u, ulf) since ZE A(u, u)~ implies z~(“~+‘)E f. It 
follows from Remark 3.1(a) and from A(u, vlT)/A(u, vlT),rA that 
A( U, vlT) is a nil K-algebra. 
Let J be the ideal generated by {b - uau} u r in A(u, v), and 
B:= A(u, u)/Jg(A(u, v)/Z)/(J/T) is a nil K-algebra since B is a 
homomorphic image of the nil K-algebra A(u, vlr). As in previous 
situations, we only have to verify A n J= (0). 
Let c E A n J. The membership of c in J yields: 
(*) c= i (Il,w,bG,-iiwiuavG,)+ 5 s, 
i= 1 j= I 
with ii~ K, each of the wi, Wi is a monomial from M,(A, {u, v}) or the 
empty word, and each of the sj is a monomial from M,(A, {u, v}) having 
the following property. There exist z, E A(u, v), , si2 E MZJ and sjl , .rij E 
MK( A, (u, v} ) u {empty word ) such that sj = sI1 si2si3. Addrttonally, s, # 0 in 
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A(u, u) may be assumed since otherwise, we could just cancel it in (*). 
Then the definition of M, tells us 2(n, + 1) < degree(s,,) < 00. 
Now, we can adopt the argument succeeding (*) in the proof of Lemma 
3.2 (and implicitely Lemma 2.5) until it is discussed what happens to the 
summands sj. 
Let j be a natural number between 1 and Y”. 
1. Case. The replacement operation transforms s, into a monomial 
which contains a u or a u. Then it is cancelled subsequently. 
2. Case. The replacement operation transforms sj into a monomial 
which contains neither a u nor a v. Since the changing of all occurring sub- 
words of kind udv into $(d) was carried through only once, the monomial 
si itself must have the following form: 
si = ],a, ud, va2 ud,va, . ..u.ud,vu,+, 
with AE K, dqE A, and each of the uy is an element of A or the empty word. 
But we know more about sj. Remember the decomposition sj = s,i s,*si, and 
the inequation 2(n, + 1) < degree(s,,) (: co. Combining all these infor- 
mations concerning sj, we realize that there are natural numbers s, t with 
1 <s < t d m such that nZ, d t - s and the elements a, + , ,..., a, occur in sj2. 
Therefore u,~,, b,..., a,. b E E,. Since ni, is the index of nilpotency of 
(ET,), and since t-s>nn,, the product a,+,b...a,b must be zero in A. 
Because of Il/(d,) = 6,b for some 6, E K, the replacement operation applied 
on sj results in 
If we summarize all that happens to the terms on the right-hand side of (*) 
during replacing and cancelling, the outcome is c = 0. 
Finally, A n J = (0) and the lemma is verified. 1 
COROLLARY 3.8. Let A be an a.c. nil K-algebra. 
(a) [f J is a locally nilpotent ideal of A and a E A -J, then JC (a)“. 
(b) The locally nilpotent ideals of A are totally ordered by inclusion. 
(c) Finitely generated, locally nilpotent ideals qf A are principal ideals. 
Proof. Based on Lemma 3.7, the argumentation completely parallels 
the proof of Corollary 2.7 which used Lemma 2.5. 1 
Corollary 3.8 states several quite surprising properties of the locally 
nilpotent ideals of a.c. nil K-algebras. In Section 2 we proved a similar 
result for the residually nilpotent ideals of a.c. radical K-algebras (see 
Corollary 2.7). But a combination of the extension Lemma 2.5 with an 
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ultraproduct construction showed there that each e.u. radical K-algebra 
does not have any nonzero residually nilpotent ideal at all. However, such 
an argument is not possible for nil K-algebras. Thus it remains open 
whether e.u. nil K-algebras are always semisimple in the sense of Levitzki. 
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