Nonlinear PID design is difficult if one approaches the problem from a global design perspective. In this paper, we propose coalescing the adaptive local linear modeling approach with traditional linear PID controller design techniques to arrive at a principled, intuitive, and simple nonlinear PID controller design methodology. The paper, in particular, discusses two local linear modeling approaches, one based on competitive linear models attached to a self-organizing map, and one based on cooperative linear models attached to the modes of a Gaussian mixture model.
In this paper we will focus on the class of nonlinear, time invariant systems. In some cases, the physics underlying the dynamics of the system is well understood (as in the aircraft designs), however, there are many systems where this traditional modeling-from-first-principles approach is simply unthinkable. On the other hand, the success of a global nonlinear black-box modeling approach using neural networks or fuzzy systems is hindered by the scalability problems in network approximation capabilities and increased training difficulty levels. Typically, large nonlinear networks will be difficult to train and will most likely have generalization problems. Even after much difficulty, if a physics-based mathematical or a neural network model is obtained, designing global nonlinear controllers becomes difficult. Traditional methods based on linear models will be, in general, difficult to extend. Nonlinear and adaptive controllers, on the other hand, have major drawbacks in terms of meeting performance expectations.
In linear control theory, PID controllers are extensively studied by researchers and well understood by practitioners [9] . Extensions of the PID control methodology to nonlinear systems, however, are not trivial. Usually, global nonlinear models are, as always, linearized and the parameters of the PID controller are scheduled according to the regime. Alternatively, neuro-fuzzy PID controller design techniques have been investigated [10] . All these difficulties, in fact stem from the fact that the system model is constructed from a nonlinear dynamical equation.
This difficulty could be eliminated by a piece-wise linear approximation of the nonlinear dynamics (as one does in gain scheduling). However, gain scheduling methods are not flexible for model uncertainties and they cannot be scaled up to regimes that are not described in the initial system identification stage by a linear model. It also has the problem of either inefficient use of system identification data due to a large number of arbitrarily selected operating (linearization) points or inaccurate modeling due to the small number of linearization points. The first problem could be alleviated by using an adaptive system identification mechanism to determine the linearization points. The second problem can be addressed by a flexible piece-wise linearization scheme that allows the addition of new linear patches to the system model whenever data not accurately explained by the existing model is encountered.
In this paper, we will not address this second problem. But, in earlier work, we demonstrated how this could be addressed [11] .
The nonlinear PID control design method described here is rooted in the principle of using local linear models (LLM) to construct a globally nonlinear (piece-wise linear) system model that is determined completely from the input-output data collected from the actual plant [12] . The local models could be associated with the PEs (processing elements) of a self-organizing map (SOM) [13] or the modes of a Gaussian mixture model (GMM) [14] . Whatever LLM modality is utilized, the design of a piece-wise linear PID controller for the overall nonlinear system becomes trivial because of the simplicity of LLM. Using any standard linear PID design method one determines the desired where no or negligible physical understanding of the system exists, we can resort to the time-delay embedding method to reconstruct a replica of the state space dynamics of the nonlinear system from its input output data [15] , [16] . It is well known from nonlinear dynamical system theory that, in the small noise regime, using a suitable length of delay-line one can reconstruct a state vector whose state transition function is isomorphic to that of the original system [17] . Even if one knows what state variables to choose, the delay embedding method can be employed. The LLM approaches discussed in the following sections will make use of this principle.
In summary, the goal of this paper is to illustrate how the local linear modeling technique can be incorporated with the well-known linear PID controller design techniques to obtain a principled and simple nonlinear (and possibly adaptive) PID controller design methodology. The proposed closed loop scheme is illustrated in fig. 1 where the active local linear models also determine which linear PID controllers contribute to the instantaneous control input.
II. ADAPTIVE LOCAL LINEAR MODELING
In the 60s and 70s Magill [18] and Lainiotis [19] studied Kalman filter-based models to improve the accuracy of state estimation. In the context of adaptive control, switching was first proposed by Martensson [20] . The concept of using multiple models with switching according to the operating regime has been explored by several researchers previously [12] , [21] , [22] , [23] . In [24] , [25] the use of multiple fixed models for set point control was studied.
[24] also proposed an adaptive control framework where multiple fixed models and one or two adaptive model(s)
were used to construct the system model and a certain local model's active region is pre-defined.
Our laboratory proposed the use of self-organizing maps (SOM) to smooth out the switching between the models. The SOM represents the topological relation in the input space, and facilitates the design of LLMs from local neighborhoods with overlaps to guarantee smoothness. An identification-controller pair designed based these principles outperformed an expert human operator and the existing classical controller in the NASA Langley Wind
Tunnel [26] . The modeling of the NASA LoFlyte waverider aircraft was also addressed using LLM by the authors in previous work [27] , [28] . The technique is flexible, and provides a good compromise between modeling accuracy and computational simplicity. In this section, we will particularly discuss two LLM approaches: SOM-based competitive LLM and GMM-based cooperative LLM. In the rest of the paper, we will assume that no a priori knowledge about the system structure is available and that mathematical modeling and controller design needs to be carried out utilizing only the available input-output data collected from the plant. For simplicity, we will provide simulations for a single-input single-output (SISO) system. However, the extension of these principles to multi-input multi-output (MIMO) systems is possible.
A. SOM-Based Competitive LLM
Suppose that input-output data pairs of the form {(u 1 , y 1 ), . . . , (u N , y N )}, where u is the input signal and y is the output signal, is available from a SISO system for system identification. It is assumed that the system that generated this data sequence is of the following general nonlinear time-invariant form (assuming that there is no instantaneous effect of the input on the output):
In state space, 2 this nonlinear dynamical equation can be approximated by an ordinary linear differential equation of the NARMAX-similar form [29] :
The coefficient vectors a and b depend on the local regime; consequently system identification using multiple local linear models of this form divide the state space in a set of local areas where the linear approximation is valid. The SOM-based local linear modeling is defined in the schematic diagram of the overall system identification topology in fig. 2 . The clustering can be adaptively achieved by training a SOM on the combined state vector x defined as
The SOM consists of a multidimensional array of PEs with weight vectors w i , which are trained competitively on the input vector samples x k . While the samples are presented to the SOM one at a time, in a series of epochs, the weight vector of the winner PE w w for the particular sample (i.e. the weight vector that minimizes the Mahalanobis
between the two vectors) and its topological neighbors w n are updated according to the following rules [13] . In (4), the (Gaussian) neighborhood function h(., σ) is annealed in time such that initially the neighborhood radius σ covers most of the network and towards the end of training it is narrow enough to include only the winner PE.
Typically linear or exponential annealing schemes are used for both the neighborhood radius and the step size η.
Once the SOM is trained, the available data is partitioned into smaller sets; the samples associated with weight
where N i is the number of samples clustered to PE i. In order to approximate the local dynamics, each PE has a linear models attached to each it, whose coefficient vectors a i and b i can be optimized using least squares with this input-output training data that is clustered to this PE (and its neighbors) in the SOM. The overall LLM output can be produced either using hard competition or soft competition between the linear models associated with each PE. In particular, the model output is determined as follows:
For hard competition, the scaling factor p ik is either 1 or 0 depending on the i th PE being the winner or not for input x k . For soft competition, which also allows a smoother transition between the linear models at switching boundaries, the model output can be determined by a weighted average. In this case, one can use, for example, a weighting based on the Mahalanobis distance again:
Alternatively, similar weighting schemes where only a few of the nearest models are activated could be employed. From a probabilistic point-of-view, such a weighting mechanism can be regarded as the probability of the corresponding linear model being responsible for the sample under consideration. The GMM approach described in the following section makes explicit use of this probabilistic view for the data.
Another modification on SOM-based modeling is to choose the winner based on the minimum Mahalanobis
instead of the whole x k . we show that the system identification results from this new criterion has smaller modeling error. 
B. GMM-Based Cooperative LLM
Suppose that input-output data pairs of the form {(u 1 , y 1 ), . . . , (u N , y N )} are available from a SISO system as described in (1) . The linear approximation in (2) still holds locally. The representative state vector is again described as in (3) . In the GMM approach of fig. 3 , instead of partitioning this vector into disjoint sets using a SOM, it is assumed that the data is generated by a multi-dimensional joint mixture of Gaussian distribution. 3 In other words, the distribution of vector x is given by
where G(x k ; µ, Σ) is a multivariate Gaussian density with mean µ and covariance Σ. The coefficient α i denotes the probability of occurrence of this mode in the GMM. Given the training data, once the vector samples x k are constructed, the maximum likelihood solution for the parameters α i , µ i , and Σ i can be determined using the expectation maximization (EM) algorithm [14] . Alternative statistical model selection approaches could also be employed. As in the SOM-based model, here it is assumed that a linear model is associated with each of the Gaussian model in the GMM. Each linear model has weight vectors a i and b i that can be optimized using least squares once the parameters of the GMM are determined using the EM algorithm. The overall model output is a weighted average of individual linear modelŝ
where 
III. LOCAL LINEAR PID CONTROLLER DESIGN
Once system identification is complete, the design of a globally piece-wise linear PID controller system can easily be accomplished using standard techniques. The literature has an abundance of PID design methodologies for linear SISO systems including direct pole-placement techniques and optimal coefficient adjustment according to some criteria [30] , [33] . In the case of MIMO systems, where the system identification phase is carried out as described in the previous sections, one can resort to MIMO PID design techniques [34] .
Given the PID design and local linear models, the overall closed loop nonlinear PID design reduces to determining the coefficients of the individual local linear PID controllers using their respective linear plant model transfer functions. In the competitive SOM approach (fig. 4) , the model output depends only on a single linear model at a given time; therefore, the PID coefficients are set to those values determined for the instantaneous winner model. In the GMM approach ( fig. 5) , since the models are averaged with probabilistic weights, the same weighting must be done with the PID controllers. An alternative look at (8) shows that the GMM-based LLM output is also equivalently expressed asŷ
whereā ik andb ik denote the weighted average linear model at time instant k. Consecutively, The instantaneous PID controller will be characterized by a weighted average of the PID coefficients of all linear models as follows:
where P ID i is the transfer function of the PID controller for the ith local model. In the case of a soft combination SOM-based LLM as described by (6) , the formulation in (10) can be employed for the PID controller.
The PID controller design is carried out using the standard pole-placement technique [30] , where the poles of the tracking error obey the equation
Due to the modeling error (and also possibly measurement noise, etc.), the equation (11) should be changed tõ 
where ∆ is a certain linear combination of modeling error. As it can be expected, the modeling error cannot be compensated completely, but (13) shows that the tracking error power is proportional to the modeling error power.
Note that the pole's position control the gain and dynamic of the error. A proof of stability is in the Appendix.
IV. SIMULATIONS
The performance of the proposed local linear PID design approach will be demonstrated on a simplified SISO nonlinear missile dynamic model where only the yaw dynamics are considered [5] . The simplified two-state dynamics are described by:ẋ
− 0.5cos(x 1 )u
Since the input is the rudder deflection, it is limited by 0.5 radians in practice. The simulations obey this limit on the control input value although the PID design will not take this into consideration.
Two models were identified using 6000 samples of input-output pairs obtained from the dynamical equation (14) using a discretization time step of T s =0.05s (which corresponds to 300s of flight time). In order to excite a rich variety of dynamical modes in the plant, the system identification data was generated using a uniformly random input signal within the specified limits. The embedding delays for the input and the output were both selected to be 2, resulting in 4-coefficient linear models. This embedding delay was obtained experimentally with Lipschitz quotients [32] . Increasing the embedding delay did not result in system identification performance improvement.
Through experiments, the SOM-based LLM approach utilized a 5 × 5 rectangular grid of PEs, amounting to 25 competitive local linear models, whereas the GMM-based LLM approach assumed to five-mode mixture model, resulting in five cooperative linear models. The identified models were tested on 50s-length data (1000 samples) with new sequence of random input, generated using a new sequence of random input. The actual plant output, the predicted model output and the estimation error for the SOM-based LLM and GMM-based LLM models are provided in fig. 6 and fig. 7 . The signal-to-error ratio (SER) for these two models on the testing set are found to be 37.4dB and 31.7dB, respectively. Notice that the SOM system identification is a little better providing smaller errors. However the GMM has much fewer local models. For both modeling methodologies, the corresponding PID coefficients are determined to bring the closed-loop response poles from the plant output to the desired output to (0, 0, 0.05 + i0.3, 0.05 − i0.3). Those poles make the system stable in the case of the nonlinear uncertainty exists. This closed-loop nonlinear PID controller is tested in two cases: one with various step changes to the desired output in fig. 8 and fig. 9 and one with a smoothly changing desired output, which is the sum of three sinusoids with different amplitudes, phases and frequencies in fig. 10 and fig. 11 . As can be observed, the system tracks very well (small overshoot and fast settling times) the desired trajectory. During transients the models switch smoothly.
Set-point tracking by the proposed multiple PID (MPID) control scheme (both SOM and GMM-based MPID)
showed better performance when compare with other approaches. Two types of controllers were utilized in the comparison with different system identification methods. Set point tracking (0.5 to -0.5) with an inverse controller is compared with multiple system identification methods based on the SOM and GMM (MIC-SOM and MIC-GMM) and a TDNN to demonstrate the transient response.
As can be observed from fig. 12 and Table I the falloff time is very similar among the three models, but the TDNN controller generates an offset error because of the different characteristics of the modeling (global versus local). This is to be expected since local modeling generates more accurate models. When the inverse controller was changed to a PID controller we noticed that the fall time of the transient response was increased (set point 0.2 to -1.5, fig. 13 and Table II The fall time difference arises from the fact that the inverse controller is only sensitive to 1st order error dynamics (one sample memory), while the PID controller is designed based on 3rd order error (three sample memory). We conclude that the MPID controller offer a different compromise in tracking performance that may by useful in practical applications.
Further experiments with the multiple PID design method proposed here using various other pole assignments and desired response profiles not shown in this paper have revealed similar performance. We also evaluated the performance of alternative PID controller design methodologies [33] which boil down to selecting the desired pole locations based on an optimality principle. Since such criteria are highly case dependent, they are not considered in this paper.
V. CONCLUSIONS
The design of PID controllers for nonlinear systems based on global modeling approaches is in general a difficult task because of global stability as well as performance degradation due to tuning mismatches between the current PID coefficients and the local dynamics of the nonlinear system. In this paper, we proposed a completely adaptive strategy to design nonlinear PID controllers on a piece-wise linear basis using only input-output data from the unknown system. if desired, however, a priori information about the system could be incorporated into the design scheme (not studied in this paper). The competitive local linear modeling scheme as well as the mixture of linear we can conclude that wild switching, one of the fundamental problems of the multiple model controllers, is alleviated in our design. The reason is associated with the smooth variation of the SOM-LLM and GMM-LLM. In fact, in the SOM-LLM neighboring models can share coefficients due to the topological neighborhood preservation of the SOM. In the GMM-LLM the cooperation among the mixture models ensure also smooth transactions. Therefore the PID controllers, which are derived from these system identification blocks, share the same property. One may think that designing LLM in the 2-D shape of the SOM or the low dimensional shape of GMM may not capture the rich dynamics of the input that may be of high dimensions. The results show that locally access to the full multidimensional input is not necessary when the goal is to design local controllers.
In addition, the global convergence and stability properties of the closed-loop control system is secured by the universal approximation capabilities of the described local linear models [21] , [35] and the local stability of the PID controllers within the operation region that they are designed for. The SOM and GMM based local modeling do achieve good system identification performance, and the closed-loop tracking performance of the LLM based nonlinear PID controller designed according to this prescription outperformed a traditional adaptive globally nonlinear controller (based on a TDNN) as well as a global MA model.
A possible drawback is generalization, since the controller is completely designed based on experimental inputoutput data. therefore, its performance is guaranteed for state-space regions from which training data for system identification was available. Clearly, as in any adaptive solution, the performance will degrade if the system identification data is not sufficiently rich to get a complete model representation of the system. This problem, however, is not worse than the similar problem in gain scheduling where the performance of the local linear controllers cannot be guaranteed outside their effective linearization regions.
Future work will investigate the optimal selection of PID coefficients for robust closed-loop performance under system identification and operation under noisy data. In addition, extensions to MIMO nonlinear PID design will be studied in more detail to be presented in future publications. 
Define the right side of equation (15) as ∆. Considering the worst case when modeling errors reach their bound, ∆ is set to its upper bound ∆ u (|∆| ≤ |∆ u | and ∆ u is a constant). Then we do Z transform and anti-Z transform to the function to get expression of e k as
As k → ∞, the mean of the tracking error is obtained as 
As for the power of tracking error, the expression can be written from (13) and (17) 
The modeling error (and noise) contributions e M,k are wide sense stationary, and we can compute the asymptotic (finite) tracking error in terms of the power spectral density of e M,k and the coefficients λ i . As discussed before, the mean of modeling error is zero or small value. Consequently, the modeling error will take effect on tracking performance and the pole placement problem must be solved considering the trade off between convergence speed (faster poles, wider pass-band) versus better disturbance rejection (slower poles, narrower pass-band).
