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a b s t r a c t
We introduce two kinds of the cell boundary element (CBE) methods for convection
dominated convection–diffusion equations: one is the CBE method with the exact bubble
function and the other with inexact bubble functions. The main focus of this paper is on
inexact bubble CBE methods. For inexact bubble CBE methods we introduce a family of
numerical methods depending on two parameters, one for control of interior layers and
the other for outflow boundary layers. Stability and convergence analysis are provided and
numerical tests for inexact bubble CBEs with various choices of parameters are presented.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Consider a convection dominated convection–diffusion equation:
L(u) ≡ −δ∆u+ β · ∇u = f inΩ, (1.1)
u = 0 on ∂Ω.
The domain Ω is a simply connected, bounded polygonal domain with the boundary ∂Ω . The unit vector β represents a
constant streamline vector. The diffusion constant δ can be a micro- to nano-sized positive number. Since we are interested
in a stable numerical method that resolves small diffusion coefficient problems with a relatively coarse mesh, we assume
that 0 < δ  h, where h is the maximum diameter of a triangulation. For simplicity of discussion we assume that f is
piecewise constant. In this paper we would like to introduce the cell boundary element (CBE) methods, stable numerical
methods of which stability is barely dependent on the diffusion constant δ.
For convection dominated convection–diffusion equations the standard Galerkin finite element method produces
spurious oscillations if the mesh size is not small enough, and the spurious wiggles in the solution mainly come from
instability of numerical schemes. To improve stability of numerical schemes, many different methods have been developed,
e.g. the Streamline Upwind Petrov–Galerkin method (SUPG) [1], Residual Free Bubble function methods (RFB) [2–6] and
exponential basis function methods [7–10]. For a thorough description and analysis of ad hoc discretization schemes for
singularly perturbed boundary value problems, we refer to [11].
The CBE method was introduced and analyzed for elliptic equations in [12,13]. The method is based on a local
decomposition of a solution by a harmonic function and a flux preserving bubble function. Then weak continuity of normal
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flux of solutions on intercell boundaries of a triangulation induces a discrete system. In this paper we extend the idea of the
CBE method to convection dominated convection–diffusion equations.
A CBE method for convection dominated equations was proposed in [10]. In there they use exponentially fitted basis
functions to obtain a stable numerical scheme even though stability analysis is not provided. In this paper we propose a
slightly different version: the difference lies on the way of local solution decomposition. It is similar to the one used in the
variational multiscale methods and RFB [3,5]. Throughout simple analysis it is observed that there are parities between the
SUPG, RFB and CBE. It is known that the SUPG method can be understood as a RFB method [5,14]. Comparing the CBE with
the RFB in terms of bubble functions, bubble functions are constructed explicitly for the CBE, while bubble functions are
introduced for estimation of an optimal stabilization parameter without an explicit construction in the latter.
We introduce two kind of the CBE methods: the exact bubble CBE and inexact bubble CBE. The main focus of this paper is
on the inexact bubble CBE and its relaxation. The exact bubble CBE assumes that bubble is exact in each triangle, therefore,
implementation of it can be costly. However, numerical analysis can be easily obtained by following mathematical theory
developed in [4]. In this paper the exact bubble CBE and its numerical analysis are introduced as a guide to the inexact
bubble CBE and its numerical analysis. In the inexact bubble CBE we introduce approximate bubble functions which can be
constructed easily and analytically on each triangle. Later, we introduce the inexact bubble CBEwith a relaxation. It contains
two stabilization parameters: one (the shape parameter τ ) controls outflow boundary layers (it is closely related to stabi-
lization parameters in the SUPG and RFB methods) and the other (the relaxation parameter κ) controls interior oscillations
since it exerts cross streamline diffusion on numerical solutions. The mechanism of the parameter κ is partially understood
through numerical experiments when κ > 1. By tuning two parameters we obtain some outstanding numerical results and
graphical results are presented. Theory for optimal choice of parameters will be another challenge to future investigation.
The paper is organized as follows. In Section 2 some mathematical preliminaries including function spaces, the solution
decomposition and some basic approximation properties are described. In Section 3 we introduce the exact bubble CBE
and stability and convergence analysis are provided. The section is to make it handy analysis of the inexact bubble CBE.
In Section 4 we make reasonable assumptions on inexact bubble functions and we extend numerical analysis in Section 3
to that of the inexact bubble CBE. In Section 5 construction of bubble functions and relaxation of the inexact CBE method
are discussed. Numerical analysis of the relaxation method will be a subject of future investigation. Section 6 is devoted
to numerical experiments for the inexact bubble CBE method. The effects of changing parameters are demonstrated. Some
concluding remarks are given in Section 7.
2. Preliminary
Consider a family (Th)0<h≤1 of shape regular and quasi-uniform triangulations ofΩ into triangles T with h = maxT∈Th hT ,
where hT denotes the diameter of T ∈ Th. Themeshes Th are constructed in such away that f is constant on each triangle. Let
Eh and Vh denote the sets of edges and nodes of the triangulation Th, respectively. The skeleton of the meshes Th is defined
as Kh := ∪e∈Eh e.
Let us introduce function spaces. The spaces Hk(Ω) and Hk0(Ω) are the standard Sobolev spaces and the norms and
seminorms are denoted by ‖ · ‖k,Ω and | · |k,Ω . We shall have a similar definitions for Hk(T ) and its norms and seminorms.
Then Hk(Th) := {g ∈ L2(Ω) : g|T ∈ Hk(T ), T ∈ Th}. Let us introduce the L2 inner products, (·, ·)T and (·, ·)Ω . The discrete
inner product (·, ·)h is meant by (f , g)h =∑T∈Th(f , g)T .
Our analysis is mostly based on the following two norms:
‖u‖21,h = ‖u‖20,Ω + |u|21,h, |u|21,h = (∇u,∇u)h (2.1)
for u ∈ H1(Th) and
‖u‖2δ,h = δ|u|21,Ω + h‖β · ∇u‖20,Ω (2.2)
for u ∈ H10 (Ω). The norm, ‖ · ‖δ,h is a norm by the Poincaré inequality.
The standard finite elementmethodswithout a bubble function for the Eq. (1.1) lead to a stability in the δ1/2‖·‖1,Ω-norm.
In our method the stability analysis is based on the ‖ · ‖δ,h-norm. Therefore, our method is a stabilized method, especially
for the case 0 < δ  h like the SUPG and RFB methods.
The space Sh is the standard P1- conforming finite element space for a triangulation Th and Sh ⊂ H10 (Ω). There exists the
usual P1-interpolation, Ih : C(Ω) ∩ H10 (Ω)→ Sh such that Ih(v)(q) = v(q) for q ∈ Vh.
OnΩ \ Kh, the exact solution u ∈ H2(Ω) of (1.1) can be decomposed as
u = v − G(v)+ Ff , (2.3)
where v ∈ H1(Ω) ∩ H2(Th) satisfies
−∆v = 0 onΩ \ Kh,
v = u on Kh.
The bubble functions, G(v), Ff ∈ H1(Ω) ∩ H2(Th) satisfy
L(G(v)) = β · ∇v onΩ \ Kh,
G(v) = 0 on Kh
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and
L(Ff ) = f onΩ \ Kh,
Ff = 0 on Kh,
respectively.
Let us introduce the normalized bubble function G∗:
L(G∗) = 1 onΩ \ Kh,
G∗ = 0 on Kh.
For a P1-function vh ∈ Sh,∇vh is constant on each T . Since f is piecewise constant, G(vh) and Ff can be expressed as follows:
G(vh) = (β · ∇vh)G∗ and Ff = fG∗
on each T , respectively.
Now, we introduce basic Lemmas and a Corollary.
Lemma 2.1. For v ∈ H2(T ) such that −∆v = 0, the following estimate holds.
‖G(v)‖∞,T ≤ 2‖v − c‖∞,∂T ,
where c is any constant. Here, ‖ · ‖∞,T is the supreme norm on L∞(T ).
Proof. Note that −δ∆(G(v) − (v − c)) + β · ∇(G(v) − (v − c)) = 0 in T and G(v) − (v − c) = −(v − c) on ∂T . By the
maximum principle of elliptic equations [15], we have
‖G(v)− (v − c)‖∞,T = ‖v − c‖∞,∂T .
The lemma follows. 
From here on, A . B means that A ≤ KB for some generic constant K > 0, independent of h, δ and T . Using that
G∗ = G(β · x), we have the following immediately.
Corollary 2.2. The bubble function G∗ satisfies the estimates:
‖G∗‖∞,T . h,
δ1/2‖∇G∗‖0,T . h3/2
for T ∈ Th
Proof. The first inequality is the trivial result of Lemma 2.1. Using G∗ = 0 on ∂T , we have
δ
∫
T
|∇G∗|2dx =
∫
T
G∗dx . h3.
Then we have the second inequality. 
Lemma 2.3. Suppose 0 < δ < Kh for a suitable constant K > 0 (K will be determined in context of the proof). Bubble function
G∗ satisfies∫
T
G∗ dx ≥ ch3,
where c > 0 is a generic constant, independent of h, δ and the shape of T for a shape regular, quasi-uniform triangulation.
Proof. By a change of variables the bubble function G∗ satisfies
−δ∆G∗ + β˜ · ∇G∗ = 1 on T
with β˜ = (1, 1)/√2.
For each triangle T , let us consider an axis (in a new coordinate system) parallel square R = [0, k]2 ⊂ T , where
ch ≤ k ≤ Ch for some positive constant c and C . Let
φ(x1) = x1b1 −
k
b1
eb1(x1−k)/δ − e−b1k/δ
1− e−b1k/δ , ψ(x2) =
x2
b2
− k
b2
eb2(x2−k)/δ − e−b2k/δ
1− e−b2k/δ ,
where β˜ = (b1, b2). Set G˜(x1, x2) = φ(x1)ψ(x2). Then, G˜ = 0 on ∂R and
0 ≤ −δ∆G˜+ β˜ · ∇G˜ = ψ + φ < k
(
1
b1
+ 1
b2
)
= 2√2k on R.
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Moreover,∫
R
G˜ dx1dx2 = k
2
b1
(
1
2
− δ
b1k
+ e
−b1k/δ
1− e−b1k/δ
)
k2
b2
(
1
2
− δ
b2k
+ e
−b2k/δ
1− e−b2k/δ
)
≥ k
4
16 b1b2
= k
4
8
for 0 < δ ≤ k
4
√
2
(Here, δ ≤ Kh is used).
Let GR be the solution of −δ∆GR + β˜ · ∇GR = 1 on R and GR = 0 on ∂R. Then, we have G∗ − GR ≥ 0 on ∂R and
−δ∆(G∗ − GR)+ β˜ · ∇(G∗ − GR) = 0 on R. Then, G∗ − GR ≥ 0 on R by the maximum principle. The following inequality is
immediate.∫
T
G∗ dx ≥
∫
R
G∗ dx ≥
∫
R
GR dx ≥ 1
2
√
2k
∫
R
G˜ dx ≥ k
3
16
√
2
.
The lemma is proved since h ≈ k. Here and on, the notation, h ≈ kmeans that there are constants c, C > 0, independent
of T , h and δ such that ch ≤ k ≤ Ch. 
3. The exact bubble CBE
In this section, we introduce the exact bubble CBE and provide its numerical analysis. Here, the bubble function G∗ on
each T is assumed to be evaluated exactly. In practice, G∗ can be evaluated by a fine scale numerical solver, however, it is still
a costly process when the diffusion coefficient δ is so small that 0 < δ  h. Therefore, we introduce a practical numerical
method, so called the inexact bubble CBE in the next section, which uses an analytic approximation of the bubble function
G∗. The aim of this section is to introduce some mathematical preliminaries for analysis of the the inexact bubble CBE.
We denote the jump of normal components of a vector function v on a skeleton Kh as follows:
[[v]] =
{
v · n+ v · n′ on e = ∂T ∩ ∂T ′,
v · n on e = ∂T ∩ ∂Ω,
where n and n′ denote the outward unit normal vectors on ∂T and ∂T ′, respectively.
By flux continuity on intercell boundaries, the exact solution u ∈ H2(Ω) satisfies∫
Kh
[[δ∇u− βu]]whds = 0, wh ∈ Sh. (3.1)
For u ∈ H2(Ω)we have [[δ∇u− βu]] = [[δ∇u]]. Therefore, using the representation u = v − G(v)+ fG∗, v satisfies∫
Kh
δ[[∇(v − G(v))]]whds = −
∫
Kh
δ[[∇fG∗]]whds, wh ∈ Sh. (3.2)
Then we suggest a cell boundary element method as follows: find vh ∈ Sh such that∫
Kh
δ[[∇(vh − G(vh))]]whds = −
∫
Kh
δ[[∇fG∗]]whds, wh ∈ Sh. (3.3)
The following two theorems provide numerical analysis and they are based on the frame works developed in [4].
Theorem 3.1. Assume that 0 < δ . h. The Eq. (3.3) satisfies the following ellipticity:
δ‖vh − G(vh)‖21,Ω ≈ ‖vh‖2δ,h ≈
∫
Kh
δ[[∇(vh − G(vh))]]vhds, vh ∈ Sh.
Proof. Let us prove the first equivalence. Using the integration by parts, we have
δ‖∇G(vh)‖20,T = (β · ∇vh,G(vh))T = (β · ∇vh,G∗β · ∇vh)T ≈ h‖β · ∇vh‖20,T
by the bounds for G∗ in Corollary 2.2 and Lemma 2.3. With (∇vh,∇G(vh))T = 0 and the Poincaré inequality, we have
δ‖vh − G(vh)‖21,Ω ≈ δ|vh − G(vh)|21,Ω = δ(|vh|21,Ω + |G(vh)|21,Ω) ≈ δ|vh|21,Ω + h‖β · ∇vh‖20,Ω .
Now, we prove the second equivalence. Simple calculation yields
δ
∫
Kh
[[∇(vh − G(vh))]]vhds = δ
∑
T∈Th
(∇(vh − G(vh)) · n, vh)∂T .
By the integration by parts, we have∑
T∈Th
δ(∇vh · n, vh)∂T = δ‖∇vh‖20,Ω .
Y. Jeon / Journal of Computational and Applied Mathematics 234 (2010) 2469–2482 2473
Using the relation,−δ∆G(vh)+ β · ∇G(vh) = β · ∇vh, (∇vh,∇G(vh))T = 0 and G(vh) = 0 on ∂T ,
−δ(∇G(vh) · n, vh)∂T = −δ(∆G(vh), vh)T − δ(∇G(vh),∇vh)T
= −(β · ∇G(vh), vh)T + (β · ∇vh, vh)T
= (G(vh),β · ∇vh)T − ((β · n)G(vh), vh)∂T + 12 ((β · n)vh, vh)∂T
= (G(vh),β · ∇vh)T + 12 ((β · n)vh, vh)∂T .
Now, using the relation,
∑
T∈Th
1
2
∫
∂T (β · n)v2hds = 0, G(vh) = (β · ∇vh)G∗, Corollary 2.2 and Lemma 2.3,
−δ
∑
T∈Th
(∇G(vh) · n, vh)∂T =
∑
T∈Th
(G∗(β · ∇vh),β · ∇vh)T
≈ h‖β · ∇vh‖20,Ω .
The theorem is proved. 
Now, we turn to convergence analysis.
Theorem 3.2. Assume that the CBE method is elliptic. Let u = v − G(v) + fG∗ be the exact solution of the Eq. (1.1) and
uh = vh − G(vh)+ fG∗ be an approximate solution by the CBE method (3.3). Then we have the following convergence estimate.
δ1/2‖u− uh‖1,Ω . h3/2‖u‖2,Ω
for u ∈ H2(Ω) ∩ H10 (Ω) and 0 < δ ≤ h.
Proof. Define a projection,
Phu = Ihu− G(Ihu)+ fG∗ ∈ H10 (Ω),
where Ih is the interpolation defined in Section 2. Note that Ihv = Ihu since bubble functions are zero on Kh. From (3.2) and
(3.3), we have
δ
∫
Kh
[[∇(uh − Phu)]]whds = δ
∫
Kh
[[∇(u− Phu)]]whds, wh ∈ Sh. (3.4)
Setwh = vh − Ihu and the left hand side of the Eq. (3.4) satisfies
δ
∫
Kh
[[∇(uh − Phu)]]whds = δ
∫
Kh
[[∇(wh − G(wh))]]whds
≈ ‖wh‖2δ,h ≈ δ‖uh − Phu‖21,Ω (3.5)
by Theorem 3.1. Note that uh − Phu = wh − G(wh). Now,
Rhu = u− Phu = (u− Ihu)+ G(Ihu)− fG∗ = (u− Ihu)+ Bh
with
Bh = G(Ihu)− fG∗ = (β · ∇Ihu− f )G∗.
It is easy to see that Rhu satisfies−δ∆Rhu+ β · ∇Rhu = 0. Since Rhu is continuous, the right hand side satisfies
δ
∫
Kh
[[∇Rhu]]whds =
∫
Kh
[[δ∇Rhu− βRhu]]whds
= (δ∇Rhu− βRhu,∇wh)Ω = I + II.
Using the orthogonality, (∇Bh,∇wh)T = 0, we have
|I| = |δ(∇Rhu,∇wh)Ω | = |δ(∇(u− Ihu),∇wh)Ω | . δ1/2h‖u‖2,Ωδ1/2|wh|1,Ω .
Now,
II = −(βRhu,∇wh)Ω = −(Rhu,β · ∇wh)Ω
= −(u− Ihu,β · ∇wh)Ω − (Bh,β · ∇wh)Ω = III + IV .
It is easy to see that
|III| . h3/2‖u‖2,Ωh1/2‖β · ∇wh‖0,Ω .
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Using f = −δ∆u+ β · ∇u,
IV = −(Bh,β · ∇wh)Ω
= −(β · ∇Ihu− f ,β · ∇whG∗)Ω
= −(β · ∇(Ihu− u),G(wh))Ω − δ(∆u,G(wh))Ω = V + VI.
Note that ‖G(wh)‖0,T . h‖β · ∇wh‖0,T . Therefore,
|V | . h3/2‖u‖2,Ωh1/2‖β · ∇wh‖0,Ω
and
|VI| ≤ δh1/2‖u‖2,Ωh1/2‖β · ∇wh‖0,Ω .
In summary, we have
δ
∫
Kh
[[∇Rhu]]whds . h3/2‖u‖2,Ω‖wh‖δ,h. (3.6)
Using the stability estimate (3.5) and the estimate (3.6) for the right hand side of (3.4) withwh = vh − Ihu, we have
δ1/2‖uh − Phu‖1,Ω ≈ ‖wh‖δ,h . h3/2‖u‖2,Ω . (3.7)
Now, we estimate δ1/2‖u− Phu‖1,Ω . Using Bh = 0 on Kh,
0 =
∫
Kh
[[δ∇Rhu− βRhu]]Bhds = (δ∇Rhu− βRhu,∇Bh)Ω .
From the above equation with (βBh,∇Bh)T = 0 and Rhu = (u− Ihu)+ Bh, we have
δ(∇Bh,∇Bh)Ω = −δ(∇(u− Ihu),∇Bh)Ω + (β(u− Ihu),∇Bh)Ω + (βBh,∇Bh)Ω
= −δ(∇(u− Ihu),∇Bh)Ω − (β · ∇(u− Ihu), Bh)Ω
. δ1/2h‖u‖2,Ωδ1/2|Bh|1,Ω + h‖u‖2,Ω‖Bh‖0,Ω .
Using the estimate,
(G∗,G∗)T . h
∫
T
G∗dx = hδ|G∗|21,T ,
we have
‖Bh‖0,T . h1/2δ1/2|Bh|1,T .
Then,
δ1/2|Bh|1,Ω . h3/2‖u‖2,Ω .
Therefore,
δ1/2‖u− Phu‖1,Ω = δ1/2(‖u− Ihu‖1,Ω + ‖Bh‖1,Ω) . h3/2‖u‖2,Ω . (3.8)
Combining estimate (3.7) and (3.8) with the triangle inequality,
δ1/2‖u− uh‖1,Ω . h3/2‖u‖2,Ω .
The theorem is proved. 
Remark 3.3. Under the same assumption as in Theorem 3.2, following the proofs in [4], we will also have a convergence
estimate:
‖u− vh‖δ,h . h3/2‖u‖2,Ω ,
where uh = vh − G(vh)+ fG∗.
4. The inexact bubble CBE
The inexact bubble CBE method is obtained by replacing the bubble function G∗ with a cheaply implementable
approximation H∗. The inexact bubble function H∗ ∈ H2(Th) is a piecewise bubble function obtained by relaxing the
boundary condition, G∗ = 0 on Kh. However, we impose the following properties for H∗ on any T ∈ Th:
(P1) H∗ satisfies 0 ≤ H∗ ≤ K1h and−δ∆H∗ + β · ∇H∗ = 1,
Y. Jeon / Journal of Computational and Applied Mathematics 234 (2010) 2469–2482 2475
(P2) K2|T |h ≤
∫
T H
∗dx ≤ K3|T |h,
(P3) δ1/2‖∇H∗‖0,T ≈ δ1/2‖∇G∗‖0,T .
Here, the constants K1, K2 and K3 are positive constants that are not dependent on h, δ and T .
Remark 4.1. We do not assume that H∗ converges to the exact bubble G∗ explicitly. The Properties (P1–P3) are sufficient
for stability and convergence analysis.
In the inexact bubble CBE method we seek an approximate solution in the form:
uh = vh − H(vh)+ fH∗, vh ∈ Sh, (4.1)
where H(vh) is defined as
H(vh) := (β · ∇vh)H∗.
In the exact bubble CBE method, we have [[δ∇(vh − G(vh)) − β(vh − G(vh))]] = [[δ∇(vh − G(vh))]] since vh − G(vh) is
continuous across the skeletonKh (see (3.3)). However, in inexact bubble CBEmethods, [[δ∇(vh−H(vh))−β(vh−H(vh))]] 6=
[[δ(vh − H(vh))]] since H(vh) is not continuous across Kh.
Therefore, the inexact CBE method becomes: find vh ∈ Sh such that∫
Kh
[[δ∇(vh − H(vh))− β(vh − H(vh))]]whds =
∫
Kh
[[−δf∇H∗ + f βH∗]]whds wh ∈ Sh. (4.2)
The following two theorems provide numerical analysis of the inexact CBE.
Theorem 4.2. Assume that 0 < δ  h. The method (4.2) is elliptic, that is,
δ‖vh − H(vh)‖21,h . ‖vh‖2δ,h .
∫
Kh
[[δ∇(vh − H(vh))− β(vh − H(vh))]] vhds for vh ∈ Sh.
Proof. The first inequality is easy to prove. By the triangle inequality,
δ|vh − H(vh)|21,h ≤ δ|vh|21,Ω + δ|H(vh)|21,h.
Now, by (P3) with Corollary 2.2
δ|H(vh)|21,T . |β · ∇vh|2h3 = h‖β · ∇vh‖20,T .
Then,
δ|vh − H(vh)|21,h . ‖vh‖2δ,h.
Using the Poincaré inequality,
δ‖vh − H(vh)‖20,Ω ≤ δ‖vh‖20,Ω + δ‖H(vh)‖20,Ω
. δ|vh|21,Ω + δh2‖β · ∇vh‖20,Ω . ‖vh‖2δ,h.
Therefore, the first inequality is proved.
The integration by parts yields that∫
Kh
[[δ∇(vh − H(vh))− β(vh − H(vh))]]vhds = (δ∇(vh − H(vh))− β(vh − H(vh)),∇vh)h
since−δ∆(vh − H(vh))+ β · ∇(vh − H(vh)) = 0. We easily have
(δ∇vh − βvh,∇vh)Ω = δ‖∇vh‖20,Ω .
Now,
(−δ∇H(vh)+ βH(vh),∇vh)h = −(δ∇H(vh),∇vh)h + (βH(vh),∇vh)Ω
= I + II.
First of all, using H(vh) = β · ∇vhH∗ and
∫
T H
∗ dx ≥ K2|T |h, we have
II = (βH(vh),∇vh)Ω ≥ K2h‖β · ∇vh‖20,Ω .
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Using H(vh) = β · ∇vhH∗ and |H∗| ≤ K1hwith the integration by parts, we have
|I| = δ |(∇H(vh),∇vh)h| ≤
∑
T∈Th
δ |(H(vh),∇vh · n)∂T |
≤
∑
T∈Th
δK1h(|β · ∇vh|, |∇vh · n|)∂T
≤
∑
T∈Th
Mδ
2
(
L‖β · ∇vh‖20,T +
1
L
‖∇vh‖20,T
)
, M = K1h|∂T ||T |
≤ 1
2
(K2h‖β · ∇vh‖20,Ω + δ‖∇vh‖20,Ω)
for L ≥ M and δ < K2hML (this is possible when 0 < δ  h). Then,∫
Kh
[[δ∇(vh − H(vh))− β(vh − H(vh))]]vhds ≥ 12 (δ‖∇vh‖
2
0,Ω + K2h‖β · ∇vh‖20,Ω).
The theorem is immediate. 
Theorem 4.3. Assume that the inexact bubble CBE method (4.2) is elliptic. Let u = v − G(v) + fG∗ be the exact solution of the
Eq. (1.1) and let uh = vh − H(vh)+ fH∗ ∈ H2(Th) be an approximate solution obtained from (4.2). Then we have the following
convergence estimate.
δ1/2‖u− uh‖1,h . h3/2‖u‖2,Ω
for u ∈ H2(Ω) ∩ H10 (Ω) and 0 < δ ≤ h.
Proof. From the flux continuity equations, (3.2) and (4.2),
0 =
∫
Kh
[[δ∇uh − βuh]]whds =
∫
Kh
[[δ∇u]]whds.
Let
Qhu = Ihu− H(Ihu)+ fH∗.
Then, ∫
Kh
[[δ∇(uh − Qhu)− β(uh − Qhu)]]whds =
∫
Kh
[[δ∇(u− Qhu)+ βQhu]]whds. (4.3)
Letwh = vh − Ihu. Using Theorem 4.2 the left hand side of (4.3) satisfies
δ‖uh − Qhu‖21,h . ‖vh − Ihu‖2δ,h .
∫
Kh
[[δ∇(uh − Qhu)− β(uh − Qhu)]]whds. (4.4)
For Phu = Ihu− G(Ihu)+ fG∗, we have that
Phu− Qhu = R(Ihu)− fR∗ with R = H − G and R∗ = H∗ − G∗.
Using−δ∆R(Ihu)+ β · ∇R(Ihu) = 0 on T ,−δ∆R∗ + β · ∇R∗ = 0 on T and Qhu = −R(Ihu)+ fR∗ on Kh, the right hand side
of (4.3) satisfies∫
Kh
[[δ∇(u− Qhu)+ βQhu]]whds
=
∫
Kh
[[δ∇(u− Phu)]]whds+
∫
Kh
[[δ∇R(Ihu)− βR(Ihu)]]whds+
∫
Kh
[[−δf∇R∗ + f βR∗]]whds
=
∫
Kh
[[δ∇(u− Phu)]]whds+
[
(δ∇R(Ihu)− βR(Ihu),∇wh)Ω + (−δf∇R∗ + f βR∗,∇wh)Ω
]
= I + II
for allwh ∈ Sh. By (3.6),
|I| =
∣∣∣∣δ ∫
Kh
[[∇(u− Phu)]]whds
∣∣∣∣ . h3/2‖u‖2,Ω‖wh‖δ,h.
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Rearranging terms in II ,
II =
∑
T∈Th
(δ(∇R(Ihu)− f∇R∗),∇wh)T + (−βR(Ihu)+ f βR∗,∇wh)T
=
∑
T∈Th
IIIT + IVT .
Using f = −δ∆u+ β · ∇u, R(Ihu) = (β · ∇Ihu)R∗ and δ1/2‖∇R∗‖0,T . h3/2 (by (P3) and the estimate in Corollary 2.2),
|IIIT | = δ|(∇R(Ihu)− f∇R∗,∇wh)T | = δ|(β · ∇Ihu− f ,∇R∗ · ∇wh)T |
= δ|(β · ∇(Ihu− u)+ δ∆u,∇R∗ · ∇wh)T |
≤ |((β · ∇(Ihu− u)), δ1/2∇R∗ · δ1/2∇wh)T | + |(δ∆u, δ1/2∇R∗ · δ1/2∇wh)T |
. h3/2‖u‖2,T δ1/2‖∇wh‖0,T + δh1/2‖u‖2,T δ1/2‖∇wh‖0,T .
By a similar way,
|IVT | = |(R(Ihu)− fR∗,β · ∇wh)T | = |(β · ∇Ihu− f , R(wh))T |
= |(β · ∇(Ihu− u), R(wh))T | + (δ∆u, R(wh))T |
. (h3/2‖u‖2,T + δh1/2‖u‖2,T )h1/2‖β · ∇wh‖0,T
since ‖R(wh)‖0,T . h‖β · ∇wh‖0,T . Then,
|II| . h3/2‖u‖2,Ω‖wh‖δ,h.
By (4.4),
δ1/2‖uh − Qhu‖1,h . ‖vh − Ihu‖δ,h . h3/2‖u‖2,Ω . (4.5)
Now, we have
δ1/2‖Phu− Qhu‖0,Ω . δ1/2‖(β · ∇Ihu− f )R∗‖0,Ω
. δ1/2h‖δ∆u+ β · ∇(Ihu− u)‖0,Ω
. (δ3/2h+ δ1/2h2)‖u‖2,Ω .
Using (P3),
δ1/2‖Phu− Qhu‖1,T = δ1/2‖(β · ∇Ihu− f )∇R∗‖0,T . δ1/2|Bh|1,T . h3/2‖u‖2,T ,
where Bh = (β · ∇Ihu− f )G∗. The estimates for Bh can be found in the proof of Theorem 3.2. Then,
δ1/2‖Phu− Qhu‖1,h . h3/2‖u‖2,Ω .
With the estimate δ1/2‖u− Phu‖1,Ω in the proof of Theorem 3.2 and the triangle inequality,
δ1/2‖u− uh‖1,h ≤ δ1/2(‖u− Phu‖1,Ω + ‖Phu− Qhu‖1,h + ‖Qhu− uh‖1,h) . h3/2‖u‖2,Ω . 
Remark 4.4. The CBE method with the inexact bubble function can be compared with the SUPG method. The CBE method
(4.2) satisfies
δ(∇vh,∇vh)Ω + (H∗β · ∇vh,β · ∇vh)Ω − δ(∇H(vh),∇vh)h = (f , vh + H∗β · ∇vh)Ω − δ(f∇H∗,∇vh)h, vh ∈ Sh,
while the SUPG satisfies
δ(∇vh,∇vh)Ω + (β · ∇vh, µβ · ∇vh)Ω = (f , vh + µβ · ∇vh)Ω , vh ∈ Sh
since (β · ∇vh, vh)Ω =∑T∈Th 12 (β · nvh, vh)∂T = 0. Therefore, the CBE method can be understood as a perturbation of the
SUPG method with µ = H∗, the average of H∗ on T .
5. Bubble functions and a relaxation method
In this section we introduce a class of bubble functions for a simple triangulation and derive an inexact CBEmethod with
relaxation.
First of all, let us introduce bubble functions. Inexact bubble functions are dependent on triangulations and streamline
vectors. Even for the same triangulation and the same streamline vector, there can be many different choices of inexact
bubble functions. For simplicity of discussion we assume that the streamline vector satisfies β = (b1, b2) > 0, that is,
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b1, b2 > 0. Moreover, we assume that computational domain is a square Ω = [0, 1] × [0, 1] and the triangulation Th is
composed of axis parallel right triangles.
Since β > 0, the outflow boundaries are [0, 1] × {1} and {1} × [0, 1] and the outflow boundary layer region is
Gh := Gh,1 ∪ Gh,2, where
Gh,1 = {T ∈ Th|T ∩ ([0, 1] × {1}) 6= ∅}, Gh,2 = {T ∈ Th|T ∩ ({1} × [0, 1]) 6= ∅}
with the closure T of a triangle T .
Let T1 and T2 be the reference triangles of Th such that vertices(T1) = {(0, 0), (h, 0), (h, h)} and vertices(T2) =
{(0, 0), (0, h), (h, h)}. We consider bubble functions of the type:
H∗τ (x) =
τ
τb1 + b2
(
x1 − he
b1(x1−h)/δ − e−b1h/δ
1− e−b1h/δ
)
+ 1
τb1 + b2
(
x2 − he
b2(x2−h)/δ − e−b2h/δ
1− e−b2h/δ
)
on triangles T1 and T2, where 0 ≤ τ ≤ ∞. It is easy to see that H∗τ satisfies (P1–P3) for any τ . The parameter τ can be
chosen in the way to reduce numerical diffusion and overshooting in outflow boundary layer regions. The bubble function
H∗∞ changes most sharply in the x1-direction among all possible H∗τ ’s, therefore, it is desirable to use H∗∞ to catch sharp
boundary layer on the region Gh,1. Similarly, we use H∗0 on the region Gh,2. In the other part of the domain, we may choose
simply τ = 1. Note that
H∗0 (x) =
1
b2
(
x2 − he
b2(x1−h)/δ − e−b2h/δ
1− e−b2h/δ
)
, H∗∞(x) =
1
b1
(
x1 − he
b1(x1−h)/δ − e−b1h/δ
1− e−b1h/δ
)
and we have
H
∗
0 =
1
b2

h
3
+ O
(
δ
h
)
for T1
2h
3
+ O
(
δ
h
)
for T2
and H
∗
∞ =
1
b1

2h
3
+ O
(
δ
h
)
for T1
h
3
+ O
(
δ
h
)
for T2.
(5.1)
This result is comparable with that of the SUPG in [16].
Now, we introduce a relaxation method. Since the exact solution u of (1.1) satisfies [[∇u − κβu]] = 0 (κ ∈ R), we
consider a relaxation method, that is, find vh ∈ Sh such that∫
Kh
[[δ∇(vh − H(vh))− κβ(vh − H(vh))]]whds = −
∫
Kh
[[f (δ∇H∗τ − κβH∗τ )]]whds, wh ∈ Sh (5.2)
for κ ≥ 1. Note that the inexact bubble CBE in Section 4 corresponds to the case κ = 1.
The relaxation method introduces more interior numerical diffusion as κ becomes larger according to our numerical
experiments. Therefore, it reduces interior numerical oscillation in numerical solutions. Moreover, the relaxation method
is stable for a quite large κ0, 1 ≤ κ ≤ κ0. We do not have rigorous stability and convergence analysis for this method, yet.
Numerical results show that a proper choice of κ results in improved numerical solutions.
6. Numerical experiments
We present four examples to show how to control non-physical numerical oscillations in interior region and boundary
layers by varying the parameters (κ, τ ). We consider a domainΩ = (0, 1)× (0, 1) and a uniform triangular triangulation
Th composed of right triangles. Therefore, the triangulation is composed of two types of triangles, T1 and T2 in the previous
section with h = 1/20.
Control of interior layers by κ: The parameter κ controls interior, non-physical oscillations by introducing numerical
diffusion in solutions in the cross streamline direction. As κ becomes larger there tends to be more numerical diffusion in
approximate solutions, therefore, it reduces oscillation. Figs. 1, 2 and 4 clearly demonstrate this effect. As shown in Fig. 2
we may be able to obtain a more desirable solution by applying a variable κ .
Control of outflow layers by τ : To reduce numerical diffusion or overshooting in the region of outflow boundaries, we
apply τ adaptively, that is, we use τ = 100 on Gh,1 and τ = 0.01 on Gh,2 in our numerical experiments. In the other region,
we use τ = 1. In Figs. 1–5 the effect of the parameter τ is clearly shown.
Example 6.1. We consider a convection dominated diffusion equation:
− δ∆u+ β · ∇u = 0 inΩ (6.1)
with the boundary data
u(x) =

1, x1 = 0,
1, x2 = 0 and 0 ≤ x1 ≤ 13 ,
0, elsewhere.
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Fig. 1. Numerical results with Example 6.1. Here, τ = 1 and κ = 1 for the left figure. The right figure is obtained by introducing diffusion (κ = 2) and
modifying τ on Gh,1 to be τ = 100.
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Fig. 2. Numerical results with Example 6.1. Here, κ = 3 for the first few x2 steps (around the inlet) and κ = 1.3 for the last of steps. τ = 100 on Gh,1 ,
τ = 0.01 on Gh,2 and τ = 1 onΩ \ Gh,1 .
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Fig. 3. Numerical results with Example 6.2. Here, τ = 1 and κ = 1 for the left figure. The right figure is obtained by modifying τ such that τ = 100 on
Gh,1 and τ = 0.01 on Gh,2 .
Here, δ = 10−9 and β = (1, 3)/√10. This is a well-known test problem since it has interior and boundary layers at the
same time.
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Fig. 4. Numerical results with Example 6.3. Here, τ = 1 and κ = 1 for the left figure. The right figure is obtained by introducing diffusion (κ = 1.5) and
modifying τ to be τ = 100 on Gh,1 and τ = 0.01 on Gh,2 .
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Fig. 5. Numerical results with Example 6.4. Here, τ = 1 and κ = 1 for the left figure. The right figure is obtained by introducing diffusion (κ = 1.7) and
modifying τ to be τ = 100 on Gh,1 and τ = 0.01 on Gh,2 .
In Example 6.1 there is a discontinuity in the inflow Dirichlet data and the discontinuity propagates into the domain
creating interior layers along the streamline direction. Moreover, due to homogeneous Dirichlet condition at outflow
boundaries, the solution exhibits outflow boundary layers. In Figs. 1 and 2 boundary layers are controlled very well by
applying variable τ . The right one in Fig. 1 shows a much sharper outflow layer image than an optimal result, suggested
in [8] as an improvement of the SUPG method, while the interior layers look almost identical. Fig. 2 looks a more desirable
solution of all for Example 6.1. For this we apply a large cross streamline diffusion (κ = 3) for few triangles around the
inlet (where discontinuity of a solution happens) to reduce numerical oscillation. After then we apply a relatively small
diffusion (κ = 1.3) for the rest of triangles to avoid excessive diffusion on the smooth part of a solution. We use τ = 100
on Gh,1 to reduce the boundary diffusion on the outlet. We may use τ = 103 or τ = 104 on Gh,1 and these choices make
negligible differences in numerical solutions. The criterion on how big diffusion should be applied on how many triangles
around discontinuities is not known and they are determined heuristically in our numerical experiments.
Example 6.2. We consider the differential equation (6.1) with a boundary condition:
u(x) =
{1, x1 = 0,
1, x2 = 0,
0, elsewhere.
The solution of Example 6.2 has only outflow boundary layers on the region Gh. This example shows that non-physical
boundary layers, not only diffusion but also overshooting can be controlled well by adaptive application of the parameter τ .
Especially, the right one in Fig. 3 is comparable with those in [16].
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Example 6.3. We consider the differential equation (6.1) with β = (1, 1)/√2 and the boundary condition:
u(x) =
{1, x1 = 0,
0, x2 = 0,
0, elsewhere.
The solution of this problem has interior and outflow boundary layers. Since the mesh is aligned with the streamline
vector we expect an accurate approximation as in the SUPG. We observe that the interior layer is identified almost exactly
for any choice of κ except around the outlet (1, 1). Introducing numerical diffusion (κ = 1.5) and boundary layer controls
(τ = 100 on Gh,1 and τ = 0.01 on Gh,2) we have almost exact solution as shown in Fig. 4. Finally, we consider a convection
dominated diffusion equationwith a variable streamline vector. Even though our analysis does not cover this case, numerical
results show that our method is promising.
Example 6.4. Consider a convection–diffusion equation:
−δ∆u+ β · ∇u = f inΩ,
u = 0 on ∂Ω
with δ = 10−9, β = (−x32 + 2x2 + 1, 2x21 − 3x1 + 2) and f (x1, x2) = cos(x1−x2)1+x1+x2 .
To apply our method we consider piecewise constant approximation of the streamline vector β and the source term f .
Example 6.4 is taken from [16]. Fig. 5 shows that our numerical result accords well with that in [16]. This problem has only
boundary layers and boundary layers were controlled by introducing numerical diffusion (κ = 1.7) and boundary layer
controls (τ = 100 on Gh,1 and τ = 0.01 on Gh,2).
7. Conclusion
The inexact bubble CBE method has two control parameters, κ and τ , while the SUPG and RFB have one parameter. This
can be an added tool in tuning numerical solutions.
In inexact bubble CBEmethods bubble functions only need to satisfy the Properties (P1–P3). Therefore, the inexact bubble
H∗ do not need to be a very accurate approximation of G∗, which can be a costly process. Basically, the SUPG method is a
variant of the RFBmethod and the CBEmethod also can be understood as a variant of the RFBmethod. For the SUPGmethod
Knobloch [16] introduces an algorithm on how to choose the stabilization parameters in each triangle to control boundary
layers. In the RFB one needs very accurate estimation of volume integral of G∗, even though he does not construct the bubble
explicitly.
In the CBEmethods the optimal choice of τ is intuitively clear in terms ofmimicking the sharp boundary layer of the exact
solution. The parameter κ introduces numerical diffusion and it suppresses non-physical interior oscillation in numerical
solutions. The mechanism of the parameter κ is not understood theoretically, yet.
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