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Hexagonal Ice (Ih) plays a number of essential roles in controlling and maintaining
the natural environment on Earth. It is the predominant crystalline form of ice and
permanently covers at least 10% of all land. Within the atmosphere ice forms cirrus
clouds which are involved in the greenhouse e↵ect. The altitude and thickness of
the clouds controls the balance of solar heating and infrared cooling from Earth to
space, and is governed by the sizes and shapes of the constituent ice crystals. The
shape of vapour grown ice crystals depends strongly on temperature and vapour
pressure. At low vapour pressures, simple hexagonal prisms form with an aspect
ratio that depends on the relative rate of growth of its two crystallographic surfaces
- the basal and prism surface. The competing action of the two rates results in
thin hexagonal plates at very low temperatures and elongated prisms at higher
temperatures. Curiously, as temperature is increased further, thin plates form once
again. The reasons why growth occurs preferentially along the basal and prism
surfaces at di↵erent temperatures remain unknown. Progress in climate science is
hindered by an incomplete grasp of the underlying mechanisms involved in ice growth
in cirrus clouds. A comprehensive understanding of ice crystal growth is essential if
we are to overcome the colossal climate change challenges we face.
In this project we investigate the basal and secondary prism surfaces of hexagonal
ice at a range of temperatures between 240 K and 270 K using molecular dynamics
and metadynamics. Metadynamics is an enhanced sampling technique that enables
e cient sampling of rare events and yields an estimate of the free energy as a function
of selected collective variables. Our simulations show the formation of a disordered
quasi-liquid layer (QLL) on the surfaces of ice. The QLL mediates crystal growth
and has a thickness which varies with temperature. We investigate how the ice/QLL
and QLL/vapour interfaces influence the water adsorption potential, surface di↵usion
properties and growth shape. Our findings reveal that the outer surface structure
at the QLL/vapour interface depends weakly on the underlying crystal lattice. The
desorption energy costs are equivalent for the basal and prism surfaces, however, the
crystal lattice impacts the dynamics within the QLL. Our results show that there are
distinct di↵usion energy barriers at the basal and prismatic QLL/ice interfaces. The
implication of our work is that the QLL/ice interface is key to the overall kinetics of
ice growth in vapour whereas the QLL/vapour interface plays a secondary role.
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Chapter 1
Introduction
Earth’s environment depends on two delicately balanced equilibria [1]. Firstly,
the ratio between the radiation received from the Sun and the radiation reflected
or re-radiated from Earth. And secondly, the evaporation of water from the oceans
which leads to the subsequent flow of ice sheets back into the oceans [1]. Ice in the
sky, sea and on land plays a vital role in both these equilibria.
Within the atmosphere, ice forms cirrus clouds which permanently cover 30% of
the Earth’s surface [2]. These clouds are involved in the greenhouse e↵ect and control
the balance of solar heating and infrared radiation cooling to space [3]. The sizes
and shapes of the constituent ice crystals within the clouds influence the radiative
properties [4, 5]. On Earth, 10% of land is permanently covered by ice or snow
[6] which insulates the ground and controls the global average temperature [1]. At
the poles, ice caps reflect up to 90% of the Sun’s radiation [6]. In the seas, on
average 7% of all oceanic surfaces are frozen, which influences oceanic currents and
the exchange of gasses with seawater [6]. Above the seas, cirrus clouds concentrate
airborne chemicals and provide the environment for atmospheric chemical reactions
to occur, such as ozone depleting reactions [6]. In this instance, the presence of a
disordered “quasi-liquid” layer (QLL) on the surface of ice enables the reactions [7].
However, the underlying molecular mechanisms of ice growth remain for the most
part unknown. This lack of knowledge is hindering progress in atmospheric and
climate science.
1
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1.1 Ice Growth in Vapour
The life cycle of a crystallising vapour molecule involves transportation to the
crystal surface, adsorption onto the surface, the release of latent heat during adsorp-
tion, migration across the crystal surface to a growth site, and the release of latent
heat at the growth site as the water molecule becomes incorporated into the ice
lattice. Each of these steps is reversible and in competition with sublimation. Macro-
scopically, crystallisation involves the transfer of mass and heat and the combination
of molecular and convective di↵usion. The latent heat released during crystallisation
is proportional to the amount of vapour deposited. Growth at equilibrium dissipates
the latent heat at the rate it is released and maintains the surface temperature and
surrounding vapour density. The role and influence of these complex processes on
ice growth remain uncertain.
The pioneering work in the 1950s by Nakay [8], Kobayashi [9] and Hallett [10] led to
the detailed morphology diagram in Figure 1.1 which illustrates the shape ice crystals
form when grown at di↵erent temperatures and supersaturations or vapour pressures.
The experiments reveal a primary dependence of the crystal habit on temperature
and a secondary dependence on supersaturation. When the ambient environment
of a growing crystal is altered, the experiments show that the crystal growth habit
immediately transitions to that of the new environment. The experiments conclude
that the crystal shape is a product of the ambient growth environment and not of
the nucleation environment of the seed crystal. The morphology diagram reveals two
transitions from thin plates to elongated prisms depending on the relative rate of
growth of the exposed basal and prism crystallographic faces of hexagonal ice. Below
⇠  8  C, the prism surface grows fastest and thin plates form. Between ⇠  8  C
and ⇠  3  C, the basal surface grows fastest and elongated prisms form. Above
⇠  3  C, the prism surface grows fastest once again and thin plates form. However,
the underlying processes which influence and control the growth shape are far from
understood and the dominant factors are unclear.
A comprehensive understanding of ice crystal growth is required if we are to
overcome the significant climate change challenges that the world faces. This must
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Figure 1.1: Morphology diagram of ice illustrating the shape of snow crystals formed in air at
atmospheric pressure, as a function of temperature and water vapour pressure [11].
include an understanding of why growth occurs preferentially along the basal and
prismatic surfaces at di↵erent temperatures. Fully explaining the origin of the two
transitions along the morphology diagram requires an understanding of the growth
mechanisms at the crystal surfaces. A detailed picture is required which involves; the
crystal structure and its equilibrium surface structure, the kinetics of adsorption and
di↵usion across the surface, the accommodation of molecules into the crystal lattice,
and the vapour density and temperature gradients surrounding the growing crystal.
It is challenging to study ice growth in vapour experimentally due to the need
to simplify the parameters and separate the complex e↵ects whist still accurately
replicating the growth conditions in a cloud. The surface energies of the crystallo-
graphic surfaces are similar and very sensitive to temperature [12, 13]. Accurately
determining the conditions of growth within an experiment is itself a major challenge.
The experimental ventilation velocity and the presence of water droplets hinders the
determination of the true supersaturation environment and prevents comparisons
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between the results from di↵erent experimental setups [14]. Crystal growth lowers
the ambient supersaturation as the vapour supply becomes depleted. The addition of
water droplets is therefore required to maintain the water saturation in experiments.
However, the presence of the droplets results in an ‘e↵ective’ supersaturation which
is not only di cult to determine but di cult to control. Computer simulations may
overcome these challenges and allow us to reduce the complexity of the problem
whilst still producing meaningful results and predictions.
In this project we investigate the basal and secondary prism surfaces of hexagonal
ice at a range of temperatures between 240 K and 270 K using molecular dynamics
and enhanced sampling methods. The secondary prism surface is fast growing and
drives growth in lateral direction, whereas the basal surface dominates growth in the
vertical direction. Our computer simulations provide insights into the properties of
the two surfaces at the molecular level which we correlate with temperature. Our
findings help explain the emergence of ice crystals with a specific aspect ratio and
the two transitions in the morphology diagram.
1.2 Hexagonal Ice Structure
Ice can be found in at least 13 di↵erent crystalline phases depending on the
pressure and temperature [1], as shown in the phase diagram in Figure 1.2. Hexagonal
ice (Ih) is the most common phase of ice on Earth and can be obtained by freezing
water at atmospheric pressure [1]. The oxygen atoms in Ih sit on a regular crystal
lattice as shown in Figure 1.3 [1]. Each O atom is surrounded by four oxygen
neighbours in a tetrahedral environment. The protons obey the Bernal-Fowler rules
which state that [16]:
1. The two hydrogen atoms in each water molecule are directed towards two of
the four surrounding oxygen atoms
2. Only one hydrogen atom lies between neighbouring oxygen atoms
3. Each oxygen atom has two nearest neighbouring hydrogen atoms such that the
molecular structure of water is preserved
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Figure 1.2: Phase Diagram of Ice [15].
Figure 1.3: Crystal structure of hexagonal ice. Oxygen atoms are illustrated in red and hydrogen
atoms in yellow [17].
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The crystal structure of Ih is unusual because it contains orientational or proton
disorder. Above 5 K, the protons can move between water molecules whilst obeying
the Bernal-Fowler rules [18]. The result is electrical polarisability and conductivity
[1].
The crystal structure of hexagonal ice is shown in Figure 1.4. Ih forms a low-
density structure with a low packing e ciency of ⇠ 13 , calculated as the ratio of the
volume of the particles within a unit cell to the volume of the unit cell. In contrast,
simple cubic and face centered cubic structures have packing e ciencies of ⇠ 12
and 34 , respectively [19]. Every molecule in hexagonal ice experiences an identical
molecular environment. However, there is a small deviation from ideal hexagonal
symmetry as the unit cell is 0.3% shorter in the c-direction [19]. The O–O distance
is approximately 2.76 A˚ and each hydrogen atom lies about 0.985 A˚ from an oxygen
atom at around  20 C [1].
Figure 1.4: Basal and secondary prism planes of hexagonal ice.
Striking images taken by Libbrecht [20] of Ih crystals grown at low vapour
pressures are shown in Figure 1.5. The six side faces are the {1010} prism faces, and
the top and bottom faces are the {0001} basal faces, as illustrated in the schematic
in Figure 1.5 d).
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Figure 1.5: Images and schematic of hexagonal ice crystals. a) and b) show elongated prisms and c)
shows a thin plate [20]. d) Schematic representation of the basal and prism surfaces.
1.3 Ice Growth - Experiments and Theory
Ice growth in vapour is complex and influenced by numerous e↵ects which are
poorly understood. Here we review past works, experiments and theory which seek
to explain the influence of thermal di↵usion, organic vapours and surface kinetics on
the growth of ice in vapour.
Ice growth on a substrate of high thermal conductivity enables growth under
conditions of e cient thermal di↵usion to be studied. Experiments performed on
a stainless steel substrate result in crystallisation which depends on surface kinetic
e↵ects more strongly than normal [21]. As the crystal thickness increases, heat transfer
to the stainless steel substrate decreases since ice is a poor heat conductor. The ice
surface temperature increases due to the latent heat released during crystallisation,
resulting in a decrease in the growth rate. Under such conditions, the resistance to
heat transfer is the rate limiting factor.
Growth of ice in the presence of organic vapours, such as acetone, acetic acid,
nitric acid, silicones and alcohols, can result in significantly di↵erent growth shapes
at both high and very low vapour pressures [14]. This observation suggests that
organic vapour molecules interfere with the ice surface kinetics as opposed to mass
and heat transfer processes. Polar foreign vapour molecules modify the growth habit
most strongly, suggesting that the kinetic processes modified by the interactions
between the polar ice surface and vapour molecules are rate limiting [14].
Many models have been developed to describe the rate of growth of ice in vapour
in terms of experimentally measurable quantifies [14, 22]. One such model by Mason
[22] quantifies the rate, using the vapour di↵usion/thermal conduction equilibrium,
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Mason’s model exploits an analogy between the vapour field around an ice crystal
and the field of electrostatic potential around a charged conductor of the same size
and shape. The leakage of charge from the conductor (the analog of the flux of
vapour to or from an ice crystal) is proportional to the electrostatic capacity C of the
conductor. C therefore depends on the size and shape of the crystal and accounts
for the vapour field. For a sphere of radius r, C = r whilst for a long, thin prolate
spheroid C = aln(2la/lb) where la is half the length and lb is the radius of the midsection
[14, 23]. A in Eq. 1.1 is a heat term which quantifies the conduction of heat from
the growing surface, B is a moisture term which takes into account the transfer of
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where Mm is the molecular weight of ice, R is the gas constant, K is the thermal
conductivity of air, T is the temperature of the environment,  Hsub is the latent
heat of sublimation, and D is the di↵usion coe cient of water vapour in air. At
constant pressure, A and B depend only on temperature.
Eq. 1.1 yields the mass growth rate as a function of temperature. This is
calculated at two di↵erent ambient pressures in [24] using experimental values for
the variables and an empirical value for C, and the result is shown in Figure 1.6.
The maxima in the trend is a result of the di↵erence between the saturated vapour
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pressures over water and ice. As pressure decreases, water vapour di↵usivity increases
and the rate of growth increases.
Figure 1.6: Theoretical growth rates of ice crystals as a function of temperature at two water vapour
pressures. The temperature of the maximum rate is indicated on each curve [24].
Ice growth modelled using Eq. 1.1 does not take into account surface kinetic
e↵ects and assumes that vapour molecules are incorporated directly into the crystal
lattice. Any agreement with experimental results would suggest surface kinetic
e↵ects are unimportant. However, experimental results do not agree with the simple
functional form in Figure 1.6 and surface kinetics must not be overlooked [14]. Eq.
1.1 gives a theoretical prediction of the growth rate of ice crystals in vapour, however,
it does not predict how the adsorbing molecules are distributed over the crystal
surface or the growth habit, and does not explain the anisotropy of the basal and
prism growth rates with temperature.
The influence of surface kinetic e↵ects on the rate of growth of the basal and
prism surfaces is studied by experiments performed in pure water vapour. Under
such conditions, the growth rate is not governed by the di↵usion of water molecules
to the crystal surface, enabling the contributions of kinetics to be measured [25]. Ex-
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Figure 1.7: Experimental linear growth rate of the basal and prism surfaces of ice as a function of
temperature [25].
perimental results suggest that surface kinetics play an important role, and influence
the basal and prism surface growth with a magnitude dependent on temperature and
crystallographic face [14, 25]. The linear growth rate measured from one such study
at constant vapour density and varying temperature is shown in Figure 1.7.
A detailed understanding of the surface kinetics responsible for the curve in
Figure 1.7 remains incomplete, however, a quasi-liquid layer on the surface of ice
with a varying thickness may account for the temperature dependence of the surface
kinetic e↵ects.
1.4 Quasi-Liquid-Layer of Ice
Surface melting or premelting is a phenomenon which occurs on the crystal surface
of a range of materials such as metals, semiconductors, and inorganic and organic
materials, at temperatures below the melting point [26]. A less ordered quasi-liquid
layer (QLL) forms on the surface of these materials, driven by the lowering of the
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surface free energy [27]. QLLs are important because they dominate the surface
properties of crystals at temperatures below the melting point [28]. As an everyday
example, the slipperiness of a skating rink is a product of the QLL of ice. In this
project the QLL is of interest because it plays an important role in crystallisation
[28]. A water vapour molecule may adsorb on an ice surface from which it will either
desorb or become incorporated into the crystal structure. This process is governed
by the interaction of the QLL with the vapour molecule. Molecular dynamics (MD)
simulations suggest a correlation between the likelihood that a QLL molecule will
desorb and its position within the QLL [29]. Ice growth in vapour is therefore
mediated by the QLL, and an understanding of the energetics of ice crystal growth
requires an understanding of the QLL at the molecular level.
1.4.1 Observing the Quasi-Liquid-Layer
The QLL of ice can be observed experimentally using a range of techniques.
Optical ellipsometry and microscopy experiments rely on the di↵erent refractive
indexes of water and ice, and provide evidence of the QLL on the surfaces of ice
[30, 31]. X-ray di↵raction experiments reveal that the long-range order, which gives
rise to Bragg reflections in the bulk, is lost in a layer close to the surface at all
temperatures above  13  C [32]. By varying the angle of the incident X-rays, the
QLL thickness is measured as a function of temperature above 260 K for the three
surfaces of hexagonal ice. The results fit the equation:
L = I ln
     Ts(Tm   T )
     (1.4)
where L is the thickness, Tm is the melting temperature, Ts ⇠ 260 K, and I ⇠ 8.4
nm or 4.0 nm for the basal and prismatic surfaces, respectively [1].
Studies of the basal surface of ice by proton back-scattering indicate the presence
of an amorphous layer above  60  C [33]. Anomalously large amplitudes of molecular
vibration are observed near the surface leading to the hypothesis that the QLL is due
to large-amplitude thermal vibrations of surface oxygen atoms which propagate into
the crystal interior because of the directionality of hydrogen bonds [33]. A thickness
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Figure 1.8: Quasi-liquid-layer thickness as a function of temperature measured using photoelectron
spectroscopy [34].
of 94 nm is measured at  1  C and the functional dependence of the QLL thickness
with temperature is found to be:
L(nm) = (94± 17)  (54± 14) log(273  T ) (1.5)
which is in agreement with the functional form of Eq. 1.4.
Photoelectron spectroscopy studies of the surface of ice yield a QLL thickness of
about 2 nm at  2  C, but a negligible thickness below  20  C [34]. The temperature
dependence of the QLL obtained is shown in Figure 1.8. Atomic force microscopy
experiments show a QLL above  35  C and a QLL thickness /   log(Tm   T ) [35],
as observed in X-ray di↵raction and proton back-scattering experiments.
In summary, a broad range of experimental techniques reveal the presence of a
QLL on the surface of ice. However, the di↵erent methods disagree on the temperature
at which surface melting first occurs and the QLL thickness. The measured QLL
thickness varies by up to 2 orders of magnitude depending on the experimental
technique [28]. The source of such significant variations can be attributed to a lack
of spatial and temporal resolution and variations in the ice samples [28]. In addition,
di↵erent techniques use di↵erent physical properties of the QLL to measure the
thickness, resulting in di↵erent sensitivities [27].
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1.4.2 Simulating the Quasi-Liquid-Layer
The QLL can be simulated and studied using computer simulations. Selected
studies using di↵erent water models and ice slab sizes are reviewed in the following.
Classical molecular dynamic simulations are performed by Conde [7] on the
vapour exposed basal and prism surfaces of hexagonal ice. Four water models are
used: SPC/E, TIP4P, TIP4P/Ice, and TIP4P/2005 which are reviewed in section 3.1.
The slabs consist of 1536 water molecules and are ⇠ 30⇥ 27⇥ 60 A˚3 in dimension.
50 A˚ of vacuum is used such that the total simulation box is ⇠ 30 ⇥ 27 ⇥ 110 A˚3
in size. NVT simulations are performed for 6 to 12 ns at 200 K, 240 K, 266 K and
270 K. QLL molecules are identified using a tetrahedral order parameter which takes
into account the angles between neighbouring oxygen atoms. The results show that
the thickness of the QLL depends on the crystallographic face that is exposed but
is independent of the water model. QLL formation occurs at about  100  C and
 80  C for the basal and prism TIP4P/Ice surfaces, respectively. At 240 K, a QLL
thickness of 3.8 A˚ and 2.7 A˚ is estimated for the basal and prism TIP4P/Ice surfaces,
respectively, whilst at 270 K, the thickness is 7.5 A˚ and 6.8 A˚, respectively. At low
temperatures the simulations suggest a QLL is formed of water molecules from just
one ice bilayer. This is consistent with more recent MD studies using a variety of
water models [36–38].
Neshyba [29] performs 170 ns of molecular dynamics simulations of the basal
surface exposed to vacuum at 250 K using a six-site intermolecular potential. The
slab consists of 1280 molecules and is 36⇥ 31⇥ 33 A˚3 in dimension but is elongated
to 36⇥ 31⇥ 70 A˚3 to add 37 A˚ of vacuum. The work reveals that ⇠ 92% of the QLL
molecules belong to a deeper crystalline sub-layer where each molecule forms typically
three hydrogen bonds and has an orientational distribution that closely resembles
bulk crystalline ice. The remaining QLL molecules typically have two hydrogen
bonds and form a highly mobile outer sub-layer with a preference for dangling bond
orientations. Bulk molecules predominantly form four long lived H-bonds which
persist for over 1 ns, whereas molecules in the QLL form very few long lived H-bonds.
Related work by Pfalzbra↵ [38] corroborates these findings.
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The growth rate of ice in the melt can be estimated from simulations by monitoring
the evolution of the length of a growing Ih slab in contact with water [39]. Rozmanov
[40] shows that the basal surface growth rate is approximately 30% smaller than the
prism growth rate using TIP4P/2005. The position of the interface is defined using
a Fourier transform of the density profile. Similar work by Espinosa [39] estimates a
maximum rate of growth for the secondary prism surface at 260 K and 230 K using
TIP4P/Ice and mW, respectively. The mW maximum rate of growth is three orders
of magnitude larger than TIP4P/Ice. For supercoolings of around 55 K, the mW rate
is five orders of magnitude larger than TIP4P/Ice. Espinosa defines the interface
using the 6th order Steinhardt bond-order parameter described in Section 3.4.1. Both
works find that the basal surface growth rate is around 40% slower compared to the
secondary prism surface. Below  15  C, Espinosa [39] describes the dependence of
the growth rate, u on supercooling by
ln(u) = ↵+   T +  ( T )2 (1.6)
where ↵,   and   are constants fitted to the simulation data and  T = Tm   T [39].
Rozmanov [40], however, fits the growth rates estimated from simulations of ice in
the melt using a slightly di↵erent form:
u = C1 exp (C2/T )
p
D(T ) [1  C3 exp (C4/T )] (1.7)
where C1, C2, C3 and C4 are constants fitted to the simulation data, and D(T )
temperature dependent self-di↵usion constant of the 4-site water model used. Two
di↵erent equations have been suggested in two similar simulation studies of ice growth
in the melt. A lack of conformity of Eq. 1.6 and 1.7 underscores the need for further
study of ice growth using simulations and a more fundamental understanding of the
growth processes at the molecular level.
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Figure 1.9: Experimental viscosity of water between 25.0  C and  23.8  C [41].
1.4.3 Dynamics of the Quasi-Liquid-Layer
The dynamics of the QLL play an important part in the kinetics of ice growth.
Studies of the di↵usivity and viscosity of ice surfaces have helped uncover the
properties of the QLL. Here we review a selection of experimental and simulation
works.
The viscosity of supercooled water is measured using a capillary flow technique
down to  23.8  C in Ref. [41]. Figure 1.9 shows the viscosity temperature relationship
obtained and includes data from other studies. As temperature decreases, the viscosity
increases at an increasing rate.
The temperature dependence of the viscosity of supercooled water is studied by De-
haoui [42] by fitting the experimental results to non-diverging and diverging functional
forms. Non-diverging models such as the Arrhenius law, ⌘(T ) = ⌘0 exp(Ea/kBT ),
and a parabolic law, ⌘(T ) = ⌘0 exp[J2(1/T   1/T0)2 + (Ea/kBT )], do not reproduce
the data correctly. Here ⌘ is the viscosity, ⌘0 is a parameter of the model, J is
an energy scale parameter, T0 is a temperature parameter of the fit and Ea is an
energy barrier. Diverging models, in contrast, reproduce the data more accurately.
The diverging Vogel-Fulcher-Tamman (VFT) equation, ⌘(T ) = ⌘0 exp[BT0/(T   T0)]
is an improved model compared to the parabolic law, however, it struggles with
reproducing the experimental data at high and low temperatures. The power law,
⌘(T ) = ⌘0(T/Ts   1)   , where Ts and   are parameters, overcomes this issue and
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gives an excellent fit over the whole temperature interval.
NMR di↵usion measurements down to 238 K reveal that in the temperature range
from 298 K to 242 K, di↵usion is well described by an empirical VFT relationship [43].






provides a better fit. NMR studies of ice between 253 and 273 K yield in-plane
di↵usion coe cients between 1.3 ⇥ 10 9 cm2s 1 and 3.08 ⇥ 10 9 cm2s 1 and an
activation barrier of 23.2 kJ/mol [44]. Simulations estimates of the in-plane di↵usion
coe cient within the first bilayer using the rigid 4-site TIP4P water model range
from 1.7⇥ 10 7 cm2s 1 at 180 K to 1.6⇥ 10 6 cm2s 1 at 210 K. An average in-plane
di↵usion energy barrier of 23.2± 2.9 kJ/mol is estimated which is close to the energy
required to break a hydrogen bond, suggesting that in-plane di↵usion occurs via
repeated breaking and formation of H-bonds [45].
Detailed calculations reveal that TIP4P/Ice underestimates the di↵usion coe -
cient by a factor of two at moderate supercooling and by a factor of four at high
supercoolings [39]. In contrast, the mW di↵usion coe cient is up to three orders of
magnitude larger than the experimental result and is much less strongly dependent on
temperature compared to TIP4P/Ice [39]. Above 230 K, the TIP4P/Ice di↵usion fits
D = D0(T  TMCT )↵ whilst at lower temperatures the results are better described by
an Arrhenius equation [39]. The change in temperature dependence of the di↵usion
coe cient is denoted as the fragile-strong transition [46].
Computational studies of the QLL di↵usivity provide further insights into the
QLL properties, and enable the accuracy of water models to be assessed. The self-
di↵usivity of the prism surface is studied using molecular dynamics simulations in Ref.
[47] with a 4-site, 5-site and 6-site water model. An Ih system consisting of 2880 water
molecules is simulated at submelting temperatures ranging from  2  C to  60  C.
Below  40  C, the surface di↵usion is anisotropic, whilst at higher temperatures,
above  30  C, it is isotropic. The results show that anisotropic di↵usion occurs
when the di↵usion activation energy is low and of the order of one hydrogen bond.
Under such conditions, the di↵usion mechanism is dominated by motion within the
outermost QLL sublayer where the entropic barriers to di↵usion are di↵erent in
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the two in-plane directions and the enthalpies of activation are similar in the two
in-plane directions. A mechanism for in-plane anisotropic di↵usion within the QLL
involving uncorrelated hopping or jumping, as opposed to molecular exchanges, is
suggested based on MD simulations [47]. Isotropic di↵usion, however, occurs when
the activation energy is larger and results in a di↵erent mechanism within a deeper
QLL sublayer. The mechanism involves a more fluid QLL that is less sensitive to the
underlying crystalline lattice.
An activation energy equivalent to the energy of one hydrogen bond is estimated
for horizontal movement of water molecules within the topmost QLL sub-layer, using
the six-site NE6 intermolecular potential in Ref. [38]. Simulations are performed
at 250 K for 200 ns on slabs consisting of 2880 water molecules and of dimension
54⇥47⇥37 A˚3. Vacuum is added by elongating the simulation box by 33 or 43 A˚, such
that the total simulation boxes is either 54⇥47⇥80 A˚3 or 54⇥80⇥37 A˚3. The results
show that the surface di↵usivity of hexagonal ice is dependent on the crystallographic
surface. Surface di↵usivity is isotropic on the basal surface but anisotropic on the
prismatic surface. Analysis of the vertical coordinates of the oxygen atoms yields
insight into the dynamics of layer-to-layer transitions. Sublimation events are found
to be rare whilst transitions between the QLL sub-layers are relatively common.
Transitions from the outermost ice sub-layer into the bottom QLL sub-layer occurs
as binary exchanges [38].
A more detailed MD study of the activation energy of di↵usion estimates a di↵u-
sion energy barrier equivalent to one hydrogen bond at low temperatures increasing
to two hydrogen bond close to the melting point [48]. This result a rms a change
in mechanism of di↵usion which accompanies the observation of a transition from
anisotropic to isotropic in-plane di↵usion as temperature increases. In contrast,
measurements of the activation energy of di↵usion of supercooled water decreases
with temperature suggesting a radically di↵erent mechanism and implying that the
underlying crystalline lattice of ice plays and important role [48].
The dynamics of the QLL are complex and the in-plane di↵usion of the two
surfaces are isotropic and anisotropic at di↵erent temperatures. Di↵usion within
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the QLL occurs via a mechanism involving an initial migration to the outermost
sublayer of the QLL followed by in-plane motion with activation energy equivalent
to around one hydrogen bond [37, 38, 45]. The molecular origin of the convoluted
temperature dependence of the in-plane di↵usion remains unknown, and the impact
on the rate of growth unmapped. A detailed understanding of the basal and prism
surface structure is therefore necessary for a comprehensive picture of ice growth.
1.5 Surface of Ice - Structure and Energy
The surface structure of ice is complex and poorly understood and yet important
for understanding the dynamics of the QLL. Ice crystal growth is a dynamical process
which depends on the surface structure and therefore also remains poorly understood.
Surface melting occurs over the temperature range where a large variation in snow
crystal morphology occurs which suggests that surface melting plays an important
role in crystal growth [11]. However, it is not clear how surface melting influences the
surface structure or how it a↵ects the attachment kinetics central to crystal growth
[49]. The functional form of the QLL thickness with temperature suggests that the
QLL diverges to infinite thickness as the melting temperature approaches. As a
result, a reasonable assumption is that the QLL/ice interface resembles the liquid/ice
interface close to the melting temperature. However, at lower temperatures the QLL
structure must be characterised in order to understand the dynamics and energetics
of ice crystal growth.
The protons of Ih follow the ice rules and are fully orientationally disordered close
to the melting point. Ih remains the stable phase under ambient pressures down to
⇠ 72 K [50]. Below this temperature, the ferroelectric proton ordered phase, ice XI,
becomes the ground state. However, as temperature is decreased, Ih proton motion
is reduced and a glassy transition is observed near 110 K [51] which, in practice,
prevents transitions to ice XI.
Antarctic ice sheets kept at low temperatures for thousands of years can provide
insights into the equilibrium proton structure. Raman and neutron scattering of
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Antarctic ice sheets suggest a second-order phase transition to a proton-ordered phase
occurs at 237 K [52]. However, more recent studies cast doubts on this discovery and
suggest ancient Arctic and Antarctic ice have the same proton disordered structure
as ice Ih [53, 54].
Whist the proton ordering of bulk ice Ih has been widely studied [55, 56], the
ordering and energetics of Ih surfaces are not yet fully understood [57, 58]. The
entropy at the surface is greater than in the bulk and varies depending on the
crystallographic surface [59]. The larger the entropy, the more favourable the surface,
however, the impact of entropy on the growth mechanisms is unclear. The surface
energy a↵ects crystal growth and influences the equilibrium crystal shape and yet the
value for ice is not well established both experimentally and theoretically, whilst its
dependence on proton ordering is not rigidly known [58]. DFT calculations suggests
significant di↵erences between the energetics of proton ordering on the surface and
in the bulk, and a much higher order-disorder transition temperature at the surface
compared with the bulk [58].
The interface energy between ice and vapour can be measured experimentally
from the contact angle of a water drop on an ice surface. However, it is unclear
how the droplet influences the surface structure or whether intermediate structures
form which influence the experimental measurement [60]. The surface energy of ice
measured at  25  C is found to be roughly 4.8 meVA˚ 2 [61]. Estimates obtained
using empirical methods, such as electronegativity based models [62], and semi-
empirical methods, which combine theory with experimental measurements, range
from 4.3 meVA˚ 2 to 18.6 meVA˚ 2 [60]. Comparisons of the surface energy estimates
suggest they depend strongly on the model and parameters used [60]. Ab initio
simulations can overcome these issues and provide an estimate of the surface energy
of ice.
The basal surface energy estimated using total energy DFT calculations reveal a
range of values increasing from 12.2 meVA˚ 2 to 18.2 meVA˚ 2, as the proton order of
the configuration is decreased [60]. In contrast, the range of bulk energies obtained
as the proton order is varied is an order of magnitude smaller. Similar results are
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obtained for the prism surface [60].
The significant di↵erence in dependence of bulk and surface energies on proton
arrangement is due to repulsion from dangling OH groups. Dangling OH bonds
are defined as OH groups which point out of the surface. At the surface these are
charge-charge interactions with a 1/d dependence, where d is the atomic separation
between two dangling bonds [60]. In the bulk, dangling OH groups interact through
weaker dipole-dipole interactions [60]. One hypothesis suggests that surface melting
occurs preferentially at regions with higher concentrations of dangling OH groups
[58]. Whilst the surface and bulk energies depend to di↵ering extents on the proton
order, the O-O bond lengths are very similar. Experimental results at 38 K show
that the O-O bond length of surface molecules is 2.77 A˚, compared to 2.76 A˚ in the
bulk [63].
The vertical binding energy (VBE) of a water molecule is defined as the di↵erence
between the total potential energy of the configuration containing the molecule and
an identical configuration with the molecule removed [29, 38]. MD simulations of the
basal and prism surfaces at around  40 C suggest a VBE equivalent to four hydrogen
bonds within the bulk [29, 38]. Within the QLL, a VBE of around two H-bonds is
detected in the outer sublayer whilst a VBE of around three H-bonds is measured
deeper within the QLL. A broad range of molecular VBEs are estimated within the
QLL suggesting that the QLL is characterised by a broad range of hydrogen bonding
networks. Analysis of the lifetime of H-bonds suggests that QLL molecules have
predominantly short-lived H-bonds whilst bulk molecules have long-lived H-bonds
[29].
Vibrational sum frequency generation (SFG) spectra reveal information on the
vibrational response of surface molecules at the solid/vapour interface. SFG spectra
enable the strength of hydrogen bonds between neighbouring molecules to be quan-
tified based on the measured frequency of OH stretch vibrations [64, 65]. Details
of the mechanism of ice growth from the QLL are uncovered by Sanchez [66] by
combining spectra calculated from classical molecular dynamics simulations with SFG
spectroscopy measurements. The simulations are performed using a 4-site TIP4P/Ice
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water model described in section 3.1. The results provide evidence of layer-by-layer
growth. SFG spectra of the basal surface reveal a shift at around 257 K indicating an
abrupt weakening of hydrogen bonds above 257 K. Correlating the density profiles
of the basal surface with the SFG results indicates that the surface melts layer by
layer which is in agreement with previous work [67]. The results suggest that at 257
K there is a shift from one melted bilayer to two melted bilayers. Computational
studies of the orientation of OH groups support this view and reveal a noticeable
shift in trend for temperatures above and below 257 K [66]. The emerging picture of
ice surface melting is that the first bilayer begins to melt at 200 K, and at 257 K a
second bilayer melts. Detailed DFT calculations show that the molecular binding
energy associated with the removal of a water molecule from ice varies by 30 to 70
kJ/mol in the first two bilayers but is uniform in the third [68]. This result indicates
a di↵erence in bonding network within the first two bilayers and subsequent layers.
The melting behaviour of the first two bilayers could therefore be di↵erent to deeper
ice layers. The vibrational response of dangling OH bonds show a weak temperature
dependence which suggests that the outermost surface structure remains unchanged
between 235 K and 264 K [66]. This result is consistent with previous findings [69].
At higher temperatures a di↵erent picture emerges from high-resolution optical
interferometry measurements [70, 71]. Close to the melting temperature, the QLL
is composed of a thin liquid layer. Sitting on top of this layer are micrometer
sized water droplets which come in and out of existence and are dependent on
the water vapour pressure. The results paint a complex picture of a spatially
and temporally heterogeneous QLL. Droplets form due to long-ranged attractive
interactions between ice and vapour. The QLL is suppressed by these interactions
and the balance between QLL formation and droplets formation is determined by
the competition between the long-ranged attractive interactions and short-ranged
repulsions which enhance the QLL [72]. The result of these competing e↵ects is a
first-order transition between di↵erent wetting states [66]. A droplet of liquid may
form directly on the surface of ice or directly on top of a QLL. The former is favoured
by the long-range interactions whilst the latter is favoured by short-ranged forces.
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Short-ranged repulsive interactions change the temperature dependence of the QLL
thickness from a power law predicted for dispersion forces to a logarithmic divergence
[72].
The overarching consensus from a broad range of studies of the surface of ice is
that it is complex and depends on both temperature and the crystallographic plane.
Building a complete picture of ice growth in vapour is very challenging because each
individual step in the crystallisation process depend non-trivially on a large number
of factors. Previous works, described in detail in the previous sections, have focused
on probing individual steps in detail, however, combining all the di↵erent factors and
contributions into a global picture remains a significant challenge for the community.
1.6 Aim of this project
The shape of vapour grown ice crystals depends strongly on the conditions under
which growth has taken place. As mentioned in section 1.1, at low vapour pressures
ice growth results in the formation of either elongated hexagonal prisms or thin
hexagonal plates depending on the temperature. The shape depends on the relative
rate of growth of the exposed basal and prismatic faces. Elongated prisms occur
when the rate of growth of the basal face is fast compared to the rate of growth of the
prismatic faces, whilst thin plates occur when the opposite is true. As temperature
increases, there are two cross-overs in the rates of growth of the two surfaces. However,
the reasons why growth occurs preferentially along the basal and prismatic surfaces
at di↵erent temperatures remain unknown. The underlying mechanisms at each step
in the cycle of a crystallising vapour molecule are not fully understood, hindering
progress in climate science.
Whilst theoretical models have been developed to describe the growth rate of ice
in vapour such as Eq. 1.1 described in section 1.3, there is no explanation why at
certain temperatures the basal surface grows fastest and at others the prism surface
grows fastest. A complete understanding of the rate of growth of the basal and
prismatic surfaces requires not only an understanding of vapour adsorption but also
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a detailed knowledge of the processes which occur once a molecule has absorbed.
In this work we study the growth of ice in vapour using computer simulations. We
focus on both the QLL/vapour and QLL/ice interface dynamics and uncover details
of the mechanisms of growth. We build a comprehensive description of the basal
and prismatic surfaces involving the crystal and equilibrium surface structures, the
dynamics of the QLL, the thermodynamics of QLL crystallisation and melting, the
energetics at the QLL/vapour interface, and the dynamics at the QLL/ice interfaces.
We focus on the secondary prism surface of ice as opposed to the primary prism
surface because it is the fastest growing prismatic surface and drives lateral growth.
In this thesis the secondary prism surface is refered to as simply the prism surface
when discussing our simulation results. By combining the di↵erent elements of our
work, we aim to explain the origin of the two cross-overs in the morphology diagram
of ice.
Molecular dynamic simulations are used in this project to study the QLL and
its properties using two water models. Di↵usion related properties are calculated
and structural analysis unearths important di↵erences between the basal and prism
surfaces. Our molecular dynamic simulations provide reliable statistics on the crystal
surface dynamics of ice as we model larger systems than previous works. The free
energy barriers associated with QLL melting and crystallising are recovered using
an enhanced sampling technique (Metadynamics) and provide a measure of the
thermodynamic chemical potential driving force of QLL crystallisation.
Enhanced sampling techniques have never been used before to study the role of
the QLL of ice in crystallisation. In this project we obtain the first estimates of the
free energy associated with growth of the basal and prismatic surfaces of ice. Our
focused approach reveals important insights into the growth of ice which contribute
towards improved climate modelling and can help tackle the impact of global warming.
The scope of our work, however, is not just restricted to studies of ice. Solids interact
through their surfaces and their shape will influence their chemical and physical
properties. Drugs are often purified and sold as crystalline solids, therefore their
size and shape will not only have an impact on the e ciency of the production
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processes, but will influence the drugs dissolution kinetics, bio-availability and uptake
performances [73]. The approach used in this project is therefore also valuable to
the fields of pharmacology and fine chemistry, due to an interest in the ability to
control the shape of crystals [73].
Chapter 2
Simulation Methods
The growth of ice is studied in this thesis using computer simulations. The
following chapter reviews the simulation methods used and outlines the algorithms.
2.1 Molecular Dynamics
Newton’s equation of motion, F =Ma, suggests it is possible to determine the
evolution of the position of a particle with time, by calculating its acceleration, a
from the force it experiences, F, and its mass, M . Based on this notion, classical
molecular dynamics (MD) simulations allow the equilibrium and transport properties
of many-body systems to be computed by treating the particles using classical
mechanics. In atomistic MD simulations, the particles correspond to atoms. In
coarse-grained simulations, groups of atoms are represented by one particle.
2.1.1 Born-Oppenheimer approximation
The evolution of a many-body system is in principle described by solving the
time-dependent Schrodinger equation
H(R, r) (R, r) = E (R, r) (2.1)
where r and R are the set of electronic and nuclear coordinates, respectively. The
Hamiltonian operator can be broken down into 5 main contributions
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H(R, r) = Tn(R) + Vnn(R) + Te(r) + Vee(r) + Ven(R, r) (2.2)
where Tn and Te correspond to the nuclear and electronic kinetic energy operators,
respectively, and Vnn, Vee and Vne correspond to the nuclear-nuclear, electron-electron
and nuclear-electron interaction potential energy operators, respectively.
An exact solution to Eq. 2.1 is not possible for an N-body system, therefore
approximations must be made. Electrons are three orders of magnitude lighter than
nuclei and yet their electric charge is of the same order. The result is that both
nuclei and electrons experience similar forces, however, electrons have much greater
velocities.
The Born-Oppenheimer approximation is based on the assumption that within the
time-scale of nuclear motion, electrons can relax to the instantaneous ground-state
configuration. Nuclei are considered stationary, allowing the energy of the system
to be calculated based on the electronic ground-sate configuration, and allowing
the nuclear motion to be solved. The Born-Oppenheimer approximation leads to a
separation of electronic and nuclear motion, allowing the wavefunction to be expressed
as
 (R, r) =  (R) (r;R) (2.3)
where  (r;R) is an electronic wave function parameterised by the nuclear positions,
R and  (R) is the nuclear wave function. Following from this, we may split the
Schrodinger equation into an electronic contribution
He(r,R) (r;R) = Ee(R) (r;R) (2.4)
and nuclear motion contribution
[Tn(R) + Ee(R)] (R) = E (R) (2.5)
where Ee(R) is the potential energy for nuclear motion and the electronic Hamiltonian
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is defined as
He(r,R) = Vnn(R) + Te(r) + Vee(r) + Ven(R, r) (2.6)
Molecular dynamics simulations usually treat nuclei as classical particles and
assumes that the quantum e↵ects on nuclear motion is negligible due to their size.
As such, the Schrodinger equation of nuclear motion can be substituted by Newton’s
equation of motion
 rREe =MR¨ (2.7)
The evolution of a system with time is obtained from a molecular dynamics simulation
by computing the forces the nuclei experience from the negative of the potential
energy gradient and integrating the equation of motion Eq. 2.7.
In ab initio molecular dynamics, Ee is obtained by solving Eq. 2.6. In classical
molecular dynamics simulation, the nuclei follow classical mechanics and move within
an e↵ective potential, Ee produced by the electrons. Ee depends only on the position
of the nuclei at time t and is obtained empirically.
2.1.2 The Verlet Algorithm
A molecular dynamics simulation involves numerically solving Newton’s equation
of motion and adjusting the particle positions accordingly at discrete time intervals.
The time interval is referred to as the time step,  t. Smaller values of  t result in
more accurate simulations. To perform MD simulations, we must be able to calculate
the forces that each particle experiences and have a method to integrate the equations
of motion.
The Verlet algorithm is widely used to numerically integrate Newton’s equation
of motion due to its simplicity and stability. The algorithm is exactly time reversible.
The derivation begins with a Taylor expansion of the particle position vector with
time
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where F(t) is the force, M is the particle mass and v(t) is the velocity. Similarly,










Combining Eq. 2.8 and Eq. 2.9 results in





which is the essence of the Verlet algorithm. A system is propagated forward by a
time step  t using only the coordinates from the previous two time steps and the
forces at the current time step. The truncation error of the algorithm is of the order





and have an error of the order of O(dt2). The Verlet algorithm has a number of
disadvantages. It requires that two sets of position vectors be stored in memory and
is not self-starting as it relies on the knowledge of the positions at the two previous
time steps. In addition, the velocity at time t can only be computed at time t+  t.
The velocity Verlet algorithm is a reformulation of the Verlet algorithm with an
improved accuracy. It is obtained by manipulating the Taylor expansions and can be
expressed as






v(t+  t) = v(t) +
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The initial velocities are typically drawn randomly from a Maxwell-Boltzmann
distribution at the desired temperature. Using this approach, however, can lead
to non-zero net momentum which would result in translational drift of the system
during a simulation. This is overcome by subtracting the net momentum from the
initial velocity of each particle.
2.1.3 Force Fields
Traditional molecular dynamics simulations use an empirical force field, U , to
determine the forces. U is an empirical approximation of the potential energy for
nuclear motion, Ee(R).
The force field describes the dependence of the energy of a system on the particle
coordinates. It is a simplified model of the true potential that can be evaluated quickly
but is su ciently detailed in the region being simulated to reproduce the properties
of interest. The parameters of the force field are typically obtained either by fitting
to experimental data or from ab initio or quantum mechanical calculations. Bonds
cannot be broken or formed using traditional force fields, however, this limitation
can be overcome using bond-order based force fields such as ReaxFF [74].
The force field can be split into bonded and nonbonded contributions.
U = Ubonded + Unonbonded (2.14)
Bonded contributions are intramolecular two-, three- and four-body interactions.
These include a two-body bond potential which describes the vibrations of covalently
bonded atoms, a three-body bond angle potential which describes the angular
vibrational motion of bonded atoms, and a four-body torsion angle potential which
describes the rotation around a bond. The bond and bond angle potentials describe












2.1. Molecular Dynamics 30
Intermolecular interactions are contained within the nonbonded contributions. These
interactions involve all pairs of atoms but usually excludes pairs already involved in









Computing Unonbonded is the most time consuming step in a molecular dynamics













where ✏ is the depth of the potential well, R is the atomic separation and Rm is the
atomic separation corresponding to the minima of the potential. The repulsive term
behaves as R 12 and originates from the overlap of the electron clouds of two atoms.
The attractive term behaves as R 6 and encapsulates the Keesom force between
two permanent dipoles, the Debye force between a permanent dipole and induced
dipole and the London dispersion force between two instantaneously induced dipoles.
Although Van der Waals interactions are weak compared to electrostatic interactions
or covalent bonds, they are hugely important in water.






where q1 and q2 is the charge of the two atoms and ✏0 is the permittivity of space.
Determining the atomic charges is often non trivial. Quantum mechanical calculations
can yield the molecular electron density to a high accuracy, however, obtaining a
reduced description that can be used in molecular dynamics simulations is challenging.
The most common approach used to calculate reliable partial atomic charges
involves computing the quantum mechanical potential from ab initio calculations.
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Direct assessment of the derived partial charges is not possible since atomic charges
are not experimental observables.
Fixed atomic partial charges cannot fully describe polarisation e↵ects in the
condensed phase. These e↵ects are usually taken into account by using e↵ective
charges. The resulting dipole moment of such models is often larger than the
experimental value. One limitation of such force fields is the reduced transferability
across di↵erent phases. For example, the partial charges used to describe the
condensed phase will not be adequate for describing the gas phase. Polarisable force
fields are able to overcome the limitations of non-polarisable models but are more
computationally costly.
The force acting on the ith particle is determined by the gradient of the potential
with respect to particle displacements:













Periodic boundary conditions (PBC) are used in molecular dynamics simulations.
A particle which leaves the cell reappears on the opposite side and thus the simulation
box is surrounded by an infinite number of replicas of itself. However, this approach
introduces an artificial periodicity to the system which presents issues when simulating
a disordered system. Simulating a su ciently large system can overcome this problem
and minimise the e↵ect. Simulations of macromolecules in solution must have a large
enough cell to prevent the macromolecule from interacting with its own image across
the boundaries and care must be taken when considering properties which depend
on long-range correlations.
Computational e ciency can be improved using a spherical truncation which
limits interactions to pairs of particles separated by a distance of less than Rc
Utrunc(R) =
8>><>>:
U(R), R  Rc,
0, R > Rc
(2.20)
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Rc must be less than half of the width of the cell in each direction to avoid interactions
with the periodic images but must also be large enough to capture the important
features of the potential. The interplay between the minimum and maximum size of
Rc prevents the truncation approach to be applied to the electrostatic potential as it
does not decay with distance rapidly enough. Instead the Ewald summation method
is used [75].
The Ewald sum splits the electrostatic potential into two components. One which
decays rapidly with distance and one which contains the long-range interactions and
has weak contributions at small distances. The Coulombic potential for ions under









|Rij + nL| (2.21)
which includes interactions between periodic images. This potential converges very
slowly due to the infinite sum in n and the result is conditionally convergent because
it depends on the order of the summation. The Ewald sum converges rapidly and to







where qi is the charge and Ri the position. The potential field generated by all ions
in the system including their periodic images but excluding ion i can be split into a






leading to the splitting of the Coulomb interaction energy. Following from this it can
be shown that the short range interaction energy can be truncated and computed
in real space. The long range interaction cannot be directly computed in real space
and is transformed into a sum in reciprocal space by applying a Fourier transform to
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 L(R). The summation of the long -range interactions is short-ranged in reciprocal
space and can be truncated.
Conceptually the Ewald sum involves adding a charge distribution of opposite
sign to each point charge. The result is a screened charge which cancels out at
long distances and therefore is short-ranged and can be treated in real-space. A
compensating Gaussian distribution is added to take into account the added charge
distribution which behaves like point charges at large distances.
The computational cost of the Ewald sum scales as O(N3/2). The more recent
Particle Mesh Ewald (PME) method [76] scales as O(N log(N)) and is more e cient
than the Ewald sum when N is large.
2.1.5 Constraints
In a molecular dynamics simulation,  t must be smaller than the fastest motion
in the system to ensure accurate and reliable simulations. It is, however, desirable
to have the largest possible  t to increase the e ciency of a simulation. In atomic
systems, the fastest motion corresponds to intramolecular bond vibrations. Freezing
these high frequency vibrations by applying constraints to the bond angles and
lengths enables a larger time step to be used. These constraints can be applied using
the SHAKE algorithm [77] which fixes the bond lengths to a constant value, l0. In
the first step of the SHAKE algorithm, atoms are displaced based on the Verlet
algorithm. The resulting atomic separations at this stage do not satisfy the SHAKE
distance constraint. In the second step, the deviation in bond length from l0 is used
to calculate a constraint force which retrospectively restores the bond length to l0.
Step two is repeated until every bond length satisfies the SHAKE condition within a
tolerance.
2.1.6 Thermodynamics ensembles
Simulations performed using the integration Eq. 2.19 are in the microcanonical
ensemble (NVE) and maintain a constant number of particles N , volume V and total
energy E. Experiments are usually performed at constant temperature or constant
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pressure, therefore, it is desirable to have a way of controlling the temperature and
pressure during a simulation. This can be achieved using a thermostat and barostat
which modify the equations of motion.
Thermostats
The temperature of a system is correlated to the kinetic energy and can therefore
be controlled by modifying the particle velocities. The simplest approach to control
temperature is by scaling the particle velocities by a factor
p
T0/T (t) where T0 is
the desired temperature and T is the current simulation temperature. However, this
scaling approach does not result in a true NVT ensemble and can lead to unphysical
dynamics.
A more sophisticated and accurate approach to control the temperature is to
couple the system with a heat bath. The Berendsen thermostat [78] uses this approach










where  t is the time step and ⌧ is a constant that determines the strength of the
coupling between the heat bath and the system. A large ⌧ corresponds to weak
coupling and a smooth and slow update of the temperature during the simulation.
When ⌧ is equal to the time step, the Berendsen thermostat is equivalent to the
simple velocity scaling method. When ⌧ ! 1, we return to the NVE ensemble.
The Berendsen thermostat and velocity scaling method suppress fluctuations in the
kinetic energy and therefore do not generate a true canonical ensemble.
The Andersen thermostat [79] couples the system to a heat bath and is able
to generate the correct canonical ensemble. The coupling between the bath and
system manifests itself through stochastic forces that act occasionally on randomly
selected particles. The thermostat mimics collisions between system particles and
bath particles at a specified temperature. The collision frequency determines the
coupling strength. A particle involved with a stochastic collision receives a new
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velocity selected from a Maxwell-Boltzmann distribution at the bath temperature T0.
Assigning particles random velocities alters the dynamics, resulting in unphysical
di↵usivities and viscosities which depend on the collision frequency [80].
The Nose´-Hoover thermostat treats the heat bath as an integral part of the system.
It achieves this by reformulating the equations of motion using the Lagrangian
approach to classical mechanics.
The Lagrangian Method
The Lagrangian, L, of a system is a function of the coordinates and velocities
and is defined as the di↵erence between the kinetic and potential energies, T and U
respectively.





i   U({Ri}) (2.25)




L(R(t), R˙(t), t)dt (2.26)
The Principle of least action states that the path taken by the system between
time ti and tf is the one in which the action is stationary to the first order - when















=   @U@Ri = Fi, the Euler-Lagrange equation is
equivalent to Newton’s equation of motion. The Lagrangian formulation holds in
any coordinate system.
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The Nose´ thermostat
The Nose´ approach [81] controls temperature using an extended Lagrangian which
contains additional artificial coordinates and velocities. The fictitious dynamical
variable, s˜ introduced in the Nose´ scheme can be thought of as the position of an
imaginary heat bath coupled to the system. s˜ has associated with it a conjugate
momentum, ˙˜ps and heat bath mass, Q. Q determines the coupling between the
heat bath and the system and influences the temperature fluctuation, whereas s˜ is a
time-scaling parameter which stretches the timescale of the extended system, dt
dt˜ = s˜dt (2.28)






s˜2 ˙˜R2i   U(R˜) +
1
2
Q ˙˜s2   gkbT0 ln s˜ (2.29)
where g is related to the number of degrees of freedom. The first two terms in Eq.
2.29 correspond to the Lagrangian to the system defined in Eq. 2.25. The third and
fourth term correspond to the kinetic and potential energies of the added degrees of





and the momentum conjugate to s˜ is
ps ⌘ dL
d ˙˜s
= Q ˙˜s (2.31)









+ gkbT0 ln s˜ (2.32)
The simulated system (R, p, t) and extended system (R˜, p˜, t˜) have the same atomic
coordinates leading to
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R˜ = R, ˙˜R =
R˙
s˜




The particle momentum in the extended system is thus scaled as
pi =MiR˙i ⇥ s˜ (2.34)


















These equations of motion sample a microcanonical ensemble in the extended system
but return a canonical ensemble of the original system. The thermodynamics of the
canonical ensemble approximate the true dynamics of the system because the time
evolution of the particle positions is deterministic and does not involve stochastic
changes.
The Nose´-Hoover thermostat
The Nose´ thermostat is impractical to use because s˜ is a variable throughout
the simulation. Eq. 2.34 implies that the simulation time which should be used to
evaluate kinetic properties and time-averages is also a variable. The Nose´-Hoover
thermostat [82] is a reformulation by Hoover that overcomes these issues. In the
Nose´-Hoover scheme ps is replaced with a friction coe cient, ⇠ which slows down
or accelerates particles until the desired temperature is reached. The Nose´-Hoover
approach reformulates the equations of motion in terms of the real system variables
using
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s = s˜, s˙ = s˜ ˙˜s, s¨ = s˜2 ¨˜s+ s˜ ˙˜s2,
R = R˜, R˙ = s˜ ˙˜R, R¨ = s˜2 ¨˜R+ s˜ ˙˜R2
(2.36)

































The Nose´-Hoover thermostat can be implemented by modifying the velocity Verlet
algorithm in Eq. 2.12 and Eq. 2.13 . The thermostat relies on the choice of the
heat bath mass Q. Too small values of Q can cause high-frequency temperature
oscillations, whereas too large values result in poor temperature control and can only
reproduce the canonical distribution after very long simulation times. In addition, in
some cases the thermostat is not ergodic and can become trapped in subspace [83].
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Barostats
A simulation can be performed at constant pressure in the NPT ensemble by
using a barostat. The barostats are analogues of to their thermostat counterparts
and treat the system volume as a dynamical variable. The simplest approach, volume
rescaling, adjusts the system pressure to the target pressure by rescaling the system
volume at periodic intervals.
The Berendsen barostat [78] is similar to the thermostat and couples the system








where p0 is the desired pressure, p the current pressure and ⌧p a coupling constant.
The Berendsen barostat scales the volume by ⌘, and the particle coordinates and
cell vectors by ⌘1/3
⌘ = 1    t
⌧p
(p0   p) (2.42)
where   is the isothermal compressibility of the system. The Berendsen barostat
su↵ers from similar limitations to the thermostat and cannot sample a true NPT
ensemble.
The Nose´-Hoover barostat is analogous to the thermostat and drives the system
to a state where the average internal pressure is equal to the applied bath pressure.
The barostat includes an additional friction, ⌘ and modifies the equations of motion
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where ⌧p is a specified time constant for pressure fluctuation, and p and V are the
instantaneous system pressure and volume, respectively.
2.1.7 Limitations of Empirical Force Fields
Simulations using empirical force fields su↵er from a number of limitations.
No information relating to the electronic structure can be obtained and reactions
such as bond breaking and forming, charge transfer and electron excitation cannot
be simulated. The accuracy depends on the quality of the parameterisation and
simulations are restricted to systems containing the functional group the force
field was parameterised to. Simulations performed under conditions which di↵er
significantly from the conditions of parameterisation can lead to errors.
The forces in force field molecular dynamics can be obtained relatively easily
and quickly, in contrast to ab initio simulations which require solving the electronic
structure to calculate forces. As a result, force field simulations are several orders
of magnitude faster than ab initio simulations allowing much larger systems to be
simulated for much longer time simulation times.
Another advantage of the force field based simulation approach is that it o↵ers
the possibility of modifying the potential to bias the simulation and reveal detailed
information on how the properties are influenced by particular interactions of atomic
contributions.
2.2 Enhanced Sampling Techniques
The e ciency of MD algorithms scales with the square of the number of particles.
The time step used must be smaller than the fastest atomic motion to ensure
numerical stability and accuracy of the simulations. The computational cost of MD
simulations therefore restricts not only the size of systems that can be simulated but
the time scales that are accessible. In general, studies using MD involve simulations
of a few hundred nanoseconds but rarely extend into the microsecond regime and
beyond. Nucleation and crystal growth do not occur within the nano time scale.
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Such phenomena may occur in the millisecond or longer time scale - time scales that
are inaccessible using MD simulations.
In an e↵ort to improve the e ciency of MD simulations, coarse-grained models
which describe a group of atoms as a single particle have been developed. This not
only enables large systems to be modelled using fewer particles but can enable a
larger time step to be used if the coarse-grained description removes the fast atomic
bond vibrations by grouping bonded atoms into single particles.
Enhanced sampling techniques are modifications of MD which accelerate the
dynamics of a simulated system, enabling much longer time scales to be accessed and
accurate sampling of probability distributions, free energies and kinetic rate constants.
Enhanced sampling techniques can help drive a system from one thermodynamic
state to another by biasing the potential along a reaction coordinate, ⇠. The reaction
coordinate can be multi-dimensional and is a function of the atomic positions. The
free energy along the reaction coordinate can be expressed using the probability
distribution of the system along ⇠
A(⇠) =   1
 
ln(Q(⇠)) (2.44)
where   is the reciprocal of the thermodynamic temperature. A system in which
every point in phase space is visited during a simulation is referred to as ergodic.
In the limit of infinite sampling of an ergodic system the ensemble average Q(⇠) is
equal to the time average P (⇠)











where t corresponds to time and ⇢ is a measure of the occurrence of state ⇠. By
monitoring the probability distribution of the system along the reaction coordinate,
P (⇠), it is possible to obtain A(⇠) directly from an MD simulation.
In MD simulations the configurational space around an energy minimum is usually
well sampled, while regions with higher energies are sampled rarely. Configurations
that are separated by an energy barrier that is significantly larger than kBT remain
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unsampled in the timescale of MD simulations. In such cases where these rare events
do not occur, the system is no longer ergodic and A(⇠) cannot be calculated from
the MD simulations. Enhanced sampling methods have been developed to enable
the sampling of rare events and allow the free energies to be recovered.
2.2.1 Metadynamics
Metadynamics is a powerful technique that is capable of reconstructing the free-
energy surface as a function of selected degrees of freedom or reaction coordinates,
referred to as collective variables (CVs). The CVs are functions of the atomic
coordinates, R and can describe the 3N dimensions of the system in the reduced
dimensionality of the CV or reaction coordinate space. In this technique, the
Hamiltonian of the system is modified by adding an external history-dependent bias
potential as a function of the CVs. The external potential discourages the system
from revisiting configurations that have already been sampled by depositing repulsive
Gaussians along the trajectory in the CV space.
A collective variable S(R) can be defined as a function of the microscopic












where S(R, t) is the value of the CV at time t and position R, S(R, t
0
) is the value
at previous times t
0
, ! is the Gaussian height,   is the Gaussian width and ⌧ is
the frequency at which the Gaussians are added. !,   and ⌧ influence the accuracy
and e ciency of the free energy reconstruction. Large Gaussians will result in a
fast exploration of the free energy surface, however, the error in the calculation of
the energy profile will be large. Conversely, using small Gaussians or depositing
Gaussians infrequently will produce an accurate free energy surface but will take a
long time.
After a su ciently long time the bias potential can be used to estimate the
underlying free energy
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UG(S(R), t!1) =  F (S(R)) + C (2.47)
This relation has been validated empirically through extensive testing [84] and
comparison with results from other enhanced sampling methods [85, 86].
Metadynamics o↵ers a number of advantages compared to other enhanced sam-
pling techniques. The technique inherently explores low free energy regions first
and does not require a priori knowledge of the energy landscape. Systems tend to
escape minima by passing through the lowest free energy saddle points, therefore
metadynamics can be used to explore new reaction pathways. Multiple interacting
metadynamics simulations can be performed, in what is known as multiple walkers
metadynamics, each contributing to a combined overall history-dependent potential.
However, there are two main drawbacks to metadynamics. Firstly, UG does not
converge to the free energy but oscillates around it. Secondly, identifying a set of
appropriate CVs can be far from trivial.
Well-tempered metadynamics is able to converge the bias potential to the free
energy by decreasing the height of the Gaussian with simulation time according to




where !0 is the initial Gaussian height,  T is an input parameter in units of Kelvin.
The bias potential converges to
UG(S(R), t!1) =    T
T + T
F (S(R)) + C, (2.49)
where T is the temperature of the system. At this point the probability distribution
of the CVs becomes






 T ! 1 corresponds to standard metadynamics, while  T = 0 corresponds to
standard molecular dynamics. In between these limits T can be tuned to regulate the
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Figure 2.1: Schematic representation of a system’s one-dimensional free energy landscape visited
during MD, metadynamics and well-tempered metadynamics simulations. The true underlying
free energy profile is plotted in blue whilst the red circle represents the current position of the
system in the CV space. The bias potential is represented in yellow in the metadynamics plots. The
well-tempered algorithm results in a more accurate convergence of the bias potential and prevents
overfilling. Reproduced with permission from [87].
free energy surface exploration. Figure 2.1 is a schematic representation of molecular
dynamics, metadynamics and well-tempered metadynamics in a one-dimensional free
energy landscape. Well-tempered metadynamics enables a more accurate free energy
to be reconstructed by preventing overfilling of the free energy basins with repulsive
Gaussians.
Chapter 3
Simulating and Analysing Ice
This chapter introduces the models and parameters used for the molecular
dynamics and metadynamics simulations in this thesis. Bespoke code has been
developed to analyse the simulation trajectories and details of these codes are
outlined in the following sections.
3.1 Force Fields for Ice
In order to perform molecular dynamic simulations of ice, it is necessary to choose
a model of water. There is a vast number of water models to choose from because
the overall properties of water cannot be fitted within a single set of parameters
[88]. Specialised potentials have been developed and tailored for studies at particular
temperatures and pressures, and for particular phases.
TIP4P and TIP5P are two rigid and non-polarisable models of water. TIP4P is
a 4-site model while TIP5P is a 5-site model. Both models place a positive charge
on the H atom and a Lennard-Jones interaction site on the O atom [89]. Where
they di↵er is how they treat the negative charge on oxygen. TIP5P places a negative
charge on two sites, representing the two lone-pair electrons of oxygen, whereas
TIP4P models place the negative charge on a single site referred to as the M site.
The M site is coplanar with the O and H atoms and is located at the bisector of the
H–O–H angle [88], as shown in Figure 3.1. In TIP4P, the O–H distance and H–O–H
45
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Figure 3.1: A schematic representation of the TIP4P 4-site model of water. There is one site for
each atom and a 4th M site models the negative charge of the oxygen atom.
angle are fixed to the experimental values of 0.9572 A˚ and 104.52  , respectively [88].
A Lennard-Jones term and electrostatic interactions are the only contributions to
the intermolecular pair potential of these models. Although the O atom bares no
negative charge, it contributes to the Lennard-Jones term.
TIP4P/2005 is a re-parameterised and improved TIP4P model which was designed
with the intention of producing a general model of water that is reliable for as many
properties as possible. It is parameterised based on a fit to the temperature of
maximum density and yields an excellent prediction of the density of water at 1
bar. It predicts a melting point at 1 bar of 252.1 K which is not in good agreement
with the experimental value of 273.15 K, but is an improvement compared to 232 K
predicted by TIP4P [88].
TIP4P/ICE is another adaptation of the TIP4P model which is designed to cope
with the solid-phase interactions of water and to reproduce as closely as possible
the phase diagram of ice. It has a predicted melting temperature for hexagonal ice
at 1 bar of 272.2 K, which is in very close agreement with the experimental value.
In addition, it has the best overall phase diagram and predicts most accurately
the densities of several ice forms [90]. TIP5P predicts less successfully the phase
diagram of water than the TIP4P/2005 and TIP4P/ICE models, despite being more
computationally expensive [89].
In general, the more sites a model has, the more computationally expensive it
is. Three site models are more computational e cient than the four-site TIP4P
models. SPC/E [91] and TIP3P [92] are two examples of three site models which
place a negative charge on the O atom and partial positive charges on the H atoms.
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Intermolecular interactions between water molecules are computed using a Lennard-
Jones type potential with a single interaction point centered on the oxygen atoms.
Neither model includes van der Waals interactions involving hydrogen atoms and
they di↵er only in their parameters. SPC/E is much poorer than the TIP4P models
as it fails to successfully predict the phase diagram of water [88]. 3-site water models
describe the radial distribution function poorly and TIP3P lacks the second peak in
the Oxygen-Oxygen radial distribution function [93].
Modelling water atomistically requires at the very least a three-site model to take
into account the three atoms in a water molecule. Water can equally be modelled
using a single-site coarse-grained model which represents water as a particle with
very short-ranged tetrahedral interactions. The mW model [94] is one example
adapted from the Stillinger-Weber silicon potential. Water molecule interact through

































where Rij is the distance between particles i and j, ✓ is the angle between three
water molecules, and   scales the repulsive three-body term and parameterises the
strength of the tetrahedral interactions in the model. A, B and   are constants,   is
the particle diameter, and a = 1.8 is a cut-o↵ which ensures that all terms in the
potential go to zero at a distance a . ✏ is the depth of the two-body interaction
potential and is parameterised to the melting temperature, whilst the tetrahedrality
  is fitted to the vaporisation enthalpy.   is fitted to the density of water at room
temperature whilst the remaining parameters are taken from the original silicon
model.
The mW model has no hydrogen atoms or electrostatic interactions and yet
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successfully reproduces the energetics, density and structure of liquid water, in
addition to its anomalies and phase transitions. The main advantage of the model,
compared to atomistic models such as TIP4P, is its e ciency; mW is 2 orders
of magnitude faster [94]. The model crystallises readily due to the absence of
explicit hydrogen atoms, making it particularly suited to nucleation studies [95].
The simplicity of the model comes at a cost, however. It underestimates the density
gap between ice and water and predicts a low isothermal compressibility. More
significantly though, the model underestimates the heat capacity, Cp due to fewer
degrees of freedom resulting in a degradation of the accuracy of the calculated
energies and entropies [94].
In this project we use the TIP4P/Ice model of water as it has the best melting
point prediction and reproduces the phase diagram of water more accurately than
any other atomistic model. The authors who developed TIP4P/2005 and TIP4P/Ice
models recommend the use of TIP4P/Ice in the studies of solid-water phases [88].
Simulations are also performed using the coarse-grained mW model to improve the
e ciency of computationally expensive calculations and to provide comparisons and
validations of TIP4P/Ice simulation results.
3.2 Ice Surface Models
The study of ice nucleation using molecular dynamics simulations is very chal-
lenging as the process is very slow and occurs on timescales that are inaccessible even
with the most powerful supercomputers. In this project we overcome this issue by
assuming a slab of ice has already formed and simulating the dynamics and energetics
as it grows further.
Hexagonal ice can be described by an orthorhombic unit cell with mutually
perpendicular axes [1]. For convenience this unit cell is used to build orthogonal
ice slabs. The Buch algorithm [96] is used to disorder the proton configuration
whilst enforcing the Bernal-Fowler rules [16]. This is achieved by initially building
a perfect oxygen lattice. For each O–O axis, an H atom is randomly placed 1 A˚
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to one of the two oxygen atoms and the pair assigned as covalently bonded. At
this stage each oxygen is covalently bonded to 0 to 4 hydrogen atoms. A Monte
Carlo procedure is then performed to correct the initial H configuration so that
eventually every oxygen atom is bonded to 2 hydrogens. The dipole moment of the
system is then minimised by randomly selecting 10% of the O–O axes and randomly
reassigning their hydrogens. The Buch algorithm is then repeated to disorder the
proton configurations and ensure that each O atom is bonded to 2 H atoms. The
resulting updated configuration is accepted if the dipole moment is reduced. A new
random subset of O–O axes is then selected and the procedure is repeated until the
dipole moment is less than 10 6 D. Two slabs are prepared for the simulations: one
which exposes the basal face to vacuum and one which exposes the prism face to
vacuum. The ice slabs consist of 5760 water molecules and are ⇠ 93⇥ 46⇥ 44 A˚3 in
dimension. Figure 3.2 shows the basal and prism ice slabs.
Vacuum is inserted by elongating the dimension of the box by 40 A˚ in the direction
perpendicular to the surface, producing two equivalent ice/vacuum interfaces, and
resulting in a box of total size ⇠ 133⇥ 46⇥ 44 A˚3. Periodic boundary conditions
are applied in all three directions and the size of the vacuum is chosen to be large
enough (⇠ 40 A˚) so that the two ice/vacuum interfaces do not interact. The length
of the ice slab of over 90 A˚ ensures that the two surfaces are separated by su cient
bulk so they do not interact. Surface melting is anticipated during the simulations
below the melting point but a slab of this length will ensure that the two premelted
surfaces do not melt the entire slab.
The ice/vacuum interface mimics the ice/vapour interface at the low vapour
pressure conditions we aim to study. 0.1 g/m3 is close to the the upper limit of
the vapour pressures we are interested in. Modelling such pressures in a volume of
40⇥ 46⇥ 44 A˚3 requires a mass of ⇠ 10 26 g. Given the mass of an oxygen atom is
of the order of 10 23 g, modelling vapour at low pressures as vacuum is reasonable.
The ice/vacuum interface is approximately 16 molecular diameters in dimension
in both directions along the interface, using a molecular diameter of water of ⇠ 2.75
A˚ [19]. Previous work estimates that about 10 molecular diameters are required for a
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Figure 3.2: Initial configurations of the basal (left) and secondary prism (right) ice slabs used for
TIP4P/ice simulations.
reliable estimate of the surface tension of the vapour-liquid interface [97]. Therefore,
we should expect reliable dynamics and statistics from our simulations.
3.3 Molecular Dynamics Simulation Protocol
TIP4P/Ice
Molecular dynamic simulations are performed using the TIP4P/Ice potential at
seven temperatures: 240 K, 245 K, 250 K, 255 K, 260 K, 265 K, and 270 K. It should
be noted that the simulation temperatures are not absolute but relative to the melting
point of the model. Since this is 272.2 K for TIP4P/ICE the seven temperatures
that are simulated can be considered to be ⇠  2  C,  7  C,  12  C,  17  C,  22  C,
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 27  C and  32  C. The Molecular Dynamics package LAMMPS [98] is used for the
simulations. The Lennard-Jones potential is truncated at 10.0 A˚ and the real part
of the Coulombic potential is truncated at 12.0 A˚. A particle-particle particle-mesh
solver is used to compute long-range Coulombic and Lennard-Jones interactions in
reciprocal space.
In order to equilibrate the ice slabs, 10-15 ns of Nose-Hoover NPT simulations
are performed at zero pressure and at each temperature. A relaxation times of 100
fs and 1000 fs are used for the Nose-Hoover thermostat and barostat, respectively.
The barostat allows the length of the two sides of the box that are in the plane of
the exposed surface to be altered independently whilst keeping the box orthogonal.
The third dimension along the length of the slab is not altered by the barostat
because the presence of vacuum allows the system to expand or compress along the
dimension of its own volition. A pressure of zero is used as an approximation to the
very low atmospheric pressures within clouds that we aim to simulate. During these
simulations the time step is gently increased from 0.01 to 1 fs for the first 3000 steps,
followed by an incremental increase in the temperature for 4000 fs from 50 K up to
the target temperature. 10 ns of NPT simulations ensure that the slab dimensions
have equilibrated and the system relaxed.
Once the NPT simulations are complete the final NPT configuration is used to
run NVT simulations. 10 ns of NVT simulations are run to equilibrate the system
following by at least 90 ns of NVT simulations over which statistics are collected.
A time step of 1 fs is used and the temperature is regulated using the Nose-Hoover
thermostat with a relaxation time of 100 fs. During the NVT simulations, the
dimensions of the simulation box are kept fixed.
mW
Molecular dynamics simulations of the basal and prism surfaces are performed
using the mW potential at the same seven temperatures as TIP4P/Ice. Simulations
are performed on slabs in which the hydrogen atoms have been removed leaving only
the oxygen atoms. 10-15 ns of NPT simulations are performed using the Nose-Hoover
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thermostat and barostat at zero pressure using a time step of 5 fs. Relaxation times
of 1500 fs and 1000 fs are used for the barostat and thermostat, respectively. Once
the NPT simulations are complete, 10 ns of NVT simulations are performed on the
final NPT configurations to equilibrate the systems, followed by NVT runs of over 90
ns to collect statistics. A time step of 5 fs is used and the Nose-Hoover thermostat
regulates the temperature with a relaxation time of 1000 fs. The five-fold increase
in the time step, combined with the computational e ciency of the mW model due
to the absence of long-range interactions, results in much more e cient simulations
than with TIP4P/Ice, albeit at the cost of precision.
3.4 Analysing Simulations of Ice
In order to analyse the behaviour of the QLL that forms on the surface of ice
and the surface dynamics of our simulations, it is necessary to define measures that
can distinguish between ice-like molecules and liquid-like molecules. The third-order
Steinhardt parameter and the Lindemann parameter are two di↵erent approaches
that can achieve this which we have encoded for analysis of our simulations.
In order to elucidate the structural details of the QLL we have developed bespoke
code to analyse the size of the ice-like and liquid-like clusters, the distributions of
dangling bonds and the molecular orientation of molecules within our simulations.
3.4.1 Third-Order Steinhardt Parameter
Steinhardt bond-order parameters are sensitive to the degree of correlation of the
spatial orientation of the vectors that join neighbouring particles [99]. Molecules are
classified as crystal-like or liquid-like based on the coherence of their orientational
order with that of their neighbours [100]. In ice, the tetrahedra centered on neigh-
bouring molecules are aligned with a degree of order, while in water the alignment is
random. This di↵erence is the basis of the Steinhardt bond-order parameters used in
this work.
The (local) Steinhardt order parameter of particle i, ql(i) is a normalised complex
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Figure 3.3: Schematic representation of the real Y3m spherical harmonics, where m= -3 to +3. The
function gives positive values in blue regions and negative values in yellow regions [103].
vector which identifies the orientation of particle i with respect to its neighbours. It







where Nb(i) is the number of nearest neighbours of particle i, l is an integer parameter,
m is an integer that runs from  l to +l, rij is the vector from particle i to its nearest
neighbour particle j, and Ylm(rij) are the spherical harmonics [100, 101]. The qlm(i)
terms project the orientational structure of the nearest neighbours of a molecule i on
a basis of spherical harmonics. The Steinhardt order parameter, ql(i), can then be







ql parameters depend only on the angles between the vectors which connect
neighbouring particles and are therefore independent of a reference frame [101]. They
are rotationally invariant [102] and are sensitive to particular crystal symmetries
depending on the choice of l. In this project, q3 parameters are calculated as the
l = 3 spherical harmonics can best describe tetrahedrality [102] and provide the
best resolution for distinguishing between liquid-water molecules and hexagonal ice
molecules [100]. Figure 3.3 shows the l = 3 spherical harmonics onto which the
q3m terms are projected. The l = 3 spherical harmonics are sensitive to tetrahedral
symmetry and can be used to distinguish ice and water molecules because the
Oxygen-Oxygen network has tetrahedral symmetry in ice but is disordered in water.
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In order to improve the distinction between di↵erent structures using the ql
parameters, the following averaged form of the local Steinhardt order parameters are







where the qlm vectors of particle i are replaced by the average over the nearest







q¯3(i) is calculated using the oxygen atoms only. While ql(i) contains information
about the first shell around particle i, q¯l(i) also takes into account the second shell
[101]. This averaging enables a more accurate determination of the local crystalline
structure due to the resulting narrower order parameter distribution [104].
In order to calculate q¯l(i), the number of nearest neighbours of particle i, Nb(i),
must be known. Nb(i) is determined using a neighbour cut-o↵ distance. The
neighbour cut-o↵ distance used in the literature varies. 3.6 A˚ and 3.5 A˚ are used
in [95] and [102], respectively, while [105] suggests a cut-o↵ distance comparable
to 1.2ro, where ro is the first peak in the radial distribution function of the atoms
concerned. In [106], 3.5 A˚ is used as it corresponds to the position of the first
minimum of the oxygen–oxygen pair correlation function in the liquid phase. In this
project we use 3.5 A˚.
In order to determine a q¯3 threshold value which can be used to distinguish
ice-like and water-like molecules, simulations of ice and water are performed using
TIP4P/Ice at 260 K for 1 ns. q3 and q¯3 are calculated from the simulations and the
distributions in ice and water are plotted in Figure 3.4. The q3 distributions of ice
and water overlap significantly indicating that q3 is a poor choice for identifying ice
and water molecules. However, the overlap of the ice and water q¯3 distributions is
small and therefore q¯3 can be used to accurately identify ice and QLL molecules in
our simulations. Based on the point of intersection of the ice and water distributions,
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Figure 3.4: Distribution of q¯3 and q3 calculated from MD simulations of ice and water at 260 K
using TIP4P/Ice.
we defined a q¯3 threshold value of 0.28. An oxygen atom, and the H2O molecule it
corresponds to, is considered to be ice-like if q¯3(i)   0.28 and liquid-like if q¯3(i) < 0.28.
From this point forward we refer to q¯3 simply as q3 for simplicity, unless otherwise
stated.
3.4.2 Lindemann Parameter
Analysis of the root mean square fluctuations in the O–O lengths can yield insight
into the position of the QLL/ice interface and the QLL thickness [107]. This method
is adapted from the Lindemann parameter.
The Lindemann parameter is based on Einstein’s description of a crystal as
vibrating harmonic oscillators. The parameter is defined as the ratio of the root
mean square fluctuation in atomic positions about the equilibrium lattice positions
to the nearest neighbour distance [108]. It is a measure of the root mean square









where N is the number of water molecules or oxygen atoms, Rij the distance between
the oxygen atoms of molecule i and j, and h· · · i refers to the time average.
As temperature increases, the amplitude of thermal vibration increases. Melting
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occurs once the amplitude is large enough for adjacent atoms to partly occupy
the same space. This is quantified by the Lindemann criterion which states that
melting occurs when the dimensionless Lindemann parameter exceeds a critical value.
This critical value varies between 0.05 and 0.2 depending on the crystal structure,
magnitude of quantum e↵ects and the nature of interparticle interactions [108]. For
ice a value of 0.1 is indicated in [107] which suggests that melting of ice occurs once
the amplitude of atomic thermal vibrations exceeds 10% of the atomic separation
between neighbouring molecules. Li can be calculated for every oxygen atom i and
the profile plotted as a function of the coordinate normal to the surface. Any region
satisfying hLii   0.1 can be regarded as belonging to the QLL and any O atom with
L > 0.1 can be regarded as liquid-like.
3.4.3 Identifying Dangling Bonds
An OH bond is defined as dangling if it is not hydrogen bonded to any other
water molecule. Dangling bonds tend to occur at a surface and result in polarisation
[110]. They have a propensity to hydrogen bond and influence the dynamics at the
surface through their favourable receptiveness to hydrogen-bond donor or receptor
molecules. Dangling bonds are of interest in this work because they play an important
part in vapour/QLL interactions. Analysis of the dangling bonds in our simulations
reveals insights into the structure of the basal and prism surfaces and uncovers any
dependence of hydrogen-bond surface structure on temperature. Luzar and Chandler
identify H-bonds between two water molecules with an O—O separation of less than
3.5 A˚ and an OH–O angle less than 30  [111, 112]. We use this construct to identify
dangling bonds in this work.
3.4.4 Describing Molecular Orientation
The orientation of molecules is studied using our code by calculating the Euler
angles. The reference and molecular frames used to calculate the angles are shown
in Figure 3.5. The reference frame is the x-, y- and z-axes of the simulation box,
where z is normal to the surface and runs parallel to the length of the box. x and y
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are the two in-plane directions and are orthogonal to one another and to the z-axis.
The molecular frame is described by the X-, Y - and Z-axes in Figure 3.5, where the
X-axis corresponds to the vector connecting the two hydrogen atoms. The Z-axis is
the molecular dipole moment and corresponds to the vector connecting the midpoint
of the X-axis and the oxygen atom. The Y -axis corresponds to the vector normal to
the X- and Z-axes, whilst the line of nodes, N corresponds to the intersection of the
xy and XY coordinate planes and is perpendicular to the zZ plane.
Figure 3.5: Schematic of Euler angles showing the reference xyz frame in blue and the rotated
molecular XY Z frame in red. The line of nodes, N is shown in green (Image from Wikimedia
Commons, Lionel Brits, 2008).
For our analysis, we calculate cos  corresponding to the angle between the dipole
and the z-axis, and   corresponding to the angle between the H-H vector and the
line of node, N . Periodic boundary conditions are applied and N is calculated from
the cross product of the dipole and the z-axis.   captures the orientation of the
hydrogen atoms in a molecule. When   = 0, a molecule is oriented with its dipole
pointing directly to the surface.
3.4.5 Cluster Size
In order to study the QLL structure, we identify ice-like and liquid-like clusters
in the QLL. In addition, we identify the largest ice-like cluster within our system
which corresponds to bulk ice and use this cluster to determine the position of the
QLL/ice interface.
A cluster is defined as a group of oxygen atoms which each lie within 3.5 A˚
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of at least one other oxygen atom from the cluster. Our algorithm relies on the
assignment of molecules as ice-like and liquid-like based on the q3 parameter and
produces a global connection matrix which contains the connectivity of ice-like or
liquid-like molecules. In order to identify a cluster, we use the depth-first search
(DFS) algorithm. DFS is a recursive algorithm that is used to traverse a graph or
tree. In our case the tree is the connectivity of a given atom and represents a cluster.
The guiding principle of the algorithm is to progress forward in depth when possible
and if not, backtrack and explore previous branches.
Figure 3.6: Schematic representation of the depth-first search (DFS) algorithm, illustrating cluster
tree or oxygen connectivity. Each node represents an oxygen atom and the number indicates the
order in which the atoms are visited in DFS (Image from Wikimedia Commons, Alexander Drichel,
2008).
Each oxygen atom corresponds to a node in the tree. Figure 3.6 illustrates a
tree and shows the order in which DFS visits the nodes. A node can be in any of
three states: unvisited, visiting and visited. Initially every node is unvisited. The
algorithm works by arbitrarily choosing an unvisited node or vertex to analyse. At
this point the cluster size count is one and the vertex is labelled as visiting. If the
atom does not have any neighbours then the final cluster size count is one and the
atom is labelled as visited. If, however, the atom v has at least one neighbour, the
algorithm visits the first unvisited neighbour, u. The vertex atom v is labelled as
visiting whilst the DFS algorithm is now performed recursively on the neighbouring
molecule u which is also labelled as visiting. If u contains any unvisited neighbours,
DFS is performed on the neighbours and thus the algorithm travels yet further down
the tree. Once the algorithm encounters a molecule that has no unvisited neighbours,
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the molecule in question is labelled as visited. The algorithm then backtracks to the
previous molecule, p and visits any neighbours of p which are unvisited. Once all
the neighbours of p are labelled visited, molecule p is also labelled visited and the
algorithm backtracks yet again. This is repeated until every neighbour is visited and
we have returned to the initial vertex v.
At this point, if the total atom count in the cluster is greater than five, our code
saves the size of the cluster as well as the identity of the molecules in the cluster. If
any unvisited atoms remain in the system, our algorithm randomly chooses a new
unvisited vertex to perform DFS on, until every molecule is visited. Once this has
completed we typically find ourselves with a number of saved clusters of size greater
than five molecules which can be analysed further.
3.5 Metadynamics Simulation Protocol
3.5.1 Biasing Quasi-Liquid-Layer Molecules
Metadynamics simulations biasing the number of QLL molecules are performed
using TIP4P/Ice and mW. Simulations are performed using LAMMPS [98] with the
PLUMED [113] plugin. The CV used is the number of QLL molecule on the top
surface, calculated using q3. The CV is restricted to the top surface by limiting the
range of z-coordinates over which it is calculated to a region of ⇠ 35 A˚ corresponding
to the first 8 molecular bilayers. By restricting the CV to the top surface our
simulations result in the melting and crystallisation of only one QLL surface enabling
us to recover the free energy of the surface as a function of the number of QLL
molecules. The q3 parameter used in our analysis involves a sharp cut-o↵ of 3.5 A˚
for identifying the nearest neighbours. In PLUMED, q3 is calculated using a smooth












where R0 = 3.5 A˚, d0 = 0 and Rij is the distance between atom i and j. s(Rij)
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is parameterised to be set equal to one when atom j is in the first coordination
sphere of atom i and is zero otherwise. s(Rij) is used in PLUMED to ensure that
the derivative of the CV is a continuous function.
NVT metadynamics simulations are performed using mW with a time step of 5.0
fs. The Nose-Hoover thermostat is used with a relaxation time of 1000 fs. Gaussians
with a height of 2.0 kJ and   = 10 are deposited every 2000 fs. The   parameter is
selected by monitoring the fluctuation of the CV during an unbiased run and setting
it equal to between 1/3 and 1/2 of the fluctuations. A value of 10 is determined based
on such considerations. A well-tempered bias factor of 50 is used and simulations of
the basal and prism surfaces performed at 240 K, 260 K, 265 K and 270 K.
The CV used relies on a calculation of q3 for the atoms and is computationally
expensive and therefore metadynamics simulations of the basal and prism TIP4P/Ice
surfaces are performed only at 260 K. NVT simulations are performed with a time
step of 1.0 fs and using the Nose-Hoover thermostat with a relaxation time of 100
fs. Gaussians with a height of 2.0 kJ and   = 10 are deposited every 400 fs. A
well-tempered bias factor of 50 is used.
The starting configuration used for the mW and TIP4P/Ice metadynamics
simulations are the final structures from the NVT MD simulations at the relevant
temperatures. Metadynamics simulations are performed for up to 600 ns using mW
and up to 350 ns using TIP4P/Ice.
3.5.2 Biasing Adsorption and Di↵usion
Metadynamics simulations are performed in which the z-coordinate of a selected
water molecule is biased. The CV used is the z-coordinate of a selected oxygen
atom and the simulations enable the absorption and desorption of the molecule to
be sampled along with its di↵usion within the QLL and ice sublayers. Whilst the
z-coordinate of the molecule is biased, the in-plane x- and y-coordinates are not.
However, all three coordinates are restricted to limit the CV space that the molecule
may explore and increase the rate of convergence. This is achieved using a restraining
potential which starts acting on the system when the x-, y- or z-coordinates of the
3.5. Metadynamics Simulation Protocol 61
biased molecule are greater or lower than defined threshold values, a. The restraining
potential acts as a wall that restricts the coordinates of the molecule and has the
general form
Ures =  (s  a)2 (3.8)
where s is the coordinate of the molecule and  = 500 kJ/mol is the force constant
of the wall. The walls are positioned so that the in-plane coordinates of the biased
molecule are restricted to exploring up to 15 A˚ in the x- and y- directions. An upper
wall is positioned in the vacuum along the z-direction halfway between the two slab
surfaces to prevent the molecule from di↵using to the second surface. A lower wall
is positioned at the fourth bilayer within the bulk to prevent the molecule from
exploring deep ice bilayers and force the molecule to explore the QLL and first few
ice bilayers. The outcome of the walls is restricted in-plane di↵usion and exploration
of the CV space resulting in faster convergence of the reconstructed free energies.
NVT metadynamics simulations of the basal and prism surfaces are performed
using TIP4P/Ice at 260 K. A time step of 1.0 fs is used along with the Nose-Hoover
thermostat with a relaxation time of 100 fs. Gaussians with a height of 0.5 kJ and
  = 0.075 nm are deposited every 400 fs.   is determined based on the fluctuations
of the z-coordinate of unbiased QLL molecules. A well-tempered bias factor of 15 is
used. The simulations are performed using the final structure from the NVT MD






Molecular dynamics simulations of the basal and prism surfaces of ice are per-
formed using TIP4P/Ice and mW. The simulation protocols are described in Chapter
3.3. Snapshots of the TIP4P/Ice basal and prism ice slabs following 100 ns of
simulation are shown in Figure 4.1. The formation of a disordered QLL is clearly
visible on the surfaces. As temperature increases, the QLL thickness increases. At
low temperatures there is one single melted layer, an observation consistent with
recent experimental and simulation results [66]. At higher temperatures a second
melted layer occurs, however, the temperature at which it is onset is unclear. Sanchez
Figure 4.1: Snapshots of the TIP4P/Ice basal (top) and secondary prism (bottom) surfaces during
NVT molecular dynamics simulations.
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Figure 4.2: Snapshots of the mW basal (top) and secondary prism (bottom) surfaces during NVT
molecular dynamics simulations.
[66] suggests a transition from one melted bi-layer to two melted bi-layers at 257 K
based on SFG spectroscopy results.
Snapshots from the MD simulations of the basal and prism surfaces using mW are
shown in Figure 4.1. The mW surfaces are over-structured compared to TIP4P/Ice.
The mW QLL is composed of less than one bilayer and does not diverge in thickness
as the melting point is approached, in contrast with our TIP4P/Ice simulation results
and previous experimental [33–35, 66] and simulation works [7, 36–38].
The oxygen atom density profiles of the TIP4P/Ice basal and prism slabs are
shown in Figures 4.3 and 4.4, respectively. The profiles are plotted along the z-axis
Figure 4.3: Oxygen density profiles of the basal TIP4P/Ice slabs at the seven simulated temperatures.
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Figure 4.4: Oxygen density profiles of the (secondary) prism TIP4P/Ice slabs at the seven simulated
temperatures.
normal to the surface and the coordinates are averaged over the entire simulation
following 10 ns of equilibration. The profiles are calculating using 1000 bins of equal
width. The plots reveal that as the temperature increases from 240 K to 270 K, the
density peaks near the surfaces become broader and merge. This can be rationalised
as the formation of a QLL with a thickness increasing with temperature. The plots
show that there is always a central region where the peaks are sharp and the oxygen
atoms localised, corresponding to bulk-crystalline ice.
The density profiles illustrate the general trend of increasing QLL thickness
with temperature. However, more complex analysis is required to characterise the
structure and thickness of the basal and prism QLLs.
4.1 Quasi-Liquid-Layer Size
The third-order Steinhardt bond-order parameter, q3(i) is calculated for every
atom i using Eq. 3.4. Figures 4.5 and 4.6 show the q3 profiles plotted against
the coordinate perpendicular to the surface for the TIP4P/Ice and mW surfaces,
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respectively. The profiles are averaged over the simulations following 10 ns of
equilibration.
Figure 4.5: q3 profiles of the basal (left) and prism (right) TIP4P/Ice surfaces. Large q3 values
corresponds to ice-like molecules and small values correspond to liquid-like molecules.
Figure 4.6: q3 profiles of the basal (left) and prism (right) mW surfaces.
The profiles show that the q3 parameter can be used to di↵erentiate between
ice-like and liquid-like molecules. In the bulk the q3 value is ⇠ 0.32, whereas in the
surface it is smaller at ⇠ 0.20. In this work we use a threshold value of 0.280 to
distinguish between liquid-like and ice-like molecules based on the overlap of the q3
distribution in water and ice.
In order to study the e↵ect of temperature on the QLL thickness, we use q3
to estimate the number of QLL molecules, nl by classifying molecules as ice-like
and liquid-like. The time evolution of the TIP4P/Ice basal and prism QLL size is
captured by a plot of nl against simulation time in Figure 4.7. The results show that
the QLL fluctuates in size around an average value but as temperature increases, the
average value and amplitude of fluctuations increase. This behaviour is consistent
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Figure 4.7: Evolution of the number of QLL molecules, nl during the basal (left) and prism (right)
TIP4P/Ice MD simulations.
with MD results reported with TIP4P/Ice and other water models [7, 48]. At 270
K, close to the TIP4P/ice melting point of 272.2 K [90], the QLL size fluctuates
strongly as the outer ice-sublayer and inner QLL-sublayer readily melt and crystallise
at the expense of one another. Figure 4.7 suggests that 100 ns simulations are too
short to accurately sample the basal and prism QLLs at 270 K. As a result, the
MD simulations at 270 K are extended to over 400 ns, and Figure 4.8 shows nl for
the basal and prism surfaces over the entire simulations. The results show the QLL
fluctuating around equilibrium with large amplitudes.
Figure 4.8: Evolution of the number of QLL molecules, nl during the basal and prism simulations at
270 K using TIP4P/Ice
The evolution of nl observed with mW is plotted in Figure 4.9 for the basal
and prism surfaces. The mW QLLs fluctuate around an equilibrium thickness.
Compared to TIP4P/Ice, the mW nl fluctuations are smaller and do not increase
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Figure 4.9: Evolution of the number of QLL molecules, nl during the basal and prism simulations
using mW
with temperature to the same extent.
The average basal and prism QLL size, n¯l is estimated from our simulations
and plotted as a function of temperature for the TIP4P/Ice and mW surfaces
in Figure 4.10. The error bars indicate the standard deviation of nl during the
simulations and capture the trend of increasing amplitude of QLL size fluctuation
with temperature observed in Figure 4.7. The results show that the QLL size
increases with temperature irrespective of the water model. The TIP4P/Ice trend
agrees with previous experimental results and can be described by the functional
form nl / log( T ) [1, 33–35].
Figure 4.10: Average QLL thickness, n¯l from MD simulations using (left) TIP4P/Ice and (right)
mW.
The logarithmic behaviour of the TIP4P/Ice QLL size is investigated by fitting
the basal and prism n¯l results to n¯l = C1 + C2 log (273.15  T ), where C1 and C2
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Figure 4.11: Logarithmic fit of n¯l to temperature for the basal (left) and prism (right) TIP4P/Ice
surfaces.
are fitting parameters. The results of the fits are shown in Figure 4.11. The fitting
yields C1 = 876.5 ± 123.65 and C2 =  170.7 ± 44.55 for the basal surface, and
C1 = 923.1 ± 231.1 and C2 =  184.7 ± 83.25 for the prism surface. The errors
represents the 95% confidence interval. The basal and prism C1 and C2 fitting
parameters overlap within the confidence bounds. The basal and prism TIP4P/Ice
results suggest that the QLL thickness is dependent on temperature but depends
weakly of the crystallographic surface.
The average q3 and cos  values of the QLL molecules are calculated during
our simulations and plotted as a function of temperature in Figure 4.12. Error
bars indicate the standard deviation. Within the upper boundary of the standard
deviation, the average q3 of the QLL molecules is less than the threshold value of 0.28
which validates our choice of threshold value.   is the angle of the molecular dipole
with the z-axis and is described in Section 3.4.4. The average cos  result in Figure
4.12 suggests that the local environment of QLL molecules changes very little between
240 K and 265 K and that the two crystallographic QLL surface structures are similar.
This observation is consistent with previous vibrational response experiments which
suggest that the outermost surface structure of ice remains unchanged between 235
K and 264 K [66, 69].
In contrast to TIP4P/Ice, mW is over-structured and a QLL of less than one
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Figure 4.12: Average a) q3 and b) cos  of the TIP4P/Ice QLL molecules
molecular layer is formed, as shown in the snapshots in Figure 4.2. 270 K is close
to the melting point of the mW model reported at 274.6 K [94]. Whilst the mW
QLL increases in size with temperature, it does not diverge at 270 K as strongly as
the TIP4P/Ice QLL. The TIP4P/Ice QLL size exhibits a very weak dependence on
crystallographic plane, whereas the mW prism QLL is larger than the basal QLL
at all the simulated temperatures. Overall, the mW model gives a poor description
of the QLL and does not fully characterise the QLL temperature dependence. In
this work, we focus our studies of the QLL structure on results from TIP4P/Ice
simulations. This decision is validated by the agreement of our TIP4P/Ice simulation
results with the experimental QLL temperature dependence and surface structure,
and agreement with previous simulation works [1, 7, 29, 33–38].
4.2 Lindemann Theory of Melting
The temperature dependence of the QLL can be explained using the Lindemann
theory of melting. The Lindemann criterion states that melting occurs when the
amplitude of thermal vibrations is greater than a threshold value. By modelling
molecular vibrations using a harmonic potential, the amplitude of intermolecular
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where kB is the Boltzmann constant,  is an e↵ective spring constant. Molecular
bonding is weaker at the surface than in the bulk which is captured in
(d) = 0   f(d)  (4.2)
where d is the distance from the surface,   is a constant, and f(d) is a switching
function with f(0) = 1 and f(1) = 0. The Lindemann criterion states that melting
occurs once the amplitude x reaches xm = (kBTm/0)1/2. Combining this with Eq.







Modelling the intermolecular interactions using f(d) = exp( d/ ), where   is a decay
length which quantifies the fact that interface molecules are more weakly bound than
bulk molecules, yields a QLL thickness described by






where  T = Tm   T is the temperature below the melting temperature Tm. The
functional form of Eq. 4.4 correlates with our TIP4P/Ice simulation results in Figure
4.11.
Lindemann Profile
The Lindemann parameter, outlined in Section 3.4.2, characterises the crystallinity
of molecules in our simulations and is used to distinguish the QLL and ice sublayers.
The Lindemann parameter is calculated for every O atom i, using Eq. 3.6, and
the TIP4P/Ice basal and prism profiles are plotted as a function of the coordinates
perpendicular surface in Figure 4.13. The parameters are calculated by averaging
over the last 90 ns of the NVT simulations. The Lindemann parameter increases
linearly with simulation time. As a result, the exact same number of frames are used
for the analysis at the di↵erent temperatures to enable fair comparisons. The results
show that in the bulk, the Lindemann parameters are small due to the localised
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Figure 4.13: Lindemann profiles of the basal (left) and prism (right) TIP4P/Ice surfaces.
atomic vibrations with restricted amplitudes. The prism profile at 270 K suggests
the presence of defects and ice molecules with increased mobility within the bulk.
At the surface, the Lindemann parameters are much larger indicating the presence
of the QLL where atomic motion is increased. From the profiles it is clear that
the QLL region increases in size with temperature. As temperature increases the
Lindemann parameter increases both in the bulk and at the surface. This is captured
in Figure 4.14 which shows the minimum and mean Lindemann parameter calculated
from the profiles and plotted against temperature. The general trend is similar to
the TIP4P/Ice QLL thickness result shown in Figure 4.10: the basal and prism
Lindemann parameters are equivalent and increase with temperature before diverging
at 270 K.
Figure 4.14: Temperature dependence of the mean (left) and minimum (right) Lindemann parameter
for the TIP4P/Ice slabs.
The Lindemann profiles separate the ice-like and liquid-like regions of our slabs.
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However, the parameter of ice and liquid molecules increase with temperature. As a
result, the Lindemann parameter is less useful than q3 for characterising the QLL
size since the q3 parameter of ice-like and liquid-like molecules does not depend on
temperature, as can be observed in q3 profiles in Figures 4.5 and 4.6
The density, q3 and Lindemann profiles reveal a consistent picture. The surface
of ice is disordered and the bulk ice is ordered. The thickness of the disordered
QLL region depends on the temperature. However, the analysis does not reveal any
significant di↵erences between the basal and prism QLLs.
4.3 Characterising the Quasi-Liquid-Layer
4.3.1 Ice and Water Clusters
Insight into the QLL structure is obtained from the distribution of the sizes of the
largest liquid-like clusters during the simulations. Figure 4.15 shows the distributions
obtained from our basal and prism TIP4P/Ice simulations. The clustering algorithm
used is outlined in Section 3.4.5. Between 240 K and 265 K, the distributions
are unimodal and increase in width with temperature. At 270 K the width of
the distribution is significantly larger than at the other temperatures. The basal
distribution is multimodal at 270 K, with two distinct peaks separated by ⇠ 250.
Given that one basal crystal layer in our system is composed of 240 molecules, this
peak separation suggests that at equilibrium the QLL fluctuates between melting
Figure 4.15: Largest liquid-like cluster size distribution for the basal (left) and prism (right)
TIP4P/Ice surfaces.
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Figure 4.16: Largest liquid-like cluster size distribution for the basal (left) and prism (right) mW
surfaces.
and crystallising two layers. The mW distribution of largest liquid-like clusters is
plotted in Figure 4.16. The distributions are unimodal at all the temperatures.
The temperature dependence of the largest TIP4P/Ice and mW liquid-like cluster
size is plotted in Figure 4.17. Error bars indicate the standard deviation over the
simulations. The TIP4P/Ice trend is similar to the QLL thickness and mean and
minimum Lindemann results: the cluster size increases with temperature and diverges
at 270 K, and the basal and prism cluster sizes are equivalent within the standard
deviation. This result is unsurprising as the largest liquid-like cluster corresponds to
the cluster of liquid-like molecules in the QLL. The mW result strongly correlates
with the mW QLL thickness result in Figure 4.10 and helps validate our observation
Figure 4.17: Largest liquid-like cluster size as a function of temperature for TIP4P/Ice (left) and
mW (right) simulations.
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that the QLL size does not diverge at 270 K to the same extent as with TIP4P/Ice.
In principle, the largest liquid-like cluster size should correspond to the average QLL
size. Contrasting the cluster sizes in Figure 4.17 with the QLL size in Figure 4.10, it
is clear that the two are in close agreement. The small di↵erences are due to the
uncertainty associated with q3 and QLL molecules incorrectly assigned as ice and ice
molecules incorrectly assigned as QLL molecules.
4.3.2 Dangling OH bonds in the Quasi-Liquid-Layer
A QLL forms on the surface of ice to increase the stability. Dangling bonds
may also form as the system endeavours to lower its surface energy. Analysis of the
number of dangling molecules therefore reveals further insights into the structure
of the QLL of ice. Figure 4.18 shows the distribution of the number of dangling
molecules in our TIP4P/Ice basal and prism simulations. The peaks are unimodal
and increase in both width and mean value as temperature increases. The basal and
prism distributions appear very similar.
Figure 4.18: Distributions of dangling OH bonds on the a) basal and b) prism TIP4P/Ice surface
The number of dangling bonds per molecule is calculated from the number of
dangling bonds divided by the number of QLL molecules. The average is calculated
from the number of dangling bonds per molecule at each timestep and the result is
plotted against temperature in Figure 4.19 with error bars indicating the standard
deviation. The trend obtained is similar for the basal and prism surfaces. Between
240 K and 265 K there are ⇠ 0.15 dangling bonds per molecule which decreases to ⇠
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0.12 dangling bonds per molecule at 270 K. Assuming that the number of molecules
with two dangling bonds is negligible, this result indicates that on average ⇠ 12-15%
of molecules are single hydrogen bond donors and have one dangling bond. The
estimate for the QLL is averaged over the entire QLL and includes both surface QLL
molecules and molecules belonging to the interior of the QLL. Within the interior
of the QLL, the proportion of dangling molecules is expected to be lower than ⇠
12-15% and at the surface the proportion of dangling molecules is expected to be
greater than ⇠ 12-15%. Previous MD studies of water/air interfaces at 300 K show
that 13% of molecules in the interior are single-donors which increases to 29% at
the surface [114]. Ab initio studies a rm that 15% of bulk water molecules are
single-donors whereas a 45% of surface molecules are single donors [115]. Our results
are in good agreement with the bulk water estimates suggesting the QLL is mostly
liquid-like as opposed to ice-like. However the interior QLL estimate is expected to
be lower than the average QLL value. Perfect crystalline ice has no single-donor
molecules [115] and therefore the number of single donors in the interior QLL lies
between the values in bulk ice and bulk liquid implying that the QLL structure is
influenced by the underlying ice phase. To help understand the environment of the
basal and prism dangling bonds, Figure 4.19 also shows the average q3 value and
cos  associated with the dangling bonds. The results indicate that the orientation
and environment of the dangling bonds depend on temperature but are independent
of the crystallographic surface. The average q3 suggests that between 240 K and 265
K, the bonding environment of dangling molecules is fairly consistent and is only
di↵erent at 270 K when the QLL is substantially larger. This result is consistent with
Figure 4.19: Average number of dangling bonds per molecule (left), average q3 of dangling molecules
(centre), and average cos  of dangling molecules (right) in our TIP4P/Ice simulations.
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experimental studies of the orientation of dangling bonds on the surface of ice, which
measured a weak temperature dependence within the range between 240 K and 265
K [66]. Indeed, our results show a very weak trend towards increased disorder as
temperature increases which is more strongly pronounced on the basal surface than
the prism surface. At 270 K, the q3 parameter of the dangling molecules is smaller
suggesting the dangling molecules are more liquid-like than at lower temperatures.
Given the much larger QLL size at 270 K compared to other temperatures, this
result is reasonable. The average cos  indicates that dangling bonds tend to all
point towards the surface which is the expected result. As temperature increases,
the angle between the dangling bonds and the z-axis increases as the dangling bonds
point less directly to the surface. However, between 240 K and 265 K, the average ✓
angle changes by less than 3  which further endorses the observation that the basal
and prism dangling bond structure is nearly constant between 240 K and 265 K.
Dangling bonds occur at the surface. Study of the orientation of dangling bonds
therefore provides a commentary on the structure at the surface, however, further
study is required to characterise the structure of the entire QLL.
4.4 Ice and QLL Bilayer Structure
Heat maps of the molecular orientation provide a useful measure to help us
qualitatively explain the di↵erences in structure of the basal and prism QLL and
ice sublayers. Figure 4.20 shows heat maps of the probability distribution of cos 
and   for slices corresponding to peaks in the density profiles at 240 K. Traversing
the figure from left to right corresponds to slices or density peaks deeper and deeper
into the bulk of the slab. The heat map on the far left corresponds to the outer
quasi-liquid sublayer, whilst the final heat map on the right corresponds to the fourth
peak in the density profile which at 240 K corresponds to bulk ice. All subsequent
heat maps in this section are presented using the same format as Figure 4.20.
Figure 4.21 shows the orientation heat maps for the basal and prism surfaces for all
the temperatures. As with Figure 4.20, the far left plots are the outer QLL sublayers
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Figure 4.20: Heat maps of water molecule orientations within slices of the basal surface at 240 K
using TIP4P/Ice. Each slice corresponds to a peak in the density profile. The first heat map on the
left corresponds to the outer sublayer in contact with vacuum and the following three heat maps
correspond to slices deeper and deeper into the surface. cos  on the x-axis is the orientation of the
molecular dipole, whereas   on the y-axis is the orientation of the hydrogen-hydrogen vector.
in contact with vacuum. The heat maps clearly illustrate the disorder/order transition
which occurs when crossing from the QLL into ice. The basal and prism ice sublayers
have distinct orientational structure which is dependent on the crystallographic
surface but independent of temperature. The QLL structure is dependent on the
crystallographic surface, however, the outer sublayer structure of the surface appears
uniform between 240 K and 265 K.
The density heat maps in Figure 4.22 show the 2-D in-plane molecular densities
within the basal and prism TIP4P/Ice sublayers. Whilst the basal and prism ice
structure is clearly indicated, the disorder/order transition is less well-pronounced
compared to the orientation heat maps. Between 240 K and 265 K, the outermost
QLL heat maps show an ordered skeletal structure and indicate that the ordered ice
structure penetrates into the QLL regions.
The q3 heat maps in Figure 4.23 show in-plane q3 distributions within sublayers.
Yellow on the scale bar corresponds to ice-like molecules with large q3 values. Blue
corresponds to liquid-like molecules with smaller q3 values. Traversing from left to
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Figure 4.21: Heat maps of water molecule orientations within slices corresponding to density peaks
in the basal (left) and prism (right) TIP4P/Ice slabs at 240 K to 270 K. The first heat map on
the left corresponds to the outer sublayer in contact with vacuum and the following three heat
maps correspond to slices deeper and deeper into the surface. A transition from disorder to order is
observed going from the surface into the bulk.
right along the figures, the heat maps become characterised by more and more yellow
regions indicating increased crystallinity. The disorder/order transition, however, is
less pronounced than in the orientation heat maps.
The dipole heat maps in Figure 4.24 show the in-plane cos  distribution within
sublayers. Within the QLL, molecules are not constrained and point in all directions.
The average cos  values within the bins, therefore, average out to zero. Within the
ice sublayers, molecules are constrained and point in distinct directions. The average
cos  values within the bins are, therefore, large positive or negative values as the
dipole orientation of neighbouring molecules is correlated. The dipole heat maps
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Figure 4.22: Heat maps of the layer-by-layer density density distribution within QLL and ice
sublayers calculated from TIP4P/Ice NV T simulations. The x- and y-axes correspond to the two
in-plane dimensions of the system. The left column corresponds to the basal slabs and the right
column is the prism slabs.
illustrate the increased orientational order of molecules within ice.
The orientation, dipole, q3 and density heat maps clearly show the presence of a
disordered QLL on the surface of ice. The q3 and density heat maps are less useful
for distinguishing clearly the QLL/ice interface and the disorder/ordered regions.
The orientation heat maps of cos  and   and the dipole heat map of cos  show a
more pronounced transition from disorder to order. In Chapter 7, the orientation
heat maps are used to indicate the position of the QLL/ice interface. The heat maps
clearly illustrate the increased disorder of the sublayers with temperature and the
expansion of the QLL at 270 K. There are clear structural di↵erences between the
QLL and ice and important structural di↵erences between the basal and prism ice
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Figure 4.23: Heat maps of the layer-by-layer q3 distribution within QLL and ice sublayers calculated
from TIP4P/Ice NV T simulations. The x- and y-axes correspond to the two in-plane dimensions of
the system. The left column is the basal surface and right column is the prism surface.
sublayers. Quantifying how these structural di↵erences influence the rate of growth
at the two crystallographic surfaces is key to this project.
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Figure 4.24: Heat maps of the layer-by-layer cos  dipole distribution within QLL and ice sublayers
calculated from TIP4P/Ice NV T simulations. The x- and y-axes correspond to the two in-plane
dimensions of the system.
4.5 Dynamics of the Quasi-Liquid-Layer
4.5.1 Translational Di↵usion
The mobility of QLL molecules can be described through the mean square
displacement (MSD). The one-dimensional MSD can be expressed as





where N is the number of particles, Ri(0) and R0 are the reference coordinate of
each particle and Ri(t) is the coordinate of particle i at time t. In order to take into
account any drift in the centre of mass during molecular dynamics simulations the
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where Rcm(t) is the centre of mass of the system at time t. Contrasting our results
when the centre of mass is and isn’t taken into account shows that no drift occurs
during our simulations.
The one-dimensional MSD is calculated in the two in-plane directions using Eq.
4.6 for the oxygen atoms in our TIP4P/Ice and mW simulations. To perform the
analysis, the NVT simulations are split into two equal halves. The first half is used
to generate ⇠ 300 equally spaced reference frames. For each reference frame, the
MSD is calculated for a fixed length of time equal to half the simulation length. For
a typical MD simulation in this work, the first 10 ns are discarded for annealing and
the remaining 90 ns are split into two and the MSD is calculated for 45 ns for each
reference frame. The coordinates are unwrapped to take into account the increasing
Figure 4.25: 1-D MSD of the basal (left) and prism (right) TIP4P/Ice molecules at 255 K.
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separation of molecules as they cross the box boundary. Figures 4.25 and 4.26 show
the ⇠ 300 plots of MSD(t) for the TIP4P/Ice and mW surfaces, respectively, at 255 K.
Similar results are obtained for the two models at the other simulated temperatures.
The trend is linear in all cases, a characteristic result for the MSD of liquids. Red
lines in the plots correspond to linear fits to the data.
The one-dimensional di↵usion coe cient, D can be obtained using Einstein’s







Bulk molecules are immobile on the timescale of our simulations and do not
contribute to the MSD. The surface di↵usion coe cient, D⇤ is defined as
D⇤ = D/Q (4.8)
Figure 4.26: 1-D MSD of the basal (left) and prism (right) mW molecules at 255 K.
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Figure 4.27: Translational one-dimensional in-plane di↵usion coe cient of basal (left) and prism
(right) TIP4P/Ice molecules.
Figure 4.28: Translational one-dimensional in-plane di↵usion coe cient of basal (left) and prism
(right) mW molecules.
where Q = Nliquid/Ntotal is the average proportion of liquid-like molecules in the
system. Figures 4.27 and 4.28 show D⇤ calculated for di↵usion in the two in-
plane directions based on linear fits to MSD(t) for the TIP4P/Ice and mW surface,
respectively. The error bars indicate the standard deviation of the fits obtained
from the many reference frames. Arrhenius plots of the logarithm of D⇤ against the
inverse of temperature are shown in Figures 4.29 and 4.30 for TIP4P/Ice and mW,
respectively. Within the error range, the trends are near linear suggesting di↵usion
can be considered an activated process which obeys Boltzmann statistics. The






where Ea is the activation energy of di↵usion. An Arrhenius fit to our results yields
activation energies of 36.09 ± 4.16 kJ/mol and 39.16 ± 5.24 kJ/mol for the basal
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Figure 4.29: Logarithm of the one-dimensional di↵usion coe cients of the basal (left) and prism
(right) TIP4P/Ice surfaces plotted against the inverse of temperature.
and prism TIP4P/Ice surfaces, respectively. Arrhenius fits to our mW results yields
activation energies of 39.06± 9.19 kJ/mol and 26.32± 3.32 kJ/mol. The uncertainty
correspond to the 95% confidence interval. The TIP4P/Ice barrier heights are
similar to the energy required to break two H-bonds, measured experimentally at 46
kJ/mol [117], which supports the notion that in-plane di↵usion involves breaking
two hydrogen bonds. Previous MD simulation works using a six-site water model
yield an activation energy for translational di↵usion increasing from 29.1 kJ/mol
at around  60 C to 53.8 kJ/mol close to the melting point [47, 48]. A previous
study using TIP4P/2005 reports a di↵usion activation energy of around 10 kJ/mol
at around  60 C, increasing to around 45 kJ/mol close to the melting point [47].
These results are in agreement with our MD simulation estimates. Simulations using
TIP4P estimate a low temperature activation energy of 23.2 kJ/mol between 180 K
and 210 K [45].
A two-dimensional surface di↵usion coe cient can be calculated from the one-






Figure 4.31 shows the two-dimensional surface di↵usion coe cient, defined in Eq. 4.9,
for the TIP4P/Ice and mW surfaces. The error bars indicate the standard deviation
4.5. Dynamics of the Quasi-Liquid-Layer 86
Figure 4.30: Logarithm of the one-dimensional di↵usion coe cients of the basal (left) and prism
(right) mW surfaces plotted against the inverse of temperature.
across the many reference frames. The results show that in-plane translational
di↵usion increases with temperature. The range of our simulation estimates of the
translational di↵usion coe cient using TIP4P/Ice quantitatively agree with results
using the 6-site NE6 water model [48, 118]. NMR experimental measurements of the
translational di↵usion coe cient of supercooled water yield a value of 0.650⇥ 10 9
m2/s at 260.1 K, 0.531⇥ 10 9 m2/s at 255.3 K, 0.414⇥ 10 9 m2/s at 250.8 K and
0.204⇥ 10 9 m2/s at 239.8 K [43]. These measurements are slightly larger than our
estimates, however, they are nonetheless in agreement with our results because they
are measured using supercooled water which has a greater mobility than the QLL.
Our findings can be further validated by comparing our results with experimental
Figure 4.31: Two-dimensional translation di↵usion coe cient of for TIP4P/Ice (left) and mW (right)
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measurements of the self-di↵usion coe cient on ice surfaces obtained by studying
the formation of grain boundaries [119]. At 263.15 K a value of 0.3⇥ 10 9 m2/s is
measured and at 258.15 K a value of 0.29⇥ 10 9 m2/s, in close agreement with our
TIP4P/Ice results.





= DxDy . Figure 4.32 shows the anisotropy of the in-plane translational
di↵usion of our TIP4P/Ice and mW simulations. A value of one is perfect isotropy.
Our result shows that the di↵usion is isotropic at all the simulated temperatures
within reasonable margin. However, as temperature decreases di↵usion becomes less
isotropic and tends towards anisotropy at low temperatures. This is consistent with
previous simulation results [47, 48] and provides further validation of our results.
Figure 4.32: Ratio of the one-dimensional in-plane translation di↵usion coe cients of the TIP4P/Ice
(left) and mW (right) surfaces. Large values indicates anisotropic in-plane di↵usion whilst values
close to one indicate isotropic di↵usion.
4.5.2 Rotational Di↵usion
The rotational di↵usion coe cient,Drot can be calculated using the same approach
as the translational di↵usion coe cient. The MSD of the dipole orientation angle,  
is calculated and plotted in Figure 4.33 at 245 K and 265 K using TIP4P/Ice. The
result is equivalent to the translational MSD result and shows a linear increase with
simulation time. The red line indicates the best fit to the plots. The orientation of
water molecules is not captured by the coarse-grained mW model which does not
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include hydrogen atoms. As a result, it is not possible to determine the rotational
di↵usion from the mW model using this approach.
The rotational di↵usion coe cient can be calculated from the gradient of MSD(t)
using the same approach as the translational di↵usion coe cient. Figure 4.34 is
the TIP4P/Ice rotational di↵usion coe cient plotted against temperature. The
Figure also shows the plot of ln(D⇤) plotted against 1/T . The trend is similar to
the translational di↵usion trend in Figure 4.31. The rotational di↵usion coe cient
increases with temperature and displays an exponential-like functional form, char-
acteristic of a rotational energy barrier which can be overcome with a Boltzmann
probability. The numerical estimates of the rotational di↵usion coe cients are of
the same order as the translational di↵usion coe cients. An Arrhenius fit to the
TIP4P/Ice rotational di↵usion coe cients yields an activation energy of 14.12± 1.60
kJ/mol and 16.84± 5.14 kJ/mol for the basal and prism surfaces, respectively, with
95% confidence. The rotation energy barriers are lower than the translation barriers.
Figure 4.33: Rotational cos  MSD of TIP4P/Ice simulations at 240 K (left) and 265 K (right).
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Figure 4.34: Rotational di↵usion coe cient against temperature (left) and its Arrhenius plot (right)
for TIP4P/Ice
This makes intuitive sense because translation entails a greater degree of reorientation
of molecules and involves breaking more hydrogen bonds than rotating. Simulation
studies of supercooled water and normal water using TIP4P/2005 between  40 C
and +60 C yields a rotation activation energy of 13.8 kJ/mol [120], in good agreement
with our simulation estimates.
4.6 Conclusions
Our simulation results show that the QLL size increases with temperature. With
TIP4P/Ice the QLL size obeys a logarithmic relationship, in agreement with previous
experimental and simulation results [1, 7, 29, 33–38]. Close to the melting point at
270 K, analysis of the TIP4P/Ice liquid-like clusters suggest that the QLL is melting
and crystallising at least two bilayers. mW, however, is over-structured and describes
the QLL thickness and dynamics less accurately than TIP4P/Ice.
Analysis of the average dipole moments of TIP4P/Ice basal and prism QLL
molecules suggests that between 240 K and 265 K, the local environment changes very
little and is fairly uniform across the two crystallographic surfaces. The orientation
of dangling bonds does not display any strong dependence on the crystallographic
surface and remains uniform between 240 K and 265 K. These observations are
consistent with previous vibrational response experiments [66, 69]. The implication
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of our studies is that the outer QLL structure at the interface with vacuum or vapour
depends only weakly on the underlying crystalline lattice.
From a theoretical perspective, the equilibrium QLL size can be modelled by
describing the atoms as vibrating particles in a harmonic potential. Modelling the
intermolecular forces using an exponentially decaying function yields the logarithmic
relationship of the QLL with temperature, as observed in simulation and experiments.
An Arrhenius fit to the our translation di↵usion coe cients yields activation energies
which indicate that di↵usion involves breaking two H-bonds. Previous simulation
works report that molecules within the outer QLL sublayer at the interface form
on average two hydrogen bonds [29]. Our activation energies are consistent with a
mechanism of di↵usion involving the breaking of hydrogen bonds and agree with
previous simulation estimates using a range of water models [45, 47, 48].
Contrasting our TIP4P/Ice and mW translational self-di↵usion coe cient esti-
mates with experimental measurements reveals that TIP4P/Ice successfully describes
the dynamics of the QLL. mW overestimates the coe cients and has much faster
intrinsic dynamics. We can infer from these observations that TIP4P/Ice simulations
will yield insightful predictions of the QLL kinetics whilst mW may not. As temper-
ature increases, the QLL grows in thickness and becomes more mobile. Our di↵usion
results show that the QLL has distinct liquid-like kinetics properties. Metadynamics





The free energy associated with ice growth from the QLL can be estimated using
well-tempered metadynamics. Metadynamics is an enhanced sampling technique
designed to reconstruct coarse-grained free energy surfaces as a function of one or
more slowly varying degrees of freedom known as collective variables (CVs). Our
CV in the metadynamics simulations described in this Section is the number QLL
molecules, nl, calculated using q3. Details of the simulation protocol are described in
Section 3.5.1. Our metadynamics simulations bias only one selected surface within
each slab. Biasing the number of QLL molecules enables us to the recover the free
energy of the system as a function of the QLL size and uncover the energy cost
associated with melting and crystallising the QLL.
Computing nl involves calculating q3 which is computationally expensive. In
order to o↵set the heavy cost involved in calculating nl, we perform metadynamics
simulations using mW which is 2 orders of magnitude faster than atomistic models
such as TIP4P/Ice [94]. In Chapter 4 we noted that mW is poor at capturing the
kinetics of the QLL, however, previous studies have shown that mW is good at
describing the energetics and thermodynamic anomalies, and therefore is a suitable
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choice for computing free energies using metadynamics [94]. In this work we perform
metadynamics simulations of the mW basal and prism surfaces at 240 K, 260 K, 265
K and 270 K. Simulations are also performed using TIP4P/Ice at 260 K to show the
e↵ect of the water model on the results.
5.1 mW Metadynamics
Figure 5.1 shows nl during the mW metadynamics simulations at 240 K, 260 K,
265 K and 270 K. Whilst the QLL thickness fluctuates around an equilibrium value
during MD simulations, with metadynamics nl is biased resulting in large fluctuations
and frequent melting and crystallisation events. The sampling of QLL melting and
crystallisation is enhanced and the underlying free energies can be reconstructed.
Simulations are performed until the free energies are reasonably converged. The
convergence of the free energies is described in detail in Section 5.3. In practice the
simulation time required to reach convergence depends on both the temperature
Figure 5.1: Number of liquid molecules, nl during the mW metadynamics simulations at 240 K, 260
K, 265 K and 270 K.
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Figure 5.2: Free energy associated with QLL melting and crystallisation calculated from metady-
namics simulations at 240 K, 260 K, 265 K and 270 K using mW.
and the water model used. At 240 K the CV explores a narrow range of values,
and shorter simulations of up to around 200 ns are performed using mW. At higher
temperatures, the system has more thermal energy and explores a broader range of
nl values, spending less time within each state. Simulations of up 600 ns are therefore
performed at 260 K, 265 K and 270 K using mW to ensure that the CV space is well
sampled.
The free energy profiles associated with crystallising and melting the QLL are
reconstructed from our mW simulations 100 times at equally spaced intervals during
the last 10 ns of the simulations at 240 K and during the last 20 ns of the simulations
at the 260 K to 270 K. A mediated profile is constructed from the 100 reconstructions
by averaging the profiles to take into account fluctuations in the free energy at
convergence. The mediated free energy profiles are plotted in Figure 5.2 for the mW
simulations at 240 K, 260 K, 265 K and 270 K. The results show that there is an
energy minimum corresponding to the equilibrium QLL thickness. Melting the QLL
further is an unfavourable process which costs energy, whereas crystallising the QLL
when it is larger than equilibrium, is a favourable process which does not require
overcoming any energy barriers. The free energy profiles include only one minimum
corresponding to the equilibrium QLL size. There are no additional local minima
corresponding to the melting of additional crystal layers and we can infer that QLL
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crystallisation occurs spontaneously when the QLL size is larger than its equilibrium
size. The gradient of the free energy profile decreases with temperature indicating
that the driving force for crystallising the QLL decreases with temperature. This
result is expected given that below the melting point the thermodynamic stability of
the liquid phase increases with temperature. The free energy sharply increases for
CV values below the free energy minimum. This result is an artifact of the simulation
setup as nl computed using PLUMED has a minimum residual value due to the
incorrect assignment of ice molecules at the vacuum interface as liquid. The outcome
is that the CV is inherently prevented from exploring values smaller than the number
of surface molecules resulting a sharp increase in the free energy for low CV values.
5.2 TIP4P/Ice Metadynamics
Figure 5.3: Snapshots of the basal and prism TIP4P/Ice metadynamics simulations at 260 K. nl is
biased on the top surface enabling the free energy as a function of nl to be recovered.
Metadynamics simulations are performed using TIP4P/Ice at 260 K. The simula-
tions are significantly more expensive than mW due to the reduced time step and
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Figure 5.4: Number of liquid molecules, nl during TIP4P/Ice metadynamics simulations at 260 K
slower dynamics of the QLL. As a result, more computer time is required to simulate
less simulation time. Snapshots of the TIP4P/Ice metadynamics simulations are
shown in Figure 5.3 and clearly illustrate that the melting and crystallisation of the
QLL is sampled during the simulations. Figure 5.4 shows the CV, nl. As with mW,
the plots show many melting and crystallising events of the QLL which do not occur
within the time scales of MD simulations.
Figure 5.5: Free energy profile associated with QLL melting and crystallisation calculated from our
metadynamics simulations using TIP4P/Ice at 260 K.
The free energies associated with crystallising and melting the QLL are recon-
structed from our TIP4P/Ice simulations and plotted in Figure 5.5. The profiles are
mediated over the last 20 ns of the simulations using 500 equally spaced free energy
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profiles. The result is consistent with the mW simulations: There is a free energy
minimum corresponding to the equilibrium QLL, and melting the QLL further is an
activated process which encounters no other local minima.
5.3 Convergence
In the well-tempered metadynamics framework, the height of the deposited
Gaussians decrease with time. Figure 5.6 shows the height of the deposited Gaussians
plotted against simulation time using mW. It is clear that the height decreases with
time, however, large Gaussians may still be deposited as the height depends on the
number of times the current CV value has been visited. As the simulation time
and amount of sampling increase, Gaussians with a large height are deposited less
frequently. The deposited Gaussian heights during the TIP4P/Ice simulations at 260
K are plotted in Figure 5.7.
Figure 5.6: Height of deposited Gaussian hills during mW metadynamics simulations at 240 K, 260
K, 265 K and 270 K.
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Figure 5.7: Height of deposited Gaussian hills during TIP4P/Ice metadynamics simulations at 260 K
The accuracy of our metadynamics free energy profiles can be quantified by mea-
suring the convergence of the results. The convergence is determined by monitoring
 F (t), the di↵erence between the free energy at two set points in the CV space with
time.  F (t) is defined as
 F (t) = F (nli)(t)  F (nl0)(t) (5.1)
where F (nl0) corresponds to the free energy close to the free energy minimum, and
F (nli) is the free energy at a point nli along the CV space.  F (t) is calculated by
repeatedly reconstructing the free energy profile during the simulations every time
100 Gaussian hills have been deposited.
The convergence of the mW metadynamics simulations are plotted in Figure 5.8
for the basal and prism simulations at 240 K, and Figures 5.9 and 5.10 for the basal
and prism simulations, respectively, at 260 K, 265 K and 270 K. The convergence is
calculated using five di↵erent values of nli and one fixed value of nl0 . The figures
also include the final free energy profiles constructed at the end of the simulations
and the positions of F (nl0) and the five positions of F (nli) used to calculate  F (t)
are indicated. Large fluctuations in  F (t) indicate that the free energies are not
well converged whereas small fluctuations indicate that they are well converged. Our
mW convergence results show small fluctuations. As nlni increases, the sampling is
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Figure 5.8: Convergence of the basal and prism mW metadynamics simulations at 240 K.
Figure 5.9: Convergence of the basal mW metadynamics simulations at 260 K, 265 K and 270 K.
Figure 5.10: Convergence of the prism mW metadynamics simulations at 260 K, 265 K and 270 K.
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Figure 5.11: Convergence of the basal and prism TIP4P/Ice metadynamics simulations at 260 K.
less well converged because the system tends to sample close to the equilibrium QLL
thickness and explores more extreme QLL melting less frequently. This is expected
as the system preferentially explores around basins in the free energy, which in this
case is located at the equilibrium QLL thickness. However, even at large nlni values
the fluctuations in  F (t) are small and reach a steady-state value, indicating that
our simulations are well converged.
The convergence of the TIP4P/Ice metadynamics simulations are plotted in
Figure 5.11 for the basal and prism surfaces at 260 K. The fluctuations are larger
compared to mW indicating that the TIP4P/Ice free energies are less well converged.
For large values of nlni , the TIP4P/Ice  F (t) fluctuations have not yet reached a
steady equilibrium value, however, for nlni = 500 the TIP4P/Ice free energy profiles
are well converged. The more time the system spends in a given configuration, the
lower its free energy computed from metadynamics.  F (t) is negative at first because
the system initially explores large nl values.
5.4 Chemical potential
The chemical potential di↵erence between a QLL molecule and ice molecule,  µ
is defined as the derivative of the free energy with respect to nl
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Figure 5.12: Chemical potential di↵erence,  µ between the QLL and ice calculated from metady-
namics simulations at 240 K, 260 K, 265 K and 270 K using mW. The TIP4P/Ice  µ at 260 K is








 µ is calculated from our metadynamics simulations by fitting a straight line to
the free energy profiles. The range of values over which we compute the gradient is
determined by visual inspection of the convergence results. We choose the largest
range of nl such that the upper boundary is converged to an equilibrium value and
no longer decreasing or increasing. For mW the range used is nl = 300 to 450 at
240 K and nl = 350 to 600 at 260 K, 265 K and 270 K. For TIP4P/Ice at 260 K the
range of nl used to compute  µ is from 350 to 500.
In the previous sections we described how the free energy is calculated by medi-
ating over 100 free energy reconstructions for mW and 500 for TIP4P/Ice.  µ is
calculated for each free energy reconstruction resulting is 100 estimates for mW at
each temperature and 500 estimates for TIP4P/Ice at 260 K. The mean value of
 µ is plotted against temperature in Figure 5.12 for our mW simulation. The error
bars indicate the standard deviation of the means. A cross indicates the TIP4P/Ice
chemical potential at 260 K and its size corresponds to the standard deviation.
 µ in Figure 5.12 decreases linearly with temperature which is consistent with
both theoretical and experimental results [121, 122]. The theoretical  µ for growth
from liquid is  µ ⇡  Hfus Tm TTm where Tm is the melting temperature and  Hfus
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is the enthalpy of fusion [121]. At 260 K, this yields a value ⇠ 0.29 kJ/mol. At
melting point,  µ = 0 which our results extrapolate to. Estimates of  µ obtained by
thermodynamic integration of small Ih clusters using TIP4P/Ice report  µ ⇡ 0.611
kJ/mol [39] and  µ ⇡ 0.615 kJ/mol [123] at 230 K which is smaller than our
projections. At 260 K, we estimate  µ = 0.527 kJ/mol and 0.508 kJ/mol for the
basal and prism mW surfaces, respectively, which is larger than the theoretical value
of ⇠ 0.29 kJ/mol. With TIP4P/Ice we estimate 0.250 kJ/mol and 0.398 kJ/mol
for the basal and prism surfaces, respectively. This represents a good agreement
with the the theoretical estimate although there are large errors associated with the
TIP4P/Ice estimates. Our metadynamics approach overestimates  µ compared to
results from thermodynamic integration and theory [39, 121, 123]. The theoretical
approach uses the enthalpy of fusion between water and ice to compute  µ. The
structure of ice penetrates into the QLL and quasi-liquid molecules have a degree of
crystallinity absent in water. QLL molecules have ice-like properties and therefore the
enthalpy of fusion of ice and quasi-liquid molecules can reasonably be assumed to be
smaller than ice and water. This suggests that the theoretical approach overestimates
 µ. Based on these considerations, the TIP4P/Ice  µ o↵ers a better agreement
with the experimental value than the mW estimates.
Our metadynamics results reveal that the chemical potential driving force for
melting the mW QLL at equilibrium is greater than for TIP4P/Ice. In Chapter 4
we demonstrate that the mW QLL is over-structured and forms a small QLL. The
mW QLL size fluctuates with smaller amplitudes compared to the TIP4P/Ice QLL.
These observations correlate with our metadynamics results which show that the
energy cost of melting the mW QLL is greater than the TIP4P/Ice QLL. Whilst  µ
estimated for the basal and prism mW surfaces are comparable at each temperature,
the TIP4P/Ice estimates are di↵erent. There are large uncertainties associated with
the TIP4P/Ice estimates and it is unclear if longer simulations would converge the
basal and prism values.
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5.5 Interface Energy
The metadynamics free energies can be explained from a surface free energy
viewpoint if we consider that the ice/vapour interface can be split into two interfaces:
the ice/QLL and the QLL/vapour interfaces [35]. The surface free energy,   can
therefore be expressed in terms of the ice/QLL interface free energy,  SL, the
QLL/vapour interface free energy,  LV and the ice/vapour interface free energy,  SV
as
 (d) =  SV + f(d)( SL +  LV    SV )
=  SV + f(d)  
(5.3)
where f(d) is a function dependent on the QLL thickness d.  SV is the theoretical
interface free energy when there is no surface melting and cannot be measured
experimentally whenever there is a QLL on the surface of ice. f(d) ! 0 as d ! 0
and f(d)! 1 as d!1. As the QLL thickness vanishes, the surface free energy is
equal to the ice/vapour interface free energy,  (d = 0) =  SV . In the limiting case,
as d!1, the surface free energy is the sum of the pure ice-liquid and pure liquid-
vapour interfaces,  (d ! 1) =  SL +  LV . Surface melting is thermodynamically
favourable when    < 0.





d T +  (d) (5.4)
where  Hmf is the enthalpy of fusion per unit mass, ⇢ is the density of water and
 T = Tm  T is the temperature below the melting temperature, Tm. The first term
quantifies the free energy cost of melting the QLL below Tm. The second competing
term quantifies the stabilising e↵ect of surface melting. The functional form of Eq.
5.4 describes our metadynamics free energies in Figures 5.2 and 5.5 if we consider
that d is directly correlated with nl. When d is large enough, f(d) is close to 1 and
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the free energy increases linearly with d. In this region, the gradient of the free
energy decreases with temperature, as observed in our calculations of  µ.
The functional form of f(d) depends on the surface force acting between the
solid-liquid and liquid-vapour interfaces. Modelling the forces using a Van der Waals
functional form, as suggested in Ref. [124], yields f(d) = d
2
(d2+ 2) . In general, power
law interaction potentials can be modelled using f(d) = d
n
(dn+ n) , where n depends
on the nature of the interactions and   is of the order of molecular diameter [125].
If the surface force acting between the two interfaces is exponentially decaying,
f(d) = 1  exp( d/ ).

















When d    , the second term vanishes and  µ⇢ =  Hmf ⇢ T/Tm resulting in
 µ /  T , as observed in our metadynamics calculations.
The equilibrium QLL thickness occurs at the free energy minimum and therefore
can be estimated by equating Eq. 5.5 to 0. This leads to a logarithmic relationship
between the equilibrium QLL thickness and temperature






where   is the intermolecular interactions decay length which can be measured
experimentally. This can be expressed as






= a  b ln T
(5.7)
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which agrees with the experimental functional form in Eq. 1.4 and 1.5, our TIP4P/Ice
simulation result in Figure 4.11, and previous experimental results [1, 33–35].
This model of the energetics of the surface of ice assumes that the QLL structure
is similar to bulk water. If this is not the case,  SL and  LV should be considered as
parameters of the model rather than thermodynamic quantities. If the QLL structure
is not homogeneous and gradually changes with depth, a distinct ice/QLL interface
cannot be defined and the model does not stand. However, the functional form of
Eq. 5.7 agrees with both experimental findings and our simulation results suggesting
the assumptions of the model are reasonable.
5.6 Conclusions
Our results in Chapter 4 demonstrate that mW is poor at capturing the kinetics
and structure of the QLL. The lack of hydrogen atoms results in fast molecular
mobility and large di↵usion coe cients. However, our metadynamics simulations
show that mW is a good water model for calculating thermodynamic quantities.
Studies using mW have shown that mW reproduces energetics and thermodynamic
anomalies well [94].
The free energies recovered using metadynamics as a function of nl show that
a QLL will form on the surface of ice with an equilibrium thickness. Melting the
QLL beyond its equilibrium is unfavourable but recrystallising it if it is larger than
equilibrium is favourable, and there are no metastable states. These results have
important implications for a vapour molecule condensing on the QLL surface. If
the QLL is larger than its equilibrium, we can infer that crystallisation will occur
spontaneously and the adsorption of vapour will result in the crystallisation of QLL
molecules.
 µ provides a measure of the driving force of crystallisation and melting. Our
results show that this driving force is equivalent for both crystallographic surfaces
using mW. The energy required to melt an ice molecule is influenced by the hydrogen
bonding network. This network is identical for a prism and basal bulk ice molecule.
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The hydrogen bonding networks of the mW and TIP4P/Ice QLLs are di↵erent and
therefore the two models yield di↵erent free energy profiles and  µ estimates. In
order to understand the dynamics of QLL crystallisation and the impact of  µ, we
perform unbiased MD simulations of QLL crystallisation.
Chapter 6
QLL Crystallisation
The metadynamics results in Chapter 5 indicate that QLL crystallisation occurs
spontaneously when the QLL is larger than its equilibrium size. In this Chapter we
investigate this further using molecular dynamics simulations. The crystallisation of
the QLL can be simulated using MD by first artificially melting a surface so that the
QLL size is much larger than at equilibrium. MD simulations are then performed,
and the evolution of the number of QLL molecules on the melted surface is monitored
as the QLL crystallises.
6.1 TIP4P/Ice Simulations
An artificially melted TIP4P/Ice surface is prepared using MD by simulating
molecules on one surface for 2 ns at 300 K in the NVT ensemble whilst holding the
remaining atoms frozen in their positions. Details of the thermostatting and general
MD setup used are outlined in Section 3.3. A surface region corresponding to 8
molecular bilayers and a thickness ⇠ 35 A˚ is melted during this procedure. Once
melted, the supercooled QLL is simulated for 1 ns to decrease its temperature back
down to its initial value. Finally, the QLL/ice interface is allowed to relax by running
MD on all atoms for a total of 2M steps using a time step increasing from 0.001 fs to
1 fs. During the 2M steps, ice molecules at the interface with the QLL are able to
readjust their positions, however, the small time step ensures that the system does
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Figure 6.1: Evolution of the number of QLL molecules during the TIP4P/Ice crystallisation
simulations at 260 K. Snapshot on the left shows the initial prism configuration whilst the snapshot
on the right shows the final basal configuration, following 55 ns of simulations.
not recrystallise. NV T simulations are then performed for up to 160 ns until the
QLL has recrystallised and returned back to equilibrium.
Figure 6.1 shows the evolution of nl for the basal and prism crystallising QLLs at
260 K, using TIP4P/Ice. The initial prism configuration is shown in the snapshot on
the left. Clearly the artificially melted QLL on the top surface is much larger than
the equilibrium QLL on the bottom surface. The snapshot on the right is the final
basal configuration at the end of the simulation. The top surface which was initially
melted artificially is now indistinguishable from the bottom surface, indicating that
crystallisation has occurred and returned the melted QLL back to equilibrium. In
both snapshots QLL molecules are coloured pink and ice molecules are coloured
blue, based on the q3 parameter. nl is plotted against time in the central plot in
Figure 6.1. The results show that QLL crystallisation occurs at a constant rate and
returns the QLL back to equilibrium. Growth is continuous and the evolution of nl
is linear. There are no metastable states which is consistent with our metadynamics
simulations which showed no free energy minima other than at the equilibrium QLL
size.
In order to understand the e↵ect of temperature on QLL crystallisation, TIP4P/Ice
QLL crystallisation simulations of the basal and prism surfaces are performed at 240
K, 245 K, 250 K, 255 K, 260 K, 265 K and 270 K. The simulations are repeated
three times at each temperature to ensure a reliable and reproducible result. This is
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Figure 6.2: Evolution of  nl during the TIP4P/Ice QLL crystallisation simulations of the basal
surface (top row) and prism surface (bottom row) for the three repeats.
achieved by initialising the velocities in both the QLL melting and QLL/ice interface
relaxation steps with di↵erent random number seeds.  nl is calculated from the
simulations using  nl = nl  min(nl) and is plotted for both surfaces and for the
three repeats in Figure 6.2. The plots of  nl show that the rate of QLL crystallisation
depends on temperature.
The rate of QLL crystallisation can be estimated from the slope of  nl using
linear regression. In Figure 6.3  nl is plotted for one of the basal and prism repeats
at each of the simulated temperatures. The plots include a linear fit in red which can
be used to estimate the rate of growth. The linear fits are a reasonable approximation
at all temperatures, although at 270 K  nl fluctuates during crystallisation.
The linear growth rate of TIP4P/Ice QLL crystallisation is estimated from linear
fits to  nl and plotted against temperature in Figure 6.4. The lengths of the slabs
are taken into account to express the the linear growth rates in units of A˚/ns. The
slab length is computed from the mean coordinate of the outermost 100 molecules
on each surface during MD simulations. Averaging over 100 molecules takes into
account half a bilayer and ensures that our estimate of the slab length is not biased by
evaporating molecules. The rate is averaged over the three repeats and the error bars
in the plots indicate the standard deviation. The results show that as temperature is
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Figure 6.3: Evolution of  nl during the TIP4P/Ice QLL crystallisation simulations of the basal
surface (top row) and prism surface (bottom row) at a 240 K, 245 K, 250 K, 255 K, 260 K, 265 K
and 270 K. Red lines are linear fits to the slopes.
increased from 240 K to 270 K, the rate increases then decreases. At 240 K and 270
K, the rates of growth are slow and quantitatively similar. The basal and prism QLL
crystallisation rates are subject to a similar temperature dependence and overlap
within the standard deviation. Within the margin of error, it is not clear whether
the maxima in the basal and prism rates occur at di↵erent temperatures.
At 250 K, we estimate linear growth rates of 0.73± 0.13 A˚/ns and 0.83± 0.099
A˚/ns for the basal and prism surfaces, respectively. At 260 K, we estimate growth
rates of 0.98± 0.090 A˚/ns and 0.92± 0.069 A˚/ns for the basal and prism surfaces,
Figure 6.4: Rate of QLL crystallisation of the basal (red) and prism (blue) TIP4P/Ice surfaces.
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respectively. This is in good agreement with the recent TIP4P/Ice simulations using
the seeding technique which estimate 0.633 A˚/ns and at 0.933 A˚/ns for the secondary
prism surface at 250 K and 260 K, respectively [39]. It is also in reasonable agreement
with non surface specific experimental measurements of the linear growth rate of
ice in supercooled water which estimate close to 0.6 A˚/ns at 260 K [126, 127]. The
simulations paint a complex picture of QLL crystallisation. In order to understand
the e↵ects of hydrogen atoms and water model on the observed rate trend, QLL
crystallisation simulations are performed using mW.
6.2 mW Simulations
Figure 6.5: Evolution of nl during the mW QLL crystallisation simulations of the basal surface (top
row) and prism surface (bottom row) for three of the ten repeats.
QLL crystallisation simulations are performed with mW by first preparing ar-
tificially melted surfaces using the same procedure described for TIP4P/Ice. MD
simulations are then run for up to 3 ns at 200 K, 210 K, 220 K, 230 K, 240 K,
245 K, 250 K, 255 K, 260 K, 265 K and 270 K. Shorter simulations are performed
because the QLL crystallisations occurs much more rapidly than with TIP4P/Ice.
The simulations are repeated 10 times at each temperature by changing the random
number seeds for velocity initialisation. Details of the MD setup and thermostat are
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Figure 6.6: Evolution of nl during the mW QLL crystallisation simulations of the basal surface (top
row) and prism surface (bottom row) at a 200 K, 210 K, 220 K, 230 K, 240 K, 245 K, 250 K, 255 K,
260 K, 265 K and 270 K. Red lines are linear fits to the slopes.
outlined in Section 3.3. Figure 6.5 is a plot of  nl for three of the ten repeats at
each of the simulated temperatures. The evolution of the mW QLL rea rms the
TIP4P/Ice result: constant QLL crystallisation occurs with no metastable states.
The rate of crystallisation depends on temperature as observed with TIP4P/Ice,
however, the timescale of the mW QLL crystallisation is significantly faster than with
TIP4P/Ice. A consistent result is obtained across the ten repeats at each temperature
and for both surfaces.
The mW rate of crystallisation is estimated from linear fits to the slope of  nl.
Figure 6.6 shows the fits to  nl in red for one the mW repeats at each of the
simulated temperatures. It is clear from the plots that a linear fit can accurately
describe the evolution of the number of QLL molecules during the mW crystallisation
process.
The rate of mW QLL crystallisation, estimated from linear fits to  nl, is plotted
in Figure 6.7 against temperature. The lengths of the slabs are taken into account
to express the linear growth rates in A˚/ns. The temperature dependence of the rate
obeys a similar functional form to that of TIP4P/Ice, however, it spans a much larger
range of temperatures. Whilst the TIP4P/Ice basal and prism QLL crystallisation
rates peak at ⇠ 260 K, the mW rates peak at ⇠ 230 K. Recently published simulation
work using the seeding technique with spherical Ih clusters reports a maximum growth
rate at 260 K and 230 K for the secondary prism surface using TIP4P/Ice and mW,
respectively [39]. This is in direct agreement with our results strongly indicating
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Figure 6.7: Rate of mW QLL crystallisation of the basal (red) and prism (blue) surfaces
that the temperature of maximum rate of growth is independent of crystallographic
surface but dependent on the water model used. MD simulations of the crystallisation
of supercooled water at ice interfaces in the absence of vacuum report a decrease in
temperature of the maximum growth rate by 1 K as the time step of MD simulations
is increased from 1 fs to 2 fs and a decrease by 2 K as the time step is increased from
1 fs to 3 fs [40]. The time step is found to a↵ect the free energy of the bulk phase
and this demonstrates that the maximum growth rate temperature is sensitive to
the parameters used.
Simulations of supercooled water crystallisation by Rozmanov [40] are performed
for up to 25 ns using TIP4P/2005. The rate of crystallisation is estimated by
identifying the interface position from the Fourier transform of the density profile.
The findings show that the rate of crystallisation of the prism ice surface is 30% faster
than the basal surface. This is consistent with our mW rates of crystallisation. Using
TIP4P/Ice, our basal and prism rates are numerically much closer to one another,
although the prism surface appears to crystallise faster than the basal surface at a
number of temperatures. The MD simulations described in Chapter 4 show that the
equilibrium prism QLL is larger than the equilibrium basal QLL with mW but that
the two QLLs are equivalent using TIP4P/Ice. This suggests a complex relationship
between the equilibrium QLL and the rate of QLL crystallisation. The mW rate
of QLL crystallisation is two orders of magnitude faster than TIP4P/Ice. This is
6.3. Discussion 113
in general agreement with the work of Espinosa [39] which reports an mW rate of
growth three orders of magnitude faster than TIP4P/Ice for the secondary prism
surface. The lack of hydrogen atoms in the mW model results in lower di↵usion
energy barriers and faster dynamics [94]. We observe much faster dynamics using
mW, as shown by our self-di↵usion coe cient measurements, and significantly larger
rates of QLL crystallisation compared to TIP4P/Ice.
Crystallisation of the QLL results in the release of latent heat at the interface
which hinders crystallisation and must be dissipated to enable crystallisation to
continue. The mechanism through which heat is removed from the interface during
crystallisation is complex. The simulation setup used in this work couples every
molecule to the thermostat heat bath resulting in an isothermal system and therefore
care must be taken when comparing the results with experiments. Nonetheless, the
temperature dependence of the rates of QLL crystallisation suggest an interplay
between two competing e↵ects. One which acts to increase the rate with temperature
and one which decreases it with temperature. In the following section we outline a
theoretical description of the rate of QLL crystallisation and explain the temperature
dependence.
6.3 Discussion
The dynamics of ice crystal growth depend on an interplay of attachment kinetics,
particle di↵usion and heat di↵usion. Particle di↵usion transports water molecules
to the growing crystal, whereas heat di↵usion removes the latent heat generated by




where c is the number density of water molecules surrounding the crystal and D is
the di↵usion constant. Crystal growth of an ice surface in contact with supercooled
water is driven by the chemical potential di↵erence at the interface.
A liquid molecule in contact with the solid must change orientation to join the
6.3. Discussion 114
crystalline order. Surrounding molecules, however, hinder the free motion of the
molecule and limit it to vibrations of frequency ⌫, of the order of lattice vibrations.
In order to crystallise, the liquid molecule must overcome the energy barrier of
molecular di↵usion, Ed. At a given temperature, T a molecule acquires the energy
to overcome the di↵usion barrier with a probability proportional to the Boltzmann
weight exp( Ed/kBT ). The rate of crystallisation of a liquid water molecule in
contact with a crystalline ice surface is given by ⌫ exp( Ed/kBT ). However, the
process is an equilibrium which also involves the melting of crystal molecules. Below
the melting temperature the chemical potential of the liquid is greater than the solid
by  µ, and the rate of crystallisation is greater than that of melting by a factor
exp(  µ/kBT ). The solidification front increases by a molecular diameter a when a
molecule crystallises, allowing the growth rate to be expressed as

































which is known as the Wilson-Frenkel formula [121]. D provides a measure of the
speed of di↵usion of liquid molecules into sites where they can join the crystal lattice.
The Wilson-Frenkel growth velocity in Eq. 6.4 relates the rate of crystal growth to
the product of molecular di↵usion and chemical potential.
Molecular di↵usion increases with temperature, as observed in our calculations
of the translational and rotational di↵usivities plotted in Figures 4.31 and 4.34,
respectively. The mW translational di↵usion of the prism surface is greater than the
basal surface, therefore, the Wilson-Frenkel equation predicts a faster prism rate of
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QLL crystallisation, as observed in our simulations. The TIP4P/Ice basal and prism
di↵usion coe cients are equivalent and overlap within the standard deviation which
explains the numerical proximity of their rates of QLL crystallisation.
Inspired by the Wilson-Frenkel equation, we fit our TIP4P/Ice QLL rate of










where D is the TIP4P/Ice translational di↵usion coe cient, calculated in Section
4.5.1 from MD simulations,  µ is the di↵erence in chemical potential calculated of a
QLL and ice mW molecule, calculated from mW metadynamics simulations in Section
5.4, and   is a scaling parameter which takes into account that the TIP4P/Ice  µ is
smaller than the mW  µ.  l is the QLL thickness obtained from the TIP4P/Ice QLL
size, n¯l as  l = lzn¯l/ntot, where lz is the length of the slab and ntot is the total number
of molecules in the slab. In this construct lz/ntot is a measure of the molecular
diameter, a. D and  l are calculated from TIP4P/Ice MD simulations whereas  µ
is calculated from mW metadynamics simulations.   is the only parameter of the
model.
 µ is computed from mW metadynamics simulations at 240 K, 260 K, 265 K
and 270 K for the basal and prism surfaces in Section 5.4. The trend shows a linear
dependence on temperature and a very weak dependence on the crystallographic
surface. The values of  µ at 245 K, 250 K and 255 K are interpolated from linear
fits to the basal and prism mW  µ. The interpolated basal and prism  µ results are
averaged to give a non surface specific estimate that is used in Eq. 6.5 to compute
the rate of basal and prism QLL crystallisation.
The rate of TIP4P/Ice QLL crystallisation is fitted to Eq. 6.5 and plotted in
Figure 6.8. The results show that Eq. 6.5 describes the rate of QLL crystallisation
well. The scaling parameters obtained from the fits are   = 0.40±0.12 and 0.44±0.13
for the basal and prism surfaces, respectively. The uncertainty indicates the 95%
confidence interval.   < 1 indicates that the TIP4P/Ice  µ is less than the mW
 µ which is consistent with our metadynamics results at 260 K. At 260 K, the
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Figure 6.8: Rate of TIP4P/Ice QLL crystallisation estimated from our modification of the Wilson-
Frenkel equation.
ratio of the TIP4P/Ice to mW  µ, based on our metadynamics results in Section
5.4, yields 0.47 and 0.78 for the basal and prism surfaces, respectively. This is in
reasonable agreement with the fitting parameter from our model of the rate of QLL
crystallisation.
6.4 Saturation Vapour Pressure: An interplay of  µ,
QLL Structure and Di↵usivity?
An ice or water surface in air is in equilibrium with the vapour phase. At
equilibrium the vapour pressure is known as the saturation vapour pressure, and
the number of molecules joining and leaving the vapour phase are equal. The larger
the number of vapour molecules, the larger the vapour pressure. As temperature
increases, the saturation vapour pressure increases because vibrating ice or water
molecules are able to escape more easily. Ice molecules are more strongly bonded
than water molecules and therefore can escape less easily. As a result, the saturation
vapour pressure of supercooled water is greater than ice at a given temperature.
In general, a metastable phase characterised by a high Gibbs energy will have
a higher vapour pressure than a stable phase with a low Gibbs energy. Below the
melting point, supercooled water has a higher Gibbs energy than ice and therefore a
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Figure 6.9: Di↵erence in saturation vapour pressure of supercooled water and ice [128].
larger saturation vapour pressure. The di↵erence in the saturation vapour pressure
of supercooled water ⇢w and ice ⇢i is defined as  ⇢ = ⇢w   ⇢i.  ⇢ is plotted in
Figure 6.9 at temperatures where a QLL forms on the surface of ice.  ⇢ is always
positive as the saturation vapour pressure of supercooled water is greater than ice.
However, the shape of the plot with temperature remains unexplained.
Vapour pressure can be described in relation to the chemical potential of the
vapour phase, µv. Assuming the vapour phase behaves as an ideal gas, the dependence
of µv on pressure p can be expressed as
µv = µ
 






where µ v is the chemical potential at standard state pressure, p . At saturation
vapour pressure, µv is equal to the chemical potential of the second phase. For
supercooled water and ice, this leads to













where µl and µs are the chemical potentials of supercooled water and ice, respectively,
and pl and ps are the equilibrium vapour pressures of supercooled water and ice,
respectively. The di↵erence of the equalities in Eq. 6.7 leads to








where  µsl = µl µs. Below the melting point,  µsl > 0 and pl > ps. At the melting
point  µsl = 0 leading to pl = ps and  ⇢ = 0. Chemical potential considerations
explain the observed decrease in  ⇢ as the melting is approached, shown in Figure
6.9. This result can equally be rationalised by a QLL size which diverges and becomes







 µsl decreases with temperature, therefore, Eq. 6.9 indicates that  ⇢ increases with
temperature. However, at 240 K Figure 6.9 shows that ⇢ is small and heading to zero
with decreasing temperature. The QLL size decreases with temperature, therefore,
the low temperature  ⇢ result cannot be rationalised in terms of a liquid-like QLL.
Interestingly, we notice that the trend in  ⇢ is similar to our QLL crystallisation
rate from TIP4P/Ice simulations. A second e↵ect competing with  µsl appears to
result in a maximum in  ⇢ at a similar temperature to the maximum in the QLL
rate of crystallisation.
In the previous Section we describe through the Wilson-Frenkel formula that
the crystallisation of a QLL molecule involves its transportation to sites where it
may crystallise. Decreased di↵usion hinders the process, and a similar e↵ect may
impact the desorption of a QLL molecule. At low temperatures QLL crystallisation
is slow which could impact the stability of the surface and increase its Gibbs energy.
Previous simulation and experimental works suggest that at low temperatures the
QLL is formed of one bilayer whilst at higher temperatures it is composed of two or
more bilayers [7, 36–38, 66]. A recent simulation and experimental work suggests
that the transition from one melted bilayer to two melted bilayers occurs at 257 K
[66]. This temperature coincides with the maximum of  ⇢. An intrinsic link between
QLL structure, di↵usivity and vapour pressure remains speculative but warrants
further investigation by the community.
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6.5 Conclusions
The kinetics of QLL crystallisation is governed by the atomic structure and
dynamics. Previous theoretical and simulation works find that the key factors are
the di↵usivity and size of the QLL, and the chemical potential change as the surface
adds bilayers [12, 129, 130]. Our results a rm these observations and show that the
rate of QLL crystallisation depends on an interplay of the thermodynamic driving
force, described by  µ, and the molecular di↵usivity.  µ decreases with temperature
whilst the di↵usivity increases with temperature. Previous simulation studies of the
growth of ice fit the rate of crystallisation to arbitrary functions with little or no
theoretical justification [39, 40]. We demonstrate that the QLL crystallisation can be
successfully described using the di↵usion and chemical potential computed from MD
and metadynamics simulations. Our results validate the Wilson-Frenkel description
of ice growth implying that crystallisation involves the di↵usion of QLL molecules
into sites where they may crystallise. Our TIP4P/Ice QLL rate estimates correlate
with previous simulation and experimental results [39, 126, 127], whereas the mW
rate of QLL crystallisation is two orders of magnitude faster. The lack of hydrogens
in mW results in fast dynamics and rapid QLL crystallisation as molecules are not
slowed down by the reorientation of hydrogen atoms.
Using insights from our QLL crystallisation simulations we speculate on a con-
nection between QLL di↵usivity, structure and crystallisation rate, and the observed
di↵erence in saturation vapour pressure of supercooled water and ice. Vapour pres-
sure gradients at the surfaces of ice crystals and supercooled water droplets govern
the di↵usion of vapour molecules within clouds and impact crystal growth. A detailed
understanding of  ⇢ could, therefore, have important implications for climate science
and warrants further investigation.
Overall our QLL crystallisation simulations provide a description of the kinetics
that a crystallising vapour molecule experiences, however, it does not explain the
anisotropy of the basal and prism crystallisation rates observed in nature as temper-
ature fluctuates. The QLL/vapour and QLL/ice interfaces are our next focus in our
endeavour to explain the basal and prism growth rates in vapour.
Chapter 7
Energetics and Dynamics at the
QLL/Vapour & QLL/Ice
interfaces
Ice growth in vapour is mediated by a QLL which varies with temperature and
has a complex structure and dynamics. Our MD results in Chapter 4 show that the
QLL structure is disordered whereas ice is ordered. The QLL thickness increases
with temperature but depends weakly on the crystallographic plane using TIP4P/Ice.
Analysis of the dangling bonds and molecular orientation in Chapter 4 demonstrate
that the outer QLL structure of the basal and prism surfaces are closely related.
These similarities suggest that the QLL/vapour interface is not the key factor in
determining the relative rate of growth of the two surfaces. In this Chapter we
investigate this further by studying the energetics at the QLL/vapour interface using
metadynamics. The orientation layer-layer heat maps in Chapter 4 indicate that the
basal and prism ice sublayers have distinct structure. At low temperatures when the
QLL is small, the in-plane di↵usivity of QLL molecules is anisotropic and influenced
by the underlying ice structure [38, 47, 48]. The dynamics at the QLL/ice interface
are therefore influenced by the ice structure and could be the origin of the anisotropy
of the basal and prism growth rates. In the first part of this Chapter we investigate
in detail the kinetics at the QLL/ice interface during our TIP4P/Ice MD simulations.
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7.1 QLL/Ice interface
Water molecules form four hydrogen bonds within ice bilayers. In the QLL, water
molecules form on average three hydrogen bonds in the sublayer at the QLL/ice
interface, and two hydrogen bonds in the sublayer at the QLL/vapour interface [29].
MD simulations show that molecules in the ice bilayer at the QLL/ice interface
are capable of moving out of their lattice positions, whereas molecules belonging
to deeper ice bilayers are not [29]. The number of hydrogen bonds impacts the
di↵usivity of water, however, there has been no concerted e↵ort to quantify the
e↵ects of temperature and ice structure on the kinetics at the QLL/ice interface.
In the following, we reveal the impact of temperature on di↵usion at the basal and
prism QLL/ice interfaces.
The free energy of di↵usion normal to the surface,  F (z) can be calculated from
the density profiles as
 F (z) =  kBT log ⇢(z) (7.1)
where ⇢(z) is the density profile along the z-axis normal to the surface, T is the
temperature and kB is the Boltzmann constant.  F (z) is the free energy profile
associated with molecular di↵usion along the slab and the result is plotted in Figure
7.1. The figure also indicates ⇢(z) used to calculate  F (z). It is clear from the
plots of  F (z) that a molecule di↵using through the basal and prism surfaces will
encounter di↵erent energy barriers and will therefore experience di↵erent dynamics.
The di↵usion barriers impact the dynamics at the QLL/ice interface. In order
to study this e↵ect we must first determine the position of the interface in our
simulations. ⇢(z) and  F (z) allow us to define the QLL/ice interface using two
di↵erent approaches.
Our first approach defines the QLL/ice interface as the density minimum between
the innermost QLL and outermost ice ⇢(z) peaks. The innermost QLL ⇢(z) peaks are
coloured cyan in Figure 7.1 and correspond to the innermost density peaks consisting
of more than 75% liquid-like molecules, based on the q3 parameter. The neighbouring
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Figure 7.1: Density profiles, ⇢(z) and the free energy of di↵usion,  F (z) normal to the surface for
for the basal and prism TIP4P/Ice surfaces.  F (z) is calculated from the logarithm of ⇢(z). Cyan
density peaks correspond to the innermost QLL region defined by q3, whilst red free energy peaks
correspond to the QLL/ice interface defined as the outermost peak > 12 kBT
density peaks coloured dark blue are the outermost ice bilayers and the interfaces lie
at the density minima between the two regions.
Our second approach defines the QLL/ice interface as the outermost  F ⇤z free
energy barrier greater than 12 kBT . The energy peaks identified with this criterion
are coloured red in Figure 7.1, and the QLL/ice interfaces lie at the corresponding
maxima. This criterion recognises that the QLL/ice interface is characterised by
a large di↵usion free energy barrier whereas di↵usion barriers within the QLL are
comparatively weak. The equipartition theorem states that the energy associated
with each quadratic degree of freedom of a molecule is 12 kBT . A di↵using molecule
in thermal equilibrium has an average translational kinetic energy of 12 kBT along
the z-axis, and therefore a barrier  F ⇤z > 12 kBT hinders di↵usion.
Heat maps of cos  and   layer-by-layer distributions are identified in Chapter 4 as
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a useful tool for qualitatively illustrating the disorder/order transition at the QLL/ice
interface. Here we use them to assess the positioning of the QLL/ice interface using
our two criteria. Figure 7.2 shows the layer-by-layer orientation heat maps for the
basal and prism TIP4P/Ice surfaces at the seven simulated temperatures. Traversing
the figure from left to right corresponds to density slices deeper and deeper into the
bulk. The positions of the interfaces from the ⇢(z) and  F ⇤z criteria are indicated
by cyan and red lines, respectively. The red and cyan lines demonstrate that the
two criteria successfully separate the disordered and ordered bilayers and provide
a reliable description of the QLL/ice interface position. At low temperatures the
Figure 7.2: Orientation heat maps of water molecules within slices corresponding to ⇢(z) peaks for
the (left) basal and (right) prism TIP4P/Ice surfaces. Traversing left to right corresponds to density
slices deeper and deeper into the bulk. The interface defined using our ⇢(z) criterion is marked by
an cyan line. The interface defined using the  F ⇤z criterion is indicated by red lines.
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criteria suggest that the QLL corresponds to the first density peak and is therefore
composed of one bilayer of molecules. This is consistent with the consensus from
MD simulations using a range of di↵erent water models and further validates our
criteria [7, 36–38].
At 270 K, the equilibrium TIP4P/Ice QLL size fluctuates with large amplitudes.
Analysis of the liquid-like cluster sizes in Chapter 4 suggests that the equilibrium QLL
at 270 K is dynamically melting and crystallising ice and QLL bilayers. The QLL/ice
interface position at 270 K therefore fluctuates and does not remain between two
fixed bilayers. To ensure an accurate description of the QLL/ice interface position,
at 270 K we split our simulations into 10 equally sized sections of around 40 ns and
determine the interface position independently for each decile. The basal and prism
interface positions shown in Figure 7.2 at 270 K are averaged over the splits.
 F ⇤z exhibits distinct di↵usion free energy barriers at the basal and prism QLL/ice
interfaces. The influence of the barriers on the kinetics at the QLL/ice interface
is captured by monitoring the rate at which molecules di↵use across the interface
during our TIP4P/Ice MD simulations. A molecule is identified as having crossed
the interface if the z-coordinate of its oxygen atom passes through the z-coordinate
of the interface. Crossings are only counted for molecules which do not return back
for at least 1.0 ns to ensure that we do not count molecules which may be vibrating
near the interface.
The rates of molecular di↵usion from the QLL into ice and from ice into the QLL
are plotted in Figure 7.3. The top row is the result from the ⇢(z) interface criterion
and the bottom row is the result for the  F ⇤z interface criterion. The simulations are
split into ten equal slices and the rate of crossings is determined independently for
each decile and for both surfaces within each slab. The mean value obtained from the
two slab surfaces and ten splits is plotted in Figure 7.3 and the error bars indicate
the standard deviation of the mean. The results show that the rate of molecules
crossing into the QLL and out of the QLL are equivalent. The QLL is at equilibrium
and for each molecule leaving the QLL to join ice, a molecule joins the QLL from
ice. Previous MD studies of the basal and prism surfaces of ice at 250 K using a
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Figure 7.3: Rate of crossings at the QLL/ice interface into the ice sublayer (left) and into the QLL
(right). Top row: interface position determined in relation to the innermost density peak with over
75% liquid-like molecules. Bottom row: interface position defined as the outermost di↵usion barrier
greater than 12 kBT
six-site water model report that transitions between the QLL and ice occur as binary
exchanges, in agreement with our findings [29, 38]. The two interface criteria produce
a consistent result. As temperature increases, the rates of crossing increase and the
basal and prism rates cross-over twice.
7.1.1 Discussion
The rates of QLL/ice interface crossings provide a measure of the kinetics at the
interface. The basal and prism rates are distinct and reveal two cross-overs which
correlate with the two cross-overs in the morphology diagram described in detail in
Section 1.1. At low temperatures, the rate of di↵usion across the prism interface is
fastest, implying that thin plates form. At intermediary temperatures, the rate of
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di↵usion across the basal interface is fastest, implying that elongated prisms form.
Close to the melting point, the rate of di↵usion across the prism interface is fastest
again, implying that thin plates form. This result leads us to the hypothesis that
the growth shape of Ih crystals is related to the rate of QLL/ice molecular crossings
and the underlying di↵usion energy barriers.
Ice growth in vapour involves the crystallisation of a QLL in equilibrium with
ice and vapour. The vapour phase is the source of QLL molecules and fuels QLL
growth. The ice phase plays a key role and is the limiting factor for determining the
relative rate of growth of the two surfaces. The implication of our results is that the
QLL/vapour interface plays a secondary role in the overall kinetics of vapour growth
and that the rate of vapour adsorption onto the basal and prism surfaces are very
similar. To test our hypothesis we perform metadynamics simulations to recover the
energetics of adsorption and desorption at the QLL/vapour interface.
7.2 QLL/Vapour Interface
Metadynamics simulations are performed to uncover the energies associated
with the binding and desorption of vapour molecules onto the surfaces of ice. The
simulation protocol is described in detail in Section 3.5.2. Simulations of the basal
and prism surfaces at 260 K are performed using TIP4P/Ice. Only one temperature
is simulated due to the high computational cost of metadynamics. During the
metadynamics simulations, the z-coordinate of a selected oxygen atom is biased. The
result is the enhanced sampling of di↵usion of the selected molecule through vacuum,
the QLL and ice, enabling the energy cost associated with di↵usion, adsorption and
desorption to be recovered. Snapshots of the simulations are shown in Figure 7.4.
The biased atom is coloured in blue. During the simulations the biased molecule
explores the region outlined by coloured atoms. Energy boundaries restrict the CV
and prevent the molecule from exploring the regions corresponding to the silver
atoms. This restricts the CV space that the molecule can explore resulting in faster
convergence of the free energy within the allowed CV space.
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Figure 7.4: Snapshot of the basal and prism metadynamics simulations at 260 K using TIP4P/Ice.
The selected biased atom is shown in blue exploring the vacuum.
Metadynamics simulations of the TIP4P/Ice basal and prism surfaces are per-
formed for 1100 ns at 260 K. Figure 7.5 shows the z-coordinate CV during the
simulations. When the z-coordinate is above around 90 A˚, the molecule is in the vac-
uum region where its mobility is drastically increased. In this region, the z-coordinate
fluctuates by large amounts. At low z-coordinates in the scale, the molecule is in
the bulk and is subject to restricted mobility due to the rigid and stable bonding
network. Within the bulk, the energy barriers of di↵usion are much greater and
characterised by deep free energy basins. The biased molecule therefore spends more
time in a given bulk state as more repulsive Gaussians are required to fill the free
energy well and to enable the molecule to escape and explore neighbouring bilayers.
The free energy profile is reconstructed from the metadynamics simulations and
plotted along side the CV in Figure 7.5. The basal and prism profiles are plotted over
the range of coordinates that are well converged. The water molecule is in the vapour
phase above around 90 A˚ along the profiles. Our results show that free energy of
a vapour molecule converges to an identical value for the basal and prism surface
as observed for z-coordinates above around 96 A˚. This result is expected because
the vapour phase is modelled as vacuum and there are no neighbouring molecules
that influence the potential energy of the vapour molecule. The implication of our
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Figure 7.5: Free energy associated with a molecule adsorbing onto and di↵using through the basal
and prism surfaces. The profiles are recovered from metadynamics simulations of the two surfaces
using TIP4P/Ice. The CV is the z-coordinate of a selected molecule and this is shown in the figures
on the right for the two surfaces.
result is that the interactions between TIP4P/Ice molecules have a maximum range
of approximately 6 A˚ since the QLL/vacuum interface occurs at z ⇡ 90 A˚. The first
QLL sublayer, at the interface with vacuum, occurs at z ⇡ 87.6 A˚ and 88.5 A˚ for
the basal and prism surfaces, respectively. The neighbouring minimum along the
basal profile at around 85.3 A˚ is the first ice sublayer at the QLL/ice interface. The
minimum at 86.6 A˚ along the prism profile corresponds to a second QLL sublayer
based on our ⇢(z) and  F ⇤z criteria.
The convergence of our simulations is monitored by calculating  Fab, the di↵er-
ence in free energy between two states a and b. The free energy of the molecule in
the vapour state, Fvap is calculated as the mean free energy between 99 A˚ and 104
A˚, and between 98 A˚ and 102 A˚, for the basal and prism surfaces, respectively. The
free energy of the molecule in the first QLL sublayer, at the interface with vacuum,
F1 corresponds to the free energy minimum between 86.5 A˚ and 88.5 A˚, and between
87.8 A˚ and 89.3 A˚, for the basal and prism surfaces, respectively. The free energy of
the molecule in second bilayer, F2 corresponds to the free energy minimum between
84.5 A˚ and 86 A˚, and between 85.8 A˚ and 87.3 A˚, for the basal and prism surfaces,
respectively. The convergence is computed from the three states as  Fv1 = Fvap F1,
 Fv2 = Fvac   F2 and  F12 = F1   F2 by reconstructing the free energy profile
repeatedly every time 100 Gaussians are deposited. The results are plotted in Figure
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Figure 7.6: Convergence  F of the basal and prism metadynamics simulations biasing the z-
coordinate of a molecule. The three regions used to compute  F are highlighted in the free energy
profiles in the inset. The mean free energy of the vapour phase, Fvap is calculated from the yellow
region, whilst the free energy minima within the first and second bilayers, F1 and F2, are calculated
from the minima in the cyan and dark blue regions, respectively.
7.6. The insets in the plots indicate the position of the first and second free energy
minima used to calculate the convergence in light and dark blue, respectively, as well
as the vacuum region in yellow. The convergence in Figure 7.6 is constant during
the time steps where the molecule is in deeper bulk sublayers. During these periods,
no Gaussians are deposited within the region that the convergence is monitored and
therefore the di↵erence in free energies remain constant. Nonetheless, the results are
reasonably well converged and the amplitudes of the fluctuations decrease with time.
 F12, the di↵erence in free energy between the first and second bilayers is converged
to approximately zero for the two surfaces, whilst  Fv1 is converged to a value just
under 40 kJ/mol for the two surfaces.
The free energy barriers associated with di↵usion at the QLL/ice interface,
 F ⇤meta are recovered from our metadynamics simulations. At 260 K,  F ⇤meta is 3.3
kJ/mol and 4.4 kJ/mol for the basal and prism surfaces, respectively. This barrier
is previously estimated from  F ⇤z defined in relation to the logarithm of ⇢(z). At
260 K,  F ⇤z yields 3.9 kJ/mol and 4.9 kJ/mol for barriers at the basal and prism
QLL/ice interfaces, respectively.  F ⇤z from MD and  F ⇤meta from metadynamics
corroborate that the prism QLL/ice di↵usion barrier is greater than the basal barrier.
Experimental studies using an environmental molecular beam method measure the
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activation energy associated with the incorporation of a QLL molecule into ice at
6± 5 kJ/mol [131]. This is in good agreement with our metadynamics results and
consistent with our MD  F ⇤z barriers within the margin of error. An x-ray adsorption
spectroscopy study of supercooled and normal liquid water between 251 K and 288
K suggests that the activation energy required to break a hydrogen bond, whilst
leaving all the molecules in essentially the same position, is 6.3 kJ/mol [132]. Our
results therefore indicate that the di↵usion energy barrier at the QLL/ice interface
corresponds to the activation energy required to break a hydrogen bond. This is
consistent with observations that a water molecule forms four hydrogen bonds in
ice bilayers and three hydrogen bonds in the QLL sublayer at the QLL/ice interface
[29, 38].
The Arrhenius equation gives the dependence of the rate constant, k on tempera-
ture and activation energy, Ea. It is defined as
k = Ae Ea/(RT ) (7.2)
where A is the pre-exponential factor and R is the gas constant. The ratio of the








where Eb and Ep are the activation free energies for di↵usion across the basal and
prism interfaces, respectively. The activation free energies can be equated to the
di↵usion energy barriers estimated from  F ⇤z and  F ⇤meta. The value of the ratio
is large when the basal rate of di↵usion is fastest and small when the prism rate of
di↵usion is fastest. The ratio is calculated from our estimates of  F ⇤z at the seven
simulated temperatures and from our  F ⇤meta estimated from metadynamics at 260
K, and plotted in Figure 7.7.
The rate constant ratios from  F ⇤z reveal that below ⇠ 257.5 K and above
⇠ 267.5 K the rate of di↵usion at the prism QLL/ice interface is fastest whilst at the
intermediary temperatures the basal rate of di↵usion is fastest. This result correlates
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Figure 7.7: Ratio of the basal and prism rate constants associated with di↵usion at the QLL/ice
interface, estimated from  F ⇤z and  F
⇤
meta. Thin plates, which occur when the prism surface grows
fastest, are predicted when the prism rate constant is greater than the basal rate constant. Elongated
prisms are predicted when the basal rate constant is greater.
with the rate of crossings results, which are an indirect measure of the same di↵usion
energy barriers. The agreement of the ratio of the rate constants with the morphology
diagram of ice suggests that the two cross-overs from thin plates to elongated prisms
are due to the di↵usion energy barriers at the QLL/ice interface. At 260 K, the
ratio from  F ⇤z and  F ⇤meta yield a reasonably consistent result and validates the
robustness of the  F ⇤z approach based on the logarithm of ⇢(z).
Whilst  F (z) enables the di↵usion free energy barriers,  F ⇤z within ice and
the QLL to be estimated from MD simulations, the free energy cost of desorption
cannot be recovered using this approach. The metadynamics simulations bias the
z-coordinate of a selected molecule resulting in the sampling of many adsorption
and desorption events. The activation energy of desorption is estimated from
metadynamics as 38.8 kJ/mol and 39.2 kJ/mol at the basal and prism surfaces,
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respectively. This indicates that the basal desorption activation energy is only 1%
smaller than the prism activation barrier, and therefore desorption is only very
weakly dependent on the crystallographic surface. Our previous MD simulations
show that the QLL/ice interface is key to the anisotropy of the basal and prism
growth rates and imply that the QLL/vapour interface does not impact the relative
rates. Analysis of the dangling bond structure in Chapter 4 suggests that the basal
and prism QLL surface structures are closely related. These metadynamics results
at 260 K confirm these findings.
The hydrogen bond energy is approximately 23 kJ/mol [117]. Previous MD studies
show that surface QLL molecules at the QLL/vapour interface form two hydrogen
bonds [29, 38]. Breaking the two hydrogen bonds therefore requires 46 kJ/mol. This
is comparable to our metadynamics estimates of the desorption activation energies of
around 39 kJ/mol. Our results therefore indicate that desorption involves breaking
two hydrogen bonds and enable us to estimate a hydrogen bond strength of 20 kJ/mol
for the TIP4P/ice water model at 260 K. Our estimate of the desorption activation
energy is lower than the experimental enthalpy of sublimation of 51.6 kJ/mol at 260
K [133]. However, previous experimental studies of ice surfaces between 170 K and
200 K measure the activation energy of desorption at 42 kJ/mol, in close agreement
with our findings [131]. Whilst desorption is an activated process, there are no energy
barriers hindering adsorption. Our metadynamics results show that adsorption is a
favourable process with no activation energy. A vapour molecule adsorbing onto the
basal and prism QLL surfaces is therefore not subject to surface specific barriers.
7.2.1 Discussion
Our metadynamics results show that the desorption free energy costs are equiv-
alent for the basal and prism surfaces. This is consistent with our MD rate of
crossing results which imply that the QLL/vapour interface does not introduce
anisotropy into the basal and prism growth kinetics. Adsorption is a barrierless and
favourable process. The surface accommodation coe cient, ↵s provides a measure of
the stickiness of a surface and can be used to explain our metadynamics results.
7.2. QLL/Vapour Interface 133
The surface accommodation coe cient, ↵s is defined as the ratio of the number
of water vapour molecules that adsorb onto an ice surface to the total number of
vapour molecules striking the surface [29, 38]. A value of ↵s = 1 indicates that
every incident vapour molecule adsorbs onto the surface. MD simulations of water
surfaces indicate that ↵s ⇡ 1 at 300 K [134]. Experimental and simulation studies
of ice surfaces between 20 K and 120 K also report ↵s ⇡ 1 [135]. Only when the
grazing angles and kinetic energy of incident vapour molecules is large, is a value
of 0.9 measured. MD simulations of the basal surface at 250 K estimate ↵s > 0.99
[29]. Experimental and simulation works a rm that ↵s is close to 1 for both ice and
water surfaces. This implies that the interaction of incident vapour molecules with
ice surfaces are overwhelmingly favourable and independent of the crystallographic
plane. This is consistent with our metadynamics results which reveal that there are
no activation barriers associated with adsorption of a vapour molecule onto the basal
and prism surfaces of ice.
The incorporation lifetime, ti of QLL molecules before they are incorporated into
ice is calculated from previous MD simulations for the basal and prism surfaces using
the 6-site NE6 water model [29, 38]. A lifetime of 700 ns and 200 ns is estimated for
the basal and prism surfaces, respectively, at a simulated temperature of 250 K which
corresponds to  40 C for the NE6 water model used. A long incorporation lifetime
implies a slow rate of QLL/ice crossing. At low temperatures, around  40 C, our MD
rate of crossing results show that the basal rate of QLL/ice crossings is slower than
the prism rate, consistent with the lifetime estimates. The vapourisation lifetime, tv
of QLL molecules before they join the vapour phase is reportedly 1200 ns and 1400
ns for the basal and prism surfaces, respectively, based on MD simulations at  40 C
[29, 38]. In contrast to the ti, tv is not strongly dependent on the crystallographic
surface, consistent with our metadynamics desorption activation energies.
Whilst the surface accommodation coe cient of ice surfaces is close to 1 and
does not display any strong dependence on the crystallographic surface, the bulk
accommodation coe cient, ↵b of vapour molecules into ice is complex and uncertain
and experimental measurements vary by more than 2 orders of magnitude [131, 136–
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138]. A recent study suggests that the bulk accommodation coe cient decreases
from close to unity at 170 K to around 0.41 at 200 K [131]. The accommodation
coe cient into the bulk depends on a competition between of the rate of QLL to
vapour desorption and QLL to ice incorporation. The rate constant for incorporation
into the bulk is found to increase with temperature, consistent with our rate of
crossing results, however the experimental measurements are not sensitive to the
crystallographic surface and incapable of detecting any cross-overs for the basal
and prism surfaces [131]. Experimental results suggest that the rates of desorption
and incorporation are comparable at 200 K but at lower temperatures the rate of
incorporation is greater [131]. ↵b can be defined in terms of the vapourisation and





Assuming ↵s ⇡ 1, the bulk accommodation coe cient for incorporation of a vapour
molecule into ice is estimated from MD simulations at 0.63 and 0.87 for the basal
and prism surfaces at  40 C, respectively, using the 6-site NE6 water model [29, 38].
↵b takes into account both the QLL/ice and QLL/vapour interface and yet the result
is consistent with our rate of crossing findings which only takes into account the
QLL/ice interface. The implication is that the QLL/ice interface is rate limiting
which is in agreement with recent commentary by Neshyba [130] based on MD
estimates of the bulk accommodation coe cient.
One limitation of our rate of crossings approach is the use of a rigid water model
which does not allow OH covalent bonds to be broken or formed. In reality the
hydrogen atoms that an oxygen atom is covalently bonded to constantly change
with the motion and dynamics of the atoms. Hydrogen bonded atoms may become
covalently bonded and vice versa. We propose, based on our MD and metadynamics
simulation results, that the source of the anisotropy of ice crystals is the kinetics at
the QLL/ice interface. The dynamics of an oxygen atom crossing the interface is
determined, in part, by hydrogen bonds. It is reasonable to assume that a molecule
crossing the interface becomes hydrogen bonded to molecules in the neighbouring
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interface during the crossing process. The mechanism could involve a pulling e↵ect
by the attractive hydrogen bonds. During crossing, the oxygen atom may become
unbonded to its own hydrogen atoms and transition from hydrogen bonded to
covalently bonded to hydrogens in the approaching bilayer. This remains speculative
until simulations with non-rigid bonds are performed. Further experimental and
simulation studies of the anisotropy of hydrogen bonds at the QLL/ice interface will
provide valuable insight into the mechanism of ice growth, whilst nuclear quantum
e↵ects remain to be investigated.
The QLL/ice interface plays a key role in the kinetics of ice growth. Whilst the
exact mechanism of crystallisation remains unknown, we may speculate on some of
the possible underlying processes occurring at the interface and how to detect them.
The interface may provide a cooling e↵ect on the QLL by removing high kinetic energy
QLL molecules and replacing them with low kinetic energy ice molecules. This could
be probed by studying the kinetic energy of the crossing molecules. Alternatively,
the exchange of molecules between the QLL and ice may catalyse the QLL ordering
by providing the QLL with ice molecules which are already in low energy ordered
configurations. A previous MD study of the adsorption of vapour molecules onto the
basal surface notes that the vapour molecules which successfully absorb into the inner
QLL sublayer are initially in orientations that complement existing vacancies within
the sublayer [29]. A similar analysis at the QLL/ice interface could help uncover the
mechanisms of QLL crystallisation.
Chapter 8
Deep neural network for
identifying ice and water
molecules
Identifying and classifying the structural phase of molecules is a key task in
computer simulations. Studies involving phase transitions rely on the accurate
classification of crystal structures whilst simulation studies of nucleation depend on
an accurate distinction of the liquid from the crystal. Investigating the formation of
defects in crystals involves their detection using an automated and reliable process.
Simulation studies of ice surfaces at temperatures above the onset of surface melting
rely on being able to accurately distinguish between ice and water-like QLL molecules
using an automated process. Throughout this thesis we have used the q3 parameter,
described in Section 3.4.1 to identify ice and QLL molecules. In this section we
present a novel approach for identifying molecules using a deep neural network which
achieves a remarkable accuracy with an error rate over ten times smaller than the
q3 method. Our work demonstrates that a trained neural network can accurately
identify bulk and surface water and ice molecules using a flexible framework which
does not rely on any intuition on the underlying structure, and can be generalised
to any phase. Our approach builds upon the neural network developed by Geiger
[139] which uses as input a collection of symmetry functions that are sensitive to the
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positions of atoms. We propose a neural network which simply requires as input the
atomic coordinates of the molecules in the system, and can adapt to any symmetry
without modification.
8.1 Steinhardt parameter, q3
An overview of the Steinhardt method is discussed in Section 3.4.1. In previous
chapters q3 is used as shorthand for q¯3, defined in Eq. 3.4. In this chapter q3 refers to
the original Steinhardt definition defined in Eq. 3.3, and q¯3 refers to the modification
by Lechner [101] defined in Eq. 3.4. We introduce a further modification of q3, q˜3








where Nb(i) is the number of nearest neighbours within the cut-o↵ distance of 3.5 A˚
and q3 is averaged with its nearest neighbours and itself.
One of the disadvantages of the Steinhardt approach is that the choice of spherical
harmonics relies on intuition and advanced knowledge of the underlying structures.
Steinhardt bond order parameters are poor at distinguishing phases which contain
multiple distinct local spatial environments within each phase [139]. In practice
choosing the ideal spherical harmonics for identifying many di↵erent phases involves
a lengthy trial and error process. The l = 3 spherical harmonics are an appropriate
choice for distinguishing water and hexagonal ice molecules, however, it is a poor
choice for distinguishing water and cubic ice molecules. Motivated by a desire to
simplify the process and improve the accuracy, we design a neural network to identify
ice and water molecules which can be generalised to phases where the underlying
structure is unknown and where multiple bonding environments are present. It
has previously been shown that a neural network trained using a set of symmetry
functions can be used to distinguish between liquid water and several phases of ice over
a range of temperatures and pressures [139]. Our neural network demonstrates that
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the phase of a molecule can be classified using as input simply the xyz-coordinates
of its nearest neighbours without compromising the accuracy.
8.2 Artificial neural network
An artificial neural network is a computational approach inspired by the brain.
The network consists of layers of interconnected computational units known as
neurons. Typically, a neuron receives and processes an input by passing it through
a non-linear activation or transfer function. Once processed, the neuron feeds the
output into the next layer in the network. The neurons in neighbouring layers are
connected via synapses which store weights that manipulate the inputs and outputs.
The neural network used in this work is represented in Figure 8.1. Black lines
represent the weights. These weights, along with the biases associated with each
neuron, are adjusted during the training of the network until the desired outcome is
reached.
Neural networks are composed of three parts. The first is the input neuron layer
which receives external information. The input layer feeds into the second part which
is then composed of one or more computation layers known as hidden layers. The
hidden layers process the input signals with weights and biases, and pass their output
into the final output layer. The output layer computes the final predictions and
converts the output into the desired form.
The topology of our neural network with two hidden layers is described by
I ⇥H ⇥H ⇥ O, where I, H and O are the number of nodes in the input, hidden
and output layers respectively. An input X is passed into the neurons in the first
hidden layer as a weighted sum over all the input neurons. The signal into neuron m




where w(1)ml is the synaptic weight connecting the input neuron l with the neuron
m in the first hidden layer. The signal into each neuron is then shifted by a bias
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Figure 8.1: Schematic representation of a neural network with two hidden layers. Black lines
correspond to weights and red lines correspond to biases which are tuned during training. The input
is the coordinates of the nearest neighbours to a molecule and the output is the predicted phase.
b(1)m and processed by an activation function,  (x). The overall output, known as










The activations of the first hidden layer, a(1) are then inputted into the second













In the last step, the activations of the second hidden layer are passed into the
output layer where the signals are weighted, biased and processed by an activation












The activation function of the hidden units is the rectified linear unit,  (x) =
max(0, x), whilst a linear activation function is used for the output layer,  ˜(x) = x.
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The output y of the network is a vector with length equal to the number of structures
the network is trained to detect. The sum of the y elements is equal to one and
individually each element gives the probability that the input is a particular structure.
An input is then classified as the most probable class. The activation functions and
large number of weights linking the interconnected neurons results in a complex
non-linear relationship between the input and output. The network is trained by
providing it with a set of atomic configurations with known structures, and monitoring
the classification error. The framework is flexible and during the training process
the weights and biases are adjusted resulting in an accurate structure recognition
network.
8.2.1 Nearest Neighbours Input
The input of the neural network developed by Geiger [139] is, for a given atom,
a set of symmetry functions which depend on the Cartesian coordinates of its
neighbours. The choice of symmetry functions is key to the accuracy of their neural
network and must be sensitive to the local environments of the atoms. The process
of selecting the symmetry functions involves first outlining a set of functions believed
to be appropriate for the given structures. This requires initially studying the
distribution of distances and angles within the local environments to gain insight into
the structural features that can be used to distinguish between the di↵erent phases.
Based on these considerations, candidate symmetry functions are defined and their
distributions within the di↵erent phases are computed. The symmetry functions with
the smallest overlap are then shortlisted. The next step involves a sensitivity analysis
whereby the neural network is trained with the selected symmetry functions and any
function which contributes weakly to the predictions is removed. The final outcome
is 30-40 symmetry functions which are then used to retrain the neural network. If a
new structure is introduced, the entire process must be repeated.
Our neural network does not require the lengthy process of shortlisting and
selecting symmetry functions and sensitivity analysis. Our input for a given atom
is simply the xyz-coordinates of its nearest neighbours relative to itself. These are
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computed for atom i by subtracting its coordinates from the xyz-coordinates of its
neighbours. The simplicity does not compromise the accuracy and the only parameter
of our input is the number of nearest neighbours. Water has 4 nearest neighbours
in the first coordination shell. We use the 10 nearest-neighbours for our input, to
take into account the second coordination shell which is composed of approximately
14 molecules in water and ice. Our input layer is therefore composed of 30 input
neurons.
8.2.2 Training the neural network
The training process involves tuning the weights and biases which are depicted as
lines in Figure 8.1. The training set T consists of the nearest neighbours coordinate
vector X and the corresponding structure vector y˜,
T = {X, y˜} (8.6)
y˜ is the output vector from the neural network and encodes the classes of the
structures. In the case of classifying ice and water, y˜(i) is comprised of two elements
for each entry i. If the structure of entry i is hexagonal ice, y˜(i) = {1, 0}, and if it is
water y˜(i) = {0, 1}.
The training set is a set of relative coordinates of bulk and liquid water molecules.
The training set is produced by running TIP4P/Ice MD simulations of the phases
in question. For this study, simulations of Ih and supercooled water at 260 K are
performed. Each system is composed of 2880 molecules and periodic boundary
conditions ensure that there are no interfaces or surfaces. The TIP4P/Ice simulation
protocol described in Section 3.3 is used and the systems are equilibrated for 0.24 ns.
Production runs are performed for 1 ns in the NVT ensemble and 1001 trajectory
frames are saved every 1000 fs. The nearest neighbours are collected for each
molecule producing a training set with over 5 ⇥ 106 entries and a validation set
nearly 6⇥ 105 configurations in total. Trajectory frames are collected every 1000 fs
to avoid correlations between entries in the training set, whilst 1 ns of simulations is
su cient to ensure that thermal fluctuations in the structure are captured. When
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calculating the relative coordinates of the nearest neighbours, the y-dimensions of
the simulation boxes are increased by 30 A˚ to create the e↵ect of an ice/vacuum
and water/vacuum interface. This enables the neural network to learn to identify
surface ice and water molecules as well as bulk ice and water molecules. It is assumed
that there are no phase transitions during the simulations which is verified by visual
inspection. In general, monitoring the energies during the simulation can indicate
whether any structural changes have occurred. If a phase transition does occur, a
revised simulation protocol where no transitions occur must be found and the parts
of the simulation with the new phase must not be included for training.
The classification error of the network is monitored during the training procedure
and used to drive the tuning of the weights and biases. The cross-entropy loss
function is used by our neural network and is defined as



















where nt is the total number of items in the training data, y˜
(i)
t is the desired output
for entry i and yp(X(i)) is the predicted output. E is minimised using the back-
propagation algorithm [140].
The network is trained using a first-order gradient-based optimiser known as
Adam [141] with a learning rate of 0.001. Mini-batch learning is performed using
a batch size of 2000. The weights and biases are tuned each time the learning
procedure cycles through every entry in the batch. Each cycle through the entire
data set is known as an epoch and training is allowed for a maximum of 5000 epochs.
The weights and biases are initially randomised and at the beginning of each epoch
the order of training data is randomised to avoid correlations. During training the
proportion of incorrect classifications within the validation set is monitored to ensure
that the network does not overfit. Overfitting occurs if the validation error increases
whilst the training error continues to decrease. It is avoided using early stopping
whereby the training procedure is halted if the validation error increases during six
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consecutive epochs.
The overall architecture of our neural network is 30⇥256⇥256⇥2. There are 256
neurons in each hidden layer and the output detects two phases, water (QLL) or Ih.
The training process takes a few days using 4 CPUs on a conventional desktop and
74242 parameters are optimised. The ten nearest neighbours are used to produce the
input, which takes into account the first neighbour shell and nearly half of the second
neighbour shell. It is anticipated that the larger the number of nearest neighbours
included in the input, the higher the accuracy of the network. The neural network
developed by Geiger [139] showed an error of 85% for ice V and 98% for ice III when
including two neighbour shells and an increase to nearly 100% when including three
neighbour shells.
8.2.3 Classification Errors
In order to estimate the error of the network we run six further independent MD
simulations of ice and water at 240 K, 245 K, 250 K, 255 K, 265 K and 270 K using
the protocol described previously. The test set is thus obtained from simulations that
are independent from the training set and at di↵erent temperatures. The nearest
neighbours are calculated without extending the y-dimension so that no surface or
interface is included. The six water and ice simulations are concatenated into one
Figure 8.2: Classification error of the Steinhardt and neural network algorithms determined from six
simulations of ice and water at 240 K, 245 K, 250 K, 265 K and 270 K.
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data set with over 3 ⇥ 107 entries. The total error of the neural network and q3,
q¯3 and q˜3 is estimated and plotted in Figure 8.2. The original q3 method performs
poorly with an error of around 12%. The modification by Lechner [101], q¯3 is a
significant improvement with an error of around 2%. Our modification, q˜3 is a further
small improvement to 1.51%, whilst our neural network has an error of only 0.13%.
In order to demonstrate the four classification methods in practice, we run the
algorithms for a snapshot of our prism slab following TIP4P/Ice MD simulations at
270 K. A QLL is formed on the surfaces and the predictions of the four approaches
is shown in Figure 8.3. Molecules that are classified as water are shown in blue and
molecules that are classified as ice in red. The result illustrates the classification
Figure 8.3: Classification of ice and water molecules by the Steinhardt and neural network algorithms
for a snapshot of the prism TIP4P/Ice surface at 270 K. Molecules classified as ice are coloured red
and molecules classified as water are coloured blue.
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error plotted in Figure 8.2. q3 performs poorly and misclassified a large number of
bulk ice molecules as water. q¯3 and q˜3 are a significant improvement but nonetheless
misclassify a number of obvious bulk ice molecules as water. The neural network,
however, misclassifies only one bulk ice molecule as water and makes only five clear
mistakes in the QLL. The neural network is trained with an added surface in the
y-direction, however, the snapshot in Figure 8.3 has a surface in the x-direction. The
success of the network in classifying the surface QLL molecules along a new axis
demonstrates that the neural network is robust and has a general understanding
of surfaces. The relative coordinates used for the training ensures that the neural
network is invariant to the absolute values of the system coordinates. The successful
detection of a surface in a new direction suggests that the network is robust to
transformations. However, rotational invariance can be ensured by applying random
rotations to training input result in a more robust predictor [142].
8.3 Conclusions
In conclusion, we have developed a deep neural network which can very accurately
identify ice and water phases using the coordinates of the nearest neighbours. Our
approach does not rely on any knowledge of the molecular structures and is signifi-
cantly more precise than the Steinhardt approach. We demonstrate that a neural
network can be used to recognise di↵erent structures without the need for complex
and computationally expensive symmetry functions. We o↵er a much simpler solution
compared to the network of Geiger [139] without compromising the accuracy. Whilst
the neural network developed by Geiger [139] relies on and is therefore limited by the
choice of symmetry functions, ours takes in an essentially raw input data form with
only one parameter, the number of nearest neighbours. Using the relative coordinates
of the nearest neighbours allows our network to be applied to systems of any sizes
without having to be retrained. Our network has 30 input nodes and 2 hidden layers
each composed of 256 neurons. A large number of weights and biases are tuned
during the training procedure as the network learns features that can be used to
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recognise di↵erent structures.
The training data is produced from simple MD simulations of the pure ice and
water phases. Short 1 ns NVT simulations of ice and water are performed and from
only 1001 trajectory frames of each phase, an error of just 0.13% is achieved by
our network on an independent test set at di↵erent temperatures. The input of our
neural network takes into account only part of the second neighbour shell. Further
investigation is required to characterise the dependence of the error on the number
of nearest neighbours. We anticipate a decrease in accuracy as the number of nearest
neighbours decreases. Once we no longer take into account the second neighbour
shell, we expect a large increase in the error. A significant increase in error is also
expected when going from 4 nearest neighbours to 3. The accuracy can be improved
by including hydrogen atoms and the third neighbour shell.
To demonstrate our neural network in practice we run the algorithm on a snapshot
of the prism slab at 270 K with a QLL surface. The network identifies bulk ice
molecules with a near perfect score. When exposed to a surface along one axis during
training, we demonstrate that the network develops a robust understanding of a
surface which it can apply to detect surface molecules along di↵erent axes. Our
deep neural network, with two hidden layers, is capable of learning complex features
which characterise water and ice. The complicated task of feature engineering and
extracting functions of the atomic coordinates which can be used to identify the
local environment of atoms is taken care of by the neural network. No convoluted
projections onto spherical harmonics or identification of symmetry functions are
required. The multiple hidden layers enable the network to learn features at di↵erent
abstractions. In this work, our network is given the function to identify ordered
and disordered phases. Our approach can be extended to classifying ordered phases,




The QLL of ice has been rigorously studied across a range of temperatures in this
thesis using two water models. Molecular dynamics simulations indicate that the QLL
size increases with temperature but that the mW QLL is over-structured. Ice and
QLL molecules are distinguished using the 3rd-order Steinhardt parameter but a novel
neural network is identified as a future solution for classifying ice and QLL molecules.
The TIP4P/Ice QLL size exhibits a logarithmic temperature dependence consistent
with previous experimental and simulation works [1, 33–35]. We demonstrate that
the TIP4P/Ice QLL result is predicted from a surface energy view point and using
the Lindemann theory based on atomic vibrations, further validating the TIP4P/Ice
description of the QLL.
The energetics of the QLL is probed in detail in this project using metadynamics.
Our metadynamics simulations of QLL crystallisation are the first of their kind
and provide illuminating results. The results indicate that a QLL forms with an
equilibrium thickness. Melting the QLL is an activated process and there are no
metastable states. The chemical potential di↵erence of a QLL and ice molecule is
computed from the simulations for TIP4P/Ice at 260 K and mW over a range of
temperatures. The mW  µ temperature dependence correlates with experimental
results and demonstrates that whilst mW is poor at describing the equilibrium QLL
structure and dynamics, it is good at describing its energetics. The metadynamics
QLL crystallisation free energies show that crystallising the QLL is a spontaneous
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process if the QLL is larger than its equilibrium size. Motivated by this finding, we
perform unbiased MD simulations of QLL crystallisation by first artificially melting
a surface.
MD simulations of an artificially melted surface reveal that QLL crystallisation
occurs at a constant rate with no metastable states. The results are consistent with our
metadynamics free energy profiles. The rate of QLL crystallisation is estimated from
the simulations and indicate a complex temperature dependence involving an interplay
of two competing e↵ects. Building upon previous theoretical work, we describe the
TIP4P/Ice rate of QLL crystallisation using the translational di↵usivity, chemical
potential and QLL size. The translational di↵usivity and QLL size are obtained
from the TIP4P/Ice MD simulations whereas the  µ temperature dependence is
interpolated from the mW metadynamics simulations. By modifying the Wilson-
Frenkel growth equation, we predict both the functional form and numerical estimates
of the TIP4P/Ice QLL crystallisation rate using only one fitting parameter: a factor
which uniformly scales the mW chemical potential and takes into account that mW
overestimates  µ relative to TIP4P/Ice. This is a landmark result, representing
the first time that the rate of QLL crystallisation has been modelled using entirely
physical variables computed from independent computer simulations. Previous
attempts fit the trend to arbitrary functions parameterised to the data [39, 40].
Inspired by our QLL crystallisation results, we speculate on the origin of the
unexplained di↵erence in saturation vapour pressure of supercooled water and ice.
The QLL crystallisation simulations suggest a mechanism involving the di↵usion
of molecules into sites where they may crystallise. We speculate that a similar
process is involved in evaporation and outline a hypothesis comprising an interplay
of the chemical potential di↵erence between supercooled water and ice, and the QLL
structure and di↵usivity. This is a novel explanation which remains speculative but
merits further investigation by the community due to the important role that vapour
pressure gradients play in ice growth processes within clouds.
The QLL crystallisation depends on the atomic structure and dynamics. The outer
QLL structure is probed by analysing dangling bonds in the TIP4P/Ice simulations.
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The orientation of dangling bonds indicate that the structure at the basal and
prism QLL/vapour interfaces are closely related. Between 240 K and 265 K, the
surface structure is very weakly dependent on temperature. Activation energies of
translational di↵usion computed from our MD simulations indicate that di↵usion
involves breaking two hydrogen bonds. A consistent result is obtained across the
two surfaces implying that the hydrogen bonding network is similar in the two QLL
surfaces. When no hydrogens are present, as in the case of mW simulations, our
results show that QLL crystallisation is significantly faster as molecules are not
slowed down by the reorientation of hydrogen atoms. Previous studies indicate that
molecules in the QLL sublayer at the vapour interface form on average 2 hydrogen
bonds, whereas molecules in deeper QLL sublayers at the QLL/ice interface form on
average three hydrogen bonds [29, 38]. Transitioning into ice, molecules on average
form four hydrogen bonds [29, 38]. The hydrogen bond profile impacts the molecular
kinetics. We investigate this further by determining the QLL/ice interface position
and extensively analysing the dynamics at the interface.
In this project we identify two robust criteria for determining the position of
the TIP4P/Ice QLL/ice interface using two very di↵erent approaches. The first
approach takes into account the local atomic structure whereas the second approach
considers the di↵usion energetics. The two criteria yield a consistent result and allow
us to compute the di↵usion energy barriers and rates of crossing at the QLL/ice
interface from MD simulations. The results exhibit clear anisotropy at the basal and
prism surfaces which depends on temperature. QLL/ice di↵usion is fastest at the
prism interface at low and high temperatures, and fastest at the basal interface at
intermediate temperatures. As temperature increases the rate of basal and prism
QLL/ice di↵usion and the associated energy barriers cross-over twice. This result
correlates with the two cross-overs in the morphology diagram and is a significant
milestone in understanding the growth shape of ice crystals. At low and high
temperatures we correctly predict thin plates whilst at intermediate temperatures
we predict elongated prisms, as observed in nature. The QLL/ice di↵usion energy
barriers and rates of crossings results suggest that the growth shape of hexagonal
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ice is determined by the QLL/ice kinetics and underlying di↵usion energy barriers.
The implication of our findings is that the basal and secondary prism QLL/vapour
interfaces are similar and play a secondary role. This observation is in accord with
our analysis of the dangling bond structure at the surface of ice.
The QLL/vapour interface is probed in detail from over 1 µs of metadynamics
simulations. Our results uncover the energetics of adsorption and desorption of water
molecules, and the energy barriers for di↵usion from the QLL into ice. Adsorption
from the vapour phase is barrierless and favourable. Desorption, however, is an
activated process with a barrier equivalent to breaking two hydrogen bonds. The basal
and secondary prism desorption barriers di↵er by less thank 1%. This result provides
further testament to the equivalence of the basal and secondary prism ice surfaces
that our MD results suggest. The di↵usion energy barriers at the QLL/ice interface
recovered from metadynamics conform with our MD estimates, and comparison
with experiments indicates that the barriers correspond to the activation energy for
breaking a hydrogen bond [132]. The hydrogen bond count changes by one across
the QLL/ice interface [29, 38] validating a mechanism of interface di↵usion involving
the breaking and formation of one hydrogen bond. The anisotropy of the basal
and secondary prism di↵usion barriers uncovered by our work indicates that the
underlying crystal structure influences this mechanism.
In this project we have rigorously identified that the QLL/ice interface is respon-
sible for the kinetics of ice growth. Whilst the vapour phase fuels crystal growth, the
ice phase is intrinsically involved and rate limiting. Further investigation into the
kinetic energy and orientation of molecules di↵using at the QLL/ice interface will
help uncover the molecular mechanism of ice growth and enable import progress in
climate science.
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