The partial transmit sequence (PTS) technique has received much attention in reducing the high peak to average power ratio (PAPR) of orthogonal frequency division multiplexing (OFDM) signals, but its exhaustive search of phase factors causes high computational complexity. To solve this problem, a novel method based on optimization algorithm is proposed to reduce the complexity by searching the weighting factors suboptimally. The simulation results show that the proposed algorithm can not only reduces the PAPR significantly, but also decreases the computational complexity.
Introduction
Orthogonal frequency division multiplexing (OFDM) system is a very attractive technique for high-speed data transmission in mobile communications due to its various advantages such as high spectral efficiency and robustness to channel fading [1] . Hence, this transmission technique has been proposed in various wireless communication standards such as IEEE 802.11, IEEE 802.16, and IEEE 802.15.3a. However, one of the major drawbacks of OFDM signals is the high peak to average power ratio (PAPR) of the transmitted signal [2] .
Several solutions have been proposed in recent years, such as clipping, coding, selected mapping (SLM), partial transmit sequence (PTS) and others [3] [4] [5] . Among these methods, PTS scheme is the most efficient approach and a distortionless scheme for PAPR reduction by optimally combining signal subblocks [6] - [8] . The PTS technique is a distortionless technique based on combining signal subblocks which are phase-shifted by constant phase factors, which can reduce PAPR sufficiently. The exhaustive search complexity of the optimal phase combination in PTS increases exponentially with the number of sub-blocks, thus it is practically not realizable for a large number of subblocks. Many suboptimal PTS techniques have been developed. The iterative flipping PTS (IPTS) in [9] has computational complexity linearly proportional to the number of subblocks. A neighborhood search is proposed in [10] by using gradient descent search. A suboptimal method in [11] is developed by modifying the problem into an equivalent problem of minimizing the sum of the phase-rotated vectors.
In this paper, the sequence search of PTS is formulated as a combinatorial optimization (CO) problem, and a suboptimal approach is proposed to tackle the PAPR problem to reduce the complexity. The rest of this paper is organized as follows. Section 2 defines PAPR of OFDM signal, and PTS algorithm is showed in this study. Section 3 shows how the problem of PAPR reduction be formulated as an optimization problem for OFDM systems, and suboptimal algorithm is proposed to achieve the low complexity. The performance of the proposed algorithm is evaluated through computer simulations in section 4. Finally, Section 5 summarizes and concludes the paper.
Ofdm Signals And Pts Technique
With OFDM modulation, a block of N data symbols (one OFDM symbol) { , 0,1, , 1} n X n N will be transmitted in parallel such that each modulates a different subcarrier from a set n { , 0,1, , 1} f n N . The N subcarriers are orthogonal, i.e. n f n f , where 1/ f NT and T is the symbol period. The complex envelope of the transmitted OFDM signal is given as
The PAPR of the transmitted OFDM signal of (1) is defined as
where E[·] denotes the expected value. Then, the complementary cumulative distribution function (CCDF), is the probability that the PAPR of an OFDM symbol exceeds the given threshold [9] . The IPTS technique only use binary phase factors, which reduces the search complexity significantly, but there is some gap between its PAPR performance and that of the ordinary PTS technique.
Cimini and Sollenberger's iterative PTS (IPTS) technique is developed as a sub-optimum technique for PTS in
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Suboptimal Pts Algorithm
The searching sequences of PTS can be formulated as a combinatorial optimization problem [12] . Then, a Tabu search based PTS algorithm, is proposed to achieve better PAPR reduction with low complexity.
Mathematics model of PTS algorithm
The optimization problem of PTS, which is trying to find the aggregate of phase factors vector m b to yield the OFDM signals with the minimum PAPR, can be considered as the combinatorial optimization problem. In other words, the objective function (6) is to minimize the PAPR of the transmitted OFDM signals. Constraint (7) ensures the phase factors to be a finite set of values 0
where
Particle swarm optimization (PSO)
The optimal combination of phase factors is to full searching by Monte Carlo method, which requires full enumeration of all possible combination of phase vectors. In this paper, PSO is presented to reduce the computational complexity. Particle swarm optimization (PSO) is a population based stochastic optimization technique developed by Dr. Eberhart and Dr. Kennedy in 1995, inspired by social behavior of bird flocking or fish schooling [13] .
PSO is initialized with a population of random solutions and searches for optima by updating generations. In PSO, the potential solutions, called particles, fly through the problem space by following the current optimum particles. Each particle keeps track of its coordinates in the problem space which are associated with the best solution (fitness) it has achieved so far (The fitness value is also stored). This value is called pbest. Another "best" value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the neighbors of the particle. This location is called lbest. When a particle takes all the population as its topological neighbors, the best value is a global best and is called gbest.
A potential solution to a problem is represented as a particle having two parameters id x and id v in a D-dimensional space. Each particle i maintains a record of the position of its previous best performance in a vector id p , and id g represents the record of the best performance so far in the neighborhood. And id x is the binary coordinate, while id v represents the probability of bit id x taking the value 1. Thus the particles move by the following formula:
Since id v is a probability, it must be constrained to the interval [0.0,
can be used to accomplish this last modification, which is a sigmoid limiting transformation and random is a random number selected from a uniform distribution in [0.0, 1.0]. The inertia weight represents the degree of the momentum of the particles. The constants 1 c and 2 c represent the weighting of the cognition and social parts that pull each particle toward pbest and gbest positions.
However, the PSO algorithm is easy to trapped into local optimum solution because of its inherent "random search". Therefore, a PSO algorithm based on simulated annealing (SA-PSO) is proposed to solve this problem.
SA is deduced from the physical annealing process of solid materials [14] . In SA, a solution vector i x represents a system state and the objective function ( ) E E x x E x , then, the acceptance probability of track orientation is
) . Therefore, rather than the random search of PSO, the Metropolis criterion is applied to decide the current solution is accepted or rejected. Then, the best solution so far may not be chosen, thus the local optimum convergence can be avoided consequently.
SA-PSO technique to reduce PAPR
As above mentioned, the steps, in which SA-PSO has been employed to search the optimal combination of phase factors for PTS. In the algorithm, id x represents the phase factors vector m b , and the fitness represents ( ) f b . Then The SA-PSO algorithm is described as follows:
1) Initialize a population of particles with random id x and id v in the D-dimensional problem space. 2) For each particle, evaluate its fitness value. 3) Compare each particles fitness evaluation with the current particles pbest according to the Metropolis criterion. That is, if current value is better than pbest, set its pbest value to the current value and the pbest location to the current location in D-dimensional space; if not, then calculate the acceptance probability P and generate a uniform random number (0,1) r if r P, set the pbest value to the current value and the pbest location to the current location in D-dimensional space, otherwise, revert to the previous pbest value. 4 ) Compare fitness evaluation with the populations overall previous best. If current value is better than gbest, then reset gbest to the current particles array index and value; if not, then calculate the acceptance probability P and generate a uniform random number (0,1) r if r P, set the gbest to the current particles array index and value, otherwise, revert to the previous gbest value.
5) Change the id x and id v of the particle according to the (8) and (9) respectively. 6) Loop to step 2) until the maximum number of iterations.
Simulation Results
In this section, we present some simulations to demonstrate the performance of the PTS technique based on Tabu search algorithm. We assume that random QAM modulated OFDM symbols were generated Pr(PAPR>PAPR ) 10 , the PAPR 0 of the original OFDM is 10.9dB, IPTS is 8dB with iterative searching number 16, and SA-PSO is 7.1dB with search number 0 20 K . It is evident that the SA-PSO can provide the better performance of PAPR reduction than that of IPTS while keeping similar low complexity. Pr(PAPR>PAPR ) 10 , the PAPR0 of the original OFDM is 11.8dB, PSO is 8dB and SA-PSO is 7.4dB. The simulation result shows that the SA-PSO can achieve better PAPR performance than that of conventional PSO algorithm. 
Conclusion
This paper presented a SA-based PSO method to search the optimal signs of all subcarriers for the PTS technique in order to reduce computational complexity and improve the PAPR performance for OFDM signals. We formulated the phase factors search of the PTS technique as a particular combination optimization problem, and applied the SA-PSO algorithm to search for a good set of phase factors to Original signal PSO SA-PSO obtain the desirable PAPR reduction. As compared to the conventional PTS scheme, the simulation results showed that the performance of the proposed method not only achieved significant PAPR reduction but also enjoyed complexity advantages.
