Abstract: Subjects detected rarely occurring shifts between two simple tone-patterns, in a paradigm that dissociated the effects of rarity from those of pitch, habituation, and attention. Whole-head magnetoencephalography suggested that rare attended pattern-shifts evoked activity first in the superior temporal plane (sTp, peak $100 ms), then superior temporal sulcus (sTs, peak $130 ms), then posteroventral prefrontal (pvpF, peak $230 ms), and anterior temporal cortices (aT, peak $370 ms). Activity was more prominent in the right hemisphere. After subtracting the effects of nonshift tones (balanced for pitch and habituation status), weak but consistent differential effects of pattern-shifts began in aT at 90-130 ms, spread to sTs and sTp at $130 ms, then pvpF, and finally returned to aT. Cingulate activity resembled prefrontal. Responses to pattern shifts were greatly attenuated when the same stimuli were ignored, suggesting that the initial superior temporal activity reflected an attention-related mismatch negativity. The prefrontal activity at $230 ms corresponded in latency and task correlates with simultaneously recorded event-related potential components N2b and P3a; the subsequent temporal activity corresponded to the P3b. These results were confirmed in sensors specific for frontal or temporal cortex, and thus are independent of the inverse method used. Overall, these results suggest that auditory working memory for temporal patterns begins with detection of the pattern change by an interaction of anterior and superior temporal structures, followed by identification of the event and its consequences led by posteroventral prefrontal and cingulate cortices, and finally, definitive encoding of the event in anterior temporal areas.
INTRODUCTION
Variations in the auditory environment evoke a characteristic set of event-related brain potentials (ERPs) at the scalp. Small deviations from a constant stream of tones evoke preattentively a ''mismatch negativity'' (MMN) [Naatanen, 1992] . When the stimulus change is sufficient to demand attention, then additional processes embodied in the ERP component termed ''P3a'' are invoked [Squires et al., 1975] , as a larval form of the orienting response . When the auditory stream is explicitly attended and a behavioral target is identified, the supramodal ''N2b-P3b'' is emitted [Donchin et al., 1983] .
A variety of methods have been used to identify the neural substrates of these ERP components. Imaging of hemodynamic increases with PET or fMRI have identified a circuit that is involved in auditory pattern processing-centered in the posterior superior temporal plane (psTp), but interacting with prefrontal cortex for ongoing context [Zatorre, 2001] . Hemodynamic studies also suggest that an extended cortical network is activated by deviant auditory stimuli [Linden, 2005] . However, the sequence of involvement of these structures and their relation to different scalp ERP components (e.g., MMN vs. P3a vs. P3b) cannot be determined with hemodynamic measures because of their lack of temporal resolution. Lesions of the posterosuperior temporal lobe have been found to suppress the P3 to auditory deviants [Knight et al., 1988] . This decrease is bilateral even though the lesions are unilateral, suggesting that they may be indexing a necessary antecedent process rather than the generator itself [Halgren, 2008] .
A reasonable candidate for this antecedent process would be the earliest physiological response to deviant auditory stimuli, the MMN. The MMN has a magnetoencephalographic (MEG) counterpart, often termed the MMF (mismatch field). The field-patterns of both the MMN and the MMF correspond well to that expected for a generator in the psTp [Giard et al., 1990; Hari et al., 1984; Jaaskelainen et al., 2004; Scherg and VonCramon, 1985] . However, the same scalp topography can result from different intracranial generators. Unambiguous evidence for local generation of the MMN in the psTp has been provided by intracranial recordings in humans [Halgren et al., 1995a; Kropotov et al., 1995 Kropotov et al., , 2000 Rosburg et al., 2005] , monkeys [Javitt et al., 1994] , and cats [Csepe et al., 1987; Pincze et al., 2002] . These data do not rule out other MMN generators. Furthermore, the stimuli that signaled deviance from background were also subject to frequency-specific dishabituation (see Fig 1A) . This confound was reversed in a second condition, where the background was regularly alternating high-and low-pitched tones and deviance was signaled by the repetition of a given pitch [Baudena et al., 1995; Halgren et al., 1995b,c] . In this case, deviant tones were more habituated than standards (see Fig. 1B ). A comparison of the response to the two conditions suggested overlapping effects of habituation and deviance in the psTp.
The same study found evidence for intracranial ERP generators to auditory stimulus deviance active before 200 ms in an attentional network that included the cingulate gyrus, subcallosal cortex, supramarginal gyrus, and dorsolateral prefrontal cortex [Baudena et al., 1995; Halgren et al., 1995b,c] . This activity was prolonged with locally generated P3a components that did not require overt attention in this simple auditory oddball paradigm. The earliest locally generated P3a peaks occur in prefrontal cortex [Baudena et al., 1995] , where unilateral lesions can abolish the P3a over the entire scalp [Knight, 1984] , suggesting that the prefrontal cortex may perform essential antecedent calculations necessary for the P3a [Halgren, 2008] . At longer latencies, an even more extended network associated with the P3b generated activity to rare attended events, including hippocampus, ventromedial temporal cortex, the superior temporal sulcus (sTs), and a superior parietal region [Baudena et al., 1995; Halgren et al., 1980 Halgren et al., , 1995b .
As intracranial recording is the only method that can identify local generators with certainty, inferences from extracranial recordings need to be consistent with intracranial results [Halgren, 2008] . However, extracranial Task. In the typical Auditory Oddball task (A), subjects count rare target tones that occur randomly intermixed with frequent tones. The rare and frequent tones differ in pitch, and the frequent tones are habituated because they are preceded by identical frequent tones, whereas the rare tones are dishabituated. In a single alternation task (B), the subject detects rare repetitions of high-or low-pitched tones among the frequent alternation in pitch. As the rare tones are identical to the preceding tone, they are habituated, whereas the frequent are dishabituated. Thus, in both cases, habituation is confounded with rarity and targetness. In the single/double alternation task utilized here (C), subjects count shifts between single-and double-alternation of high-and low-pitched tones. As shown in the top line, half of the tones indicating that a rare shift had occurred were identical in pitch to the preceding tone (habituated), whereas, as shown in the bottom line, half of the rares were dishabituated. Similarly, pitch and habituation status are balanced for the frequent nontarget tones. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] recordings can sample the entire brain whereas each intracranial contact only samples a small part of the brain. Furthermore, these data are obtained from patients with long standing epilepsy, especially in seizure-prone regions, and thus may be subject to contamination from the pathology. Finally, the intracranial studies have not included enough experimental contrasts to systematically explore the interactions of attention, dishabituation, and deviance.
The current study uses magnetoencephalography to sequence the cortical activity evoked by rare shifts between two auditory tone sequences. A distributed inverse solution that constrained sources to lie on the cortical surface localized generators of successive ERP components in cortical areas consistent with previous intracranial recordings. We localize the earliest differential response to auditory pattern shifts to the sTp even when the shifts are not confounded by sensory differences or dishabituation. Furthermore, we demonstrate that the frontal lobe also generates a P3a in this task, but only to the attended rare target events. Overall, we find that the predominant neural activity evoked by rare target events appears to originate in superior temporal cortex during the MMN, involves frontal cortices during the N2 and P3a, and once again is centered in the anterior temporal lobe during the P3b.
METHODS

Stimuli and Task
The later components of the electromagnetic fields reflecting cognitive processing of auditory stimuli are typically evoked and modulated using an ''auditory oddball task.'' In such tasks, rare tones of one pitch are randomly interspersed with frequent tones of another pitch. However, rarity is confounded with pitch as well as sensory dishabituation (Fig. 1A) . Nordby et al. [1988] introduced a paradigm where tone pitch alternated on successive trials, with occasional rare repeated stimuli. In this case, the rare tones are more habituated, and their pitch is balanced with that of the frequent tones (Fig. 1B) . In both cases, rarity and habituation are confounded. In the current study, we disentangled rarity from dishabituation by introducing a paradigm, where the subject counted changes in the tone sequence between single-alternation (H-L-H-L-: : : ) and double-alternation (H-H-L-L-: : : ) (Fig. 1C) . Consequently, half of the rare events are indicated by tones that are a repeat of the preceding tone (e.g., H-L-H-L-L) and half are indicated by tones that are different (H-H-L-L-H-L). Pitch is balanced between rare and frequent tones. The same task was administered when the subject ignored the tones and read a book. Tones were 500 or 250 Hz, 50 ms duration, with 500 ms from onset to onset. Task presentation was controlled by a MacIntosh computer [MacProbeTM software, Hunt, 1994] . The task was preceded by a practice period and after each block in the attend condition the subject was asked to indicate the number of shifts he had detected. Counts were always within three of the correct answer. In each block, 528 tones were presented, half high pitched and half low, including 47 rare tones (9% of the total). The number of frequent tones between successive rare tones was 7 to 13. The responses to the first four tones in each block as well as to the first two tones after each rare tone were omitted from analysis to allow the brain response to stabilize. After these exclusions, there remained 84 habituated frequent and 299 dishabituated frequent tones. Two blocks were given with attention to stimuli and two with ignoring stimuli (by reading a book). This task is designed to distinguish sensory dishabituation from pattern shift deviance and their interaction with voluntary attention.
Participants and Recording Procedures
Eight healthy right-handed men (ages 20-26) served as volunteers. All were experienced in MEG experiments and selected on the basis of reliability and compliance with instructions. MEG signals were recorded from 306 channels at 0.1-200 Hz using a Neuromag-Vectorview instrument (Elekta, Stockholm) with a magnetometer and orthogonal pairs of planar gradiometers at each of 102 locations over the entire scalp. Unless otherwise noted, all analyses described below were performed on the 204 gradiometer channels only. Independent analyses were performed with magnetometer channels to confirm the gradiometer results. Head movement was minimized using an individually molded bitebar [Marinkovic et al., 2004] . Averages were low-pass filtered at 30 Hz before analysis. The electroencephalogram (EEG) referenced to the nose was recorded from standard midline sites Fz, Cz, and Pz, using silver-silver-chloride electrodes embedded in an electrode cap (Electro-Cap International, Inc.) with impedances less than 2 kX. The electrooculogram was recorded with bipolarly referred electrodes placed below the outer canthus of the right eye and just above the nasion with impedances less than 5 kX. Because of technical problems, only seven subjects provided EEG or magnetometer data of adequate quality to be analyzed; gradiometer data from all eight subjects were analyzed.
Before the MEG experiment, high-resolution 3-D T1-weighted magnetic resonance images (MRIs) were acquired for each subject using a 1.5 T Picker Eclipse (Marconi Medical, Cleveland, OH). The MEG sensor coordinate system was aligned with the MRI coordinate system using three head position (HPI) coils attached to the scalp [Hamalainen et al., 1993] . The HPI coils generate weak magnetic signals and thus can be directly localized by the MEG sensors. The positions of the HPI coils with respect to the subject's head (and thus MRI) were determined by measuring multiple points (including the HPI coils) using a Polhemus FastTrack 3-D digitizer. Trials from different conditions were averaged for each subject after rejecting trials with eyeblinks or other artifacts using amplitude criteria confirmed with visual inspection. 
Source Estimation
Cortical surface reconstruction
Geometrical representations of the cortical surface were constructed from the structural MRI using procedures described previously [Dale et al., 1999; Dale and Sereno, 1993; Fischl et al., 1999a] . First, the cortical white matter was segmented and the estimated border between gray and white matter was tessellated, providing a topologically correct representation of the surface with $150,000 vertices per hemisphere [Fischl et al., 2001] . For the inverse computation, the cortical surface was decimated to approximately 3,000 dipoles per hemisphere (i.e., $4 mm spacing). Finally the folded surface tessellation was ''inflated,'' to unfold cortical sulci, thereby providing a convenient format for visualizing cortical activation patterns [Dale et al., 1999; Dale and Sereno, 1993; Fischl et al., 1999a] . For purposes of intersubject averaging, the reconstructed surface for each subject was morphed into an average spherical representation, optimally aligning sulcal and gyral features across subjects while minimizing metric distortions [Fischl et al., 1999b] .
Forward solution
The boundary element method (BEM) was used for calculating the signal expected at each MEG sensor, for each dipole location [deMunck, 1992; Oostendorp and Van Oosterom, 1992] . The computation of the MEG forward solution has been shown to only require the inner skull boundary to achieve an accurate solution [Hamalainen and Sarvas, 1989; .
Inverse solution
To estimate the time courses of cortical activity, the noise-normalized, anatomically constrained linear estimation approach described in [Dale et al., 2000] was used. This approach is similar to the generalized least-squares or weighted minimum norm solution [Dale and Sereno, 1993; Hamalainen and Ilmoniemi, 1984] , but the estimate is normalized for noise sensitivity [Dale et al., 2000] . The noisecovariance was calculated from the 200 ms preceding the high-minus low-frequent tones (including both attend and ignored). The noise normalization has the effect of greatly reducing the variation in the point-spread function between locations [Liu et al., 2002] . This approach provides statistical parametric maps of cortical current dipoles, similar to the statistical maps typically generated using fMRI or PET data, but with a temporal resolution equal to the sampling rate.
A consequence of the dipole spacing used in the current study is that any given dipole would often need to represent a wide range of orientations. Thus, no a priori assumptions were made about the local dipole orientation and three components are required for each location. A sensitivity-normalized estimate of the local current dipole power (sum of squared dipole component strengths) at location i is given by
where G i is the set of (three) dipole component indices for the ith location and w i denotes the ith row of the inverse operator W [Dale et al., 2000; Dale and Sereno, 1993; Liu et al., 1998 ]. Note that under the null hypothesis, q i (t) is Fdistributed, with three degrees of freedom for the numerator. The degrees of freedom for the denominator was 20 to 50, reflecting the number of time samples used to calculate the noise covariance matrix C. Inverse solutions were calculated in this manner every 5 ms for every condition and every individual. These movies were then averaged on the cortical surface across individuals after aligning their sulcal-gyral patterns. Conditions were compared by calculating the inverse solution from the subtraction sensor waveforms. The significance of activation at each site was then calculated using an F-test [Dale et al., 2000; Dhond et al., 2001] , with a minimum significance threshold for all displayed activations chosen as P < 0.0001. The significance of the comparisons between different conditions at particular conditions and latencies are directly indicated in the figures by these maps.
These significance levels give an indication of the reliability of the underlying activation. Furthermore, as the same noise covariance was used across conditions, the significance level at a given site can be used to compare its estimated activity across conditions. However, these localizations cannot be considered absolute because the inverse problem is ill-posed unless strong a priori assumptions are applied that in the current context are certainly unjustified Halgren, 2008] . Simulation studies indicate that by constraining the solution to lie on the individually reconstructed cortical surface and permitting distributed as well as focal solutions that large errors are highly unlikely with the current technique [Dale et al., 2000; Liu et al., 1998 ]. However, definitive localization of brain generators can only be obtained from detailed local field potential recordings [Halgren, 2008] . Such recordings have verified the gross accuracy of the current inverse methodology in localizing another distributed cognitive component, the N400m [Dale et al., 2000] . Furthermore, as discussed below, the current results are consistent with previous intracranial recordings using similar tasks in humans. Nonetheless, additional intracranial studies using an identical task are required to verify the localizations proposed in the current study.
Sensor-level statistics
In addition to the minimum norm source estimates described above, we conducted an independent analysis of our results using a random effects statistical approach, similar to that which is standard in many ERP studies. Paired t-tests were used to compare the average amplitude of selected sensors and latency ranges in each subject across conditions. Sensors were chosen that recorded in each subject from the frontal or temporal lobes, as determined from their cortical lead fields. Lead fields were calculated using forward solutions based on cortical and inner skull surfaces reconstructed from each individual's MRI. The contribution of each cortical dipole was normalized to that of the dipole contributing most strongly to the sensor in question. As no inverse method was used in this analysis and the forward solution is a well-posed biophysical calculation, these analyses allow the frontal and temporal contributions to the main findings to be examined without the ambiguities of inverse solutions.
RESULTS
Overall Pattern of Response
Robust activity was recorded by sensors over both temporal and frontal lobes, especially to tones signaling rare attended pattern shifts (Fig. 3) . Activity in all conditions began in the region of Heschl's gyrus before 100 ms, then involved more of the superior temporal lobe. Differential activity to rare stimuli initially involved postero-superior and polar temporal areas before 200 ms, spreading to cingulate and insular-opercular, then prefrontal (peaking from $210 to 270 ms), and then back to temporal areas (peaking from $340 to 450 ms), this time including ventral areas as well. This sequence was much attenuated, especially after $270 ms, when the stimuli were ignored. Habituation decreased activity at $160-240 ms in the superior temporal, opercular, and posterior prefrontal regions.
Scalp EEG
A limited sampling of scalp EEG was performed to confirm that the expected ERP components were evoked across the different task conditions. As expected, all tones evoked a negative-positive sequence corresponding to the previously described N1-P2 or N100-P200 (Fig. 2) . These potentials were maximal at Cz where their latencies to peak for attended frequents were $118 ms for N1, $170 ms for P2a, and $225 ms for P2b.
The effects of frequency-specific habituation and attention on the responses to frequent tones were studied ( Fig.  2D-F) . N1 was measured as a prominent negativity from 110 to130 ms, and P2 as a P2a at 150-190 ms when it was maximal at Cz, and as P2b at 215-235 ms when it was maximal at Fz. Visual inspection suggested that habituation has little effect on N1 but diminishes P2a and P2b (Fig. 2D,E) . Separate ANOVAs were performed for each component (N1, P2a, P2b) with factors of attention (attend, ignore), habituation (dishabituated, habituated), and site (Fz, Cz, Pz) . No significant effects were found for N1. The main effects of habituation were significant for both P2a [F(1,6) ¼ 19.576, P < 0.004], and P2b [F(1,6) ¼ 14.132, P < 0.009]. Attention had no significant effect on these components.
Although no MMN was obvious in the waveforms, we measured the average potential from 140 to 175 ms and tested for the effects of rarity and attention. Rarity and attention were not significant (P > 0.3), but a trend was observed for the three way interaction (attend Â rarity Â site: F(1,6) ¼ 3.436, P < 0.066). Later potentials, however, were strongly affected by rarity and/or attention. At Cz to rare attended tones, a sharp N2 peaking at $225 ms is followed by a broad P3 with two peaks at $290 ms and $375 ms, labeled P3a and P3b, respectively ( Fig. 2A) . N2 is maximum frontally, P3a centrally, and P3b parietally. The N2 and P3a to rare tones appear to decrease when the tone sequence is ignored, and the P3b is abolished (compare Fig. 2A vs. 2B). N2, P3a, and P3b were measured as average amplitudes from 215 to 235 ms, 280 to 300 ms, and 365 to 385 ms, respectively, relative to a 100 ms prestimulus baseline (Fig. 2C ). Separate ANOVAs with factors of attention (attend, ignore), rarity (rare, frequent), and site (Fz, Cz, Pz) were performed for each component (N2b, P3a, P3b). For N2, the main effect of rarity was significant [F(1,6) ¼ 8.001, P < 0.030]. For P3a, the main effects of rarity [F(1,6) ¼ 15.456, P < 0.008] and site [F(2,12) ¼ 5.268, P < 0.023] were significant as was the interaction of rarity Â site [F(2,12) ¼ 12.960, P < 0.001]. For P3b, the main effects of attention [F(1,6) ¼ 8.986, P < 0.024], rarity [F(1,6) ¼ 11.602, P < 0.014], and site [F(2,12) ¼ 38.989, P < 0.001] were significant, as were interactions of rarity Â site [F(2,12) ¼ 33.947, P < 0.001], attention Â site [F(2,12) ¼ 69.420, P < 0.001], and attention Â rarity Â site [F(2,12) ¼ 27.516, P < 0.001]. Thus, rare shifts in tone patterns evoke a negativity at $225 ms followed by a bi-peaked positivity that is strongly modulated by attention.
Early Activity in All Conditions
Initial activity was localized to the posterior superior temporal plane (sTp) and adjacent structures including the superior temporal sulcus (sTs), from $55 to $155 ms, more prominent on the right. This pattern was observed to attended and ignored, rare and frequent, dishabituated and habituated stimuli. It is illustrated at latencies of 100 and 130 ms in Figure 4 .
Rare Versus Frequent Tones
Following these early responses, attended rare stimuli evoke mainly fronto-temporal activity from $180 ms to the next tone onset at 500 ms. Two peaks of this activity, at 230 and 370 ms are shown in Figure 4 . The earlier peak was centered in the posteroventral frontal cortex (pvF),
with additional activity in the insulo-opercular (IO), dorsolateral prefrontal (dlpF), and orbitofrontal (oF) cortices, as well as continuing activity in temporal lobe structures including the temporal pole (Tp), sTs, and sTp. At the longer latency, little frontal activity remained, and the temporal activity had spread posteriorly to reach the temporo-parieto-occipital (TPO) junction. Especially at 370 ms, activity was more prominent in the right hemisphere.
To better appreciate the spatiotemporal evolution of activity specific to attended rare stimuli, the activity evoked by frequent tones was subtracted and the generators of the difference waveforms were estimated. Snapshots of this activity made every 10 ms from 130 to 420 ms after the stimulus are shown in Figure 5 . Peaks of activity were observed at $230 and 370 ms. Note that the patterns of activity observed at these peaks are similar to those observed at the same latencies to unsubtracted rare tones (in Fig. 4 ) because frequent tones evoke little activity after $180 ms.
Following the earliest differential activity in the Tp at $130 ms, there was a progressive involvement of IO and more posterior temporal areas, first the sTp, then sTs extending to TPO by $190 ms. After this point, differential activity becomes increasingly frontal, especially pvF but also dlpF and oF, and still including the IO and temporal
Figure 2.
Grand average ERP waveforms at midline scalp sites. Event-related potentials, as recorded at the frontal (Fz), central (Cz), and parietal (Pz) scalp midline. The attended rare shifts in the tone sequence (A) evoked an N2 (l), P3a ( * ), and P3b (#). The P3a and P3b are greatly decreased when the tones are ignored (B), whereas the N2 is relatively little changed. The vertical bars show the latency ranges when the average amplitudes corresponding to the N2, P3a, and P3b were measured (A, B). These amplitudes are plotted in C, where the N2 (l) to rare shifts (thick lines) is more negative than to frequent tones (thin lines), and is little changed whether the stimuli are attended (purple) or ignored (orange). In contrast, both rarity and attention are required for the P3a ( * , thick purple) and P3b (#, thick purple). At right, waveforms evoked by frequent tones with different states of habituation are compared (D, E, F) . The vertical bars show latency ranges for estimating the N1, P2a, and P2b (D, E). At early latency (N1 period), the frequent tones evoked a small negativity in all conditions. A positive wave at about the same latency as the N2 is larger when the tone's pitch is different from that of the immediately preceding tone (thick vs. thin lines, marked with n,~). Similar waveforms are evoked by attended (D) versus ignored (E) frequent tones, and average amplitude measurements confirm this (green vs. brown lines, panel F).
areas. Although this frontally dominant pattern peaked at $230 ms, it was still visible until $300 ms, at which time activity started to shift again toward the temporal lobe. This pattern increased in strength until $350 ms and then remained at a high level throughout the recording epoch (until 500 ms). At longer latencies (>$380 ms), TPO involvement was increasingly prominent.
The finding that the earliest differential activity to rare attended tones in the right hemisphere localized to Tp was also obtained in the left hemisphere, as is shown in a Figure 3 . Gradiometer waveforms in a typical subject. Average responses to attended rare and frequent stimuli at all 204 gradiometers are shown in the center of the figure. Activity at single sensors over the frontal lobe (red box) and over the temporal lobe (yellow box) are expanded for clearer view (B, D). The lead fields for these sensors (A, C) were calculated as the contribution of each cortical dipole to the signal recorded at the sensor, relative to the contribution of the dipole that contributes the most. Shown here are the lead fields averaged across subjects; the individual subject lead fields are shown in Figure 10 . The sensor over the frontal lobe (#1233) records almost exclusively from dorsolateral prefrontal cortex (A), whereas the sensor over the temporal lobe (#2612) records mainly from temporal cortex with a small contribution from supramarginal and ventral precentral cortices (C). Note that both frontal and temporal sensors record large responses to attended rare stimuli, but with different time courses.
ventral view in Figure 6a . The initial right Tp onset was also found to attended rare tones when activity was localized using magnetometer rather than gradiometer measurements (Fig. 6c) , as well as to ignored rare tones (Fig.  6d) .
Prominent differential activity to rare tones was also observed on the medial cortex, beginning in the anterior cingulate region (aC) below the genu of the corpus callosum at $150 ms (Fig. 7) . Activity spread to middle cingulate (mC) and posterior cingulate (pC) regions by $230 ms, but was more sustained in aC at 260 ms, declining at longer latencies. Thus, aC activity generally followed the same time-course as was observed for lateral frontal activity. At the longer latencies, when lateral activity WAs centered on the temporal lobe, medial activity also shifted to medial temporal (mT) and Tp sites (see, for example, at 370 ms in Fig. 7) .
Magnetometers Versus Gradiometers
Analyses with the 102 axial magnetometer channels substantially confirmed those obtained with the 204 planar gradiometer channels. This is illustrated in Figure 8 for snapshots at five latencies of estimated source configurations evoked by attended rare minus frequent stimuli. The same comparison is shown for an earlier latency in Figure  6 . Activity estimated from either magnetometers or gradiometers began at $130 ms in the region of Tp, spread to involve much of the temporal lobe (including sTp, sTs, and TPO) by 195 ms, then shifted frontally (centered in pvF, including also oF, dlpF) to peak at $230 ms, then back to temporal sites reaching high levels by $370 ms and continuing to the end of the recording.
Although the overall patterns were identical, small differences could be noted. The most salient was a greater tendency for activity estimated from magnetometers to be present in ventral occipitotemporal (vOT) and TPO regions. In the Rolandic region, activity estimated from gradiometers had a greater tendency to be located in the subcentral gyrus whereas that from magnetometers tended to be located in the more dorsal precentral gyrus. These relatively minor differences would not materially affect the conclusions of this study; rather, the magnetometer data indicate that analyses based on different sets of sensors with quite different lead fields and noise characteristics yielded similar time-courses and locations of activity.
Dishabituated Versus Habituated Tones
Sources were estimated for differential activity evoked by late frequent tones that were preceded by a tone of the same pitch (habituated) versus those that were preceded by a tone of the opposite pitch (dishabituated). The resulting spatiotemporal patterns for the attend and ignore conditions are shown in Figure 9 . The earliest differential activity to attended dishabituated tones was estimated to the posterior sTp at $80 ms. This activity increased and spreaded to sTs and pvF by $165 ms, peaking in the same areas at $195 ms, was over by $250 ms. Compared with attended dishabituated tones, ignored dishabituated tones evoked differential activity with similar strength, duration, and anatomical distribution. The spatiotemporal pattern to ignored dishabituated tones was delayed by $45 ms, with a peak at $230 ms. Thus, in contrast to the multiple spatial patterns evoked at different latencies by rare target tones, Figure 4 . Statistical parametric maps of activity evoked by attended rare tones. Snapshots of cortical activity were estimated at four latencies using an anatomically constrained noise-normalized minimum norm inverse solution. Lateral views of the left and right hemispheres are inflated so that cortical areas within the sulci (dark gray) as well as crowns (light gray) are visible. Activity in the right superior temporal plane (sTp) and superior temporal sulcus (sTs) at 100 ms (a) spreads to adjacent areas at 130 ms (b). At $230 ms (c), bilateral activity is most prominent in the posteroventral frontal cortex (pvF), but is significant also in the insulo-opercular (IO), temporal pole (Tp), orbitofrontal (oF), and dorsolateral prefrontal (dlpF) cortices. The final peak, at $370 ms (d), is predominantly temporal, including the Tp, sTs, sTp, and extending on the left posteriorly to the temporoparieto-occipital (TPO) junction. Average of eight subjects, gradiometers only. Significance is mapped, from a threshold of P < 10 À9 , through full red P < 10 À13 , to full yellow P < 10
À23
.
r MEG Responses to Rarity, Attention, and Habituation r r 1267 r differential activity to dishabituated tones exhibited a single spatial pattern with a single peak.
Attended Versus Ignored Tones
Figure 9 also shows the effects of attention on the differential activity evoked by rare as compared with frequent tones. The differential effects of rare pattern shifts were largely abolished when the tones were ignored. The little activity which did remain peaked at $230 ms and had a similar (but much weaker) distribution to that observed at the same latency to attended stimuli, involving frontotemporal locations, primarily pvF, IO, sTp, and sTs. This spatial pattern of differential activity evoked by ignored rare stimuli at $230 ms was similar to but smaller than the differential activity evoked by ignored dishabituated stimuli at the same latency. This powerful enhancement of rarity effects by attention stands in contrast with the lack of pronounced effects of attention on the size of dishabituation effects.
Sensor-Level MEG Comparisons
The main results described above were confirmed using a random effects statistical approach that is standard in many ERP studies. Specifically, we selected one sensor over the frontal lobe and measured the average amplitude in each subject of the MEG signal in a 20 ms window centered on 230 ms (Fig. 3) . These measurements were found to be significantly different (P < 0.02) when compared between attended rare and late frequent tones using twotailed paired t-tests. A similar analysis was conducted for Figure 5 . Attended rare minus frequent tones. Differential activity to rare as compared with frequent tones is estimated at 10 ms intervals from 130 through 420 ms. The cross-subject average is displayed on the inflated surface of the right hemisphere. The earliest activity, at $130 ms in Tp (a), spreads by $140 ms to sTp (b), oF (c), and IO. Activity increases in these sites and spreads to the sTs, TPO (d), and dlpF (e) by $170 and pvF by $180 ms (f). An initial peak of activity centered in sTp at $190 ms (g), is followed by a peak centered in pvF at $230 ms (h), and Tp at $370 ms (i). At longer latencies, activity in TPO is increasingly prominent (j). Abbreviations as in Figure 4 , gradiometers only.
r Halgren et al. r r 1268 r measurements by one sensor over the temporal lobe centered on 370 ms and again was found to be significantly different (P < 0.002). The cortical lead fields of the frontal and temporal sensors used in each subject for this analysis were shown to be limited to the respective frontal and temporal lobes (please see Methods and Figure 10) . Thus, using an approach that is not limited by the uncertainties which are inherent in all inverse estimates, we confirmed that selective responses to rare events are generated at $230 ms after stimulus onset in the frontal lobe and at $370 ms in the temporal lobe.
DISCUSSION
Rare unpredictable shifts in the pattern of an ongoing tonal sequence evoked MEG responses that were mainly localized to first temporal, then frontal, and then again temporal areas. Following the earliest differential activity in the temporal pole shortly after 100 ms, there is a progressive involvement of IO and more posterior temporal areas, first the superior temporal plane and then the sTs extending to the TPO junction before 200 ms. In the scalp EEG, deviant stimuli evoke in this latency range an attention-sensitive mismatch negativity (aMMN). Cognitively, this stage may reflect the initial detection of the change in the tonal sequence. After 200 ms, differential activity becomes increasingly frontal, especially in posteroventral prefrontal cortex, but extending to dorsolateral, orbital, and medial areas. This frontally dominant pattern peaks at $230 ms when it corresponds to N2 at the scalp and may reflect updating of an internal rhythmic template. The frontal pattern extends to about 300 ms, at which time it overlaps with the scalp P3a component. Activity then shifts back to the temporal lobe, where it increases in strength until $350 ms and remains at a high level until the end of the recording epoch at 500 ms. This processing phase corresponds to the scalp P3b and may underlie definitive identification of the event and cognitive closure. All phases are strongly lateralized to the right hemisphere. These results have implications for the spatiotemporal organization of the cortical events underlying musical processing as well as the localization of the generators of common endogenous potentials in all modalities.
Early Temporal Lobe Generation of Activity During the aMMN
In the current task, half of the tones signaling a pattern shift matched the preceding tone in pitch and half did not. Previous studies of scalp ERPs have shown that the effects of frequency-specific habituation depend only on the first prior interval [Roth et al., 1976] . Thus, unlike most prior studies of the MMN, N2, and P3, in the current study Figure 6 . Apparent onset of differential activity to rare tones in the temporal pole. The earliest significant differential activity in the cross-subject averages to rare as compared with frequent tones is shown in a ventral view of the left hemisphere (a), as well as lateral views of the right hemisphere (b,c,d) . Activity is estimated either from the gradiometers (a,b,d), or magnetometers (c). Abbreviations and scale for the attend condition (a,b,c) are as in Figure 4 , but are lowered for the ignore condition (d) to a threshold of P < 10 À4 , and full red of P < 10 À7 . In all cases, the earliest activity arises in Tp. Effects of rarity and dishabituation for attended and ignored conditions. Lateral views of the right hemisphere at four latencies show differential activity evoked by rare as compared with frequent tones (left three columns), and by dishabituated as compared with habituated frequent tones (right two columns). At 165 ms attended rare (a) and attended dishabituated (b) tones both evoke differential activity in frontotemporal sites, with the response to rarity most significant in Tp, IO, and oF, and that to dishabituation in sTp, sTs, IO, and pvF. These responses increase at 195 ms (c,e), at which time the ignored dishabituated tones evoke differential activity in frontotemporal sites (f), whereas ignored rare tones do not (d) until $230 ms (i). At this time, differential activity in pvF, IO, and sTp is evoked by attended and ignored, rare, and habituated tones (g,h,i,j,k) . Note that at both 195 and 230 ms, more differential activity is evoked by ignored dishabituated tones (f,k) than by ignored rare tones (d,i). However, at longer latencies, differential activity was only evoked by attended rare tones (l). As more differential activity was evoked by rare attended tones than the other conditions, it is plotted with two significance scales. Significance scales in the left column are as in Figure 4 , but are lower in the other columns, with a threshold of P < 10 À5 , full red indicating P < 10 À8 , and full yellow P < 10
À17
. The high threshold at left allows the anatomical distribution of activity to be better appreciated, whereas the consistent threshold at right allows activity levels to be compared across conditions. Abbreviations for the cortical areas in the lower right brain are as in Figure 4 . Cross-subject averages from gradiometer data. sensory dishabituation was dissociated from rarity. Furthermore, our results show that dishabituation itself evokes a similar distribution of activity, localized to the superior temporal and posterior prefrontal cortices, as that evoked by rare pattern shifts. The dishabituation effects are very small compared with rarity in the attend condition, but are larger than the rarity effect during the ignore condition. Thus, it is important to control for dishabituation when one is attempting to identify responses to ignored rare stimuli.
Classically, the mismatch negativity (MMN) results from a preattentive mismatch detection process that initiates involuntary switching of attention to an auditory stimulus change outside the focus of attention [Naatanen, 1992] . Previous studies have found that a ''deviance related negativity'' can be evoked by shifts in the global pattern of the prior several tones as well as the local shift from the immediately preceding tone [Horvath et al., 2001] . This negativity has been interpreted as a MMN, based on its scalp topography and its latency of 125-210 ms [Alain et al., 1999; Horvath et al., 2001; Nordby et al., 1988] . Although this pattern-shift MMN occurs even when the tone sequence is ignored, it is strongly modulated by attention [Alain and Woods, 1997; Horvath et al., 2001] . In a similar but somewhat more complex paradigm, rare melodic events evoked both the MMN and P3 when attended but only the MMN when ignored [Trainor et al., 2002] . The current study shows that these characteristics also obtain for the pattern-shift MMNm as recorded with MEG. Like the pattern-shift MMN recorded with EEG, the patternshift MMNm does not require attention but is strongly modulated by it, has an onset latency of about 125 ms, Figure 10 . Cortical lead fields for the sensors used for statistical analysis. The lead fields for these sensors were calculated in each of the eight subjects as the contribution of each cortical dipole to the signal recorded at the sensor, relative to that of the dipole that contributes the most to that sensor. Please see Figure 3 for these lead fields averaged across subjects after aligning the sulcal gyral patterns of the individual brains. The lead field plots show that the selected sensor #1233 records from a consistent area of the posterior dorsolateral prefrontal cortex in each subject, whereas the other selected sensor #2612 records from superior and middle temporal gyri in all subjects, with occasional small contributions from immediately adjacent areas.
and is associated with later components only if the tone pattern is attended.
In the current study, most differential activity before 200 ms was localized to the superior temporal region. Our findings confirm superior temporal generation of the MMN at early latencies in a global pattern shift paradigm. However, an unexpected finding was that the earliest differential activity to rare events, at latencies of 95-130 ms, localized to the anterior temporal lobe. This was noted in the left and right hemispheres, in the ignore and attend conditions, and with gradiometers as well as magnetometers. MMN-like potentials have previously been recorded from medioventral and polar temporal cortices but not until about 200 ms after stimulus onset [Halgren et al., 1995d; Rosburg et al., 2007] . Furthermore, hippocampal lesions did not affect the MMN [Alain et al., 1998; Alho et al., 1994] . On the other hand, hippocampal formation lesions do influence the related P3a to novel stimuli [Knight, 1996] . Furthermore, the hippocampal formation receives direct input from auditory association cortex [Blatt et al., 2003] , and rare units in the posterior hippocampus respond to simple auditory stimuli with a latency of $100 ms, and show strong habituation [Wilson et al., 1984] . Thus, it remains possible that the anteroventromedial temporal region works with the superior temporal cortex in detecting mismatches, but further confirmation with intracranial recordings is necessary.
Frontal Generators During the N2 and P3a
Our MEG results suggest that between $210 and 290 ms, differential activation to attended rare events is mainly localized to the frontal lobe, especially the right posteroventral frontal and anterior cingulate areas. Activity localized to the temporal lobe continues during this period but is weaker than frontal activity and is also weaker than earlier and later temporal activity. Differential activation to ignored rare events was much weaker but was localized to similar areas.
During this latency range, intracranial recordings have found that the P3a occurs as part of a triphasic waveform with peaks at 210, 280, and 390 ms in several frontal sites, regardless of attention [Alain et al., 1989; Baudena et al., 1995; Smith et al., 1990] . The largest amplitudes were near the inferior frontal sulcus, with clear polarity inversions in the anterior cingulate and subgenual cortices [Baudena et al., 1995] . Novel stimuli may evoke BOLD activation in similar areas [Bledowski et al., 2004; Clark et al., 2000; Downar et al., 2001; Kiehl et al., 2001; Linden et al., 1999; McCarthy et al., 1997 ]. In the current study, the shift seen at the scalp EEG, between a fronto-centrally maximum N2 and P3a peaking at $220 and $290 ms, to a parietally maximum P3b peaking at $375 ms, corresponded well to the shift in the predominant locus of MEG activation from fronto-cingulate at 210-290 ms to temporal at 375 ms. Thus, the current findings are highly consistent with prior intracranial recordings in humans, except that in the current study, the scalp P3a was greatly attenuated when the stream was ignored, presumably because attention was required to detect the shift from single to double alternation.
Late Temporal Lobe Processing and Generation of the P3b
Predominant generation of the P3b in the temporal lobe also corresponds well to previous intracranial recordings. The largest and most consistent cerebral generator active during the P3b is in the hippocampus. Evidence for local generation includes: (1) large amplitude [Brazdil et al., 1999 [Brazdil et al., , 2003 Clarke et al., 1999; Grunwald et al., 1999; Halgren et al., 1980 Halgren et al., , 1995c Kanovsky et al., 2003; McCarthy et al., 1989; Puce et al., 1989; Smith et al., 1990; Squires et al., 1983; Stapleton and Halgren, 1987; Watanabe et al., 2002] ; (2) steep voltage gradients [Halgren et al., 1995c; McCarthy et al., 1989] ; (3) correlated unit activity ; and (4) local amplitude decrements associated with local lesions [Grunwald et al., 1999; Puce et al., 1989; Squires et al., 1983] . However, hippocampal lesions [Onofrj et al., 1992; Polich and Squire, 1993] have little or no influence on the scalp P3 potential, and with rare exceptions [Kiehl et al., 2001] , BOLD recordings also fail to detect the hippocampal response [Halgren, 2008] . MEG may be more successful, with medial temporal P3b sources estimated to auditory [Nishitani et al., 1998; Tarkka et al., 1995] and visual stimuli [Basile et al., 1997; Okada et al., 1983] . Confirmation of local generation was obtained when this source was lost ipsilaterally after unilateral anterior temporal lobectomy [Nishitani et al., 1999] . However, it is also possible that the MEG signal is actually arising in medioventral temporal structures outside the hippocampus [Halgren et al., 1980 [Halgren et al., , 1995c Stapleton and Halgren, 1987] .
In addition to the medial temporal lobe, previous MEG studies have found P3b sources in the inferior parietal lobule [Nishitani et al., 1998 ] and sTs [Basile et al., 1997] . Cortical Potential Imaging of high-density EEG estimated P3b sources mainly to the left superior parietal lobule and posteromedial frontal cortex [He et al., 2001] . Interestingly, the ventral temporal and ventral prefrontal sources demonstrated with intracranial recordings were not detected. These observations are consistent with the large P3b decrements in typical auditory oddball tasks that are found after temporo-parietal lesions [Knight, 1990; Soltani and Knight, 2000] . The inferior parietal and lateral temporal generators inferred from MEG may reflect the generators inferred from the large amplitude steeply changing intracranial P3b's recorded in a limited region of the sTs, and, more rarely, in the parietal lobe [Halgren et al., 1995b,c; Smith et al., 1990] . These regions are also the most commonly activated by rare target events in BOLD recordings (for review see [Linden, 2005] . The current study is consistent with these results, with activity during the P3b localized to the sTs, which extends posteriorly to the TPO junction. However, in the parietal lobe, the MEG and intracranial P3b localizations are generally ventral to those inferred from BOLD.
Additional sources of the auditory P3b were localized using MEG to the superior temporal plane [Nishitani et al., 1998; Tarkka et al., 1995] . This may reflect the modality-specific activity to rare auditory events that has been recorded intracranially in the superior temporal plane [Halgren et al., 1995a] . This activity occurred to ignored stimuli in a simple oddball task and it was not dissociated from dishabituation. The strong activity during the P3b localized to the superior temporal plane in the current study demonstrate that this activity is independent of dishabituation and suggests that it can be dependent on overt attention if identification of the rare event is relatively difficult.
Some previous MEG studies have estimated P3b generators to the thalamus rather than the medial temporal lobe [Mecklinger et al., 1998; Rogers et al., 1991] . A similar localization was reported for the P3b-like activity identified using Independent Component Analysis applied to high-density EEG [Makeig et al., 2004] . These studies failed to identify the parietal, temporal, and prefrontal generators demonstrated with intracranial recordings. Numerous intracranial studies have reported thalamic potentials with the latency and task correlates of the P3 [Katayama et al., 1985; Klostermann et al., 2006; Kropotov and Ponomarev, 1991; Rektor et al., 2001; Velasco et al., 1989; Yingling and Hosobuchi, 1984] . In published examples, these potentials are often small and do not exhibit steep complex gradients or inversions. Such potentials could reflect passive volume conduction from the cortex rather than local generation [Klee and Rall, 1977] . Indeed, pyramidal cells arrayed in cortical palisades are far better suited to generate the aligned currents that generate MEG [Halgren, 2008] , and even if generated, such fields will propagate very weakly to extracranial sensors [Cohen and Cuffin, 1983] . For these reasons, our method does not seek to estimate activity in thalamic dipoles [Dale et al., 2000] .
The Cerebral Processing Stream for Tone Sequences
In summary, the current results found three phases. The initial superior temporal lobe activity occurs during the MMN and thus presumably reflects detection of the shift in the tonal sequence [Naatanen, 1992] . The second phase is localized to the frontal lobe, occurs during the N2 and P3a, and thus may reflect the orientation of attention . The third phase is again temporal and occurs during the P3b, which has been associated with cognitive closure and updating of working memory [Donchin et al., 1983; Verleger, 2008] . A potential caveat to the current results is that the task is more difficult and has different temporal dynamics than the typical auditory oddball task.
Thus, it would be important to confirm the localization of these components using other tasks and sensory modalities.
In addition to functioning as a well-controlled means for evoking classical endogenous potential components (MMN, N2, P3a, and P3b), the current task probes a fundamental aspect of music, detecting shifts in tonal sequences. Neuropsychological studies have shown that the right superior temporal plane anterior to Heschl's gyrus is important for the discrimination of tonal contours or melodies [Liegeois-Chauvel et al., 1998 ]. Direct recordings from auditory cortex suggest a specialization of the right hemisphere for pitch discrimination [Liegeois-Chauvel et al., 2001] . Tonal working memory is also impaired by right prefrontal lesions [Zatorre, 2001] . PET and fMRI studies implicate the right superior temporal gyrus in detecting the relations between pitches, interacting with prefrontal cortex where tonal sequences are stored in working memory [Zatorre et al., 1994] . In the crucial comparison, increased working memory load for comparing the pitch of two tones resulted in increased blood flow in the right ventrolateral prefrontal cortex, with secondary foci in the homologous left site, and in the anterior cingulate [Zatorre, 2001] . In monkeys, ventrolateral prefrontal neurons are reciprocally connected with the anterior superior temporal plane and fire to complex sounds [Romanski and Goldman-Rakic, 2002; Romanski et al., 1999] .
These locations are strikingly similar to those observed in our study with MEG. The current results add to these previous findings in allowing their temporal dynamics to be appreciated and related to generic cognitive processes indexed by well-studied endogenous ERP components. These reveal an initial stage of high-level mismatch detection from $140 to 190 ms, relying on the superior temporal plane, possibly interacting with anteromedial temporal cortex. From $210 to 290 ms, prefrontal and cingulate activity dominates, perhaps probing working memory and engaging attention. Finally, from $340 to 500 ms, the temporal lobe is again reactivated, now including its ventromedial as well as superior aspects, associated with definitive identification of the pattern change, and updating of working memory as part of cognitive closure. The updated template sent from the prefrontal working memory and predictive circuits to the temporal lobe would permit the later to detect the next change.
