In recent years, Prigogine and collaborators have introduced a transformation operator Λ, leading to irreversible kinetic equations from dynamics. This avoids the use of coarse graining or other approximations. There is no loss of information, since Λ is invertible. Λ is obtained by an extension of the canonical (unitary) transformation operator U that eliminates interactions. While U can be constructed for integrable systems in the sense of Poincaré, for nonintegrable systems there appear divergences in the perturbation expansion, due to resonances. The removal of divergences leads to the Λ transformation. This transformation is "star-unitary." Star-unitarity for nonintegrable systems is an extension of unitarity for integrable systems. For a model of a classical harmonic oscillator coupled to a field we present an exact Λ transformation that maps Hamilton's equations to Langevin and Fokker-Planck equations. The effects of Gaussian white noise are obtained by the non-distributive property of Λ with respect to products of dynamical variables.
Introduction
In classical physics the basic laws are time reversible. If we know the Hamiltonian, then we get Hamilton's equations of motion which describe the time evolution of the system in a time reversible, deterministic way. On the other hand, we see time irreversibility and stochastic behavior everywhere. How to bridge the gap between the theory and reality was the subject of many discussions.
A simple stochastic irreversible equation is the Langevin equation, describing Brownian motion of a particle. The question is how to relate this phenomenological equation to dynamics. In dynamics we construct a Hamiltonian which serves as a model of the particle and its environment. At a first glance Hamiltonian dynamics seems incompatible with the Langevin equation. Hamilton's equations are time-reversal invariant and contain no explicit stochastic terms, while the Langevin equation has broken-time symmetry and contains random forces.
One approach to this problem is Mori's approach [1] , where generalized (non-Markovian) Langevin-type equations are derived from dynamics. These equations, called Langevin-Mori equations, are equivalent to the original Hamiltonian equations (this approach is closely connected to the formulation based on the generalized master equation [2] ). The original Langevin equations are obtained as a result of the Markovian approximation of the Langevin-Mori equations, where non-Markovian terms are neglected for time scales of the order of the relaxation time. For weakly coupled systems, this is a good approximation, since the time scales where the non-Markovian effects are important are well separated from the relaxation time scale. 1 In this approach, however, it is not clear to which extent the appearance of irreversibility and stochasticity is coming from approximations and to which extent this comes from dynamics itself.
In recent years, Prigogine and collaborators have developed a theory that can describe irreversible, stochastic behavior starting only from dynamics [6] - [14] . The main idea is that one can make a well-defined decomposition of dynamics into different components that exactly obey Markovian kinetic equations. In order to achieve such decomposition we have to consider a very fundamental aspect of dynamics: the distinction between integrable and nonintegrable systems.
For integrable systems one can introduce a canonical ("unitary") transformation U that simplifies enormously the equations of motion. The transformation is applied to the dynamical variables; it is essentially a change of coordinates. If we consider an N-body system of particles interacting with each other, then the transformation U will introduce new units that no more interact. We have periodic (or free) motion and there are no irreversible, stochastic processes. In a sense, this corresponds to a decomposition of dynamics into trivial kinetic equations, with zero damping or diffusion rates.
But integrable systems are exceptional. Most systems are nonintegrable. As shown by Poincaré for nonintegrable systems there appear resonances leading to divergences in the perturbation expansion of U, due to vanishing denominators. Resonances are at the root of irreversible-stochastic behavior. Prigogine and collaborators have introduced a "star-unitary" transformation Λ, that has essentially the same structure as the canonical transformation U, but with regularized denominators. As we will discuss later, star-unitarity is an extension of unitarity from integrable to nonintegrable systems. The regularization in Λ eliminates the divergences due to resonances. At the same time, it brings us to a new description that is no more equivalent to free motion. We have instead a "kinetic" description in terms of new units that obey simpler equations, but still interact.
In order to construct Λ we specify the following requirements:
(1) The Λ transformation is obtained by analytic continuation of the unitary operator U.
(2) When there are no resonances, Λ reduces to U.
(3) Λ is analytic with respect to the coupling constant λ at λ = 0. (4) Λ preserves the measure of the phase space. The Λ transformation leads to many interesting aspects in both classical and quantum mechanics. In quantum mechanics it allows us to define a dressed unstable particle state that has strict exponential decay. This state has a real average energy and gives an uncertainty relation between the lifetime and energy [8, 12, 15] . The dressed state defined by Λ has an exact Markovian time evolution, without the Zeno [16] or long tail periods [17] .
In this paper we show that damping and Brownian motion can be derived from dynamics through Λ. We consider a simple model of a charged harmonic oscillator coupled to a field in classical mechanics. Hereafter we call this oscillator "particle." The emission of the field from the particle leads to radiation damping. If there is a background field in the thermodynamic limit, then the particle will also undergo Brownian motion due to the excitation caused by the field. Thermodynamic limit means infinite volume limit L → ∞ with a total energy proportional to the volume. This does not necessarily imply that the field is in thermal equilibrium; it just means that we have a finite (non vanishing) energy density in the limit L → ∞. This can be expressed as
for every field mode k, where J k is the average action of each mode.
We show that one can construct an exact, invertible transformation Λ that maps the Hamilton equations to the Langevin equations for the particle interacting with the field. We derive both Langevin and Fokker-Planck equations without approximations. The removal of Poincaré divergences makes Λ non-distributive with respect to multiplication of dynamical variables. This property reproduces the fluctuations associated with noise in Brownian motion.
Stochastic behavior, rather than being due to some approximations, is an intrinsic component of dynamics. The Λ transformation allows us to extract this component. In other words, it allows us to disentangle the Markovian effects (such as Brownian motion and damping of the particle) from the non-Markovian (memory) effects, in the time evolution of dynamical variables. One condition for the existence of Brownian motion in the particle is the appearance of resonances. Another condition is that the field is described by the thermodynamic limit. The existence of this limit requires a random distribution of the phases of field modes [18] . This randomness is necessary but not sufficient condition to produce Brownian motion in the particle. To observe this it is essential that the field resonates with the particle.
In this paper we will focus on the dynamical variables of the particle. The action of Λ will be restricted to the subset of phase space functions depending only on the particle degrees of freedom. So, for instance, the existence of the inverse transformation is only verified within this subset. Furthermore, we consider only the Markovian component of dynamics (as we have emphasized, the separation of this component does not involve approximations). We assume the field is described by the thermodynamic limit. In Ref. [14] we give a more general formulation. We consider the action of Λ on the field modes. We discuss as well non Markovian effects such as the classical Zeno effect when the field is in a "non-thermodynamic" state (i.e. J k ∼ O(L −1 )).
In Section 2 we introduce the model which describes the particle interacting with the field. In Section 3 we describe the unitary transformation U for the discrete spectrum case, which is integrable in the sense of Poincaré. In Section 4, as a first step to introduce Λ, we extend the renormalized normal modes in the discrete case to the decaying "Gamow" modes for the continuous spectrum (nonintegrable) case. In Section 5 we introduce the star unitary transformation Λ for the nonintegrable case, which is the extension of U. In Section 6 we show the correspondence between the solution of Langevin equation and the Λ transformed variables. In Section 7 we derive Fokker-Planck equation for the Λ transformed density function. Finally in Section 8 we investigate the behavior of original variables and the emergence of noise from the original equations of motion. Details of calculations are given in the Appendices.
The classical Friedrichs model
We consider a classical system consisting of a charged harmonic oscillator coupled to a classical scalar field in one-dimensional space. A quantum version of this model has been studied by Friedrichs [19] , among others. We write the Hamiltonian of the system in terms of the oscillator and field modesq 1 andq k ,
with a given constant frequency ω 1 > 0 for the harmonic oscillator (particle), c = 1 for the speed of light, ω k = |k| for the field, and a dimensionless coupling constant λ. 2 When λ is small we can treat the interaction potential as a perturbation. We assume the system is in a one-dimensional box of size L with periodic boundary conditions. Then the spectrum of the field is discrete, i.e., k = 2πj/L where j is an integer. The volume dependence of the interaction V k is given byV
wherev k = O(1). We assume thatv k is real and even:v k =v −k . Furthermore, we assume that for small kv
To deal with the continuous spectrum of the field we take the limit L → ∞. In this limit we have
The normal coordinatesq 1 ,q k satisfy the Poisson bracket relation 
The normal coordinates are related to the position x 1 and the momentum p 1 of the particle asq
and to the field φ(x) and its conjugate field π(x) as
The field φ(x) corresponds to the transverse vector potential in electromagnetism, while π(x) corresponds to the transverse displacement field. Our Hamiltonian can be seen as a simplified version of a classical dipole molecule interacting with a classical radiation field in the dipole approximation [20] . For simplicity we drop processes associated with the interactions proportional toq 1qk andq * 1q * k , which correspond to "virtual processes" in quantum mechanics. This approximation corresponds to the so-called the rotating wave approximation [21] .
We note that we have ω k = ω −k degeneracy in our Hamiltonian. To avoid some complexitiy due to this degeneracy, we rewrite our Hamiltonian in terms of new variables as [14] 
where
In this form the variable q k with the negative argument k is completely decoupled from the other degrees of freedom.
We define action and angle variables J s , α s through the relation
For our model we can have both integrable and nonintegrable cases. The first occurs when the spectrum of frequencies of the field is discrete, the second when it is continuous. We consider first the integrable case.
Integrable case: Unitary transformation
In this section, we present the properties of the canonical transformation U that diagonalizes the Hamiltonian in the discrete spectrum case, when the size of the the box L is finite. U is analytic at λ = 0 and satisfies the distributive property. Later we will extend U to Λ through analytic continuation.
We assume that ω 1 = ω k for all k. In this case, the system is integrable in the sense of Poincaré. We can find the new normal modesQ s ,Q * s that diagonalize the Hamiltonian through U. The new normal modes are related to the original normal modes as
in one-to-one correspondence. The operator U is "unitary," U −1 = U † , where Hermitian conjugation is defined through the inner product
which is the ensemble average of f . 3 Here Γ is the set of all phase space variables and dΓ is the phase-space volume element. For an operator O the Hermitian conjugate is defined by
In terms of the new normal modes the Hamiltonian is diagonalized as
whereω α are renormalized frequencies.
The new normal modes satisfy the Poisson bracket relation
Since the interaction is bilinear in the normal modes, the new normal modes can be found explicitly through a linear superposition of the original modes [14] . For the particle we obtain, from the equation i{H,Q 1 } = −ω 1Q1 ,
wherec
The renormalized frequencyω 1 is given by the root of the equation
that reduces to ω 1 when λ = 0. For the field modes one can also find explicit forms, but as in this paper we will focus on the particle, we will not present them here (see [14] ).
The perturbation expansion of Eq. (22) yields
When the spectrum is discrete, the denominator never vanishes; each term in the perturbation series is finite. This implies integrability in the sense of Poincaré: U can be constructed by a perturbation series in powers of λ n with n ≥ 0 integer. In other words, U is analytic at λ = 0.
Since the transformation U is canonical, it is distributive with respect to multiplication
Hence we have
The transformed Hamiltonian UH has the same form of the unperturbed Hamiltonian H 0 , with renormalized frequencies.
The canonical transformation can also be introduced on the level of statistical ensembles ρ. These obey the Liouville equation
where L H = i{H, } is the Liouville operator or Liouvillian. Similar to H, L H may be split into a free Liouvillian plus interaction:
L 0 has the form of the non-interacting Liouvillian. Indeed we havē
where in the second equality we used the property of preservation of the Poisson bracket by canonical transformations [23] . The transformed LiouvillianL 0 does not contain any interaction terms, and the ensemble average over this transformed density functionρ can be easily calculated. For example for
and similarly for p 1 we get, after substituting Eq. (9) and integrating by parts,
These are the equations for the free harmonic oscillator (with renormalized frequencyω 1 and renormalized massm = mω 1 /ω 1 ). The interaction with the field is eliminated.
Note that the normal modes are eigenfunctions of the LiouvillianL 0 ,
This leads to
For products of modes we havē
Finally, we note that from distributive property Eq. (27) we have
Nonintegrable case: Gamow modes
Now we consider the continuous spectrum case, where the particle frequency ω 1 is inside the range of the continuous spectrum ω k . In this case, by analytic continuation ofQ 1 andQ * 1 we can get new modes which are eigenfunctions of the Liouvillian with complex eigenvalues. These modes are called Gamow modes. Gamow states have been previously introduced in quantum mechanics to study unstable states [25] - [28] . In classical mechanics, Gamow modes have been introduced in Ref. [14] . In this section we present the main properties of Gamow modes, which will be used for the construction of Λ.
When we go to the continuous limit we restrict the strength of the coupling constant λ so that
Then the harmonic oscillator becomes unstable. In this case we have radiation damping. If Eq. (39) is not satisfied, then we go outside the range of applicability of the "rotating wave approximation" (see comment after Eq. (11)) as the Hamiltonian becomes not bounded from below, and gives no radiation damping.
In the continuous spectrum case, divergences appear in the construction of U, due to resonances. For example, the denominator in Eq. (26) may now vanish at the Poincaré resonance ω 1 = ω k . We have a divergence in the perturbation expansion in λ. To deal with this divergence, we regularize the denominator by adding an infinitesimal ±iǫ. Then we get
In the continuous limit the summation goes to an integral. We take the limit L → ∞ first and ǫ → ∞ later. Then the denominator can be interpreted as a distribution under the integration over k
where P means principal part.
The introduction of iǫ in the continuous limit is related to a change of the physical situation.
In the discrete case the boundaries of the system cause periodicity in the motion of the particle and the field. In contrast, in the continuous case the boundaries play no role 4 . In the continuous limit we can have damping of the particle, as the field emitted from the particle goes away and never comes back. And we can have Brownian motion, due to the interaction with the continuous set of field modes.
As shown in [24] , continuing the perturbation expansion Eq. (40) to all orders one obtains new renormalized modes (Gamow modes) associated with the complex frequency
or its complex conjugate z * 1 . Hereω 1 is the renormalized frequency of the particle, and 2γ > 0 is the damping rate. The complex frequencies are solutions of the equation
The + (−) superscript indicates that the propagator is first in the upper (lower) half plane of z and the analytically continued to z = ω.
The new modes for the −iǫ branch in Eq. (40) are given bỹ
and its complex conjugate, satisfying
The modeQ * 1 decays for t > 0 as
(and similarlyQ 1 ).
The modes for the +iǫ branch are given by
These modes decay for t < 0.
The modes we have introduced have quite different properties from the usual canonical variables. Their Poisson brackets vanish
However the modesQ 1 and Q * 1 are duals; they form a generalized canonical pair
This algebra corresponds to an extension of the usual Lie algebra including dissipation [14] . An analogue of this algebra has been previously studied in quantum mechanics [24] - [29] .
In the continuous limit the solutions of the Hamilton equations have broken time symmetry (although the Hamiltonian is always time reversal invariant). We can have damping of the particle either toward the future or toward the past. This corresponds to the existence of the two branches of eigenmodes of the Liouvillian for ±iǫ to regularize Poincaré resonances. Breaking of time symmetry is connected to resonances [7] .
The Λ transformation
As seen in the previous section, we eliminate Poincaré divergences in the renormalized particle modes by analytic continuation of frequencies to the complex plane, leading to Gamow modes. As we will show below, similar to Eq. (17), the Gamow modes are generated by the Λ transformation,Q
Note that Λ † = Λ −1 is not unitary. Instead, it is "star-unitary,"
where the ⋆ applied to operators means "star conjugation." The general definition of star conjugation is given in Refs. [6, 12, 14] . Here we will restrict the action of Λ to particle modes. In this case performing star conjugation simply means taking hermitian conjugation and changing iǫ ⇒ −iǫ, so we have, e.g.,
Due to star-unitarity, the existence of the star-conjugate transformation Λ ⋆ guarantees the existence of the inverse Λ −1 .
We are interested not only in the renormalized modes, but also the renormalized products of modes,
This will allow us to calculate renormalized functions of the particle variables (expandable in monomials), which will lead us to the Langevin and Fokker Planck equations.
The main properties we require from the Λ transformation have been stated in the Introduction. The requirement (1) means that transformed functions obtained by Λ are expressed by analytic continuations of the functions obtained by U, where real frequencies (such asω 1 ) are replaced by complex frequencies (such as z 1 ). The requirement (6) is one of the most important, and we will now explain it in more detail. To obtain closed Markovian equations, we operate Λ on the Liouville equation, to obtain
Closed Markovian equations involve a projection (or a part) of the ensembleρ. In order for Λ to give this type of equations, we require that the transformed Liouvillianθ in Eq.
(56) leaves subspaces corresponding to projections ofρ invariant. We will represent these subspaces by projection operators P (ν) , which are complete and orthogonal in the domain ofθ,
is the eigenvalue. In the model we are considering, the P (ν) subspaces consist of monomials (or superposition of monomials) of field and particle modes. For example, we have
One may introduce a Hilbert space structure for the eigenstates, including suitable normalization constants. This leads to the Segal-Bargmann representation [14] .
The invariance property ofθ is
Thanks to this commutation property, we obtain from Eq. (56) closed equations for the projections ofρ,
The Markovian character of this equation means that the derivative of P (ν)ρ (t) at time t depends on P (ν)ρ (t) at the same time t (non-Markovian equations, on the other hand, depend on all the history ofρ; they have "memory effects" [2] ).
Note that for the integrable case, the transformed LiouvillianL 0 also leaves the subspaces invariant (see Eq. (37)). In addition, the subspaces are eigenspaces ofL 0 . This is connected to the fact that in the integrable case we can reduce the equation of motion to a collection of independent units.
For the nonintegrable case the subspaces P (ν) are eigenspaces ofθ only in special cases, where there are no degeneracies of L 0 . An example is given by the modes q 1 and q * 1 . Due to the form of the interaction, any operator (such asθ) that is a function of L V will preserve the number of q and q * in a given monomial (it will give a superposition of monomials with the same number of q and q * ). We have, e.g.,
whereθ i,j are coefficients. The modes q 1 and q k belong to different eigenspaces of L 0 . From the commutation relation Eq. (60) we conclude that the coefficientsθ k,1 must be zero, and hence q 1 is an eigenfunction ofθ. A similar argument applies to q * 1 . This shows that the modes Λ −1 q 1 and Λ −1 q * 1 (as well as Λ † q 1 and Λ † q * 1 ) are eigenfunctions of the Liouville operator, as shown in Eq. (53).
In general, however, the subspaces P (ν) include an infinite number of monomials with the same number of q and q * . For example, the monomials q * 1 q 1 and q * k q k both belong to the P (0) subspace with eigenvalue w (0) = 0. This means that in general the subspaces P (ν) are not eigenspaces ofθ. This has an important physical consequence: we can have transitions inside each subspace, corresponding to kinetic processes, including damping and diffusion of the particle, which involve an exchange of energy with the field.
The commutation relation (60) together with the other requirements give a well-defined transformation Λ. Details on this have been presented in Ref. [12, 15] for quantum mechanics and in [14, 13] for classical mechanics, for bilinear variables. The main idea is to associate a "degree of correlation" to each subspace P (ν) . Dynamics induces transitions among different P (ν) subspaces. We have a "dynamics of correlations" [2] . This allows us to perform the regularization of denominators of U in a systematic way, depending on types of transitions (from lower to higher correlations or viceversa), which leads to Λ. Here we will present a short derivation of the transformed products Λ † q * m 1 q n 1 , based on the results of Refs. [12, 13, 14] For the integrable case, renormalized products of modes can be easily calculated thanks to the distributive property (38). However, as shown below, for the nonintegrable case products of Gamow modes give new Poincaré divergences. Hence, due to the property (2), the Λ transformation has to be non-distributive.
As we show now, the non-analyticity in Eq. (64) appears due to the resonance at ω 1 = ω k .
To lowest order we have
This diverges when ǫ → 0. We have Poincaré divergence in the perturbation series of (Λ † q * 1 )(Λ † q 1 ).
We note that in non-thermodynamic situations, we have J k ∼ O(1/L). The energy density goes to zero in the infinite volume limit. In this case the appearance of the Poincaré divergence in Eq. (64) has no effect on the particle. This is consistent with the results we will discuss in the next Section: the non-distributivity of Λ is related to the appearance of fluctuations in Brownian motion. And Brownian motion of the particle appears only when the particle is surrounded by a field described by the thermodynamic limit.
For quantum mechanics the situation is different. We can have fluctuations even in nonthermodynamic situations [12] due to vacuum effects. For example we obtain, for a two-level atom, an energy fluctuation of the dressed excited state which is of the order of the decay rate. This gives an uncertainty relation between energy and lifetime.
Coming back to the thermodynamic limit case, we conclude that Λ † q * 1 q 1 cannot be expressed as the product Eq. (63) since Λ is, by definition, analytic in the coupling constant. To make this transformed product analytic, we replace |c k | 2 in Eq. (63) by a suitable analytic function ξ k . So we have 5
To determine ξ k we note that, in the integrable casec k is real, and the coefficient of (22)). In the nonintegrable case c k is complex. Taking into account the properties (1)-(3) and (5) we conclude that a suitable extension ofc 2 k to the nonintegrable case is
where r is a complex constant to be determined. Using the property (5) we obtain (see
By including the term b k in Eq. (68) we have removed the Poincaré divergence in the product of Gamow modes. As a consequence,
This shows the non-distributive property of Λ.
For weak coupling the approximate value of b k is given by [12] ,
This has a sharp peak at ω k =ω 1 with a width γ. It corresponds to the line shape of emission and absorption of the field by the renormalized particle. The Λ transformation we have presented satisfies all our requirements (1)-(5) stated in the Introduction. We comment on the property (6) below Eq. (77).
To find more general transformed products Λ † q * m 1 q n 1 , we apply the same logic that led to Eq. (68). Whenever |c k | 2 appears inQ * m 1Q n 1 , we replace it with ξ k . This leads to (see Appendix B).
only if the field is obeys the thermodynamic limit condition, Eq. (1). Otherwise Y vanishes as 1/L and Λ † becomes distribuitive.
For Λ −1 q * m 1 q n 1 we obtain the expression (74) withQ 1 ,Q * 1 replaced by Q 1 , Q * 1 , respectively.
and similarlyθ q * m
Both the l.h.s. and the r.h.s. of these two equations belong to the same eigenspace of L 0 . This illustrates the statement thatθ leaves the subspaces P (ν) invariant, which gives the property (6) .
When there are no resonances, z 1 becomes real and b k vanishes. Then Λ reduces to U (see Eq. (37))
The relation between the Langevin equation and Λ transformed variables
In this section we discuss the relation between the solution of the Langevin equation for a Brownian harmonic oscillator and Λ † transformed variables for the Friedrichs model. We will focus on the Λ † transformation, so that the transformed variables decay for t > 0 in the "Heisenberg picture" (see Eq. (48)). 6 Remarkably, the time evolution of the Brownian oscilator variables is the same as the evolution of Λ † transformed vairables.
Let's first write the Langevin equations for the Brownian harmonic oscillator with mass and frequencym andω 1 . As we will see in Eq. (119) these mass and frequency correspond to the renormalized mass and frequency of the particle due to the interaction with the field. For the particle position x 1 and momentum p 1 , we have
These equations describe the damped harmonic oscillator with random momentum and force terms A(t) and B(t), respectively 7 .
We assume that A(t) and B(t) have the Gaussian white noise properties [23, 32] . Specifically,
(1) The averages of A(t) and B(t) over an ensemble of Brownian particles having the given position and momentum x 0 and p 0 at t = 0 vanish.
From now on, means x 0 ,p 0 .
(2) We assume that the correlation between the values of A(t) and A(t ′ ) is that of a white noise.
where A c is a real constant to be determined. We assume the same for B(t), i.e. 6 In Refs. [12, 15] we considered transformed states that decay for t > 0 in the "Schröedinger picture" (see Eq. (50)). For this reason in those papers we used the Λ −1 transformation. 7 These Langevin equations with symmetrical random momentum and force terms are appropriate for comparison with the Friedrichs model since the Hamiltonian is symmetrical under rescaled position and momentum exchange. If the Hamiltonian is not symmetric under position and momentum exchange, e.g. if q 1 q k and q * 1 q * k terms are included in the interaction, then the Langevin equations with asymmetric random terms will be more appropriate for the comparison. For more detailed discussions on the choice of random terms, see [2, 30, 31] Assuming that the noise comes from the thermal bath with temperature T , these constants A c and B c can be calculated explicitly (see Appendix D),
(3) We assume that all higher averages of the random variable A(t) can be expressed in terms of the second moments, i.e. A(t) is a "Gaussian noise".
all sets of pairs
In Eq. (85), the sum is over all sets of product of possible pairs. For example, we have
We assume the same property for B(t), and we assume that A(t) and B(t) are not correlated. In other words,
With these assumptions, we now explicitly solve the Langevin equation Eq. (78) and Eq. (79). By multiplying Eq. (78) by mω 1 /2 and Eq. (79) by i/ √ 2mω 1 and adding them, we get
q L is a Langevin mode and R(t) is a "complex noise." R(t) has the following properties.
(1) R * (t) and R(t ′ ) have the delta function correlation.
This can be proved directly from the definition of R(t).
(2) R(t) has the Gaussian property
The proof is shown in Appendix C.
The solution of Eq. (88) is given by
The term q La (t) describes the damped harmonic oscillator without noise, and the term q Lr (t) describes the behavior due to the noise. Now we have the explicit form of q L (t). Using the properties of the noise R(t), we show that the time evolution of q * m L (t)q n L (t) is the same as the time evolution of Λ transformed modes Λ † q * m 1 q n 1 . First we calculate q * m L (t)q n L (t) . We consider the case m ≥ n. The case m < n can be calculated similarly. We have
The quantity q * k Lr (t)q l Lr (t) is non-zero only when k = l, as we can see from Eq. (91). Considering the fact that the number of sets of all possible pairs in R * (t 1 )...R * (t l )R(t ′ 1 )...
Substituting Eq. (96) into Eq. (95), we get
Now we can compare the above expression with the time-evolved transformed products e iL H t Λ † q * m 1 q n 1 . We have (see Eq. (53) 
Comparing Eq. (97) and Eq. (98), we see the direct correspondences
The form and time evolution of the ensemble average of Langevin equation variables are the same as those of Λ transformed variables. Furthermore, if we take the ensemble average of Λ † q * m 1 q n 1 , we see a closer correspondence. Let's assume that the field action J k obeys the Boltzmann distribution. The initial distributionρ 0 (Γ) has the form
where C is a normalization constant, k B is Boltzmann's constant and T is the temperature. Noting that dΓ = dx 1 dp 1
the average of J k over this ensemble is
To calculate k b k J k , we need the form of b k . The approximate value of b k is given in Eq.
(73), which for the weak coupling case is approximated by the delta function (π/L)δ(ω k −ω 1 ) [12] . So we get
Note that ω k −1 does not make any divergence for small k since b k is proportional to v 2 k ∼ ω k for small k. In short, we obtain a complete correspondence between Λ transformed modes and Langevin modes (see Eq. (99)).
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Derivation of the Fokker-Planck equation
In this section we derive the Fokker-Planck equation for the transformed density functioñ ρ = Λρ. We start from the transformed equation (see Eq. (57))
We derive the Fokker-Planck equation for q 1 , q * 1 . We follow the standard derivation found in textbooks (see [23, 32] ), but now in terms of Λ. Consider a test function G(q 1 , q * 1 ), which is smooth and vanishes at q 1 , q * 1 = ∞. Multiplying this on both sides of Eq. (105) and integrating over the phase space, we have
In Eq. (106),θ(Γ) meansθ that acts on Γ variables. We expand G(q 1 , q * 1 ) near q ′ 1 and q ′ * 1 .
Integrating by parts, Eq. (107) becomes
We call the quantities inside the brackets in Eq. (108) the "moments" of order m + n. The moments are calculated explicitly in Appendix E. They are given by 
By changing the integration variable Γ ′ to Γ in the right hand side of Eq. (110) and eliminating i on both sides, we have
Now suppose thatρ(Γ, t) is factorized at t = 0. In other words, we writeρ(Γ, 0) as
As shown in Appendix F, this factorized form ofρ enables us to write Eq. (110) as
In Eq. (113), dΓ 1 , dΓ f and q * k q k means
Since G(q 1 , q * 1 ) is an arbitrary test function, we can write Eq. (113) as
Eq. (116) is our Fokker-Planck equation for the normal modes. This equation is applicable for any initial field configuration obeying the thermodynamic limit condition. In the nonthermodynamic case, the diffusion term containing b k vanishes, and the equation describes damping of the oscillator without Brownian motion. For the special case where the field has the Maxwell-Boltzmann distribution, using the approximation (104) we get
The Fokker-Planck equation for other variables can be also derived from Eq. (116) by changing variables. For example, the Fokker-Planck equation for the position and momentum x 1 and p 1 is given by
The Fokker-Planck equation for the particle action variable J 1 is given (after integration over the angle variable α 1 ) by
Eqs. (119) and (122) coincide (in the weak-coupling approximation) with the equations for Brownian motion of an oscillator in an anharmonic lattice derived in Ref. [2] . 8 Note that Eq. (119) is symmetric with respect to rescaled position x 1 and momentum p 1 . The reason is that the Hamiltonian considered here is symmetric in rescaled x 1 and p 1 to begin with. The same is true for the anharmonic lattice model considered in Ref. [2] . In contrast, the Kramers equation [2] derived from the Ornstein-Uhlenbeck phenomenological theory of Brownian motion [30] is not symmetric, because the Brownian force breaks the positionmomentum symmetry (see footnote 7 in Sec. 6). In spite of the difference, as pointed out in [2] , for the case γ ≪ ω 1 , Eq. (119) gives the same solution as the Kramers equation. The "fundamental solution" of Eq. (119) can be found in Ref. [2] .
In phenomenological theories the character of the noise has to be assumed, more or less independently of the dynamical forces. One of the goals of the dynamical approach is to deduce the character of the noise from the Hamiltonian [2] . For the model considered in this paper we have shown that one can extract a Gaussian white noise component of dynamics through the Λ transformation.
8
Behavior of the original variables
In previous sections we showed that the time evolution of Λ transformed modes is the same as the noise average of the solution of the Langevin equation, and the Λ transformed density function satisfies the Fokker-Planck equation. In this section we investigate the behavior of the original variables and how the noise emerges from the original equations. This can be found in the literature (see, for instance, Ref. [1] for a derivation based on Langevin-Mori equations. A concise summary is presented in Ref. [35] ). In our case we analyze this problem starting from the exact solution of the equations of motion. We will show that after introducing some approximations we can recover the effects of white noise. We should emphasize that the approach based on the Λ transformation involves no approximations.
We first write the correlation function q * L (t + τ )q L (t) obtained from the Langevin equation (see Sec. 6) and then we compare it with the correlation function obtained from the classical Friedrichs model term by term. As shown in Eq. (92), the time evolution of the Langevin mode q L is given by
The correlation between the noise components is given by
In the classical Friedrichs model we can directly calculate the exact time evolution of q 1 in terms of the renormalized field modes [19, 12, 14 ]
where q r0 are the initial values of q r and ǫ is a positive infinitesimal quantity. We choose our initial condition assuming that the particle is surrounded by a thermal field. In classical mechanics q 10 can be determined exactly since q 10 is a function of the initial position and momentum of the particle. For the q k0 we need more care. Let's first write q k0 in terms of action and angle variables,
When we have a thermal field, J k0 follows the Boltzmann distribution
For almost all phase points {J 10 , ...J k0 ..., α 10 , ..., α k0 , ...} out of the Boltzmann distribution ensemble, any two different angles α k0 and α k ′ 0 have no correlation. In other words, the sequence of angles {α kn0 } is completely random for almost all cases. This randomness property for α k0 is essential. The thermodynamic limit L → ∞ with J k0 = O(L 0 ) only exists if α k0 is uniformly distributed over [−π, π] and the sequence of angles {α kn0 } is completely random [18] . 9 The term
in Eq. (128) is O(L 0 ) and shows very irregular time evolution as the number of modes increases.
In Eq. (128), we can approximate, for weak coupling λ ≪ 1,
and separate the pole contribution at ω k = z 1 and the branch cut contribution from each term. The pole contribution gives the exponential decaying part and the cut contribution gives classical Zeno effect and non-exponential behavior [14] . In our case, we will only consider the pole contributions in Eq. (128) and compare the result with the solution of 9 If α k0 is a smooth function of k, then for the first term of Eq. (128) we have
In the L → ∞ limit, Eq. (131) becomes
and if the integral in Eq. (132) is O(1), this expression diverges as O( √ L).
the Langevin equation. As we will see, they show a close correspondence. Taking the pole contribution at ω k = z 1 in the last term of Eq. (128), we get
The first term in Eq. (135) is exactly the same as the first term in Eq. (124). We define the remaining terms in Eq. (135) as
We will calculate the correlation between q * 1r (t + τ ) and q 1r (t) and compare it to Eq. (126). We have
The bra-ket in Eq. (137) means the ensemble average. For the normalized thermal field ensemble we have
Using this result and going to the continuous limit we obtain from Eq. (137)
For γ ≪ω 1 the integrand is sharply peaked around ω =ω 1 . Neglecting the tails of the integrand we can extend the integration range to (−∞, ∞). By adding a contour integral on the lower (or upper) infinite semicircle we obtain the pole contribution at ω = z 1 (or ω = z * 1 )
where we used
We see that Eq. (140) has the same form as Eq. (126). We can see a more direct correspondence by expressing q 1r in a form closer to q Lr . We rewrite Eq. (137) as
As mentioned before, for almost all trajectories in the ensemble, the q k0 modes have random angles. Thus R o (t) itself has an erratic time evolution. Furthermore, by taking ensemble average, we have
We insert Eq. (144) into Eq. (142) and we take the "pole" part. This may sound a little strange since there is no pole in Eq. (144) (see Eq. (4)). Actually, poles appear after we do the time integration in Eq. (142). In order to take the pole contribution in Eq. (140) we changed the integration range of ω to −∞ to ∞ and replaced ω by the poles at ω = z 1 or ω = z * 1 . We do the same operation on Eq. (142) but before the time integration. With this meaning of "taking pole part" we have (see Eq. (141))
We see that the pole part of the term
gives the delta function correlation like the white noise correlation R * (t ′′ )R(t ′ ) of the Langevin equation. It is interesting that the Langevin correlation functions were derived from dynamics in terms of the original variables and generic initial conditions representing the Maxwell-Boltzmann distribution. In this sense we derived the noise from the dynamics, and showed that the pole part gives the white noise structure. As already mentioned, the derivations in this section involved a few approximations. However, the Λ transformed variables exactly capture this stochastic behavior as we have shown in previous sections.
Conclusions
In this paper we studied the irreversible and stochastic behavior of an oscillator coupled to a field in the thermodynamic limit, using the star-unitary transformation Λ. We showed that the average of observables over the transformed ensembleρ = Λρ has the same time evolution as the ensemble average of observables in the Langevin equation. Also, the reduced density function for the particle variables exactly obeys the Fokker-Planck equation, which describes the damping and diffusion processes. It is remarkable that the systematic removal of Poincaré divergences by analytic continuation leads to the same structure as that of Gaussian white noise, which is usually inserted by phenomenological considerations. Our star-unitary transformation Λ was derived from dynamics and from analytic continuation, without any phenomenological assumptions. In this sense we extracted the irreversible and stochastic behavior through dynamics.
The Λ-transformed variables obey Markovian equations. In contrast, the original variables contain non-Markovian effects such as the Zeno effect and long tails [14] . These effects are connected to the appearance of a dressing field (or cloud) around the bare particle [12] . The transformed variables describe dressed objects. For this reason they do not include Zeno or long tail effects. They include only the Brownian motion and damping components of the motion of the particle.
In this paper we have studied the fluctuations of a particle surrounded by a field. One can also consider the fluctuations of the field modes induced by the particle. An interesting result is that fluctuations of the Λ-transformed field modes appear even in non thermodynamic situations. This will be discussed elsewhere [14, 34] The relation between stochastic behavior and dynamics goes to the deep question of indeterminism vs. determinism in classical mechanics. We have shown that we can introduce new dynamical variables through the Λ transformation that display stochastic behavior. This seems to be the asymptotic behavior of dynamical systems in the continuous spectrum limit, where a continuous set of degrees of freedom leads to unpredictable time evolution and irreversible behavior through the emergence of Poincaré resonances. The relation between the properties of the noise and the underlying dynamics is an interesting subject, which we hope to investigate further in the near future. 
where C 1 is the normalization factor given by
and J 0 a constant that makes the argument of the exponential dimensionless. The factor exp(−J/J 0 ) ensures the existence of a finite norm of ρ, (see the Segal-Bargmann representation in [22, 14] ). The total action J is an invariant of motion, because we have L 0 J = 0 and L V J = 0. Since Λ −1 can be expressed as a perturbation expansion,
The operator L V is a differential operator. Applying the chain rule of differentiation and Eq. (151) we conclude that
Inserting the ensemble Eq. (148) in Eq. (147) and using Eq. (68) we get
where the off-diagonal terms such as q * 1 q k appearing in the productQ * 1Q 1 in Eq. (68) vanish due to the integration over angles in phase space. We can write Eq. (153) as
Since C 1 = C k for any k (see Eq. (149)), Eq. (153) leads to
This equation plus the condition r + r * = 1 yield the result (71).
The derivation followed here is similar to the derivation followed in Ref. [12] , where we used the Λ transformation to define dressed unstable states in quantum mechanics. The only difference is that in [12] the relation r + r * = 1 was derived from the requirement that the dressed unstable state has an energy fluctuation of the order of the lifetime. This fluctuation is a purely quantum effect. Here we are dealing with classical mechanics, so we have postulated r + r * = 1 as a basic condition. An alternative derivation, presented in Appendix A of Ref. [15] , gives the same result (71).
B Proof of Eq. (74)
In this appendix we show that Eq. (74) removes all the non-analytic |c k | 2 terms, replacing them by ξ k = rc 2 k + c.c. First we derive recursive formulas to calculate Λ † q * m 1 q n 1 . We start with Eq. (74) for m ≥ n
(the n > m case can be calculated by taking the complex conjugate of Eq. (156)). We have as well
For l > 0 we have the identity
Inserting this in Eq. (157) we get
The first term plus the second term give
(note that Λ † q * 1 =Q * 1 ). The third term may be written as (with l ′ = l − 1)
For m > n we have, from Eq. (156),
Using Eq. (158) we get
Adding the first and the third terms we get
(note that Λ † q 1 =Q 1 ). Adding the second and fourth terms we get (with l ′ = l − 1)
Therefore
Eqs. (162) and (167) plus their complex conjugates permit one to construct Λ † q * m 1 q n 1 recursively. Now we prove the analyticity of Λ † q * m 1 q n 1 at λ = 0 from the recursive relations. In the recursive relation, we show that if the lower order terms in m and n like Λ † q * m q n 1 , Λ † q * m 1 q n−1 1 and Λ † q * m−1 1 q n−1 1 are analytic, then the higher order terms Λ † q * m+1 q n 1 and Λ † q * m 1 q n 1 are also analytic. Then from mathematical induction, the analyticity of Λ † q * m 1 q n 1 is proved for general m and n (the m < n case can be shown in the same way). In Eq. (162),
Suppose that the quantities inside large parenthesis are analytic in λ. The additional nonanalytic terms appear whenever additional productsQ * 1Q 1 appear. Sincẽ
eachQ * 1Q 1 produces a |c k | 2 term, which is non-analytic in λ. Let's denote the non-analytic part of a function f (λ) as F n(f (λ)). The non-analytic part in the first term in the right hand side of Eq. (168) is made by the additionalQ * 1 multiplied byQ n−l 1 , which generates n − l terms |c k | 2 :
The non-analytic part in the second term in the right hand side of Eq. (168) is coming from
the non-analytic function |c k | 2 appears inside Y .
F n nY
The non-analytic parts from the first term and second term in Eq. (167) exactly cancels out. So, the left hand side of Eq. (167) is analytic in λ. Next, we show that the left hand side of Eq. (167) is analytic in λ. The non-analytic part of the first term in the right hand side of Eq. (167) is
The non-analytic part of the second term in the right hand side of Eq. (167) is
Again, the non-analytic parts of the first and second terms of Eq. (167) exactly cancel out. The right hand side of Eq. (167) is analytic in λ. Therefore from the mathematical induction Λ † q * m 1 q n 1 is analytic in λ.
C Gaussian property of complex noise
In this section we show the Gaussian property of R(t), Eq. (91).
This property can be proved directly using the Gaussian properties of A(t) and B(t) and using the fact that for A(t 1 )....A(t 2n ) the number of sets of products of possible pairs is (2n − 1)(2n − 3)...3 · 1 = (2n)!/(2 n n!) and similarly for B(t). Here we follow a simpler derivation using the polar coordinates representation of the complex noise. We write R(t) as R(t) =Ã(t) + iB(t) = S(t)e iα(t) ,
where S(t), α(t) are real. First we show that if the following properties hold for S(t) and α(t), then all the Gaussian white noise properties ofÃ(t) andB(t) are reproduced.
(1) S(t) is Gaussian white noise, i.e.
S(t 1 )S(t 2 ) =mω 1 A 2 c δ(t 1 − t 2 ) = R * (t 1 )R(t 2 ) , (178) S(t 1 )...S(t 2n ) = all pairs S(t i 1 )S(t i 2 ) × · · · × S(t i 2n−1 )S(t i 2n )
Due to the properties of α k (see Eq. (180) below), the odd number products of S(t) play no role when we calculate Eq. (175) 
f (α(t 1 ))g(α(t 2 )) = f (α(t 1 )) g(α(t 2 )) for t 1 = t 2 ,
where f and g are arbitrary functions.
ForÃ (t) = S(t) cos α(t),
we have Ã (t 1 )...Ã(t 2n+1 ) = S(t 1 )...S(t 2n+1 ) cos α(t 1 )... cos α(t 2n+1 ) = 0,
which comes from the property (2). Also we have Ã (t 1 )...Ã(t 2n ) = S(t 1 )...S(t 2n ) cos α(t 1 )... cos α(t 2n ) = all pairs S(t i 1 )S(t i 2 ) ... S(t i 2n−1 )S(t i 2n ) cos α(t 1 )... cos α(t 2n ) = all pairsmω 1 A 2 c δ(t i 1 − t i 2 )...mω 1 A 2 c δ(t i 2n−1 − t i 2n ) × cos 2 α(t 1 ) cos 2 α(t 3 ) ... cos 2 α(t 2n−1 ) = all pairsmω
So the Gaussian white noise properties ofÃ(t) are recovered. We can also show that the same properties can be derived forB(t) = S(t) sin(t). Now Eq. (175) follows immediately, since R * (t 1 )...R * (t m )R(t ′ 1 )...R(t ′ n ) = S(t 1 )...S(t m )S(t ′ 1 )...S(t ′ n ) × e −i[α(t 1 )+...+α(tm)−α(t ′ 1 )−...−α(t ′ n )] .
The angle average is non-zero only when
This is possible only when m = n and t i 1 = t ′ j 1 , ...., t im = t ′ jm .
Hence only the pairings of S(t i ) with S(t ′ j ) give non-vanishing contributions. This leads to Eq. (175).
D Calculation of the noise constants A c and B c
In this appendix we determine the noise constants A c and B c . We assume that the noises A(t) and B(t) come from the thermal bath with temperature T . In this case, we expect that the system reaches thermal equilibrium for t → ∞. Furthermore, from the equipartition theorem we expect that 1 2mω
where k B is Boltzmann's constant. Substituting the relations
into Eq. (189), we get the conditions q 2 L (t) eq + q * 2 L (t) eq = 0,ω 1 q * L (t)q L (t) eq = k B T.
For q 2 L (t) = (q La (t) + q Lr (t)) 2 = (q 2 La (t) + 2q La (t)q Lr (t) + q 2 Lr (t) = q 2 La (t) + q 2 Lr (t)
and
we have q 2 L (t) eq = lim t→∞ ( q 2 La (t) + q 2 Lr (t) ) = lim t→∞ q 2 Lr (t) =mω
Because of the (e 2γt − 1) a term, the only non-vanishing terms in Eq. (201) at t = 0 are for a = 0 or a = 1. So the above equation becomes I = m l=0 n j=0 (−q ′ * 1 ) l (−q ′ 1 ) j m!n! l!j!(m − l)!(n − j)! (−i d dt )(e iz * 1 t q * 1 ) m−l (e −iz 1 t q 1 ) n−j | t=0
Substituting Eq. (202) into Eq. (199) and integrating with δ(Γ − Γ ′ ), we get
k , m = 1, n = 1 0, for all other m and n.
(203)
F Factorization property
We show the factorization of Eq. (113) whenρ(Γ, 0) has the form ρ(Γ, 0) = f 1 (x 1 , p 1 ) k f k (x k , p k ) = g 1 (q * 1 , q 1 ) k g k (q * k , q k )
In Eq. (113), by integrating by parts, we can write dΓG(q 1 , q * 1 )
Let's expand 
