Atari games have been a long-standing benchmark in the reinforcement learning (RL) community for the past decade. This benchmark was proposed to test general competency of RL algorithms. Previous work has achieved good average performance by doing outstandingly well on many games of the set, but very poorly in several of the most challenging games. We propose Agent57, the first deep RL agent that outperforms the standard human benchmark on all 57 Atari games. To achieve this result, we train a neural network which parameterizes a family of policies ranging from very exploratory to purely exploitative. We propose an adaptive mechanism to choose which policy to prioritize throughout the training process. Additionally, we utilize a novel parameterization of the architecture that allows for more consistent and stable learning.
Introduction
The Arcade Learning Environment (ALE; Bellemare et al., 2013) was proposed as a platform for empirically assessing agents designed for general competency across a wide range of games. ALE offers an interface to a diverse set of Atari 2600 game environments designed to be engaging and challenging for human players. As Bellemare et al. (2013) put it, the Atari 2600 games are well suited for evaluating general competency in AI agents for three main reasons: (i) varied enough to claim generality, (ii) each interesting enough to be representative of settings that might be faced in practice, and (iii) each created by an independent party to be free of experimenter's bias.
Agents are expected to perform well in as many games as possible making minimal assumptions about the domain at hand and without the use of game-specific information. Deep Q-Networks (DQN ; Mnih et al., 2015) was the first algorithm to achieve human-level control in a large num- ber of the Atari 2600 games, measured by human normalized scores (HNS). Subsequently, using HNS to assess performance on Atari games has become one of the most widely used benchmarks in deep reinforcement learning (RL), despite the human baseline scores potentially underestimating human performance relative to what is possible (Toromanoff et al., 2019) . Nonetheless, human benchmark performance remains an oracle for "reasonable performance" across the 57 Atari games. Despite all efforts, no single RL algorithm has been able to achieve over 100% HNS on all 57 Atari games with one set of hyperparameters. Indeed, state of the art algorithms in model-based RL, MuZero (Schrittwieser et al., 2019) , and in model-free RL, R2D2 (Kapturowski et al., 2018) surpass 100% HNS on 51 and 52 games, respectively. While these algorithms achieve well above average human-level performance on a large fraction of the games (e.g. achieving more than 1000% HNS), in the games they fail to do so, they often fail to learn completely. These games showcase particularly important issues that a general RL algorithm should be able to tackle. Firstly, long-term credit assignment: which decisions are most deserving of credit for the positive (or negative) outcomes that follow? This problem is particularly hard when rewards are delayed and credit needs to be assigned over long sequences of actions, such as in the games of Skiing or Solaris. The game of Skiing is a canonical example due to its peculiar reward structure. The goal of the game is to run downhill through all gates as fast as possible. A penalty of five seconds is given for each missed gate. The reward, given only at the end, is proportional to the time elapsed. Therefore long-term credit assignment is needed to understand why an action taken early in the game (e.g. missing a gate) has a negative impact in the obtained reward. Secondly, exploration: efficient exploration can be critical to effective learning in RL. Games like Private Eye, Montezuma's Revenge, Pitfall! or Venture are widely considered hard exploration games (Bellemare et al., 2016; Ostrovski et al., 2017) as hundreds of actions may be required before a first positive reward is seen. In order to succeed, the agents need to keep exploring the environment despite the apparent impossibility of finding positive rewards. These problems are particularly challenging in large high dimensional state spaces where function approximation is required.
Exploration algorithms in deep RL generally fall into three categories: randomized value functions (Osband et al., 2016; Fortunato et al., 2017; Salimans et al., 2017; Plappert et al., 2017; Osband et al., 2018) , unsupervised policy learning (Gregor et al., 2016; Achiam et al., 2018; Eysenbach et al., 2018) and intrinsic motivation (Schmidhuber, 1991; Oudeyer et al., 2007; Barto, 2013; Bellemare et al., 2016; Ostrovski et al., 2017; Fu et al., 2017; Tang et al., 2017; Burda et al., 2018; Choi et al., 2018; Savinov et al., 2018; Puigdomènech Badia et al., 2020) . Other work combines handcrafted features, domain-specific knowledge or privileged pre-training to side-step the exploration problem, sometimes only evaluating on a few Atari games (Aytar et al., 2018; Ecoffet et al., 2019) . Despite the encouraging results, no algorithm has been able to significantly improve performance on challenging games without deteriorating performance on the remaining games without relying on human demonstrations (Pohlen et al., 2018) . Notably, amongst all this work, intrinsic motivation, and in particular, Never Give Up (NGU; Puigdomènech Badia et al., 2020) has shown significant recent promise in improving performance on hard exploration games. NGU achieves this by augmenting the reward signal with an internally generated intrinsic reward that is sensitive to novelty at two levels: short-term novelty within an episode and long-term novelty across episodes. It then learns a family of policies for exploring and exploiting (sharing the same parameters), with the end goal of obtain the highest score under the exploitative policy. However, NGU is not the most general agent: much like R2D2 and MuZero are able to perform strongly on all but few games, so too NGU suffers in that it performs strongly on a smaller, different set of games to agents such as MuZero and R2D2 (despite being based on R2D2). For example, in the game Surround R2D2 achieves the optimal score while NGU performs similar to a random policy. One shortcoming of NGU is that it collects the same amount of experience following each of its policies, regardless of their contribution to the learning progress. Some games require a significantly different degree of exploration to others. Intuitively, one would want to allocate the shared resources (both network capacity and data collection) such that end performance is maximized. We propose allowing NGU to adapt its exploration strategy over the course of an agent's lifetime, enabling specialization to the particular game it is learning. This is the first significant improvement we make to NGU to allow it to be a more general agent.
Recent work on long-term credit assignment can be categorized into roughly two types: ensuring that gradients correctly assign credit (Ke et al., 2017; Weber et al., 2019; Ferret et al., 2019; Fortunato et al., 2019) and using values or targets to ensure correct credit is assigned (Arjona-Medina et al., 2019; Hung et al., 2019; Liu et al., 2019; Harutyunyan et al., 2019) . NGU is also unable to cope with long-term credit assignment problems such as Skiing or Solaris where it fails to reach 100% HNS. Advances in credit assignment in RL often involve a mixture of both approaches, as values and rewards form the loss whilst the flow of gradients through a model directs learning.
In this work, we propose tackling the long-term credit assignment problem by improving the overall training stability, dynamically adjusting the discount factor, and increasing the backprop through time window. These are relatively simple changes compared to the approaches proposed in previous work, but we find them to be effective. Much recent work has explored this problem of how to dynamically adjust hyperparameters of a deep RL agent, e.g., approaches based upon evolution (Jaderberg et al., 2017 ), gradients (Xu et al., 2018 or multi-armed bandits (Schaul et al., 2019) . Inspired by Schaul et al. (2019) , we propose using a simple non-stationary multi-armed bandit (Garivier & Moulines, 2008) to directly control the exploration rate and discount factor to maximize the episode return, and then provide this information to the value network of the agent as an input. Unlike Schaul et al. (2019), 1) it controls the exploration rate and discount factor (helping with longterm credit assignment), and 2) the bandit controls a family of state-action value functions that back up the effects of exploration and longer discounts, rather than linearly tilting a common value function by a fixed functional form.
In summary, our contributions are as follows:
1. A new parameterization of the state-action value function that decomposes the contributions of the intrinsic and extrinsic rewards. As a result, we significantly increase the training stability over a large range of intrinsic reward scales.
2.
A meta-controller: an adaptive mechanism to select which of the policies (parameterized by exploration rate and discount factors) to prioritize throughout the training process. This allows the agent to control the exploration/exploitation trade-off by dedicating more resources to one or the other.
3. Finally, we demonstrate for the first time performance that is above the human baseline across all Atari 57 games. As part of these experiments, we also find that simply re-tuning the backprop through time window to be twice the previously published window for R2D2 led to superior long-term credit assignment (e.g., in Solaris) while still maintaining or improving overall performance on the remaining games.
These improvements to NGU collectively transform it into the most general Atari 57 agent, enabling it to outperform the human baseline uniformly over all Atari 57 games. Thus, we call this agent: Agent57.
Background: Never Give Up (NGU)
Our work builds on top of the NGU agent, which combines two ideas: first, the curiosity-driven exploration, and second, distributed deep RL agents, in particular R2D2.
NGU computes an intrinsic reward in order to encourage exploration. This reward is defined by combining perepisode and life-long novelty. The per-episode novelty, r episodic t , rapidly vanishes over the course of an episode, and it is computed by comparing observations to the contents of an episodic memory. The life-long novelty, α t , slowly vanishes throughout training, and it is computed by using a parametric model (in NGU and in this work Random Network Distillation (Burda et al., 2018) is used to this end). With this, the intrinsic reward r i t is defined as follows:
where L = 5 is a chosen maximum reward scaling. This leverages the long-term novelty provided by α t , while r episodic t continues to encourage the agent to explore within an episode. For a detailed description of the computation of r episodic t and α t , see (Puigdomènech Badia et al., 2020) . At time t, NGU adds N different scales of the same intrinsic reward β j r i t (β j ∈ R + , j ∈ 0, . . . N − 1) to the extrinsic reward provided by the environment, r e t , to form N potential total rewards r j,t = r e t + β j r i t . Consequently, NGU aims to learn the N different associated optimal state-action value functions Q * rj associated with each reward function r j,t . The exploration rates β j are parameters that control the degree of exploration. Higher values will encourage exploratory policies and smaller values will encourage exploitative policies. Additionally, for purposes of learning long-term credit assignment, each Q * rj has its own associated discount factor γ j (for background and notations on Markov Decision Processes (MDP) see App. A). Since the intrinsic reward is typically much more dense than the extrinsic reward, {(β j , γ j )} N −1 j=0 are chosen so as to allow for long term horizons (high values of γ j ) for exploitative policies (small values of β j ) and small term horizons (low values of γ j ) for exploratory policies (high values of β j ).
To learn the state-action value function Q * rj , NGU trains a recurrent neural network Q(x, a, j; θ), where j is a onehot vector indexing one of N implied MDPs (in particular (β j , γ j )), x is the current observation, a is an action, and θ are the parameters of the network (including the recurrent state). In practice, NGU can be unstable and fail to learn an appropriate approximation of Q * rj for all the state-action value functions in the family, even in simple environments. This is especially the case when the scale and sparseness of r e t and r i t are both different, or when one reward is more noisy than the other. We conjecture that learning a common state-action value function for a mix of rewards is difficult when the rewards are very different in nature. Therefore, in Sec. 3.1, we propose an architectural modification to tackle this issue.
Our agent is a deep distributed RL agent, in the lineage of R2D2 and NGU. As such, it decouples the data collection and the learning processes by having many actors feed data to a central prioritized replay buffer. A learner can then sample training data from this buffer, as shown in Fig. 2 (for implementation details and hyperparameters refer to App. E). More precisely, the replay buffer con- tains sequences of transitions that are removed regularly in a FIFO-manner. These sequences come from actor processes that interact with independent copies of the environment, and they are prioritized based on temporal differences errors (Kapturowski et al., 2018) . The priorities are initialized by the actors and updated by the learner with the updated state-action value function Q(x, a, j; θ). According to those priorities, the learner samples sequences of transitions from the replay buffer to construct an RL loss. Then, it updates the parameters of the neural network Q(x, a, j; θ) by minimizing the RL loss to approximate the optimal state-action value function. Finally, each actor shares the same network architecture as the learner but with different weights. We refer as θ l to the parameters of the l−th actor. The learner weights θ are sent to the actor frequently, which allows it to update its own weights θ l . Each actor uses different values l , which are employed to follow an l -greedy policy based on the current estimate of the state-action value function Q(x, a, j; θ l ). In particular, at the beginning of each episode and in each actor, NGU uniformly selects a pair (β j , γ j ). We hypothesize that this process is sub-optimal and propose to improve it in Sec. 3.2 by introducing a meta-controller for each actor that adapts the data collection process.
Improvements to NGU

State-Action Value Function Parameterization
The proposed architectural improvement consists in splitting the state-action value function in the following way:
where Q(x, a, j; θ e ) and Q(x, a, j; θ i ) are the extrinsic and intrinsic components of Q(x, a, j; θ) respectively. The sets of weights θ e and θ i separately parameterize two neural networks with identical architecture and θ = θ i ∪ θ e . Both Q(x, a, j; θ e ) and Q(x, a, j; θ i ) are optimized separately in the learner with rewards r e and r i respectively, but with the same target policy π(x) = arg max a∈A Q(x, a, j; θ). More precisely, to train the weights θ e and θ i , we use the same sequence of transitions sampled from the replay, but with two different transformed Retrace loss functions (Munos et al., 2016) . For Q(x, a, j; θ e ) we compute an extrinsic transformed Retrace loss on the sequence transitions with rewards r e and target policy π, whereas for Q(x, a, j; θ i ) we compute an intrinsic transformed Retrace loss on the same sequence of transitions but with rewards r i and target policy π. A reminder of how to compute a transformed Retrace loss on a sequence of transitions with rewards r and target policy π is provided in App. C.
In addition, in App. B, we show that this optimization of separate state-action values is equivalent to the optimization of the original single state-action value function with reward r e + β j r i (under a simple gradient descent optimizer). Even though the theoretical objective being optimized is the same, the parameterization is different: we use two different neural networks to approximate each one of these state-action values (a schematic and detailed figures of the architectures used can be found in App. F). By doing this, we allow each network to adapt to the scale and variance associated with their corresponding reward, and we also allow for the associated optimizer state to be separated for intrinsic and extrinsic state-action value functions.
Moreover, when a transformed Bellman operator (Pohlen et al., 2018) with function h is used (see App. A), we can split the state-action value function in the following way:
Q(x, a, j; θ) = h h −1 (Q(x, a, j; θ e )) + β j h −1 (Q(x, a, j; θ i )) .
In App. B, we also show that the optimization of separated transformed state-action value functions is equivalent to the optimization of the original single transformed stateaction value function. In practice, choosing a simple or transformed split does not seem to play an important role in terms of performance (empirical evidence and an intuition behind this result can be found in App. H.3). In our experiments, we choose an architecture with a simple split which corresponds to h being the identity, but still use the transformed Retrace loss functions.
Adaptive Exploration over a Family of Policies
The core idea of NGU is to jointly train a family of policies with different degrees of exploratory behaviour using a single network architecture. In this way, training these exploratory policies plays the role of a set of auxiliary tasks that can help train the shared architecture even in the absence of extrinsic rewards. A major limitation of this approach is that all policies are trained equally, regardless of their contribution to the learning progress. We propose to incorporate a meta-controller that can adaptively select which policies to use both at training and evaluation time. This carries two important consequences. Firstly, by selecting which policies to prioritize during training, we can allocate more of the capacity of the network to better represent the state-action value function of the policies that are most relevant for the task at hand. Note that this is likely to change throughout the training process, naturally building a curriculum to facilitate training. As mentioned in Sec. 2, policies are represented by pairs of exploration rate and discount factor, (β j , γ j ), which determine the discounted cumulative rewards to maximize. It is natural to expect policies with higher β j and lower γ j to make more progress early in training, while the opposite would be expected as training progresses. Secondly, this mechanism also provides a natural way of choosing the best policy in the family to use at evaluation time. Considering a wide range of values of γ j with β j ≈ 0, provides a way of automatically adjusting the discount factor on a per-task basis. This significantly increases the generality of the approach.
We propose to implement the meta-controller using a nonstationary multi-arm bandit algorithm running independently on each actor. The reason for this choice, as opposed to a global meta-controller, is that each actor follows a different l -greedy policy which may alter the choice of the optimal arm. Each arm j from the N -arm bandit is linked to a policy in the family and corresponds to a pair (β j , γ j ). At the beginning of each episode, say, the k-th episode, the meta-controller chooses an arm J k setting which policy will be executed. We use capital letters for the arm J k because it is a random variable. Then the l-th actor acts l -greedily with respect to the corresponding state-action value function, Q(x, a, J k ; θ l ), for the whole episode. The undiscounted extrinsic episode returns, noted R e k (J k ), are used as a reward signal to train the multi-arm bandit algorithm of the meta-controller.
The reward signal R e k (J k ) is non-stationary, as the agent changes throughout training. Thus, a classical bandit algorithm such as Upper Confidence Bound (UCB; Garivier & Moulines, 2008) will not be able to adapt to the changes of the reward through time. Therefore, we employ a simplified sliding-window UCB with UCB -greedy exploration. With probability 1 − UCB , this algorithm runs a slight modification of classic UCB on a sliding window of size τ and selects a random arm with probability UCB (details of the algorithms are provided in App. D).
Note that the benefit of adjusting the discount factor through training and at evaluation could be applied even in the absence of intrinsic rewards. To show this, we propose augmenting a variant of R2D2 with a meta-controller. In order to isolate the contribution of this change, we evaluate a variant of R2D2 which uses the same RL loss as Agent57. Namely, a transformed Retrace loss as opposed to a transformed n-step loss as in the original paper. We refer to this variant as R2D2 (Retrace) throughout the paper. In all other aspects, R2D2 (Retrace) is exactly the same algorithm as R2D2. We incorporate the joint training of several policies parameterized by {γ j } N −1 j=0 to R2D2 (Retrace). We refer to this algorithm as R2D2 (bandit).
Experiments
We begin this section by describing our experimental setup. Following NGU, Agent57 uses a family of coefficients {(β j , γ j )} N −1 j=0 of size N = 32. The choice of discounts {γ j } N −1 j=0 differs from that of NGU to allow for higher values, ranging from 0.99 to 0.9999 (see App. G.1 for details). The meta-controller uses a window size of τ = 160 episodes and = 0.5 for the actors and a window size of τ = 3600 episodes and = 0.01. All the other hyperparameters are identical to those of NGU, including the standard preprocessing of Atari frames. For a complete description of the hyperparameters and preprocessing we use, please see App. G.3. For all agents we run (that is, all agents except MuZero where we report numbers presented in Schrittwieser et al. (2019)), we employ a separate evaluator process to continuously record scores. We record the undiscounted episode returns averaged over 3 seeds and using a windowed mean over 50 episodes. For our best algorithm, Agent57, we report the results averaged over 6 seeds on all games to strengthen the significance of the results. On that average, we report the maximum over training as their final score, as done in Fortunato et al. (2017) ; Puigdomènech Badia et al. (2020) . Further details on our evaluation setup are described in App. E.
In addition to using human normalized scores HNS = Agent score −Randomscore Humanscore−Randomscore , we report the capped human normalized scores, CHNS = max{min{HNS, 1}, 0}. This measure is a better descriptor for evaluating general performance, as it puts an emphasis in the games that are below the average human performance benchmark. Furthermore, and avoiding any issues that aggregated metrics may have, we also provide all the scores that all the ablations obtain in all games we evaluate in App. H.1.
We structure the rest of this section in the following way: firstly, we show an overview of the results that Agent57 achieves. Then we proceed to perform ablations on each one of the improvements we propose for our model.
Summary of the Results
Tab. 1 shows a summary of the results we obtain on all 57 Atari games when compared to baselines. MuZero obtains the highest uncapped mean and median human normalized scores, but also the lowest capped scores. This is due to the fact that MuZero performs remarkably well in some games, such as Beam Rider, where it shows an uncapped score of 27469%, but at the same time catastrophically fails to learn in games such as Venture, achieving a score that is on par with a random policy. We see that the meta-controller improvement successfully transfers to R2D2: the proposed variant R2D2 (bandit) shows a mean, median, and CHNS that are much higher than R2D2 with the same Retrace loss. Finally, Agent57 achieves a median and mean that is greater than NGU and R2D2, but also its CHNS is 100%. This shows the generality of Agent57: not only it obtains a strong mean and median, but also it is able to obtain strong performance on the tail of games in which MuZero and R2D2 catastrophically fail. This is more clearly observed when looking at different percentiles: up to the 20th percentile, Agent57 shows much greater performance, only slightly surpassed by R2D2 (bandit) when we examine higher percentiles. In Fig. 3 we report the performance of Agent57 in isolation on the 57 games. We show the last 6 games (in terms of number of frames collected by the agents) in which the algorithm surpasses the human performance benchmark. As shown, the benchmark over games is beaten in a long-tailed fashion, where Agent57 uses the first 5 billion frames to surpass the human benchmark on 51 games. After that, we find hard exploration games, such as Montezuma's Revenge, Pitfall!, and Private Eye. Lastly, Agent57 surpasses the human benchmark on Skiing after 78 billion frames. To be able to achieve such performance on Skiing, Agent57 uses a high discount (as we show in Sec. 4.4). This naturally leads to high variance in the returns, which leads to needing more data in order to learn to play the game. One thing to note is that, in the game of Skiing, the human baseline is very competitive, with a score of −4336.9, where −17098.1 is random and −3272 is the optimal score one can achieve.
In general, as performance in Atari keeps improving, it seems natural to concentrate on the tail of the distribution, i.e., pay attention to those games for which progress in the literature has been historically much slower than average. We now present results for a subset of 10 games that we call the challenging set. It consists of the six hard exploration games as defined in (Bellemare et al., 2016) , plus games that require long-term credit assignment. More concretely, the games we use are: Beam Rider, Freeway, Montezuma's Revenge, Pitfall!, Pong, Private Eye, Skiing, Solaris, Surround, and Venture.
In Fig. 4 we can see the performance progression obtained from incorporating each one of the improvements we make on top of NGU. Such performance is reported on the selection of 10 games mentioned above. We observe that each one of the improvements results in an increment in final performance. Further, we see that each one of the improvements that is part of Agent57 is necessary in order to obtain the consistent final performance of 100% CHNS. 
State-Action Value Function Parameterization
We begin by evaluating the influence of the state-action value function parametrization on a minimalistic gridworld environment, called "random coin". It consists of an empty room of size 15 × 15 where a coin and an agent are randomly placed at the start of each episode. The agent can take four possible actions (up, down, left right) and episodes are at most 200 steps long. If the agent steps over the coin, it receives a reward of 1 and the episode terminates. In Fig. 5 we see the results of NGU with and without the new parameterization of its state-action value functions. We report performance after 150 million frames. We compare the extrinsic returns for the policies that are the exploitative (β j = 0) and the most exploratory (with the largest β j in the family). Even for small values of the exploration rates (max j β j ), this setting induces very different exploratory and exploitative policies. Maximizing the discounted extrinsic returns is achieved by taking the shortest path towards the coin (obtaining an extrinsic return of one), whereas maximizing the augmented returns is achieved by avoiding the coin and visiting all remaining states (obtaining an extrinsic return of zero). In principle, NGU should be able to learn these policies jointly. However, we observe that the exploitative policy in NGU struggles to solve the task as intrinsic motivation reward scale increases. As we increase the scale of the intrinsic reward, its value becomes much greater than that of the extrinsic reward. As a consequence, the conditional state-action value network of NGU is required to represent very different values depending on the β j we condition on. This implies that the network is increasingly required to have more flexible representations. Using separate networks dramatically increases its robustness to the intrinsic reward weight that is used. Note that this effect would not occur if the episode did not terminate after collecting the coin. In such case, exploratory and exploitative policies would be allowed to be very similar: both could start by collecting the coin as quickly as possible. In Fig. 4 we can see that this improvement also translates to the challenging set. NGU achieves a much lower average CHNS than its separate network counterpart. We also observe this phenomenon when we incorporate the meta-controller. Agent57 suffers a drop of performance that is greater than 20% when the separate network improvement is removed.
We can also see that it is a general improvement: it does not show worse performance on any of the 10 games of the challenging set. More concretely, the largest improvement is seen in the case of Surround, where NGU obtains a score on par with a random policy, whereas with the new parametrization it reaches a score that is nearly optimal. This is because Surround is a case that is similar to the "random coin" environment mentioned above: as the player makes progress in the game, they have the choice to surround the opponent snake, receive a reward, and start from the initial state, or keep wandering around without capturing the opponent, and thus visiting new states in the world. 
Backprop Through Time Window Size
In this section we analyze the impact of having a backprop through time window size. More concretely, we analyze its impact on the base algorithm R2D2 to see its effect without NGU or any of the improvements we propose. Further, we also analyze its effect on Agent57, to see if any of the improvements on NGU overlap with this change. In both cases, we compare using backprop through time window sizes of 80 (default in R2D2) versus 160.
In aggregated terms over the challenging set, its effect seems to be the same for both R2D2 and Agent57: using a longer backprop through time window appears to be initially slower, but results in better overall stability and slightly higher final score. A detailed comparison over those 10 games is shown in App. H.2. This effect can be seen clearly in the game of Solaris, as observed in Fig. 6 . This is also the game showing the largest improvement in terms of final score. This is again general improvement, as it enhances performance on all the challenging set games. For further details we report the scores in App. H.1.
Adaptive Exploration
In this section, we analyze the effect of using the metacontroller described in Sec. 3.1 in both the actors and the evaluator. To isolate the contribution of this improvement, we evaluate two settings: R2D2 and NGU with separate networks, with and without meta-controller. Results are shown in Fig. 7 . Again, we observe that this is a general improvement in both comparisons. Firstly, we observe that there is a great value in this improvement on its own, enhancing the final performance of R2D2 by close to 20% CHNS. Secondly, we observe that the benefit on NGU with separate networks is more modest than for R2D2. This indicates that there is a slight overlap in the contributions of the separate network parameterization and the use of the meta-controller. The bandit algorithm can adaptively decrease the value of β when the difference in scale between intrinsic and extrinsic rewards is large. Using the metacontroller allows to include very high discount values in the set {γ j } N j=0 . Specifically, running R2D2 with a high discount factor, γ = 0.9999 surpasses the human baseline in the game of Skiing. However, using that hyperparameter across the full set of games, renders the algorithm very unstable and damages its end performance. All the scores in the challenging set for a fixed high discount (γ = 0.9999) variant of R2D2 are reported in App. H.1. When using a meta-controller, the algorithm does not need to make this compromise: it can adapt it in a per-task manner.
Finally, the results and discussion above show why it is beneficial to use different values of β and γ on a per-task basis. At the same time, in Sec. 3 we hypothesize it would also be useful to vary those coefficients throughout training. In Fig. 8 we can see the choice of (β j , γ j ) producing highest returns on the meta-controller of the evaluator across training for several games. Some games clearly have a preferred mode: on Skiing the high discount combination is quickly picked up when the agent starts to learn, and on Hero a high β and low γ is generally preferred at all times. On the other hand, some games have different preferred modes throughout training: on Gravitar, Crazy Climber, Beam Rider, and Jamesbond, Agent57 initially chooses to focus on exploratory policies with low discount, and, as training progresses, the agent shifts into producing experience from higher discount and more exploitative policies.
Conclusions
We present the first deep reinforcement learning agent with performance above the human benchmark on all 57 Atari games. The agent is able to balance the learning of different skills that are required to be performant on such diverse set of games: exploration and exploitation and long-term credit assignment. To do that, we propose simple improvements to an existing agent, Never Give Up, which has good performance on hard-exploration games, but in itself does not have strong overall performance across all 57 games. These improvements are i) using a different parameterization of the state-action value function, ii) using a metacontroller to dynamically adapt the novelty preference and discount, and iii) the use of longer backprop-through time window to learn from using the Retrace algorithm.
This method leverages a great amount of computation to its advantage: similarly to NGU, it is able to scale well with increasing amounts of computation. This has also been the case with the many recent achievements in deep RL (Silver et al., 2016; Andrychowicz et al., 2018; Vinyals et al., 2019) . While this enables our method to achieve strong performance, an interesting research direction is to pursue ways in which to improve the data efficiency of this agent. Additionally, this agent shows an average capped human normalized score of 100%. However, in our view this by no means marks the end of Atari research, not only in terms of efficiency as above, but also in terms of general performance. We offer two views on this: firstly, analyzing the performance among percentiles gives us new insights on how general algorithms are. While Agent57 achieves great results on the first percentiles of the 57 games and holds better mean and median performance than NGU or R2D2, as MuZero shows, it could still obtain much better average performance. Secondly, as pointed out by Toromanoff et al. (2019) , all current algorithms are far from achieving optimal performance in some games. To that end, key improvements to use might be enhancements in the representations that Agent57 and NGU use for exploration, planning (as suggested by the results achieved by MuZero) as well as better mechanisms for credit assignment (as highlighted by the results seen in Skiing). 
A. Background on MDP
A Markov decision process (MDP; Puterman, 1990) is a tuple (X , A, P, r, γ), with X being the state space, A being the action space, P the state-transition distribution maps each state-action tuple (x, a) to a probability distribution over states (with P (y|x, a) denoting the probability of transitioning to state y from x by choosing action a), the reward function r ∈ R X ×A and γ ∈]0, 1[ the discount factor. A stochastic policy π maps each state to a distribution over actions (π(a|x) denotes the probability of choosing action a in state x). A deterministic policy π D ∈ X A can also be represented by a distribution over actions π such that π(π D (x)|x) = 1. We will use one or the other concept with the same notation π in the remaining when the context is clear.
Let T (x, a, π) be the distribution over trajectories τ = (X t , A t , R t , X t+1 ) t∈N generated by a policy π, with (X 0 , A 0 ) = (x, a), ∀t ≥ 1, A t ∼ π(.|X t ), ∀t ≥ 0, R t = r(X t , A t ) and ∀t ≥ 0, X t+1 ∼ P (.|X t , A t ). Then, the state-action value function Q π r (x, a) for the policy π and the state-action tuple (x, a) is defined as:
The optimal state-action value function Q * is defined as:
where the max is taken over all stochastic policies.
Let define the one-step evaluation Bellman operator T π r , for all functions Q ∈ R X ×A and for all state-action tuples (x, a) ∈ X × A, as:
The one-step evaluation Bellman operator can also be written with vectorial notations:
where P π is a transition matrix representing the effect of acting according to π in a MDP with dynamics P . The evaluation Bellman operator is a contraction and its fixed point is Q π r . Finally let define the greedy operator G, for all functions Q ∈ R X ×A and for all state x ∈ X , as:
Then, one can show (Puterman, 1990) , via a fixed point argument, that the following discrete scheme:
where Q 0 can be initialized arbitrarily, converges to Q * r . This discrete scheme is called the one-step value iteration scheme. Throughout the article, we also use transformed Bellman operators (see Sec. C.2). The one-step transformed evaluation Bellman operator T π r,h , for all functions Q ∈ R X ×A and for all state-action tuples (x, a) ∈ X × A, can be defined as:
where h is a monotonically increasing and invertible squashing function that scales the state-action value function to make it easier to approximate for a neural network. In particular, we use the function h:
with a small number. The one-step transformed evaluation Bellman operator can also be written with vectorial notations:
Under some conditions on h (Pohlen et al., 2018) and via a contraction argument, one can show that the transformed one-step value iteration scheme:
where Q 0 can be initialized arbitrarily, converges. We note this limit Q * r,h .
B. Extrinsic-Intrinsic Decomposition
For an intrinsically-motivated agent, the reward function r is a linear combination of the intrinsic reward r i and the extrinsic reward r e : r = r e + βr i .
One can compute the optimal state-action value function Q * r via the value iteration scheme:
where Q 0 can be initialized arbitrarily.
Now, we want to show how we can also converge to Q * r using separate intrinsic and extrinsic state-action value functions. Indeed, let us consider the following discrete scheme:
where the functions (Q e 0 , Q i 0 ) can be initialized arbitrarily. Our goal is simply to show that the linear combination of extrinsic and intrinsic state-action value functionQ k :
verifies a one-step value iteration scheme with respect to the reward r = r e + βr i and therefore converges to Q * r . To show that let us rewriteQ k+1 :Q
Therefore we have thatQ k satisfies a value iteration scheme with respect to the reward r = r e + βr i :
and by the contraction property: lim
This result means that we can compute separately Q e k and Q i k and then mix them to obtain the same behavior than if we had computed Q k directly with the mixed reward r e + βr i . This implies that we can separately compute the extrinsic and intrinsic component. Each architecture will need to learn their state-action value for different mixtures β and then act according to the greedy policy of the mixture of the state-action value functions. This result could also be thought as related to Barreto et al. (2017) which may suggest potential future research directions.
The same type of result holds for the transformed state-action value functions. Indeed let us consider the optimal transformed state-action value function Q * r,h that can be computed via the following discrete scheme:
Now, we show how we can compute Q * r,h differently using separate intrinsic and extrinsic state-action value functions. Indeed, let us consider the following discrete scheme:
where the functions (Q e 0 , Q i 0 ) can be initialized arbitrarily. We want to show thatQ k defines as:
verifies the one-step transformed value iteration scheme with respect to the reward r = r e + βr i and therefore converges to Q * r,h . To show that let us rewriteQ k+1 :
Thus we have thatQ k satisfies the one-step transformed value iteration scheme with respect to the reward r = r e + βr i :
and by contraction: lim
One can remark that when the transformation h is the identity, we recover the linear mix between intrinsic and extrinsic state-action value functions.
C. Retrace and Transformed Retrace
Retrace (Munos et al., 2016) is an off-policy RL algorithm for evaluation or control. In the evaluation setting the goal is to estimate the state-action value function Q π of a target policy π from trajectories drawn from a behaviour policy µ.
In the control setting the goal is to build a sequence of target policies π k and state-action value functions Q k in order to approximate Q * .
The evaluation Retrace operator T µ,π r , that depends on µ and π, is defined as follows, for all functions Q ∈ R X ×A and for all state-action tuples (x, a) ∈ X × A:
where the temporal difference δ t is defined as:
and the trace coefficients c s as:
where λ is a fixed parameter ∈ [0, 1]. The operator T µ,π r is a multi-step evaluation operator that corrects the behaviour of µ to evaluate the policy π. It has been shown in Theorem 1 of Munos et al. (2016) that Q π r is the fixed point of T µ,π r . In addition, Theorem 2 of Munos et al. (2016) explains in which conditions the Retrace value iteration scheme:
converges to the optimal state-action value function Q * , where Q 0 is initialized arbitrarily and {µ k } k∈N is an arbitrary sequence of policies that may depend on Q k .
As in the case of the one-step Bellman operator, we can also define a transformed counterpart to the Retrace operator. More specifically, we can define the transformed Retrace operator T µ,π r,h , for all functions Q ∈ R X ×A and for all stateaction tuples (x, a) ∈ X × A:
where the temporal difference δ h t is defined as:
As in the case of the Retrace operator, we can define the transformed Retrace value iteration scheme:
where Q 0 is initialized arbitrarily and {µ k } k∈N is an arbitrary sequence of policies.
C.1. Extrinsic-Intrinsic Decomposition for Retrace and Transformed Retrace
Following the same methodology than App .B, we can also show that the state-action value function can be decomposed in extrinsic and intrinsic components for the Retrace and transformed Retrace value iteration schemes when the reward is of the form r = r e + βr i .
Indeed if we define the following discrete scheme:
where the functions (Q e 0 , Q i 0 ) can be initialized arbitrarily and {μ k } k∈N is an arbitrary sequence of policies. Then, it is straightforward to show that the linear combinationQ k :
verifies the Retrace value iteration scheme:
Likewise, if we define the following discrete scheme:
where the functions (Q e 0 , Q i 0 ) can be initialized arbitrarily and {μ k } k∈N is an arbitrary sequence of policies. Then, it is also straightforward to show thatQ k defines as:
verifies the transformed Retrace value iteration scheme:
C.2. Retrace and Transformed Retrace Losses for Neural Nets.
In this section, we explain how we approximate with finite data and neural networks the Retrace value iteration scheme. To start, one important thing to remark is that we can rewrite the evaluation step:
where . can be any norm over the function space R X ×A . This means that the evaluation step can be seen as an optimization problem over a functional space where the optimization consists in finding a function Q that matches the target T µ k ,π k r Q k .
In practice, we face two important problems. The search space R X ×A is too big and we cannot evaluate T µ k ,π k r Q k everywhere because we have a finite set of data. To tackle the former, a possible solution is to use function approximation such as neural networks. Thus, we parameterize the state action value function Q(x, a; θ) (where θ is the set of parameters of the neural network) also called online network. Concerning the latter, we are going to build sampled estimates of T µ k ,π k r Q k and use them as targets for our optimization problem. In practice, the targets are built from a previous and fixed set of parameters θ − of the neural network. Q(x, a; θ − ) is called the target network. The target network is updated to the value of the online network at a fixed frequency during the learning.
More precisely, let us consider a batch of size B of finite sampled sequences of size H:
and then following the behaviour policy µ. Then, we can define the finite sampled-Retrace targets as:
where π(a|x) is the target policy.
Once the targets are computed, the goal is to find a parameter θ that fits those targets by minimizing the following loss function:
This is done by an optimizer such as gradient descent for instance. Once θ is updated by the optimizer, a new loss with new targets is computed and minimized until convergence.
Therefore in practice the evaluation step of the Retrace value iteration scheme Q k+1 = T µ k ,π k r Q k is approximated by minimizing the loss L(D, θ, π, µ) with an optimizer. The greedy step π k = G (Q k ) is realized by simply being greedy with respect to the online network and choosing the target policy as follows: π = G (Q(x, a; θ) ).
In the case of a transformed Retrace operator, we have the following targets:
And the transformed Retrace loss function is:
D. Multi-arm Bandit Formalism
This section describes succinctly the multi-arm bandit (MAB) paradigm, upper confidence bound (UCB) algorithm and sliding-window UCB algorithm. For a more thorough explanation and analysis we refer the reader to Garivier & Moulines (2008) .
At each time k ∈ N, a MAB algorithm chooses an arm A k among the possible arms {0, . . . , N − 1} according to a policy π that is conditioned on the sequence of previous actions and rewards. Doing so, it receives a reward R k (A k ) ∈ R. In the stationary case, the rewards {R k (a)} k≥0 for a given arm a ∈ {0, . . . , N − 1} are modelled by a sequence of i.i.d random variables. In the non-stationary case, the rewards {R k (a)} k≥0 are modelled by a sequence of independent random variables but whose distributions could change through time.
The goal of a MAB algorithm is to find a policy π that maximizes the expected cumulative reward for a given horizon K:
In the stationary case, the UCB algorithm has been well studied and is commonly used. Let us define the number of times an arm a has been played after k steps:
Let us also define the empirical mean of an arm a after k steps:
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The UCB algorithm is then defined as follows:
In the non-stationary case, the UCB algorithm cannot adapt to the change of reward distribution and one can use a slidingwindow UCB in that case. It is commonly understood that the window length τ ∈ N * should be way smaller that the horizon K. Let us define the number of times an arm a has been played after k steps for a window of length τ :
where 0 ∨ k − τ means max(0, k − τ ). Let define the empirical mean of an arm a after k steps for a window of length τ :
Then , the sliding window UCB can be defined as follows:
In our experiments, we use a simplified sliding window UCB with UCB -greedy exploration:
where U k is a random value drawn uniformly from [0, 1] and Y k a random action drawn uniformly from {0, . . . , N − 1}.
E. Implementation details of the distributed setting
Replay buffer: it stores fixed-length sequences of transitions ξ = (ω s ) t+H−1 s=t along with their priorities p ξ . A transition is of the form ω s = (r e s−1 , r i s−1 , a s−1 , h s−1 , x s , a s , h s , µ s , j s , r e s , r i s , x s+1 ) . Such transitions are also called timesteps and the length of a sequence H is called the trace length. In addition, adjacent sequences in the replay buffer overlap by a number of timesteps called the replay period and the sequences never cross episode boundaries. Let us describe each element of a transition:
• r e s−1 : extrinsic reward at the previous time.
• r i s−1 : intrinsic reward at the previous time.
• a s−1 : action done by the agent at the previous time.
• h s−1 : recurrent state (in our case hidden state of the LSTM) at the previous time.
• x s : observation provided by the environment at the current time.
• a s : action done by the agent at the current time.
• h s : recurrent state (in our case hidden state of the LSTM) at the current time.
• µ s : the probability of choosing the action a s .
• j s = j: index of the pair (γ j , β j ) chosen at a beginning of an episode in each actor by the multi-arm bandit algorithm (fixed for the whole sequence).
• r e s : extrinsic reward at the current time.
• r i s : intrinsic reward at the current time • x s+1 : observation provided by the environment at the next time.
In our experiment, we choose a trace length of 160 with a replay period of 80 or a trace length of 80 with a replay period of 40. Please refer to (Kapturowski et al., 2018) for a detailed experimental of trade-offs on different treatments of recurrent states in the replay. Finally, concerning the priorities, we followed the same prioritization scheme proposed by Kapturowski et al. (2018) using a mixture of max and mean of the TD-errors in the sequence with priority exponent η = 0.9.
Actors: each of the L actors shares the same network architecture as the learner but with different weights θ l , with 0 ≤ l ≤ L − 1. The l-th actor updates its weights θ l every 400 frames by copying the weights of the learner. At the beginning of each episode, each actor chooses, via a multi-arm bandit algorithm, an index j that represents a pair (γ j , β j ) in the family of pairs ({β j , γ j )} N −1 j=0 . In addition, the recurrent state is initialized to zero. To act, an actor will need to do a forward pass on the network in order to compute the state-action value for all actions, noted Q(x t , ., j; θ l ). To do so the inputs of the network are :
• x t : the observation at time t.
• r e t−1 : the extrinsic reward at the previous time, initialized with r e −1 = 0.
• r i t−1 : the intrinsic reward at the previous time, initialized with r i −1 = 0.
• a t−1 : the action at the previous time, a −1 is initialized randomly.
• h t−1 : recurrent state at the previous time, is initialized with h −1 = 0.
• j t−1 = j: the index of the pair (β j , γ j ) chosen by the multi-arm bandit algorithm (fixed for all the episode).
At time t, the l−th actor acts l -greedy with respect to Q(x t , ., j; θ l ):
Else: a t = arg max a∈A Q(x t , a, j; θ l ),
where U t is a random value drawn uniformly from [0, 1] and Y t a random action drawn uniformly from A. The probability µ t associated to a t is therefore:
where |A| is the cardinal number of the action space, 18 in the case of Atari games. Then, the actor plays the action a t and computes the intrinsic reward r i t and the environment produces the next observation x t+1 and the extrinsic reward r e t . This process goes on until the end of the episode.
The value of the noise l is chosen according to the same formula established by Horgan et al. (2018) : l = 1+α l L−1 where = 0.4 and α = 8. In our experiments, we fix the number of actors to L = 256. Finally, the actors send the data collected to the replay along with the priorities.
Evaluator: the evaluator shares the same network architecture as the learner but with different weights θ e . The evaluator updates its weights θ l every 5 episodes frames by copying the weights of the learner. Unlike the actors, the experience produced by the evaluator is not sent to the replay buffer. The evaluator alternates between the following states every 5 episodes:
• Training bandit algorithm: the evaluator chooses, via a multi-arm bandit algorithm, an index j that represents a pair (γ j , β j ) in the family of pairs ({β j , γ j )} N −1 j=0 . Then it proceeds to act in the same way as the actors, described above. At the end of the episode, the undiscounted returns are used to train the multi-arm bandit algorithm.
• Evaluation: the evaluator chooses the greedy choice of index j, arg max 1≤a≤Nμk−1 (a), so it acts with (γ j , β j ).
Then it proceeds to act in the same way as the actors, described above. At the end of 5 episodes and before switching to the other mode, the results of those 5 episodes are average and reported.
Learner: The learner contains two identical networks called the online and target networks with different weights θ and θ − respectively (Mnih et al., 2015) . The target network's weights θ − are updated to θ every 1500 optimization steps. For our particular architecture, the weights θ = θ e ∪ θ i can be decomposed in a set of intrinsic weights θ e and θ i that have the same architecture. Likewise, we have θ − = θ −,e ∪ θ −,i . The intrinsic and extrinsic weights are going to be updated by their own transformed Retrace loss. θ e and θ i are updated by executing the following sequence of instructions:
• First, the learner samples a batch of size B of fixed-length sequences of transitions D = {ξ b = (ω b s ) t+H−1 s=t } B−1 b=0 from the replay buffer.
• Then, a forward pass is done on the online network and the target with inputs
• Once the state-action values are computed, it is now easy to compute the transformed Retrace losses L(D, θ e , θ −,e , π, µ, r e , h) and L(D, θ i , θ −,i , π, µ, r i , h) for each set of weights θ e and θ i , respectively, as shown in Sec .C. The target policy π is greedy with respect to Q(x b s , ., j b ; θ e ) + β j b s Q(x b s , ., j b ; θ i ) or with respect to h h −1 (Q(x b s , ., j b ; θ e )) + β j b s h −1 (Q(x b s , ., j b ; θ i )) in the case where we want to apply a transform h to the mixture of intrinsic and extrinsic state-action value functions.
• The transformed Retrace losses are optimized with an Adam optimizer.
• Like NGU, the inverse dynamics model and the random network distillation losses necessary to compute the intrinsic rewards are optimized with an Adam optimizer.
• Finally, the priorities are computed for each sampled sequence of transitions ξ b and updated in the replay buffer.
Computation used: in terms of hardware we train the agent with a single GPU-based learner, performing approximately 5 network updates per second (each update on a mini-batch of 64 sequences of length 160. We use 256 actors, with each one performing ∼ 260 environment steps per second on Atari.
Agent57: Outperforming the Atari Human Benchmark F. Network Architectures Figure 9 . Sketch of the Agent57.
Agent57: Outperforming the Atari Human Benchmark The intuition between the choice of the set {(β j , γ j )} N −1 j=0 is the following. Concerning the β j we want to encourage policies which are very exploitative and very exploratory and that is why we choose a sigmoid as shown in Fig. 11(a) . Concerning the γ j we would like to allow for long term horizons (high values of γ j ) for exploitative policies (small values of β j ) and small term horizons (low values of γ j ) for exploratory policies (high values of β j ). This is mainly due to the sparseness of the extrinsic reward and the dense nature of the intrinsic reward. This motivates the choice done in Fig. 11(b) . where N = 32, γ 0 = 0.9999, γ 1 = 0.997 and γ 2 = 0.99.
G.2. Atari pre-processing hyperparameters
In this section we detail the hyperparameters we use to pre-process the environment frames received from the Arcade Learning Environment. On Tab. 2 we detail such hyperparameters. ALE is publicly available at https://github. com/mgbellemare/Arcade-Learning-Environment. Table 2 . Atari pre-processing hyperparameters.
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G.3. Hyperparameters Used
The hyperparameters that we used in all experiments are exactly like those of NGU. However, for completeness, we detail them below in Tab. 3. We also include the hyperparameters we use for the windowed UCB bandit. 
G.4. Hyperparameters Search Range
The ranges we used to select the hyperparameters of Agent57 are displayed on Tab. 4.
Hyperparameter
Value Bandit window size τ {160, 224, 320, 640} Bandit UCB {0.3, 0.5, 0.7} Table 4 . Range of hyperparameters sweeps. H.3. Identity versus h-transform mixes comparison Figure 13 . Performance comparison for identity versus h-transform mixes on the 10-game challenging set. Fig H. 3, choosing an identity or an h-transform mix does not seem to make a difference in terms of performance. The only real important thing is that a combination between extrinsic and intrinsic happens whether it is linear or not. In addition, one can remark that for extreme values of β (β = 0, β >> 1), the quantities Q e k (x, a) + βQ i k (x, a) and h −1 (Q e k (x, a)) + βh −1 (Q i k (x, a)) have the same arg max a∈A because h −1 is strictly increasing. Therefore, this means that on the extremes values of β, the transform and normal value iteration schemes converge towards the same policy. For in between values of β, this is not the case. But we can conjecture that when a transform operator and and identity mix are used, the value iteration scheme approximates a state-action value function that is optimal with respect to a non-linear combination of the intrinsic and extrinsic rewards r i , r e , respectively.
H.2. Backprop window length comparison
As shown in
