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We have successfully extended our implicit hybrid finite element/volume solver 
to flows involving two immiscible fluids. The solver is based on the segregated 
pressure correction or projection method on staggered unstructured hybrid meshes. 
An intermediate velocity field is first obtained by solving the momentum equations 
with the matrix-free implicit cell-centered finite volume method. The pressure 
Poisson equation is solved by the node-based Galerkin finite element method for an 
auxiliary variable. The auxiliary variable is used to update the velocity field and the 
pressure field. The pressure field is carefully updated by taking into account the 
velocity divergence field. This updating strategy can be rigorously proven to be able 
to eliminate the unphysical pressure boundary layer and is crucial for the correct 
temporal convergence rate. Our current staggered-mesh scheme is distinct from 
other conventional ones in that we store the velocity components at cell centers and 
the auxiliary variable at vertices. The fluid-interface is captured by solving an 
advection equation for the volume fraction of one of the fluids. The same matrix-
free finite volume method as the one used for momentum equations is used to solve 
the advection equation. We will focus on the interface sharpening strategy to 
minimize the smearing of the interface over time. We have developed and 
implemented a global mass conservation algorithm which enforces the conservation 
of the mass for each fluid. 
I. Introduction 
ecently, we developed a hybrid finite element/volume (FE/FV) solver [1] for incompressible flows. The hybrid 
solver is based on the well-known pressure correction (projection) method [2, 3]. The solution procedure 
follows a segregated approach to decouple the pressure from the velocity. The velocity field is updated by solving 
the momentum equation provided that a known pressure field is given as a source term, through a cell-centered finite 
volume (FV) discretization. The pressure does not directly enter the momentum equation. Instead, an auxiliary 
variable, which is closely related to the pressure, takes the place of pressure in the momentum equation, providing 
pressure gradient information. We put the auxiliary variable on the vertices of cells. This deployment provides a 
convenient way to evaluate the pressure gradient using the local finite element basis functions. The incremental 
value of the auxiliary variable is computed by solving a Poisson equation using the Galerkin finite element (FE) 
method. The auxiliary variable is then used to update the velocity field. After the final velocity field is determined, 
the pressure can be updated using the auxiliary variable and the velocity divergence field. The pressure is updated in 
such a way that the pressure field is free of unphysical conditions in the boundary layer. 
Our hybrid finite volume/element solver is aimed to take advantage of the merits of both the FV and the FE 
methods and avoid their shortcomings. For example, highly-stretched cells (also known as high-aspect-ratio cells) 
are commonly used inside the boundary layer for high Reynolds number flows to resolve the boundary layer and 
reduce the number of cells. The stabilization parameters in the stabilized FE based flow solvers [4, 5] are related to 
the characteristic element length that is not well defined for high-aspect-ratio mesh elements. Due to this, it is very 
difficult to control the numerical dissipation of stabilized finite element solvers. By contrast, the finite volume flow 
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solver is very insensitive to the aspect ratio of the mesh cells. It is quite common for the FV solvers to handle cells 
with aspect ratios in the order of thousands [6, 7]. For this reason, we use the finite volume method to solve the 
momentum equation. On the other hand, the classic Galerkin FE method is very suitable for the elliptic typed 
equations like the pressure Poisson equation emerging from the segregated approach. Therefore, the combination of 
the FV method and the FE method is expected to perform well in the incompressible flow solvers based on the 
pressure projection method, which has been confirmed by our earlier work [1]. The numerical examples we 
presented in [1] are all about low Reynolds number flows. In our recent work, we have extended the hybrid flow 
solver to high Reynolds number flows using hybrid meshes with high aspect ratios [8]. 
We also incorporated the Detached Eddy Simulation (DES) [9] turbulence model into the flow solver to compute 
the eddy viscosity. The DES model was originally proposed to be an affordable hybrid Reynolds-averaged Navier-
Stokes (RANS) and Large Eddy Simulation (LES) models for flows at realistic Reynolds numbers. In attached 
boundary layers the DES model acts as a RANS model and in massively separated regions the DES functions as the 
LES model. A modified distance to the wall named the DES distance acts as a switch between the RANS mode and 
the LES mode [9]. There are two DES-based turbulence models. One is the one-equation Spalart-Allmaras (SA) 
DES model [9-10]. The other is the two-equation Shear Stress Transport (SST) DES model [11]. The SA-DES 
model is gaining more popularity [12-14] due to its simplicity and fair accuracy. In our hybrid flow solver, we 
incorporated the SA-DES turbulence model. For details of implementations, see [8]. 
Generally, there are two distinct approaches in the numerical simulation of two-fluid flows (excluding panel 
methods [15]). Depending on the physical characteristics of the problem, either “moving-mesh” or “fixed-mesh” 
techniques are used. In the moving-mesh techniques, the motion of the free-surface is absorbed by moving the 
computational nodes located on the free-surface [16-17]. Most of the moving-mesh techniques are based on either 
the space-time finite element formulations [18-19] or the Arbitrary Lagrangian-Eulerian (ALE) [20-21] 
formulations. In the applications where the deformation of the free-surface is large, the moving-mesh techniques 
usually result in element distortions. As the element distortions grow and become unacceptable, the generation of a 
new mesh and the projection of the solution from the old mesh to the new one is essential [22]. In complex 3D 
applications, this procedure is extremely difficult and time consuming. In such cases, computations using fixed-
mesh techniques are more desirable. 
The most common fixed-mesh techniques are based on the VOF [23], the level-set [24-25] and Interface-
Sharpening/Global Mass Conservation (IS-GMC) methods [26-27]. In these methods, the Navier-Stokes equations 
are solved over a non-moving mesh. A scalar function (or color function) acts as a marker to identify the location of 
the free-surface. This function is transported throughout the computational domain with a transient advection 
equation. 
In this article we will describe the extension our implicit hybrid finite element/volume solver to flows involving 
two immiscible fluids based on IS-GMC algorithm. In our implementation, we will focus on the free surface 
sharpening strategy to minimize the smearing of the interface over time.  
The rest of this paper is organized as follows. Section 2 presents the governing equations. Section 3 provides the 
solution strategy and a brief overview of our hybrid solver. Section 4 provides some implementation issues 
regarding the mass conservation. Section 5 deals with parallel implementation and parallel performance. Some test 
cases are presented in Section 6 to demonstrate the performance of the current two fluid-flow solver. Finally in 
Section 7, we summarize this paper with final concluding remarks. 
II. GOVERNING EQUATIONS 
The velocity and pressure fields of two isothermal incompressible and immiscible fluids, denoted by FluidA and 
FluidB, moving in the domain  x ∈ Ω  with boundary  ∂Ω during the time interval  t ∈ (0,T) can be described by the 
incompressible Navier Stokes equations for multiphase flows.  Let  Ω = Ωt
A ∩ Ωt
B  where  Ωt
A  and  Ωt
B represent 
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Using φ , we can define the density, ρ , and the viscosity,  μ , as following: 




μ = μA + μB −μA( )φ  (3) 
where the subscription “A” and “B” refer to FluidA and  FluidB respectively. For these two fluids, the Navier-Stokes 
equations can be written as: 























Here, u,  p , and g, are the fluid velocity, pressure and gravitational force, respectively. Eqs. (4-6) are completed by 
an appropriate set of boundary and initial conditions. Based on the velocity, the entire physical boundary can be 
generally categorized into  ∂Ω = ΓD ∩ Γn ∩ ΓN  (the notation follows that in [28]) where 
•  ΓD :  u = ub , i.e. all components of velocity are specified, e.g., inflow boundary. 
•  Γn :  u ⋅ n = (u ⋅n)b , i.e. only the velocity component normal to the boundary is specified, e.g., symmetry 
boundary, and 
•  ΓN :  σ ⋅n = (σ ⋅n)b , e.g., outflow boundary. 
where  n is the unit vector normal to the boundary. In addition to physical boundary conditions, at the moving 
interface of two fluids, the jump condition applies. For two immiscible fluids we can write: 
 
 
n⋅ σ ⋅n( )= γκ







where  s is the unit vector tangent to the interface. Here  γ and  κ  are the coefficient of surface tension and radius of 
the curvature, respectively. Using Eq. (7), one can obtain the following equivalent equation across the interface [29]: 
  pA n = pB n+ γκ n  (8) 
The momentum equation, Eq. (6), is often referred to as the stress-divergence form [28] which is the dominantly 
adopted form in finite element based flow solvers [5, 26-27] due to the convenience of enforcing the natural 















⎥  = ρg −∇p + ∇
2u  (9) 
which is the simplified form by taking into account  ∇ ⋅u = 0  in Eq. (6). The momentum equation in the form of Eq. 
(9) is more commonly used in non-finite element based flow solvers [2, 3]. Our experience shows that Eq. (6) and 
Eq. (9) yield almost identical results using our current solver. However, the outflow boundary condition should be 
handled properly to account for the different forms of the stress tensor. 
We use one-equation Spalart-Allmaras DES model [9] which is derived from the Spalart-Allmaras one-equation 





+ u ⋅∇ν = 1
ΨRe






















where  ν  is the working variable in the order of the molecular viscosity  ν  and Re is the Reynolds number. If the 
molecular viscosity is constant, then  ν = 1. In Eq. (10), the second and the last term on the right hand side are the 
production term and destruction term, respectively. For details see [8]. 
III. Solution Strategy 
Our hybrid incompressible flow solver is based on the pressure correction or projection method. A fractional step 
approach is employed to decouple the pressure from the velocity. A truly matrix-free [7, 30] (both the GMRES and 
preconditioning are matrix-free) implicit cell-centered finite volume method is used to solve the original momentum 
equations to obtain an intermediate velocity field. The node-based Galerkin finite element method is used to solve 
the Poisson equation derived from the fractional step approach for an auxiliary variable that is closely related to the 
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real pressure. The auxiliary variable is used to update the velocity field and the pressure field. We store the velocity 
components at cell centers and the auxiliary variable at cell vertices, making the current hybrid solver a staggered-
mesh scheme which is, however, distinct from other conventional staggered grid schemes where velocity 
components are usually stored at cell edges and the pressure at cell centers. 
At the beginning of each time-step, we are given an initial velocity field un (not necessarily divergence-free), φ
n  
and  ν n  at cell centers and auxiliary variable field qn  at vertices, where the superscript ‘n’ stands for the previous 
time-step. At the end of the time-step,  u
n ,  φ
n ,  ν n and qn  will be updated to  u
n+1 ,  φ
n+1 ,  ν n+1  and  q
n+1 , 
respectively. At the same time the real pressure, p , will be updated as a by-product. To obtain u
n+1 ,  φ
n+1 ,  ν n+1  and 
 q
n+1 , we perform the following  
• Step 1: Set  u = u
n
 φ = φ
n ,  ν = ν n  and  q = q
n  







+ u ⋅∇φ = 0  (11) 
Note that in Eq. (11), the time-dependent term has been discretized using the backward difference formula (BDF). 
For first order time accurate scheme (BDF1),  α1 = 1.0 ,  α0 = −1.0  and  α−1 = 0.0  and for second order time 
accurate scheme (BDF2),  α1 = 1.5 ,  α0 = −2.0  and  α−1 = 0.5 .  
Equation (11) is solved by the implicit cell-centered finite volume method. The current FV solver is truly matrix 
free. The Jacobian-free version of the Generalized Minimal RESidual method (GMRES) solver is implemented to 
solve the resulting linear system after implicit discretization. Moreover, the matrix-free Lower-Upper Symmetric 
Gauss Seidel (LU-SGS) preconditioner is adopted to accelerate the GMRES convergence. More details can be found 
in [1].  
• Step 3: Similarly, using matrix free FV method, solve the turbulent equation discretized in the BDF scheme 
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Refer to [8] for implementation details and robust approach to solve the Eq. (12). 
• Step 4: Using the same matrix free FV method, solve the time-discretized momentum equation (Eq. (13)) to 








+ ∇qn = ρ(g − u ⋅∇u) + μ∇2u  (13) 
It should also be noted that it is the auxiliary variable q  instead of the real pressure p that enters the momentum 
equation. 







∇ ⋅u  (14) 
Eq. (14) is a Poisson equation (elliptic) which is solved by the continuous Galerkin FE method. Since the stiffness 
matrix is symmetric after the FE discretization, we are able to use the preconditioned Conjugate Gradient (CG) 
method to solve the system. The preconditioner is based on the symmetric Gauss-Seidel (SGS) decomposition of the 
stiffness matrix which is also an incomplete LU decomposition (ILU(0)). The Eisenstat trick [31] is utilized in the 
implementation. With the Eisenstat trick, the preconditioner adds negligible extra cost compared with non-
preconditioned solver. 
• Step 6: Update the auxiliary variable q . The auxiliary variable is updated according to 
  q = q
n + ′q . (15) 
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• Step 7: Update the velocity  u . The velocity is updated according to 
 
 
un+1 = u − Δt
ρα1
∇ ′q . (16) 
Since the incremental auxiliary variable  ′q  is stored at the vertices of the mesh and the velocity vector is stored at 
the cell centers, the gradient of  ′q  can be computed via the local elemental FE basis function evaluated at the cell 
center. 
• Step 8: In the Newton-Raphson nonlinear iteration, update and repeat Steps 1-7 until desirable convergence 
tolerance is obtained. 
• Step 9: Update  u
n+1 = u ,  φ
n+1 = φ ,  ν n+1 = ν  and  q
n+1 = q  
• Step 10. Update the real pressure  p
n+1 . The real pressure is updated according to: 
  p
n+1 = qn+1 − cμ∇ ⋅u . (17) 
where  c = 2  if Eq. (6) is used and  c = 1  if Eq. (9) is used. 
Note that in the current hybrid solver, the real pressure appears as a by-product in the solution procedure. The 
real pressure is updated utilizing the auxiliary variable field and the velocity-divergence field. The velocity-
divergence contains the velocity gradient information which has been obtained when solving the momentum 
equations. This pressure updating strategy leads to the correct physical pressure Neumann boundary condition (see 
[1] for detailed proof) on  ΓD  and  Γn . 
As can be seen from the aforementioned ten steps, the solution procedure is very efficient. Step 5, solving a 
Poisson equation, is the most computational intensive step (approximately 60% of the computational cost). 
IV. INTERFACE SHARPENING/GLOBAL MASS CONSERVATION (IS-GMC) 
In Step 2, we solve purely a hyperbolic system to advance the front of the interface function with the fluid 
velocity. Since the interface function is a discontinuous function, its accurate representation over discrete domain is 
a major challenge. In fact, most of the algorithms developed for free-surface or two immiscible fluid flows suffer 
from global mass conservation. The error associated in solving the hyperbolic equation governing the advance of 
interface front results is fictitious mass transfer between the two fluids.  
The numerical solution of Eq. (11) will result in a diffusive solution with over-shoots and undershoots in the 
vicinity of the interface. Since Eq. (11) is solved using our advanced finite volume method [32], a slope limiting 
procedure (described in [32]) will eliminate the overshoots and undershoots. However, the diffusive interface still 
will introduce inaccuracies in mass conservation. To recapture the mass conservation, we sharpen the diffusive 




β1−αφα                         0 ≤ φ ≤ β  






  (18) 
where  1≤ α  is a sharpening parameter [26-27], and  0 ≤ β ≤1 (unknown) is a point satisfying the global 
conservation of mass for each fluid. To determine β , we satisfy the mass conservation over entire computational 
domain at a given time t for  φnew . Note that the total mass of each fluid is the summation of the original mass plus 




Ω∫ dΩ = mA +  ρA t∫ φ uΓ∫ ⋅n dΓdt  (19) 
 
 
 ρB (1−φnew )
Ω∫ dΩ = mB  +  ρB t∫ (1−φ) uΓ∫ ⋅n dΓdt  (20) 
where mA and mB are the initial mass of FluidA and  FluidB, respectively. Note that we only need to satisfy either Eq. 
(19) or Eq. (20). Inserting Eq. (18) into either equation assuming that the parameter α is given and constant, we can 
obtain: 
   Mβ
(1-α) + N (1 - β)(1-α) = K  (21) 
where   M ,   N ,   K  are all functions of   β .  This nonlinear equation is solved using a Newton-Raphson algorithm. 
Typically, with the initial guess of 0.5, the algorithm converges in two or three nonlinear iterations. 
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Once the parameter   β  is obtained,  φ  will be replaced by  φnew . It is worthy to mention that the parameter   β  
will define where the true interface is at each time-step. 
V. Parallel Jacobian-free GMRES Solver 
For three-dimensional problems, iterative methods are almost mandatory [36]. The Generalized Minimal 
RESidual method (GMRES) [36] has been widely used to solve large sparse systems. Because the GMRES 
algorithm involves only matrix-vector multiplication, it is unnecessary to form the Jacobian explicitly. The details of 
forming the Jacobian-vector production can be found in our previous paper [7]. The Jacobian-free GMRES solver 
has the following advantages: 
• Avoid the difficulty and cost in forming the Jacobian matrix. For high order finiter volume solvers, the 
analytic evaluation of the Jacobian matrix becomes difficult, if not impossible. 
• Save a lot of memory for storing the Jacobian matrix, which may become the bottleneck  in order to solve 
multiple degree-of-freedom Partial Differential Equations on billion-element mesh. 
Of course, the disadvantage of not forming the Jacobian matrix is obvious: we have to evaluate the Jacobian-vector 
production many times depending on the size of the Krylov space. 
The choice of preconditioner is crucial for the convergence of GMRES solver. At the present stage of this 
paper, the following preconditioners are implemented: 
• For the momentum, turbulence and free-surface equation, the matrix-free LU-SGS preconditioner [37] is 
used, which forms the preconditioning matrix with a lower order flux scheme. It’s easy to parallelize and 
gives good convergence. In the final version of the paper, we will show the convergence comparison of 
LU-SGS versus diagonal preconditioner. 
• For the pressure equation, either diagonal or ILU preconditioner is used. The diagonal preconditioner is 
easy to parallelize and matrix-free, whereas ILU requires matrix storage and special attention taken for 
parallelization. In the final paper, we will show the convergence comparison of both preconditioner. 
The present solver has been parallelized on clusters using the ParMETIS mesh partitioning [38] and the MPI 
parallel programming module. Due to the data structures we use, we have communications requirement for nodes, 
faces and cells. Very efficient non-blocking MPI functions are called to set up the inter-processor “gather” and 
“scatter” routines in the pre-processing stage. 
Scaling test has been taken on an eight-core cluster. The cluster has ten nodes each containing two quad-core 
Intel Xeon processors at 3.0 Ghz. Each node has 32 GB memory, and the nodes are connected by Infini-band. Intel 
Fortran and C compilers are used, together with OpenMPI. OpenMPI is fully compatible with Infini-band, and as a 
result the communcation latency of our code is very low.  The preliminary scaling test is performed on a mesh of 1.3 
million elements and 1.2 million nodes. In the final paper, a much refined mesh will be used. Figure 1 shows the test 
results on 8, 16, 32 and 64 processors. The CPU time of 8 processors is used as the baseline to compute speedup, 
and for the purpose of comparison, in the figure its speedup is plotted as 8. The results show perfect linear speedup 
up to 32 processors; for the case of 64 processors the speedup is lower down, since the communcation/computation 
CPU time ratio increases as the number of processor increases, and at this point the computation is not long enough 
to hide the non-block communication. In the final version of the paper, we will do the scaling test on a much finer 
grid and show the detailed break-down of the CPU time on communication and solving each equation.  
VI. Numerical Examples 
Three standard test problems for free-surface flows are chosen to validate our hybrid two-fluid flow solver. In all 






= 813,  
μwater
μair
= 55  (22) 
Breaking Dam: The first test problem is the breaking dam problem [33], which is a classic test case for free 
surface flows. In this problem, a column of the water is suddenly released and fall into ground due to gravitational 
force. The computational domain and the problem definition are shown in Figure 2.  
We used two structured meshes consisting of uniform quadrilateral elements to simulate this problem. The coarse 
and refined meshes are discretized with 125x100 and 260x210 elements in the horizontal and the vertical directions, 
respectively. Figure 3 shows the simulation results by plotting the volume of the fluid variable at four instances.  
The images in Figure 3 show that the interface between air and water is captured very well by our solver, and the 
transition region of the interface is very small in size. In Figure 4, the horizontal displacement of the interface front 
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on the ground is compared with experimental data [33]. The agreement is very good for both coarse and refined 
meshes. In Figure 4, the dimensionless time and displacement are given by τ = t 2g / a andδ = x / a , where 
a is the initial width of the water column.  
Oscillating Flow in a Tank. In our second test problem, the oscillating flow in a tank is studied. This problem 
further allows us to evaluate the capability of our method to capture interface dynamics (also refereed as free-
surface) in air-water interaction. Our computed results are compared with those obtained by Iafrati et al. in [34]. The 
tank extends horizontally from x = −0.5  to x = 0.5  and from y = 0  to y = 1.4  in the vertical direction. The 
computational domain is non-dimensionalized with horizontal length. The initial free surface is described by the 
equation 
  y(x) = 1−0.01sin(πx)  (23) 
From the equation it is clear that initially the y  value of the interface on the left wall is 1.01 and on the right 
wall 0.99. For this flow, U = gL  is used as reference velocity. The Froude and Reynolds numbers are set to one 
and one million, respectively.  The structured mesh for this test case has 40 equally spaced points in the horizontal 
direction and 280 points in the vertical direction, suitably clustered close to the interface region. In the 
region 0.985 ≤ y ≤1.015 , a uniform vertical spacing of Δy = 0.00025  is adopted.  
Figure 5 shows the time history of the free-surface height on the left wall of the tank for our computations and 
the results obtained in [34]. As we can see, the agreement between the two results can prove further that that the 
dynamics of the free-surface on the left wall is well captured. Figure 6 plots the velocity vectors around the interface 
between the air and water. It is clear that the velocity around the interface is smooth without any over-shoot or 
under-shoot oscillations. 
NACA 0012 Submerged Hydrofoil. The last test case is the NACA 0012 submerged hydrofoil at high Reynolds 
number and an angle of attack of 5 . The quantities are non-dimensionalized with the chord length of the body and 
the uniform inflow velocity. Based on these scales, the Reynolds number is Re = 1.624 × 105 , and the Froude 
number is Fr = 0.5672 . The non-dimensional submergence at mid-chord is 1.034 in our simulation. The 
computational domain is 18 units in length (the upstream boundary is 6 units upstream of the leading edge) and 6 
units in depth.  
A hybrid computational mesh with 139,614 elements which incorporates rectangular elements in the boundary 
layer near the hydrofoil surface and in the vicinity of the interface and triangular elements elsewhere is used in this 
computation. Figure 7 shows a close-up of the mesh near the hydrofoil.  
Due to the high Reynolds number flow in this problem, the transient flow turns turbulent very quickly.  Hence 
the DES turbulence model was turned on in the simulation. As we expected, the unsteady behavior in the flow was 
observed in our simulations. Figure 8 compares our computed interface profile with the experimental measurements 
reported in [35]. 
Figure 9 shows the velocity vectors near the interface between air and water. From the plot, it is clear that the 
flow is attached to the hydrofoil, as flow is turbulent and separation is prevented. The image in Figure 8 also shows 
smooth velocity across the interface. Figure 10 depicts the computed pressure at t = 34s , which shows pressure 
discontinuity across the interface. It is clear that in the water phase, the hydro-pressure increase with water depth 
due to gravity.    
Composite High-Speed Vessel. Northrop Grumman Ship Systems (NGSS) is currently researching the affects of 
adding a blended wing body system, which incorporates lifting bodies and hydrofoils, to a composite high-speed 
vessel (CHSV). In modifying the composite monohull to include the blended wing body system, NGSS has included 
sponsons and aft amas into the concept. The principle dimensions of the vessel are shown in Table 1. 
 
Length Overall 90.60 meters 
Length Between Perpendiculars 73.58 meters 
Maximum Beam 22.30 meters 
Design Draft 3.677 meters 
Design Displacement 2,000 metric tons 
Maximum Design Speed 40 knots 
Table 1.  CHSV Principle Dimensions. 
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The present code is used to perform CFD full-scale predictions and model test predictions of the CHSV at maximum 
design speed. The computational mesh has around 25.2M elements, and Figure 11 shows the mesh on the symmetry 
plane. In our final paper, a much refined mesh will be used and the computed results will be compared with those of 
the present mesh. 
Analysis was completed at a 3.677m static draft. Again, the speed of flow is 40 knots. The vessel displacement is 
2000 metric tons, yielding a ship weight of approximately 1.96x107 Newtons. The vertical center of gravity is 4.68 
meters above baseline and the longitudinal center of gravity is 27.95 meters forward of the transom. The temperature 
of the water is 15 degrees Celsius and the water density is 1025 kg/m3. 
The free-surface contours are plotted in Figure 12.  The figures show that the wake pattern is captured by our 
code. Figure 13 plots the pressure distribution on the vehicle. The lift/weight ratio is computed to be 1.19, which 
means the lift generated by this model is 19% greater than the weight of the vehicle. Figure 14 plots the time history 
of the dimensionless lift force generated by both pressure and viscous force. It shows that the lift force has reached 
its steady state.  
VII. Conclusion 
In this paper, we have successfully extended our implicit hybrid finite element/volume solver to flows involving 
two immiscible fluids. The solver is based on the segregated pressure correction or projection method on staggered 
unstructured hybrid meshes. The GMRES matrix-free strategy was adapted to solve the governing equations using 
finite element and finite volume methods. The fluid-interface is captured by solving an advection equation for the 
volume fraction of one of the fluids. We implemented interface sharpening strategy to minimize the smearing of the 
interface over time. We have developed and implemented a global mass conservation algorithm which enforces the 
conservation of the mass for each fluid. We used LU-SGS preconditioning technique to solve the linear system of 
equations. Though the LU-SGS preconditioning for the momentum equations and the turbulence equation proved 
beneficial, a more efficient Poisson equation solver will be sought to improve the efficiency and reduce the overall 
computational cost of simulations.  
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Figure 3. Breaking Dam. The images show the volume of the fluid and the interface between air and water at four 































Figure 9. NACA 0012 Submerged Hydrofoil. Velocity vectors near the interface between the air and water. 
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Figure 10. NACA 0012 Submerged Hydrofoil. The image shows the pressure distribution.  
 
Figure 11. Computational mesh on the symmetry plane. Note that the mesh is clustered near the vehicle and the 







Figure 12. Isosurface of water for the CHSV example case. Top: side view; Bottom: rear view. 
 




Figure 14. Time history of dimensionless lift force. The red line is the lift force contributed by the pressure, and 
the blue line is the viscous part of the lift force.  
