ABSTRACT
Introduction
To be competitive in the global manufacturing environment with the rapidly increasing competitiveness, strategic collaborations between enterprises are needed in order to meet the market's requirements for quality, responsiveness, and customer satisfaction. Dynamic alliance, virtual enterprise, extended enterprise, and supply chain are the major management philosophies for multi enterprises collaborative production environment. Cross-enterprise project (CEP) management pattern arose as the main implementation form in these management philosophies. CEP is the formation of closer co-ordination in the design, development, costing and the co-ordination of the respective manufacturing schedules of co-operating independent manufacturing enterprises and related suppliers [1, 2] . There are four stages in CEP life cycle: formation, operation, evolution and dissolution. A major issue in the formation phase is to select appropriate partners and allocate tasks between partners. During this process, the core enterprise comprehensively evaluates partners according to cost, quality, credit, delivery time, etc., and then based on certain criteria, find the best combination of partners to collaborate to complete the project.
Partner selection has attracted much research attention recently, because it is an important function for information management systems, such as project management (PM), enterprise resource planning (ERP) and supply chain management (SCM). Most of researches about the partner selection problem are based on qualitative analysis methods. However, quantitative analysis methods for partner selection are still insufficient. Many operation research methods, such as analytic hierarchy process (AHP), analytic network process (ANP) and fuzzy synthetic evaluation are widely used to the problem, but mathematical models and optimization methods for partner selection are still a challenge [3, 4] . In partner selection process, although there are many factors needed to be considered such as friendship, credit, quality, and reliability, the cost and completion time are the two key factors and focused on by most researchers.
In CEP, the resources belong to different partners which often undertake other projects at the same time, so the available production capacity of partner will be tight during some periods. In addition, unforeseen exceptions also inevitably occur. All of these make resources have a certain degree of uncertainty. Although there are some constraints between enterprises such as contracts, the case that partners can't provide promised resources on time or in right quality is not able to be completely avoided. When this happens, it will seriously affect the production schedule of core enterprise and even cause the whole crossenterprise project failed. So the confidence level of resource that can be provided by partners on time and in right quality which we defined as resource confidence is a very important factor in the partner selection problem. However, most researchers mainly take into account the cost and completion time, and the objective is to minimize the total cost of the project or the project duration. The factor of resource confidence is neglected in most researches.
Yannis and Andreas [5] , Sha and Che [6] , Mikhailov [7] and other researchers proposed some models and approaches for partner selection by establishing a CEP, where cost, time and distance were considered. However, the other two important factors, the resource confidence and the precedence of sub-project, were not considered in their papers. As Wang et al. [8] indicates, in the cooperation relationship of sub-projects contracted by partners, it may be represented by an activity network with precedence. Thus, the problem could be considered as a partner selection problem embedded with project scheduling. Naiqi et al. [9] considered the completion time as a constraint and modeled the partner selection problem by an integer programming formulation to minimize the manufacturing cost. The formulation was then transformed into a graph-theoretical formulation and a 2-phase algorithm was developed to solve the problem. Wang et al. [8] took into consideration the factors of cost, completion time and precedence of sub-project, described the partner selection problem with a 0-1 integer programming formulation to minimize the total cost of the project. They then developed a fuzzy decision embedded heuristic genetic algorithm to find the solution for partner selection. The experiments showed that the algorithm was possible to quickly achieve optimal solution for large size problems. Taking into account the same factors and objective as Wang [8] , W. H. IP et al. [10] and Zhibin et al. [11] separately proposed branch and bound solutions for partner selection problem in virtual enterprises and their solutions were especially effective to medium or small size problems. In all these papers mentioned above, their objectives were minimizing the total cost of project and didn't consider the impact of resource confidence to project implementation risk. To minimize risk in partner selection and ensure the due date of a project in virtual enterprise, W. H. IP et al. [12] described and modeled a risk-based partner selection problem. They developed a rule-based genetic algorithm with embedded project scheduling to solve the problem. In their paper, they assumed that each candidate partner had a fail probability of its contracted sub-project. In fact, the fail probability of the sub-project closely related to whether the partner's available resources were tight or not in the duration of the sub-project. The tighter the resources are, the higher the fail probability is, and vice versa. However, the production load of partner is varied in different periods, so the available resource and fail probability are also different. They used a whole fail probability for all periods and didn't consider the difference of fail probability in different periods.
To solve the partner selection problem in CEP, we first describe it with a 0-1 integer programming model considering the factors of process time, precedence of subprojects, and resource confidence. Then a project scheduling algorithm is proposed to calculate the project completion time and the time window of each sub-project under a feasible solution. From this, we embed the project scheduling algorithm into a Tabu search algorithm to obtain the optimal partner selection solution. The computation results showed that the proposed approach is efficient to achieve the optimal solution.
The paper is structured as follows. In Section 2 the problem and the model are introduced. Then the solution space reduction method and the project scheduling algorithm to evaluate selection solution are presented in Section 3. The Tabu search algorithm embedded the project scheduling is presented in Section 4. Section 5 reports an experimental example and computational results obtained by testing the algorithm on some test instances. Finally, Section 6 presents our overall conclusions.
Model for Partner Selection Considering
Resource Confidence
The problem of partner selection for CEP considering resource confidence can be described as follows: Assuming an enterprise (core enterprise) obtain a big project consisting of several sub-projects. It is not able to complete the big project by itself from its own resources and has to find some partner enterprises to collaboratively finish the project. The partner selection procedure is divided into two phases. Firstly, the enterprise determines the payment and some basic requirements for the process time and quality of each sub-project. The partners who can accept the conditions will propose the process time they need to finish the sub-project according to their own capacity. They constitute the candidate partner set. In the second phase, the enterprise comprehensively evaluates all candidates and calculates the confidence of resource provided by the partner for the sub-project. At last the enterprise selects the most appropriate partner for each sub-project. There exists plenty methods to evaluate the individual candidate partner and calculate the resource confidence, for an extensive review we refer to MALONI and BENTON [3] and BOER et al. [4] . In this paper, we just focus on the second phase, i.e., how to select partners according to the resource confidence.
Based on the risk-based partner selection model pre-sented by W. H. IP et al. [12] and considering the resource confidence, we present a 0-1 integer programming model MPCPS for the partner selection problem. Suppose that the project consists of sub-projects, there are precedence relationship between these sub-projects and they form a precedence activity network n H . If sub-project can only begin after the completion of sub-project , we call sub-project as the immediate predecessor of subproject and define the connected sub-project pair by . For the convenience of description, we label these sub-projects such th i k  . Without the loss of generality, the final sub-project is labeled as sub-proct n . Thus, we can define that the completion time of final sub-pro ct n c is the completion time of the project. Each sub-project has some candidate partners, for sub-1, 2,..., n, the are i m candidate partners, and for the candidate ner
part j of su -project i , its processing times is ij q periods. The resource confidence candidate
. The due date of the project is
To simplify the problem, we assume that the core enterprise will select only one candidate to undertake one sub-project. The objective is to select the optimal combination of partners for all sub-projects in order to maximize the whole resource confidence of the project and to finish the project within the due date.
The following decision variable is defined.
Then the problem can be modeled as follows:
where [ ] (2) ensures that each sub-project will be contracted to only one partner and constraint (3) is the precedence constraint of sub-projects. Constraint (4) gives the method to calculate the completion time of the project.
It is ob alytical and the objective function is n ontinuous and differentiable, so it is difficult to treat the model by traditional mathematical programming methods. Therefore, we develop a project scheduling embedded Tabu search (PSTS) algorithm to solve this problem.
Solution Space Reduction and Evalu
Algorithm of Solution Solution Space Reduction M The partner selection modeled as combinatorial optimization problem. The number of feasible solutions (solution space) is very large, even for a small-scale problem. To simplify the solving process, W. H. IP et al. [12] defined the concept of inefficient candidate and proved that the optimal solution consists without any inefficient candidate. To efficiently reduce the solution space, all inefficient candidates can be ignored in the solving process without losing the optimal solution. Based on the definition presented by W. H. IP [12] and considering the characteristics of the model MPCPS, we define the inefficient candidate to our model as follows. Definition 1. For the two candidates j and k o candidate j is selected to sub-project i at period t otherwise Step 3:
Step U , cal-
Step 
Step 7: Calculate the objective function value. al path, the critical w and finish time windows of sub-project i, respectively. In addition, the project critic sub-p non-critical sub-project set nc U and the float time of each sub-project can also be determined. In the second part, based on the idea of solving the resource levelling project scheduling with fixed project duration problem and considered the characteristics t the resource confidence is various in each period and noncritical sub-project has float time, a step-by-step rightshifted procedure is employed to find the time section in which the non-critical sub-project has the greatest mathematical expectation of resource confidence. In the procedure, non-critical sub-projects are dealt with in accordance with descending order of the earliest start time. At the last part, the objective function value for a selection is obtained.
Tabu Search Algorithm Design
The Tabu search (TS) algorithm is an effective method for solving la The TS algorithm can overcome the sho one e constringency speed to opthe fact that, in the widest some common heuristic algorithms which only adapt to special problems and easily sink into local optimal solutions. TS has been used on an increasing number of practice problem and has proven to be effective [14, 15] .
The Initial Solution
The initial solution is very important to TS and a good is very useful to improve th timal solution. Considering feasible time window   , 1,..., ES ES LF  of the sub-project, the greater the resource confidence mathematical expectation of the cand date is, the higher the probability of being selected is, th generation procedure PINI is designed as the following steps.
Step 1 Step 2: From sub-project 1 i  to n, find candidate i x which has the greatest m source confidence in all th es a atical expectation of e c dat of sub-project luti them andi rei .
Step 3: output the initial so on 1 2 [ , ,..., ]
. It is obvious that the initial solution is feasible.
Neighbourhood Structure and Candidate
is s obt gh changing the value of one bit of the confidence and the stepby
Solution
Considering the natural number string employed in th algo ghbor is defined as all feasible solution rithm, nei ained throu current solution, i.e., changing a candidate partner of a sub-project. Moving from the current solution to a solution in the neighborhood is called a move. Therefore, one step in a move can change only one partner of the current solution. Let NB be the neighbor set. Evaluation value of each solution in NB can be calculated by the PSLP algorithm. The solution in NB will be selected as the candidate solution with meeting the conditions that it has the greatest evaluation value and the move from the current solution to it is not in the Tabu list.
In the solution evaluation algorithm PSLP described in 3.2, Step 5 is to precisely calculate the maximum mathematical expectation of resource -step right-shifted procedure has high CPU time cost. In fact, if a solution causes the whole project delayed, its evaluation value will be penalized with the penalty factor  in the Formula 1. Therefore, the solution has very low probability to be selected as the candidate solution. From this point of view, the following tardiness penalty aluation procedure of candidate solution CSTPE is designed. Procedure CSTPE:
Step 1: Implement the Steps 1-3 in the algorithm PSLP to calculate t ev he time window of each sub-project and the e whole project.
he time window completion time of th
Step 2: If the project isn't finished within the due date in the solution, then the Step 5 of PSLP will not be run and the subsequent steps will run with t  
ES LF obtained by the Steps 1-3, else the total PSLP algorithm will be run. Experiments show that this candidate solution evaluadure can significantly reduce the time cost and still can find the optim tion proce al solution with high probability. Th sional e number of rows is the length of the t column is the code of the sub-project, ling, was found, w if a solution is tions (max_tries) and the maximum number of iteratio e detailed analysis is described in the Section 5.
Tabu List
The Tabu list (TSL) is composed of a two-dimen integer array. Th Tabu list, the firs and the second column is the code of the candidate partner corresponding to the sub-project in the first column. The code for every row records a solution in the neighborhood that has been deleted in recent movements. TSL is renewed according to the criterion of first in, first out.
Longer-Term Tabu List and Tabu Relaxation
To avoid getting into the local optimum and the cyc two special techniques, longer-term Tabu list (TTL) and Tabu relaxation, are used. TTL is created to dynamically forbid moving overactive nodes in order to get diversification and help to prevent cycling. The algorithm incorporates a move frequency table to record the move frequency of each sub-project. When a sub-project's partner is changed, its move frequency is incremented by 1. If a sub-project's partner x has been moved more than two times and TTL is not full, it will be put into TTL. If TTL is full and if some sub-project's candidate partner y already in TTL has a lower move frequency than x, y will be dropped and x will be added into TTL.
Another technique used is the relaxation of Tabu lists. If a given number of iterations (relaxed_tries) has elapsed and TTL is full since the last best solution hich means the search process has plunged into a local optimal solution or a cycling, both TSL and TTL are emptied and using the current solution as the initial solution to continue the search. Relaxation of the Tabu lists will change the neighborhood of the current solution dramatically, which will lead to a rapid downhill movement and may lead to new search spaces.
The Aspiration Criterion and Stopping Rule
The Tabu status of a move can be overruled feasible and is better than any feasible solution known so far.
In our PSTS algorithm, there are two ways of controlling the execution time: the maximum total number of itera ns without improvement of the best known feasible solution (max_unchanged). The execution of the algo-rithm is stopped when the number of iterations max_tries and max_unchanged are both attained, or when the number of iterations doubles max_tries. Therefore, the total number of iterations is not known in advance, depending on the evolution of the search. The combination of the max_tries and the max_unchanged as stopping criterion allows the search to continue if the algorithm is exploring a new promising region. Obviously, to give time for improvement after the restart, the max_un-changed should be greater than the relaxed_tries. 
Global Description of the Algorithm
Step 3.
7: Ou
Step tput * x and is the optimal solutio algorithm is over.
If the CSTPE procedure is candidate so be le onsists of 14 sub-projects * F n, used to evaluate lution, then the PSTS will named as PSTS-P. Otherwise, if just the comp ted PSLP is used, the PSTS will be named as PSTS-NP.
Experiments Analysis
The algorithm was coded by JAVA and run on a Pentium Dual 2.2 GHz PC.
The example is a project that c and the core enterprise calls tenderers for the sub-projects. The precedence relationship represented by the activeon-node network is shown in Figure 1 . The numbers rithm. In our algorithm, the "Best_ rate" is used to evaluate and adjust t of TS algo he values of parameters, w of the PSTS-P, PSTS-NP and B t it needs much more running time to deal with la here "Best_rate" is the rate to reach the optimal solution in a certain number of runs. Based on the algorithms of IP WH et al. [10] and Zhibin et al. [11] , considering the characteristics of our problem, a branch-bound algorithm (B & B) is designed to calculate the optimal solution. For different scale problems, the algorithm was run a certain number times according to the scale of the problem with different random seeds for each parameter setting. Therefore, the parameters with the highest "Best_rate" are selected. To the example in Figure 1 , the values of the parameters are "max_tries = 700", "max_unchanged = 80", "relaxed_tries = 60", the length of TSL is 18, and the length of TLL is 70. The result of the example is shown in Table 1 , and the objective value is 0.241.
For testing the performance of the PSTS algorithm, we randomly generated some problems with different scales. The comparison results &B are shown in Table 2 . Where "N" is the number of sub-projects, "size" stands for the size of solution space, "CPU time" is the average computation time of each running.
The B & B algorithm is a kind of exact algorithm and can always find the optimal solution (best rate is always 100%), bu rge scale problems. The two recommended algorithms, PSTS-P and PSTS-NP, can achieve the optimal solution with a high best rate and the computation time doesn't row fast with the problem size increase. For PSTS-P complicated and practical problem in problem of CEP with considering resource confidence, optimizing ef g using the CSTPE procedure to evaluate candidate solutions, it can solve large problems faster; on the other hand, PSTS-NP has higher rate to obtain optimal solution. In practice, we can select the appropriate one from the two algorithms according to the different requirements of speed and best rate.
Conclusions
Partner selection is a CEP. Minimizing risk caused by the uncertainty of partner's resources in partner selection and ensuring the due date of the project are important to the success of the CEP. This paper introduces a description of the partner selection problem in CEP. The concept of resource confidence is used to characterize the uncertainty of partner's resources, then the non-linear integer programming model (1-5) provides a formal description of the partner selection where the following features different from conventional methods are considered:
1) The precedence activity network describing the precedence relationship between sub-projects
2) The resource confidence of each partner A project scheduling embedded TS algorithm for the problem was proposed. Its two variants, PSTS-P and PSTS-NP, focus on computation speed and ficiency, respectively. The computation results show its potential to solve practical partner selection and project management problems.
The suggested future research work includes: a) Find a better way to share information between the core enterprise and partners, and research how to evaluate and calculate the resource confidence of partners more accurately. b) Research project planning model and algorithms for the CEP with considering resource confidence.
