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Abstract
For several decades the dominant techniques for integer linear pro-
gramming have been branching and cutting planes. Recently, several au-
thors have developed core point methods for solving symmetric integer
linear programs (ILPs). An integer point is called a core point if its or-
bit polytope is lattice-free. It has been shown that for symmetric ILPs,
optimizing over the set of core points gives the same answer as consider-
ing the entire space. Existing core point techniques rely on the number
of core points (or equivalence classes) being finite, which requires special
symmetry groups. In this paper we develop some new methods for solving
symmetric ILPs — based on outer approximations of core points — that
do not depend on finiteness but are more efficient if the group has large
disjoint cycles in its set of generators.
1 Introduction
Formulation symmetries occur in practice when relabellings yield equivalent
problem structure; this causes repeated work for branching solvers, and state of
the art commercial and research solvers make efforts to break symmetries [9].
Let G ď Sn be a permutation group acting on Rn by permuting coordinates.
For any integer point z P Zn, the orbit polytope of z is the convex hull of the
G-orbit of z. If the vertices of an orbit polytope are the only integer points
in the polytope we call it lattice-free and call z a core point. Instead of seeing
symmetry as a problem, core point techniques seeks to exploit it to solve integer
linear programs (ILPs) faster. In the most direct approach, when the number
of core points is finite (which only holds for certain special groups), core points
are enumerated and tested individually [2]. It should be noted that core point
techniques are not useful for binary problems since every t0, 1u-point is a core
point; [5] considers an alternative approach based on lexicographical order.
Computation of symmetries in the MIPLIB 2010 and 2017 instances has been
done in [8] and this study shows that many instances are affected by symmetry.
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A (not necessarily polyhedral) outer approximation is a set of constraints
that is feasible for all of the points in the set one wishes to approximate. A
well known example of an outer approximation is an ILP, where the (initial)
linear constraints define an outer approximation of the integer points inside.
Outer approximations lead naturally to a hybrid approach where synthesized
constraints are added to an existing formulation and then solved with a tradi-
tional solver. Outer approximations are implicit in previous results bounding
the distance of core points to certain linear subspaces (see e.g. Theorem 3.2.4 in
[10]). The distance bounds do not themselves seem to be tight enough to provide
a practical improvement for solving ILPs. In this paper we develop some new
constraints for problems with formulation symmetries. While these constraints
are nonlinear and non-convex, initial experiments with nonlinear solvers seem
promising.
In Section 2 we give some basic definitions. In Section 3 we consider integer
linear programs with cyclic symmetry groups and provide some new constraints
to determine outer approximations of their core points. We also provide an
algorithm that uses these constraints to solve an ILP. In Section 4 we generalize
this algorithm for ILPs where only some of their variables have cyclic symmetry.
In Section 5 we generalize the algorithm for direct products of some cyclic
groups. In Section 6 we classify permutation groups based on their generators
and explain how the algorithms of the previous sections can be applied to ILPs
having arbitrary permutation groups as symmetry groups. And finally in Section
7 we use our algorithms to solve some hard symmetric integer linear feasibility
problems.
2 Basic Definitions
Definition 2.1. Let P Ă Rn be a convex polytope with integral vertices. We
call P lattice-free if P XZn “ vertpP q where vertpP q is the set of vertices of P .
In this paper we assume that all groups considered are permutation groups
which act by permuting coordinates.
Definition 2.2. Let G be a finite group of isometries acting on Euclidean space
Rn. Let Gz be the G-orbit of some point z P Rn. We call the convex hull of this
orbit an orbit polytope and denote it by convpGzq.
Definition 2.3. Let G ď GLnpZq be a finite group of unimodular matrices.
A point z P Zn is called a core point for G if and only if the orbit polytope
convpGzq is lattice-free.
Let Cn “ xσy be the cyclic group generated by σ, a cyclic permutation of
coordinates. In other words, σ : Rn Ñ Rn is given by
σpc0, c1, . . . , cn´1q “ pcn´1, c0, . . . , cn´2q
We represent points in Rn by column vectors but for convenience, we write such
vectors here in a transpose way. The map σ is easily iterated:
σkpc0, c1, . . . , cn´1q “ pcn´k, cn´k`1, . . . , cn´1, c0, . . . , cn´k´1q
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Definition 2.4. Let G act on a set X. The subset of X preserved by all elements
of G is called the fixed space
FixXpGq :“ tx P X | gx “ x,@g P Gu
In particular, we denote by FixZpGq, the intersection FixpGq X Zn.
Definition 2.5. We define the k-th layer to be the set
Znpkq :“ tz P Zn | xz,1y “ ku
Note that the set Znpkq is G-invariant because G acts by permuting coordi-
nates.
Definition 2.6. Two points x, y P Zn are called equivalent if there exists g P G
such that x “ gy. It follows from the group axioms that this is an equivalence
relation.
Definition 2.7. Two points x, y P Zn are called isomorphic if there exists g P G
such that x ´ gy P FixZpGq. This is an equivalence relation because FixZpGq is
a lattice.
Potentially larger equivalence classes (based on normalizers) of core points
are studied in [6].
Definition 2.8. Two integer points z1 and z2 in Z
n are called co-projective
if there exists an integer k P Z such that z1 “ z2 ` k1. Equivalently z2 is a
translation of z1 through the fixed space.
Definition 2.9. A point u P Zn is called a universal core point if it is isomor-
phic to a t0, 1u-vector.
Definition 2.10. An integer point z is called an atom if there is a universal
core point u in the layer containing z such that the distance between z and u
is
?
2.
For example if G “ xp1, 2, 3, 4, 5qy ď S5, then the fixed space is spanned by
1 and p2, 2, 2, 2, 1q “ p1, 1, 1, 1, 0q ` p1, 1, 1, 1, 1q is an universal core point. And
p3, 2, 2, 1, 1q is an atom since its distance to the universal core point p2, 2, 2, 2, 1q
is
?
2.
Definition 2.11. Suppose the cyclic group G “ xpg1, . . . , gkqy ď Sn acts on
each point x “ px1, . . . , xnq P Rn by permuting coordinates. Then xi is called
active if there is j P t1, . . . , ku such that gj “ i.
For example if G “ xp1, 2, 4, 5qy acts on Rn then x1, x2, x4, x5 are active but
x3 is non-active.
3
3 Circulant Matrices
Circulant matrices play an important role in finding our constraints because any
point x in the orbit polytope of the integer point c P Zn under the cyclic group
Cn can be written as x “ Cλ, where x P Rn, λ P r0, 1sn and C is the circulant
matrix of c.
Definition 3.1. A circulant matrix is a matrix where each column vector is
rotated one element down relative to the preceding column vector. An n ˆ n
circulant matrix Cirpcq takes the form
C “
»
——————–
c0 cn´1 . . . c2 c1
c1 c0 cn´1 . . . c2
... c1 c0
. . .
...
cn´2
. . .
. . . cn´1
cn´1 cn´2 ¨ ¨ ¨ c1 c0
fi
ffiffiffiffiffiffifl
One amazing property of circulant matrices is that the eigenvectors are al-
ways the same for all n ˆ n circulant matrices. The eigenvalues are different
for each matrix, but since we know the eigenvectors a circulant matrix can be
diagonalized easily. For more detailed background on circulant matrices see [4].
The m-th eigenvector ym for any nˆ n circulant matrix Cirpcq is given by:
ym “ 1?
n
p1,Wmn , . . . ,W pn´1qmn qT , (1)
where Wmn “ expp
´2pimi
n
q. Suppose c “ pc0, . . . , cn´1q P Rn (usually for us c
will be an integer point in Zn). By Euler’s formula we have
?
nym “ Vm ´
iUm, m “ 0, . . . , n´ 1, where
Vm “
ˆ
1, cos
ˆ
2pim
n
˙
, . . . , cos
ˆ
2pipn´ 1qm
n
˙˙
(2)
Um “
ˆ
0, sin
ˆ
2pim
n
˙
, . . . , sin
ˆ
2pipn´ 1qm
n
˙˙
(3)
The eigenvalue of the m-th eigenvector of the circulant matrix Cirpcq is given
by
ψm “
n´1ÿ
k“0
ckW
´km
n “ xVm, cy ` ixUm, cy. (4)
So we have
CirpcqY “ YΨ ùñ Cirpcq “ YΨY ˚ (5)
where
Y “ ry0 | . . . | yn´1s
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is the orthogonal matrix composed of the eigenvectors as columns, and Ψ is the
diagonal matrix with diagonal elements ψ0, . . . , ψn´1.
The inverse of a circulant matrix is circulant [7] and its inverse is given by
Cirpcq´1 “ YΨ´1Y ˚. (6)
Since Ψ is a diagonal matrix its inverse is also a diagonal matrix with diagonal
elements ψ´1, m “ 0, . . . , n´ 1 where
1
ψm
“ 1řn´1
k“0 ckW
´km
n
“ 1xVm, cy ` ixUm, cy “
xVm, cy ´ ixUm, cy
xVm, cy2 ` xUm, cy2 (7)
Remark 3.1. Note that the length of the projection of a vector c P Rn onto a
complex vector v “ a` ib P Cn is defined as
}Projcv}2 “
}xc, ay ´ ixc, by}2
}v}2 “
xc, ay2 ` xc, by2
}v}2 (8)
Furthermore, the term xVm, cy2 ` xUm, cy2 in (7) is the length of the projection
of c onto invariant subspaces ym.
Theorem 3.1. Let the orbit polytope of c P Zn be full dimensional. Then the
inverse of circulant matrix Cirpcq is Cirp pT cq where pT c defined as follows
pT c “ 1
n
»
————————–
1
xc,1y ` T
c
0
1
xc,1y ` T
c
1
...
1
xc,1y ` T
c
n´1
fi
ffiffiffiffiffiffiffiffifl
where
T ck “ 2
n´1
2ÿ
m“1
1
xVm, cy2 ` xUm, cy2 xσ
´kpVmq, cy if n is odd
T ck “ 2
n´2
2ÿ
m“1
1
xVm, cy2 ` xUm, cy2 xσ
´kpVmq, cy ` p´1q
k
xVn
2
, cy if n is even
For the proof of Theorem 3.1 we use the following Lemma.
Lemma 3.2. Let the orbit polytope of c P Zn be full dimensional. Then the
inverse of the circulant matrix Cirpcq is Cirp pT cq where pT c defined as follows:
npT c “
»
————————–
1
xc,1y ` ψ
´1
1
` . . .` ψ´1n´1
1
xc,1y `W
1
nψ
´1
1
` . . .`Wn´1n ψ´1n´1
...
1
xc,1y `W
n´1
n ψ
´1
1
` ..`W pn´1q2n ψ´1n´1
fi
ffiffiffiffiffiffiffiffifl
(9)
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Note that
1
xc,1y “ ψ
´1
0
.
Proof. By (6) we have Cirpcq´1 “ YΨ´1Y ˚. Now suppose khj is the hj-th
component of YΨ´1, we have
khj “ YhjΨ´1jj “
1?
n
W
ph´1qpj´1q
n Ψ
´1
pj´1qpj´1q
So, kl ,the l´th row of YΨ´1, is equal
kl “ 1?
n
”
Ψ´1
00
,W l´1n Ψ
´1
11
,W 2pl´1qn Ψ
´1
22
, . . . ,W pn´1qpl´1qn Ψ
´1
pn´1qpn´1q
ı
.
Now since Cirpcq´1 is a circulant matrix it is enough to find the first column of
Cirpcq´1 (the other columns can be found by permutation of the first column).
Notice that the first row and column of Y and Y ˚ is 1?
n
1 “ 1?
n
p1, 1, . . . , 1q
so multiplying each row of YΨ´1 with vector 1?
n
1 gives us the first column of
YΨ´1Y ˚ which is
xkl, 1?
n
1y “ 1
n
pΨ´1
00
`W l´1n Ψ´111 `W 2pl´1qn Ψ´122 ` . . .`W pn´1qpl´1qn Ψ´1pn´1qpn´1qq
where Ψ´1
00
“ 1{xc,1y
Proof of Theorem 3.1 : As as shown in Lemma 3.2 we have
T ck “ pW knψ´11 ` . . .`W pn´1qkn ψ´1n´1q
Since ψm and ψn´m also ym and yn´m are complex conjugates of each other,
for odd n we have
Wmkn ψ
´1
m `W pn´mqkn ψ´1n´m “ˆ
cos
ˆ
2kmpi
n
˙
´ i sin
ˆ
2kmpi
n
˙˙ xc, Vmy ´ ixc, Umy
xc, Vmy2 ` xc, Umy2
`
ˆ
cos
ˆ
2kmpi
n
˙
` i sin
ˆ
2kmpi
n
˙˙ xc, Vmy ` ixc, Umy
xc, Vmy2 ` xc, Umy2 “
2 cos
`
2kmpi
n
˘ xc, Vmy ´ 2 sin ` 2kmpin ˘ xc, Umy
xc, Vmy2 ` xc, Umy2 “ 2
xc, σ´kVmy
xc, Vmy2 ` xc, Umy2
Recall that Wmn “ cos
`
2pim
n
˘ ´ i sin ` 2pim
n
˘
so the last equality holds because
cosA cosB ´ sinA sinB “ cos pA`Bq and Vm is in terms of cos and Um is in
terms of sin.
If n is even then form “ n
2
we have ψn
2
“ ψn´m and y n2 “ yn´m soW
n
2
k
n ψ
´1
n
2
does not have the complex conjugate pair. But since the imaginary part of it is
zero we have
W
n
2
k
n ψ
´1
n
2
“ cos p´kpiq xc, V
n
2
y
xc, Vn
2
y2 “
cos pkpiq
xc, Vn
2
y “
p´1qk
xc, Vn
2
y
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Lemma 3.3. Let c P Zn and Cirpcq be non-singular then T c
0
` . . .` T cn´1 “ 0.
Proof. Recall that the convex hull of the orbit polytope of c P Rn can be de-
scribed as the following
convpGcq “ tx P Rn | x “
řn´1
i“0 λiσ
ipcq, λi ě 0,
řn´1
i“0 λi “ 1u
Suppose Cirpcq is non-singular and x P Rn is a point in convpGcq, from Theorem
3.1 we have
λ “ CirppT cqx
Since c and x are in the same layer we have
x pT c, xy “ 1` xpT c0 , T cn´1 . . . , T c1 q, xy
hence
λ0 ` . . .` λn´1 “ 1` px0 ` . . .` xn´1qT c0 ` . . . ` px0 ` . . .` xn´1qT cn´1
“ 1` px0 ` . . .` xn´1qpT c0 ` . . .` T cn´1q.
Since λ0 ` . . .` λn´1 “ 1, and
ř
i xi ‰ 0 (since Cirpcq is non-singular, c and x
are not in layer 0), T c
0
` . . .` T cn´1 must be zero.
Remark 3.4. Note that if z, c P Znpkq, k ‰ 0 and z “ Cirpcqλ then
k “ x1, zy “ x1,Cirpcqλy “ x1, cyx1, λy “ kx1, λy.
This implies that x1, λy “ 1. Now suppose Cirpcq is invertible (then k ‰ 0) and
so λ “ Cirpcq´1z. To check if z P convpGcq or not, we only need to check if
λ “ Cirpcq´1z ě 0 and the constraint řn´1i“0 λi “ 1 is redundant.
Let us denote by T
c
the first row of CirppT cq which is
T
c “ 1
n
„
1
xc,1y ` T
c
0
,
1
xc,1y ` T
c
n´1, . . . ,
1
xc,1y ` T
c
1

.
This will simplify the notation in Section 3.2.
3.1 New constraints for singular circulant matrices
As was mentioned before the circulant matrix Cirpcq corresponding to an integer
point c P Zn is not invertible if and only the determinant of Cirpcq is zero. Since
the determinant of a square matrix is equal to the product of its n eigenvalues
we have
detpCirpcqq “
n´1ź
j“0
pxVj , cy ` ixUj, cyq. (10)
Furthermore, since for k “ 1, . . . , n´ 1, Vn´k ` iUn´k is complex conjugate of
Vk ` iUk we have
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detpCirpcqq “ xV0, cy
śn´1
2
j“1 pxVj , cy2 ` xUj, cy2q if n is odd.
detpCirpcqq “ xV0, cyxVn
2
, cyśn´22j“1 pxVj , cy2 ` xUj, cy2q j ‰ n2 , if n is even.
So in order to check if an ILP has an optimal feasible integer solution whose
circulant matrix is singular, we could add the following constraints to the prob-
lem
xV0, cy
n´1
2ź
j“1
pxVj , cy2 ` xUj, cy2q “ 0 if n is odd (11)
xV0, cyxVn
2
, cy
n´2
2ź
j“1
j‰ n
2
pxVj , cy2 ` xUj, cy2q “ 0 if n is even (12)
Equations (11) and (12) are polynomials in c of degree n and hard to solve. We
can reformulate them in a way that make them easier to solve in practice by
the replacing constraints (11) and (12) with
´ 2rmPm ď Pm ď 2rmPm (13)
rn´1s
2ÿ
i“0
rm ď rn´ 1s
2
´ 1 (14)
where for m “ 0, . . . , rn´1s
2
, rm is a binary variable and Pm is a term in the
multiplication formula. Note that constraint (14) forces at least one of the Pm
to be zero and so the determinant will be zero.
3.2 New constraints for non-singular circulant matrices
In this section we develop some new constraints to find an outer approximation
of core points. These new constraints depend only on the symmetry group and
not the ILP.
Suppose c is an arbitrary integer point in Znpkq. By Remark 3.4, a point
z P Znpkq is in convpGcq iff there exists λ “ pλ0, . . . , λn´1q such that
Cirpcqλ “ z and λ ě 0 (15)
If Cirpcq is non-singular we have
λ “ Cirpcq´1z (16)
and by Theorem 3.1
λi “ xσipT cq, zy (17)
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The orbit polytope of a core point is a lattice-free polytope, so c P Znpkq is a
core point iff for at least one of the permutations of any integer point z P Znpkq
we have
z0p 1xc,1y ` T
c
0 q ` z1p
1
xc,1y ` T
c
n´1q ` . . .` zn´1p
1
xc,1y ` T
c
1 q ă 0 (18)
or equivalently since z and c are in the same layer
z0T
c
0 ` z1T cn´1 ` . . .` zn´1T c1 ` 1 ă 0 (19)
It should be mentioned that, for each z P pEk the constraint xz, T cy is non-
linear and non-convex with respect to c.
Note that Hpzq “ z0T c0 ` z1T cn´1 ` . . . ` zn´1T c1 ` 1 is the equation of a
hyperplane in Rn with normal vector pT c
0
, T cn´1, . . . , T
c
1
q which is perpendicular
to the fixed space (Lemma 3.3). Furthermore, c P Znpkq is a core point if for all
integer points z P Znpkq there is an index j P rns such that Hpσjpzqq ă 0.
Suppose Q is the orbit polytope of a non core point and R is the orbit
polytope of a universal core point in the same layer. Many integer points whose
orbit polytope contains Q, also have orbit polytopes containing R. The idea for
making new constraints is to remove from the feasible region all integer points
whose orbit polytope contains atoms or universal core points. This process can
be done by searching layer by layer in the feasible region.
Lemma 3.5. For two co-projective integer points c,c1 P Zn we have
T ci “ T c
1
i for all i “ 0, . . . , n´ 1.
Moreover, constraints (19) are invariant under translation in the fixed space
that is if z and z1 are two co-projective integer points in the same layer as c and
c1 respectively, we have
xz, T cy “ xz1, T c
1
y
Proof. Let c1 “ c` k1. Since k1 lies in the fixed space for any k P Rn, and the
fixed space is orthogonal to other invariant subspaces ym, m “ 1, . . . , n´ 1, we
have
ψm “
?
nxc, y´my “ ?nxc` k1, y´my “ ?nxc1, y´my
“ ψ1m @m “ 1, . . . , n´ 1
ψ0 “ xc,1y, ψ10 “ xc1,1y “ xc,1y ` xk1,1y .
So by Theorem 3.1 they have the same T ci , i “ 0, . . . , n´ 1. Now let z P Zn and
z1 “ z ` k1 then by Lemma 3.3 we have
xz, T cy “ z0T0 ` z1T cn´1 ` ¨ ¨ ¨ ` zn´1T c1 ` 1
“ z0T0 ` z1T cn´1 ` ¨ ¨ ¨ ` zn´1T c1 ` kpT0 ` ¨ ¨ ¨ ` T cn´1q ` 1
“ pz0 ` kqT0 ` pz1 ` kqT cn´1 ` ¨ ¨ ¨ ` pzn´1 ` kqT c1 ` 1
“ z1
0
T0 ` z11T cn´1 ` ¨ ¨ ¨ ` z1n´1T c1 ` 1 “ xz1, T
c1y .
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The barycenter B of an orbit polytope of x P Rn is given by
B “ 1|G|
ÿ
gPG
gx. (20)
Note that this point lies in FixpGq. Since (20) is a convex combination, core
points in layers kn, k P Z are easy to compute. In other words, in these layers
B is an integer point and so all core points lie in the fixed space. Furthermore,
these layers whose index is a multiple of n provide a stopping criterion as follows.
Suppose x˚ is an optimal solution of a maximization ILP and L “ tx˚u; one of
the layers between L and L ´ n is a multiple of n. Let L1 be this layer. Since
the feasible region is convex, if the intersection with layer L1 is lattice-free then
the problem is infeasible. So for solving an ILP we need to search at most in n
layers.
Note that in order to check if an integer point c P Znpkq is a core point or
not it is impossible to add constraints (19) for all z P Znpkq because there are
infinite integer points in each layer. But we can do that for a finite subset of
integer points in Znpkq. As was described above a good choice is atom points and
universal core points since they are closest points to the barycenter. For this
finite set we have the following definition.
Definition 3.2. In each layer k, a chosen subset of atoms and universal core
points for making inequalities (19) is called the essential set of the layer k and
denoted by Ek.
Remark 3.6. Lemma 3.3 plays an important role to define the specific essen-
tial set for any layer. Actually, we can translate each integer point z P Ek
through the fixed space to get an integer point with entries t´1,´2, 0, 1, 2u and
use inequality (19) which can be written as
1` xz, pT c0 , T cn´1, . . . , T c1 qy ă 0. (21)
Consider the following equivalence relation between layers of Zn
l „ l1 :“ l “ kn` l1, (22)
where k is an integer. Since the sum of T ci , i “ 0, . . . , n ´ 1 is zero, inequity
(21) is the same for all layers that are in the same equivalence class.
For example, for an ILP in R6, we can define the essential set in layer 21
as:
E21 “ tp4, 4, 4, 3, 3, 3q, p4, 3, 4, 4, 3, 3q, p4, 3, 4, 3, 4, 3q, p5, 3, 4, 3, 3, 3qu.
So the corresponding constraint for z “ p4, 4, 4, 3, 3, 3q is
1` 4T c0 ` 4T c5 ` 4T c4 ` 3T c3 ` 3T c2 ` 3T c1 ă 0 (23)
Since by Lemma 3.3 we have T c0 ` T c1 ` T c2 ` T c3 ` T c4 ` T c5 “ 0, inequality (23)
can be written as
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1` T c
0
` T c
5
` T c
4
ă 0.
Furthermore, we can define the essential set as follow and use constraint (21).
E3 “ tp1, 1, 1, 0, 0, 0q, p1, 0, 1, 1, 0, 0q, p1, 0, 1, 0, 1, 0q, p2, 0, 1, 0, 0, 0qu.
If we consider layers 1, . . . , n as representations of each class, we can define
the essential set for layers 1, . . . , n and use universal or atom points with entries
t´2,´1, 0, 1, 2u.
Definition 3.3. The essential set in layers 1, . . . , n is called the projected es-
sential set and it is denoted by pEk for k “ 1, . . . , n.
The idea is that first we search for integer points whose circulant matrix is
singular. If no integer point is found, by adding new constraints in each layer
k we search for an integer point c whose orbit polytope does not contain the
integer points of the essential set Ek. Notice that since in this step Cirpcq is
non-singular we can make new constraints non-singular by adding the following
inequalities.
xVm, cy2 ` xUm, cy2 ą 0 @m “ 1, . . . , rn´ 1s
2
(24)
We will present variations on this idea for different kinds of symmetry group.
In all of these variations there are three different type of subproblems as follows:
(S1) Adding constraints (19) and (24) for each point in the projected essential
set.
(S2) Adding constraints (13) and (14) for the case of singular circulant matrices.
(S3) Adding constraints described to check the feasibility of an integer point
in one of the essential sets.
Algorithm 1 Suppose f is the objective function of the ILP. The algorithm
for solving a maximization ILP has the following steps:
1. Construct a subproblem P0 of type S2 by adding constraints (13) and (14)
to P .
2. If P0 is integer feasible, denote the optimal solution by pz1; if not set fppz1q “
´8.
3. Solve the LP relaxation of P to determine n layers and upper bound of the
solution.
4. We start from the last layer k which is the maximum layer determined in
the previous step.
5. Construct subproblems P jk , j “ 1, . . . ,mi of type S3 for checking the feasi-
bility of each integer point in Ek “ tz1, . . . , zmiu.
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6. If one of the subproblems P jk is integer feasible, denote the feasible point bypz2 and go to step 10. If not set fppz2q “ ´8.
7. Construct a subproblem Pk of type S1 by adding constraints (24) for all
m “ 0, . . . , rn´1s
2
and constraints (19) for each zj P pEk to P .
8. if Pk is integer feasible, denote the optimal solution by pz3 and go to step 11.
If not set fppz3q “ ´8.
9. If k “ hn´ 1 for some integer h, go to step 10. If not set k “ k ´ 1 and go
to step 5.
10. Stop, if f˚ “ max tfppz1q, fppz2qu is finite then it is the optimal objective
value, otherwise the ILP is infeasible.
11. Stop, if f˚ “ max tfppz1q, fppz3qu is finite then it is the optimal objective
value, otherwise the ILP is infeasible.
4 Partial-Circulant Matrices
In the previous section we assumed that the order of the cyclic permutation
group of an ILPs is equal to the dimension of the problem. In this section we
generalize the algorithm of the previous section for some ILPs where not all
variables are active.
For the remainder of this section, without loss of generality, we assume that
the cyclic permutation group Ck acts on the first k variables. For any vector
x “ px1, . . . , xnq we denote by xk the first k coordinates that are active in the
cyclic group.
Notice that in this case the symmetry group is not transitive. Also the
dimension of the fixed space is n ´ k ` 1 and it is spanned by the following
orthogonal vectors
FixpGq “ tp1, 1, . . . , 1, 0, . . . , 0loomoon
n´k´times
q, p0, . . . , 0loomoon
k´times
, 1, 0, . . . , 0q,
p 0, . . . , 0loomoon
k`1´times
, 1, . . . , 0q, . . . , p 0, . . . , 0loomoon
n´1´times
, 1qu
Moreover, invariant subspaces of the action of Ck on R
n are the same as Ck on
Rk except that we have zero in non-active coordinates.
The following definition is a generalization of the circulant matrix to define
the orbit polytope of an integer point in this case.
Definition 4.1. For c P Rn, a nˆk Partial-Circulant Matrix is a matrix where
the first k rows form a kˆk circulant matrix and the remaining rows are scalar
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multiples of 1T . A partial circulant matrix PCirpcq takes the form»
——————————————————–
c0 ck´1 . . . c2 c1
c1 c0 ck´1 . . . c2
... c1 c0
. . .
...
ck´2
. . .
. . . ck´1
ck´1 ck´2
. . . c1 c0
ck ck
. . .
. . . ck
ck`1 ck`1
. . .
. . . ck`1
...
cn´1 cn´1 ¨ ¨ ¨ ¨ ¨ ¨ cn´1
fi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
(25)
Let c P Zn and let the circulant part of PCirpcq be non-singular. Then the
orbit polytope of c has dimension k ´ 1 and any point x P Rn in convpGcq can
be written as
PCirpcqnˆkλkˆ1 “ xnˆ1. (26)
It follows that, the rank of a partial-circulant matrix is k and so the solution
of the system (26) can be determined by the circulant part. The following
Lemma follows from the definition of convex combination.
Lemma 4.1. Let G “ xC1C2 ¨ ¨ ¨Cdy ď Sn where Ci i “ 1, . . . , d are disjoint cy-
cles and X1, . . . , Xd the canonically associated coordinate subspaces of R
n. Then
if the integer point z “ ‘di“1zi P Zn is in convpGcq then zi P convpCiciq, i “
1, . . . , d.
By the above Lemma, if the orbit polytope of c “ pc0, . . . , ck´1q in Zk is
lattice-free then c “ pc0, . . . , cn´1q is a core point in Zn. Also since the sum of
λ is 1 in a convex combination, if z P Zn is in convpGcq then we have
zk`1 “ ck`1
...
zn “ cn
Furthermore, by inequality (19) if z does not lie in convpGcq, for at least one
permutation of zk the following constraint must be satisfied
z0T
c
0 ` z1T cn´1 ` . . .` zk´1T c1 ` 1 ă 0. (27)
Again recall that the above constraint is nonlinear and non-convex with respect
to c.
For a given symmetric (maximization) ILP where not all variables are active
in the cycle, let the optimal solution of its relaxation be z˚. In this case the sym-
metry group is not transitive. So searching in at most n layers is not sufficient
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and the optimal objective value can be in any layer less that or equal to tz˚u.
Lemma 4.2 shows that in this case, we need to search in k equivalence classes
where all elements in a class have the same constraints. Note that Lemma 3.5
is still valid for active variables in this case.
Lemma 4.2. Let G “ xp1, 2, . . . , kqy ď Sn be a symmetry group of an ILP,
P . Then by using equivalence relation (22), the optimal integer solution can be
found by effectively searching infinite layers in k steps.
Proof. Let L “ l` l˚ be the layer of an integer point z P Zn in P where l is the
layer of active variables and l˚ is the layer of non-active variables.
Consider the equivalence relation (22) between layers of active variables.
Then the layer of active coordinates of each integer point belongs to one of the
following equivalence classes :
l1 “ t. . . ´ 2k ` 1,´k ` 1, 1, k ` 1, 2k ` 1, . . . u
l2 “ t. . . ,´2k ` 2,´k ` 2, 2, k ` 2, 2k ` 2, . . . u
...
lk “ t. . . ,´2k,´k, 0, k, 2k, . . .u.
Consider equivalence relation (22). By Lemma 3.5 all sub-layers in each equiva-
lence class have the same constraints for co-projective integer points (Definition
2.8). The layer of active variables of any integer solution z P Zn belongs to one
of the above equivalence classes and zk should satisfy corresponding constraints
of the projected essential set of that sub-layer.
Algorithm 1 in the previous section can be modified in this case as below.
The difference is we should check sub-layers li “ qik ` i where q1, . . . , qk are
some new integer variables (rather than a fixed layer).
Note that since the algorithm for this case is not searching in layer by layer,
checking the feasibility of integer points in the essential set is different. In other
words, we know the layers of points we have (since by Remark 3.6 the integer
points in each projected essential set are in the layer 1, . . . , k) but they are
only representatives for (many) pre-images, and we don’t know the layers of the
pre-images. If zk “ ck or zk “ σipckq then the solution of Cirpckqλ “ zk is
λa “ 1, λi “ 0 @i “ 0, . . . , k, i ‰ a.
Furthermore, by Theorem 3.1 to check if at least one of the pre-images of zk in
the projected essential set is a feasible point or not we can add the following
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constraints:
xσ0pzkq, T c
k
y “ 1
xσ1pzkq, T c
k
y “ 0
...
xσk´1pzkq, T c
k
y “ 0.
Remark 4.3. Since the coordinates of integer points in the projected essen-
tial set are 0,1,-1,2,-2 another way to check the feasibility of all translates
along the fixed space (which is linear) is to chose one of the coordinates ci,
as a base and write other coordinates with respect to that coordinate. For
example if z “ p1,´2, 0, 0, 0, 0, 0q P pE1, then by choosing c3 as a base we
can add the following constraints to check the feasibility of all integer points
p1,´2, 0, 0, 0, 0, 0q` tp1, 1, 1, 1, 1, 1, 1q t P Z in the sub-layers 7t` 1 :
c3 “ c4
c3 “ c5
c3 “ c6
c3 “ c7
c3 ´ 2 “ c2
c3 ` 1 “ c1
Algorithm 2 Let f be the objective function of a maximization ILP P . The
algorithm for this case consists of the following steps:
1. Construct a subproblem P0 of type S2 by adding constraints (13) and (14)
to P .
2. If P0 is integer feasible, denote the optimal solution by pz1, if not set fp pz1q “
´8.
3. Add new solver variables qi and li, i “ 0, . . . , n´ 1.
4. Set i “ 1, fppz0q “ ´8, and fppzE0q “ ´8.
5. Add constraints li “
řk
j“1 xj “ qik` i (assuming the first k coordinates are
active).
6. Construct subproblems P ji , j “ 1, . . . ,mi of type S3 by adding constraints
described in Remark 4.3 to P for each integer point in pEi “ tz1, . . . , zmiu.
7. For each j, if P ji is integer feasible, denote the optimal solution by pzjEi , if
not set fppzj
Ei
q “ ´8.
8. Set fppzEiq “ maxtfppzjEiq : j “ 1, . . . ,miu.
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9. Set f˚E “ maxtfppzEiq, fppzEi´1qu.
10. Construct a subproblem Pi of type S1 by adding constraints (24) for all
m “ 0, . . . , rn´1s
2
and constraints (19) for each zj P pEi to P .
11. if Pi is integer feasible, denote the optimal solution by pzi, if not set fppziq “
´8.
12. Set f˚L “ maxtfppziq, fppzi´1qu.
13. If i “ k go to step 14. If not set i “ i ` 1 and go to step 5.
14. Stop, if f˚ “ max tfppz1q, f˚E , f˚Lu is finite then it is the optimal objective
value, otherwise the ILP is infeasible.
5 New Constraints for Direct Products of Cyclic
Groups
Lemma 4.2 shows that for a given symmetric ILP, Algorithm 2 can be used for
a cyclic subgroup of the symmetric group. In some cases the cyclic subgroup
is small and Algorithms 1 and 2 are not very practical. In this section we
generalize Algorithm 2 for direct product of cyclic groups. The algorithm in
this section also does not search layer by layer in feasible region. Instead, we
search in all equivalence classes of sub-layers.
Recall that the Cartesian product of two sets A and B, denoted A ˆ B, is
the set of all possible ordered pairs pa, bq where a is in A and b is in B. That is
AˆB “ tpa, bq : a P A, b P Bu.
The Cartesian product can be generalized to the n-ary Cartesian product over
n sets X1, . . . , Xn as the set
X1 ˆ . . . ˆXd “ tpx1, . . . , xnq : xi P Xi for every i P t1, . . . , nuu.
Definition 5.1. Let Gi, i “ 1, . . . , d be some finite groups. The direct product
G1 ˆ . . . ˆGd is defined
1. The underlying set is the Cartesian product, G1 ˆ . . . ˆGd. That is, the
ordered d-tuples pg1, . . . , gdq, where g1 P G1 ,. . . , gd P Gd.
2. Multiplication is defined coordinatewise
pg1, . . . , gdq ¨ pg11, . . . , g1dq “ pg1.g11, . . . , gd.g1dq
It is routine to check that with the above operation,
Śd
i“1Gi is a group.
Lemma 5.1. The direct product G “ C1 ˆ . . . ˆ Cd is isomorphic to G1 “
xC1, . . . , Cny, where Ci i “ 1, . . . , d are disjoint cycles.
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Proof. Consider the following map between G and G1
φ : GÑ G1
pc1, . . . , cdq Ñ c1c2 ¨ ¨ ¨ cd,
where c1 P C1, . . . , cd P Cd. It is very straightforward to check φ is a bijection
and also we have
φppc1, . . . , cdq ¨ pc11, . . . , c1dqq “ φpc1c11, . . . , cdc1dq “ c1c11 . . . cdc1d “
c1 . . . cdc
1
1 . . . c
1
d “ φpc1, . . . , cdqφpc11, . . . , c1dq.
So φ is a group isomorphism. Note that two last equalities hold since the cycles
are disjoint.
Example 5.1. The permutation group G “ xp1, 2, 3, 4q, p5, 6, 7qy on the set
t1, 2, 3, 4, 5, 6, 7u is isomorphic to the direct product of two cyclic groups G1 “
xp1, 2, 3, 4qy and G2 “ xp5, 6, 7qy
In this section we denote by zi the coordinates of z that are active in the
i-th cyclic group in the direct product G1 ˆ . . . ˆGd.
The following theorem states that if a permutation group G ď Sn is a direct
product of other permutation groups, then the core set of G also is a Cartesian
product.
Theorem 5.1. [10] Let G “Śdi“1Gi, Gi ď Sn.
corepGq “
dą
i“1
corepGiq
Proof. The product structure of G induces a decomposition of Rn into a Carte-
sian product of pairwise orthogonal coordinate subspaces
Śd
i“1Xi “ Rn. Thus,
we can write every point z P Rn as z “Àdi“1 zi. The claim of the theorem fol-
lows immediately from convpGzq “
Śd
i“1 convpGziq.
In this section we consider the direct product of some cyclic groups. Note
that we can use the same pT c as Lemma 3.2 for each cycle of the direct product
groups. In other words, let G “Śdi“1 Ci and c “Àdi“1 ci P Zn. Then a point
x “Àdi“1 xi P Rn is in convpGcq iff
x1 “ Cirpc1qλ1 ñ λ1 “ CirppT c1qx1
...
xd “ Cirpcdqλd ñ λd “ CirpT c
d
qxd .
Furthermore, by Theorem 5.1 we can apply our new constraints on each sub-
space.
From now on we denote by k1, . . . , kd the order of each cyclic group Ci, i “
1, . . . , d in the direct product group G “ Śdi“1 Ci ď Sn. For an integer point
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z “ Àdj“1 zj P Zn we denote by l1i , . . . , ldi the i´th sub-layers of z1, . . . , zd re-
spectively and also denote by pEl1i , . . . , pEldi the corresponding projected essential
set of each cyclic group in their i-th sub-layer.
Similarly to previous section, all equivalence classes of all sub-layers must be
checked. By Lemma 3.5, Remark 3.6 and Lemma 5.1 in each cyclic group Ci we
need to search in ki sub-layers. Then there are k1ˆ . . . ˆkd possibilities for sub-
layers of an integer point. For example suppose G “ C3ˆC2 “ p1, 2, 3qˆp4, 5q ď
S5. Then we have decomposition Z
n “ X1 ˆ X2 where X1 “ pz1, z2, z3q and
X2 “ pz4, z5q. So we have the following possibilities for sub-layers of a feasible
solution z
l1
1
“ 3q1 ` 1, l21 “ 2q2 ` 1
l1
2
“ 3q1 ` 2, l21 “ 2q2 ` 1
l1
3
“ 3q1 ` 3, l21 “ 2q2 ` 1
l1
1
“ 3q1 ` 1, l22 “ 2q2 ` 2
l1
2
“ 3q1 ` 2, l22 “ 2q2 ` 2
l1
3
“ 3q1 ` 3, l22 “ 2q2 ` 2,
where q1 and q2 are arbitrary integers.
Let 1, . . . , ki be representatives of equivalence classes qiki ` 1, . . . , qiki ` ki
respectively, and consider the following d-ary Cartesian product of d sets rkis “
t1, . . . , kiu, i “ 1, . . . , d
K “ rk1s ˆ . . . ˆ rkds “ tph1, . . . , hdq : hi P rkis for every i P t1, . . . , duu.
In this case, for each element ph1, . . . , hdq of K, a subproblem of type S1 is
solved, where each hi i “ 1, . . . , d is the sub-layer of active variables of cycle Ci.
Remark 5.2. In the direct product group G “Śdi“1 Ci , each sub-layer has own
projected essential set. In step 4 of Algorithm 2 the feasibility of pre-images of
integer points of the projected essential sets is checked. In this case we can check
the feasibility of these pre-images corresponding to each cycle separately. In
general if s1, . . . , sd are the cardinality of t pEl1 , . . . , pEl1k1 u, . . . , t pEld1 , . . . , pEldkd´1u,
then s1 ` . . . ` sd subproblems must be solved.
For example if G “ C5 ˆ C8 and a universal core point in the projected
essential set pEl12 is p1, 1, 0, 0, 0q, we add the following constraints to the problem
x2 “ x1
x3 “ x1 ´ 1
x4 “ x1 ´ 1
x5 “ x1 ´ 1
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Note that if adding constraints for one cycle is not enough, we can check
the feasibility of them for all cycles at the same time. In this case, we have
to check all possible combinations of integer points in the projected essential
sets. For example if G “ p1, 2, 3, 4q ˆ p5, 6, 7q ď S7 , for l12 and l21 let pEl12 “
tp1, 1, 0, 0q, p1, 0, 1, 0qu and pEl21 “ tp1, 0, 0q, p2,´1, 0qu. Then all possible combi-
nations of pEl12 and pEl21 are as below
p1, 1, 0, 0, 1, 0, 0q, p1, 1, 0, 0, 2,´1, 0q, p1, 0, 1, 0, 1, 0, 0q, p1, 0, 1, 0, 2,´1, 0q.
So s1 ˆ . . . ˆ sd subproblems must be solved.
Now we can generalize Algorithm 2 for direct product groups as follows.
Algorithm 3 Let f be objective function of a maximization ILP P and
m1, . . . ,md be cardinalities of the projected essential sets E
l1
i , . . . , El
d
i in their
i-th sub-layer respectively. The algorithm for this case consists of the following
steps:
1. Set fppzE0q “ ´8 , fppz0q “ ´8.
2. For ph1, . . . , hdq P rk1s ˆ . . . ˆ rkds do following (Let i P rk1 ˆ . . . ˆ kds be
the index of whole tuple ph1, . . . , hdq ).
(a) Construct subproblems P ji of type and S2 where j PM “ t1, . . . ,mi1ˆ
. . . ˆmidu (or j PM “ t1, . . . ,mi1` . . . `midu by Remark 5.2) by adding
constraints described in Remark 4.3 to P for each z in the projected
essential sets of sub-layers ph1, . . . , hdq.
(b) For each j, if the subproblem P ji is integer feasible, denote the optimal
solution by pzEi , if not set fppzjEiq “ ´8.
(c) Set fppzEiq “ maxtfppzjEiq : j PMu
(d) Set f˚E “ maxtfppzEiq, fppzEi´1qu
(e) Construct a subproblem Pi of type S1 or S3 by adding the following
constraints to P . For a “ 1, . . . , d
i. if ha ‰ ka, constraints (24) for all m “ 0, . . . , rn´1s2 and constraints
(19) for each z in projected essential sets of sub-layers ph1, . . . , hdq.
ii. if ha “ ka, constraints (13) and (14).
(f) If the subproblem Pi is integer feasible, denote the optimal solution bypzi if not set fppziq “ ´8.
(g) Set f˚L “ maxtfppziq, fppzi´1qu.
3. Stop, if f˚ “ maxtf˚E, f˚Lu is finite then it is the optimal objective value,
otherwise the ILP is infeasible.
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6 New Constraints For Permutation Groups
In this section we use Algorithms 3, 2, or 1 for a symmetric ILP with an arbitrary
permutation group as its symmetry group. First we define subdirect product
groups and then classify the permutation groups with respect to their generators.
Definition 6.1. Let H1 and H2 be groups. A subdirect product of H1 and H2
is a subgroup H of the external direct product H1 ˆH2 such that the projection
from H to either direct factor is surjective. In other words, if p1 : H1ˆH2 Ñ H1
is given by ph1, h2q ÞÑ h1 and p2 : H1 ˆ H2 Ñ H2 is given by ph1, h2q ÞÑ h2,
then p1pHq “ H1 and p2pHq “ H2.
Subdirect products of more than two groups are obtained naturally by iter-
ating this construction.
Example 6.1. The group G “ xp1, 2, 3qp4, 5, 6, 7qy is a subdirect product of
xp1, 2, 3qy and xp4, 5, 6, 7qy and is a subgroup of direct product G “ p1, 2, 3q ˆ
p4, 5, 6, 7q.
Remark 6.1. Clearly, if the generator of a group is a sub-direct product of some
disjoint cycles, then none of the cycles define a subgroup in general. But Lemma
4.1 shows that for exploring feasible integer points of a symmetric polyhedron
considering some of the cycles is enough. In other words, we can make our
constraints for a few cycles and keep other variables non-active.
Note that our constraints are still valid for a sub-direct product of disjoint
cycles, since in each subproblem we remove universal or atom points from the
orbit polytope of active variables of each cycle. So Algorithm 2 and 3 work for
this case as well.
Now we classify permutation groups with respect of their generators.
Disjoint Cycles If G is a group with separate and disjoint cycles C1, . . . , Cd,
then G is the direct product of C1, .., Cd (Lemma 4.1). In this case Algorithm
3 can be applied.
Example 6.2. The group G “ xp1, 2, 3, 4q, p6, 8, 9q, p5, 7, 12, 11qy is the direct
product of the three cyclic groups C1 “ xp1, 2, 3, 4qy, C2 “ xp6, 8, 9qy, C3 “
xp5, 7, 12, 11qy
Product of disjoint cycles If the given set of generators of a group G is
product of two or more disjoint cycles, then G is a subdirect product of those
cycles. In this case by Remark 6.1 Algorithm 3 can be applied.
Example 6.3. The subdirect product group
G “ xp1, 2, 5, 3qp6, 10, 11qp9, 7, 12, 8qy
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is a subgroup of direct product of three cyclic groups
C1 “ xp1, 2, 5, 3qy
C2 “ xp6, 10, 11qy
C3 “ xp9, 7, 12, 8qy
Combination of two above cases If the given set of generators of G are a
combination of above cases, i.e. separate or non-separate disjoint cycles, then
Algorithm 3 can be applied.
Example 6.4. Let G “ tp1, 2, 3, 4qp5, 6, 12, 13q, p7, 8, 9, 10qu, then G is a sub-
group of direct product of three cycles
C1 “ xp1, 2, 3, 4qy
C2 “ xp5, 6, 12, 13qy
C3 “ xp7, 8, 9, 10qy
Non-disjoint cycles If the given set of generators of G are not disjoint we
find a subgroup of G where all generators are disjoint. Then it falls into one
of the previous three cases. Note that for finding the biggest cyclic subgroup
we can find representatives of the conjugacy classes (e.g. by using GAP) and
choose the biggest cycle.
Example 6.5. Let G “ xp1, 2, 3, 4, 5q, p7, 5, 8, 10, 11qp12, 13, 2, 14qy then C1 “
xp1, 14, 12, 13, 2, 3, 4, 8, 10, 11, 7, 5qy is a cyclic subgroup and since 9 and 6 are
fixed, Algorithm 2 can be applied.
7 Computational experiments
In order to test the efficiency of our algorithms, in this section we create some
symmetric integer linear programs that are hard to solve with standard solvers.
For this purpose, we can use the orbit polytopes of core points. As the orbit
polytope of a core point contains no integer points aside from the vertices, if
we can cut off these vertices then the integer program corresponding to this
polytope will be infeasible.
ILP-feasibility problems of simplices are known to be hard for branch-and-
bound (see [1] for some of these instances and [3] for a general computational
report). The goal is to find an integer point in a polyhedron P or decide that
no such point exists.
We used cyclic groups and primitive groups to make some ILP-feasibility
problems. The convex hull of the orbit of a core point under a cyclic group
with an invertible nˆn circulant matrix is a simplex with dimension n´1. For
a primitive groups the following theorem shows that the corresponding orbit
polytope is a simplex.
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Theorem 7.1. [10, 5.37] Let G ď Sn be primitive and let V ď Rn be a rational
invariant subspace. If e1 “ p1, 0, 0, . . . , 0q has globally minimal projection onto
V then there are infinitely many core points in layer one. The corresponding
orbit polytopes are simplices.
The groups used for these experiments are the primitive groups with GAP-
ids 15-2 , 21-2 , 45-2 (all three of them have rational invariant subspaces) along
with cyclic group C5. Table 1 gives more details about symmetry groups of
these instances.
Table 1: ILP-feasibility problems.
Name Symmetry group Generators of the group
P1 Cyclic group C5 p1, 2, 3, 4, 5q
P2 Primitive group
(15,2)
p1, 15, 7, 5, 12q p2, 9, 13, 14, 8q p3, 6, 10, 11, 4q,
p1, 4, 5q p2, 8, 10 qp3, 12, 15q p6, 13, 11q p7, 9, 14q
P3 Primitive group
(21,2)
p1, 7, 12, 16, 19, 21, 6q, p2, 8, 13, 17, 20, 5, 11q,
p3, 9, 14, 18, 4, 10, 15q, p4, 6, 5q, p9, 11, 10q,
p13, 15, 14q, p16, 18, 17q, p19, 20, 21q
P4 Primitive group
(45,2)
p1, 2, 7q p3, 11, 27q p4, 14, 31q p5, 18, 32q p6, 20, 36q
p8, 24, 39q p9, 25, 28q p10, 26, 42q p12, 15, 16q
p13, 30, 40q p17, 19, 21q p22, 35, 44q p23, 33, 29q
p34, 43, 37q p38, 45, 41q,p1, 3, 5, 6, 7, 22, 13, 23q
p2, 8, 9, 10q p4, 15, 16, 17, 14, 21, 19, 12q
p11, 28, 29, 38, 44, 25, 20, 37q
p18, 33, 34, 24, 40, 36, 41, 39q
p26, 43, 35, 32, 42, 45, 27, 30q, p1, 4q p3, 12q p5, 19q
p6, 21q p7, 14q p8, 10q p11, 20q p13, 16q p15, 23q
p17, 22q p18, 33q p24, 41q p25, 28q p26, 43q p27, 32q
p29, 44q p30, 35q p34, 39q p36, 40q p42, 45q
As it was mentioned before, these problems are hard to solve with standard
solvers. They take more than 3600 seconds to be solved in Gurobi 8.1, CPLEX
12.10 and GLPK 4.6 on an Intel Core-i5 machine with CPUs at 1.4 GHz and 8
GB RAM. Since adding new constraints turns the problem to a nonlinear and
non-convex MILP, we should use a solver that can handle these constraints. We
used Knitro to solve these instances. Knitro has three algorithms for mixed-
integer nonlinear programming (MINLP):
1. Nonlinear branch-and-bound method.
2. A mixed-integer Sequential Quadratic Programming (MISQP) method.
3. The hybrid Quesada-Grossman method (for convex problems).
We used the first method above (branch-and-bound method) to solve these
problems. This method involves solving a relaxed, continuous nonlinear opti-
mization subproblem at every node of the branch-and-bound tree. It can also be
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applied to non-convex models. However it is a local solver and hence may some-
times get stuck at integer feasible points that are not globally optimal solutions
when the model is non-convex. In addition, the integrality gap measure may not
be accurate since this measure is based on the assumption that the nonlinear
optimization subproblems are always solved to global optimality (which may
not be the case when the model is non-convex). But local solvers can be used
for solving feasibility problems (checking if the problem has a feasible integer
solution or not).
For some instances we used both Algorithms 2 and 3 to compare results. We
solved all of them on an Intel Core-i5 machine with CPUs at 1.4 GHz and 8
GB RAM. As Table 2 shows the total time of Algorithm 2 is less than the total
time of Algorithm 3 in all instances.
Table 2: Total times in second and number of subproblems of Algorithm 1,2
and 3
Name Al Cycle TTs NSP
P1 1 p1, 2, 3, 4, 5q 3.1 3
P2 2 (1,15,7,5,12) 17 11
P2 3 p1, 15, 7, 5, 12q p2, 9, 13, 14, 8q 97 36
P3 2 p1, 7, 12, 16, 19, 21, 6q, 15 14
P4 2 p11, 28, 29, 38, 44, 25, 20, 37q 335 36
P4 3
p11, 28, 29, 38, 44, 25, 20, 37q,
p18, 33, 34, 24, 40, 36, 41, 39q 566 91
Al: Algorithm; NSP: Number of subproblems
TTs: Total time in second.
Table 3 shows the total time and number of subproblems of type S1, S2
and S3. The number of subproblems of type S1 corresponding to cycle Cd in
Algorithm 2 is d (we have to check d sub-layers) and in Algorithm 3 it is product
of the order of cycles the number of cycles. And the number of subproblems of
type S3 is total number of integer points of the projected essential sets. Recall
that a projected essential set contains a small subset of universal or atom points
in each layer.
Table 3: Total times in seconds and number of subproblems of type Sj
Name Al
TT(s) of
SP’s S1
TT(s) of
SP’s S2
TT(s) of
SP’s S3 # S1 # S2 # S3
P1 1 1.987 1.113 0.008 1 1 1
P2 2 5 3 9 4 1 6
P2 3 62 20 15 16 8 12
P3 2 10 3 2 6 1 7
P4 2 50 5 280 7 1 28
P4 3 540 23 280 49 14 28
Al: Algorithm; TT(s): Total time in second; SP’s : subproblems
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As Table 3 shows Algorithm 2 is more efficient for our instances. Algorithm
3 might work better in the case that the symmetry group does not have a cycle
which is big enough to make problem easier to solve. All of our instances could
be solved by using one cycle. Problem P4 (primitive group 45-2) we used at
most four integer points in each sub-layer in Algorithm 2. For other problems
we used at most two integer points in each sub-layer.
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