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CONFORMAL COMPACTIFICATION OF ASYMPTOTICALLY LOCALLY
HYPERBOLIC METRICS
ERIC BAHUAUD AND ROMAIN GICQUAUD
Abstract. In this paper we study the extent to which conformally compact asymptotically hy-
perbolic metrics may be characterized intrinsically. Building on the work of the first author in [6],
we prove that decay of sectional curvature to −1 and decay of covariant derivatives of curvature
outside an appropriate compact set yield Ho¨lder regularity for a conformal compactification of the
metric. In the Einstein case, we prove that the estimate on the sectional curvature implies the
control of all covariant derivatives of the Weyl tensor, permitting us to strengthen our result.
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1. Introduction
The study of complete Riemannian manifolds remains a lively and important topic of research.
Constant sectional curvature spaces are well understood: these spaces are quotients of simply con-
nected models (either euclidean space, the round sphere or hyperbolic space) by a discrete group of
isometries. In an effort to understand more general Riemannian metrics on non-compact manifolds,
it is natural to study metrics that approach one of the constant curvature models in some sense.
From a physical viewpoint these metrics are of interest in their own right as they represent natural
Cauchy surfaces for isolated systems in general relativity. Much is known about the structure at
infinity of asymptotically flat manifolds, see for example [9] and [8] and references therein. The
purpose of this paper is to compare the difference between ‘classical’ AH metrics and the (more
natural) notion of asymptotically locally hyperbolic metrics.
We begin with a very heuristic idea of our approach. We want our definition to be intrinsic, i.e.
not to depend on choices of coordinates or the a priori existence of a manifold compactification.
We first review a few basic facts. The Poincare´ model of hyperbolic space Hn+1 is the the open
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unit ball Bn+1 ⊂ Rn+1 equipped with the metric
h =
4
(1− |x|2)2
(
(dx1)2 + . . .+ (dxn+1)2
)
.
The sectional curvature of h for all two planes is −1. Consequently, the hyperbolic metric is Ein-
stein: Rich = −nh. It is well known that a good description of the geometry of H
n+1 involves the
boundary sphere at infinity. This sphere may be described purely intrinsically as follows: define
an equivalence relation on the set of geodesic rays parameterized by arc-length by saying σ and τ
are asymptotic if dh(σ(t), τ(t)) remains bounded as t→ +∞. Denote the set of equivalence classes
by B(∞). One can show that given any point p ∈ Bn+1, Bn+1(∞) is in bijection with the unit
sphere SpB
n+1 ⊂ TpB
n+1 by a rescaled exponential map. We obtain the geodesic compactification
Bn+1 = Bn+1
⋃
B
n+1(∞) by declaring this map to be a homeomorphism. Declaring this map to
be a diffeomorphism gives a smooth structure on Bn+1; in the case of hyperbolic space the smooth
structure is independent of p. We note that the procedure outlined here was extended to arbitrary
manifolds of nonpositive curvature by [18]. In general one only expects the topological structure
to be independent of p (but see also [4], [7]).
Observe in the above compactification construction that we used the exponential map from a
point to achieve the diffeomorphism. We could have well replaced the exponential map from a
point p with the normal exponential map from a sphere centered at p. This justifies the following
definition: an essential subset Kn+1 of a complete Riemannian manifold Mn+1 is a compact em-
bedded submanifold with boundary Y n = ∂K such that Y is convex with respect to the outward
unit normal and the normal exponential map E : Y × [0,∞) −→M \ K˚ is a diffeomorphism.
One of the most important established models of asymptotically hyperbolic metrics is based on
conformal compactifications, which we now describe. There are numerous other notions of asymp-
totically hyperbolic metrics, see [14] and [23] for examples similar in spirit to the asymptotically
flat case and relations to positive mass theorems. Suppose (M,g) is a noncompact Riemannian
(n+1)-manifold that is the interior of a compact manifold with boundaryM . For k ∈ N0, α ∈ [0, 1],
the metric g is Ck,α conformally compact if there exists a defining function ρ for the boundary such
that g = ρ2g extends to a Ck,α metric on M . Such a metric induces a conformal class on the
boundary ∂M , called the conformal infinity of g.
Straightforward calculations yield that if g is at least C2 conformally compact then the sectional
curvatures in M satisfy
(1.1) sec = −|dρ|2g +O(ρ) near ∂M.
If |dρ|2g = 1 on ∂M , then the sectional curvatures of M approach −1 near ∂M . This justifies
the following definition. The metric g is asymptotically hyperbolic if g is conformally compact and
|dρ|2g = 1 on ∂M . The classical setting typically requires at least a C
2 conformal compactification.
As any two defining functions for ∂M differ by a multiplication by a positive function, this definition
is easily seen to be independent of ρ. When g is additionally an Einstein metric, i.e. Ricg = −ng
(the ‘cosmological constant’ being determined by the asymptotic value of the sectional curvature),
the sectional curvatures of g satisfy an improved decay estimate, i.e.
(1.2) sec = −1 +O(ρ2).
This is a consequence of the transformation law for the Ricci tensor under a conformal change of
metric which proves that the first order correction for the sectional curvature must vanish for an
Einstein manifold, see e.g. [2].
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Conformally compact metrics have proved to be important in Riemannian and conformal geom-
etry in no small part due to the work of Fefferman and Graham [19] and to Maldacena’s AdS/CFT
correspondence (see for example [10]). The basic outline is to relate the Riemannian geometry
of the Einstein metric g to the conformal geometry of the conformal infinity ∂M . A lot of work
has been dedicated to the existence and regularity questions of these metrics, see e.g. [21], [25],
[3], [13] and the references therein. Such manifolds also appear in other contexts such as general
relativity where they are good candidates for Cauchy surfaces in asymptotically simple space-times.
We refer the reader to [5] and [20] for more details. In this setting, the conformal infinity is not
given a priori and it is a natural question to wonder to what extent the boundary at infinity can be
reconstructed. In particular, the regularity of the compactified metric is an important ingredient
in applying elliptic theory in these spaces, see [25] for example.
In an earlier paper [6], the first author began to study to what extent conformally compact AH
metrics can be characterized intrinsically. We review this result. Conformally compact metrics
possess essential subsets (just take K = {ρ ≥ ǫ} for ǫ sufficiently small) so this definition provides
a good departure point for our study. The main result of [6] is
Theorem 1.1. Suppose (M,g) is a complete noncompact Riemannian manifold and K is an es-
sential subset. Let r(x) = distg(x,K). Assume further that
sec(M \ K˚) < 0, and
sec(M\K) = −1 + o(1), and
|∇gR|g = O(e
−ωr), for some ω > 1.
Then M = M ∪ M(∞) is a topological manifold with boundary endowed with a C1,1 structure
independent of K. Further g := e−2rg extends to a C0,1 metric on M , i.e. g is C0,1 conformally
compact.
As an example, all of the assumptions above hold sufficiently close to the boundary of a smoothly
conformally compact Einstein metric. We remark that assumption on the covariant derivative of
curvature implies that sectional curvature estimate enjoys the same rate of decay, i.e. in fact
sec(M\K) = −1 +O(e−ωr). This is easily seen by integrating the components of R+K, where K
denotes the constant curvature tensor:
Kabcd = gadgbc − gacgbd,
with respect to a parallel frame along normal geodesics emanating from K.
We briefly describe the proof of this theorem. Mimicking the classical geodesic compactification
described above, it was proved in [7] that M(∞) is in bijection with the boundary Y by a rescaled
exponential map, and that there is a natural topology on the geodesic compactification M :=
M ∪M(∞). Further, it was proved in [6] that the asymptotic curvature pinching implies that
M has the structure of a C0,1 manifold independent of K. Finally in order to prove that g is a
Lipschitz metric, we take derivatives of the Riccati equation for the shape operator and metric
of constant r level sets in appropriate coordinates, and analyze the resulting system. Then the
rough C0,1-structure of M can be improved to a C1,1-structure independent of K using a trick of
Calabi-Hartman [11].
The purpose of the present paper is twofold. We first extend the result of [6] to obtain com-
plete understanding of how the rate of curvature decay influences the regularity of the conformal
compactification, and we explain how further regularity can be obtained by assuming appropriate
decay of |∇2R|. In particular we prove
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Theorem A. Suppose (M,g) is a complete noncompact Riemannian manifold and K is an essential
subset. Let r(x) = distg(x,K). Assume further that
(NSC) sec(M \ K˚) < 0, and
(AH0) |R+K|g = O(e
−ar),
(AH1) |∇gR|g = O(e
−ar),
Then:
• If 0 < a < 1, M = M ∪M(∞) is endowed with a C1,a structure independent of K, and
g := e−2rg extends to a C0,a metric on M .
• If a = 1, M =M ∪M(∞) is endowed with a C1,b structure independent of K, and g := e−2rg
extends to a C0,b metric on M , for every b ∈ (0, 1).
• If a > 1, M =M ∪M(∞) is endowed with a C1,1 structure independent of K, and g := e−2rg
extends to a C0,1 metric on M .
Note that this Theorem is sharp in the case a = 1. In [6] the first author provided an example of a
metric which satisfies (AH0) and (AH1) for a = 1 but with no Lipschitz conformal compactification.
Theorem B. Given all of the hypothesis of Theorem A, assume additionally
(AH2) |∇2gR|g = O(e
−ar),
• If 1 < a < 2, M = M ∪M(∞) is endowed with a C2,a−1 structure independent of K, and
g := e−2rg extends to a C1,a−1 metric on M .
• If a = 2, M =M ∪M(∞) is endowed with a C2,b structure independent of K and g := e−2rg
extends to a C1,b metric on M , for every b ∈ (0, 1).
The proof of this theorem mimics its counterpart in [6]. We do not pursue analysis for faster
decay because of rigidity results for asymptotically hyperbolic metrics; see [27] for example. Note
that while we present our results in terms of Ho¨lder-type estimates, it easy to obtain W 2,p-Sobolev
estimates for the compactified metric g, however the Sobolev embedding theorem applied to these
estimates does not yield optimal Ho¨lder regularity.
The second purpose of this paper is strengthen our results significantly in the case that g is
Einstein, i.e. Ricg = −ng. As we will deal only with manifolds whose curvature tends to −1 at
infinity, we assume implicitly the normalization Ricg = −ng. We prove
Theorem C. Let (M,g) be a complete noncompact Riemannian manifold containing an essential
subset such that (AH0) holds for an arbitrary a > 0 and g is Einstein. Then |∇
(j)
g R|g = O(e
−ar)
holds for all j ≥ 1.
In particular, this theorem is valid for any conformally compact Einstein manifold. This confirms
the naive idea for an Einstein metric that anything better than C2-boundary regularity is non-local
data and cannot be detected by the behaviour of curvature quantities at infinity. Applying this
theorem and Theorems A, B we obtain immediately that an Einstein metric g with sectional cur-
vature decay |R+K|g = O(e
−2r) is C1,b conformally compact for every 0 < b < 1.
We remark that whereas the proof of Theorems A, B use ODE analysis to obtain estimates,
the proof of Theorem C uses elliptic PDE theory. The Einstein condition allows us to construct
appropriate harmonic coordinate balls where the metric g and its derivatives are appropriately con-
trolled. From a standard formula for the Laplacian of the curvature 4-tensor we derive an elliptic
equation for the Weyl curvature tensor. We then use elliptic theory to conclude that all derivatives
of this tensor decay to the same order. In a forthcoming paper, the authors plan to study the case
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of ALH Einstein manifolds in greater detail.
This paper is organized as follows. In Section 2, we fix notation and prove the basic shape
operator and metric estimates to obtain our first manifold compactification. In Section 3 we study
the Riccati system for the metric and shape operator in the same spirit as [6] and prove Theorems
A and B. In Section 4 we study the Einstein case in detail and prove Theorem C.
Acknowledgments. The authors are grateful to Erwann Delay, Marc Herzlich, Jack Lee and Rafe
Mazzeo for useful discussions and support. We also thank Piotr Chrus´ciel and Michael Anderson
for their interest in this work.
2. Background and Notation
In this section we fix notation and recall a few facts. Throughout the paperM denotes a complete
non-compact smooth Riemannian manifold and K an essential subset of M : recall that this means
Kn+1 is a compact embedded submanifold with boundary Y n = ∂K such that Y is convex with
respect to the outward unit normal and the normal exponential map E : Y × [0,∞) −→M \ K˚ is
a diffeomorphism. One sufficient condition to imply the existence of an essential subset was given
in [7]: if K is totally convex in M and sec(M \K) < 0 then K is an essential subset (recall K is
totally convex if for all p, q ∈ K and any geodesic curve γ : [0, 1]→M with γ(0) = p, γ(1) = q then
γ([0, 1]) ⊂ K). Conformally compact metrics possess essential subsets: if ρ is a defining function
then K = ρ−1([ǫ;∞)) is an essential subset for small enough ǫ > 0 due to convexity properties of
the function r = − log ρ near the boundary (the proof is similar to Lemma 4.2).
In light of the diffeomorphism Y × [0,∞) ≈M \ K˚ and the fact that r is the distance to K, we
may decompose g as
g = dr2 + gr,
where gr is a one parameter family of metrics on Y . We cover Y with finitely many sufficiently small
normal coordinate balls as in [7]. We label such coordinates {yα}, and extending such coordinates
to be constant along the integral curves of r provides Fermi coordinates on cylinders. In such a
cylinder the metric decomposes as
g = dr2 + gαβ(y, r)dy
αdyβ .
We use Greek indices (with the exception of ρ) to index directions along Y and consequently these
range from 1 to n. We use Latin indices to index directions in M and these range from 0 to n; we
consistently use the subscript 0 for the normal direction.
We will need to consider various curvature quantities for the metric restricted to constant r slices.
We denote constant r slices by Σr, often omitting the subscript. Define the second fundamental
form of r-level sets by S(X,Z) = g(∇XZ,−∂r) where X,Z are tangent to Σr. We denote the shape
operator (a (1,1)-tensor) by the same symbol S. Note that in Fermi coordinates the following
relations are useful.
Sαβ = g(∇∂α∂β,−∂r) = g(Γ
0
αβ∂r,−∂r) = −Γ
0
αβ =
1
2
∂rgαβ,
S
β
α = g
βγSγα=
1
2
gβγ∂rgγα = Γ
β
0α.
The sectional curvature of a two plane spanned by orthogonal unit vectors X and Z is given by
R(X,Z,Z,X). Note that we denote the Weyl curvature by W and the constant curvature tensor
by K. In the case of an Einstein metric W = R + K. Throughout this paper we normalize the
Einstein constant to be −n.
We collect some fundamental equations here for reference [26]:
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• Riccati equation
(2.1) ∂rS
β
α + S
β
γS
γ
α = −R
β
0 α0,
• Gauss equation
(2.2) Rαβγδ = R
Σ
αβγδ + SαγSβδ − SαδSβγ ,
• Codazzi-Mainardi equation
(2.3) ∇ΣαSβγ −∇
Σ
βSαγ = −Rαβγ0,
• Evolution of the tangential metric under the geodesic flow
(2.4) ∂rgµν = L∂rgµν = 2Sµν(= 2gµσS
σ
ν).
In what follows an inequality involving the shape operator of the form Sβα ≥ c means that every
eigenvalue of the shape operator S is greater than or equal to c. Inequalities involving a metric are
to be interpreted as inequalities between quadratic forms.
We now outline our notation for order estimates. If a tensor appears with subscripts in an order
estimate, then an estimate of components in Fermi coordinates is implied, otherwise the tensor
norm is implied. For example a 2-tensor T , the notation Tij = O(e
−ar) means that the components
of T in Fermi coordinates satisfy the estimate. As another example, the tensor norm quantity
estimated in (AH0) implies the following estimate of components:
(R+K)ijkl = O(e
(4−a)r).
Similarly,
(R∂r)
β
α + δ
β
α = R
β
0 α0 + δ
β
α = O(e
−ar),
R β0 ασ = O(e
(1−a)r), R βσ α0 = O(e
(1−a)r).
We also document the following estimates derived from (AH1):
∇µR
β
0 α0 = |(∇R)(∂r, dx
β , ∂α, ∂r, ∂µ)| = O(e
(1−a)r),
∇0R
β
0 α0 = O(e
−ar),
∇µR
β
0 ασ = O(e
(2−a)r),
∇ν∇µR
β
0 α0 = O(e
(2−a)r).
We use the results of [7] to compactify M and obtain the first estimate of manifold regularity. In
order to do this we must prove metric estimates in an atlas of carefully chosen Fermi coordinates.
Following [7] we cover Y := ∂K by a reference covering of finitely many small open gY -normal
coordinate balls {Wi}. The {Wi} are chosen with sufficiently small radius chosen so that gαβ
(transfered to W by means of normal coordinates), the round metric g˚ on Sn in normal coordinates
and the flat metric on W are comparable. We show that an appropriate metric estimate holds
on Fermi charts of the form W × [R,∞), where W ⊂ Wi. For R > 0 sufficiently large, g is then
comparable to ‘comparison’ hyperbolic metrics
dr2 + sinh2(r ±R) g˚,
and we may cite the compactification result Theorem 17 of [7]. See [6] for more details.
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2.1. The Riccati system. As mentioned above, in a Fermi coordinate chart, the metric and shape
operator satisfy the following system of differential equations that we refer to as the Riccati system:
(2.5)
{
(Sβα)
′ + SβγS
γ
α = −(R∂r)
β
α, and
g′αβ = 2S
γ
αgγβ,
where primes denote derivatives with respect to r and R∂r is the normal curvature operator that
satisfies g(R∂rX,X) = sec(∂r,X), for X a g-unit vector.
We now prove estimates for the shape operator by analyzing the Riccati equation. We begin by
considering the following scalar differential inequality.{
λ′ + λ2 = 1 +O(e−ar),
λ(0) > 0.
Lemma 2.1. Suppose that f ∈ L∞([0,∞)) such that there exists constants ǫ > 0 and J > 0 with{
f > ǫ a.e.,
|f(r)− 1| ≤ Je−ar a.e.,
where a > 0. Suppose further that λ is a solution of the Riccati equation
λ′ + λ2 = f(r), and
λ(0) > 0.
Then λ is a positive Lipschitz function such that, for a positive constant C = C(a, J, λ(0)),
|λ− 1| ≤ Ce−ar if a < 2,
|λ− 1| ≤ C(r + 1)e−2r if a = 2
|λ− 1| ≤ Ce−2r if a > 2
for all r > 0.
Proof. The proof we present here is different from [6]. Our first task is to prove that λ is a positive
function. To this end, we select µ > 0 such that 2µ2 < ǫ and λ(0) > µ. We prove that λ > µ.
Assume that there exists a r > 0 such that λ(r) ≤ µ, let R = inf{r ∈ R∗+|λ(r) ≤ µ}. The
assumption λ(0) > µ and the continuity of λ imply that R > 0, λ(R) = µ and that λ(r) > µ for all
r < R. Select h > 0 small enough such that λ2(r) ≤ 32µ
2 for all r ∈ [R− h,R]. Then
0 ≥ λ(R)− λ(R− h)
≥
∫ R
R−h
λ′(r)dr
≥
∫ R
R−h
(
f(r)− λ2(r)
)
dr
≥
1
2
hµ2,
a contradiction. This proves that λ > µ > 0.
We first concentrate on the case 0 < a < 2. Denote λ± = 1 ± Ce
−ar. If C > 0 is large enough
(C ≥ J2−a), λ+ satisfies the following inequalities:{
λ′+ + λ
2
+ = 1 + (2− a)Ce
−ar + C2e−2ar > f(r),
λ+(0) > λ(0).
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From here, it is easy to prove that λ < λ+ on R
∗
+ as claimed (see [6] for instance). The
reverse inequality λ ≥ λ− cannot be proven so easily due to the C
2e−2ar term. We first show that
λ(r)→r→∞ 1. We have proven that λ ≤ λ+, so lim supλ ≤ 1. Select µ < ν < 1, recalling here that
µ is such that λ > µ. If R is large enough, f(r) > ν2 for all r ≥ R. In particular, λ > λν where λν
is the solution of the Riccati equation:{
λ′ν + λ
2
ν = ν
2, and
λν(R) = µ.
A straightforward calculation shows that λν → ν. This proves that lim inf λ ≥ ν. As ν ∈ (µ, 1) is
arbitrary we conclude that λ→ 1. Select C > J2−a and we remark that for R > 0 large enough
∀r > R, λ′−(r) + λ
2
−(r) < 1− Je
−ar ≤ f(r).
The proof will be complete if we can prove that, by selecting a larger C, λ(R) > λ−(R). We
want that C and R satisfy{
1− (2− a)Ce−ar + C2e−2ar = λ′−(r) + λ
2
−(r) < 1− Je
−ar ∀r > R,
1− Ce−aR = λ−(R) ≤ σ,
where σ is a constant such that σ < λ(R). The second condition will be fulfilled if C e−aR = 1− σ
(note that R increases with C). We now rewrite the first constraint as:
C2 < [(2− a)C − J ] ear,
this inequality is satisfied for all r ≥ R as long as it is satisfied for r = R which we now assume.
The equality Ce−aR = 1− ǫ′ implies that this inequality can be rewritten:
(1− σ)C < [(2− a)C − J ]
which is true for large C provided that 1 − σ < 2 − a. As λ →r→∞ 1, we are free to choose σ as
close to 1 as we want and, in particular, we can assume that the previous inequality is satisfied.
This proves the estimate when 0 < a < 2.
We now come to the case a = 2. The proof above no longer works. Instead we rewrite the Riccati
equation as
(λ− 1)′ + 2(λ− 1) = f − 1− (λ− 1)2,
so that [
e2r(λ− 1)
]′
= e2r(f − 1)− e2r(λ− 1)2.
By assumption
∣∣e2r(f − 1)∣∣ ≤ J , and the previous estimate applied to an arbitrary 1 < a < 2
proves that
∣∣e2r(λ− 1)2∣∣ ≤ C(a, J, λ(0))2e−(2a−2)r . These estimates can be used to show that[
e2r(λ− 1)
]′
is integrable over (0,∞):
e2r(λ(r)− 1)− (λ(0) − 1) =
∫ r
0
[
e2s(λ(s)− 1)
]′
ds
=
∫ r
0
[
e2r(f − 1)− e2r(λ− 1)2
]
∣∣e2r(λ(r)− 1)∣∣ ≤ |λ(0) − 1|+ Jr + C(a, J, λ(0))2
2a− 2
≤ (r + 1)C(2, J, λ(0)),
for C(2, J, λ(0)) large enough.
The case a > 2 can be treated similarly. 
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The proof of the following theorem follows the same method as its analogue in [6] using Lemma
2.1 for the basic scalar estimate.
Theorem 2.2 (Comparison theorem). Given curvature assumptions (NSC) and (AH0), let (yβ , r)
be Fermi coordinates for Y on W×[0,∞) for an open setW ⊂ Y . Let Λ, λ denote the maximum and
minimum eigenvalues of the shape operator overW , and let Ω, ω denote the maximum and minimum
eigenvalue of the metric over W (taken with respect to the background euclidean metric). There
exist positive constants C,L1 and L2 depending on these eigenvalues such that for r sufficiently
large we have
Shape operator estimate:
(1− Ce−ar) δβα ≤ S
β
α(y, r) ≤ (1 + Ce
−ar) δβα, for 0 < a < 2,
(1− Cre−2r) δβα ≤ S
β
α(y, r) ≤ (1 + Cre
−2r) δβα, for a = 2.
Metric estimate:
L1e
2r δαβ ≤ gαβ(y, r) ≤ L2 e
2r δαβ .
3. Analysis of the Riccati system
In this lengthy section we analyze systems of differential equations that arise from derivatives
of the Riccati system (2.5) and prove Theorems A and B. We begin by deriving these systems of
differential equations. We then use the curvature hypothesis to estimate the various coefficients
that appear in the system. Proceeding in two iterations we compare the Riccati system to a model
system with well understood asymptotics to obtain estimates for the compactified metric. In the
last part of this section we translate these decay estimates to Ho¨lder estimates for the metric and
prove Theorems A and B.
Fix an essential subset K, and set g = e−2rg. In Fermi coordinates on W × [0,∞), where W is
a sufficiently small open ball (see page 6), we may write
g = dr2 + gαβ(y, r)dy
αdyβ .
We set ρ := e−r, and remind the reader of the convention given on page 5 that ρ does not count
as a tangential or Greek variable. In these ‘compactified Fermi coordinates’, (yβ , ρ) over W × (0, 1],
we now have
g =
dρ2
ρ2
+ gαβ(y,− log ρ)dy
αdyβ,
and consequently
g = dρ2 + ρ2gαβ(y,− log ρ)dy
αdyβ .
We work out the first derivatives of g:
(3.1)
∂ρgαβ = 2ρgαβ + ρ
2∂rgαβ ·
(
−
1
ρ
)
= 2ρ−1(δγα − S
γ
α)gγβ ,
∂µgαβ = ρ
2∂µgαβ .
We now take tangential derivatives of the Riccati system (2.5). First observe
(3.2)
{
(∂µS
β
α)
′ = −(∂µS
β
γ)S
γ
α − S
β
γ(∂µS
γ
α)− ∂µR
β
0 α0,
(∂µgαβ)
′ = 2(∂µS
γ
α)gγβ + 2S
γ
α(∂µgγβ).
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In order to use the estimate for the shape operator, we rescale this system. SetW = e2rS, g = e−2rg.
The system becomes
(3.3)
{
(∂µW
β
α)
′ = −(∂µW
β
γ)S
γ
α − S
β
γ(∂µW
γ
α) + 2∂µW
β
α − e
2r∂µR
β
0 α0,
(∂µgαβ)
′ = 2e−2r(∂µW
γ
α)gγβ + 2S
γ
α(∂µgγβ)− 2(∂µgαβ).
We also need equations for the second derivatives of the metric.
We have
∂2ρgαβ = −2ρ
−2(δγα − S
γ
α)gγβ + ρ
−2(∂rS
γ
α)gγβ + ρ
−1(δγα − S
γ
α)∂ρgγβ .
Taking a tangential derivative of equation (3.1) yields
∂µ∂ρgαβ = −2ρ
−1(∂µS
γ
α)gγβ + 2ρ
−1(δγα − S
γ
α)∂µgγβ .
The second tangential derivative of the Riccati system after the same rescaling as above is
(3.4)

(∂ν∂µW
β
α)
′ = −(∂ν∂µW
β
γ)S
γ
α − S
β
γ(∂ν∂µW
γ
α) + 2∂ν∂µW
β
α
− e−2r(∂µW
β
γ)(∂νW
γ
α)− e
−2r(∂νW
β
γ)(∂µW
γ
α)− e
2r∂ν∂µR
β
0 α0
(∂ν∂µgαβ)
′ = 2e−2r(∂ν∂µW
γ
α)gγβ + 2S
γ
α(∂ν∂µgγβ)− 2(∂µgαβ)
+ 2e−2r(∂µW
γ
α)(∂νgγβ) + 2e
−2r(∂νW
γ
α)(∂ν∂µgγβ).
The missing ingredient before we can begin an analysis in both systems (3.3) and (3.4) is an
estimate for the coordinate derivatives of curvature. We can obtain estimates on these terms
from the estimates (AH1) and (AH2) of the covariant derivatives of curvature and the addition of
terms that couple derivatives of the metric into the equations. The following lemmas provide these
estimates.
Lemma 3.1.
∂µR
β
0 α0 = −Γ
β
σµ(R
σ
0 α0 + δ
σ
α) + Γ
σ
αµ(R
β
0 σ0 + δ
β
σ) +O(e
(1−a)r)
The proof is straightforward. See [6] for a proof.
Lemma 3.2.
∂0R
β
0 α0 = −Γ
β
σµ(R
σ
0 α0 + δ
σ
α) + Γ
σ
αµ(R
β
0 σ0 + δ
β
σ) +O(e
−ar)
The proof follows by straightforward computation.
The next two lemmas include initial estimates for the first tangential derivatives of the metric
and shape operator as hypotheses. Such estimates are available on the second iteration of the
overall argument. We assume g is C0,1 which corresponds to our eventual application when the
curvature decay a > 1.
Lemma 3.3. If g is C0,1, then
∂µR
β
λ α0 = O(e
(2−a)r).
Proof. We begin with the standard formula relating covariant and coordinate derivatives:
∇µR
β
λ α0 = ∂µR
β
λ α0 − Γ
s
λµR
β
s α0 + Γ
β
sµR
s
λ α0 − Γ
σ
αµR
β
λ σ0 − Γ
σ
0µR
β
λ ασ.
Note the placement of the Greek index σ over the Latin index s in some of the contractions above
are due to form of Christoffel symbols in Fermi coordinates.
We obtain
∂µR
β
λ α0 = ∇µR
β
λ α0 + Γ
s
λµR
β
s α0 − Γ
β
sµR
s
λ α0 + Γ
σ
αµR
β
λ σ0 + Γ
σ
0µR
β
λ ασ
= ∇µR
β
λ α0 + Γ
σ
λµR
β
σ α0 − Γ
β
σµR
σ
λ α0 + Γ
σ
αµR
β
λ σ0(3.5)
+ Γσ0µR
β
λ ασ + Γ
0
λµR
β
0 α0 − Γ
β
0µR
0
λ α0
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We consider the last three terms in (3.5). We use estimate (AH0) and the fact that in Fermi
coordinates Γ0λµ = −Sλµ and Γ
σ
0µ = S
σ
µ, to obtain
Γσ0µR
β
λ ασ + Γ
0
λµR
β
0 α0 − Γ
β
0µR
0
λ α0
= SσµR
β
λ ασ − SλµR
β
0 α0 + S
β
µR
0
λα0
= Sσµ(gλσδ
β
α − gλαδ
β
σ)− Sλµδ
β
α + S
β
µgλα +O(e
−ar)
= O(e−ar)
Note that for all Greek indices, Γσαµ = Γ
σ
αµ = O(1) by assumption that g is Lipschitz. Conse-
quently, the three terms in (3.5) like ΓσαµR
β
λ σ0 = O(e
(1−a)r).
Collecting these estimates we find,
∂µR
β
λ α0 = ∇µR
β
λ α0 +O(e
(1−a)r) +O(e−ar)
= O(e(2−a)r) +O(e(1−a)r) +O(e−ar)
= O(e(2−a)r).

Lemma 3.4. If g is C0,1 and the tangential derivatives of the shape operator satisfy ∂µS
β
α = O(1),
then
∂ν∂µR
β
0 α0 = (∂g ∗ (R+ δ))
β
α +O(e
(2−a)r),
where ∂g ∗ (R + δ) denotes terms that are bounded coefficients multiplied by contractions of first
tangential derivatives of g and R+ δ.
Proof. We again begin with a standard formula relating covariant and coordinate derivatives.
∇ν∇µR
β
0 α0 = ∂ν(∇µR
β
0 α0)− Γ
s
νµ(∇sR
β
0 α0)− Γ
σ
ν0(∇µR
β
σ α0)
+ Γβνσ(∇µR
σ
0 α0)− Γ
σ
να(∇µR
β
0 σ0)− Γ
σ
ν0(∇µR
β
0 ασ)(3.6)
= ∂ν(∇µR
β
0 α0)− Γ
0
νµ(∇0R
β
0 α0)− Γ
σ
νµ(∇σR
β
0 α0)− Γ
σ
ν0(∇µR
β
σ α0)
+ Γβνσ(∇µR
σ
0 α0)− Γ
σ
να(∇µR
β
0 σ0)− Γ
σ
ν0(∇µR
β
0 ασ).
We first consider estimates for the contractions Γ∗∇R that appear above. The behaviour of the
contractions come in three families based on the placement of the indices. We estimate a typical
member of these families using the estimates on page 6 and the fact that g is Lipschitz as follows
Γ0νµ(∇0R
β
0 α0) = SµνO(e
−ar) = O(e(2−a)r).
Γσνµ(∇σR
β
0 α0) = Γ
σ
νµ(∇σR
β
0 α0) = O(e
(2−2a)r).
Γσν0(∇µR
β
σ α0) = O(e
(2−a)r).
Consequently all of the contractions Γ ∗ ∇R that appear are at worst O(e(2−a)r).
We now expand the first term of (3.6) above.
∂ν(∇µR
β
0 α0) = ∂ν
(
∂µR
β
0 α0 − Γ
σ
µ0R
β
σ α0 + Γ
β
µσR
σ
0 α0 − Γ
σ
µαR
β
0 σ0 − Γ
σ
µ0R
β
0 ασ
)
= ∂ν∂µR
β
0 α0 − ∂νΓ
σ
µ0R
β
σ α0 − Γ
σ
µ0∂νR
β
σ α0 + ∂νΓ
β
µσR
σ
0 α0 + Γ
β
µσ∂νR
σ
0 α0
− ∂νΓ
σ
µαR
β
0 σ0 − Γ
σ
µα∂νR
β
0 σ0 − ∂νΓ
σ
µ0R
β
0 ασ − Γ
σ
µ0∂νR
β
0 ασ.
We again examine representative behaviour of the terms. First we have
Γσµ0∂νR
β
σ α0 = O(e
(2−a)r),
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by Lemma 3.3 and the fact Γσµ0 = S
σ
µ. Next, Lemma 3.1 and the fact that g is Lipschitz yield
Γσµα∂νR
β
0 σ0 = O(e
(1−a)r).
Finally, as g is Lipschitz and the tangential derivatives of Sσµ are bounded,
∂νΓ
σ
µ0R
β
σ α0 = ∂νS
σ
µR
β
σ α0 = O(e
(1−a)r).
Now
−∂νΓ
σ
µαR
β
0 σ0 + ∂νΓ
β
µσR
σ
0 α0
= −∂νΓ
σ
µα(R
β
0 σ0 + δ
β
σ) + ∂νΓ
β
µσ(R
σ
0 α0 + δ
σ
α)
= −∂νΓ
σ
µα(R
β
0 σ0 + δ
β
σ) + ∂νΓ
β
µσ(R
σ
0 α0 + δ
σ
α).
We now apply the derivative to the Christoffel symbols. The product rule yields sums of terms that
are contractions of second tangential partial derivatives of g contracted with R+ δ and remainder
terms involving only first tangential derivatives of g which we may estimate:
−∂νΓ
σ
µαR
β
0 σ0 + ∂νΓ
β
µσR
σ
0 α0
= −∂νΓ
σ
µα(R
β
0 σ0 + δ
β
σ) + ∂νΓ
β
µσ(R
σ
0 α0 + δ
σ
α)
= (∂g ∗ (R+ δ))βα +O(e
−ar)
Collecting everything above, using the worst case estimate yields
∂ν∂µR
β
0 α0 = ∇ν∇µR
β
0 α0 + (∂g ∗ (R+ δ))
β
α +O(e
(2−a)r)

We now proceed with the analysis of systems (3.3) and (3.4). In what follows we regard these
systems as systems of ODEs in new dependent variables. For example, we regard the components
∂µW
β
α and ∂µgαβ in (3.3) as vectors in R
n3 which we denote ∂W and ∂g. The above system may
be compactly written as:
(3.7)
{
(∂W )′ = A∂W +B∂g +H1,
(∂g)′ = C∂W +D∂g +H2.
where A,B,C,D,H1 and H2 are (n
3 × n3)-matrices. We will not need the explicit form of these
matrices in what follows; we only need estimates on the size of the matrix entries. An entirely
similar discussion holds for (3.4).
We now state our main comparison result for systems of this form. For a proof see [6, Appendix
3.1].
Theorem 3.5. Suppose that a, b, c, d, e, f are smooth functions on [t0, t1] (respectively [t0,∞)) with
a, b, c, d positive. Suppose that x and y are nonnegative continuous functions that are smooth where
they are nonzero and satisfy the differential inequalities
x′ ≤ ax+ by + e,
y′ ≤ cx+ dy + f.
Suppose in addition that u and v are positive smooth solutions of the corresponding system of
differential equations:
u′ = au+ bv + e,
v′ = cu+ dv + f.
If x(t0) < u(t0) and y(t0) < v(t0) then x < u and y < v on [t0, t1] (respectively [t0,∞)).
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We are now ready to obtain our estimates for the first derivatives of the compactified metric and
shape operator.
Proposition 3.6. Given curvature assumptions (AH0), (AH1), the first derivatives of the shape
operator and compactified metric satisfy:
∂µS
β
α = O(e
(1−a)r), 0 < a ≤ 2
∂rS
β
α =
{
O(e−ar), 0 < a < 2
O(re−2r), a = 2
∂µgαβ =

O(e(1−a)r), 0 < a < 1
O(r), a = 1
O(1), a > 1
∂ρgαβ = O(1).
Caution: we provide estimates for Sβα in uncompactified coordinates (r, y
α) but estimates for g
in compactified coordinates (ρ, yα)!
Proof. Inserting the estimate for the coordinate derivative of curvature from Lemma 3.1 into (3.3),
we obtain 
(∂µW
β
α)
′ = −(∂µW
β
γ)S
γ
α − S
β
γ(∂µW
γ
α) + 2∂µW
β
α
+ e2rΓσαµ(R
β
0 σ0 + δ
β
σ)− e
2rΓβσµ(R
σ
0 α0 + δ
σ
α) +O(e
(3−a)r),
(∂µgαβ)
′ = 2e−2r(∂µW
γ
α)gγβ + 2S
γ
α(∂µgγβ)− 2(∂µgαβ).
This system is of the form (3.7) with coefficient estimates A = O(e−ar) when 0 < a < 2 and A =
O(re−2r) when a = 2. Also we have B = O(e(2−a)r), C = O(e−2r), D = O(e−ar), H1 = O(e
(3−a)r),
H2 = 0. We compare this system to the model system{
u′ = ce−aru+ ce(2−a)rv + ce(3−a)r ,
v′ = ce−2ru+ ce−arv,
for some constant c > 0, when 0 < a < 2, and we compare to the model system{
u′ = cre−2ru+ cv + cer,
v′ = ce−2ru+ cre−2rv,
when a = 2. Note that solutions to this comparison system with positive initial conditions remain
positive.
Set x(r) = |∂W | and y(r) = |∂g|. These functions are continuous and smooth where they are
nonzero. The Cauchy-Schwarz inequality implies that when x and y are nonzero, x′ ≤ |(∂W )′| and
y′ ≤ |(∂g)′|. Applying this and the coefficient estimates to our system implies{
x′ ≤ ce−arx+ ce(2−a)ry + ce(3−a)r ,
y′ ≤ ce−2rx+ ce−ary,
By Theorem 3.5 and the analysis of the appendix, we find that the solutions satisfy estimates
∂W =
{
O(e(3−a)r),0 < a ≤ 2
and
∂g =

O(e(1−a)r), 0 < a < 1
O(r), a = 1
O(1), a > 1
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For the estimates for ρ derivatives, observe that ∂ρgαβ = 2ρ
−1(δγα − S
γ
α)gγβ = O(1) by the
shape operator estimate from Theorem 2.2.
We may estimate ∂rS
γ
α using the Riccati equation and the estimates for the shape operator with
(AH0):
∂rS
β
α = −S
β
µS
µ
α − (R∂r)
β
α =
{
O(e−ar), 0 < a < 2
O(re−2r) = O(ρ2 log ρ), a = 2

We now perform the second iteration of the argument to estimate second derivatives of the metric
Proposition 3.7. Given curvature assumptions (AH0), (AH1) and (AH2) for a > 1, the second
derivatives of the shape operator and compactified metric satisfy:
∂2µνS
β
α =
{
O(e(2−a)r), 0 < a < 2
O(r), a = 2
∂2rS
β
α =
{
O(e−ar), 0 < a < 2
O(re−2r), a = 2
∂r∂µS
β
α = O(e
(1−a)r)
∂2µνgαβ , ∂
2
ρρgαβ =
{
O(e(2−a)r) = O(ρa−2), 0 < a < 2
O(r) = O(log ρ), a = 2
∂2µρgαβ = O(1).
Proof. Note that as a > 1, Proposition 3.6 provides estimates for the first derivatives of the shape
operator and compactified metric.
For the second tangential derivatives, we now insert the estimates from Lemma 3.3 and 3.4 to
obtain the system
(∂ν∂µW
β
α)
′ = −(∂ν∂µW
β
γ)S
γ
α − S
β
γ(∂ν∂µW
γ
α) + 2∂ν∂µW
β
α
− e−2r(∂µW
β
γ)(∂νW
γ
α)− e
−2r(∂νW
β
γ)(∂µW
γ
α)
− e2r((∂g ∗ (R+ δ))βα +O(e
(2−a)r))
(∂ν∂µgαβ)
′ = 2e−2r(∂ν∂µW
γ
α)gγβ + 2S
γ
α(∂ν∂µgγβ)− 2(∂µgαβ)
+ 2e−2r(∂µW
γ
α)(∂νgγβ) + 2e
−2r(∂νW
γ
α)(∂ν∂µgγβ).
This system is again of the form (3.7) with coefficient estimates A = O(e−ar) (0 < a < 2) and
A = O(re−2r) (a = 2), B = O(e(2−a)r), C = O(e−2r), D = O(e−ar), H1 = O(e
(4−a)r), H2 =
O(e(1−a)r). We again compare this system to a model system. By Theorem 3.5 and the analysis of
the appendix, we find that the solutions satisfy estimates
|∂2W | =
{
O(e(4−a)r), 0 < a < 2
O(re2r), a = 2
and
|∂2g| =
{
O(e(2−a)r), 0 < a < 2
O(r), a = 2
For the second ρ derivatives we find
∂2ρgαβ = −2ρ
−2(δγα − S
γ
α)gγβ + ρ
−2(∂rS
γ
α)gγβ + ρ
−1(δγα − S
γ
α)∂ρgγβ .
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Consequently we find
∂2ρgαβ =
{
O(e(2−a)r) = O(ρa−2), 0 < a < 2
O(r) = O(log ρ), a = 2
Taking a tangential derivative of equation (3.1) yields
∂µ∂ρgαβ = −2ρ
−1(∂µS
γ
α)gγβ + 2ρ
−1(δγα − S
γ
α)∂µgγβ .
Given the estimates from Proposition 3.6, we find
∂µ∂ρgαβ =
{
O(e(2−a)r) = O(ρa−2), 0 < a < 2
O(1), a = 2
Finally we work out the remaining estimates for second derivatives of Sβα. Differentiating the
Riccati equation yields
∂2rS
β
α = −(∂rS
β
µ)S
µ
α − S
β
µ(∂rS
µ
α)− ∂r(R∂r)
β
α.
Note that from Lemma 3.2,
∂r(R∂r)
β
α = −Γ
σ
αµ(R
β
0 σ0 + δ
β
σ) + Γ
β
σµ(R
σ
0 α0 + δ
β
σ) +O(e
−ar) = O(e−ar).
Combined with the estimate for ∂rS
β
µ from Proposition 3.6, we have
∂2rS
β
α =
{
O(e−ar), 0 < a < 2
O(re−2r), a = 2
Finally, the first equation of (3.2) combined with the estimates Proposition 3.6 allows us to estimate
the mixed derivatives of Sβα.
∂r∂µS
β
α = −(∂µS
β
γ)S
γ
α − S
β
γ(∂µS
γ
α)− ∂µR
β
0 α0 = O(e
(1−a)r), 0 < a ≤ 2

We now present a Lemma that allows us to convert decay estimates for functions into Ho¨lder
estimates.
Lemma 3.8. Suppose that F is a function in compactified Fermi coordinates W × [0, ǫ) that is
smooth for ρ > 0.
1. If 0 < a < 1 and all coordinate derivatives of F satisfy
∂F (p, ρ) = O(ρa−1),
Then F ∈ C0,a(W × [0, ǫ)).
2. If all coordinate derivatives of F satisfy
∂F (p, ρ) = O(log ρ),
Then F ∈ C0,b(W × [0, ǫ)), for every 0 < b < 1.
3. If 1 < a < 2 and all second coordinate derivatives of F satisfy
∂2F (p, ρ) = O(ρa−2),
Then F ∈ C1,a−1(W × [0, ǫ)).
4. If all second coordinate derivatives of F satisfy
∂2F (p, ρ) = O(log ρ),
Then F ∈ C1,b(W × [0, ǫ)), for every 0 < b < 1.
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Proof. We will only give the proof for the first two cases, the others being straightforward general-
izations. For the first case take a truncated cylinder W × (0, ǫ) on which
|∂µF (p, ρ)| ≤ Cρ
a−1, and
|∂ρF (p, ρ)| ≤ Cρ
a−1
for some constant C > 0 independent of ρ ∈ (0, ǫ) and p ∈W . We first remark that it is sufficient
to prove only the following “tangential” Ho¨lder continuity:
|F (p, ρ)− F (q, ρ)|
|p− q|a
≤ C˜ ∀p, q ∈W,p 6= q and ρ ∈ (0, ǫ)
for some constant C˜ independent of p, q, ρ. Indeed if ρ, ρ′ ∈ (0, ǫ), ρ 6= ρ′ :
|F (p, ρ)− F (q, ρ′)|(
|p− q|2 + |ρ− ρ′|2
)a
2
≤
|F (p, ρ)− F (q, ρ)|(
|p− q|2 + |ρ− ρ′|2
)a
2
+
|F (q, ρ)− F (q, ρ′)|(
|p− q|2 + |ρ− ρ′|2
) a
2
≤
|F (p, ρ)− F (q, ρ)|
(|p− q|)a
+
|F (q, ρ)− F (q, ρ′)|
|ρ− ρ′|a
≤ C˜ +
|F (q, ρ) − F (q, ρ′)|
|ρ− ρ′|a
The second term can be easily estimated (assume 0 < ρ′ < ρ):
F (q, ρ)− F (q, ρ′) =
∫ ρ
ρ′
∂ρF (q, σ)dσ∣∣F (q, ρ)− F (q, ρ′)∣∣ ≤ ∫ ρ
ρ′
|∂ρF (q, σ)| dσ
≤ C
∫ ρ
ρ′
σa−1dσ
≤ C(ρ− ρ′)
∫ 1
0
(
ρx+ (1− x)ρ′
)a−1
dx
(
σ = ρx+ (1− x)ρ′
)
≤ C
(
ρ− ρ′
)a ∫ 1
0
xa−1dx because
(
ρ′ + x(ρ− ρ′)
)a−1
≤
(
x(ρ− ρ′)
)a−1
≤
C
a
(
ρ− ρ′
)a
So we need only estimate the tangential Ho¨lder inequality. Let p and q be two points in W and
denote d = |p− q| the (euclidean) distance between p and q in the chart and assume d < 1. We
distinguish two cases. First assume that ρ ≥ d:
|F (p, ρ)− F (q, ρ)| =
∣∣∣∣∫ 1
0
(pµ − qµ) ∂µF
∣∣∣∣
≤ |pµ − qµ| sup
p′∈Ω0
∣∣∂µF (p′, ρ)∣∣
≤ C d ρa−1
≤ C
(
d
ρ
)1−a
da
≤ C da
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Assuming now that ρ ≤ d, we “lift” the inequality to ρ = d:
|F (p, ρ)− F (q, ρ)| ≤ |F (p, ρ)− F (p, d)| + |F (p, d) − F (q, d)| + |F (q, d) − F (q, ρ)|
≤ C
∫ d
ρ
σa−1dσ + Cda + C
∫ d
ρ
σa−1dσ
≤ Cda + 2C
a
(da − ρa)
≤ C˜da
Thus F ∈ C0,a (W × (0, ǫ)). A standard continuity argument shows that F ∈ C0,a (W × [0, ǫ)).
In the second case we use the estimate that for any 0 < b < 1 there exists C ′ > 0 where
| log ρ| ≤ C ′ρ−b,
and we repeat the same argument above. 
As explained in [6] we can use metric estimates to improve the regularity of the manifold tran-
sition functions via a bootstrap argument involving the transformation formula for Christoffel
symbols under change of coordinates. We have
Lemma 3.9. Suppose A1 = {(Uα, φα)} and A2 = {(Vβ , ψβ)} are two smooth atlases arising from
distinct essential subsets that are C0,1 compatible. Suppose that g is a metric that is Ck,α with
respect to both atlases, for either k = 0, α = 1 or k ≥ 1, 0 ≤ α ≤ 1. Then A1 and A2 are C
k+1,α
compatible.
Proof. This is a local question so we reduce to the case where f : (U ⊂ Rn+1, xi)→ (U˜ ⊂ Rn+1, yi)
is a C0,1 diffeomorphism between open sets of Rn+1. Write the components of the metric as
gij = g
(
∂
∂xi
,
∂
∂xj
)
and g˜kl = g
(
∂
∂yk
,
∂
∂yl
)
.
As g satisfies Ck,α estimates in both systems of coordinates, Christoffel symbols are Ck−1,α functions
(bounded in the Lipschitz case). The transformation law for Christoffel symbols under a change of
coordinates states
(3.8)
∂2ym
∂xi∂xj
=
∂yk
∂xi
∂yl
∂xj
Γ
m
kl −
(
Γ˜lij ◦ f
) ∂ym
∂xl
.
On our first application of (3.8) we find that the right hand side of this equation is bounded if
f ∈ C0,1 and if g ∈ Ck,α with respect to both sets of coordinates. Consequently f satisfies a C1,1
estimate. Applying (3.8) again with the improvement in regularity of the derivatives of f allows
us to conclude that the right hand side lies in C0 and f is consequently in C2. The rest of the
argument follows by this bootstrap procedure and the fact that the product of f and a C0,α function
remains C0,α and that composition Γ˜lij ◦ f remains C
0,α. 
We also require an analogue of Lemma 3.9 when the metrics enjoy only Ho¨lder regularity. For-
tunately in this case we can use our decay estimates and Lemma 3.8 to improve the manifold
regularity.
Lemma 3.10. Suppose f : (U ⊂ Rn+1, xi)→ (U˜ ⊂ Rn+1, yi) is a C∞(U)∩C0,1(U) diffeomorphism
between open sets of Rn+1. Suppose the components of the metric are
gij = g
(
∂
∂xi
,
∂
∂xj
)
and g˜kl = g
(
∂
∂yk
,
∂
∂yl
)
,
are C0,α(U ) and additionally ∂gij = O((x
n+1)a−1), ∂g˜kl = O((y
n+1)a−1), for 0 < a < 1. Then
f ∈ C∞(U) ∩ C1,α(U).
18 ERIC BAHUAUD AND ROMAIN GICQUAUD
Proof. Again the point of departure is the formula
∂2ym
∂xi∂xj
=
∂yk
∂xi
∂yl
∂xj
Γ
m
kl −
(
Γ˜lij ◦ f
) ∂ym
∂xl
.
Since f is Lipschitz, all factors like ∂y
k
∂xi
= O(1). We observe that Γ
m
kl = O((x
n+1)a−1). Note that
Γ˜lij ◦ f = O((f
n+1)a−1), where yn+1 = fn+1(x1, . . . , xn+1) is the (n + 1)-component function of f .
Since f ∈ C0,1(U), we have∣∣fn+1(x1, . . . , xn+1)− fn+1(x1, . . . , xn, 0)∣∣ ≤ Cxn+1,
where C is independent of x1, . . . , xn. Consequently, Γ˜lij ◦ f = O((x
n+1)a−1) and
∂2ym
∂xi∂xj
= O((xn+1)a−1).
Lemma 3.8 now implies that ∂y
k
∂xi
are C0,α functions. 
We now come to the proof of Theorems A and B.
Proof of Theorem A. Given an essential subset and a reference covering by truncated cylinders (cf.
page 6), Theorem 2.2 gives the required estimates so that we can apply Theorem 17 of [7]. We
therefore obtain that M = M ∪M(∞) is endowed with a C0,1 structure independent of essential
subset. Given any choice of essential subset, and any choice of Fermi coordinates in the reference
covering the estimates of Proposition 3.6 and Lemma 3.8 imply that the components of compactified
metric g are C0,a functions if 0 < a < 1, C0,b functions for every 0 < b < 1 when a = 1 and C0,1 if
a > 1. Consequently, g extends to the boundary with the stated regularity. Note that the extension
remains positive definite by the metric estimate from Theorem 2.2. Consequently g is conformally
compact with the stated regularity.
Whenever two truncated cylinders from distinct essential subsets overlap we have a smooth
transition function that is C0,1 up to the boundary. Since the metric enjoys Ho¨lder/Lipschitz
estimates in each cylinder, we may apply Lemma 3.9 or 3.10 to improve the regularity of the
transition function by one order. 
Proof of Theorem B. Theorem A already provides the initial estimates. We apply Proposition 3.7
and Lemma 3.8 to obtain the improvement in metric regularity, and Lemma 3.9 to obtain the
improvement in manifold regularity. 
3.1. Appendix: the Model systems. In this appendix we analyze the model systems.
3.1.1. General considerations. The model system for 0 < a < 2 is:
(3.9)
{
u′ = ce−aru+ ce(2−a)rv + ceΩr,
v′ = ce−2ru+ ce−arv + bceθr,
where b and c are positive constants. We do all the calculations at once; one obtains the first model
system by setting b = 0 and the second by setting b = 1. The model system for a = 2 is:
(3.10)
{
u′ = cre−2ru+ cv + ceΩr,
v′ = ce−2ru+ cre−2rv + bceθr,
We first discuss the case of (3.9).
We solve for a second order equation for v. Note that
v′ − ce−arv − bceθr = ce−2ru,
so that
u = c−1e2rv′ − e(2−a)rv − be(2+θ)r .
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Differentiating once we obtain
u′ = 2c−1e2rv′ + c−1e2rv′′ − (2− a)e(2−a)rv − e(2−a)rv′ − b(2 + θ)e(2+θ)r.
Substitute u and u′ into the first equation of (3.9) to obtain
2c−1e2rv′ + c−1e2rv′′ − (2− a)e(2−a)rv − e(2−a)rv′ − b(2 + θ)e(2+θ)r
= ce−ar(c−1e2rv′ − e(2−a)rv − be(2+θ)r) + ce(2−a)rv + ceΩr.
This yields a second order non-homogeneous linear equation for v:
c−1e2rv′′ + (2c−1e2r − 2e(2−a)r))v′ + (−(2− a)e(2−a)r + ce(2−2a)r − ce(2−a)r)v
= ceΩr + b((2 + θ)e(2+θ)r − ce(2+θ−a)r),
or
v′′ + (2− 2ce−ar)v′ + (−(2 − a)ce−ar + c2e−2ar − c2e−ar)v
= c2e(Ω−2)r + b((2 + θ)ceθr − c2e(θ−a)r).
We repeat our calculation to solve for a second order equation for u. Note that when 0 < a < 2
u′ − ce−aru− ceΩr = ce(2−a)rv,
so that
v = c−1e(−2+a)ru′ − e−2ru− e(Ω−2+a)r .
Differentiating we obtain
v′ = (−2 + a)c−1e(−2+a)ru′ + c−1e(−2+a)ru′′ + 2e−2ru− e−2ru′ − (Ω − 2 + a)e(Ω−2+a)r .
Upon substitution into the second equation of the system we obtain
(−2 + a)c−1e(−2+a)ru′ + c−1e(−2+a)ru′′ + 2e−2ru− e−2ru′ − (Ω− 2 + a)e(Ω−2+a)r
= ce−2ru+ ce−ar(c−1e−(2−a)ru′ − e−2ru− e(Ω−2+a)r) + bceθr.
The second order equation for u is then
c−1e(−2+a)ru′′ + ((−2 + a)c−1e(−2+a)r − 2e−2r)u′ + (2e−2r − ce−2r + ce(−2−a)r)u
= (Ω− 2 + a)e(Ω−2+a)r − ce(Ω−2)r + bceθr,
which becomes
u′′ + ((−2 + a)− 2ce−ar)u′ + (2ce−ar − c2e−ar + c2e−2ar)u
= c(Ω− 2 + a)eΩr − c2e(Ω−a)r + bc2e(θ+2−a)r.
To summarize for a 6= 2 we have
(3.11)

u′′ + ((−2 + a)− 2ce−ar)u′ + (2ce−ar − c2e−ar + c2e−2ar)u
= c(Ω − 2 + a)eΩr − c2e(Ω−a)r + bc2e(θ+2−a)r .
v′′ + (2− 2ce−ar)v′ + (−(2− a)ce−ar + c2e−2ar − c2e−ar)v
= c2e(Ω−2)r + b((2 + θ)ceθr − c2e(θ−a)r).
When a = 2, these calculations yield
(3.12){
u′′ − 2cre−2ru′ + ((−c− c2)e−2r + 2cre−2r + c2r2e−4r)u = cΩeΩr − c2re(Ω−2)r + bc2eθr.
v′′ + (2− 2cre−2r)v′ + ((−c− c2)e−2r + c2r2e−4r)v = c2e(Ω−2)r + b((2 + θ)ceθr − c2re(θ−2)r).
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The following propositions are our basic analytical tool for estimating generic solutions of asymp-
totically constant coefficient second order linear equations. We have not presented these results in
full generality to keep the statement to a reasonable size.
Proposition 3.11. Let a > 0, on [r0,∞) consider the equation
(3.13) y′′ + (c1 + e
−arb1(r))y
′ + (c2 + e
−arb2(r))y = e
ωrb3(r),
where c1, c2 are constants satisfying c
2
1 − 4c2 > 0 and bi are bounded smooth functions of r on
[r0,∞]. Suppose µ1 < µ2 are distinct real roots of the characteristic polynomial for this equation.
Then all solutions to (3.13) satisfy the following estimate:
y =
{
O(emax{µ2,ω}r), µ2 6= ω
O(reµ2r), µ2 = ω
Proof. Since the coefficients of (3.13) are asymptotically constant by [17, Theorem 1.9.1] we find
that two independent solutions to the associated homogeneous problem satisfy
y1 = (1 + o(1))e
µ1r, y′1 = (µ1 + o(1))e
µ1r, and
y2 = (1 + o(1))e
µ2r, y′2 = (t2 + o(1))e
µ2r.
We need to obtain estimates for solutions to the nonhomogeneous (3.13). Recall that if y1, y2 are
linearly independent solutions to an equation of the form
y′′ + p(r)y′ + q(r)y = 0,
then a particular solution to the nonhomogeneous problem
y′′ + p(r)y′ + q(r)y = f(r),
is given by
yp = y1
∫
−y2 · f
W (y1, y2)
+ y2
∫
y1 · f
W (y1, y2)
.
Consequently we estimate the absolute value of each of these integrals. The Wronskian of the
solutions above is asymptotic to
W (y1, y2) ∼ (µ2 − µ1)e
(µ1+µ2)r.
If ω 6= µ1, µ2, then a simple estimation shows yp = O(e
ωr). If ω = µ2 then yp = O(re
µ2r), whereas
if ω = µ1, yp is O(e
µ2r) by the ordering of the roots.
Consequently a generic solution y to (3.13) satisfies
y = O(emax{µ2,ω}r),
when ω 6= µ2 and when ω = µ2
y = O(reµ2r).

Proposition 3.12. Let a > 0, on [r0,∞] consider the equation
(3.14) y′′ + (e−arb1(r))y
′ + (e−arb2(r))y = e
ωrb3(r),
where bi are bounded smooth functions of r on [r0,∞]. Then all solutions to (3.14) satisfy the
following estimate:
y =

O(r), ω < 0
O(r2), ω = 0
O(eωr), ω > 0
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Proof. Equation (3.14) has repeated characteristic roots, µ = 0. Since the coefficients of (3.14)
are asymptotically constant by [17, Theorem 1.10.1] we find that two independent solutions to the
associated homogeneous problem satisfy
y1 = (1 + o(1)), y
′
1 = o(r
−1), and
y2 = (1 + o(1))r, y
′
2 = (1 + o(1)).
We repeat the same analysis as before. We find the Wronskian is asymptotically constant, and a
generic solution to (3.14) satisfies
y =

O(r), ω < 0
O(r2), ω = 0
O(eωr), ω > 0

We now give the asymptotics for our geometric situations.
Proposition 3.13. Generic solutions of the systems{
u′ = ce−aru+ ce(2−a)rv + ce(3−a)r ,
v′ = ce−2ru+ ce−arv,
for 0 < a < 2 and {
u′ = cre−2ru+ cv + ceΩr,
v′ = ce−2ru+ cre−2rv,
for a = 2 satisfy
u = O(e(3−a)r),
and
v =

O(e(1−a)r), 0 < a < 1
O(r), a = 1
O(1), a > 1
Proof. The system is just the model system with b = 0 and Ω = 3 − a. When a 6= 2 we find from
equations (3.11) that the roots of the characteristic polynomial are µ = 0, 2−a for u and µ = 0,−2
for v. By Proposition 3.11 we find that generic solutions to these equations satisfy
u = O(e(3−a)r),
and
v =

O(e(1−a)r), 0 < a < 1
O(r), a = 1
O(1), a > 1
When a = 2, the asymptotics in v are unchanged but the equation for u degenerates and has a
repeated root µ = 0. We find the solutions are still dominated by the nonhomogeneous part and
satisfy
u = O(e(3−a)r) = O(er).

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Proposition 3.14. Generic solutions of the system{
u′ = ce−aru+ ce(2−a)rv + ce(4−a)r ,
v′ = ce−2ru+ ce−arv + ce(1−a)r ,
for 1 < a < 2 and the system {
u′ = cre−2ru+ cv + ce2r,
v′ = ce−2ru+ cre−2rv + ce−r,
for a = 2 satisfy
u = O(e(4−a)r),
and
v =
{
O(e(2−a)r), 1 < a < 2
O(r), a = 2
Proof. The system is the model system with b = 1 and Ω = 4 − a and θ = 1 − a. When a 6= 2 we
find from equations (3.11) that the roots of the characteristic polynomial are µ = 0, 2−a for u and
µ = 0,−2 for v. By Proposition 3.11 we find that generic solutions to these equations satisfy
u = O(e(4−a)r),
and
v =
{
O(e(2−a)r), 1 < a < 2
O(r), a = 2
When a = 2, the asymptotics in v are again unchanged and
u = O(e(4−a)r) = O(e2r).

4. The Einstein case
In this section we specialize to the case of an Einstein metric. We begin by introducing harmonic
charts and review a theorem that gives us adequate control of the metric given (AH0) for any rate
of decay a > 0. Then we derive an elliptic equation for the Weyl curvature tensor and use elliptic
regularity to prove Theorem C.
4.1. Harmonic charts and harmonic radius. The next two sections are dedicated to regularity
questions. In order to use elliptic regularity we need charts in which the metric is controlled.
Such charts are provided by harmonic coordinates1. These charts provided useful in the context of
Einstein manifold due to the fact that the Einstein equation is elliptic. In particular, the metric
is real-analytic in such a chart (see [16]). Note that harmonic mapping is an important tool when
addressing diffeomorphism-invariant issues because it provides a natural choice of gauge, see e.g.
[15] in the context of Ricci Flow and [25] in the context of Einstein equations. Given an arbitrary
smooth (n+ 1)-manifold M , x ∈M , Q > 1, k ∈ N and α ∈ (0, 1), the Ck,αQ -harmonic radius is the
largest radius rH = rH(Q, k, α)(x) such that on the geodesic ball Bx(rH) centered at x with radius
rH , there exist harmonic coordinates in which the metric is C
k,α
Q -controlled :
1. Q−1δij ≤ gij ≤ Qδij
2.
∑
1≤|β|≤k r
|β|
H supx
∣∣∂βgij(x)∣∣+∑|β|=k rk+αH supy 6=z |∂βgij(y)−∂βgij(z)|dg(y,z)α ≤ Q− 1
We recall the following theorem from [22]:
1These charts replace the usual Mo¨bius coordinates used for example in [25].
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Theorem 4.1. Given k ∈ N, α ∈ (0, 1), Q > 1 and δ > 0. Let (M,g) a smooth (n+1)-manifold
without boundary and Ω an open subset of M . Set Ωδ = {x ∈M such that dg(x,Ω) < δ}. Assume
that there exist constants Cj, j = 0, . . . , k such that:
(4.1)
∣∣∣∇(j)Ric(x)∣∣∣ ≤ Cj for all x ∈M and any j = 0, . . . , k
Assume also that the injectivity radius is bounded from below on Ωδ:
(4.2) ∃ i > 0 such that inj(M,g)(x) > i ∀x ∈ Ωδ
There exists a positive constant C = C (n,Q, k, α, δ, i, C1 , . . . , Ck) such that:
(4.3) rH (Q, k + 1, α) (x) ≥ C ∀x ∈ Ω
Note that hypothesis (4.1) is trivially fulfilled in the case of Einstein manifold. Hypothesis (4.2)
requires more work. Set Ω =M \K, then Ωδ = {r > −δ} where r is to be understood as the signed
distance to ∂K. If δ is small enough there is a diffeomorphism Ω2δ ≃ (−2δ,∞) × Y given by the
normal exponential map, such that sec < 0 on Ω2δ and the second fundamental form of the slices
Σr is positive definite. The exponential map with base point in Ωδ has no critical point at radius
smaller than δ because of the negative curvature assumption [24, Lemma 4.8.1] so the injectivity
radius on Ωδ is bounded from below if there is no closed geodesic with arbitrary small length. Even
more is true:
Lemma 4.2. There are no closed geodesics lying entirely in Ωδ.
Proof. Let γ : S1 → Ωδ be such a geodesic parametrized with constant speed. The function r is
convex on Ωδ because its Hessian is the second fundamental form so the image of γ must lie in
a slice Σr because otherwise r would reach a maximum on the image of γ. Now γ satisfies the
geodesic equation: ∇γ˙ γ˙ = 0 and in particular 0 = 〈N,∇γ˙ γ˙〉 = −S (γ˙, γ˙) 6= 0 a contradiction. 
Remark: This lemma can be easily extended to show that no geodesic segment γ such that
γ(0) ∈M \Ω2δ can exit and reenter M \Ω2δ.
This shows that hypothesis (4.2) is satisfied for an asymptotically hyperbolic manifold. Thus for
an asymptotically hyperbolic Einstein manifold, (4.3) is valid for any k ≥ 0, α ∈ (0, 1), Q > 1 and
any x ∈ Ω0 =M \K.
4.2. Asymptotic behaviour of the covariant derivatives of the Weyl tensor. We now come
to the second main result of this paper.
Theorem 4.3 (Asymptotic behaviour of the covariant derivatives of the Weyl tensor). Assume
(M,g) is Einstein and satisfies (AH0) for some constant a > 0. There exist constants Cj, j =
0, 1, . . . such that
(4.4)
∣∣∣∇(j)W∣∣∣
g
≤ Cje
−ar
Before diving into the proof, we recall the formula for the Laplacian of the Riemann tensor and
show how it can be transformed into an equation for the Laplacian of the Weyl tensor. Theorem
4.3 is then obtained by applying elliptic regularity to this equation.
Lemma 4.4 (Laplacian of the Weyl tensor). Let (M,g) be an arbitrary Riemannian manifold.
The Laplacian of the Riemann tensor is given by:
(4.5)
∆Rabcd = −∇a∇cRicbd +∇b∇cRicad +∇a∇dRicbc −∇b∇dRicac
+RicjaRjbcd −Ric
j
bRjacd + 2 (Babcd − Babdc + Bacbd − Badbc) ,
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where
Babcd = R
i j
a bRicjd.
If (M,g) is Einstein, i.e., Ricg = −ng, the Laplacian of the Weyl tensor is given by:
(4.6) ∆Wαβγδ = −2nWαβγδ + 2Q˜αβγδ ,
where
Q˜abcd = B˜abcd − B˜bacd + B˜acbd − B˜bcad,
B˜abcd = W
i j
a bWicjd.
Proof. The first formula is standard (see e.g. [12]). We include its proof here for completeness.
The calculations are based on the second Bianchi identity:
∇jRabcd +∇aRbjcd +∇bRjacd = 0.
∆Rabcd = g
ij∇i∇jRabcd
= −gij∇i (∇aRbjcd +∇bRjacd)
= gij∇i (∇bRajcd −∇aRbjcd) .
We focus on the first term, the second one can be obtained from it by switching a and b.
gij∇i∇bRajcd = g
ij∇b (∇iRajcd)
−gij
(
R kiba Rkjcd +R
k
ibj Rakcd +R
k
ibc Rajkd +R
k
ibd Rajck
)
= −gij∇b (∇cRajdi +∇dRajic)− g
ijR kib a (Rkcdj +Rkdjc)
+Ric kb Rakcd −R
i k
b cRiakd +R
i k
b dRajck
= ∇b∇cRicad −∇b∇dRicac +Ric
k
bRakcd
+Babcd − Bbacd − Badbc + Bacbd.
Formula (4.5) now follows.
When g is Einstein,
(4.7) Rabcd =Wabcd − (gadgbc − gacgbd) ,
so equation (4.5) becomes:
∆Rabcd = −2nRabcd + 2 (Babcd − Babdc + Bacbd − Badbc) .
We compute the tensor B:
Babcd = R
i j
a b [Wicjd − (gidgcj − gijgcd)]
= Ri ja bWicjd − (Rdacb +Ricabgcd)
= W i ja bWicjd −
(
δibδ
j
a − g
ijgab
)
Wicjd + ngabgcd −Radbc
= B˜abcd −Wbcad + ngabgcd − [Wadbc − (gacgdb − gabgdc)]
= B˜abcd − 2Wadbc + ngabgcd + (gacgdb − gabgdc)
= B˜abcd − 2Wadbc + (n− 1)gabgcd + gacgdb.
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Thus
Babcd + Bacbd = B˜abcd + B˜acbd − 2 (Wadbc +Wadcb) + n (gabgcd + gacgdb)
= B˜abcd + B˜acbd + n (gabgcd + gacgdb) ,
so the quadratic term in (4.5) can be written
Qabcd = Babcd + Bacbd − Babdc − Badbc
= Q˜abcd + n (gacgdb − gadgcb) .
Upon plugging this expression into the expression of the Laplacian of the Riemann tensor, we
obtain:
∆Wabcd = ∆Rabcd
= 2 (Babcd − Babdc + Bacbd −Badbc)− 2nRabcd
= 2Q˜abcd + 2n (gacgbd − gadgbc)− 2nRabcd
= 2Q˜abcd − 2nWabcd.

Proof of Theorem 4.3. Select Q > 1, α ∈ (0, 1), and p > n + 1 (the values of these constants do
not influence the proof), set rH = rH(Q, k + 2, α) the (Q, k + 2, α)-harmonic radius of (M,g). By
the discussion following Theorem 4.1, we have that rH ≥ C(n,Q, k, α) > 0. Let x ∈ Ω, choose
harmonic coordinates zi on Bx(rH) such that g is C
k+2,α
Q -controlled. In this chart, equation (4.6)
can be written:
gij∂i∂jW + Γ ∗ ∂W + ∂Γ ∗W + ΓΓ ∗W + 2nW = Q˜.
The Γ terms are easily estimated: Γkij =
1
2g
kl (∂igjl + ∂jgil − ∂lgij). So, in the chart z
i, ‖Γ‖k+1,α ≤
fk (‖gij‖k+2,α) where fk is a polynomial function depending only on k. Applying the interior
Schauder estimate we obtain
‖W‖
W k+2,p(B( rH2 ))
≤ CQ,k,p
(∥∥∥Q˜∥∥∥
W k,p(B(rH))
+ ‖W‖Lp(B(rH))
)
.
With our assumptions, W k,p (B (rH)) is a Banach algebra ([1, Theorem 5.23]) so
2:
‖W‖
W k+2,p(B( rH2 ))
≤ C˜Q,k,p
(
‖W‖2W k,p(B(rH )) + ‖W‖Lp(B(rH ))
)
.
A simple induction argument over k gives the following estimate: assume that ‖W‖
Lp(B( rH2 ))
≤
C0e
−ar0 then there exists a constant Ck+2 such that ‖W‖
W k+2,p
„
B
„
rH
2
⌈ k
2
⌉
«« ≤ Ck+2e−ar0 . The
Sobolev embedding Theorem leads to the estimate ‖W‖Ck+1(B( rH2 ))
≤ Ck+2e
−ar0 . The Ck+1,α-
control on the Christoffel symbols allows us to replace the derivatives by covariant derivatives:
k+1∑
j=0
sup
y∈Bx(
rH
2 )
∣∣∣∇(j)W(y)∣∣∣ ≤ C˜k+2e−ar0 .
2Note that, because of contractions in the expression of Q, this estimate relies once more on the fact that the
metric is Ck+2,αQ -controlled
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In particular for z = x:
k+1∑
j=0
∣∣∣∇(j)W(x)∣∣∣ ≤ C˜k+2e−ar.

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