A fully automated 3D version of the so-called white matter method for correcting intensity non-uniformity in MR TIweighted neuro images is presented. The algorithm is an extension of the original work published previously. The major part of the extension was the development of a fully automated method for the generation of the reference points. In the design of this method, a number of measures were introduced to minimize the effects of possible inclusion of non-white matter voxels in the selection process. The correction process has been made iterative. A drawback of this approach is an increased cost in computational time. The algorithm has been tested on Tl -weighted MR images acquired from a longitudinal study involving elderly subjects and people with probable Alzheimer's disease. More quantitative measures were used for the evaluation of the algorithm's performance. Highly satisfactory correction results have been obtained for images with extensive intensity non-uniformity either present in raw data or added artificially. With intensity correction, improved accuracy in the measurement of the rate of brain atrophy in Alzheimer's patients as well as in elderly people due to normal aging has been achieved.
INTRODUCTION
Magnetic Resonance (MR) imaging is now being widely used in the study of neuro-degenerative diseases such as Alzheimer's disease (AD) and multi-infarct dementia. It has been demonstrated that through image registration, minute changes in brain atrophy can be quantified with a high accuracy between serial MR images acquired at different time points'3. Although precision image registration has been the key for achieving such an accurate measurement of atrophy rate, variations in image intensity values (collectively referred to as image intensity inhomogeneity) are expected to contribute errors associated with this measurement. This is because in most applications, after the serial images were registered, the difference image (direct subtraction between the registered images) is used for the evaluation of atrophy rates. It is well known that image intensity inhomogeneity as high as 30-40% across the image volume can be present in MR images.
Intensity inhomogeneity in MR images arises from a number of sources including gradient-derived eddy currents, radio frequency (RF) non-uniformity within the field of view, and B1 disturbance because of human anatomy. Due to the difficulties in developing a good model for accounting for these sources, correction for intensity inhomogeneity is done exclusively in the post-processing phase. There are a number of algorithms that have been developed for correction for intensity inhomogeneity48. Some of these algorithms were developed to address directly the intensity inhomogeneity problem irrespective of image type4'5, while others were developed in conjunction with image segmentation such as segmenting white matter (WM), gray matter (GM) and cerebro-spinal fluid (CSF) for neuro MR images68. Among the developed methods, the so-called white matter method4 appears to be an attractive one. It is effective, simplistic and easy to implement. Recently, it has been demonstrated that this algorithm gave the best performance among a number of algorithms on the Ti -weighted MR images9. It should be noted that in a majority of MR neuro-imaging studies, the Ti-weighted image has so far provided the most valuable information.
The WM method was originally developed by Dawant et. al to correct for intensity inhomogeneity in Ti -,T2-and PD-(proton density) weighted images4. The underlying assumption for this method is that the intensity values for a given type of tissue do not vary significantly across a particular slice, therefore, the original version of WM method was developed in 2D form. It attempts to fit an intensity surface to a set of reference points (user-provided) and to use it as an estimator of the B1 intensity inhomogeneity. The method has been demonstrated to be effective for correction of intensity inhomogeneity in a variety of circumstances4'9.
However, there is a shortcoming associated with the original version of the WM method. The method requires provision of the reference points. In the original work of Dawant et. al., the set of reference points was either provided through manual selection by an expert, or through a combination of expert selection and a back-propagation artificial neural network algorithm4. Manual selection clearly is a time-consuming process especially for high-resolution images. For example, a matrix size 256x256x256 with a field of view of 20 cm would result in over 3 million voxels and I 80 slices for an average brain of 1 500 cm3 in size. In addition, manual selection suffers from operator's subjectivity. Furthermore, MR images are now acquired with true 3D sequences. For these images, correction for intensity inhomogeneity in 3D would be more effective than done in 2D.
In this paper, a modified 3D version of the WM method is described. Three major modifications were made to the original 2D version. They are (1 ) an automated method for the selection of the reference points using a combination of thresholding and mathematical morphological operations; (2) a pseudo-3D scheme for making the algorithm computationally feasible; and (3) an iterative process. The algorithm was modified specifically for correcting for intensity inhomogeneity in MR TI-weighted brain images, but the methodology employed should be applicable to other types of MR images. Test was carried out on Ti -weighted brain images of normal elderly people as well as from people with Alzheimer's disease. Improvement in the quantification of atrophy rate in Alzheimer's patients and neuronal loss due to normal aging process is demonstrated.
EXTENSION OF THE ORIGINAL WM METHOD
Mathematically, the extension of the original WM method to 3D is straightforward. A desirable feature that the original version lacks, however, is an automated method for the generation of reference points. With such method, the correction can be made fully automated, thus making it a very practical algorithm. In the following, a 3D mathematical formulation of the WM method will first be presented. The major part of the extension is the development of a fully automated method for the generation of the reference points and the details for implementing the modified algorithm.
Mathematical Formulation of the 3D Version
The WM method can be described as follows. For a given set of N data points S(x1, y, z)choose a set of N basis functions F (x, y, z) and then determine the coefficients w, such that S(x,y,z) = 1wF(x,y,z) (1) interpolates the data points. The selection of basis functions is sometimes difficult. Dawant et. a! used the thin plate splines partly as it limits the number of parameters to be dealt with4. However, Frank studied a number of functions and has concluded that the multiquadratic functions gave the best performance in terms of accuracy, smoothness, sensitivity to parameter values and ease of implementation'°. Therefore, in our 3D version, the multiquadratic functions were used. In its original version11, the F1's were chosen to be the upper sheet of a paraboloid of revolution, i.e., (2) and k is an adjustable parameter. Clearly, the N basis functions are centered at the N data points. In addition to N equations necessary for the computations of the weights w, side conditions were also required. Including these terms, the equation of the interpolant surface can be written as S(x, y,z) = :: wF(x, y, z) + a +bx + cy + dz (3) with the coefficients w, a, b, c and d satisfying the following conditions :wF( x1y1z)+a +bx1 + cy1 +dz1 = S(x1y1z1) i= 1,2 (4) 1w1=O (5) (6) :'::iwiyi=o (7) =0 (8) The above equations can be grouped in a compact matrix form S=FW (9) where S and W are (N÷4) x1 column vectors and F is a square matrix of order N+4. The explicit form of equation (9) The value for the adjustable parameter k was determined empirically. Experiments on both raw images and images with artificially added inhomogeneity showed that the algorithm's performance for k=1 and k=2 showed no significant differences. In the algorithm, k = 2 was used.
Reference Point Generation
The major part of the extension lies in the development of a fully automated method for the reference point generation and this is accomplished through a combination of thresholding and mathematical morphological operations. It was done through the following three steps.
2.2.1. White matter segmentation using a band-pass thresholding A representative histogram of the Tl -weighted MR image for a human brain is shown in Figure 1 where the average intensity was normalized to 10. The peaks from the left to right represent the CSF, GM and WM, respectively. A band-pass thresholding was selected to segment the white matter. The use of a band-pass rather than an upper-pass thresholding was to exclude any voxels of abnormally high intensity. The two thresholds h1 and h (the lower and upper bounds) were determined empirically. The criteria used are (1) they are centered symmetrically around the WM peak and (2) the segmented WM voxels represent approximately 35% of the total cranial brain volume. The 35% white matter has been reported to be a representative percentage in elderly people'2"3. The final threshold values for h1 and h,, used in the algorithm were taken as the averages among 10 normal elderly subjects. They were h1 = 12.5 and h, = 18.9 and these values were fixed in the algorithm. With these threshold values, the band-pass thresholding process classifies 32-40% of the total cranial brain volume as WM voxels, resulting in a binary image WWM.
Elimination of possible non-WM voxels by morphological erosion
Although the above thresholding process produces roughly the expected WM volume, it is possible that due to the intensity inhomogeneity, WWM may contain GM voxels or voxels with partial volume effects. Clearly, inclusion of these voxels in the reference points will lead to unsatisfactory correction results. One way to effectively eliminate possible GM voxels or voxels with partial volume effect is to use a mathematical morphological erosion operation. In the algorithm, a 3D erosion with a structuring element A which consists of the origin and its six nearest neighbors was used. Such erosion, GWM = WWM e A, will shrink the original image isotropically by one voxel. Because of the convoluted structure of the human brain, this 3D erosion process significantly reduces the size of the original image. Experiments showed that one erosion normally reduces the size of WWM from its original -35 % to .-23% (measured as the percentage of the total cranial brain volume). In the algorithm, only one erosion was used. Thus, approximately 23% of the voxels in the entire human brain are used for the generation of reference points. With a voxel size of 0.7 rum3, this amounts to between 500,000 and 750,000 voxels depending upon the size of the brain. The reference points are selected from these voxels. Any non-WM voxels left in GWM will be further dealt with in the averaging process to be introduced below.
Generation of white matter reference points
A simple procedure was employed to select WM reference points from WM voxels in GWM. The selection is done slice by slice. For a given slice, a 5x5 window is searched horizontally and vertically. For a given window, if the number of WM voxels within the inner 3x3 window together with those WM voxels in the two adjacent slices (also within the 3x3 window, but shifted) exceeds a threshold href, a potential reference point is selected. The position of this potential reference point is Gray scale defined as the averaged position of the WM voxels in this 3x3x3 cube. It is in general not a grid point. The averaged image intensity is used to represent the image intensity for that point.
There are two factors to be considered when selecting values for the threshold, href. Firstly, a larger value for hre would favor noisy images because the average was taken when calculating the intensities for the reference points. Such an averaging process also significantly reduces the weights of any non-WM voxels if they are still present in GWM. However, larger values for hrei would potentially exclude important reference points in those regions where WM voxels are scarce. It has been noted that for achieving a good correction result, reference points have to be distributed as widely as possible4. Therefore, a smaller value for href S preferred. Empirical experiments showed that href 10 worked well on our neuroimages with a voxel size of -O.7 mm3. With this selection scheme, there are ample reference points.
A Pseudo-3D Correction Scheme
Because of a matrix inversion, the computational time involved in the WM method is proportional to N3 (N is the number of reference points). As the number of reference points selected in the above process may well exceed 50,000 in highresolution 3D brain images, correction for the entire volume is still prohibitive. Therefore, correction for the entire volume is subdivided into blocks with each block consisting of a smaller number of slices. Clearly, in this pseudo-3D approach, reference points near the surfaces of each block have to be included in order to maintain good continuity. Three slices on each side of the block are included. The thickness of the block is determined by the maximum number of reference points allowed (also counting those in the added slices on both sides) Nmax. In the algorithm, Nmax was set to 1000. The increase in
Nmav increases the computational time. It should be noted that the reference points selected in our method are ample especially in the bulky regions of the white matter. In order to further reduce the computational time, every third reference point was actually used. With such scheme, the algorithm takes approximately 20 minutes on a SGI Origin 200 to correct for the entire 3D volume of over 2.5 million voxels in a single iteration.
An Iterative Process
As said, when designing the automated method for generating the white matter reference points, two considerations were given special attention. On the one hand, the WM reference points have to be distributed spatially as widely as possible to ensure a satisfactory correction result. Inclusion of more WM voxels in the thresholding process with a broader bandwidth may better serve this purpose. However, such an approach may potentially include some GM voxels or voxels with partial volume effect and the inclusion of these voxels clearly violates the basic assumption of the method. The mathematical morphological erosion and the averaging used in the selection process of the reference points were introduced along this line. On the other hand, we may use a narrow bandwidth in the thresholding process that reduces the chances of inclusion of GM voxels or voxels with partial volume effect. But, this may result in situations that in certain regions of the brain, the number of reference points is not sufficient to achieve satisfactory correction over the entire volume. On balance, we leaned our design towards the latter consideration because there is a method to remedy this, that is to make the correction an iterative process at a cost of computational time.
The conservative approach used in our design means that the correction process needs to be carried out in successive steps with each step advancing towards to a more homogeneous distribution of the image intensity across the entire volume. This is simply to repeat the algorithm until it converges. In each step, a new set of reference points is selected based upon the corrected image, and new correction is carried out. The stopping criterion used is when the root mean squares of the differences between the successive images divided by the mean intensity becomes negligible (in the algorithm, this was set tol Os). Normally, the algorithm converges after 4-8 iterations and takes on average 1 -2 hours for correcting one entire volume. This relatively long computational time is tolerable as the algorithm is fully automated and it can be run as a batch job.
EXPERIMENTS
Evaluation of the algorithm's performance was carried out on both raw MR images and images with artificially added intensity inhomogeneity. The raw MR images were acquired using an inversion recovery (IR), segmented 3D GE sequence (magnetization-prepared rapid gradient echo [MP-RAGE] with the following imaging parameters: inversion time TI = 850 ms, TR = 1 second, TE = 5.2 msec, flip angle = 200, 32 phase-encoding steps per segment. These images were acquired on a Bruker Medspec S200 Imaging and Spectroscopy system (Bruker Medizintechnik GmhlI. Ettlingen. (icrmany. 'fliis was interfaced to an Oxford Magnet Technology 2-1' I-meter bore whole-body magnet equipped with actively shielded gradient coils. Artificially added inhomogeneity was applied to the corrected images onl. allowing a more quantitative comparison.
A linear variation profile was added along each of three directions, axial, coronal, and sagittal. It is measured as a percentage within the brain volunie. For example. a 507 inhoniogeneity means that the intensity on the two boundary polilts would have 0.75 and 1.25 of their original intensity. respectively. Phantom images were not used for evaluation due to their simplistic nature.
Roth qualitative and quantitative assessment methods were used for evaluating the correction results. Visual inspection was employed as a means for qualitative assessment. For quantitative assessment, a commonl used measure is the coefficient of ariance, CV (the standard deviation divided by the mean) on white and gray matter voxels. In order to calculate ('V. images have to be segmented into WM. GM and CSF. We applied a 2D thresholding techiitque' and performed the segmentation on the corrected images. All the WM and GM voxels were used in the calculation of ('\'. Although simple thresholding is not to he expected to generate a reliable segmentation. the segmentation quality should have little influence on the calculation of CV. It should be pointed out that CV is a rather insensitive measure as all the differences are measured h a single quantity, the variance. A more sensitive measure can he used for iiilagcs with artificially added inhomogeneity. For these images. comparison can he made oii a voxel-hy-voxel basis. We Tiieasure tlìe relative absolute difference O (6 = 2ll -I, lI( I +12 ). where 1 and 1 are the intensity of the same voxel in the two images) for each WM and GM voxel and the distribution of 6 is analyzed. 
Qualitative Assessment
Visual inspection clearly revealed that the intensity homogeneity has been significantly improved with the correction algorithm. Figure 2(a) shows a representative slice of the TI -weighted brain image from a 71 year-old volunteer. As can be seen, significant intensity drop-out occurred on the left-hand side resulting in some white matter structures itivisible at the thresholding level. Figure 2(b) is the corresponding slice after correction showing a honiogeneous intensity' distribution across the entire slice. 
Quantitative Assessment
Significant reduction in ('V has been achieved both ftr images of normal elderly people and those trotu patients with Alzheimer's disease. Typical CV values are shown in Table I for a representative elderly person and an Alzheiiiiers patient. As expected. ('V values were reduced more for white matter than br gray niatter. 'l'hts has been reported previously4. Note that it has been generally observed thaI the spread of the gray-scale intensity' of 'F I -wetghled image of Alzheiniers brains is wider than that for the age-matched controls. l'his is clearly showti iti Table I in that both WM and GM CV alues for the Alzheiniers patienl are larger than that for the control.
In order to further test the robustness of the algorithm, artificial inhomogeneity was added to the corrected images and the degree of restoration was assessed. Inhomogeneity was added along each of the three directions: coronal, axial and sagittal. Up to a maximum of 50% inhomogeneity was added for the test. Two data sets from an elderly volunteer and an Alzheimer's patient were used. Figure 4 summarizes the results for the data set from the elderly person. The top row shows the CV values for WM and the bottom row for GM. Apart from the GM CV value with inhomogeneity added along the sagittal direction, all the CV values were reduced to the base values (0% inhomogeneity) after the correction, indicating the effectiveness of the algorithm. As noted previously it is assumed that 50% inhomogeneity represents the upper limit of intensity inhomogeneity for clinical scanners. The GM CV for the image with 50% inhomogeneity added along the sagittal direction is 2% larger than the base value after the correction. Similar results were obtained for images of the Alzheimer's patient as shown in Figure 5 . Relative Absolute Difference ('7) Figure 6 . Distributions of the relative absolute difference presented as percentages of the total number of white and gray matter voxels for images with 50% inhomogeneity added, and after correction. The top and bottom rows are the images from an elderly volunteer and an Alzheimer's patient, respectively. The direction indicated is the direction along which the 50% inhomogeneity was added.
The relative absolute difference, O is a much more sensitive measure than CV for the evaluation of the difference between the two images of the same individual. In Figure 6 , the distributions of 6 are presented as percentages of the total number of WM and GM voxels (only WM and GM voxels were used for the evaluation of the distributions) for images with 50% inhomogeneity added before and after the correction. The top and bottom rows are the results of the images from the elderly volunteer and the Alzheimer's patient, respectively. With 50% inhomogeneity added, the percentages of the voxels for 6 up to 20 % are roughly the same and then gradually decrease. There are about 10-15% of the voxels having ö > 20%.
However, after the correction, this number has been reduced to 0. 1 -0.3% and more than 95% of the GM and WM voxels in all cases have 6 < 5%.
APPLICATION
The correction algorithm has been applied for the analysis of the variation of MR neuro-images acquired in a longitudinal study into normal aging and Alzheimer's disease. One of the goals in this study is to develop a sensitive technique to measure the rate of brain atrophy in Alzheimer's patients due to the neuro-degenerative process. Previous studies have shown that by using image registration techniques, brain atrophy rates can be measured to a reasonable accuracy based upon the Ti-weighted images2. Clearly, the accuracy of this measurement relies, among other factors, upon the quality of the intensity homogeneity across the image volume. If a significant amount of intensity inhomogeneity is present, the measurement will contain errors. It is worthwhile to note that the lack of the intensity correction might be a contributory factor to relatively large negative atrophy rates (negative rates mean brain tissue "gain") reported earlier2.
In the method reported herein, the atrophy rates were measured using a series of 3D Ti -weighted images acquired over a period of time varying from 9 months up to 2 years. In the study, MR images were acquired every 2-4 months for Alzheimer's patients and 6-8 months for the age-matched controls. For the analysis, images of each individual were registered to the base image (1st time point) using a in-house software. A high level of accuracy in registration was ensured by first performing the principal axis transformation'5 followed by an intensity-based optimization'6. Four time points were used to evaluate the atrophy rates. The use of four time points allowed the application of a linear regression to the 4 timeseries data points for every voxel to further smooth the images. Atrophy rates were evaluated between the two end time points. In order to demonstrate how intensity inhomogeneity could affect the atrophy rate calculation, the atrophy rates were evaluated separately for each hemisphere (excluding brain stem and cerebellum). The separation of the hemispheres was done with a fully automated algorithm'7. In Figure 7 The mean atrophy rate for the control group is 0.15% per annum whereas the mean rate for the Alzheimer's patients is 1.7%.
with two different head-coils. The one used for acquiring images of early time points had less B1 inhomogeneity. Following a system upgrade, the new head-coil was found to have a reduced B1 homogeneity. Intensity gains normally occurred in the left hemisphere, resulting in negative rates when measured against the images acquired earlier.
With the intensity-corrected images, however, the magnitudes of the rates were significantly reduced (see Figure 7 (b)) and there are hardly any negative rates in either hemisphere. The set of images used in this example provides evidence for the need for intensity correction when image intensity is used for quantitative analysis and the care that is needed following a system upgrade and its effects on any longitudinal study. This is particularly important when evaluating regional changes such as rates in each hemisphere. Cancellation of positive and negative rates may exist when only global rates are measured.
Normal controls can be used as a means of validation as there is published data on atrophy rates due to normal aging. For example, a comprehensive histology study by Miller et. a! showed that after age 50 the mean brain volume fell at about 2% per decade'3. Our measurements of atrophy rates in normal controls agreed well with this histological finding. In Figure  8 , the mean brain atrophy rates for 8 normal controls with intensity correction is 0. 1 5% per annum. However, the mean atrophy rate for the 8 probable Alzheimer's patients is 1 .7% per annum, which is more than 10 times higher. As can be seen in the Figure, there is no overlap between the controls and the Alzheimer's patients. However, the detected atrophy rates do vary from patient to patient (1 .14 to 2.45%) which may be related to the different status of the disease progression. The other relevant data we have about the patients is the mini mental score examination (MMSE). The MMSE for the 8 Alzheimer's patients at the first time point ranged from 4 to 18 with a mean score of 12 (out of total 30). Therefore, our patients do not belong to any particular group (mild, moderate or severe). The changes in MMSE over the duration of the measurement (9 to 1 3 months) varied from -2 to 1 1 , also showing a large difference.
CONCLUSIONS
We have presented a modified 3D version of the white matter method for the correction for intensity inhomogeneity in MR Tl -weighted brain images. The algorithm is an extension of the original work of Dawant et. al. 4 . The major contribution made herein is the development of a fully automated method for the generation of white matter reference points, which is the most important step in the algorithm. The selection of the white matter reference points plays a decisive role in determining the quality of the corrected images. This has also been recognized when the method was first developed4. Therefore, a number of measures have been introduced in the design of the automated method for reference point generation to ensure the quality of the corrected images.
The modified algorithm has been demonstrated to be capable of correcting Ti -weighted MR images with extensive intensity variations. A high level of restoration of images with artificially added intensity inhomogeneity up to 50% has been achieved. The 50% inhomogeneity level may represent an upper limit for MR TI-weighted images for clinical scanners. Application of the algorithm to the evaluation of brain atrophy rates based upon the Ti-weighted MR images from normal elderly people has significantly improved the accuracy of atrohy rate calculation. The detected atrophy rates in elderly normal subjects are consistent with the histological findings' . The atrophy rate measured upon the intensitycorrected Ti -weighted images for Alzheimer's patients has been shown to be especially useful to study tissue loss in various regional areas of the brain.
The algorithm works directly on MR Ti-weighted neuro-images without the need for any operator's supervision, which compensates for the relatively long computational time (1 -2 hrs) . The only requirement is the segmentation of the brain from the MR images of the human head and for this a number of fully automated algorithms are available18"9. The computational time may be significantly reduced through optimizing the reference points. This will require a further study.
