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We give an explicit representation of the solutions of the Cauchy
problem, in terms of series of hypergeometric functions, for
the following class of partial differential equations with double
characteristic at the origin:
(
xk∂t + a∂x
)(
xk∂t + b∂x
)
u + cxk−1∂tu = 0,
u(0, x) = u0(x),
∂tu(0, x) = u1(x).
We show that the solutions are holomorphic, ramiﬁed around the
characteristic surfaces K = K1 ∪ K2 ∪ K3 with
K1 : a(k + 1)t − xk+1 = 0, K2 : b(k + 1)t − xk+1 = 0,
K3 : x = 0.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
This paper deals with the Cauchy problem for some classes of the second linear holomorphic
partial differential equations in the complex domain.
The classical Cauchy–Kowalevski theorem asserts that there exists locally a unique analytic solution
of the Cauchy problem if the initial surface is not characteristic and the Cauchy data are holomorphic.
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A. Bentrad / J. Differential Equations 250 (2011) 3652–3667 3653J. Leray [13], L. Garding, T. Kotake, J. Leray [8] studied the case where the initial surface has char-
acteristic points. Using singular transformations of the independent variables they showed that near
the characteristic point the solution is ramiﬁed around the characteristic surface tangent to the initial
surface, and it can be uniformized explicitly. Y. Choquet-Bruhat [7] extended some results of [8,13] to
the case of a system of nonlinear equations. Following the ideas of [13,8]; Hamada [9] gave a comple-
ment of the results of [13,8] to a class of operators with multiple characteristics. On the other hand,
the non-characteristic problems when the initial data have singularities has been studied by several
authors most notably Y. Hamada [10], Y. Hamada, J. Leray, C. Wagschal [11], D. Schiltz, J. Vaillant,
C. Wagschal [14], C. Wagschal [18].
In this paper we treat the case where the initial surface has a point (the origin) doubly character-
istic. This case is not contained in [9].
We shall show that near the origin the solution is ramiﬁed around the characteristic surfaces:
K1 : a(k + 1)t − xk+1 = 0, K2 : b(k + 1)t − xk+1 = 0, K3 : x = 0.
Observe that K1 and K2 are tangent to the initial surface S : t = 0.
Our method is to construct, in a class of analytic functions, closed form solutions in terms of
Gauss hypergeometric functions. Since these Gauss functions have built-in singularities, they permit
to see the structure of the solutions and therefore to describe their singularities as well as discuss the
analytic continuation (see [6]).
In a different approach from us, R. Beals and Y. Kannai [3], in a very interesting paper, proved
the following important result: namely they constructed exact global propagators for the singular
hyperbolic operators in two variables
x2k−2∂2t − ∂2x + λ(k − 1)xk−2∂t,
and for the degenerate hyperbolic operators
∂2t − t2k−2∂2x − λ(k − 1)tk−2∂x.
By working with the Fourier–Laplace transform they extend to the singular case the non-uniqueness
results of Trèves [17] to general k > 1 and obtain branching and no-branching results similar to those
obtained by K. Taniguchi and Y. Tozaki [16]. For the degenerate case they obtain global versions of the
local results of K. Taniguchi and Y. Tozaki.
In a previous paper [4], we constructed singular solutions for the following problem with special
initial data:
L(t, x, ∂t , ∂x)u = xk∂2t u − xptq∂2x u + cxp−1tq∂xu + c1tqxp−2u = 0.
In this paper we shall construct, in C2, explicit solutions of the Cauchy problem for the following
homogeneous equation when the initial surface is doubly characteristic at the origin:
(
xk∂t + a∂x
)(
xk∂t + b∂x
)
u + cxk−1∂tu = 0, (1)
u(0, x) = u0(x), (2)
∂tu(0, x) = u1(x). (3)
As shown in the paper of [3], the coeﬃcient of ∂t plays a crucial role in the branching of the solu-
tions. Indeed, the explicit representation of solutions (which may expressed in terms of elementary
functions in some cases, see Section 2.3, Theorem 2) shows that the solutions are ramiﬁed around the
characteristic surfaces:
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for certain values of this coeﬃcient.
We consider in order to illustrate this the following examples:
Example 1. Consider in C2, the problem
x2∂2t u − ∂2x u − 3∂tu = 0,
u(0, x) = x2,
∂tu(0, x) = 0.
The solution u(t, x) is given by:
u(t, x) = (3x2 − 2t)− 2x√x2 − 2t.
We observe that u(t, x) is singular only on K1 : x2 − 2t = 0.
Example 2. Consider the following Cauchy problem:
Lu = x2∂2t u − ∂2x u + ∂tu = 0,
u(0, x) = x2,
∂tu(0, x) = 0.
The solution u(t, x) is given by:
u(t, x) = AU2 + BV2,
where
U2 = x2F
(
−1, −1
2
,−1/2, z
)
= x
2 + 2t
2
,
V2 = x2z3/2F (1/2,1,5/2, z),
V2 = x2z3/2 3
2
z−3/2
(
(z − 1) tanh−1 √z + √z ).
In the other words, we have with z = x2−2t
2x2
,
V2 = −3
4
(
x2 − 2t) tanh−1
√
x2 − 2t
2x2
+ 3
2
√
2
x
√
x2 − 2t.
Thus u(t, x) is singular on K1 : x2 − 2t = 0 and on K3 : x = 0.
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Lu = x4∂2t u − ∂2x u + 2x∂tu = 0,
u(0, x) = x3,
∂tu(0, x) = 0.
The solution is then given by
u(t, x) = A(x3 + 3t)+ Bx3z5/3F (2/3,1,8/3; z)
where z = x3−3t
2x3
, A and B are constants.
F (2/3,1,8/3; z) is expressed by (see [20])
F = 5
3z
− 5(1− z)
9z5/3
(−2√3arctan( 3√z + 2√3 3√z )+ log(1− z) − 3 log(1− 3√z )),
u = A(x3 + 3t)+ B 5
3
x
(
x3 − 3t
2
)2/3
− 5
9
x3 + 3t
2
(
−2√3arctan(1+ 2√2 ) 3
√
x3 − 3t
2x3
+ log x
3 + 3t
2x3
− 3 log
(
1− 3
√
x3 − 3t
2
))
.
Thus u(t, x) is singular on both K1 : x3 − 3t = 0, K2 : x3 + 3t = 0 and on K3 : x= 0.
1.1. Organization of the paper
In Section 2, we ﬁrst construct a family of hypergeometric solutions of Lu = 0 (Theorem 1), then
select those with initial analytic data of special form (Theorem 2), study the ramiﬁcation and give
their analytical continuation. In Section 3, these solutions are superposed to obtain more general
solutions with controlled behavior (Theorem 3).
2. Hypergeometric solutions
2.1. A family of solutions of Lu = 0
We seek solutions of Eq. (1) in terms of hypergeometric functions. We ﬁrst obtain solutions of
Lu = 0, and then select those with analytic Cauchy data.
Theorem 1. If a = b, then the equation Lu = 0 with u = xl v(z) and
z = b
a − b (s − 1), s = (k + 1)at/x
k+1
is reduced to the Gauss hypergeometric equation with parameters
( −l
k + 1 ,
1− l
k + 1 ,
1− l
k + 1 +
ak − c
(a − b)(k + 1)
)
.
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( −l
k + 1 ,
1− l
k + 1
)
.
Proof.
Let u(t, x) = xl v(s) with s = (k + 1)at/xk+1. (4)
Substituting xl v for u, Lu = 0 becomes:
(k + 1)2a2xl−2
[(
1− a + b
a
s + b
a
s2
)
v ′′ +
(
l(a + b) + c
a(k + 1) −
a + b
a
− 2bl − b(k + 2)
a(k + 1) s
)
v ′
− 1
a(k + 1)2 bl(l − 1)v
]
= 0. (5)
For a = b, the mapping
z = b
a − b (s − 1)
transforms Eq. (5) into the Gauss differential equation:
(1− z)zv ′′ +
(
1− l
k + 1 +
ak − c1
(a − b)(k + 1) −
k + 2− 2l
k + 1 z
)
v ′ (6)
− 1
(k + 1)2 l(l − 1)v = 0. (7)
Let us denote the following constants by:
α = −l
k + 1 , β =
1− l
k + 1 , γ =
1− l
k + 1 +
ak − c
(a − b)(k + 1) .
According to classical hypergeometric equation theory (see for instance [1,15,19]) we discuss sev-
eral cases:
a) When γ /∈ Z− a ﬁrst solution of the Gauss equation for |z| < 1 is given by
v1 = F (α,β,γ ; z).
Provided that γ is not a positive integer  2, a second solution is given by:
v2(z) = z1−γ F (α1, β1, γ1; z),
where
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k + 1 +
c − ak
(a − b)(k + 1) ,
β1 = 1+ c − ak
(a − b)(k + 1) = α1 +
1
k + 1 ,
γ1 = α1 + k + l + 1
k + 1 .
Hence one complete solution of the Gauss equation is
v(z) = Av1 + Bv2
for |z| < 1, and for γ not an integer, where A and B are constants.
It follows that u = xl v is a solution of Lu = 0.
b) When γ ∈ Z− , the second solution v2 is still valid but the ﬁrst solution v1 has to be replaced
by
v1 = v2 ln z +
∞∑
i=0
bi z
i,
where bi = ∂r{(α + r)i(β + r)i/(γ + r)i(1+ r)i}, at r = 1− γ .
c) When γ ∈ N, γ  2, the ﬁrst solution v1 is still valid but the second solution v2 has to replaced
by
v2 = v1 ln z +
∞∑
i=0
bi z
i,
where bi = ∂r{(α + r)i(β + r)i/(γ + r)i(1+ r)i}, at r = 0.
d) When γ = 1, the two solutions are equivalent, a second solution is given by
v2 = F (α,β,γ ; z) ln z +
∞∑
i=1
bi z
i,
where bi = ∂r{(α + r)i(β + r)i/(1+ r)i(1+ r)i}, at r = 0.
For a = b, the substitution u(t, x) = xl v(s) with s = (k+ 1)at/xk+1 leads to the ordinary differential
equation:
(k + 1)2a2xl−2
[(
s2 − 2s + 1)v ′′ +(k + 2− 2l
k + 1 s +
2l + a + c − 2a(k + 1)
a(k + 1)
)
v ′
− 1
(k + 1)2 l(l − 1)v
]
= 0.
The transformation s = 1 + ξ−1 and the substitution v = ξ pw , where p is a root of the quadratic
equation:
p2 +
(
1− k + 2− 2l
k + 1
)
p + 1
(k + 1)2 l(l − 1) = 0,
3658 A. Bentrad / J. Differential Equations 250 (2011) 3652–3667lead to:
ξw ′′ +
[
ak − c
a(k + 1) ξ +
2l − k − 2
k + 1 + 2(p + 1)
]
w ′ + p ak − c
a(k + 1)w = 0.
The substitution
z = c − ak
a(k + 1) ξ
gives the degenerate hypergeometric equation:
zw ′′ +
(
2l − k − 2
k + 1 + 2(p + 1) − z
)
w ′ − pw = 0, (8)
for which the general solution is of the form
w = A1Φ
( −l
k + 1 ,
k
k + 1 ; z
)
+ A2z 1k+1 Φ
(
1− l
k + 1 ,
k + 2
k + 1 ; z
)
.  (9)
2.2. Remarks on inhomogeneous problems
Because the hypergeometric equation with polynomial right-hand side may also be solved in
closed form (see [2]), the method of paragraph 2.1 would enable us to obtain exact solutions to
Eq. (1) with suitable right-hand sides.
2.3. Solutions with special Cauchy data
Let K = K1 ∪ K2 ∪ K3 with
K1 : xk+1 − a(k + 1)t = 0, K2 : xk+1 − b(k + 1)t = 0, K3 : x = 0,
and consider the following Cauchy problems in the neighborhood of the origin
Ωr =
{
(t, x) ∈ C2; ∣∣xk+1 − a(k + 1)t∣∣< r, ∣∣xk+1 − b(k + 1)t∣∣< r},
LUl = 0, (10)
Ul(0, x) = xl, (11)
∂tUl(0, x) = 0, (12)
LVl = 0, (13)
Vl(0, x) = 0, (14)
∂t Vl(0, x) = xl. (15)
Theorem 2. If a = b, then the (CP) (10), (11), (12) respectively (13), (14), (15) has a solution which is
holomorphic on the universal covering space (Ωr − K ), ramiﬁed around K .
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(i) When l = (k + 1)p, p ∈ N and c = −(a − b)(k + 1)(n + 1) + ak or when l = (k + 1)p + 1, p ∈ N and
c = −(a − b)(k + 1)n + bk the solution is only singular on K1 .
(ii) When a = kc we have the following results:
– For l = (k+ 1)p, the solution is singular on both K1 , K2 and K3 unless for k = 1 which it is singular on
K1 and K3 .
– For l = (k + 1)p + 1, p ∈ N, the solution is singular on both K1 , K2 and K3 unless for k = 1 which is
singular on K1 and K3 .
(iii) When c = a(k + 1) − b, we have the following results:
– For l = (k + 1)p + 1, p ∈ N, the solution is singular on both K1 , K2 and K3 unless for k = 1 which is
singular on K1 and K3 .
– For l = (k + 1)p, the solution is singular on both K1 , K2 and K3 .
Proof. We know (see Theorem 1) that u = xl v(z) = xl(Av1 + Bv2) solves Lu = 0. Taking into account
the Cauchy data, we choose A and B such that u(0, x) = Ul(0, x) = xl , ∂tu(0, x) = ∂tUl(0, x) = 0. On
the other hand, replacing l in Ul by l + k + 1, after rearranging, leads to the solution Vl of (12), (13),
(14).
We study the solution Ul of the Cauchy problem (10), (11), (12). The other solution Vl of the
Cauchy problem (13), (14), (15) is handled similarly. Setting v1,l = xl v1 and v2,l = xl v2, Ul becomes:
Ul = Av1,l + Bv2,l. (16)
By construction the solution Ul is composed of hypergeometric functions which are holomorphic
on D − (0,1,∞) where D is the Riemann sphere.
On the other hand, the mapping
z = b
a − b (s − 1), s = (k + 1)at/x
k+1
transforms
K1 : a(k + 1)t − xk+1 = 0, K2 : b(k + 1)t − xk+1 = 0, K3 : x = 0,
respectively into z = 0, z = 1, z = ∞. It follows that Ul is ramiﬁed around K , holomorphic on the
universal cover space (Ωr − K ).
When l = (k + 1)p, p ∈ N and c = −(a − b)(k + 1)(n + 1) + ak, we have as ﬁrst solution:
vl,1 = xp(k+1)F (−p,−p + 1/k + 1,−p + n+ 1+ 1/k + 1, z),
v1,l =
p∑
i=0
aix
(k+1)(p−i) b
b − a
(
xk+1 − (k + 1)at)i .
The second solution is expressed by:
v2,l = xp(k+1)zp−n−
1
k+1 F
(
−n− 1
k + 1 ,−n, p − n+
k
k + 1 ; z
)
,
v2,l =
n∑
i=0
bix
(k+1)(n−i)+1 b
b − a
(
xk+1 − (k + 1)at)p−n+i− 1k+1 .
The function v1,l is polynomial and the function v2,l is singular only on K1.
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v1,l = xp(k+1)+1F
(
−p − 1
k + 1 ,−p,−p + n +
k
k + 1 , z
)
,
v1,l =
p∑
i=0
cix
(k+1)(p−i)+1 b
b − a
(
xk+1 − (k + 1)at)i .
The second solution is given by:
v2,l = xp(k+1)zp−n+
1
k+1 F
(
−n,−n + 1
k + 1 ,2+ p − n−
k
k + 1 ; z
)
in other words:
v2,l =
n∑
i=0
dix
(k+1)(n−i)−1 b
b − a
(
xk+1 − (k + 1)at)p−n+i+ 1k+1 .
Thus v1,l is polynomial and v2,l is singular only on K1.
When a = kc and a = b, the solution of the Cauchy problem (10), (11), (12) is given by:
Ul(t, x) = Av1,l(t, x) + Bv2,l(t, x),
with
v1,l(t, x) = xl F
( −l
k + 1 ,
1− l
k + 1 ,
1− l
k + 1 ; z
)
= xl(1− z)l/k+1,
for l = p(k + 1) + 1, and
v2,l(t, x) = xlz
k+l
k+l F
(
k
k + 1 ,1,
2k + 1+ l
k + 1 ; z
)
.
For l = (k + 1)p, we have:
v1,(k+1)p = xp(k+1)F
(
−p,−p + 1
k + 1 ,−p +
1
k + 1 ; z
)
= x(k+1)p(1− z)p,
v2,l(t, x) = xp(k+1)z
k+l
k+l F
(
k
k + 1 ,1, p + 1+
1
k + 1 ; z
)
.
For simplicity let a = 1 and b = −1.
For k = 1 and l = 2p, v1,2p is polynomial but v2,2p are singular on the characteristic surface
K1 : 2t − x2 = 0 and on K3 : x= 0.
Indeed, we have
v1,2p = (x
2 + 2t)p
2
,
v2,2p = x2pzp+1/2F
(
1
2
,1, p + 3
2
; z
)
and
F
(
1
2
,1, p + 1
2
; z
)
= d
p
dzp
F
(
1
2
,1,
3
2
; z
)
.
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v2,2 = x2z3/2F
(
1
2
,1,
5
2
; z
)
,
v2,2 = x2z3/2 3
2
z−3/2
(
(z − 1) tanh−1 √z + √z ),
v2,2 = −3
4
(
x2 − 2t)(tanh−1
√
x2 − 2t
2x2
+ 3
2
√
2
x
√
x2 − 2t
)
.
Thus Ul is singular on K1 and K3 but not on K2.
For k = 1 and l = 2p + 1, we have:
v2,2p+1 = x2p+1zp+1/2F
(
1
2
,1, p + 2; z
)
,
v1,2p+1 = v2p+1 log z +
∞∑
i=0
bi z
i, where
bi = ∂r
{(
1
2
+ r
)
i
(1+ r)i(p + 2+ r)i(1+ r)i
}
, at r = 0.
The expression of F ( 12 ,1, p + 2; z) (see [16]) shows that v2,2p+1 is only singular on the hypersur-
face K2 : x2 + 2t = 0. Hence the solution Ul is singular both on K1, K2 and K3.
For k = 2 and l = 3p,
v1,3p = (x
3 + 3t)
2
p
,
v2,3p = x3pzp+ 23 F
(
2
3
,1, p + 5
3
; z
)
.
We observe that v1,3p is polynomial but v2,3p is singular both on
K1 : x3 + 3t = 0, K2 : x3 − 3t = 0 and K3 : x = 0.
Indeed for p = 1, we have:
v2,3 = x3z5/3F
(
2
3
,1,
8
3
; z
)
,
v2,3 = A
(
x3 + 3t)+ B 5
3
x
(
x3 − 3t
2
)2/3
− 5
9
x3 + 3t
2
(
−2√3 tan−1(1+ 2√2 ) 3
√
x3 − 3t
2x3
+ log x
3 + 3t
2x3
− 3 log
(
1− 3
√
x3 − 3t
2
))
.
For c = a(k + 1) − b we obtain similar results that for c1 = ak. 
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According to the theory of analytic continuation of the solution of the Gauss differential equation
(see [12]) we have for arg |1− z| < π :
Ul = A1xl F (α,β,α + β − γ + 1;1− z)
+ A2xl(1− z)γ−α−β F (γ − α,γ − β,γ − α − β + 1;1− z),
Vl = A3xl F (α1, β1,α1 + β1 − γ1 + 1;1− z)
+ A4xl(1− z)γ1−α1−β1 F (γ1 − α1, γ1 − β1, γ1 − α1 − β1 + 1;1− z),
Ul = A5xl(1− z)−α F
(
α,γ − β,α − β + 1; 1
1− z
)
+ A6xl(1− z)−β F
(
β,γ − α,β − α + 1; 1
1− z
)
,
Vl = A7xl(1− z)−α1 F
(
α1, γ1 − β1,α1 − β1 + 1; 1
1− z
)
+ A8xl(1− z)−β1 F
(
β1, γ1 − α1, β1 − α1 + 1; 1
1− z
)
,
where the different constants are given by:
α = −l
k + 1 , β =
1− l
k + 1 , γ =
1− l
k + 1 +
ak − c1
(a − b)(k + 1) ,
α1 = k
k + 1 +
c1 − ak
(a − b)(k + 1) , β1 = α1 +
1
k + 1 ,
γ1 = α1 + k + l + 1
k + 1 ,
A1 = Γ (γ )Γ (γ − α − β)
Γ (γ − α)Γ (γ − β) , A2 =
Γ (α + β − γ )Γ (γ )
Γ (α)Γ (β)
,
A5 = Γ (β − α)Γ (γ )
Γ (γ − α)Γ (β) , A6 =
Γ (α − β)Γ (γ )
Γ (γ − β)Γ (α) ,
A3 = Γ (γ1)Γ (γ1 − α1 − β1)
Γ (γ1 − α1)Γ (γ1 − β1) , A4 =
Γ (α1 + β1 − γ1)Γ (γ1)
Γ (α1)Γ (β1)
,
A7 = Γ (β1 − α1)Γ (γ1)
Γ (γ1 − α1)Γ (β1) , A8 =
Γ (α1 − β1)Γ (γ1)
Γ (γ1 − β1)Γ (α1) .
Observe that the branches of these functions are single-valued in each considered domain. But,
when z describes a loop around a singular point, the value of the branch is multiplied by a constant.
Indeed, if we loop once around z = 1, respectively z = ∞, we have for arg(1− z) = 0 on (0,1):
Ul = A1F1(l;1− z) + A2e2iπ(
l
k+1+ ak−c(a−b)(k+1) )F2(l,1− z),
Vl = A3F3(l;1− z) + A4e2iπ(
l
k+1+ ak−c(a−b)(k+1) )F4(l,1− z),
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−l
k+1 )F5
(
l; 1
1− z
)
+ A6e2iπ( 1−lk+1 )F6
(
l; 1
1− z
)
,
Vl = A7e2iπ(
−l
k+1 )F7
(
l; 1
1− z
)
+ A8e2iπ( 1−lk+1 )F8
(
l; 1
1− z
)
.
The Fi are the values of initial branches. The functions Ul and Vl are multi-valued. They can be
uniformized locally in a neighborhood of z = 0 or z = 1, with putting z = eiπt or z = eiπt + 1.
3. Series solutions
In this section we superpose the solutions Ul and Vl of the Cauchy problems (10), (11), (12) and
(13), (14), (15) to obtain series solutions to the homogeneous problem with analytic data:
Lu = x2k∂2t u + ab∂2x u + (a + b)xk∂t∂xu + c1xk−1∂tu = 0, (17)
u(0, x) = u0(x), (18)
∂tu(0, x) = u1(x). (19)
Let
u0(x) =
∑
l0
alx
l; u1(x) =
∑
l0
blx
l
be two series with radius of convergence R > 0. The Cauchy problem (17), (18), (19) has a solution
such that u = u0, ∂tu = u1 for t = 0; it is equal to
∑
l0
alUl(t, x) + blVl(t, x). (20)
Theorem 3. The series
∑
l0 alUl(t, x) + blVl(t, x) converges for
∣∣b(k + 1)t − xk+1∣∣< r1, ∣∣a(k + 1)t − xk+1∣∣< r1,
where r1 =min(| b−aa |, | a−bb )|Rk+1 .
First we show the convergence of the series in the domain |z| < 1, then we use the connection
formula between the neighborhoods of regular singular points to obtain it in the whole base space.
To prove the convergence we need the following results:
Lemma 4. For α > 0, β > 0, γ > 0 and γ − β − α > 0,
∣∣F (α,β,γ ; z)∣∣ ∣∣F (α,β,γ ;1)∣∣= Γ (γ )Γ (γ − α − β)
Γ (γ − α)Γ (γ − β) < ∞.
Lemma 5. If γ  12 and 0 α  β − 12 , then
F
(
α,β;γ ; z2)	 1
2
[
(1+ z)1−2β + (1− z)1−2β].
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|z| < 1 and |1 − z| < 1. Lemma 5 is used to estimate the hypergeometric functions in the domain
1
|1−z| < 1. The proof of Lemma 5 can be found in [5].
Proof. We prove the convergence of the series
∑
l0 alUl(t, x). The other series
∑
l0 blVl which
makes up the solution is handled similarly.
First we recall that Ul(t, x) = Av1,l(t, x) + Bv2,l(t, x). Put Fl = F (α,β,γ ; z) and
Gl = z1−γ F (α1, β1, γ1; z) where
α = −l
k + 1 , β =
1− l
k + 1 , γ =
1− l
k + 1 + η1,
α1 = k
k + 1 + η1, β1 = 1+ η1, γ1 = α1 +
k + l + 1
k + 1 ,
η1 = ak − c
(a − b)(k + 1) .
We recall the Euler transformation:
F (α,β,γ , z) = (1− z)γ−β−α F (γ − α,γ − β,γ , z).
Applying this transformation to Fl , we have:
Fl = (1− z)η1+
l
k+1 Fl
(
η1 + 1
k + 1 , η1,
1− l
k + 1 + η1; z
)
.
1. Consider now the particular case a = kc.
In this situation, we have η1 = 0 and
Fl
(
η1 + 1
k + 1 , η1,
1− l
k + 1 + η1; z
)
= Fl
(
1
k + 1 ,0,
1− l
k + 1 ; z
)
= 1.
Hence
v1,l = xl(1− z)
l
k+1−η1− 2k+1 = xl
(
ab(k + 1)t − xk+1
(b − a)xk+1
) l
k+1−η1− 2k+1
,
v2,l(t, x) = xlGl = xlz
k+l
k+l F
(
k
k + 1 ,1,
2k + 1+ l
k + 1 ; z
)
.
By applying Lemma 4 to F ( kk+1 ,1,
2k+1+l
k+1 ; z), we have:
∣∣v2,l(t, x)∣∣ ∣∣xlz k+lk+1 ∣∣Γ ( lk+1 )Γ ( l+kk+1 + 1)
Γ ( lk+1 + 1)Γ ( l+kk+1 )
,
and the ratio
Γ ( lk+1 )Γ (
l+k
k+1+1)
Γ ( lk+1+1)Γ ( l+kk+1 )
remains bounded as l → ∞.
Indeed from the identity Γ (x+ 1) = Γ (x), we have:
Γ ( lk+1 )Γ (
l+k
k+1 + 1)
Γ ( l + 1)Γ ( l+k ) =
l + k
l
= 1+ k
l
.k+1 k+1
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limsup
l→∞
|v1,l|1/l =
(∣∣∣∣ ab − a
(
b(k + 1)t − xk+1)∣∣∣∣
)1/k+1
,
limsup
l→∞
|v2,l|1/l 
(∣∣∣∣ ba − b
(
a(k + 1)t − xk+1)∣∣∣∣
)1/k+1
.
It follows that
∑
l0 alUl converges for
∣∣∣∣ ab − a
(
b(k + 1)t − xk+1)1/k+1∣∣∣∣< R,
∣∣∣∣ ba − b
(
a(k + 1)t − xk+1)1/k+1∣∣∣∣< R.
2. Consider the general case.
From the following estimation:
Fl
(
η1 + 1
k + 1 , η1,
1− l
k + 1 + η1; z
)
	 Fl
(
|η1| + 1
k + 1 , |η1|,
l − 1
k + 1 − |η1|, z
)
and by applying Lemma 4 to Fl(|η1| + 1k+1 , |η1|, l−1k+1 − |η1|; z), we obtain:
∣∣∣∣Fl
(
|η1| + 1
k + 1 , |η1|,
l − 1
k + 1 − |η1|; z
)∣∣∣∣ Γ (
l−2
k+1 − 3|η1|)Γ ( l−1k+1 − |η1|)
Γ ( l−2k+1 − 2|η1|)Γ ( l−1k+1 − 2|η1|)
= C ′.
Stirling’s formula gives C ′ ∼ 1 for l large.
Therefore, we deduce that:
|v1,l| C ′
∣∣xl∣∣∣∣(1− z)η1+ lk+1 ∣∣,
|v1,l| C ′
∣∣xl∣∣∣∣∣∣ab(k + 1)t − xk+1(b − a)xk+1
∣∣∣∣
η1+l/k+1
,
|v2,l| C ′
∣∣xl∣∣∣∣∣∣ba(k + 1)t − xk+1(a − b)xk+1
∣∣∣∣
η1+l/k+1
.
Therefore,
limsup
l→∞
|v1,l|1/l 
(∣∣∣∣ ab − a
(
b(k + 1)t − xk+1)∣∣∣∣
)1/k+1
,
limsup
l→∞
|v2,l|1/l 
(∣∣∣∣ ba − b
(
a(k + 1)t − xk+1)∣∣∣∣
)1/k+1
.
It follows that
∑
l0 alUl converges for
∣∣∣∣ ab − a
(
b(k + 1)t − xk+1)1/k+1∣∣∣∣< R
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∣∣∣∣ ba − b
(
a(k + 1)t − xk+1)1/k+1∣∣∣∣< R.
This means that
∣∣b(k + 1)t − xk+1∣∣< ∣∣∣∣b − aa
∣∣∣∣Rk+1,
and
∣∣a(k + 1)t − xk+1∣∣< ∣∣∣∣a − bb
∣∣∣∣Rk+1.
The proof of the convergence in the domains |1 − z| < 1 and | 11−z | < 1 is similar so the one in|z| < 1. It is enough to use the following connection formulae respectively from z = 0 to z = 1 and
from z = 0 to z = ∞:
Ul = A1xl F1
( −l
k + 1 ,
1− l
k + 1 ,1− η1 −
l
k + 1 ;1− z
)
+ A2xl(1− z) lk+1+η1 F2
(
η1 + 1
k + 1 , η1,
l
k + 1 + η1 + 1;1− z
)
,
Vl = A3xl F3
(
η1 + k
k + 1 ,1+ η1, η1 −
l
k + 1 ;1− z
)
+ A4xl(1− z) lk+1−η1 F4
(
k + l + 1
k + 1 ,
k + l
k + 1 ,
l
k + 1 + 1− η1;1− z
)
in |1− z| < 1.
Ul = A5xl(1− z)
l
k+1 F5
( −l
k + 1 , η1,
k
k + 1 ;
1
1− z
)
+ A6xl(1− z) l−1k+1 F6
(
1− l
k + 1 ,
1
k + 1 + η1,
2+ k
k + 1 ;
1
1− z
)
,
Vl = A7xl(1− z)
−k
k+1−η1 F7
(
k
k + 1 + η1,
k + l
k + 1 ,
k
k + 1 ;
1
1− z
)
+ A8xl(1− z)−1−η1 F8
(
1+ η1, k + l + 1
k + 1 ,
2+ k
k + 1 ;
1
1− z
)
in | 11−z | < 1. 
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