ABSTRACT A novel probabilistic process neural network (PPNN) model is proposed for the multi-channel time-varying signal classification problems with ambiguity and randomness distribution characteristics. This model was constructed from an input time-varying signal layer, a probabilistic process neuron (PPN) hidden layer, a pattern layer, and a Softmax classifier. The number of nodes in the input layer is the same as the number of time-varying signal input channels, which can realize the overall input of the time-varying signal. The PPN hidden layer performs the spatio-temporal aggregation operations for time-varying input signals and probabilistic outputs. The connection weight functions from the input layer to the hidden layer are represented by the typical samples or cluster center functions in different pattern subsets of the sample set, which the prior knowledge of signal categories is implicitly expressed by the morphological distribution features and combinational relations. A pattern layer selectively summed to the output of the PPN hidden layer using the categorical attributes of the connection weight function vector. And the Softmax classifier implements the probabilistic classification of time-varying signals. PPNN has the advantages of fewer model parameters, suitable for modeling small samples and integrating prior knowledge of signal categories. This paper develops the specific learning algorithms which synthesize dynamic time warping, C-means clustering, and BP algorithm. The 12-lead electrocardiogram (ECG) signals for heart disease diagnosis were used for classification testing. The experimental results from 12-lead ECG signal across ten types of disease classification verify the effectiveness of the model and the proposed algorithm.
I. INTRODUCTION
Dynamic signal pattern classification problems are common in a variety of practical engineering and scientific research. The input and output of some systems are functions which vary in time [1] - [4] . Signal analysis and evaluation results often have a certain degree of uncertainty, due to the influence of systematic error and noise [5] . Instead, answers are often converted to a degree of certainty, a value between 0 and 1, representing a certain probability or ambiguity [6] , [7] . Novel methods are currently being investigated to solve this kind of problem. Such models should not only represent the probability of analysis results, but also remain consistent with Bayesian decision theory.
In 1988, Specht proposed a Probabilistic Neural Network (PNN) model based on Bayesian decision theory and
The associate editor coordinating the review of this manuscript and approving it for publication was Shankarachary Ragi. the adaptive learning properties of artificial neural networks, which are closely related to concepts in statistical signal processing [8] , [9] . It is similar to the backpropagation neural network in structure. The primary difference is that the Probabilistic Neuron (PN) model uses an activation function deduced from statistics instead of the sigmoid activation function common in conventional neural networks. These study results indicate that PNN offers easy training, fast convergence, and is suitable for real-time processing [10] . PNNs can perform any nonlinear transform with a judgment surface close to the optimal Bayesian criterion surface. Additionally, PNNs provide strong fault tolerance and are easily implemented in hardware as the number of neurons in each layer is relatively constant. Researchers have recently improved and expanded the PNN structure and algorithm. In 1991, Burrascano proposed a learning vector quantization for a probabilistic neural network (LVQ-PNN). By including a vector quantization of the training data, this model enables simplification of the network structure for large training sets [11] . In 2000, Mao et al. proposed a supervised PNN structure determination algorithm, which directly incorporated error classification rates and network size at the time of network structure determination [12] . Gao et al. proposed a Bayes neural network classifier based on a logical regression model and a backpropagation algorithm. It was used to detect the arrhythmia in ECG signals, achieving good results [13] . In 2007, Yu et al. proposed an ECG beat classification model based on PNN and a wavelet transformation, which was used to identify six ECG beat types [14] . In 2010, Ahmadlou et al. proposed an enhanced generalized PNN-EPNN model and improved its robustness to data noise by using a local decision loop LDCs method [15] . PNN has been widely used in pattern classification, signal processing, and target tracking in recent years.
Comprehensive analysis of these methods suggests that the use of PNN models for time-varying (t-v) signal processing was through extending the network input node number. Time relationships are converted into spatial relationships using existing ''end to end'' basic ANNs models to reconstruct input t-v signals. Recursive or cyclic information transfer and transformation methods are then applied to analyze the t-v signals. However, in the cases of complex multivariable systems, intensive sampling data, or long time series, these networks involve very high dimensionality. Model information transfer processes and algorithm solutions will also be complex. Meanwhile, for small sample sets, the generalization ability of the deep learning model is unstable in many cases due to the completeness of the training set cannot be guaranteed. Therefore, novel techniques are required to address these limitations.
In 2000, He presented the process neuron and process neural network for t-v signal analysis [16] . The process neuron contains the temporal aggregation operator and the spatial aggregation operator, and its aggregation operation can synchronously represent the accumulation of the time process effects and the spatial weighted aggregation of the multiple input signals. Therefore, we combine Bayesian decision theory with the process neural network method for t-v information processing. The resulting process neural network model could fuse probability decision rules and classify process signals directly, thereby improving comprehensive classification for t-v signals.
On the basis of the previous study on probability and fuzziness in the classification of t-v signals [5] , [17] , this paper proposes a novel probabilistic process neuron (PPN) and a probabilistic process neural network (PPNN) model, which extends the conventional PNN model in the time domain. The inputs of PPN are multi-channel t-v signals. A generalized inner product operation was defined to perform spatiotemporal aggregation operations for t-v input signals, and the normalized exponential function which has significant statistical significance was used as an activation function to perform probabilistic outputs of PPN. The PPNN is a fourlayer feedforward neural network, which was constructed from an input t-v signal layers, a PPN hidden layer, a pattern layer, and a Softmax classifier. The typical samples of pattern class subsets are used as the connection weight functions from the input layer to the PPN hidden layer. The pattern layer selectivity sums to the outputs from the PPN hidden layer, according to the category of the connection weight functions. Its outputs are used as inputs to the Softmax classifier. On this basis, direct classification of t-v process signals is conducted.
In this paper, a generalized inner product operation was used to perform spatio-temporal aggregation of PPN, which measures the similarity of distribution features between the connection weight functions (typical signal sample) and the input signals in essence. Due to the problems of existing stretching and drifting in t-v signal distribution, the similarity measurement method based on Euclid distance often produces large deviation [18] . The dynamic time warping (DTW) algorithm is a nonlinear integration technology based on dynamic programming, which combines distance measurement computation with time warping [19] , [20] . It is insensitive to the extension and compression of time series [21] , [22] . Therefore, DTW was used to calculate the overall similarity of distribution characteristics between multi-channel t-v input signals and typical samples, that has good adaptability in mechanism.
Electrocardiogram (ECG) process signals reflect the changes of human cardiac potential and have the characteristics of multi-peak, periodic, non-stationary and background noise [23] . The diagnosis of cardiovascular disease based on multi-lead ECG signal is an active topic in the fields of medical information technology and artificial intelligence at present. However, most studies have merely focused on the classification and recognition of heartbeats. This results in a high recognition rate but are not suitable for clinical use [24] . As such, researchers have recently begun conducting ECG signal recognition using measurement intervals. In this study, the 12-lead ECG signal classification was used for experimental validation.
In the following sections, current research in t-v signal classification will be summarized and analyzed. Probabilistic neural networks will be discussed, and a novel PPNN classification model is proposed. The rest of the paper primarily establishes the PPNN model and investigates its theoretical properties. An integrated learning algorithm is then proposed for the PPNN, and the results from a series of simulation experiments are presented to verify the effectiveness of the proposed network.
II. PROBABILISTIC PROCESS NEURAL NETWORKS
In this section, we combine Bayesian probability classification mechanism with the process neural network dynamic signal processing method, and propose the concept and model of probabilistic process neurons and probabilistic process neural networks. 
A. PROBABILISTIC PROCESS NEURONS
The proposed probabilistic process neuron (PPN) is composed of t-v signal input, spatio-temporal weighted aggregation, and excitation output. The model is shown in Fig 1. Here, x 1 (t), x 2 (t), · · · , x n (t) are the process input functions over the time interval [0, T ] and w 1 (t), w 2 (t), · · · , w n (t) are the weighted functions corresponding to each channel input signal, with y representing the output. This model adopts the exponential activation function:
where σ is a smoothing parameter. . Therefore, it is probabilistically significant. If the PPN spatial aggregation operator is used as the weighted sum of multiinput signals, the temporal aggregation operator is used as the integral operation of time. The input-output relationship for the probabilistic process neuron is then:
B. PROBABILISTIC PROCESS NEURAL NETWORK MODEL
The probabilistic process neural network (PPNN) model is composed of 4 layers. The first layer is the input layer, used to import t-v signals into the PPNN. The second layer is a hidden layer composed of a PPN, which is fully connected to the input layer. The connection weight functions are determined by the typical samples in various pattern subsets of the training set. The third layer is the pattern layer, which selectively Units for the PPN hidden layer and corresponding connection weight functions were determined as follows. We assumed the PPNN training set had K pattern classes
Then the node number of PPN hidden layer was set to m = m 1 + m 2 + · · · + m K . The connection weight function vector used for propagating each node of the input layer to the j th node of the PPN hidden layer is given by W j (t) = (z 1j (t), z 2j (t), · · · , z nj (t)), with
This model is shown in Fig 3. Structurally, it uses clustering center functions in each pattern subclass as connection weight functions from the input layer to the hidden PPNN layer. Therefore, the only weights between the pattern layer and output layer, and the smoothing parameter in the hidden layer activation function, need to be trained. Outputs for each node in the output layer are only the linear superposition of pattern layer outputs. As such, PPNN training exhibited a high learning efficiency. The output of the pattern layer is a selective sum for PNN hidden layer outputs according to the categorical attributes of the connection weight function vector. As a result, it enlarges the difference in the attribution probability of different types of signal samples, that can improve the separability of patterns [5] .
Supposing the PPNN input is represented by:
of the PPN hidden layer can then be expressed as:
In Eq. (3), σ j is the smoothing parameter of the j th PPN. VOLUME 7, 2019 The output of the pattern layer is obtained as follows:
In Eq. (4), K is the number of signal sample pattern classes contained in the training set. k is the serial number set of the PPN hidden layer node corresponding to the k th pattern class. The probability of Softmax classifier assigning a training signal sample X i (t) to the category k [5] , [25] is:
Here,
K ) is the output of the pattern layer corresponding to the i th input signal sample. Here, Kl ), and l = 1, 2, · · · , K . The term v kl is the connection weight from the pattern layer to the Softmax classifier.
According to maximum probability rule, the classification result of PPNN can be expressed as [5] :
If W j (t) and X (t) have been normalized to unit lengths, we can conclude:
Thus:
and
According to the activation function g(Z j ) = exp Z j −1 σ 2 , it is known that the output of the PPN hidden layer satisfies 0 ≤ h j = g(Z j ) ≤ 1. The summation unit in the pattern layer accumulates the output of PPN hidden layers and uses the Softmax classifier to determine the final pattern category of input signals. This result from the PPNN exhibits a certain probability.
III. THE PPNN LEARNING ALGORITHM
For the PPNN model shown in Fig 3, the connection weights from the input layer to the PNN hidden layer were determined by several clustering center functions in a variety of pattern class subsets. The weight v jk from the pattern layer to the output layer and the PPN smoothing parameter σ j both need to be adjusted during use.
The implementation of this algorithm can be described as follows.
(1) Initial values for the smoothing parameters are assigned. Samples from various subsets were clustered. The k th subset generates m k clusters, and the corresponding number of samples are respectively K m k respectively, and the corresponding cluster center functions are marked as Z m k (t). Based on the results, the initial value of σ m k can be calculated [5] :
where, m k is the set of serial numbers for samples in the cluster.
(2) The training of Softmax classifier. The training set of the Softmax classifier is constructed as
represents the output of the k th node in the pattern layer, corresponding to the i th signal sample input for the PPNN. The term y (i) ∈ {1, 2, · · · , K } is a category label for the i th sample in the training set. For each input
; θ ) that it belongs to each pattern class can be determined as follows [5] , [26] :
. . .
The cost function in the form of the Softmax likelihood classifier can be defined as:
where 1{y (i) = k} is the indicative functions. This cost function was minimized through the gradient descent algorithm [5] , [27] . The update iteration of parameter set θ is as follows: 
; θ )
where α is the learning rate. (3) Parameters tuning. BP algorithm was applied to fine-tune PPNN parameters according to the training set
IV. APPLICATION OF 12-LEADS ECG SIGNAL CLASSIFICATION
In the medical examination of cardiovascular diseases, the distribution characteristics and combination relationships of multi-lead ECG signals are complex, due to differences in the diseases and individual physiological functions. Heartbeat intervals are also irregular, and the temporal length of ECG signals differs for the same heartbeat number. A typical ECG signal distribution curve is shown in Fig 4. In this section, according to the distribution characteristics of real ECG signals, we reformed the basic PPNN model and algorithm to fulfill the analysis and processing of ECG signals. To solve the problem of the difference in heartbeat intervals and the temporal length of ECG signals, we introduced the heartbeat interphase difference coefficient and adopted the DTW algorithms into this model.
A. EXPERIMENTAL DATA
The dataset used in this experiment included 12-lead ECG signal samples from records No. 1-943 in the Chinese Cardiovascular Disease Database (CCDD) [28] . The sampling frequency was 500 Hz and the data recording time was 10 s. The segmentation of each heartbeat is labelled, and the results of an expert diagnosis are marked. We discarded candidate samples with fuzzy markups, long durations, or small numbers of samples, and selected ten classes and 620 samples to comprise the experimental data set. This sample distribution is shown in Table 1 (column 1 and column 2).
The number of heartbeats contained in a given ECG sampling interval varies due to the physiological function of the human body and the type of disease. For the convenience of calculation, nine heartbeats were selected for inclusion in the ECG signals. Considering each lead magnitude difference was large, the formula: x (t) = (x(t) − min x(t))/(max x(t) − min x(t)) was used to conduct normalization processing for the ECG signals. In this formula, min x(t) and max x(t) are the minimum and maximum values of the ECG signals contained in the measurement interval.
B. THE PPNN MODEL FOR ECG SIGNAL CLASSIFICATION
Heart disease may lead to irregular heart rates and intervals, and these characters are important in diagnosing the heart disease. This study defines the difference coefficient for heartbeat interphase κ s and the difference coefficient for ECG intervals κ used to represent this characteristic:
Here, S is the number of heartbeats included in the ECG signal sampling interval and T s is the interval of the s th heartbeat. Based on the model shown in Fig 3, a new hidden layer was added behind the PPN hidden layer, to construct a novel PPNN model for ECG signal classification, as shown in Fig 5. In this layer, κ s was joined into each unit, and a comprehensive calculation of κ s was conducted for the s th output r s of the PPN.
In Fig 5, Z s = |r s − κ s |, where Z s reflects the influence of inter-heartbeat difference.
C. DETERMINATION OF CLUSTER CENTER FUNCTIONS
According to the analysis of Section 2.1, the PPN spatiotemporal aggregation operation is essentially a measurement of the probability similarity between the connection weight VOLUME 7, 2019 function W (t) and the input signal X (t). When the number of heartbeats is fixed, the time intervals for ECG signals and the heartbeat interphase of various samples are different. Since this PPNN model requires a unified signal input process interval, this study utilizes heartbeats as signal units, implements the DTW algorithm to calculate the probability similarity between W (t) and X (t), and uses the mean of the result of heartbeat similarity measurements as the probability similarity between W (t) and X (t). Additionally, the dynamic C-means clustering algorithm was used to determine the cluster center functions for each subset of pattern classes, namely the connection weight functions.
1) A DYNAMIC TIME WARPING ALGORITHM
The DTW algorithm was used for finding an optimal time integration function M = ∅(N ), mapping the time axis nonlinearity of the t-v signal to the time axis of the reference template, and satisfying the following function [29] :
Here, we assume the test templates (input ECG signals) and reference templates (cluster center function) included N and M frame feature vectors, respectively. According to the DTW algorithm [5] , [18] - [22] , the optimal path of t-v signal contrast can be identified, and the distance d between the signal samples can be calculated, and then the similarity of distribution characteristics between input ECG signals and cluster center functions can be determined, that is r = 1 1+d .
2) DETERMINATION OF CLUSTERING CENTER FUNCTIONS FOR PATTERN SUBCLASSES
In practical applications, the C-means clustering algorithm has difficulty determining the number of clusters and is often overly sensitive to initial conditions [30] . To solve these problems, a dynamic C-means clustering (DCM) algorithm is proposed in this paper. Various clustering quantities are set in the algorithm and results corresponding to different cluster numbers are evaluated by calculating the coupling degree and separation degree between samples. This process also selects optimal clustering results and determines the ideal clustering number. U (t) is the set of N signal samples. And the density of the sample x i (t) is defined as:
F is a distance norm induced by the DTW algorithm,
F is the effective radius of the neighborhood density.
According to C-means clustering algorithm [17] , [31] , [32] , K initial clusters and corresponding cluster centers were selected.
The number of clustering centers varied and results corresponding to different partitions of the sample set. Partition results were evaluated by the degree of coupling and the degree of separation among samples. Here, the degree of coupling is defined as:
The degree of separation is defined as:
The degree of coupling represents intra-class compactness, with smaller values indicating better compactness. The degree of separation represents inter-class separation, with larger values indicating higher separability.
The following formula was used to evaluate clustering results:
where α is a weighting factor for the coupling degree and smaller GD(c) values indicate better clustering results. The K value corresponding to the minimum of GD(c) value represents the optimal clustering number and its partition of the sample set corresponds to the most ideal clustering. Center functions were selected for each cluster as typical signal samples for the sample sets [17] .
D. RESULT ANALYSIS
The DCM algorithm was applied to select typical samples in a training set including ten diseases, and forty typical samples were selected. The distribution of which is shown in Table 1 (column 1, column 3). Since the start times for ECG signal measurements were uncertain, the order of periodic heartbeat signals was stochastic, which affected the similarity measurement between ECG signals. In the experiment, we applied clustering center functions as a reference template, used segmentation tags for heartbeats in the ECG signal samples, and used a periodic heartbeat signal as the unit. The DTW algorithm was utilized according to heartbeat sequences and the minimum value of the similarity was selected as the PPN output.
The ECG heartbeats number is represented by S, the lead number is L, and the similarity of the l th lead and the s th heartbeat is r ls . The DTW algorithm was applied to measure the similarity between input signals and clustering center functions in a unit heartbeat. Define the similarity between the ECG signals is defined as:
Structural PPNN parameters were selected as follows. The input layer included 12 process signal nodes and the number of PPN hidden layer nodes was 40. Connection weight functions between the input and PPN hidden layers were used as cluster center functions and were arranged and labeled according to the disease types. The number of nodes in the second hidden layer and the pattern layer were 40 and 10, respectively. The Softmax classifier contained ten input nodes and ten probability output nodes, as shown in Table 2 .
A 4-cross-validation experiment was conducted and the training set samples were divided into four groups, according to the proportion of disease, with 62 samples in each group. The training set was composed of three groups, the other group was selected as the test set. Each lead signal in the ECG signal sample corresponds to an input node of PPNN in order to realize the whole input of 12-lead ECG signal to the network. The mean accuracy value across four experiments was used as an evaluation index. The property parameters and connection weight functions of PPNN were also determined using the algorithms in Section III and the 2) in the Part A of Section IV. This experiment was performed using a GPU which be NVIDIA TITAN X with a core frequency of 1418 MHz. By experimental comparison,the maximum iteration number was 2000, the accuracy of the training error was set as 0.05, and the learning efficiency was 0.45. The network converged after 925 iterations. For the ten types of disease classification, the accuracy of the test set was 74.16%, the recall rate was 75.23%, the precision was 73.92%, and the F1-score was 76.15%. This is a good result in 10 classification experiment of 12-lead long ECG signals.
This method was also used to diagnose sinus arrhythmia based on the same sample set and experimental conditions, and the two-class classification achieved achieving an accuracy of 84.92%, the recall rate was 85.13%, the specificity was 84.21%, and the F1-score was 86.03%. [37] . Comprehensive analysis, the above researches have achieved high recognition accuracies. However, most of them are limited in the identification of a certain type of disease. And the number of ECG leads used in the multi-classification problem is small, and the time of sampling is short as well.
In this section, we applied the 12-lead ECG signal sample set established in Part A of Section IV as the benchmark dataset, and chosen MC-DCNN model, SWT + SVM model, RNN + RF model to carrying on ten disease types classification experimental comparison.
In this experiment, the architecture of the MC-DCNN model was I-C1(Size)-S1-C2(Size)-S2-H-O, where Size denotes the kernel size, C1 and C2 denotes the numbers of filters, S1 and S2 denotes the subsampling factors. And I, H, O are respectively denote the numbers of input layers, units in hidden layer and output layer of MLP. Using comparative analys, this architecture was determined to 12-8(5)-2-4(5)-2-440-10. The SWT + SVM model preprocessed the dataset samples by applying the noise reduction processing and smoothing filtering, and the performed the discrete wavelet transform in this experiment. Eight important features such as Sample Entropy (SEN), Normalized Sub-band Energy (NSE), Log Energy Entropy (LEE), are selected and classified by SVM. The kernel function of SVM is Gauss radial basis function. As for the RNN + RF model in this experiment, a series model of two LSTM networks was constructed and the number of hidden layers of each LSTM was 3. A random forest classifier was established in the feature vector space to realize the classification, and the number of trees was 160.
Those three methods were applied the 4-fold crossvalidation experiment as well, in which they applied the same training set and test set with PPNN. The mean value across four experiments was used as an evaluation index. The experimental results are shown in Table 3 . As seen in the table, the ECG signal recognition capabilities of the proposed PPNN model are better to the existing methods. This is owing to the quantitative numerical calculation models are often significantly affected by the irregular distribution of ECG signals. However, the method proposed in this paper is a type of probabilistic calculation model and our algorithm is suitable for the extraction and probabilistic classification of complex features in ECG signals. Additionally, the experimental training dataset has fewer samples, and cannot guarantee the completeness. The numbers of samples in each class are unbalanced which lead to the incomplete feature extraction of deep models and SWT + SVM method for all kinds of signals, and result in the relatively low evaluation index. Therefore, PPNN hold the high computational efficiency and the modeling capability of small sample set, making it adaptable for multi-lead ECG signal classification. This method makes use of all 12-lead ECG signals in ECG examination and achieve a good diagnostic result.
As for the computational burden, the training process of the PPNN model is relatively simple and it has few parameters. But the PPN need to apply the DTW algorithm to calculate the similarity between the ECG signal samples with the typical samples in PPN once. Thus, it is time consuming, especially in the classification of the test set. Both the MC-DCNN model and RNN + RF model are the deep structure models with complex calculation processes, so they are time consuming as well. The SWT + SVM method has the highest efficiency without the use of wavelet analysis to extract the signal features.
V. CONCLUSION
This paper proposed a novel probabilistic process neural network model and a corresponding deterministic classification algorithm. From the approximation ability of PPNN, this algorithm can be considered as a deterministic algorithm. But the hidden layer was modeled by a probabilistic exponential function, giving it the characteristics of stochastic algorithms, and PPNN is consistent with the Bayes decision theory of reasoning, effectively broaden the scope of ordinary PNN. In the information processing mechanisms of the PPNN, the connection weight functions from the input layer to the PPN hidden layer were used as cluster center functions for each pattern class subset in the training set. The spatiotemporal aggregation operation of the PPN can effectively integrate the morphological distribution and combination characteristics of typical signal samples, which implicitly fuses and expresses prior knowledge of signal categories. The PPNN adopts process signals input directly and exhibits good applicability to the feature extraction and probabilistic classification of complex signals. This effectively widens the scope of application for conventional probabilistic neural networks, which could provide a novel classification methodology for multi-channel time-varying signal classification based on probability decision theory in numerous fields. Additionally, since this model has the fusion mechanism with prior knowledge, better modeling ability for small samples and fewer adjustable parameters and fast convergence speed. Therefore, the proposed model is easy to implement in practical application and has wide application prospects.
