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Abstract-The purpose of this paper is to report on recent efforts to utilize hybrid computers for
the solution of systems of linear and nonlinear equations. For nonlinear systems the objective is to
establish a technique to get in the range of workable values of the acceleration parameter. For linear
systems the objective is to identify an efficient method of optimizing the acceleration parameter. In
order to do this on the hybrid computer we use the differential analog for accelerated successive
replacements, looking at those values of the acceleration parameter for which the system of differ-
ential equations is asymptotically stable. In our analyses we observed asymptotic stability for
unexpectedly large values of the acceleration parameter. This observation led to the formulation
and proof of an interesting theorem and corollary.
I. INTRODUCTION
The purpose of this paper is to report on recent efforts to utilize hybrid computers for the
solution of systems of equations of the form
i = I, ... , n, (I)
where each h is a real-valued function of n real variables. In the special case where each h
is linear, the system (I) may be written in matrix form
Ax = b (2)
where A is of order n whose elements aij E R', b is an n x I matrix whose elements b,E R',
and x is the solution vector.
Methods of solution for systems of the form (I) and (2) which are possibly suitable for
analog and hybrid equipment have been proposed by Liebersteinj l], The following
sections record our investigations of these methods on an EAI 8945 hybrid computing
system.
2. LINEAR SYSTEMS
For linear systems (2) satisfying the condition
A = B + C where IBI i= 0,
all linear iterative methods can be written as
xk = B-1b _ B-1CXk - 1•
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It can be shown that the analog version
dx
dt
(5)
of a convergent linear iterative method is always asymptotically stable, and the asymptotic
value of the vector x is the solution of the system (2). In particular, if we choose
(6)
where D, L, and U are diagonal, lower triangular, and upper triangular matrices of A, then
(5) becomes the analog version of accelerated successive replacements. A suitable compu-
tational form for the analog version of accelerated successive replacements is
i = I, ... , n. (7)
A hybrid computer program has been developed to perform the following functions:
(a) The analog computer solves the system (7) using given initial values of each Xi'
(b) The digital computer controls the operation of the analog computer and performs a
search on the acceleration parameter w for the value that minimizes the time required
for the 11 norm of x to reach its asymptote. The computer program approximates this
minimization process by selecting the largest w for which the 11 norm of x approaches
its asymptote without an overshoot.
(c) After an optimal w has been obtained, wand the asymptotic values for each Xi are
passed from the analog to the digital computer, With this information the digital
computer then refines the solutions Xi to a specified tolerance using accelerated suc-
cessive replacements. Thus the integration speed of the analog computer and the
accuracy of the digital computer are harnessed together to obtain swiftly a solution of
high accuracy.
Presently the analog portion of the program is limited to n ..s; 9. For block diagrams,
flow charts and other program details reference should be made to Boeing Report D3-8112 [2].
Two problems that were solved using this hybrid program are presented below.
In the case of linear systems (2) the method of accelerated successive replacements is
that treated by Young[3, 4J and called over-relaxation by him and by a number of authors of
texts where rather complete treatments of this method can be found[5, 6].
2.1 Dirichlet problem for the Laplace equation solved using 5-point finite differences
We are to solve the equation Llu = 0 in the square region E of Fig. I such that
u(x, ± I) = x 2 , u(± I, y) = l,
u E C2(E) and u E C1(EUbE).
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Fig 1.
(9)
Using 5-point finite differences we obtain the system
4 0 0 0 0 -I -I 0 0 Ut 0·5
0 4 0 0 0 -I 0 -1 0 U2 0·5
0 0 4 0 0 -I -I -1 -I U3 0
0 0 0 4 0 0 -1 0 -I U4 0·5
0 0 0 0 4 0 0 -1 -I Us 0·5 (8)
-I -I -1 0 0 4 0 0 0 U6 0
-I 0 -1 0 0 0 4 0 0 U7 0
0 -I -I 0 -I 0 0 4 0 Us 0
0 0 -I -I -1 0 0 0 4 Ug 0
The ordering of the points Pi in Fig. I is chosen so that the coefficient matrix of (8) is in
property A[I, p. 55J form. Thus, for (8), the optimum w for accelerated successive replace-
ments can be computed using the well-known formula
2
W - . ._--~.
opt - I + (I - fJ?)1/2'
where f.1 is the eigenvalue of largest modulus of D-I(L + U). For the system (8), f.1 = J03
so that w opt = 1·17. This particular problem is chosen so that wopt as computed by the hybrid
program may be compared with wop, as determined by (9). When solving the system (8)
with the hybrid program, the following values were computed by the analog computer and
passed to the digital computer:
W opt = 1·16 Us = 0·1896
Ul = 0·1904 U6 = 0·1288
u2=0·1872 U7 = 0·1296 (10)
U3 = 0·1304 Us = 0·1284
U4 = 0·1908 ug=0·1288.
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The digital computer then refined the accuracy of the solution through k iterations of
accelerated successive replacements where k is the smallest integer such that
. max Iu~ - u~ ~ I I < 0·000I
l= 1.... ,11
and printed out the refined solution
(11)
k = 5
U 1 = 0·1875
U2 = 0·1875
U3 = 0·1250
U4 = 0·1875
Us = 0·1875
U 6 = 0·1250
U 7 = 0·1250
U 8 = 0·1250
U g = 0·1250.
For comparison purposes we solved (8) again using the initial data of (10) except w = I
and obtained the value k = 7. Next using co = 1 and initial guesses Ui = 0, i = 1, ... , n,
the value k = 12 was obtained.
2.2 Dirichlet problem for the Laplace equation solved using least squares
We now solve the Dirichlet problem presented in Section 2.1 using the method of least
squares. Consider u" an approximation to u where
and where
Pk(X, y) = Re(x + iy)4(k- I)
are harmonic polynomials. The Ck's are determined by minimizing
This minimization process will yield the Ck's as the solution of
(12)
(13)
(14)
For n = 3 we have u3 = CtP t + C 2P 2 + C3 P3 , where P t = 1, P2 = x" - 6x 2l + y4,
and P3 = x 8 - 28x6y2 + 70X4y4 - 28x 2y6 + y8. The system (14) may now be written as
r-~::~~~ -~:::~: -~:;;~:l r~:1 = r-~:~~:~l (15)
l 1·7778 -6·9918 23.9701J lC3 ll.7131.
When solving the system (15) with the hybrid program, the following values were com-
puted by the analog computer and passed to the digital computer:
W opt = ]·06
Ct = 0·]824
C2 = -0·]648
C3 = 0·0108.
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The digital computer then refined the accuracy of the solution through k iterations of
accelerated successive replacements where k is the smallest integer satisfying (11) and
printed out the refined solution
k = 11
C t = +0·1788
Cz = -0·1813
C3 = +0·0053.
3. NONLINEAR SYSTEMS-FINITE DIFFERENCE ANALOG FOR A 2-POINT
BOUNDARY VALUE PROBLEM
The iterative method
(16)i = 1,... ,n;k = 0, 1,2, ... ,k+ 1 k .,t;(x1, ... , X~)Xi = Xi - . k k'
,/;;(xI' ... , xn )
where hi = a,t;/oxi was first proposed in [7J as a method for solving the system (1). Sufficient
conditions for the convergence of the iteration (16) have subsequently been stated and
proven by Bryan [8J and Pasquali [9]. Along with (16), the following methods are also
presented in [7J:
I( k+ 1 k+ ] k k)
k+1 k JiX] ,,,,,Xi-I,Xj,"',Xn
Xi = Xi - W k+ 1 k+] k k)'hi(X l ""Xj-1,Xi,o",Xn
(17)
and
(
dXI dXi_ 1 )
dx, .,t; Xl + ili"",Xi-1 + ~,Xi"",Xn
-= -W ,
dt (dX1 dXi _ 1 )
.,t;i Xl + ili"",Xi-1 + dt,Xi"",Xn
(18)
where WE R I. Note that equation (18) is the analog version of (17). To demonstrate the
application of equation (18) we consider the following 2-point boundary value problem
[which was also solved in [7J using the iteration (17)J:
n + 1 - Y( ')Z 1 + 1 = 0, Y(O) = 0, y(I) = 1. (19)Y -2~ Y - -2~ ( I)Z
-x -x y+
Using central differences on (19), y(x) is replaced by Yj, y'(x) is replaced by
(Yj+] - Yj- d/(2h), y"(x) is replaced by (Yj+ 1 - 2Yj + Yj_ d/(hz) where j = 1, ... , n,
h = 1/(n + I), Xo = 0, Xj = Xo + jh, Yo = Y(O) and Yn+ 1 = y(I). For n = 3 we obtain the
system
16 Z 1 416(yz - 2yd + 7(1 - Y1)(YZ) + (Y1 + 1)z - '7 = 0,
8 Z 1 Z16(Y3 - 2yz + Yd + 3(1 - yz)(YJ - Y1) + (yz + nz - 3 = 0, (20)
16 (I - 2Y3 + Yz) + 156 (1 - Y3)(I - Yz)z + (Y3 ~ 1)z - ~ = 0.
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A hybrid program has been developed to perform the following functions.
(a) The analog computer solves the system (20) using (18) with given initial values of
each Yi'
(b) The digital compu ter controls the operation of the analog computer and performs a
search on the acceleration parameter t» for the value that minimizes the time required
for the /1 norm of y to reach its asymptote.
(c) After an optimal t» has been obtained, wand the initial values of each Yi are passed
from the analog to the digital computer. With this information the digital computer
then refines the solutions Yi to a specified tolerance using (17). Notice that the initial
values instead of the asymptotic values of each Yi are passed to the digital computer.
This is because the optimum w for nonlinear systems depends on the initial values.
It is interesting to note that the solution of the original 2-point boundary value
problem is being approximated by the solution of an initial value problem. When
solving the system (20) with the hybrid program, the following initial values for Yi
were used by the analog computer to determine an optimal w:
W Op l = 1·60
YI = 0·25
Yz = 0·50
Y3 = 0·75.
The digital computer then refined the accuracy of the solution through k iterations of
(17) where k is the smallest integer satisfying (II ) and printed out the refined solution
k= 9
YI = 0·2704
Yz = 0·5108
Y3 = 0·7467.
Chan ging the initial values to YI = Yz = Y3 = 0·5, the hybrid optimization technique
yielded W Op l = 1·63.
4. OSC I L LO SC O PE DI SP L A YS
As discussed in Section 2.1 the Dirichlet problem for the Laplace equation was solved
using 5-point finite differences and the analog version of accelerated successive replace-
ments. The problem was solved on the analog comput er using various values of the ac-
celeration parameter wand the /1 norm of the corresponding solution vector was displayed
versus time on an oscilloscope unit. The oscilloscope displays for six selected values of co
are shown in Fig. 2. Displays (a), (b), (c) and (d) of Fig. 2 are recorded from 0 to 10 sec,
whereas plots (e)and (f) are recorded from 0 to 50 sec.
As discussed in Section 2.1 the hybrid program determined to = 1·16 as the value that
minimizes the time required for the II norm of the solution vector to reach its asymptote.
A vivid illustration of this minimization process is made by comparing display (c)with the
other displays of Fig. 2.
Since the coefficient matrix of equation (8) is positive definite, a necessary and sufficient
condition for convergence of accelerated successive replacements is for tu to be such that
a < w < 2. Although accelerated successive replacements does not converge to the
solution of (8) for t» ~ 2, the analog version is asymptotically stable for at least some
values of tu ~ 2 as indicated in Fig. 2 (d), (e)and (f) .
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(0) w = 0,5
c
(d) w = 1,16
(b) w =1,00
(d) w=2'00
(e) w = 3,00 (I) w = 3'28
Fig,2 Ilxlll, vs time for 5-point finite differences,
In Section 2.2 the same Dirichlet problem was solved using least squares. Again, oscillo-
scope displays of the 11 norm of the solution vector versus time were obtained for selected
values of oi. The oscilloscope displays for six selected values of ware shown in Fig. 3.
Displays (a) and (b) of Fig. 3 are recorded from 0 to 10 sec, displays (c), (d) and (e) are
recorded from 0 to 50 sec and display (f) is recorded from 0 to 200 sec.
Again, the displays in Fig. 3 indicate that the analog version of accelerated successive
replacements is asymptotically stable for at least some values of co ~ 2. However, Fig. 3(f)
gives evidence that asymptotic stability is not guaranteed for all w > 2.* More will be
said in the next section regarding the range of w for which asymptotic stability is obtained.
As discussed in Section 3 the 2-point boundary value problem (19) was solved using
central differences and the method (18). This problem was solved on the analog computer
using various values of the acceleration parameter wand the 11 norm of the corresponding
solution vector was displayed versus time on an oscilloscope unit. The oscilloscope displays
for selected values of wand initial guesses are shown in Fig. 4.
As it has been repeatedly observed for the iterative method (17) Fig. 4 illustrates that the
differential equation analog (18) is asymptotically stable for a large range of values for w.
This is quite beyond the effects noted above in raising the maximum workable value of t»
in passing from the iterative to the analog method. Displays (a) and (b) of Fig. 4 illustrate
the effect that changed initial guesses have on the behavior of the 11 norm versus time. It
should be noted that a change in the initial values results in a change in the optimum
"The far right portion of the picture indicates an overload that can be delayed. but of course not eliminated,
by scaling.
C.A.M.W.A., Vol. 1, No. I-C
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(a ) w ; 1·00
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(tl) w ; ( · 5
~---
(e) w; 2 ·4 (d )w ;2· 56
(e) w; 2 ·6 (I) w; 2 ·62
Fig. 3. IIxll " vs time for least squa res.
(a ) w; 1·5
Init ia l values: Y, ; Y2 ; y3; 0'5
(c) w; 1'2
Init ial values : Y,; 0 ,25, Y2= Y3; 0·5
~~----
(o) w ; 1·5
I niT ia l values: Yt O'25 , Y2;Y3; 0 '5
/
(d ) w; 2 ·4
Init ia l va lues : Y,; 0 '25, Y2; Y3;0 '5
(e) w ; 3,52 (tl w ' 4'00
Init ia l values : Y, " 0 '25, Y2=Y3" 0 ·5 IniTial values : Y, =0 '25, Y2" Y3 " 0 ·5
ri g. 4. 11.1'11 " vs time for nonlinear case .
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determination of w. Just as in the linear problems, a value of t» was rather readily reached
that gave an overload; but this generally occurred because of rapid oscillations in the II
norm of the solution vector before the "trend values" became large. In contrast Fig. 3(f)
shows an overload due to divergence.
5. DISCUSSION
Five-point finite differences (Section 2.1) were used to approximate the solution of the
Dirichlet problem given in Fig. I at nine interior points of the region E:
UI = 0·1875
U z = 0·1875
U 3 = 0·1250
U4 = 0·1875
Us = 0·1875
U6 = 0·1250
U 7 = 0·1250
Us = 0·1250
Ug = 0·1250.
(21 )
The least squares approximation (Section 2.2) of the solution using harmonic poly-
nomials is
U3 = 0·1788 - 0·1813(x4 - 6xzl + y4) + 0·0053(xs - 28x6yz + 70X4y4 -28xzy6 + l)
(22)
and evaluating (22) at the same nine points as used in (21) we obtain
U I = 0·2245 U4 = 0·2245 U7 = 0·1675
U z = 0·2245 Us = 0·2245 Us = 0·1675 (23)
U3 = 0·1788 u6=0·1675 U g = 0·1675.
Obvious error bound formulas are available in this case [I, p. 82J which are applicable to
the least squares approximation. Using these formulas the maximum error in (22) and
(23) is
max Iu - u3 1 s 0·011.
E
(24)
Therefore, for the boundary value problem given in Fig. I, the least squares approximation
obtained by solving a system of three equations (I 5) is more accurate than the 5-point
finite differences approximation obtained by solving a system of nine equations (8). Of
course, the least squares approximation provides a solution at every interior point of E
whereas the 5-point finite differences approximation provides a solution at only nine interior
points.
The number of equations that may be solved on an analog computer is limited by the
quantity of analog computer components available for use. Thus the least squares method
is quite suitable for use with analog equipment in that it gives high accuracy with small
systems. Here we compare the solution of a 3 x 3 system with that of a 9 x 9 system and
get considerably better results.
Linear systems of the form (2) which are obtained by the least squares method have a
positive definite coefficient matrix, but do not in general possess property A. As far as we
know there is no theoretical approach for computing wo pt in this general case; therefore,
our hybrid w-search technique becomes quite useful.
More importantly, no theory is known which gives wopt for the iterative method (17)
for nonlinear systems and a technique to get in the range of workable ro-values is our aim.
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This is the view that should be taken of the hybrid search discussed in Section 3 and it
should prove to be useful since only cumbersome digital searches could be used in the past.
For problems such as that given by (19)a workable W could be found for a small subsystem
(e.g. for large mesh size) using (18) to get oriented within the right range of values and then
final iterations could be performed using (17)with a larger system (e.g. for smaller mesh size).
One might ask if Wh' the optimal W determined by the hybrid program for the system (5),
is equal to wopt given by (9). This question is answered in part by the following:
Proposition-If the coefficient matrix of (2) is symmetric positive definite and in property
A form then W h s wopt.
To see this let A(w) denote an eigenvalue of the correction matrix - B-IC for accelerated
successive replacements. For W > wopt the eigenvalues A(w) are complex[6]. Then for
W < WOPI' as W increases toward W OPt, the eigenvalues A(w) become complex in pairs. For
the analog version of accelerated successive replacements the imaginary part of A(w)
corresponds to a frequency of the system (5). As long as all the A(w) are real there are no
frequencies involved and the /1 norm approaches its asymptote exponentially. However,
when a A(w) becomes complex the system has an oscillation in it and the /1 norm overshoots
before reaching its asymptote. Since Wh is determined by the first overshoot, it follows that
Wh ~ wopt•
If the coefficient matrix is not in property A form, then it is not apparent that the above
argument can still be made. However, our computer results for the problem in Section 2.2
indicate that the above proposition is almost certainly true in the more general case.
For linear systems with positive definite coefficient matrix, accelerated successive replace-
ments converge to a solution if and only if 0 < W < 2. However, the oscilloscope displays,
Figs. 2 and 3, indicate that the analog version of accelerated successive replacements is
asymptotically stable for some values of OJ > 2.
Theorem: In the linear system (2) let A = L + D + U be a real symmetric, positive
definite matrix. Then the least upper bound for W such that
~i = - {I + (lD + LrTU + (I -l)DJ}X + (lD + Lrib (25)
is asymptotically stable, is
(
2 ' *
max 2, ZTAZ.) .
1 - ZTDZ
Proof: The initial lines of the proof follow that of E. Reich as given in [I]. The Reich
theorem, appropriately modified, shows that accelerated successive replacements converges
for A real and symmetric if and only if A is positive definite and 0 < OJ < 2. For convenience
in [IJ A was taken to be minus the eigenvalue of the correction matrix, and to avoid a
possible confusion of notation we continue this practice here.
For all eigenvalues AEC I of ((1jOJ)D + L)-I[U + (1 - Ijw)DJ,3a vector 2=/= 0 such
that
(26)
*Complex conjugates of Z and ;[ will be represented by bold type.
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and
AZ = [L+ ~D + U+ (l-~)DJZ =(l + ){~D+LJZ (27)
AZ = (l + A{LD + LJZ and Z TA = (l + A)ZT[JD + UJ
ZTAZ = (I + A)ZlLD + uJ z
=(1 + J. )Z l u + (I- ~)D+ (~-l)DJZ
= (I + A)AZT(~D + L)Z + (I + J.)ZT[(~- l)DJZ. (28)
Equation (27) implies ZTAZ = (1 + A)ZT[~D + LJZ.
(I +!:l AZTAZ = (1 + A)2Z T(2- D + L)Z (29)I+ ,l.) w
Equation (28) implies ZTAZ = (I + J. )ZTAZ + (1 + J.)ZT[(~- l)DJZ(1 + ).) w
[(1 + ).) - (1 + J. )AJZTAZ = (1 + ),)(1 + J.)Z T[(~- l)DJZ (30)
(I - IAI2)ZTAZ = II + ). 12 (~ - I) ZTDZ. (31)
Let "r' be an eigenvalue of - {J + ((l jw) D + L) -l[U + (l - Ijw)DJ}. Then the system (25)
is asymptotically stable if Re ~ ' < O. However, since A= - (i' + I), Re j < 0 = Re A> - I.
From (31) we have
[1 - (Re ,1.)2 - (1m A)2JZT AZ = [(1 + Re ,1.)2 + (1m A)2J (~ - 1) ZTDZ
(Re A)2[ZTAZ + ( ~- I) ZTDZJ + 2(ReA{(~- l)ZTDZJ + [(lrnA)2 - IJZ'[AZ
+ [(lm Al + 1J (~ - I) ZTDZ = O.
If ZTAZ + (2/w - l)ZTDZ = 0, then
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[(ImAl- 1]ZTAZ + [(ImA)2 + 1](~ - I) ZTDZ
Re Je = - -----------c----;----------'-------"---
( 2 ) l'2 ~ - I Z DZ
= H(ImJe)2 - I - (ImJe)2 - IJ = -I
which implies the system is not asymptotically stable. Next, ifZTAZ + (21m - I)ZTDZ ¥- 0
then
ReA = - (~ - I )ZTDZ ±j(~ ~j \ZTDZ)2 - [ZT AZ + (~ - I)ZTDZJ
[((ImA)2 - I)ZTAZ + ((Im},)2 + I)(~ - I)ZTDZJ
ZTAZ + (~ - I)ZTDZ
w
Case I: ZTAZ + (21m - I)ZTDZ > 0, For this case we would simply show that
Re Je > - I is a true statement:
-(~~ - l)ZTDZ ±j(~ - 1)\ZTDZ)2 - [Z1 AZ + (~- I)ZTDZJ
.. '[((ImJe)2 - I)ZTAZ + ((ImJe)2 + I) (~ - I)) ZTDZJ > _ZTAZ - (~ - I )ZfDZ.
Since A is positive definite the above inequality is always true when the plus sign is chosen
for the square root. Choosing the negative sign for the square root and squaring both sides
we obtain
(~ - Ir(ZTDZ)2 - [ ZTAZ + (~ - 1)ZTDZl
[((ImJef - I)ZTAZ + ((ImJe)2 + I)(~ - I)ZTDZ]
= -(ImJe)2[(ZTAZ)2 + 2(~ - 1)(ZTDZ)(ZTAZ) + (~ - I) 2(ZTDZ)]
+ (ZTAZ)2 < (ZTAZ)2
or
max
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It is a known fact that for the condition given in the theorem, the system (25) is asymp-
totically stable for 0 < OJ < 2 [8, p. 74]. This fact and the inequality
ZTAZ + (~ - 1)ZTDZ > 0
imply that, in this case, the least upper bound of 0) for which (25) is asymptotically stable is
2, ~TAZ)· .
1---ZTDZ
Case 2: ZTAZ + (2/OJ - I)ZTDZ < O. For this case we show that Re A> - 1 is not a
true statement. This is done by following the same line of argument as in Case 1.Thus for
Case 2 the system is not asymptotically stable.
Although the theorem gives an upper bound on OJ for asymptotic stability it is not useful
for computational purposes as it stands. If an upper bound on (ZTAZ)/(ZTDZ) could be
found from properties of the matrix A, then we would have a computationally useful upper
bound on OJ. This can be done for the case when A is in property A form.
Corollary: In the linear system (2) let A = L + D + U be a real, symmetric, positive
definite matrix in property A form. Then the least upper bound of OJ for asymptotic stability
of (25) is
max (2, :z)'
where /1 is the eigenvalue of largest modulus of D- 1(L + U).
Proof: Since A is in property A form we know that [8,p. 57J
[-A + (w - I)Y = -/1zOJzA
so
(32)
We know the system is asymptotically stable for 0 < t» :s; w opt [8, p. 74J so we may
restrict our attention to W > wopt where we know Ie is not real.
Thus
From (31) we have
Therefore, from the Theorem, the least upper bound of w for asymptotic stability is
max (2, :z).
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For the problem in Section 2.1, 11 = Jo:5 so the corollary gives 0 < W < 4 as the range
of w for which the analog version of accelerated successive replacements is asymptotically
stable. This upper bound of co as computed from the corollary is, of course, consistent with
our hybrid computer experiments.
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