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résumé et mots clés
Nous présentons une synthèse d'une partie de nos travaux sur les chemins minimaux. Introduits au départ pour
trouver le minimum global de l'énergie pour les contours actifs à l'aide du Fast Marching [18], nous les avons uti-
lisés par la suite pour la recherche de contours multiples pour compléter des points, des courbes ou des régions
dans des images 2D et 3D. Plusieurs variantes permettent d'améliorer le temps de calcul, de simplifier l'initialisa-
tion ou de centrer le chemin dans une structure tubulaire. Le Fast Marching est aussi un moyen efficace de
résoudre l'évolution d'un modèle de contour actif ballon par « level sets ». Nous montrons des applications notam-
ment pour la segmentation de routes et vaisseaux et pour l'endoscopie virtuelle. 
Chemins minimaux, contours actifs, modèles déformables, fast marching, Equation Eikonale, Ensembles de niveaux,
distance pondérée, minimisation d'énergie, Groupement perceptuel, imagerie médicale 2D et 3D, Imagerie aérienne.
abstract and key words
We present an overview of part of our work on minimal paths. Introduced first in order to find the global mini-
mum of active contours' energy using Fast Marching [18], we have then used minimal paths for finding multiple
contours for contour completion from points, curves or regions in 2D or 3D images. Some variations allow to
decrease computation time, make easier initialization and centering a path in a tubular structure. Fast Marching is
also an efficient way to solve balloon model evolution using level sets. We show applications like for road and ves-
sel segmentation and for virtual endoscopy.
Minimal paths, active contours, deformable models, fast marching, Eikonal Equation, level sets, weighted distan-
ce, reconstruction, energy minimization, Perceptual grouping, salient curve detection, 2D and 3D medical images,
aerial images. 
1. introduction
Les contours actifs ont été l’objet d’innombrables études et
variations depuis leur introduction par les auteurs de [29]. La
plupart des modèles introduits depuis ont cherché à résoudre les
principaux défauts de la méthode originale : initialisation, mini-
misation et changements de topologie. Une initialisation
manuelle proche du contour recherché est nécessaire. Le modè-
le de ballon [8] permet d’être moins exigeant pour l’initialisa-
tion. La même propriété est obtenue pour les modèles géomé-
triques par ensembles de niveau [5, 33, 6]. Bien que l’effet de
lissage des contours actifs peut surmonter quelques défauts des
données, des points de contour erronés générés par le bruit ou
dans une image complexe peuvent arrêter l’évolution de la cour-
be dans un minimum local de l’énergie. La force de gonflage [8]
peut aider à éviter ces minima locaux. Une approche basée
régions [13,9] permet aussi d’être moins sensible aux minima
locaux. Elle considère une énergie mixte avec un terme de type
contour actif sur les bords et une contrainte d’homogénéité à
l’intérieur de la région. Par ailleurs, si on a des connaissances 
a priori, leur intégration dans un modèle paramétrique défor-
mable permet d’être plus robuste [4, 3, 7, 10, 42, 37]. 
Néanmoins pour des images comme celles de la figure 4, l’ini-
tialisation doit être une approximation polygonale assez précise.
Pour trouver des minima globaux pour les contours actifs, les
auteurs de [18] ont utilisé des chemins minimaux, introduits
auparavant dans [31, 30] dans un cadre différent. L’objectif était
d’éviter de trouver des minima locaux, et de simplifier l’étape
d’initialisation classique et fastidieuse des snakes [9, 8], en la
remplaçant par la localisation des deux extrêmités du contour
recherché. Le schéma numérique a l’avantage d’être consistant
(voir [18]) et efficace, à l’aide de l’algorithme du Fast-Marching
introduit dans [39]. 
Cet article contient diverses améliorations de la méthode origi-
nale, valables aussi bien en 2D qu’en 3D. Les problèmes aux-
quels nous nous sommes intéressés pour la segmentation et l’ex-
traction de contours, la recherche de trajectoires et le groupe-
ment perceptuel, sont les suivants :
• Trouver un chemin minimal entre deux points  : la solution
proposée dans [17, 18] à l’aide de Fast Marching est rappelée
dans la section 2. 
• Trouver les chemins minimaux pour un ensemble donné de
paires de points est une application simple du cas précédent.
• Pour trouver les chemins minimaux à partir d’un ensemble
non structuré de points, nous proposons une méthode pour
déterminer les paires de points à relier [11] (Section 3). 
• Trouver les chemins minimaux pour un ensemble de points
clés non connus au départ et à déterminer dans l’image à par-
tir d’un ensemble plus large de points admissibles [12]. 
• Pour trouver les chemins minimaux à partir d’un ensemble
non structuré de composantes connexes, nous étendons la
méthode précédente pour déterminer les paires de régions à
relier [16, 15] (Section 4). 
• Segmentation d’une structure tubulaire en 2D et en 3D [21,
24, 23] (sections 5 et 6). 
• Détermination d’un chemin centré à l’intérieur d’une structu-




Afin de comprendre le principe de Fermat qui est l’interpréta-
tion physique des chemins minimaux décrits plus loin, nous
illustrons la propagation de la lumière dans deux cas très
simples. 
Selon le principe de Fermat, le chemin suivi par de la lumière
monochromatique pour aller d’un point p0 à un point p1 est celui
qui prend le moins de temps. Dans le cas d’un milieu homogè-
ne, la vitesse de la lumière est constante, et donc le chemin suivi
est la ligne droite, le temps de parcours étant proportionnel à la
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Figure 1. – Fonction de coût par propagation de front et chemins mini-
maux pour un potentiel à une ou deux valeurs. Voir le texte.
distance, comme on le voit sur la figure 1 en haut à gauche. Les
ensembles de points de l’image atteints à un instant donné sont
des cercles.  
Considérons maintenant un milieu non homogène, formé de
deux régions homogènes séparées par une ligne horizontale vers
le centre, comme dans la figure 1 en haut à droite. La vitesse de
la lumière étant plus grande pour le rectangle du bas, la trajec-
toire va « préférer » rester autant que possible dans cette partie
inférieure. Cela provoque l’effet de réfraction, comme nous le
voyons sur différentes trajectoires à partir du point de départ
dans la figure 1 en bas à gauche. Les angles des deux segments
avec la normale à la ligne de séparation entre les deux mileux
obéissent à la loi de Snell-Descartes (rapport des sinus égal au
rapport des indices de réfraction). L’indice de réfraction n > 1
est le rapport entre la vitesse de la lumière dans le vide c et la
vitesse dans le milieu considéré v. De la définition de cet indice,
le temps de parcours T entre deux points est l’intégrale le long











L’équation Eikonale a été obtenue pour cette minimisation par
Hamilton, cas particulier des équations de Hamilton-Jacobi. 
L’une des trajectoires, reprise sur la figure 1 en bas à droite
montre l’effet bien connu du mirage. La source de lumière S est
visible des points R1 et R2. Mais le chemin suivi entre S et R2
n’est pas une ligne droite, du fait que la lumière « préfère » pas-
ser par une zone d’indice plus faible pour aller plus vite. Ce phé-
nomène est courant lorsque les variations de température sont
suffisamment grandes, faisant croire à la vision d’une oasis dans
le désert. 
La similarité sera évidente dans les sections qui suivent où le
potentiel P des contours actifs joue le rôle de l’indice de réfrac-
tion. 
2.2. minimum global pour les contours actifs
Dans ces sections sont décrites les idées de base de la méthode
introduite dans [18] pour trouver le minimum global de l’éner-
gie d’un contour actif à l’aide des chemins minimaux. L’énergie
à minimiser est similaire à celle des modèles déformables clas-
siques ([29]), et elle combine des termes de lissage et des termes





w1‖C ′(s)‖2+ w2‖C ′′(s)‖2+P(C(s))
}
ds (1)
où C(s) représente une courbe dans une image 2D et  est son
domaine de définition. La méthode introduite dans [18] amélio-
re le processus de minimisation de l’énergie car le problème
devient la recherche d’un minimum global.  
2.3. formulation du problème




{w + P(C(s))}ds, (2)
où s est l’abscisse curviligne (‖C ′(s)‖ = 1). 
La régularisation de ce modèle est maintenant faite par la
constante w > 0 (voir [18] pour les détails). Etant donné un
potentiel P  0, l’énergie est comme une distance pondérée par
P˜ = P + w. Les auteurs de [18] ont relié ce problème avec la
formulation de type contour actifs par ensembles de niveau [39].
En particulier, sa formulation d’Euler est équivalente à celle des
contours actifs géodésiques [6]. 
L’action minimale U est définie comme l’énergie minimale inté-
grée le long d’un chemin entre un point de départ p0 et n’im-










où Ap0,p est l’ensemble des chemins admissibles entre p0 et p .
Une fois calculée l’action minimale (voir la suite), le chemin
minimal entre p0 et n’importe quel point p1 de l’image peut être
facilement déduit par une simple descente de gradient sur U
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Figure 2. – Trouver le chemin minimal entre deux points. A gauche : le
potentiel est minimal sur l’ellipse. Au milieu : l’action minimale ou distan-
ce pondérée au point de départ. A droite : chemin minimal par rétro-pro-
pagation, à partir du second point.
Figure 3. – Minimum Global d’un contour actif par propagation de front.
Le contour minimal entre les deux points donnés à gauche est trouvé sur
l’image du centre. A droite on voit la fonction de coût à partir du point de
départ. Remarquer la propagation plus rapide le long des routes.
depuis p1 jusqu’à p0. Cette étape, que nous appelons la rétro-
propagation, est rendue possible du fait que U n’a pas d’autre
minimum local que le point p0, et donc la descente converge
vers p0 en partant de n’importe quel point de l’image. 
2.4. résolution du Fast Marching
Afin de calculer U , une équation de propagation de front liée à






Cette équation fait évoluer un front, en partant d’un cercle infi-
nitésimal autour de p0 jusqu’à ce que chaque point de l’image
soit visité et se voit donné une valeur pour U . La valeur de U(p)
est le temps t auquel le front passe par p . 
La technique du Fast Marching, introduite dans [39], a été utili-
sée dans [17, 18], se basant sur le fait que U satisfait l’équation
Eikonale :
‖∇U‖ = P˜ et U(p0) = 0. (5)
La manière d’arriver à cette équation sera expliquée en section
6. Les schémas de différences finies classiques ont tendance à
diverger et sont instables pour cette équation. Un schéma décen-
tré amont, proposé dans [39], permet de stabiliser le schéma
numérique en ne dérivant que d’un seul côté :
(max{u − Ui−1, j ,u − Ui+1, j ,0})2
+(max{u − Ui, j−1,u − Ui, j+1,0})2 = P˜2i, j , (6)
et de donner la solution de viscosité correcte u pour Ui, j.
L’amélioration apportée par le Fast Marching est d’introduire un
ordre de sélection des points de la grille. Cet ordre est basé sur
le fait que l’information se propage vers l’extérieur dans une
seule direction, car l’action peut seulement augmenter du fait de
l’équation quadratique (6). 
Cette technique de ne considérer à chaque pas que l’ensemble
nécessaire de points de la grille fut originellement introduit pour
la construction de chemins de longueur minimale dans un
graphe entre deux noeuds du graphe [25]. L’algorithme est
détaillé dans la Table 1. Des exemples sont donnés sur les
Figures 2 à 4. Le Fast Marching sélectionne à chaque itération
le point Trial avec la valeur d’action minimum. Pour calculer
cette valeur, on doit résoudre l’équation (6) pour chaque point
Trial, comme précisé en section 2.5.
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Figure 4. – Plusieurs chemins minimaux sont obtenus à partir d’un même
point de départ et de plusieurs points d’arrivée. Cela permet d’extraire
l’ensemble des routes à gauche et l’ensemble des vaisseaux dans l’image de
fond de l’oeil à droite.
Algorithme du Fast Marching en 2D
• Définitions :
– points Alive : points où la valeur de l’action minimale U
est déterminée et ne changera pas ;
– points Trial : prochains points de la grille à être examinés
(voisins en 4-connexité). Une estimation U de U a été
calculée en ces points à l’aide de l’équation (6) seule-
ment à partir de points Alive ; 
– points Far : tous les autres points de la grille, et qui n’ont
pas d’estimation de U ;
• Initialisation :
– points Alive : le point de départ p0,U(p0) = U(p0) = 0 ;
– points Trial : réduit aux 4 voisins p de p0 avec comme
valeur intiale U(p) = P˜(p) (U(p) = ∞) ;
– points Far : tous les autres points, U = U = ∞ ; 
• Boucle :
– Soit p = (imin, jmin) le point Trial avec l’action U la plus
faible ;
– on l’enlève des points Trial pour le mettre avec les points
Alive ;
– Pour chaque voisin (i, j) de (imin, jmin) :
* Si (i, j) est Far, on l’ajoute à l’ensemble Trial ;
* Si (i, j) est Trial, on met à jour Ui, j avec l’équation (6).
Table 1. – Algorithme du Fast Marching.
2.5. algorithme du schéma 2D 
décentré amont
Remarquons que pour résoudre l’équation (6), seuls les points
Alive sont considérés. Considérant les voisins du point (i, j) en
4-connexité, on note {A1,A2} et {B1,B2} les deux couples de
voisins opposés tels que nous puissions les ordonner comme
U(A1)  U(A2) , U(B1)  U(B2) , et U(A1)  U(B1). Consi-
dérant que nous avons u  U(B1)  U(A1), on en dérive
l’équation
(u − U(A1))2 + (u − U(B1))2 = P˜2i, j (7)
Basé sur le test du discriminant  de l’équation (7), un ou deux
voisins servent à la résoudre :
1. Si P˜i, j > U(B1) − U(A1), la solution de l’équation (7) est
u =
U(B1) + U(A1) +
√
2P˜2i, j − (U(B1) − U(A1))2
2
.
2. sinon u = U(A1) + P˜i, j .
2.6. chemins minimaux en 3D
Une extension 3D du Fast Marching a été présentée dans [20].








où Ap0,p est maintenant l’ensemble des chemins 3D admissibles
entre p0 et p . Etant donné un point de départ p0, pour calculer U
on commence à partir d’un front sphérique infinitésimal autour
de p0. Le schéma numérique 2D de l’équation (6) est étendu au
3D :
(max{u − Ui−1, j,k,u − Ui+1, j,k,0})2
+(max{u − Ui, j−1,k,u − Ui, j+1,k,0})2
+(max{u − Ui, j,k−1,u − Ui, j,k+1,0})2 = P˜2i, j,k (9)
donnant la solution de viscosité correcte u pour Ui, j,k.
Des exemples sont donnés dans la figure 24 de la section 7. 
2.7. propagation simultanée de Fronts
L’idée est de propager simultanément un front depuis chacune
des extrémités p0 et p1 [20]. Considérons le premier point p où
ces fronts se rencontrent. Ce point est forcément sur le chemin
minimal joignant p0 à p1. Du fait que l’action ne peut que croître
pendant la propagation, on peut l’arrêter à cette étape. En joi-
gnant les deux chemins minimaux obtenus, respectivement entre
p0 et p , et entre p1 et p , cela donne une approximation du che-
min minimal entre p0 et p1. L’algorithme est résumé dans la
table 2. Cette approche permet un calcul parallèle des deux pro-
pagations. Par ailleurs, la région de l’image à couvrir par le Fast
Marching est diminuée de manière importante. La Figure 5
montre un exemple. 
2.8. calcul simultané de la longueur
Nous avons vu la capacité des méthodes de propagations de
fronts à extraire un chemin entre deux points. Dans certains cas,
comme par exemple pour donner manuellement des points dans
une image 3D, il est préférable de n’avoir à donner qu’un point
de départ et de déterminer le second point automatiquement.
Nous décrivons ici une méthode qui construit un chemin à par-
tir d’un point de départ et d’une longueur de chemin à atteindre
[20]. Nous pouvons calculer simultanément en chaque point par-
couru par le front l’énergie U du chemin minimal et sa longueur.
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Figure 5. – Propagation simultanée : A gauche, la donnée image utilisée
comme potentiel pour extraire un vaisseau. Au milieu, la carte d’action cal-
culée depuis le premier point jusqu’à atteindre le second. A droite, l’action
obtenue par propagation simultanée depuis les deux points, et les deux che-
mins depuis le point d’intersection. 
Algorithme
• Calcul des cartes d’action minimale U0 et U1 depuis res-
pectivement p0 et p1 jusqu’à avoir un point Alive p2 en
commun ;
• Calcul du chemin minimal entre p0 et p2 par back-propa-
gation sur U0 depuis p2 ;
• Calcul du chemin minimal entre p1 et p2 par back-propa-
gation sur U1 depuis p2 ;
• Joindre les deux chemins obtenus.
Table 2. – Chemin minimal par intersection de deux cartes d’action.
Figure 6. – Calcul simultané de la longueur du chemin.  A gauche, le poten-
tiel ; Au milieu, la carte d’action minimale ; à droite la longueur du chemin
minimal. Ces deux cartes sont calculées seulement jusqu’au premier point
atteignant la longueur voulue. 
On choisit alors comme seconde extrémité le premier point tra-
versé par le front qui atteint la longueur attendue. Du fait que le
front se propage plus vite le long des faibles valeurs de poten-
tiel, les chemins intéressants sont plus longs pour une valeur
donnée de U . Ainsi on arrête la propagation dès qu’un point
atteint la longueur voulue et on calcule le chemin minimal
depuis ce point. Lorsque le front se propage dans une structure
tubulaire, tous les points pour lesquels ce critère de longueur est
atteint en premier sont dans une même région de l’image, loin
du point de départ et en restant dans la structure tubulaire. Cela
justifie de choisir comme seconde extrémité le premier point qui
atteint cette longueur (voir la Figure 6). 




On s’intéresse au groupement perceptuel, et à trouver un
ensemble de contours dans une image, à l’aide de courbes
d’énergie minimale. Depuis leur introduction, les contours actifs
[29] ont été utilisés dans de nombreux travaux pour trouver les
contours d’un objet dans une image, par l’intermédiaire d’une
minimisation d’énergie. Afin d’obtenir un ensemble de contours
dans une image, on a besoin d’initialiser un grand nombre de
contours. La formulation du problème à l’aide des contours
actifs par ensembles de niveau [34, 6], permet des changements
de topologie : elle permet ainsi d’obtenir une multitude de
contours à partir d’un seul. Mais ces méthodes ne donnent pas
de résultats satisfaisants dans notre cas, car lorsque la donnée est
incomplète, les contours peuvent se propager et fuire là où la
donnée est manquante, se séparant en plusieurs contours indési-
rables, lorsqu’on cherche à obtenir un unique contour. Ce pro-
blème relève du groupement perceptuel, où l’initialisation est un
ensemble de contours à compléter. Par exemple, dans une image
comme celles de la figure 7, où est représentée une forme
incomplète, le système de vision humain complète facilement les
données manquantes et extrait la courbe complète. Le groupe-
ment perceptuel est un problème qui à déja fait l’objet de nom-
breux travaux par le passé. Il a été reformulé aussi à l’aide de
méthodes de minimisation d’énergie dans [40, 28, 43]. Ces
méthodes associent une mesure de représentativité à chaque
composante d’une courbe, ou à chaque point de l’image. La défi-
nition d’une mesure de représentativité est alors basée indirecte-
ment sur une énergie de régularisation du second ordre du che-
min contenant un de ces points, comme pour les snakes. Dans ce
cas, les courbes résultantes sont obtenues dans un deuxième
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Figure 7. – Exemples de contours incomplets.
Figure 8. – A gauche, le potentiel est une ellipse incomplète et les pk sont
donnés. A droite, les ensembles de niveau de l’action minimale U à partir
des pk .
Figure 9. – Zoom sur un point selle.
Figure 10. – Ellipse. A gauche, les points selle sont trouvés, et une retro-pro-
pagation depuis chacun d’eux vers ses deux points sources donne les che-
mins à droite, ainsi que le diagramme de Voronoi.
temps comme des lignes de crète de la mesure de représentativi-
té, après seuillage. C’est cette relation étroite entre les courbes
d’énergie minimale, comme les snakes, et la complétion de
contours qui nous amène à vouloir détecter un ensemble de
courbes pour compléter les contours sur une image, en les défi-
nissant comme un ensemble de courbes d’énergie minimale. 
3.2. chemins minimaux multiples
Nous proposons d’utiliser cette approche de chemins minimaux
dans le but d’extraire un ensemble de contours à partir d’un
ensemble de points dans une image. Afin de trouver l’ensemble
des contours les plus représentatifs dans l’image, nous cherchons
les chemins minimaux entre couples de points de contour. Nous
décrivons ici briévement la méthode lorsque les points pk sont
déjà connus. Une méthode de détermination automatique des
points pk les plus représentatifs parmi un ensemble plus large de
points admissibles est présentée dans [12, 11]. Nous supposons
ici que les points pk sont connus. Si on savait aussi quelles paires
de points doivent être reliées parmi les pk , trouver tous les
contours est une application simple de la section 2. Cela serait
similaire à la méthode de [27] qui utilisait elle une approche de
programmation dynamique pour relier les points successifs don-
nés par l’utilisateur. Le problème qui nous intéresse ici est de
trouver aussi quelles sont les paires de points à relier. Du fait que
l’ensemble de points pk est supposé non structuré, on ne sait pas
à l’avance quels sont les points à relier. C’est le problème que
nous résolvons à l’aide d’une carte d’action minimale.
Le but principal de notre méthode est d’obtenir tous les chemins
significatifs qui relient les points. Chaque point ne doit pas être
connecté à tous les autres points, mais uniquement à ceux qui
sont proches, au sens de l’énergie. Il y a plusieurs possibilités
pour décider quels points doivent être reliés, qui dépendent du
type de données, et de l’application. Dans certains cas, il faut
détecter les courbes fermées et éviter de créer des embranche-
ments. Le critère choisi est alors de contraindre un point pk à
être relié avec au plus deux points pk , dans le but de créer des
courbes fermées. Si on cherche des arborescences, le critère est
différent, comme en section 4.2
Pour le groupement perceptuel, le potentiel P à minimiser le
long des chemins est souvent une image de points de bords, for-
mant des contours incomplets, comme sur la figure 7. Ces points
de bords sont représentés par une image binaire, avec des faibles
valeurs de potentiels le long des bords, et des fortes valeurs dans
le fond de l’image. Ce potentiel peut être défini comme un
potentiel d’attraction à un ensemble de points (voir [14]). Le
potentiel peut aussi être défini comme une fonction du gradient
de l’image elle-même, P = g(‖∇ I‖) , comme pour les contours
actifs classiques. Il peut aussi être une image de niveaux de gris
comme dans [18], ou une fonction plus complexe des niveaux de
gris. Dans tous les cas, il doit être positif. 
3.3. idées principales de la méthode
Notre approche est similaire à calculer la carte de distance à un
ensemble de points, et leur diagramme de Voronoi. Dans notre
cas, nous utilisons une distance pondérée, définie à travers un
potentiel P. Cette distance est obtenue comme la carte d’action
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Figure 11. – Deux cercles : de gauche à droite, l’ensemble des points de don-
née, incomplet et bruité ; les points déterminés comme extrémités ; et les
chemins minimaux obtenus entre eux. 
Chemin minimaux entre les points pk
• Initialisation :
– Les pk sont donnés. 
– ∀k,V (pk) = 0 ; l(pk) = k ; est l’indice de front, pk
alive. 
– ∀p /∈ {pk},V (p) = ∞ ; l(p) = −1 ; p est far sauf les
voisins en 4-connexité des pk qui sont Trial avec l’esti-
mation U obtenue par (6). 
• Boucle pour le calcul de V = U{pk ,0kN } :
– Soit p = (imin, jmin) le point Trial avec l’action U la plus
faible ; 
– On le déplace de l’ensemble Trial vers l’ensemble des
points Alive avec V(p) = U(p) ;
– on met à jour l(p) avec le même indice que le point A1
dans l’équation (7). Si l(A1) = l(B1) et que nous
sommes dans le cas 1 de la section 2.5 où deux points
sont utilisés et s’il s’agit de la première fois que les
régions des labels l(A1) et l(B1) se rencontrent,
S(pl(A1),pl(B1)) = p est défini comme le point selle entre
pl(A1) et pl(B1). Si ces points ne sont pas encore deux voi-
sins reliés, ils sont alors définis comme voisins reliés et
S(pl(A1),pl(B1)) = p est sélectionné,
Pour chaque voisin (i, j) de (imin, jmin) :
* Si (i, j) est Far, on l’ajoute aux points Trial ;
* Si (i, j) est Trial, on met à jour l’action Ui, j.
• On obtient tous les chemins entre les voisins reliés sélec-
tionnés par rétro-propagation de chaque coté de leurs points
selle.
Table 3. – Algorithme de la Section 3.
minimale, vis-à-vis de P, avec des valeurs d’action nulles à tous
les points pk . Au lieu de calculer une carte d’action minimale
pour chaque paire de points, comme dans la section 2.3, on a
juste besoin de calculer une carte d’action minimale pour trou-
ver tous les chemins. En même temps que la carte d’action est
calculée, on détermine les paires de points qui doivent être
reliés. Cette méthode est basée sur la détection des points de ren-
contre des fronts de propagation. Il s’agit des points selle de
l’action minimale U . Dans la section 2.3, on montrait que le cal-
cul de l’action minimale peut être vu comme la propagation
d’un front à l’aide de l’équation (4). 
Comme l’action minimale est calculée avec le Fast-Marching,
les ensembles de niveaux de U donnent l’évolution du front.
Pendant l’exécution du Fast-Marching, la frontière de l’en-
semble des points Alive donne la position du front. 
Dans la section 2.3, nous avions un seul front évoluant à partir
du point de départ p0. Comme tous les points pk sont donnés
avec U(pk) = 0, on a maintenant un front évoluant à partir de
chaque point de départ pk . Par la suite, on désignera par ren-
contre de fronts aussi bien la position du point où les fronts pro-
venant de deux points pk différents se rencontrent, que le pre-
mier point Alive dans l’algorithme discret qui connecte deux
composantes venant de points pk différents (voir Figures 8 et 9). 
Ce problème est lié à l’approche présentée à la fin de [18] pour
trouver un contour fermé. A partir d’un seul point, le second
point était déterminé comme un point selle. Ce point était le lieu
de rencontre des fronts se propageant de chaque coté du contour. 
On utilise ici le fait qu’étant donnés deux points p1 et p2, le point
selle S où les deux fronts partant de chaque point se rencontrent
peut être utilisé pour trouver le chemin minimal entre p1 et p2.
Ceci est analogue à ce qui est présenté en section 2.7. En fait, le
chemin minimal entre deux points doit passer par le point de
rencontre S. Ce point est le milieu (en terme d’énergie) du che-
min minimal entre p1 et p2. Les rétro-propagation de S vers p1
et de S vers p2 donnent les deux moitiés du chemin. 
Les figures 8 à 10 illustrent les étapes de l’algorithme. La figu-
re 11 montre le résultat avec des points pk trouvés automatique-
ment. Plus de détails sont donnés dans [12, 11]. 
4. chemins minimaux 
multiples entre régions Rk
On considère le problème du groupement perceptuel et de la
complétion de contours, lorsque la donnée est un ensemble non
structuré de régions dans une image. Nous présentons notre
méthode pour trouver des courbes complètes à partir d’un
ensemble de points sur ces contours [16, 15]. Les contours sont
définis comme des chemins minimaux reliant des composantes
connexes que l’on calcule à l’aide de l’algorithme du Fast
Marching, jusqu’à ce que l’ensemble de ces régions soient
connectées. La méthode est une extension à des régions Rk des
notions précédentes pour les points pk de la section 3.  
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Figure 12. – Exemple de régions connexes à relier.
Figure 13. – Ensembles de niveaux de la carte d’Action Minimale pour les 
4 régions de la figure 12. 
Figure 14. – Zoom sur les points selle entre les regions.
Figure 15. – A gauche, on voit les chemins minimaux obtenus par rétro-pro-
pagation à partir des trois points selle de chacune des 4 régions d’où vient
le front ; A droite, le diagramme de Voronoi généré.
4.1. chemin minimal entre deux régions
La méthode de [18], détaillée plus haut, permet de trouver un
chemin minimal entre deux points. C’est une extension facile de
définir un chemin minimal entre deux régions d’une image.
Prenons deux régions connexes d’une image, R0 et R1, et consi-
dérons R0 comme la région de départ et R1 comme un ensemble
de points d’arrivée. Le problème est donc de trouver un chemin
qui minimise une énergie sur l’ensemble des chemins qui ont un
point de départ dans R0 et un point d’arrivée dans R1. L’action








où AR0,p est l’ensemble des chemins commençant avec un point
de R0 et se terminant en p . L’action minimale peut être calculée
de la même manière que ci-dessus dans la table 1, avec l’en-
semble Alive initialisé par l’ensemble des points de R0, avec
U = 0 et l’ensemble Trial étant l’ensemble des voisins en 
4-connexité des points de R0 qui ne sont pas dans R0. La rétro-
propagation par descente de gradient sur U à partir de n’impor-
te quel point p de l’image donnera le chemin minimal qui joint
ce point à la région R0. 
De manière à trouver le chemin minimal entre les régions R1 et
R0, on détermine un point p1 ∈ R1 tel que
U(p1) = minp∈R1 U(p) . Ensuite, on rétro-propage de p1 vers R0
pour trouver le chemin minimal entre p1 et R0, qui est aussi
chemin minimal entre R1 et R0. 
4.2. chemins minimaux entre un ensemble 
de composantes connexes
Nous sommes maintenant intéressés par trouver une multitude de
contours dans une image. Supposons que nous ayons un
ensemble initial de contours, provenant d’une étape préliminaire
de détection. On note Rk les différentes composantes connexes
de ces contours. 
On se propose de trouver les contours comme l’ensemble des che-
mins minimaux qui relient des paires de régions parmis les Rk . Si
nous savons quelles paires de régions doivent être reliées entre
elles, trouver l’ensemble des contours serait une application tri-
viale de la section précédente. Le problème qui nous intéresse ici
est aussi de trouver quelles paires de régions doivent être connec-
tées entre elles. Comme l’ensemble des contours Rk est donné de
manière non structurée, on ne sait pas à l’avance comment les
régions sont connectées. C’est le problème principal que l’on s’ef-
forcera de résoudre à l’aide des chemins minimaux. Deux régions
différentes parmis les Rk seront dites régions connectées, si elles
sont sélectionnées pour être reliées entre elles. 
De plus, dans ce contexte, nous sommes intéressés par détecter
des structures arborescentes, et nous voulons éviter les cycles. Un
cycle est une séquence de régions différentes Rk,1  k  K ,
telles que pour 1  k  K − 1, Rk et Rk+1 sont des régions
connectées et RK et R1 sont aussi des régions connectées. Par
conséquent, le critère pour que deux régions Ri et Rj se connec-
tent est que leurs fronts en se rencontrant ne créent pas de cycle. 
L’algorithme de cette section est décrit dans la table 4 et est illus-
tré par les figures 13 à 15. La méthode pour détecter les cycles
est la suivante. Étant donné un point selle trouvé pour les régions
Ri et Rj, On teste s’il existe déjà un lien entre ces régions ; cela
revient à chercher une suite de régions distinctes Rk,1  k  K ,
avec R1 = Ri et RK = Rj , telles que pour 1  k  K − 1, Rk et
Rk+1 soient des régions connectées. Ce genre de condition peut
être facilement implémenté à l’aide d’un algorithme récursif. Si
deux régions sont déjà connectées, le point où leurs fronts se ren-
contrent n’est pas considéré comme un candidat valable pour la
rétro-propagation. L’algorithme s’arrête automatiquement quand
toutes les régions sont connectées, sans cycles.
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Table 4. – Algorithme de la Section 4.
Chemins minimaux entre les régions Rk
• Initialisation :
– étant données les Rk
– ∀k,∀p ∈ Rk,V (p) = 0 ; l(p) = k est l’indice du front ;
p est alive. 
– ∀p /∈ ∪k Rk,V (p) = ∞ ; l(p) = −1 ; p est far excepté
les voisins en 4-connexité de Rk qui sont Trial avec U
estimé à l’aide de l’équation (6). 
• Boucle pour le calcul de V = U∪k Rk :
– Soit p = (imin, jmin) le point Trial avec l’action U la plus
faible ;
– On l’enlève des points Trial pour le mettre dans les
points Alive avec V(p) = U(p) ;
– on met a jour l(p) avec le même indice que le point A1
dans l’équation (7). Si l(A1) = l(B1) et que nous
sommes sans le cas 1 de la section 2.5 où deux points
sont utilisés et s’il s’agit de la première fois que les
régions des labels l(A1) et l(B1) se rencontrent,
S(Rl(A1),Rl(B1)) = p est défini comme le point selle
entre Rl(A1) et Rl(B1) . Si ajouter un lien entre ces régions
ne crée pas de cycle, elles sont considérées comme
régions connectées et S(Rl(A1),Rl(B1)) = p est sélection-
né,
Pour chaque voisin (i, j) de (imin, jmin) :
* Si (i, j) est Far, on l’ajoute aux points Trial ;
* Si (i, j) est Trial, on met à jour l’action Ui, j.
• On extrait tous les chemins entre les régions connectées
sélectionnées par rétro-propagation de chaque coté de leurs
points selle.
5. structures tubulaires 2D 
et 3D
En utilisant comme mesure de potentiel une fonction basée sur
la réponse d’un filtre adapté à la détection de structures tubu-
laires, nous montrons une application de notre méthode de la
section précédente à la recherche de ce type de structures dans
des images médicales 2D. 
Nous étendons ensuite notre méthode au 3D. La donnée est dans
ce cas un ensemble de composantes connexes dans une image
3D, et on extrait les chemins minimaux qui relient entre elles ces
composantes. 
Elle peut aussi être utilisée quand un ensemble caractéristique
de points a été extrait à l’aide d’un traitement préliminaire par-
ticulier. Par exemple, sur la figure16, on peut voir une image 2D
au niveau de la hanche sur laquelle on s’intéresse aux veines. Le
potentiel de « vascularité » est défini en se servant des idées
développées dans [26] sur les filtres à base de Hessien
(détaillées dans la section 5.2). 
5.1. chemins multiples 3D
On peut étendre notre approche à la recherche d’ensemble de
chemins minimaux 3D entre régions dans des images tridimen-
sionnelles. Toutes les définitions et les algorithmes des sections
3 et 4 ne sont pas modifiés par ce changement de dimension du
problème. La principale différence est que les algorithmes
comme le Fast-Marching utilisent de la 6-connexité, et que les
images d’action minimale ainsi que les chemins sont maintenant
tridimensionnels. Nous avons briévement présenté l’extension
3D du Fast-Marching en section 2.6 ; plus de détails sur les che-
mins minimaux dans les images 3D sont disponibles dans 
[20, 19]. 
5.2. application à un cas réel : 
un scanner MR de l’aorte
Le problème est dans ce cas de compléter un objet partiellement
pré-détecté. Sur la figure 17, on peut observer une image de
résonnance magnétique 3D de l’aorte qui présente une patholo-
gie particulière : un anévrisme abdominal aortique. L’aorte est
visible dans l’image gràce à l’injection d’un produit de contras-
te avant l’acquisition. 
Nous proposons d’extraire à l’aide de notre méthode un
ensemble de chemins qui donnera une représentation sous forme
de squelettes de la structure arborescente de l’aorte. Notre
méthode est basée sur une pré-détection d’un ensemble de
régions connexes qui appartiennent à l’objet concerné. 
La méthode utilisée pour extraire une information valable dans
le but de construire des chemins est de calculer un filtre multi-
échelle de rehaussement des veines, à partir des travaux de [26]
sur ces filtres. Si on extrait les trois valeurs propres de la matri-
ce hessienne calculée à l’échelle σ, et qu’on les ordonne
|λ1|  |λ2|  |λ3| , on définit une fonction de réhaussement des
structures tubulaires de l’image par 
ν(s) =

0, si λ2  0 ou λ3  0










avec RA = |λ2||λ3| , RB =
|λ1|√|λ2λ3|
, et S =
√
λ1
2 + λ22 + λ32 .
Une explication détaillée de la méthode et de son paramétrage
peut être trouvée dans [26]. 
La réponse du filtre basé sur le Hessien est montrée à trois
échelles différentes σ = 1,5,10 sur la figure 17. La visualisation
du volume est faite à l’aide d’une image de projection MIP
(Maximum Intensity Projection) ou l’on projette un volume 3D
sur un plan 2D en gardant l’intensité maximale le long de la
direction de projection. 
En utilisant cette information calculée à plusieurs échelles, le
potentiel est défini comme le maximum de la réponse du filtre
sur toutes les échelles (Fig. 17 en bas à gauche). On peut facile-
ment faire un seuillage qui va nous donner un ensemble non
structuré de voxels qui appartiennent à l’aorte, comme sur la
figure 17 en bas au milieu. 
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Figure 16. – Image Médicale. Première ligne : image originale et potentiel
de « vascularité » ; Deuxième ligne : à partir d’un ensemble de régions obte-
nues en seuillant le potentiel, notre méthode permet de relier ces régions
entre elles par des chemins minimaux vis-à-vis de ce potentiel.
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Figure 17. – Ligne du haut : trois coupes orthogonales de l’image 3D de l’aorte en résonnance magnétique. Ligne du milieu : Détection de tube à trois échelles
différentes (σ = 1, 5, 10 ) (visualisation des images 3D à l’aide de MIP). Ligne du bas : Groupement perceptuel dans l’aorte de la figure du haut : de gauche
à droite, le potentiel de « vascularité » 3D en MIP ; la prédétection de l’aorte ; l’aorte reconstruite par chemins minimaux. 
A partir de cet ensemble de régions, on applique l’algorithme
détaillé dans la section 4. On trouve ainsi l’ensemble des che-
mins qui relient entre elles les régions de départ dans notre
image, et qui est représenté sur la figure 17 en bas à droite. 
6. segmentation 
par Fast Marching
De nombreuses approches sont possibles pour segmenter la sur-
face externe d’un objet à partir de points à l’intérieur. On peut
utiliser par exemple un modèle de ballon [8] ou son implemen-
tation par ensembles de niveau, comme dans [34, 41]. En fait
cette sorte de croissance de régions peut être résolue rapidement
aussi par l’algorithme de Fast Marching [35]. Cela permet de
faire une segmentation tout en restant dans le même contexte
que les chemins minimaux. Lorsque l’on cherche l’action mini-
male à partir d’un point, l’algorithme fournit les catégories de
points suivants :
• Les points dont l’action est gelée, appelés Alive ;
• Les points non encore examinés par la propagation, appelés
Far ;
• Les points à l’interface entre les points Alive et Far, dont l’ac-
tion n’est pas encore estimée, appelés Trial. 
Cette dernière catégorie, à la frontière des points visités, est un
courbe en 2D ou une surface en 3D. Si le potentiel est beaucoup
plus grand sur les contours qu’à l’intérieur, les contours forment
un obstacle à la propagation du front. Dans ce cas, les points
Trial définissent un interface qui segmente l’objet. 
Considérons l’équation d’évolution d’un interface (courbe en
2D, surface en 3D) intervenant habituellement pour les
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Figure 18. – Evolution de la segmentation sur une image de cerveau par Fast
Marching. Figure 19. – Propagation à l’intérieur du colon par Fast Marching.
Nous supposons que la vitesse F = 1
P
> 0, et ainsi le front se
déplace toujours vers l’extérieur, comme un ballon qui se gonfle
[8], mais avec une vitesse qui n’est pas forcément constante.
Une manière de caractériser la position de l’interface est de cal-
culer le temps d’arrivée T (x) de l’interface lorsqu’il traverse
chaque point de l’image. Utilisant des propriétés classiques des
ensembles de niveau, l’équation suivante est obtenue à partir de
l’évolution de l’interface C(t) :








⇒ F · |∇T | = 1
(12)
où l’on retrouve l’équation Eikonale déjà vue plus haut en 
section 2.4. Cette équation a aussi été utilisée pour la segmenta-
tion de surface du fait qu’elle a les mêmes avantages que la for-
mulation par ensembles de niveau. Dans [35], le Fast Marching
permet d’obtenir une initialisation rapide pour une segmentation
par Level Sets avec la fonction de vitesse  F(x) = e−α|∇Iσ (x)| ,
α > 0, où le front ralentit lorsqu’il est en présence de forts 
gradients. Cette expression est utilisée à son tour dans l’équation
Eikonale :
|∇T (x)| = 1
F(x)
. (13)
Cette équation est résolue à l’aide du Fast Marching en 3D (voir
section 2.6). Des exemples pour la segmentation du cortex et du
colon sont donnés dans les figures 18 et 19, [21, 19].
Dans le cas d’une structure tubulaire longue et fine pour 
laquelle l’image de potentiel n’est pas assez contrastée, le front
risque de sortir de l’objet d’intérêt. En effet, lorsque le front se
propage dans cette structure tubulaire, il n’y a qu’une petite par-
tie du front qui avance vraiment, et que l’on pourrait appeler la
« tête » du front. La plus grande partie du front est déja proche
des bords de la structure recherchée et sa vitesse est très faible.
Si le temps mis par la « tête » pour arriver à l’extrémité de l’ob-
jet est long, la progression du front sur les parois de l’objet, bien
que très lente, mais intégrée pendant un temps long, peut provo-
quer des fuites à l’extérieur de l’objet. Ceci est illustré sur la
figure 20 en haut. 
Nous avons introduit récemment [23] une approche qui « gèle »
la progression des points du front lorsqu’un critère de distance
est vérifié. La figure 20 en bas montre l’effet de ce « gel » qui
permet d’obtenir une segmentation correcte. 
7. chemins minimaux 3D 
centrés et endoscopie 
virtuelle
7.1. chemin centré pour objet tubulaire
Un chemin minimal minimise l’intégrale du potentiel de l’équa-
tion (2). Si le potentiel est constant dans certaines zones, comme
l’intérieur d’un objet tubulaire, cela donnera un chemin qui
minimise la longueur, c’est-à-dire ressemblant à une succession
de lignes droites. Ainsi, le chemin minimal peut souvent raser
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Figure 20. – Haut : Propagation de front avec fuite, bas : la fuite ne se produit pas à l’aide de la méthode du « gel » (points gelés en blanc).
les parois, et cette propriété est génante lorsque nous cherchons
une trajectoire pour de l’endoscopie virtuelle [21]. Un chemin
centré serait plus adapté, comme illustré sur la figure 21. 
La méthode que nous avons proposée pour obtenir un chemin
centré est la suivante [22] :
• Segmentation  : Le premier objectif est de segmenter, même
de manière approchée la région tubulaire. 
• Chemin centré  : une fois la région segmentée, on cherche un
chemin minimal qui est le plus loin possible des parois, à l’ai-
de d’une fonction distance. 
maux centrés obtenus sur des images de colon et de vaisseaux du
cerveau. Ces chemins sont utilisés comme trajectoire d’une
caméra virtuelle pour des images de synthèse (comme sur la figu-
re 25) menant à une endoscopie virtuelle. Des vidéos sont dispo-
nibles sur http ://www.ceremade.dauphine.fr/∼cohen/MPEG
Cette approche peut s’étendre [23] à l’extraction d’un ensemble
de chemins dans une structure arborescente et la possibilité
d’une endoscopie virtuelle demandant à l’utilisateur de choisir à
chaque bifurcation le chemin qu’il désire suivre (figure 26). 
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Figure 21. – Extraction de chemin dans une structure tubulaire.
7.2. description de la méthode
La méthode est décrite dans la figure 22 :
1. Segmentation : La première étape est de calculer la distance
pondérée à partir d’un point de départ. Le point d’arrivée
peut être déterminé de manière automatique par le critère de
longueur de la section 2.8. 
2. Segmentation : La segmentation est obtenue comme l’en-
semble des points trial, comme décrit dans la section 6. 
3. Potentiel centré : Calcul de la carte de distance E à la surfa-
ce obtenue à l’étape précédente (obtenue par fast marching
avec P = 1).
4. Chemin centré  : c’est le chemin minimal entre les deux
extrémités avec le potentiel P1 defini dans [21] à partir de la
distance précédente. Le front se déplace maintenant plus vite
à l’intérieur de l’objet, où la distance au bord est plus grande. 
5. Chemin centré : L’étape finale est la retro-propagation à par-
tir du point d’arrivée. 
La figure 23 compare le résultat du chemin par une extraction
classique et celle du chemin centré sur une image de vaisseaux
du cerveau. La figure 24 montre des exemples de chemins mini-
Figure 22. – Les 5 étapes pour obtenir un chemin centré. Voir texte.
Figure 23. – Chemin centré sur un vaisseau : A gauche, les deux chemins
superposés à l’image originale. Au milieu, propagation et chemin pour un
potentiel classique. A droite, propagation et chemin centré pour le potentiel
de distance obtenu. 
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Figure 24. – Exemples de chemins minimaux extraits sur des images 3D de colon et de cerveau.
Figure 25. – Endoscopie virtuelle à travers le colon (colonoscopie) à partir
de l’image 3D le long du chemin minimal.
Figure 26. – Endoscopie virtuelle dans une structure arborescente, avec les chemins.
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Conclusion
Nous avons présenté divers aspects des méthodes de chemins
minimaux et leurs applications, notamment en imagerie médica-
le. Ces approches permettent d’extraire un contour ou un
ensemble de contours dans une image 2D, ainsi que des struc-
tures tubulaires, éventuellement arborescentes dans des images
2D et 3D. Le Fast Marching simplifie beaucoup la tâche et offre
aussi la possibilité de segmenter rapidement des courbes ou sur-
faces dans une image. Nous nous orientons actuellement vers
d’autres directions permettant la segmentation d’une image à
partir d’un ensemble de points sources et d’une extension de la
définition de carte d’action minimale [2]. 
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