Abstract : In this paper we study the stochastic optimal (LQG) tracking problems with preview for a class of linear continuous-time Markovian jump systems. The systems are described as continuous-time switching systems with Markovian mode transitions. Necessary and sufficient conditions for the solvability of our LQG tracking problems are given by coupled Riccati differential equations and coupled scalar differential equations with terminal conditions. Correspondingly feedforward compensators introducing future information are given by coupled differential equations with terminal conditions. We consider three different tracking problems depending on the property of the reference signals. Finally we give numerical examples and verify the effectiveness of our design method.
Introduction
It is well known that, for the design of tracking control systems, preview information of reference signals is very useful for improving the performance of the systems, and recently much work has been done for preview control systems [1] - [15] . In particular, in order to design tracking control systems for a class of systems with rapid or abrupt changes, it is effective in improving the tracking performance to construct tracking control systems which take into consideration future information regarding reference signals.
In cases with no mode transitions, Shaked and de Souza [13] have studied the H ∞ tracking control theory with preview for continuous-time linear time-varying systems by a game theoretic approach, and Cohen and Shaked [1] have also applied their theory to discrete-time linear systems. Recently the author has extended their theory to linear impulsive systems [9] , [10] . It is also very important to consider the effects of stochastic noise or uncertainties for tracking control systems. Consequently the theory of stochastic H ∞ tracking with preview has been presented by Gershon et al. for linear continuous-and discrete-time systems [2] - [4] . The H ∞ tracking theory using a game theoretic approach can be restricted to the stochastic optimal tracking theory and also extended to the stochastic H ∞ tracking control theory.
Markovian jump systems [16] - [25] have abrupt random mode changes in their dynamics. The mode changes follow Markov processes. Such systems may be found in the area of power systems, manufacturing systems, communications, aerospace systems, financial engineering, and so on. Such systems are classified into continuous-time [16] , [19] , [21] , [23] - [25] and discrete-time [17] , [18] , [20] , [22] systems.
In this paper we study the stochastic optimal (LQG) tracking problems with preview by state feedback for linear continuoustime Markovian jump systems. These systems are described by continuous-time switching systems with Markovian mode transitions and stochastic random noises. We consider three different tracking problems according to the structures of preview information and give the control strategies for them respectively. Necessary and sufficient conditions for the solvability of the LQG tracking problems are given by coupled Riccati differential equations and coupled scalar differential equations with terminal conditions. Correspondingly compensators introducing future information are coupled with each other. This is our very important point in this paper. We mainly consider the finite horizon problems with some fixed preview lengths. Additionally we also discuss the infinite horizon cases and those with time-varying preview lengths. Finally we consider numerical examples and verify the effectiveness of the preview tracking theory presented in this paper.
The organization of this paper is as follows. In Section 2 we describe the systems and the problem formulation. In Section 3 we present the solution of the stochastic optimal preview tracking problems over the finite time interval by state feedback. In Section 4 we consider the infinite horizon case. In Section 5 we also describe the cases with time-varying preview lengths. In Section 6 we consider numerical examples and verify the effectiveness of our stochastic optimal preview tracking design theory.
Notations: Throughout this paper the superscript " " stands for the matrix transposition, · denotes the Euclidean vector norm and v R also denotes the weighted norm (v Rv) 1/2 . O denotes the matrix with all zero components.
Problem Formulation
Let (Ω, F , P) be a probability space and, on this space, consider the following linear continuous-time system with reference signal and Markovian mode transition:
where x ∈ R n is the state, ω(·) ∈ R p is the random Wiener process satisfying the assumption A1 described below, u ∈ R m is the control input, z c ∈ R k c is the controlled output, and r c (·) ∈ R r c is a known or measurable reference signal. x 0 is an initial state with the Gaussian distribution and i 0 is a given initial mode. We assume that all matrices are of compatible dimensions.
{m t } is a homogeneous Markov process with right continuous trajectories and taking values on the finite set φ = {1, 2, · · · , N} with the following stationary transition probabilities:
is the transition rate from the mode i to j, i j, and
be the transition matrix of m t and define p i (t) := P{m t = i} > 0 for any i∈φ. Then P t := [p 1 (t), · · · , p N (t)] satisfies the Kolmogorov forward differential equations dP t /dt = Π P t for a given initial probability P 0 [19] , [21] . Corresponding to each mode i, we define
We assume that all matrices are constant for each mode i.
For the system (1), we assume the following conditions:
where E is the expectation with respect to m t and ω, which are mutually independent. The indicator function 1 {m t =i} := 1 if m t = i, and 1 {m t =i} := 0 if m t i.
A2
: D 12 is of full column rank.
We assume that the mode m t is known at each time t. The optimal tracking problem we address in this section for the system (1) is to design control laws u(·)∈L 2 [0, T ] over the finite horizon [0, T ], using the information available on the known part of the reference signal r c (t) and minimizing the sum of the energy of z c (t), for the initial condition x 0 and given initial mode i 0 . It is assumed that the reference signal r c is stochastic, i.e., r c (·) has any distribution at the unknown part Considering the effects of the stochastic mode transitions, the exogenous noises and the average of the performance indices over the statistics of the unknown parts of r c , we define the following performance index:
where Q T ≥ O. ER s means the expectation overR s+h andR s denotes the future information on r c at time s, i.e.,R s := {r c (l); s < l ≤ T } (cf. [13] ). Except for in section 5 and a part of section 6, we consider the case that the preview lengths are constant over the time interval. Now we formulate the following stochastic optimization problem by state feedback for the system (1) and the performance index (2) . The Stochastic Optimal Fixed-Preview Tracking Problem by State Feedback: It is assumed that at the current time t, r c (s) is known for s ≤ min(T, t + h), where h is the preview length of r c (·). It is also assumed that the mode m t is available for the design of controllers at each time t. Then find {u * } minimizing the performance index (2):
where the control strategy u * (t), 0 ≤ t ≤ T , is based on the information R t+h := {r c (l); 0 ≤ l ≤ t + h} with 0 ≤ h ≤ T and the state information x(t) at the current time t.
Design of Tracking Controllers
Now we consider the coupled Riccati equationṡ
where
We also consider the following coupled scalar differential equations.
Remark 1 Note that these coupled Riccati differential equations (3) and scalar differential equations (4) are the same as those for the standard LQG optimization problem of linear continuous-time Markovian jump systems without considering any exogeneous reference signals nor any preview information [23] .
for a scalar function V(x, i, t) which is twice differentiable with respect to x and once differentiable with respect to t, considering the effects of the stochastic mode transitions and the exogenous noises, and the average of the performance indices over the statistics of the unknown parts of r c . This operator L u is the modification of so called averaged derivative at point (x(t) = x, m t = i, t) [16] . We obtain the following necessary and sufficient conditions for the solvability of the stochastic LQ optimal tracking problem and an optimal control strategy for it.
Theorem 1 Consider the system (1) and the performance index (2) . Suppose the conditions A1 and A2. Then the Stochastic Optimal Fixed-Preview Tracking Problem by State Feedback for (1) and (2) (1) and (2) is given by
for t ∈ [0, T ] and i = 1, · · · , N.
Then θ c,i (t) is the 'causal' part of θ i (·) at time t. This θ c,i is the expected value of θ i overR s and given by
Moreover, the optimal value of the performance index is
Remark 2 Note that each dynamics (7) of θ c,i , which composes the compensator introducing the preview information, is coupled with the others. It corresponds to the characteristic that the Riccati differential equations (3) are coupled with each other, which give the necessary and sufficient conditions for the solvability of the stochastic LQ tracking problem. Therefore we must not start to drive each compensator at the instance when the mode switches from one state i to another state j( i), but we should continue to drive all coupled compensators over the whole time interval [0, T ] and introduce suitable preview compensation information according to each mode transition.
Remark 3 When the mode transition probabilities π i j with
N j=1 π i j = 0 are known, we can easily calculate the probabilities π i (t) = P{m t = i}. In cases that the initial mode is random variable with some distributions, the optimal value of the performance index can be expressed using the backward solutions α i (0) of the coupled differential equations (4) with α i (T ) = 0 as follows:
where we have used the fact that the probabilities π i (·) are independent of the informationR t+h . This representation of the optimal value of the performance index by π i (t) will be rather important in the case of output feedback problems.
(Proof of Theorem 1) Sufficiency: Let X i (t) be a solution to (3) and α i (t) be a solution to (4) over [0, T ] respectively. By considering (1) and applying the infinitesimal operator L u to the function x (t)X i (t)x(t)+α i (t), in the case of r c (·) ≡ 0, it can be shown that the following equality holds [23] , [25] .
Moreover, in genaral cases that {r c (·)} is arbitrary, we have the following equality.
Notice that, in the right hand side of this equality, δJ c (r c ), which means the tracking error without considering the effect of the preview information, is added. Now introducing the vector θ(t, m t ), which can include some preview information of the tracking signals,
whereû
Adding (10) to (9),
where δJ c,i (r c ) means the tracking error including the preview information vector θ and can be expressed by Integrating both sides of (11) from t = 0 to T and taking the expectation, we have
where we have applied Dynkin's formula [26] . We have also used the terminal conditions X i (T ) = Q T , α i (T ) = 0 and θ i (T ) = 0. Note thatJ c (r c ) is independent of u and x 0 . Since the average of θ 1 (t, m t ) overR t is zero, including the 'causal' part θ c (t, m t ) of θ(·, ·) at time t, we adopt
as the minimizing control strategy. Finally we obtain
which concludes the proof of sufficiency. Necessity: Because of arbitrariness of the reference signal r c (·), by considering the case of r c (·) ≡ 0, one can easily deduce the necessity for the solvability of the stochastic optimal tracking problem [23] .
Next we consider the following two extreme cases according to the information structures (preview lengths) of r c : i) Stochastic Optimal Tracking of Causal {r c (t)}: In this case, {r c (t)} is measured on-line, i.e., at time t, r c (s) is known only for s ≤ t.
ii) Stochastic Optimal Tracking of Noncausal {r c (t)}:
In this case, the signal {r c (t)} is assumed to be known a priori for the whole time interval t ∈ [0, T ].
Utilizing the optimal control strategy for the stochastic optimal tracking problem in Theorem 1, we present the solutions to these two extreme cases.
Corollary 1
Consider the system (1) and the performance index (2) . Suppose the conditions A1 and A2. Then each of the stochastic optimal tracking problems for (1) and (2) is solvable by state feedback if and only if there exist X i (t) ≥ O and α i (t), i = 1, · · · , N, satisfying the conditions X i (T ) = Q T and α i (T ) = 0 such that the coupled Riccati equations (3) and coupled scalar equations (4) hold over [0, T ]. Moreover, the following results hold using
i) The control law for the stochastic optimal tracking of causal r c (·) is
and
ii) The control law for the stochastic optimal tracking of noncausal r c (·) is
with θ i (·) given by (6) and
(Proof) i) In this causal case, the control law is not affected by the effects of any preview information and so θ c (t, m t ) = 0 for all t ∈ [0, T ] since the each dynamics of θ c,i becomes autonomous. As a result we obtain θ(t, m t ) = θ 1 (t, m t ) for all t ∈ [0, T ]. Therefore we obtain the value of the performance index J cT (x 0 , u s1 , r c ). ii) In this noncausal case, h = T −t and (6) and (7) become identical. As a result we obtain θ(t, m t ) = θ c (t, m t ) for all t ∈ [0, T ].
Therefore we obtain θ 1 (t, m t ) = 0 for all t ∈ [0, T ] and the value of the performance index J cT (x 0 , u s2 , r c ). Notice that, in this case, we can obtain the deterministic value of θ i 0 (0) using the information of r c (·) until the final time T and so the term E{ER 0 {2θ i 0 x 0 }} in the right hand side of (8) 
Infinite Horizon Case
In this section we consider the infinite horizon problem, where T tends to infinity.
First we define the exponentially mean square stabilizability and detectability for the following system with the Markovian Next we introduce the following coupled algebraic Riccati equations (CAREs) for the system (1) and define the mean square stabilizing solutions for them.
Definition 2 X 1 , · · ·, X N are said to be the mean square stabilizing solutions for the coupled algebraic Riccati equations (CAREs) (15) if X 1 , · · ·, X N satisfies (15) and the closed-loop system (1) with
and Π is exponentially mean square stable.
Then it is known that the following proposition holds [23] . The sufficient and necessary conditions for the solvability of the stochastic optimal tracking problems in the finite horizon case are the same as the those for the solvability of the standard finite horizon stochastic optimal (LQG) control problems of the continuous-time Markovian jump systems, and so we can obtain the solvability conditions for the stochastic optimal tracking problems in the infinite horizon case as the ones for the standard stochastic optimal (LQG) control problems.
Theorem 2
Consider the system (1) and the performance index (2) with T → ∞. Suppose A1 and A2. Also suppose that [A(m t ), B 2 (m t ), Π] is exponentially mean square stabilizable and [A(m t ), C 1 (m t ), Π] is exponentially mean square detectable. Then, using positive definite stabilizing solutions X i ≥ O, i = 1, · · · , N satisfying the CAREs (15), the state feedback controller for each case of the stochastic optimal tracking problems is given by (5), (12) and (13) with the constant matrices X i , i = 1, · · · , N, respectively. Now θ and θ c are given byθ
where, for the constant matrices X i 's,
Remark 4
In cases with infinite horizon, the performance index often tends to infinity as in the previous works [2] , [3] except for some special cases that reference signals decay to zero as T →∞. The internal stability of the systems (1) as r c (·) ≡ 0 is only guaranteed. It is well known that, even if we do not consider any effects of the preview information, this fact can be caused for the optimal tracking problems based on the optimal regulator theory. For example, refer to Section 4.3 of [27] .
Time-Varying Preview Lengths
We have considered the cases that the preview lengths are fixed over all time intervals until the previous section as in the past works [1] - [3] , [11] , [13] . However we can consider some cases that the preview lengths may be time-varying over the time intervals. For example, we can consider some conditions that the possibility of preview is not constant by changes in the external environment or that the performance of the sensors that decide the preview lengths is time-varying itself. The tracking theory we present in this paper can be applied to such time-varying preview lengths cases, where preview lengths h(·) depend on the current time t, corresponding to the changes of the external environment or the tracking performance. In these cases, instead of the terminal conditions in (7), the terminal conditions for the compensator dynamics introducing the preview information should be written as follows:
and 0 ≤ h(t) ≤ T . The concrete example will be illustrated in the next section.
Numerical Examples
In this section, we study numerical examples to demonstrate the effectiveness of the design theory presented in sections 3 and 5.
We consider the following system with two modes and assume that the system parameters are as follows (cf. [1] , [13] ):
· Mode 2:
where it is assumed that r c (·) is not always a priori known over the whole time interval [0, T ] but has any distribution at the unknown part. Let
be a stationary transition matrix of {m t } and the covariance W(t) = 0.3. We set x 0 = col(0, 0) and i 0 = 1. We introduce the following objective function considering the input energy.
where T is assumed to be very large (at least large enough compared with t = 15). By the term B 3,i r c (t), i = 1, 2, the tracking performance can be expected to be improved as in [1] - [3] , [13] and so on. The paths of m t are generated randomly, and the performances are compared under the same circumstance, that is, the same set of the paths so that the performances can be easily compared. First we consider the system (16) with only mode 1 and no mode transition over the time interval t ∈ [0, 15]. For this system (16) with mode 1, we apply the results of the stochastic optimal tracking design theory for r c (t) = sin(t) and r c (t) = sin(πt/15) with various preview lengths, and show the simulation results. It is shown in Fig. 1 for r c (t) = sin(t) and Fig. 2 for r c (t) = sin(πt/15) that increasing the preview lengths from h = 0 to h = 0.5, 0.75, 1.0, 1.5 improves the tracking performance. In fact, the square values C 1 x(t) + D 13 r c (t) 2 of the tracking errors are shown in Fig. 1 and Fig. 2 , and it is clear the tracking error decreases as the preview lengths are increased by this figure.
Next we consider the system (16) with only mode 2 and no mode transition over the time interval t ∈ [0, 15]. For this system (16) with mode 2, we apply the results of the stochastic optimal tracking theory for r c (t) = sin(t) and r c (t) = sin(πt/15) with various preview lengths, and show the simulation results. It is shown in Fig. 3 for r c (t) = sin(t) and Fig. 4 for r c (t) = sin(πt/15) that increasing the preview lengths from h = 0 to h = 0.5, 0.75, 1.0, 1.5 improves the tracking performance.
From these simulation results, it can be expected that increasing the preview lengths improves the tracking performance for the whole system (16) considering the mode transition rate Π. Now we consider the whole system (16) with the mode transition rate Π. For this system, we apply the results of the stochastic optimal tracking theory for r c (t) = sin(t) and r c (t) = sin(πt/15) with various lengths of preview, and show the simulation results. It is shown that increasing the preview lengths from h = 0 to h = 0.5, 0.75, 1.0, 1.5, improves the tracking performance in Fig. 5 for r c (t) = sin(t) and Fig. 6 for r c (t) = sin(πt/15). The tracking responses of the whole system for r c (t) = sin(πt/15) with various preview lengths are shown in Fig. 7 . It is clear that, in the noncausal tracking case, better tracking performance can be obtained for the reference signal which does not include any periodic signals over the whole time interval. Finally we consider the case with time-varying preview lengths. It is shown in Fig. 8 that, in the first two mode conditions mode 1 and mode 2, i.e., the first mode 1 and the next mode 2, the preview length is h = 1.0, after the next mode transient, the preview length is changed as h = 1.5. For example, we can imagine the following two situations for this change Fig. 7 The whole system consisting of mode 1 and mode 2: The tracking performances for r c (t) = sin(πt/15) and various preview lengths. Fig. 8 The whole system consisting of mode 1 and mode 2: The tracking performances for r c (t) = sin(πt/15) and time-varying preview lengths.
of the preview lengths: i) The first situation is the case that we can change the preview lengths by ourselves according to the tracking performance. In this case this simulation result can be interpreted as the situation that we obtain the worse tracking performance for the first two modes with the preview length h = 1.0 and so externally change the preview length as h = 1.5 so that a better tracking performance can be obtained. ii) The second situation is the case that the possibility of preview in the plant is itself time-varying according to the external environment. In this case this simulation result can be interpreted as the situation caused by the internal change of the preview lengths in the plant.
Concluding Remarks
In this paper we have studied the stochastic optimal (LQG) tracking control theory considering the preview information by state feedback for the linear continuous-time Markovian jump systems affected by the Gaussian white noises. It is well known that the Riccati equations and the scalar equations for the noise terms, which give the necessary and sufficient conditions for the solvability of the standard stochastic optimal control problem for such systems, are respectively coupled with each other. Correspondingly the compensators introducing the preview information of the reference signal are coupled with each other. This is a very important research result in this paper.
In this paper a new design method for tracking control systems considering preview information has been presented for linear continuous-time Markovian jump systems, which are widely applicable and highly practical. The design theory presented in this paper shows that we can construct the preview control theory for a broader class of the systems than those with no mode transitions which had been focused on in the past. Especially we have focused on the tracking design theory for a class of systems with abrupt mode changes in this paper. We have studied both finite and infinite time cases. Additionally we have considered not only fixed preview lengths cases but also time-varying preview lengths cases. In the time-varying case, we can adaptively tune the preview lengths according to the possibility of preview in the plant, for example, the internal sensor property or the external environment.
Throughout this paper it is assumed that both the modes and states of the system are fully observable. The stochastic optimal tracking theory by state feedback studied in this paper can be also extended to the stochastic optimal tracking theory with partial observation of the state of the system. The partial observation problems for the Markovian jump systems are classified into a case with known transition modes and one with unknown transition modes. In order to construct its theory, we need to modify the filters for the LQG optimization in both cases so that these filters are adapted to the effects of preview feedforward compensation. Its design theory will be reported elsewhere.
