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ABSTRACT 
A generalized companion matrix of a polynomial is introduced; the concept is 
applied to estimates of polynomial roots and to the explicit determination of the 
characteristic equation of a matrix. 
INTRODUCTION 
There are many formulas which enable one to compute estimates for the 
zeros of a nthdegree poynomial p from the “coefficients”; the “coefficients,” 
however, depend on the basis which is chosen in II,,, the space of the 
&degree complex polynomials. Usually one chooses the basis 1, z, z 2, . . . , z n; 
an application of the Gershgorin disk theorem to the corresponding Frobenius 
matrix then yields bounds for the roots of p (cf. Brauer and Rohrbach [l], 
Marden [9]). Smith [12] and Elsner [2] deal with this question if p is given in 
Lagrangian form. 
We use a generalized form of the Frobenius matrix to give inclusions for 
the roots of a polynomial given in Newtonian form; our estimates contain 
various well-known bounds as a special case. 
A second application deals with algorithms which produce the coefficients 
of the characteristic polynomial of a given matrix in Newtonian form if 
reasonable approximations for the eigenvalues are available, as is the case e.g. 
for diagonal-dominant matrices. 
1. THE GENERALIZED COMPANION MATRIX OF A POLYNOMIAL 
Let 20, 21.. . . , ~,_~~C,p~~,,,~d 
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If the coefficients a, [i = O(l)n - 11 are “small,” then a simple argument 
using Rouchk’s principle shows that z,,, zl,. . . , z,_ 1 are “good” approxima- 
tions for the zeros of p (this approach is discussed in detail by Gutknecht [4]). 
Our aim is to derive estimates for the roots of p which are easily calculable 
from the coefficients a,. 
The following observation is elementary though basic for our considera- 
tions: 
PROPOSITION 1. Let 
F, := 
x0 oo*** 0 - a0 
1 z1 0.e. 0 - a1 
0 1 * * * x2 0 - a2 
. . 
. . 
. . 
0 * z,-2 - an-2 
0 0 * * * 0 1 X,-l-a,_, 
be the companion matrix of p with respect to zo, zl,. . . ,.z,,_ 1; then: 
(a) p(z)= det(zZ - F,). 
(b) Zf S is a zero of p, then 
u(s):=(P[s,~,l, P[L &)J,lY.,P[L ~OY.&lI)T 
is a right-hand eigenvector and 
v(S):= 1, (l- zo),..., 
i 
“ii2(z- zi,)’ 
is a left-hand eigenvector 
(Here p[x,,...,x,] denotes 
P[S, Z,,...J,-,I = 1.) 
j=O - I 
of F, corresponding to the eigenvulue {. 
the kth divided diffmence of p; note that 
Proof. 
(~Z-F,)U(S)=(-P[S,Xo,...,Xi-,] 
+ P[L x0,..., zil(~-zi)+ui)i-O(l)n-l~ 
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where p[l, zc,..., zi_,] is to be interpreted as p(l) = 0 for i = 0. Since 
ai = p[z,,..., zi], i = O(l)n - 1, a, = 1, the equation 
- P[L Zo,..., zi-ll + P[S, xOl***9 xi](~-zi)+a,=o 
results from the definition of divided differences. The remaining assertions 
may be verified by easy calculations. n 
REMAN. In the sequel we always assume without loss of generality that 
an-1 = 0; otherwise redefine z,_ i in (1): 
2. ESTIMATES FOR THE ROOTS OF POLYNOMIALS 
If Gershgorin’s theorem (Parodi [ll, p. 51 ff.]) is applied to FP, one 
immediately gets inclusion disks for the roots of p: 
PROPOSITION 2. Letp(z)=C~=oujn~=~(z-zj), UofO, u,_,=O, a,= 
1; jkthemme let 
(i) a,>Ofori=O(l)n-2, cx_i:=l, n_i:=O, 
(ii) D,:={z E C(]z - ziJ < vi>, i = O(l)n - 1, where yi is defined either by 
ai 
ai+l I-’ 
i = O(l)n - 2, 
yi := 
ncs2, i=n-1, 
j=O f 
y,.= l’tl+ %-1 
1. ai ’ 
i=O(l)n-1. 
Then any root of p belongs to 
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any connected component of D which contains the interior of m disks 
~untains exuctly na roots of p (if their r&tip&city is taken into uccount). 
Proof. Apply Cershgorin’s theorem to A - ‘F, A (or A F,iz - ’ ), where 
A:=diag(a,,a,,...,a,_,); 
hence any root of p belongs to U yimiDi. But a,, * 0 implies that FP is 
irreducible; thus a root of p either belongs to U ri:int Di or to fI YLtbdry 0, 
(cf. Brauer and Hohrbach [ 1, Satz III]). 
COROLMY 3. Let E he the unique pusitiue solution of the equution 
n-2 
&n = c taJ&‘. (2) 
i-0 
(a) Zf l is a root of p, then there is a zj, 0 G i 4 n - 1, such that 
15 - Zil de. 
@I Zf tzi - kl z 7 E oranyk,k=O(l)i-l,i+I(l)n-l.thnthereisa 2 f 
unique root { of p such that 15 - z,l< E. 
Proof. (a): Set a,: = PelTi, i = O(l)n - 1; then 
(b): The ith Gershgorin disk is isolated by assumption and thus contains 
exactly one root of p. 
COROLLUY 4. Zf E > 0 satis* (2), then for any mot I; of p there exist 
i,j,Odi< jdn-1,suchthCEtI~-~itJS-~jl~&2. 
The proof follows from a result of Brauer on Cassini ovaIs [l, Satz Ia]. 
REMARK. 
(a) Corollary 3 generalizes a well-known result usually attributed to 
Cauchy (cf. Marden [9, p. 122 f.]). 
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(b) The quantity E > 0 defined by (2) need not be computed to any great 
accuracy in practical applications; any reasonable upper bound will do as 
well. 
(c) Of course one may apply any result on the inclusion of eigenvalues to 
Fp in order to get estimates for the roots of p (cf. Marcus and Mint [8], Parodi 
[ll]); the above results based on Gershgorin’s theorem are only examples. 
3. A CLASS OF COMPANION MATRICES FOR POLYNOMIALS 
Let QO>Ql,..., q, be a basis of II, such that 
n-l 
snCn) = JcO (’ - zj)J 41 E K-1, r = O(l)n - 1. 
Then there exists a complex n X n matrix S such that 
I 
1 
.z - z. 
(~-Zo)(~-4 
\ 
4ow 
41(4 
S = 92(z) 
n-2 
II tzmzj) 
\ j=O I 
4,-lb) 
forall zEC. (*) 
Hence by Proposition 1 ( qo($), ql({), . . . , qn_ l({))T is a right-hand eigenvector 
of SF$- ’ corresponding to the eigenvalue 5 if p(l) = 0: 
LEMMA 5. Let p(x) = E~~,biqi(z)+17~:~(z - zj); then any root { ofp is 
an eigenvalue of 
_I 
S 
20 loo*-. 0 
0 Zl 1 0 . . * 0 
0 0 z2 1 . . . 0 
. . 
. . 
. . 
1 
00.. . . 0 zn-1 
S-’ - (Se,) 
\ T 
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Now let k, 0 G k G n, be fixed, zi f zj for 0 =G i < j< k - 1, and 
i = O(l)k - 1, 
n (z-zj), i=k(l)n. 
WERNER 
(3) 
For the application of Lemma 5 one must know the matrix S and the 
coefficients ui of the expansion of p with respect to 90, 91,. . . , Qn: 
LEMMA 6. If 90, 91,. . . , 9” are given by (3), then 
(i) ui = 
p(zi)/n~~~,j-~(zi-zj), 
P[zO~*~*>zil~ 
i=O(l)k-1, u =1 
i=k(l)n-1, n ’ 
(ii) s= “a To i ’ , where ‘n-k) 
Sk := 
k-l k-l 
II (zO-zj) J~2(zO-zj) ‘*’ ’ 
j=l 
k-l 
0 n (Z,_Zj) -0. 1 
j=2 
. , 
6 
. . 
0 . . . 1 
and I,_, i.s the unit (n - k)x(n - k) matrix. 
Proof. Let 
then for i = O(l)k - 1: 
E Q=k,k 
a, = 1; 
(cf. Mihe-Thompson [ 10, p. 91) 
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= h ,_p’“‘) 
k-l 
II tzjwzI)* 
j-O ,;O’zj- ZI) z=i+l 
l*j 
In matrix notation this may be written as follows: 
The Lagrangian interpolation formula shows that 
k-l i-l k-l 
so that 
C aiJ~O(Z-Zj)= C ui9i(z)y 
i=O i=O 
1 
z - z. 
k-2 
II Czwzj) 
j=O 
By definition of Q~, j= k(l)n - 1, this yields 
( uo,u,,...,un_,)S i = qpq,...,qpl) ( 
n-2 
l-l b - Zj> 
j=O 
9k-lb) 
Since this equation is valid for any normed polynomial p E II,, , ( * ) is proved 
for the basis ( 90, 91,. . . , 9,} of II, defined in (3). 
These preparations enable us to give the companion matrix of p with 
respect to the basis 90, Q~, . . . ,9,, defined by (3): 
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PROPOSITION 7. Let 
k-l k-l 
j-i 
u,=l, zi f zj for O<i< j<k-1; 
then p(n) = det( ZI - G,), where 
Gp: = 
ZO 00.‘. 
0 z1 0 . . 
0 
0 . . . . 
zk-l 
_-------------- 
1 1 1 . . . 
000.. . 
000.‘. 
. 
. . 
. . 
000.. . 
010 0 . . . 0 - 00 
010 0 . . 0 - 01 
.I. . 
.,. . 
$0 . 0 . . . . 0 - 010      Ok-2 
ak-l 
j~~kzk--~--_-. 0 - Ok 
O’ l zk+l 0 
010 1 . 
-Ok+1 
.I . . 
.I . . . 
0; 0 0 1 
znml-o”_ 
ifk<n,and 
G,:=diag(z,, q ,..., z,_1) - u1 (l,l,...,l) . 
u , n-1 
ifk=n. 
Proof. Apply Lemma 5: a direct calculation yields 
, 
20 lo.-. 0’ 
0 z1 1 . . . 0 
: 
. . 
s . . SS’ 
. . 
0 1 
0 . . . . \ 0 z"-1 / 
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= 
20 00*~~0~10~~ 
02,0~~~0,10~~ 
.,. . 
.,. . 
.,. . 
.I. . 
0 0 . * . 0 zk_11 1 0 
---_--_---_--_-- _I--------- 
0 0 0. . . OIZ, 10. 
. . . 
. . . 
.;o. . 
. . 
. . . . I . 
. . . . ’ . 
ooo**. 0 I 0 
000~~~0,0~~~ 
. . 0 
. . 0 
0 
---_--- 
. . 0 
. . 0 
1 
. 0 2,-l 
and 
(l,l,..., 1)” if k=n, 
e, if ken. 
n 
The application of Gershgorin’s disk theorem to G, [or to A- ‘G,R with 
the diagonal matrix A := diag( q, (Ye,. . . , a,_,)] then yields estimates for the 
roots of p: 
PREPOSITION 8. Let 
k-l k-l 
P(Z)=i~OuiJ~O(z-zj)+ 5 ui’lYtl(z-_li)y a* = 1, 
i=k j=O 
j*i 
zi * zjfi 0 < i < j< k - 1, p(zi)* 0 for i = O(l)k - 1; furthermore let 
(i) cq > 0 for i = O(l)n - 2, (Y,_~ := 1 
(ii) Q:={z E Q=Jlz - zij < y,}, i = O(l)n - 2, 
D n-1 :={z E qlz -(q-1 - q-1)1 G Y”_l}, 
wherey,isdefinedinthecmel<k<n-lby 
I 
ai /ak if O<i<k-1 
%/%+I if kgi<n-2 
yi := 
n~2’“i’ 
j=O “j 
if i=n_l 
and in the case k = n by 
n-l 
yi:= c qujl 
j=O “j 
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Then any root of p belongs to 
any connected component of D which contains the interior of m disks 
contains exactly m roots of p (if their multiplicity is taken into account). 
The proof is similar to the proof of Proposition 2; the irreducibility of G, is 
easily verified under the above assumptions by means of graph theory (cf. 
Varga [13, Theorem 1.61). 
REMAFK The idea of deriving error bounds for the roots of polynomials 
via Lagrange interpolation with remainder (this corresponds to the case 
k = n) seems to be due to Smith [12] (see also Elmer [2]), who also applied 
Gershgoxin’s theorem to 
dks(z,, z1 ,...,z_~) - seT, 
ST:=(q), (I 1 ,..., u,_~), eT:=(l,l ,..., 1). In the general case k < n (which is 
important if the assumption zi * zi for i * j is dropped), our approach is 
different, however. For k = n - 1 our results correspond to those of Iaszlo [7]. 
COROLLARY 9. Let 1 d k G n, let E be the unique positive solution of the 
equation 
k-l n-2 
E 
n-k+1 = 
C Iail+ Jlk l”ilei-k+l* 
i-0 
Zf (isarootofp, then thereisaz~{~~,z~,...,~,_~,~,_~-u,_~}~ch that 
Proof. Set ~1~ = CX~ = . - . = ok-I, q:=~“-~-~, i = k - l(l)n - 1, in 
Proposition 8. n 
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4. ON THE EXPLICIT COMPUTATION OF THE CHARACTERISTIC 
POLYNOMIAL; A DANILEVSKI-TYPE ALGORITHM 
Let A=C”*” be a complex n x n matrix; then A can be reduced by a 
similarity transformation to the Frobenius (or rational) canonical form, i.e. to 
a direct sum of a number of Frobenius matrices (cf. Wilkinson [14, p. 15 f.]). 
This result obviously can be extended to the generalized Frobenius compan- 
ion matrix of Proposition 1; the diagonal elements-which are zero in the 
standard case-may be prescribed arbitrarily then. A reasonable choice for 
the diagonal entries, however, is to take approximations of the eigenvalues if 
these are available. The sensitivity of the roots with respect to changes in the 
coefficients, i.e. the condition of the polynomial, gives reason for this choice. 
A measure for this sensitivity is the condition number K~({) of a simple root 
n-11 k-l 
c ‘k,po (l-‘j) 
K1(l):= k=” 
ISP'WI 
where p(Z) = &,a,l$:;(z - Zj), u, = 1 (cf. Gautschi [3, Theorem 2.11). 
or tends to zero if the zj’s approach the roots of p, i.e., the influence of 
errors in the coefficients on the roots is damped for sufficiently good 
approximations z j of the roots. 
Since there are several reliable algorithms which transform a given matrix 
AEC”,” into Hessenberg form [14, p. 345 ff.], we adopt the point of view 
thatAEC”*” already is given in Hessenberg form with nonvanishing subdi- 
agonal elements: 
A= 
a11 a12 a13 al4 *** al* 
a21 a, a= a% ... a2n 
0 u32 aa u34 ... a3n 
0 0 ati a4 en- a4n 
. . 
where u,+:,~ * 0 for i = l(l)n - 1. Hence A is similar to a (generalized) 
Frobenius matrix; the corresponding similarity transformation can be con- 
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DANILEVSKI-TYPE ALGORITHM. Let 
(“approximations for the eigenvalues of A”); set 
A(k).=T A@-l)T-1 
* k k ) k = l(l)n - 1, 
where 
T,:=I + qkel+l, 
I-tek+l qk := a~~-ll~ + (&,I - Ackpl))ek}. 
The matrix A(“- ‘) then is the companion matrix of the characteristic poly- 
nomial with respect to zo, zr, . . . ,z,_ 1 (cf. Proposition 1). 
REMARK. 
(a) The computation of the characteristic polynomial by the above 
Danilevski-type algorithm requires about n”/S arithmetic operations. 
(b) As was pointed out by Wilkinson [14, p. 405-4081, for the standard 
Danilevski method the coefficients of p are computed fairly accurately even if 
small pivotal values occur. The trouble which arises by the application of the 
standard Danilevski method is that it eventually produces the coefficients of 
an ill-conditioned representation of the characteristic polynomial whose roots 
differ much from the original eigenvalues; this fact is sometimes called 
“instability of Danilevski’s method.” These difficulties are, however, over- 
come if suitable approximations for the eigenvalues in the above Danilevski- 
type algorithm are used. On the other hand, good approximations zo, zl,. . . , 
z,_~ for the eigenvalues of A may lead to cancellation effects in the 
computation of the coefficients; the influence of these errors caused by 
cancellation is however strongly damped, as good approximations for the roots 
imply smaU condition numbers for them (at least if they are simple.) 
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NUMERICAL EXAMPLES. 
(a) Let us first consider a simple example which was used by Wilkinson 
[14, p. 4081 to illustrate the instability of the standard Danilevski method: 
0.99995 
H:= 
0.23125,,+ 
Danilevski’s method (5decimaMigit floating-point arithmetic) yields the 
Frobenius matrix: 
i 
0 
F= 1 
- 0.10600,,1 
i 0.20000,,1 * 
We see that the computed F is indeed almost correct to working accuracy, in spite of 
the use of multipliers of order 105.. . . Nevertheless, the eigenvalues of the computed 
F do not agree closely with those of the correct F which are, of course, those of H. The 
cause of the trouble is that the matrix F is very much more ill-conditioned than H, and 
hence the small “errors” in the elements of F lead to quite serious errors in the 
eigenvalues. [14, Zoc. cit.] 
The generalized Frobenius matrix of H produced by the above Danilevski-type 
algorithm is 
F= 
( 
0.99995 0.95564,,-12 
1 i 0.10001,,1 ’ 
whose characteristic polynomial (in Newtonian form) is very well conditioned. 
(b) A more realistic example is the following: Let 
Hz= 
19 18 17 16 15 . . . 2 1 
18 18 17 16 15 . . . 2 1 
0 17 17 16 15 . . * 2 1 
0 0 16 16 15 . . - 2 1 
0 0 0 15 15 . * * 2 1 
. . . . . . . 
. . . . . . . 
. . . . . . . 
. . . . . . 
ooo**-* 0 1 1 
E Q:l9,19. 
3 
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the ten largest eigenvalues of H are very well conditioned, whereas the nine 
smallest (which are the reciprocals of the nine largest) are very ill conditioned. 
A corresponding lower dimensional matrix is used in [ 151 by several authors to 
demonstrate the limits of various methods for the numerical computation of 
eigenvalues. In the Table 1 we give 
(1) in the first column, the nine smallest eigenvalues of H (correct to 10 
digits); 
(2) in the second column, the approximation for these (ill-conditioned) eigen- 
values produced by the QR algorithm for real Hessenberg matrices [15, pp. 
359-3711; 
(3) in the third column, the nine smahest roots of the characteristic poly- 
nomial which was computed by application of the above Danilevski-type 
algorithm; the approximate eigenvalues given by the QR algorithm were used 
as 20, 21, * ’ - ,Z18. 
Ail computations were performed in B-digit decimal floating-point arithmetic 
and finally rounded in Table 1 to 10 digits; let us mention that the well-condi- 
tioned eigenvalues of H are computed to some 12 correct digits by the QR 
algorithm. The success of the above device for the improvement of the 
eigenvalues heavily depends on the fact that we used a wellconditioned 
representation of the characteristic polynomial; e.g. if one uses z. = zi = . . * 
= 218 = 10, which is the center of gravity of the eigenvalues, the accuracy of 
the QR approximations is severely degraded. 
5. ON THE EXPLICIT COMPUTATION OF THE CHARACTERISTIC 
POLYNOMIAL; A DIRECT METHOD 
LetAEC”*” be given in Hessenberg form with nonvanishing subdiagonal 
elements; with A we associate the following system of equations: 
‘%O a11 - 2 a12 a13 
. . . 
allI ’ ‘P”W 
0 a21 aa-2 am *.a a2” PA4 
0 0 a32 u33-z **+ a3n P*-2w 
;, ;, . . . 0’ a_ll unn’- z ’ Pd4 
0 0 *a* 0 0 Un+l,n/ ,p,(z) 
=e n+l, 
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TABLE 1 
Exact QR 
eigenvalues algorithm 
33 
Danilevski-type 
algorithm 
0.1770388752 lo - 1 0.148353537710 - 1 
0.2427211948,, - 1 0.2735141669,, - 1 
0x303046939,, - 1 0.2735141669,, - 1 
0.4566553521,, - 1 0.5785052425,0 - 1 
0.6509206119,, - 1 0.5785052425,, - 1 
0.9707202452,, - 1 0.9763155086,,, - 1 
0.1540319349 0.1539964330 
0.2647658072 0.2647666256 
0.4976596382 0.4976596323 
0.1770387960,0 - 1 
0.2427219711,, - 1 
0.3303030630,, - 1 
0.4566566952 10 - 1 
0.6509201500,, - 1 
0.9707202961~~ - 1 
0.1540319351 
0.2647658071 
0.4976596382 
where a,,, ,,:= 1, aI,,:= l/n;_,~~,~_~, 2 EC, pi’ Iti. The application of 
Cramer’s de to (4) immediately yields 
LEMMA lo. p,,(z) = det(d - A). 
REMARK. For fixed z the solution of (4) corresponds to Hyman’s method 
[14, p. 4261. 
Let us denote by Z-Ik(z) E Q= k*k, k = l(l)n + 1, the leading principle 
submatrices of the matrix occurring in (4). As 
n,=span 
i 
l,z-z&-z&--ZJ ,**., ;&h-Q] 
for some given points zO, zl,. . . , z,_ 1 E Q:, the polynomials p, can be repre- 
sented in the form 
Thus (4) is equivalent to 
k+,W 
\ 
II (z-xj) 
j=o 
\ 
=e n+l, 
I 
(5) 
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P= 
PP Pl”) 
pp .,. 
@l’ p(;-l) pp-l) . . . 
44) pl”-2) pp . . . 
Ph2’ Pf) PZ2) 
P&l’ P’l” 0 . . . 
PhO) 0 0 
. . . 
p(“), n d”‘, p(“) n 
d”_il) d”=11) 0 
pfii2) 0 0 
0 0 
0 0 0 
0 0 0 
The unknown coefficients ~$13 can be computed column by column from (5): 
PROPOSITION 11. Let 
then 
H n+ 
Proof. Let 
I:= 
-kbk) 
0 1 
0 0 
0 0 
0 0 
p’“p ’ 
p’“;2’ 
:=en+l; 
0 0 
1 0 
. . 
0 0 
0 0 
k = O(l)n. 
\ 
EC n+l,n+l 
I 
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By (5) we get for arbitrary x, E C 
HenceH,+l(zo)Pel=e,+l, H,+l(ziY’ei+l = JPe, , i = l( l)n, which is equiva- 
lent to the assertion. n 
REMARK. 
(a) The computation of the characteristic polynomial of a Hessenberg 
matrix via Proposition 11 requires about n3/6 arithmetic operations. 
(b) Algorithm (57.1) proposed by Wilkinson [14, p. 4111 corresponds to a 
row-by-row computation of the matrix P; an essential disadvantage of this 
device is that one must store the last n - 1 rows of P in order to compute the 
first one. 
In a compact notation the algorithm induced by Proposition 11 reads: 
Set 
si:=ui i_i’ i=n( -1)2, sntl:=l, sl:=l/n~=asj, 
cu,:=o, i=O(l)n-1, a,:=l; 
for k = n + l( - 1)2 
CY,: =(Y,/sk 
< 
a,:= 1 
(6) 
36 
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REMARK. If (6) is applied to a (generalized) Frobenius matrix, we get the 
general Homer algorithm; the matrix P [cf. (5)] then corresponds to the 
Homer scheme, which usually is arranged in a different way, however. 
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