We study a class of systems whose dynamics are described by non-Markovian Langevin equations with state-dependent coefficients. We find that in the limit, in which all the characteristic time scales vanish at the same rate, the position variable of the system converges to a homogenized process, described by an equation containing additional drift terms induced by the noise in the considered limit. The convergence results are obtained using the main result in [1], proven here in a stronger version, requiring weaker spectral assumption on the damping matrix. We apply our results to study thermophoresis of a Brownian particle in a non-equilibrium heat bath.
I. INTRODUCTION
From physical sciences to social sciences, many phenomena are modeled by noisy dynamical systems. In many such systems, several widely separated time scales are present. The system obtained in the homogenization limit, in which the fast time scales go to zero, is simpler than the original one, while often retaining the essential features of its dynamics [2] , [3] , [4] , [5] . On the other hand, the different fast time scales may compete among themselves and this competition is reflected in the homogenized equations.
Of particular interest is the model of a Brownian particle interacting with an environment [6] . The usual model for such system neglects the memory effects, representing the interaction of the particle with the environment as a sum of an instantaneous damping force and a white noise. Although such an idealized model generally gives a good approximate description of the dynamics of the particle, there are situations where the memory effects play an important role, for instance when the particle is subjected to a hydrodynamic interaction [7] or when the particle is an atom embedded in a condensed-matter heat bath [8] . In addition, the stochastic forcing introduced by the environment is often more accurately modeled by a colored noise than by white noise.
In this paper, we study a class of non-Markovian Langevin equations with state-dependent drift and diffusion coefficients, driven by colored noise. They provide a realistic description of the dynamics of a classical Brownian particle in an inhomogeneous environment. We are interested in the limiting behavior of the particle when the characteristic time scales become small and in how competition of the time scales, as well as the inhomogeneity of the environment, impact its limiting dynamics. The main mathematical results of this paper are Theorem IV.1 and Theorem IV.3, in which we derive explicitly the homogenization limits for a class of non-Markovian systems. Their physical relevance is illustrated by an application to thermophoresis models.
The paper is organized as follows. In Section II, we introduce and discuss a class of nonMarkovian Langevin equations to be studied. In Section III, we derive the SmoluchowskiKramers limit for a class of SDEs with state-dependent drift and diffusion coefficients, * shoelim@math.arizona.edu under a weaker assumption on the spectrum of the damping matrix than that used in earlier work [1] . Using this result in Section III, we study the homogenized dynamics of the non-Markovian models in Section IV. In Section V, we apply the main results of the paper to study the thermophoresis of a Brownian particle in a non-equilibrium heat bath. We end the paper by giving the conclusions and final remarks in Section VI.
II. NON-MARKOVIAN LANGEVIN EQUATIONS A. The Non-Markovian Models
We consider a class of non-Markovian Langevin equations with state-dependent coefficients that describe the dynamics of a particle moving in a force field, taking into account the inertial effect and its interaction with an environment. Let x t ∈ R d , t ≥ 0, be the position of the particle. The evolution of position, x t , is given by the solution to the following stochastic integro-differential equation (SIDE):
with the initial conditions (here the initial time is chosen to be t = 0):
Here and throughout the paper, overdot denotes derivative with respect to time t, m is the mass of the particle, the matrix-valued function κ(t − s) : R → R d×d is a memory kernel, the matrix-valued functions σ(x t ) : R d → R d×k and g(x t ) : R d → R d×d are the state-dependent coefficients of the equation, F (x t ) : R d → R d is a force field acting on the particle and ξ t is a k-dimensional Gaussian noise process. The initial conditions x and v are random variables independent of {ξ t , t ≥ 0}. We remark that a more general form of SIDE can be treated by methods of this paper, in which the factor multiplying the integral in (1) is replaced by f (x t ) where f and g are two distinct functions. Study of microscopic dynamics leads naturally to the form (1) (see Appendix A), so we are going to limit ourselves to this case.
The SIDE (1) is a non-Markovian Langevin equation, since its solution at time t depends on the entire past. It differs from the usual Newton equation by two terms. One of them involves an integral over the particle's past velocities with a memory kernel κ(t − s). It describes the state-dependent dissipation which comprises the back-reaction effects from the environment up to current time. The other term, involving a Gaussian colored noise ξ t , is a multiplicative noise term, also arising from interaction of the particle with the environment.
As remarked by van Kampen in [11] , "Non-Markov is the rule, Markov is the exception". Therefore, it is not surprising that non-Markovian equations (including those of form (1)) find numerous applications and thus have been studied widely in the mathematical, physical and engineering literature. For instance, see [12] , [13] for surveys of non-Markovian processes, [14] , [15] , [16] , [17] for physical applications and [18] for asymptotic analysis. A variant of SIDE (1), where the coefficients depend on both position and velocity, has been studied in the context of escape rate problem in [19] (see also [20] ).
In this paper, we study two special sub-classes of SIDE (1), where the driving Gaussian colored noise is either Markovian or non-Markovian. The first sub-class is the SIDE with the memory kernel given by an exponentially decaying function, i.e.
where A is a constant diagonal matrix with positive entries, and the colored noise is the Ornstein-Uhlenbeck (OU) process, ξ t = η 0 t , i.e. a mean zero stationary Gaussian process which is the solution to the SDE:
where the initial condition is distributed according to the (unique) stationary measure of the process, i.e. η 0 0 = η is normally distributed with zero mean and covariance of A/2. Here W t is a d-dimensional Wiener process. The statistics of η 0 t are given by:
where * denotes transposition of vector. Ornstein-Uhlenbeck processes are the only stationary, ergodic, Gaussian, Markov processes with continuous autocorrelation functions. When all entries of A go to infinity, the OU process approaches the white noise. For details on OU processes, see for instance [21] and Section 2 of [10] . The resulting SIDE for the first sub-class reads:
The second sub-class is the SIDE with the memory kernel given by an oscillatory function whose amplitude is exponentially decaying, i.e.
where τ is a constant diagonal matrix with the positive entries (
, Ω is a constant diagonal matrix with the real entries (ω ii )
, Ω 0 is a constant diagonal matrix with the entries (
and Ω 1 is a constant diagonal matrix with the entries
The colored noise is given by the harmonic noise process, ξ t = h 0 t , i.e. a mean zero stationary, non-Markov, Gaussian process which is the solution to the SDE system:
where the initial conditions are distributed according to the (unique) stationary measure of the above system and W t is a d-dimensional Wiener process. The statistics of h 0 t are given by:
The harmonic noise is an approximation of the white noise, smoother than the OrnsteinUhlenbeck process. It can be shown that in the limit ω ii → ∞ (for all i) the process h 0 t converges to the Ornstein-Uhlenbeck process whose ith component process has correlation time τ ii , whereas in the limit τ ii → 0 (for all i) the process h 0 t converges to the white noise. For detailed properties of harmonic noise process, see for instance [22] or the Appendix in [23] . We remark that the use of harmonic noise as the driving non-Markovian colored noise in the SIDE (1) is a natural choice that models the environment as a bath of damped harmonic oscillators. It is simpler to analyze compared to the general multiscale colored noises considered in Section 2.3 of [24] . The resulting SIDE for the second sub-class reads:
Remark II.1. The SIDEs (4) and (7) belong to a special class of non-Markovian equations, the so-called quasi-Markovian Langevin equations [25] . For these equations one can introduce a finite number of auxiliary variables in such a way that the evolution of particle's position and velocity, together with these auxiliary variables, is described by a usual SDE system and is thus Markovian. We remark that such "Markovianization" procedure works because the colored noise can be generated by a system of SDEs and the memory kernel satisfies a linear ODE (of finite order). If, on the other hand, the memory kernel decays algebraically, then there is no finite dimensional extension of the space which would make the solution process Markovian [12] .
In cases of particular interest in statistical physics, g is proportional to σ (g ∝ σ), with the proportionality factor dependent on the temperature T of the environment. We also have
for the first sub-class and
for the second sub-class. In such cases, the SIDEs (4) and (7) describe a particle interacting with an equilibrium heat bath at a temperature T , whose dynamics satisfy the fluctuationdissipation relation [26] , [27] .
B. Homogenization of SIDEs: Discussions and Problem Statement
There are three characteristic time scales defining the non-Markovian dynamics described by the SIDE (1):
• the inertial time scale, λ m , defined as the relaxation time of the particle velocity process v t :=ẋ t . The limit λ m → 0 is equivalent to the limit m → 0;
• the memory time scale, λ κ , defined as the inverse rate of exponential decay of the memory kernel κ(t − s);
• the noise correlation time scale, λ ξ .
For the purpose of multiscale analysis, we set m = m 0 ǫ µ , λ κ = τ κ ǫ θ and λ ξ = τ ξ ǫ ν , where ǫ > 0 is a parameter which will be taken to zero and µ, θ, ν are positive constants (exponents), specifying the rates at which the time scales λ m , λ κ , λ ξ vanish respectively.
With these substitutions, the SIDE (4) becomes (with A in the formula for κ 1 replaced by A/(τ κ ǫ θ ), A in (2) replaced by A/(τ η ǫ ν ) and η 0 t replaced by η t ):
where η t is the Ornstein-Uhlenbeck process with the correlation time τ η ǫ ν , i.e. it is a rescaled process satisfying the SDE:
and the SIDE (7) becomes (with τ := τ κ ǫ θ in the formula for κ 2 , h 0 t , u 0 t replaced by h t , u t respectively and τ := τ h ǫ ν in (5)- (6)) :
where h t is the harmonic noise process with the correlation time τ h ǫ ν , i.e. it is a rescaled process satisfying the SDE system:
Both SIDEs have the initial conditions x 0 = x,ẋ 0 = v. The initial conditions η 0 (respectively, h 0 and u 0 ) are distributed according to the stationary measure of the SDE that the process η t (respectively, h t and u t ) satisfies. In this paper we set µ = θ = ν, which corresponds to the case when all the characteristic time scales are of comparable magnitude so that this leads to a non-trivial limit as ǫ → 0. Our main goal is to derive a limiting equation for the (slow) x component of the processes solving the equations (8)- (9) and the equations (10)- (12) , in the limit ǫ → 0, in a strong pathwise sense.
We explain the motivation behind the above rescalings. The rescaling of the memory kernels κ 1 (t − s) and κ 2 (t − s) is such that in the limit ǫ → 0 the rescaled memory kernels converge to δ(t)I formally, where δ(t) is the Dirac-delta function and I is a d × d identity matrix. On the other hand, the rescaled noise processes η t and h t converge to the white noise process in the limit ǫ → 0.
where T > 0 is a finite constant, W t be an R d -valued Wiener process on a probability space (Ω, F , F t , P ) satisfying the usual conditions [28] . Here F t is the usual augmentation of σ({W s : s ≤ t}), the σ-algebra generated by W up to time t. Throughout the paper, we denote the position component of the pre-limit equation by small letter x t and that of the limiting equation by a capital letter X t .
Here and in the following, we use Einstein summation convention and * denotes the transposition of a matrix. The Euclidean norm of an arbitrary vector w is denoted by |w| and the (induced operator) norm of a matrix A by A .
We make the following assumptions.
Assumption 1. The force field F (x) and the matrix-valued coefficients g(x), σ(x) are real-valued, continuously differentiable functions in the variable x, hence bounded on any compact interval [0, T ], i.e. F , g, σ ∈ C 1 b . Moreover, we assume that the Jacobian matrices of g and σ are bounded. Assumption 3. The initial conditions x and v are random variables independent of the σ-algebra generated by W t . They are chosen independently of the small parameter ǫ. We assume that they have finite moments of all orders, i.e.
Assumption 4. There are no explosions, i.e. almost surely, there exists global unique solution on the compact time interval [0, T ] for any values of the parameter ǫ to the pre-limit equations and also to the limiting equations.
Throughout the paper, the generic symbols, such as C and T , do not need to have the same values in all equations and inequalities. The convergence of the solution, x t , of the pre-limit equation to the solution, X t , of the limiting equation will be obtained in the L 
for p > 0.
III. SMOLUCHOWSKI-KRAMERS LIMIT OF SDE'S REVISITED
Let x t , v t ∈ R n , where t ∈ [0, T ]. Consider the 2n-dimensional SDE:
where
Wiener process and m > 0 is the mass of the particle. The initial conditions are given by x 0 = x, v 0 = v. The above SDEs model diffusive phenomena in systems where the damping and diffusion coefficients are state-dependent.
The Smoluchowski-Kramers limit (or the small mass limit) of the system described by (13)- (14) has been studied in [1] (see also [29] , [30] and the recent works [31] , [32] ). The main results of these works say that, under certain assumptions, the x-component of the solution to SDEs (13)- (14) converges (in a strong pathwise sense), as m → 0, to the solution of a homogenized SDE that contains a drift correction term, the so-called noise-induced drift, that was not present in the pre-limit SDEs. The presence of such noise-induced drift in the homogenized equation is a consequence of the state-dependence of the damping and diffusion coefficients. For an overview of the noise-induced drift phenomena, we refer to the review article [33] .
In all the works in [1], [30] , [31] , [32] , the spectral assumption made on the matrix γ was that the smallest eigenvalue of its symmetric part 1 2 (γ +γ * ) is positive uniformly in x or that it is positive definite. The same results can be obtained under a weaker assumption that matrix γ is positive stable, i.e. all real parts of the eigenvalues of γ are positive uniformly in x [34] . To simplify the analysis, we assume boundedness of the coefficients in the SDEs as in [1] . More precisely, we make the following assumptions.
Assumption 5. The coefficients F , γ, σ are bounded, continuously differentiable functions, i.e. they are C 1 b functions. Moreover, the Jacobian matrix of γ is bounded.
Assumption 6. The matrix γ is uniformly positive stable, i.e. all real parts of the eigenvalues of γ are bounded below by some constant 2κ > 0, uniformly in x.
Assumption 7. The initial conditions x and v are random variables independent of ǫ and have finite moments of all orders, i.e.
Assumption 8. The global solutions, defined on [0, T ], to the pre-limit SDEs (13)- (14) and the limiting SDE a.s. exist and are unique for all ǫ > 0 (i.e. there are no explosions).
We now state the result.
Theorem III.1. Suppose that the SDE system (13)- (14) satisfies Assumption 5-8. Let (x t , v t ) ∈ R n × R n be its solution, with initial condition (x, v). Let X t ∈ R n be the solution to the following (Itô) SDE with initial position X 0 = x:
where S(X t ) is the noise-induced drift whose ith component is given by
where J is the unique matrix solving the Lyapunov equation
Then the process x t converges, as m → 0, to the solution X t , of the (Itô) SDE (15), in the following sense: for all T > 0, p > 0, 0 < β < p/2, we have
Despite the relaxed spectral assumption on γ, the techniques used to prove the above convergence result are identical to the one provided in previous works: [1], [31] and [32] . Therefore, we will simply review the essential ingredients for the proof of Theorem III.1 and point out the needed modifications along the way. The readers are invited to refer to these works for more technical details.
A. Derivation of Limiting SDE
We start by rewriting SDE (14) as
The integral form of the above is given by
We are interested in the limit as m → 0 of the process x t . Only the first integral in the above formula has an explicit dependence on m, so we need to examine its asymptotic behavior when m becomes small. Integrating by parts in its second term, we can write its ith component as:
We now examine the asymptotic behavior of the above expression in the limit as m → 0. Following [1], we express the matrix mv s v * s , s ∈ [0, t], as a solution to an equation by applying Itô's formula to the matrix (mv s )(mv * s ). This leads to:
Denoting mv s v * s ds by V , −γ(x s ) by Q and letting
we can write the above equation as the following Lyapunov equation
By Assumption 6, all real parts of the eigenvalues of Q are negative, thus the Lyapunov equation has a unique solution given by:
Writing this out explicitly, we obtain:
Based on the prior result in [1], we expect that only the second term on the right hand side has a nonzero limit as m → 0. The other terms are expected to vanish as m → 0. Thus, in the limit m → 0, we expect that mv t v * t converges to the solution, J, of the following Lyapunov equation:
given in the statement of Theorem III.1 (see eqn. (16)).
B. Moment Estimates and Proof of Convergence
To justify the above convergence arguments, we provide estimates on the pth moment of the momentum process p t := mv t and the process mv t v * t , in the limit m → 0. First, we state the following lemma, adapted from Proposition A.2.3 of [35] , to obtain an exponential bound on certain fundamental matrix solution.
Lemma 1. Let B(t) be a bounded, continuous, R n×n -valued process defined on a compact time interval [0, T ] such that all real parts of the eigenvalues of B(t) are bounded from above by −2κ, where κ is a positive constant. Let Φ(t, s) be the fundamental matrix that solves the initial value problem (IVP):
Then there exists a constant C and a constant ǫ 0 > 0 such that
The exponential bound above is due to the fact that IVP (20) is a singular perturbation problem on a compact time interval, so B(t) becomes a slowly varying process after timestretching. Had ǫ been fixed, we generally could not obtain such an exponential bound and, in fact, Φ(t, s) could even grow exponentially in time (see for instance, page 26-27 of [35] ). We will use Lemma 1 to obtain a bound on a class of stochastic integrals by modifying Lemma 5.1 in [31] as follows. Lemma 2. Let H t := H 0 + M t + A t be the Doob-Meyer decomposition of a continuous R k -valued semimartingale on (Ω, F , F t , P ) with a local martingale M t and a process of locally bounded variation A t . Let V ∈ L 1. Let Φ(t) := Φ(t, 0) be the adapted C 1 process that pathwise solves the IVP (20) . Then for every T ≥ δ > 0 and for every ǫ ≤ ǫ 0 , we have the P-a.s bound:
where N = max{k ∈ Z : kδ < T }, ǫ 0 , κ and C are constants from Lemma 1 and l 2 -norm is used on every R k .
Proof. The proof is identical to that of Lemma 5.1 in [31] up to line (5.10), with the constant α there replaced by κ, etc. We let ǫ ≤ ǫ 0 and replace the bound in line (5.11) there by the following bound due to the semigroup property of fundamental matrix process and Lemma 1:
Then we proceed as in the proof of Lemma 5.1 in [31] to get the desired bound.
Lemma 2 ensures that conclusion of the Proposition 5.1 of [31] , which provides an estimate on the momentum process p t := mv t , holds under present assumptions. For completeness, we state it here.
as m → 0. Therefore, for any p > 0, T > 0, β > 0, we have
We remark that the stronger decay result obtained in Proposition 5.2 of [31] is no longer valid when the matrix γ + γ * is not positive definite but this stronger result is not necessary for our proof of convergence on compact time intervals.
We also need the following estimate on a class of integrals with respect to products of the components of the momentum process p t = mv t . The estimate is a modification (due to our remark in the previous paragraph) of the one given in Proposition 2.3 in [32] .
as m → 0. Here i, j denote the components of the momentum process p t in the standard basis for R n .
Using all the above moment estimates, one can obtain the convergence of x t to X t in the limit as m → 0 stated in Theorem III.1, by using the proof techniques in [31] and [32] .
IV. HOMOGENIZATION FOR NON-MARKOVIAN MODELS
We now return to the two sub-classes of SIDE (1) introduced in Section II. In this section, we study the effective dynamics described by SIDEs (8) and (10) in the limit as ǫ → 0. As stated in Section II B, we assume that all the characteristic time scales vanish at the same rate, so without loss of generality, we may set µ = θ = ν = 1. We perform the analysis for the first sub-class described by SIDE (8) in detail. The analysis for the second sub-class described by SIDE (10) is done using similar techniques and we omit some details.
A. SIDEs Driven by a Markovian Colored Noise
In view of Remark II.1, the Langevin equations (8)- (9) can be cast as the system of SDEs for the Markov process (x t , v t , z t , y t , ζ t , η t ) ∈ R 6d :
where we have defined the auxiliary process
We denotex t := [x t z t ζ t ] * andv t := [v t y t η t ] * (recall that * denotes transpose, sô x t andv t are column vectors) and rewrite the above SDE system in the form (13)- (14):
withγ
whereγ,σ ∈ R 3d×3d are 3 by 3 block matrices with each block a R d×d -valued matrix, 0 in γ andσ is a d × d zero matrix, while 0 inF denotes a d-dimensional zero vector so that F ∈ R 3d . Finally,Ŵ is a 3d-dimensional Wiener process. To obtain the effective evolution of x t in the limit ǫ → 0, we apply Theorem III.1 to (21)- (22) . We have to show thatγ is positive stable (uniformly in x). We include a linear algebra lemma that provides a sufficient condition for positive stability in Appendix B (see Lemma 3) .
The following convergence result is one of the two main results of the paper. It provides a homogenized SDE for the particle position in the limit as the inertial time scale, the memory time scale and the noise correlation time scale vanish at the same rate in the case when the pre-limit dynamics are driven by an Ornstein-Uhlenbeck noise.
Theorem IV.1. Let x t ∈ R d be the solution to the SDEs (8)- (9), with the matrix g(x) positive definite uniformly in x and commuting with the diagonal matrix A. Suppose that Assumptions 1-4 are satisfied. Let µ = θ = ν in (8)- (9) . Then as ǫ → 0, the process x t converges to the solution, X t , of the following (Itô) SDE:
, where the S (k) are the noise-induced drifts whose ith components are given by
is the block matrix solving the Lyapunov equation
The convergence is obtained in the following sense: for all finite T , p > 0, 0 < β < p/2, E sup
Proof. By our assumptions on g and A, the block matrixγ is positive stable by Lemma 3 in Appendix B. It is invertible and its inverse can be computed using the following formula for blockwise inversion of a block matrix: provided that S and P − QS −1 R are nonsingular, we have
where P , Q, R, S are matrix sub-blocks of arbitrary dimension.
Using this, we obtain:
As Assumptions 1-4 guarantee that Assumptions 5-8 (with n := 3d, γ replaced byγ, F replaced byF , σ replaced byσ, etc.) are satisfied, the result follows by applying Theorem III.1 to the SDE systems (21)- (22).
Corollary IV.2. In the one-dimensional case, X t := X t ∈ R, g(X) := g(X), with g : R → R, etc. (i.e. we drop the bold face when denoting scalar processes) and A := α > 0 is a constant. The homogenized equation is given by:
with
, where the noise-induced drift terms S (k) (X t ) have the following explicit expressions that depend on the parameters m 0 , τ κ and τ η :
where the prime ′ denotes derivative with respect to X. 
The eigenvalues of γ are
and so their real parts are positive. The inverse of γ is given by
On the other hand, the solution, J ∈ R 3×3 , to the Lyapunov equation,
can be computed (using Mathematica R ) to be:
The result then follows from Theorem IV.1.
Remark IV.1. Note that here the matrix γ is not symmetric and the smallest eigenvalue of its symmetric part can be negative. Thus, we cannot apply the main results in [1] to obtain the convergence result. This is in fact our main motivation to revisit the SmoluchowskiKramers limit of SDEs in Section III under a weakened spectral assumption on the matrix γ (orγ for the multidimensional case).
Next, we discuss a particular case when the fluctuation-dissipation relation (i.e. τ κ = τ η and g ∝ σ) holds. This is, for instance, the case when the pre-limit dynamics are (heuristically) derived from Hamiltonian dynamics (see Appendix A). In this case, the correction drift terms S (2) and S (3) cancel each other and the resulting (single) noise-induced drift term coincides with that obtained in the limit as m → 0 of the systems with no memory, driven by a white noise to which Theorem III.1 applies directly. However, when the relation fails, we obtain three different drift corrections induced by the vanishing of all time scales. The presence of these correction terms may have significant consequences for the dynamics of the systems (see Section V).
B. SIDEs Driven by a Non-Markovian Colored Noise
The Langevin equations (10)- (12) can be cast as a system of SDEs for the Markov process
where we have defined the auxiliary processes
* and rewrite the above SDE system in the form (13)- (14):
τκ Repeating the analysis as before, one can derive a homogenized SDE for the particle position in the limit, in which the inertial time scale, the memory time scale and the noise correlation time scale vanish at the same rate in the case when the pre-limit dynamics are driven by the harmonic noise. This is our second main result. We emphasize that in this case the original system is driven by a noise which is not a Markov process.
Theorem IV.3. Let x t ∈ R d be the solution to the SDEs (10)- (12) , with the matrix g(x) positive definite uniformly in x and commuting with the diagonal matrix Ω 2 . Suppose that Assumptions 1-4 are satisfied. Let µ = θ = ν in (10)- (12) . Then as ǫ → 0, the process x t converges to the solution, X t , of the following (Itô) SDE
with S(X t ) = S (1) (X t ) + S (2) (X t ) + S (3) (X t ), where the S (k) are the noise-induced drift terms whose ith components equal
These drift terms are induced by the simultaneous vanishing of the inertial time scale, the memory time scale and the noise correlation time scale, and
The convergence is obtained in the same sense as in the previous case: for all finite T ,
The proof of Theorem IV.3 above is similar to the proof of Theorem IV.1 (with the use of Lemma 4 in Appendix B to ensureγ is positive stable), so we omit it.
Corollary IV.4. In the one-dimensional case, X t := X t ∈ R, g(x) := g(x), with g : R → R, etc. (i.e. we drop the bold face when denoting scalar processes) and Ω := Ω is a constant. The homogenized equation is given by:
, where the noise-induced drift terms S (k) (X t ) have the following explicit expressions (computed using Mathematica R ) that depend on the parameters m 0 , τ κ and τ h :
where the prime ′ denotes derivative with respect to X and the J ij (X) are given by:
where g = g(X), σ = σ(X) and
Note that if we send Ω → ∞ in the expressions for the S (i) (X) (i = 1, 2, 3) above, we recover the corresponding expressions given in Corollary IV.2 (with α = 1). This is not surprising, since in this limit the harmonic noise becomes an OU process (with α = 1).
Moreover, when τ κ = τ h = τ , the noise-induced drift becomes S(X) = S (1) (X)+S (2) (X)+ S (3) (X), where
Again, in the case when the fluctuation-dissipation relation holds we see that the noiseinduced drift coincides with that obtained in the limit as m → 0 of the Markovian model in Section III.
Remark IV.2. The above calculation, together with the similar observation made for the previous model, suggests the following interesting question: is it true that, as long as the fluctuation-dissipation relation holds, one obtains the same noise-induced drift term in the limit, regardless of the choice of the colored noise used to model the environment? If the colored noise satisfies a linear system of SDEs, then it is natural to conjecture that the answer to the question is affirmative but otherwise we do not have an intuitive guess for the answer.
V. APPLICATION TO THE STUDY OF THERMOPHORESIS
We revisit the dynamics of a free Brownian particle immersed in a heat bath where a temperature gradient is present. This was previously studied in [36] , in the one-dimensional setting. It was found there that the particle exhibits a drift in response to the temperature gradient due to the interplay between the inertial time scale and the noise correlation time scale. Such phenomenon is called thermophoresis. We refer to [36] , [37] and the references therein for further descriptions of this phenomenon, including references to experiments.
Here we will study the dynamics of the particle in a (thermodynamic) non-equilibrium heat bath, where a generalized fluctuation-dissipation relation holds, in which both the diffusion coefficient and the temperature of the heat bath vary with the position. In contrast to [36] , we take into account also the memory time scale (in addition to the inertial time scale and the noise correlation time scale) and model the position of the particle as the solution to a SIDE of the form (1).
For a spherical particle of radius R immersed in a fluid of viscosity µ, which in general is a function of the temperature T = T (x) (and thus depends on x as well), the friction (or damping) coefficient γ satisfies the Stokes law [26] :
The diffusion coefficient D(x) is related to the damping coefficient γ(x) and the noise coefficient σ(x) as follows:
so that the following generalized fluctuation-dissipation relation between damping and noise is satisfied:
for all t ≥ 0. Note that all the coefficients and the temperature are state-dependent -this is why we call the relation "generalized". In the following, we study two one-dimensional non-Markovian models for thermophoresis, one of which is driven by a Markovian colored noise and the other by a non-Markovian colored noise, in the case where the generalized fluctuation-dissipation relation above is obeyed.
A. Thermophoresis Model with Ornstein-Uhlenbeck Noise
The evolution of the position, x t ∈ R, of the particle is modeled by following SIDE:
where η 0 t is the stationary solution to the SDE:
i.e. we set d = 1, F = 0, g = g := √ γ, σ = σ in (4) and A = α in (2), where γ and σ are given by (46) . Note that the noise correlation function is proportional to the memory kernel in the SIDE (47), i.e.
and g ∝ σ only if T is position-independent.
Remark V.1. Heuristically, when the three time scales (i.e. the inertial time scale, the memory time scale and the noise correlation time scale) we are considering are small, the position variable varies slowly compared to the velocity and our assumptions imply an approximate fluctuation-dissipation relation:
We consider the effective dynamics of the particle in the limit when all the three characteristic time scales vanish at the same rate. In the following, the prime ′ denotes derivative with respect to the argument of the function. Rescaling the mass m and the decay rate α by a factor of ǫ as in Section II, setting τ κ = τ η = τ and taking the limit as ǫ → 0 of the resulting rescaled version of (47)- (48), we find, by applying Theorem IV.1, that the limiting position process X t ∈ R satisfies the SDE:
with the noise-induced drift b 1 (X) = S (1) (X) + S (2) (X) + S (3) (X), where
.
We see that part of S (2) cancels S (3) and therefore the noise-induced drift is given by:
or using the Stokes law which gives
where µ(T ) = µ(T (X)), we have
Equation (50) gives the thermophoretic drift induced by the vanishing of the three characteristic time scales. Since it arises in the absence of an external force acting on the particle, it is a "spurious drift" contributed by the presence of the temperature gradient and the state-dependence of the diffusion coefficient. We remark that this is a new result, as the drift term obtained here differs from the one obtained previously in [1] (see eqn. (118)). Our noise-induced drift appears to be more natural in the sense that the second term in (50) gives a correction due to the temperature profile to eqn. (101) in [1] (with F = 0) for the position of a Brownian particle in a diffusion gradient.
We discuss some physical implications of the thermophoretic drift given in (50). As discussed in [36] , the sign of b 1 (X) determines the direction in which the particle is expected to travel. The particle will eventually reach some boundaries, which can be either absorbing or reflecting. In the reflecting boundaries case, the position of the particle reaches a steadystate distribution ρ ∞ (X) in the limit t → ∞. Assuming that the particle is confined to the interval (a, b), a < b,
can be verified to be a stationary density, where in terms of the original parameters of the model, r := τ /m 0 > 0, and C is a normalizing constant. In particular, in absence of temperature gradient (T ′ (y) = 0), the particle is equally likely to be found anywhere in (a, b), whereas when a temperature gradient is present, the particle is more likely to be found in the hotter or in the colder region, depending on the parameters r, α, the positiondependent diffusion coefficient D(X) and the temperature profile T (X). In the limit r → ∞, the particle's position is again distributed uniformly on (a, b). On the other hand, in the limit r → 0 the stationary density is inversely proportional to the temperature, i.e. ρ ∞ (X) =CT (X) −1 , whereC is a normalizing constant. Thus, the particle is more likely to be found in the colder region. In the special case when D(X) is proportional to T (X), so that γ is independent of X, we have
whereC is a normalizing constant, so the particle is more likely to be found in the colder region, with the likelihood decreasing as r increases.
Next, we are going to study the sign of the thermophoretic drift directly using (50) (this is in contrast to the approach in [36] , where µ(T ) is linearized around a fixed temperature). We find that b 1 (X) > 0 if and only if
where µ(T ) = µ(T (X)) is obtained from the Stokes law and µ ′ (T ) denotes derivative with respect to T . Thus, there is a critical ratio r = τ /m 0 , denoted r c , such that b 1 (X) changes sign:
in which case the corresponding stationary density is given by
where C is a normalizing constant. Note that the drift does not change sign if T is independent of X. Finally, we discuss a special case. When µ(T ) = µ 0 > 0 is a constant (so that γ(X) is a constant), the thermophoretic drift is given by:
In agreement with the result in [36] , b 1 (X) has the same sign as T ′ (X), leading to an instantaneous flow towards the hotter region). The steady-state density is
where C is a normalizing constant, and the particle will be more likely to be found in the colder region for all r > 0. This is in agreement with experiments, even though the instantaneous thermophoretic drift actually directs the particle towards the hotter regions. Other special cases such as when µ(T ) is linear or quadratic in T can also be analyzed (cf. [38] ).
B. Thermophoresis Model with Non-Markovian (Harmonic) Noise
We repeat the analysis of the previous subsection in the case when the colored noise is a harmonic noise. We set d = 1, F = 0, g = g := √ γ, σ = σ in (7) so that the generalized fluctuation-dissipation relation holds. Then we rescale the resulting SIDE using a small parameter ǫ and consider the effective dynamics of the particle in the limit ǫ → 0 (with τ κ = τ h = τ ).
In this case, by applying Theorem IV.3, we find that the limiting position process X t ∈ R satisfies the SDE:
where the noise-induced drift term is given by:
Note that b 2 (X) differs from b 1 (X) obtained previously and b 2 (X) → b 1 (X), with α = 1 in the expression for b 1 (X), in the limit Ω → ∞.
In the reflecting boundaries case, the stationary solution for the particle's position is
where r := τ /m 0 > 0 and C is a normalizing constant. Similarly to the previous model, in the absence of temperature gradient (i.e. when T is a constant), the particle is equally likely to be found anywhere in (a, b). When a temperature gradient is present, the particle is more likely to be found either in the hotter or in the colder region, depending on the parameters r, α, the position-dependent diffusion coefficient D(X) and the temperature profile T (X). However, in contrast to the previous model, in the limit r → ∞ the particle is not distributed uniformly on (a, b) and in the limit r → 0 the stationary density is no longer inversely proportional to the temperature. Both distributions depend on the diffusion coefficient D(X) as well as the temperature profile T (X).
We can also study the sign of the thermophoretic drift. In this case there can be up to two critical ratios, r c , such that the b 2 (X) changes sign, as the equation b 2 (X) = 0 is a quadratic equation in r. In the special case when µ(T ) = µ 0 > 0 is a constant (and thus so is γ(X)), the thermophoretic drift is given by:
In contrast to the result in previous model, b 2 (X) has the same sign as T ′ (X) provided that
Thus, b 2 (X) and T ′ (X) do not share the same sign for all r > 0, unless |Ω| ≥ 1. Thus, according to this model, presence of a temperature gradient allows us to tune the parameters (m 0 , τ, Ω) to control the direction which the particle travels. The steady-state density in this case is
where C is a normalizing constant. The particle will be more likely found in the colder region for all r > 0 if |Ω| ≥ 1, whereas this might not be true for all r > 0 if |Ω| < 1. One can also study other special cases when µ(T ) is linear or quadratic in T , as mentioned in the previous subsection.
VI. CONCLUSIONS AND FINAL REMARKS
We have studied the homogenization of a class of non-Markovian Langevin equations in the limit when three characteristic time scales, i.e. the inertial time, the characteristic memory time in the damping term, and the correlation time of colored noise driving the equations, vanish at the same rate. We have derived effective equations, which are simpler in three respects:
1. The number of degrees of freedom is reduced, since the velocity variables have been homogenized.
2. The equations become regular SDEs, since the memory time has been taken to zero.
3. The system is driven by a white noise.
Nevertheless, noise-induced drifts are present in the limiting equations, resulting from the dependence of the coefficients of the original model on the state of the system. We apply the general results to a study of thermophoretic drift, correcting the formulae obtained in an earlier work [36] . In systems, satisfying a fluctuation-dissipation relation, the limiting equation coincides with that of [1], but in general new terms appear, absent in the case without memory. To prove the main theorem, we strengthened the main result of [1] .
Homogenization of other non-Markovian models can also be studied using the methods of this paper. An example is a system with exponentially decaying memory kernel, driven by white noise in the limit as the inertial and memory time scales vanish at the same rate. In this case the noise-induced drift in the limiting equation will consist of two terms, not three, as in the case studied here.
The two types of colored noise, Ornstein-Uhlenbeck and harmonic noises, have correlations decaying exponentially (short-range memory). One may consider other colored noises such as fractional Gaussian noises, with correlations decaying as a power, relevant for modeling anomalous diffusion phenomena in fields ranging from biology to finance [40] . In particular, it would be interesting to answer the question posed in Remark IV.2 for this class of SIDEs in the case when the fluctuation-dissipation relation holds.
(replacing finite sum over oscillator frequencies by an integral), arguing that the set of frequencies must be dense to allow dissipation of energy from the system to the bath and to eliminate Poincaré recurrence. Another approach, which is more technically involved, is to replace the finite system of oscillator equations by a wave equation [45] . We will derive the SIDEs by adopting the former approach in the multi-dimensional case.
We consider the situation where the coupling is nonlinear in the particle's position and linear in the bath variables. Letx = (x, x 1 , . . . , x N 
The Hamiltonian of the system plus bath is:
In the integral term above, we integrate by parts to obtain:
Using this, the equation for p(t) becomes:
and
Note that ξ(t) is expressed in terms of the initial values of the bath variables x k (0) and p k (0). If all these initial values are known, then ξ(t) is a deterministic force. However, one rarely has a complete information about these initial values and this is where the introduction of randomness can help to simplify the model. If we thus assume that the bath has a huge number of variables (N ≫ 1) that are independent and identically distributed, ξ(t) is approximately Gaussian by the central limit theorem. ξ(t) is a stationary, Gaussian process, if it is conditionally averaged with respect to the following Gaussian equilibrium ensemble:
is a density of states. Then if c is a matrix-valued function of ω, the memory function κ(t) becomes:
We take n(ω) = ω 2 (Debye-type spectrum). If we choose c(ω) to be a scalar multiple of the identity matrix I, then κ(t) is proportional to δ(t)I. This leads to a Langevin equation driven by white noise, in which the damping term is instantaneous. If we choose c(ω) to be the diagonal matrix with the ith entry
where α i > 0, then we have:
where A is the constant diagonal matrix with the ith entry equal α i . This gives SIDE (4). On the other hand, choosing c(ω) to be the diagonal matrix with the ith entry
allows us to obtain the memory kernel that gives SIDE (7), where the ω ii and τ ii are the diagonal entries of the matrix Ω and τ respectively.
APPENDIX B: A SUFFICIENT CONDITION FORγ TO BE POSITIVE STABLE
First, we make the following observation. Consider the following 2 by 2 block matrix:
where P , Q, R, S ∈ R d×d , S is invertible and R commutes with S. Then since det P Q R S = det P Q R S S 0 −R S RS − SR I , we have det(Ê) = det(P S − QR), where we have used the fact that determinant of a product of two matrices is the product of determinants of their matrices and determinant of a 2 by 2 triangular block matrix equals the determinant of the product of the matrices on its diagonal. More generally, one can consider an N by N block matrix where all pairs of the blocks commute. In this case, the determinant can be found by first computing the determinant of each block and then taking the determinant of the resulting d by d matrix [46] .
Lemma 3. Assume that g and A are positive definite matrices and g commutes with A. Thenγ in (22) is positive stable.
Remark VI.1. Therefore,γ is positive stable when g is positive definite and A = αI, with α > 0, in which case the colored noise η t has independent components.
Proof. We denote the upper left 2 by 2 block matrix ofγ bŷ
By the triangular-block structure ofγ, we see that the eigenvalues ofγ are the eigenvalues ofÛ and A τη . The eigenvalues of A τη are clearly real and positive by assumption. Thus, one only needs to examine the eigenvalues ofÛ .
As g commutes with A, the matrices g and A can be simultaneously brought to a diagonal form, i.e. there exist unitary p such that g = pkp −1 and A = pdp −1 , where k and d are diagonal with the (real) eigenvalues of g and A as their diagonal entries respectively. Let P be the 2 by 2 diagonal block matrix with both diagonal blocks equal p. Then we have:
AsÛ is similar toẐ, we compute the eigenvalues ofẐ. We havê
Then, using earlier observation on the determinant of certain 2 by 2 block matrices, and noting that the determinant of a diagonal matrix is the product of the diagonal entries, we have:
where the k 2 ii > 0 are the diagonal entries of k 2 , i.e. they are the eigenvalues of g 2 , and the d ii > 0 are the diagonal entries of d.
Thus, the eigenvalues ofẐ are the solutions to the quadratic equation: Clearly the real parts of these eigenvalues are positive, thusγ is positive stable. 
By the triangular-block structure ofγ, we see that its eigenvalues are the eigenvalues ofÛ andL.
As Ω 2 is a positive diagonal matrix, it can be easily verified that all the eigenvalues ofL have positive real parts. So one only needs to examine the eigenvalues ofÛ .
As g commutes with Ω 2 and 2I − Ω 2 /2, we can proceed by repeating the arguments given in the proof of the previous lemma. Therefore, it suffices to show that all the eigenvalues of any 3 by 3 matrix of the form The Routh-Hurwitz criterion gives the following conditions on the a i , i = 1, 2, 3:
which are clearly fulfilled by the above expressions for the a i 's.
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