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A positive measure ψ deﬁned on [a,b] such that its moments μn =
∫ b
a t
n dψ(t) exist
for n = 0,±1,±2, . . . , is called a strong positive measure on [a,b]. If 0  a < b ∞
then the sequence of (monic) polynomials {Qn}, deﬁned by
∫ b
a t
−n+s Qn(t)dψ(t) = 0,
s = 0,1, . . . ,n − 1, is known to exist. We refer to these polynomials as the L-orthogonal
polynomials with respect to the strong positive measure ψ . The purpose of this manuscript
is to consider some properties of the kernel polynomials associated with these L-
orthogonal polynomials. As applications, we consider the quadrature rules associated with
these kernel polynomials. Associated eigenvalue problems and numerical evaluation of the
nodes and weights of such quadrature rules are also considered.
© 2010 IMACS. Published by Elsevier B.V.
1. Introduction
Let 0 a < b ∞ and let ψ be a bounded, non-decreasing function on [a,b] with inﬁnitely many points of increase in
[a,b] and such that all the moments μn =
∫ b
a t
n dψ(t), n = 0,±1,±2, . . . , exist. We refer to ψ as a strong positive measure
on [a,b] and consider the sequence of monic polynomials {Qn}∞n=0 deﬁned by
b∫
a
t−n+s Qn(t)dψ(t) = 0, s = 0,1, . . . ,n − 1. (1.1)
Such polynomials were introduced in [12] in order to study the strong Stieltjes moment problem.
The sequence of Laurent polynomials or L-polynomials {t−(n+1)/2Qn(t)} form a sequence of orthogonal functions with
respect to the measure ψ (see [10]). Thus for convenience, we refer to {Qn} as a sequence of L-orthogonal polynomials.
It is known that these polynomials satisfy the three term recurrence relation
Qn+1(z) = (z − βn+1)Qn(z) − αn+1zQn−1(z), n 1, (1.2)
with Q 0(z) = 1 and Q 1(z) = z − β1, where β1 = σ0,0/σ0,−1 = μ0/μ−1,
βn+1 = −αn+1 σn−1,−1
σn,−1
and αn+1 = σn,n
σn−1,n−1
, n 1. (1.3)
The numbers σn,s =
∫ b
a t
−n+s Qn(t)dψ(t), which by (1.1) must satisfy σn,s = 0 for 0 s n − 1, n 1, also satisfy
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The above inequalities are consequences of the linear system obtained from (1.1) using the positiveness of the associated
Hankel determinants as veriﬁed from the quadratic forms
∫ b
a t
mp2(t)dψ(t) for any non-zero polynomial p and for any m =
0,±1,±2, . . . . Thus, from (1.3) one can observe that βn > 0, αn+1 > 0, n  1, and consequently, from (1.2), (−1)nQn(0) =
β1β2 · · ·βn > 0, n 1.
Knowing the coeﬃcients {αn, βn} in the three term recurrence relation (1.2) is very useful in many contexts such as the
numerical generation of the values of the polynomials Qn and their zeros (see Section 6), etc.
Studies of polynomials satisfying three term recurrence relations of the type (1.2) have appeared prior to [12] in the
theory of continued fractions and two-point Padé approximants (see, for example, [11] and [14]). For some very recent
contributions regarding the polynomials satisfying such three term recurrence relations see, for example, [13] and [17].
It is known that the zeros zn,i , i = 1,2, . . . ,n, of Qn are all positive, distinct and lie within (a,b). The zeros of Qn also
interlace with the zeros of Qn−1. Moreover, if λn,i =
∫ b
a [Q ′n(zn,i)(t − zn,i)]−1Qn(t)dψ(t), i = 1,2, . . . ,n, then
b∫
a
f (t)dψ(t) =
n∑
i=1
λn,i f (zn,i) for t
n f (t) ∈ P2n−1. (1.5)
This is the quadrature rule of highest algebraic degree of precision associated with the L-orthogonal polynomial Qn (see, for
example, [2] and [15]), which is analogous to the Gaussian rule associated with the n-th degree orthogonal polynomial on
the real line.
The objective in the present manuscript is to look at the properties of kernel polynomials deﬁned from L-orthogonal
polynomials, associated quadrature rules and also numerical generation of the nodes and weights of these quadrature rules.
2. Kernel polynomials
Most of the studies in this section and also in Section 3 were inspired by results found in Freud [5] regarding ordinary
orthogonal polynomials on the real line.
With w real, let
Gn+1(z;w) = Qn(w)Qn+1(z) − Qn+1(w)Qn(z), n 0.
Clearly, Gn+1(z;w) is a polynomial in z and if we denote its degree by n˜ + 1 then
n˜ =
{
n if Qn(w) = 0,
n − 1 if Qn(w) = 0, n 0.
From (1.1) the L-orthogonality property
b∫
a
t−n+sGn+1(t;w)dψ(t) = 0, 0 s n − 1, (2.1)
of Gn+1(z;w) can be veriﬁed for n 1.
Theorem 2.1.
Gn+1(z;w)
z − w = Qn(w)Qn(z) + αn+1βnQn−1(w)Qn−1(z) + αn+1αnwz
Gn−1(z;w)
z − w , (2.2)
for n  2, with G1(z;w)z−w = 1 and G2(z;w)z−w = Q 1(w)Q 1(z) + α2β1Q 0(w)Q 0(z). Consequently, for G ′n+1(z;w) = Qn(w)Q ′n+1(z) −
Qn+1(w)Q ′n(z), then
G ′n+1(w;w) = Q 2n (w) + αn+1βnQ 2n−1(w) + αn+1αnw2G ′n−2(w;w), n 2,
with G ′1(w;w) = 1 and G ′2(w;w) = Q 21 (w) + α2β1Q 20 (w).
Proof. Applying the three term recurrence relation (1.2) for Qn+1(z) and Qn+1(w) gives
Gn+1(z,w) = (z − w)Qn(w)Qn(z) + αn
[
wQn−1(w)Qn(z) − zQn−1(z)Qn(w)
]
.
Again applying the three term recurrence relation for Qn(z) and Qn(w) in the second term on the right leads to (2.2). The
initial conditions for (2.2) are also easily veriﬁed.
To obtain the remaining results of the theorem, one only needs to consider the limits in (2.2) as z → w . 
The above theorem also means that G ′ (w;w) > 0 for all real w and all n 0.n+1
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zn,1(w), zn,2(w), . . . , zn,n˜(w) and w are the zeros of Gn+1(z;w), then
Gn+1(z;w) = χn,i(w)Gn+1
(
z; zn,i(w)
)
, i = 1,2, . . . , n˜, (2.3)
where χn,i(w) = Qn+1(w)/Qn+1(zn,i(w)) if Qn(w) = 0 and χn,i(w) = Qn(w)/Qn(zn,i(w)) otherwise.
Proof. Since (a,b) ⊆ (0,∞), using the L-orthogonality property (2.1) one can show that Gn+1(z;w) changes sign at least n
times in (a,b) and thus leading to the initial results of the theorem.
To obtain (2.3), ﬁrst assuming Qn(w) = 0 we have from Gn+1(zn,i(w);w) = 0,
Qn+1
(
zn,i(w)
)= Qn+1(w)
Qn(w)
Qn
(
zn,i(w)
)
.
Since Qn+1(z) and Qn(z) do not have common zeros, Qn(zn,i(w)) = 0 and
Qn+1(zn,i(w))
Qn(zn,i(w))
= Qn+1(w)
Qn(w)
.
Thus, from Gn+1(z;w)Qn(w) = Qn+1(z) −
Qn+1(w)
Qn(w)
Qn(z),
Gn+1(z;w)
Qn(w)
= Qn+1(z) − Qn+1(zn,i(w))
Qn(zn,i(w))
Qn(z) = Gn+1(z; zn,i(w))
Qn(zn,i(w))
,
which is the same as (2.3) when Qn(w) = 0.
When Qn(w) = 0 then Gn+1(z;w) = −Qn+1(w)Qn(z) and zn,i(w) are the zeros of Qn(z). Hence, zn,i(w) is not a zero of
Qn+1(z) and (2.3) follows immediately. 
Now let κn(z;w) and Λn(w) be deﬁned by
κn(z;w) = 1
G ′n+1(w;w)
Gn+1(z;w)
z − w , Λn(w) =
b∫
a
t−nκn(t;w)dψ(t), n 0. (2.4)
Clearly, κn(z;w) is a polynomial in z of degree n˜ such that its zeros are the zeros zn,1(w), zn,2(w), . . . , zn,n˜(w) of Gn+1(z;w)
as deﬁned in Theorem 2.2. Moreover,
(z − w)κn(z;w) = χˆn,i(w)
(
z − zn,i(w)
)
κn
(
z; zn,i(w)
)
, i = 1,2, . . . , n˜,
where χˆn,i(w) = χn,i(w)G ′n+1(zn,i(w); zn,i(w))/G ′n+1(w;w) and χn,i(w) are as in Theorem 2.2.
The function Λn(w) is a continuous function of w in (−∞,∞) and the following theorem (with its demonstration)
shows its importance in the studies of quadrature rules.
Theorem 2.3. The functions Λn(w), n 0, are such that Λn(w) > 0 for w ∈ (−∞,∞).
Proof. Let F (z) = zn f (z) ∈ Pn+n˜ . With w any ﬁnite real number, let zn,i(w), i = 1,2, . . . , n˜, and zn,n˜+1(w) = w be the zeros
of Gn+1(z;w). Hence, using the interpolation formula on the zeros of Gn+1(z;w),
F (z) =
n˜+1∑
i=1
Gn+1(z;w)
G ′n+1(zn,i(w);w)(z − zn,i(w))
(
zn,i(w)
)n
f
(
zn,i(w)
)
+ F [zn,1(w), . . . , zn,n˜(w), zn,n˜+1(w), z]Gn+1(z;w),
where the interpolation polynomial is given by the Lagrange formula and the error term is given by the Newton divided
difference formula. Since F (z) ∈ Pn+n˜ , we must have F [zn,1(w), . . . , zn,n˜(w), zn,n˜+1(w), z] ∈ Pn−1. Hence, from (2.1),
b∫
a
f (t)dψ(t) =
b∫
a
t−n F (t)dψ(t) =
n˜+1∑
i=1
cn,i
(
zn,i(w)
)n
f
(
zn,i(w)
)
,
where cn,i =
∫ b
a
t−nGn+1(t;w)
G ′n+1(zn,i(w);w)(t−zn,i (w)) dψ(t), i = 1,2, . . . , n˜ + 1. Thus, from (2.3) and (2.4),
cn,i =
b∫
t−nGn+1(t; zn,i(w))
G ′n+1(zn,i(w); zn,i(w))(t − zn,i(w))
dψ(t) = Λn
(
zn,i(w)
)
, i = 1,2, . . . , n˜ + 1.a
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b∫
a
f (t)dψ(t) =
n˜+1∑
i=1
(
zn,i(w)
)n
Λn
(
zn,i(w)
)
f
(
zn,i(w)
)
, n 1, (2.5)
which holds for any f such that zn f (z) ∈ Pn+n˜ .
Using
f (z) = z−n
(
Gn+1(z, zn,k(w))
z − zn,k(w)
)2
in (2.5) it follows that
Λn
(
zn,k(w)
)= (G ′n+1(zn,k(w); zn,k(w)))−2
b∫
a
t−n
(
Gn+1(t, zn,k(w))
t − zn,k(w)
)2
dψ(t) > 0,
for k = 1,2, . . . , n˜ + 1. Since zn,n˜+1(w) = w is chosen to be any ﬁnite real number, we conclude that Λn(w) > 0 for w ∈
(−∞,∞). 
Theorem 2.4. The polynomial κn(z;w) is a reproducing kernel for all p ∈ Pn in the sense
1
Λn(w)
b∫
a
p(t)t−nκn(t;w)dψ(t) = p(w).
Proof. Note that κn(zn,n˜+1(w);w) = κn(w;w) = 1 and κn(zn,i(w);w) = 0 for i = 1,2, . . . , n˜. Since zn[p(z)z−nκn(z;w)] ∈
Pn+n˜ whenever p(z) ∈ Pn , then from the quadrature rule (2.5),
b∫
a
p(t)t−nκn(t;w)dψ(t) =
n˜+1∑
i=1
Λn
(
zn,i(w)
)
κn
(
zn,i(w);w
)
p
(
zn,i(w)
)= Λn(w)p(w)
and thus concluding the proof of the theorem. 
Because of the reproducing property given by Theorem 2.4, we will refer to κn(z;w) as the kernel polynomials associated
with the L-orthogonal polynomials Qn . See also the nomenclature used on p. 35 of Chihara [3].
Theorem 2.4 also means that for all n 1,
wsΛn(w) =
b∫
a
t−n+sκn(t;w)dψ(t), 0 s n. (2.6)
Hence from Theorem 2.1, by considering wΛn(w) =
∫ b
a t
−n+1κn(t;w)dψ(t), we obtain Λn(w)G ′n+1(w;w) =
αn+1αnΛn−2(w)G ′n−1(w;w), n 2. Consequently,
Λn(w)
−1 = σ−1n,n G ′n+1(w;w), n 1. (2.7)
3. More on the zeros and quadrature rules
The following theorem gives further information regarding the positions of the zeros of Gn+1(z;w) with respect to w .
Theorem 3.1. Let the zeros zn,i of Qn and zn+1,i of Qn+1 be such that
zn+1,1 < zn,1 < zn+1,2 < zn,2 < · · · < zn+1,n < zn,n < zn+1,n+1.
Also let zn,0 = −∞ and zn,n+1 = ∞. Then, assuming that the zero w of Gn+1(z;w) is not a zero of Qn and assuming also that the
remaining n˜ = n zeros of Gn+1(z;w) are such that zn,1(w) < zn,2(w) < · · · < zn,n(w), we have the following:
(1) For any k, k = 0,1, . . . ,n, as w increases on (zn,k, zn+1,k+1] then, for i = 1,2, . . . ,n,
the zero zn,i1+i2(w) monotonically increases on (zn,i1 , zn+1,i1+1],
where i1 = i + k mod n + 1 and i2 = 1 if i1 < k, i2 = 0 otherwise.
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the zero zn,i1+i2(w) monotonically increases on [zn+1,i1+1, zn,i1+1),
where i1 = i + k mod n + 1 and i2 = 1 if i1 < k, i2 = 0 otherwise.
Proof. Note that
d
dw
Qn+1(w)
Qn(w)
= G
′
n+1(w;w)
[Qn(w)]2 > 0 for all real w.
Moreover, Qn+1(w)/Qn(w) < 0 if w < zn+1,1 and Qn+1(w)/Qn(w) > 0 if w > zn+1,n+1. Hence the theorem follows from
Theorem 2.2 and from
Gn+1(z;w) = Qn(w)
[
Qn+1(z) + Qn+1(w)
Qn(w)
Qn(z)
]
,
with the use of [1, Lemma 2]. 
From Theorem 3.1 we can also make the following observations.
(A) If w is chosen inside (a, zn,1(b)) or inside (zn,n(a),b) or inside any one of the intervals (zn,k(a), zn,k+1(b)), k =
1,2, . . . ,n − 1, then all n + 1 zeros of Gn+1(z;w) are within (a,b).
(B) If the range of values for w is taken to be (−∞, zn+1,1) ∪ [zn+1,n+1,∞) then the range of values covered by all the
zeros of Gn+1(z;w) is (−∞,∞) \ {zn,1, zn,2, . . . , zn,n}.
(C) limw→±∞ zn,i(w) = zn,i for i = 1,2, . . . ,n, and if, for example, the range of values for w is assumed to be (−∞, zn+1,1)∪
[zn+1,n+1,∞] then we can assume that the range of values covered by all the zeros of Gn+1(z;w) is the extended real
line.
Theorem 3.2. Let w ∈ (−∞, zn+1,1)∪[zn+1,n+1,∞) and let zn,i(w), i = 1,2, . . . ,n, and zn,n+1(w) = w be the zeros of Gn+1(z;w).
Also let
λn,i(w) =
(
zn,i(w)
)n
Λn
(
zn,i(w)
)
, i = 1,2, . . . ,n + 1.
Then for any n 1,
b∫
a
f (t)dψ(t) =
n+1∑
i=1
λn,i(w) f
(
zn,i(w)
)
, (3.1)
which holds for zn f (z) ∈ P2n. Moreover, when zn f (z) ∈ P2n−1 by letting w → ∞,
b∫
a
f (t)dψ(t) =
n∑
i=1
λn,i f (zn,i), n 1.
Here, zn,i = limw→∞ zn,i(w) and λn,i = limw→∞ λn,i(w), i = 1,2, . . . ,n, are as in (1.5).
Proof. When w ∈ (−∞, zn+1,1) ∪ [zn+1,n+1,∞) we must have n˜ = n. Therefore, the ﬁrst quadrature rule is a restatement
of (2.5) for such values of w . This quadrature rule is an n + 1 point quadrature rule of almost highest algebraic degree of
precision with the prescribed node zn,n+1(w) = w ∈ (−∞, zn+1,1) ∪ [zn+1,n+1,∞).
The latter quadrature rule in the theorem is the quadrature rule (1.5) of highest algebraic degree of precision associated
with the L-orthogonal polynomial Qn . This quadrature rule is the same as the quadrature rule (2.5) when n˜ = n − 1 holds.
Note that we also get this quadrature rule from (3.1) by substituting n by n − 1 and w by zn,n .
From (2.4) and (2.6),
lim
w→∞λn,i(w) = limw→∞
b∫
a
Gn+1(t; zn,i(w))
G ′n+1(zn,i(w); zn,i(w))(t − zn,i(w))
dψ(t), i = 1,2, . . . ,n.
Since limw→∞ zn,i(w) = zn,i , i = 1,2, . . . ,n, then
lim
w→∞λn,i(w) =
b∫
Qn(t)
Q ′n(zn,i)(t − zn,i) dψ(t) = λn,i, i = 1,2, . . . ,n.
a
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lim
w→∞λn,n+1(w) f (w) = limw→∞ w
nΛn(w) f (w) = 0 if zn f (z) ∈ P2n−1.
Hence, the second quadrature rule follows as a limit of the ﬁrst quadrature rule when zn f (z) ∈ P2n−1. 
The L-orthogonality of {Qn} also means that the set {zn−l Q l(z)}nl=0 forms a basis for Pn . This can be veriﬁed as in the
proof of Theorem 4.1. Hence, if we write κn(z;w) =∑nl=0 γl zn−l Q l(z), then from (1.1),
b∫
a
Qk(t)t
−nκn(t;w)dψ(t) =
n∑
l=0
γl
b∫
a
t−l Q l(t)Qk(t)dψ(t) = σk,k
k∑
l=0
γl,
for 0  k  n, where σk,k =
∫ b
a Qk(t)dψ(t) = μ0α2 . . . αk+1. On the other hand from Theorem 2.4 that
∫ b
a Qk(t)t
−n ×
κn(t;w)dψ(t) = Qk(w)Λn(w). Consequently,
γ0
Λn(w)
= Q 0(w)
σ0,0
and
γk
Λn(w)
=
[
Qk(w)
σk,k
− Qk−1(w)
σk−1,k−1
]
, k = 1,2, . . . ,n.
Therefore, κn(z;w) =∑nl=0 γl zn−l Q l(z) can be written as
κn(z;w) = Λn(w) Q 0(w)
σ0,0
znQ 0(z) +
n∑
l=1
Λn(w)
[
Ql(w)
σl,l
− Ql−1(w)
σl−1,l−1
]
zn−l Q l(z). (3.2)
Using matrix notation, this can also be written as
1
Λn(w)
κn(z;w) = xln+1(w)T xrn+1(z),
where
xln+1(w) =
[
Q 0(w)
σ0,0
,
Q 1(w)
σ1,1
− Q 0(w)
σ0,0
, . . . ,
Qn(w)
σn,n
− Qn−1(w)
σn−1,n−1
]T
and
xrn+1(z) =
[
znQ 0(z), z
n−1Q 1(z), . . . , Qn(z)
]T
.
This means, in particular,
xln+1(w)T xrn+1
(
zn,i(w)
)= δn˜+1,i 1
Λn(w)
, 1 i  n˜ + 1.
Considering also the polynomials κn(z; zn, j(w)), j = 1,2, . . . , n˜, we can then conclude that
xln+1
(
zn, j(w)
)T
xrn+1
(
zn,i(w)
)= δ j,i 1
Λn(zn, j(w))
, 1 i, j  n˜ + 1,
which means the two sets of vectors
{
xln+1
(
zn,1(w)
)
, . . . ,xln+1
(
zn,n˜(w)
)
,xln+1
(
zn,n˜+1(w)
)}
,{
xrn+1
(
zn,1(w)
)
, . . . ,xrn+1
(
zn,n˜(w)
)
,xrn+1
(
zn,n˜+1(w)
)}
are biorthogonal.
We can also rearrange (3.2) to be
κn(z;w) =
n−1∑
l=0
Λn(w)
[
zn−l Q l(z) − zn−l−1Ql+1(z)
] Ql(w)
σl,l
+ Λn(w)Qn(z) Qn(w)
σn,n
and obtain the two sets of biorthogonal vectors
{
yln+1
(
zn,1(w)
)
, . . . ,yln+1
(
zn,n˜(w)
)
,yln+1
(
zn,n˜+1(w)
)}
,{
yrn+1
(
zn,1(w)
)
, . . . ,yrn+1
(
zn,n˜(w)
)
,yrn+1
(
zn,n˜+1(w)
)}
,
such that
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(
zn, j(w)
)T
yrn+1
(
zn,i(w)
)= δ j,i 1
Λn(zn, j(w))
, 1 i, j  n˜ + 1, (3.3)
where
yln+1(z) =
⎡
⎢⎢⎢⎢⎢⎣
znQ 0(z) − zn−1Q 1(z)
zn−1Q 1(z) − zn−2Q 2(z)
...
z1Qn−1(z) − Qn(z)
Qn(z)
⎤
⎥⎥⎥⎥⎥⎦
and yrn+1(w) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
σ−10,0 Q 0(w)
σ−11,1 Q 1(w)
...
σ−1n−1,n−1Qn−1(w)
σ−1n,n Qn(w)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Using (3.3) we also have that the functions Λn(w) for n 1 and for any real w satisfy
Λn(w)
−1 =
n−1∑
j=0
[
wn− j Q j(w) − wn− j−1Q j+1(w)
] Q j(w)
σ j, j
+ Qn(w) Qn(w)
σn,n
. (3.4)
4. Kernel polynomials as L-orthogonal polynomials
Let w ∈ (−∞,∞) \ (a,b). Hence the degree n˜ of κn(z;w) satisﬁes n˜ = n for n 0. Let {Kn(z;w)}Nn=0 be the sequence of
monic kernel polynomials given by
Kn(z;w) =
G ′n+1(w;w)
Qn(w)
κn(z;w) = Gn+1(z;w)
Qn(w) (z − w) , n 0,
and let σn,s(w) =
∫ b
a t
−n+s Kn(t;w)dψ(t;w), where
dψ(t;w) = |t − w|dψ(t).
Hence from (2.1), since |t − w| = (t − w)sgn(t − w) in (a,b),
σn,s(w) = 0, 0 s n − 1,
σn,n(w) =
b∫
a
t−n
[
Kn(t;w)
]2|t − w|dψ(t) > 0,
for n 1. Also σ0,0(w) =
∫ b
a |t−w|dψ(t) > 0. Hence, {Kn(z;w)}∞n=0 is the sequence of monic L-orthogonal polynomials with
respect to the strong positive measure ψ(t;w).
Moreover, by denoting
νn+1(w) = Qn+1(w)
Qn(w)
, n 0,
then from (1.4) and (2.1) σn,−1(w) = |νn+1(w)|σn,−1 for n > 0.
Theorem 4.1. The polynomials {Kn(z;w)} satisfy the three term recurrence relation
Kn+1(z;w) =
(
z − βn+1(w)
)
Kn(z;w) − αn+1(w)zKn−1(z;w), n = 1,2, . . . ,N − 1,
with K0(z;w) = 1 and K1(z;w) = z − β1(w), where
β1(w) = σ0,0(w)
σ0,−1(w)
= β1
(
1− α2
ν1(w)
)
,
βn+1(w) = −αn+1(w)σn−1,−1(w)
σn,−1(w)
and αn+1(w) = σn,n(w)
σn−1,n−1(w)
, n 1.
Proof. If
∑n
j=0 γ jtn− j K j(t;w) = 0, then multiplying by t−n+m and integrating with respect to ψ(t;w) we obtain the trian-
gular system
∑m
j=0 γ jσ j,m(w) = 0, m = 0,1, . . . ,n. Since σm,m(w) = 0, one must have γm = 0 and thus the n+1 polynomials
tn− j K j(t;w), j = 0,1, . . . ,n, are linearly independent and form a basis for Pn .
Since Kn+1(z;w) − zKn(z;w) ∈ Pn , thus we can write
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n∑
j=0
γ jt
n− j K j(t;w).
Multiplying by t−n+s and integrating with respect to ψ(t;w) we obtain that ∑sj=0 γ jσ j,s = 0, 0 s n − 2. Since, σs,s = 0,
it follows that γs = 0, s = 0,1, . . . ,n − 2. Moreover, taking s = n − 1 and s = −1 gives
γn−2 = − σn,n(w)
σn−1,n−1(w)
= −αn+1(w) and γn−1 = γn−2 σn−1,−1(w)
σn,−1(w)
= −βn+1(w).
This completes the proof of the theorem. 
Together with (z − w)Kn(z;w) = Qn+1(z) − νn+1(w)Qn(z), n  0, we have from the three term recurrence relation for
{Qn(z)},
(z − w)Kn(z;w) =
(
z − βn+1 − νn+1(w)
)
Qn(z) − αn+1zQn−1(z), n 1.
Substitutions of these in the three term recurrence relation for {Kn(z;w)} leads to the three term recurrence relation
Qn+1(z) =
(−αn+2 + αn+1(w) + νn+1(w)
βn+2 − βn+1(w) + νn+2(w) z −
βn+1(w)νn+1(w)
βn+2 − βn+1(w) + νn+2(w)
)
Qn(z)
− αn+1(w) νn(w)
βn+2 − βn+1(w) + νn+2(w) zQn−1(z), n 1.
Hence, from the uniqueness of the three term recurrence relation for {Qn}, we obtain
νn+2(w) + βn+2 − βn+1(w) = νn+1(w) − αn+2 + αn+1(w), n 1,
and also the following theorem which is useful in the sense of numerical generation.
Theorem 4.2. Let w ∈ (−∞,∞) \ (a,b). Then the coeﬃcients in the three term recurrence relation for {Kn(z;w)} satisfy
β1(w) = ν2(w) + β2
w
β1 = ν1(w) − α2
ν1(w)
β1,
βn+1(w) = νn+2(w) + βn+2
νn+1(w) + βn+1 βn+1 =
νn(w)
νn+1(w)
νn+1(w) − αn+2
νn(w) − αn+1 βn+1,
αn+1(w) = νn+1(w) − αn+2
νn(w) − αn+1 αn+1, n 1,
where the values of νn(w) can be generated by
ν1(w) = w − β1 and νn+1(w) = w − βn+1 − wαn+1
νn(w)
, n 1.
The above recursive relation for {νn(w)} follows from the three term recurrence relation for {Kn(z;w)}.
Since tn f (t) ∈ P2n−1 implies (t − w)tn f (t) ∈ P2n , from the quadrature rule given by (3.1),
b∫
a
f (t)|t − w|dψ(t) =
n+1∑
i=1
∣∣zn,i(w) − w∣∣λn,i(w) f (zn,i(w)),
where zn,i(w) are the zeros of Kn(z;w) and zn,n+1(w) = w . Thus, we have
Theorem 4.3. The quadrature rule of highest algebraic degree of precision associated with the L-orthogonal polynomial Kn(z;w) is
b∫
a
f (t)dψ(t;w) =
n∑
i=1
λˆn,i(w) f
(
zn,i(w)
)
, (4.1)
for tn f (t) ∈ P2n−1 , where λˆn,i(w) = |zn,i(w) − w|λn,i(w), i = 1,2, . . . ,n.
H.M. Felix et al. / Applied Numerical Mathematics 61 (2011) 651–665 6595. A special case
One of the nicest examples of L-orthogonal polynomials and quadrature rules is the one associated with the measure
given by dψ(t) = (b − t)−1/2(t − a)−1/2 dt , where 0 < a < b < ∞. It was shown in [15] that the associated L-orthogonal
polynomials are
Qn(z) =
{
γ1(z)
}n + {γ2(z)}n, n 1,
with 2γ1(z) = (z − β) +
√
(z − β)2 − 4αz and 2γ2(z) = (z − β) −
√
(z − β)2 − 4αz, and in the associated three term recur-
rence relation (1.2)
α2 = 2α, βn = β, αn+2 = α, n 1,
where β = √ab, α = (√b−√a)2/4. Moreover, in the associated quadrature rule (1.5) (or equivalently in the quadrature rule
(3.1) with n replaced by n − 1 and w by zn,n)
λn,i = 2π
n
zn,i
zn,i + β , i = 1,2, . . . ,n,
zn,n+1−i = (β + αxn,i) +
√
(β + αxn,i)2 − β2, zn,i = β
2
zn,n+1−i
, i = 1,2, . . . ,⌊(n + 1)/2⌋,
where xn,i = 2(cos 2i−12n π)2. In [15], the above expression for λn,i was obtained by considering the rational functions
Pn(z)
Qn(z)
=
n∑
i=1
λn,i
z − zn,i , n 1,
where
Pn(z) = π√
(z − β)2 − 4αz
{
γ1(z)
}n − π√
(z − β)2 − 4αz
{
γ2(z)
}n
, n 1.
These polynomials have been shown to satisfy
Q ′n(z) =
n(z + β)
2zπ
Pn(z) + n
2z
Qn(z), n 1.
Now for G ′n+1(w;w) we obtain
G ′n+1(w,w) =
(n + 1)(w + β)
2πw
σn,nw
n + 1
n
Qn+1(w)Q ′n(w)
= n(w + β)
2πw
σn,nw
n + 1
n + 1 Qn(w)Q
′
n+1(w).
Here, σn,n = παn . Hence from (2.7), for λn,i(w) and λˆn,i(w) in the associated quadrature rules (3.1) and (4.1),
|zn,i(w) − w|
λˆn,i(w)
= 1
λn,i(w)
= Qn+1(zn,i(w))Q
′
n(zn,i(w))
(zn,i(w))nσn,nn
+ (n + 1)(zn,i(w) + β)
2π zn,i(w)
, i = 1,2, . . . ,n,
and
1
λn,n+1(w)
= Qn+1(w)Q
′
n(w)
wnσn,nn
+ (n + 1)(w + β)
2πw
.
In particular, if we choose w = 0 then
zn,i(0)
λˆn,i(0)
= 1
λn,i(0)
= Qn+1(zn,i(0))Q
′
n(zn,i(0))
(zn,i(0))nσn,nn
+ (n + 1)(zn,i(0) + β)
2π zn,i(0)
, i = 1,2, . . . ,n,
and λn,n+1(0) = 0.
Since νn(0) = −β , n 1, from Theorem 4.2
β1(0) = β + 2α, β2(0) = β + α
β + 2αβ, α2(0) =
β + α
β + 2αα,
βn(0) = β, αn(0) = α, n 3,
for the coeﬃcients of the three term recurrence relation associated with the L-orthogonal polynomials {Kn(z;0)}.
660 H.M. Felix et al. / Applied Numerical Mathematics 61 (2011) 651–665Now if we choose w = −β then
(zn,i(−β) + β)
λˆn,i(−β)
= 1
λn,i(−β) =
Qn+1(zn,i(−β))Q ′n(zn,i(−β))
(zn,i(−β))nσn,nn +
(n + 1)(zn,i(−β) + β)
2π zn,i(−β) , i = 1,2, . . . ,n,
and
1
λn,n+1(−β) =
Qn+1(−β)Q ′n(−β)
(−β)nσn,nn =
Qn+1(−β)Qn(−β)
(−β)n+12σn,n .
Since Qn(−β) = (−β)n[(1+√1+ α/β )n + (1−√1+ α/β )n], n 1, we also easily obtain that ν1(−β) = −2β , ν1(−β)−
α2 = −2β(1+ α/β),
νn+1(−β) = −β [(1+
√
1+ α/β )n+1 + (1− √1+ α/β )n+1]
[(1+ √1+ α/β )n + (1− √1+ α/β )n] , n 1,
and
νn+1(−β) − αn+2 = −β
√
1+ α/β [(1+
√
1+ α/β )n+1 − (1− √1+ α/β )n+1]
[(1+ √1+ α/β )n + (1− √1+ α/β )n] , n 1,
which permits one to obtain from Theorem 4.2 the explicit representations of the coeﬃcients βn(−β), αn+1(−β), n 1, of
the three term recurrence relation associated with the L-orthogonal polynomials {Kn(z;−β)}.
6. Eigenvalue problems and numerical generation
Given the sequences of real numbers {α(0)m }Nm=2 and {β(0)m }Nm=1, where α(0)m+1 > 0, β(0)m > 0, m = 1,2, . . . ,N − 1, and β(0)N
not necessarily positive, let the sequence of polynomials {Rm}Nm=0 be given by the recurrence relation
Rm+1(z) =
(
z − β(0)m+1
)
Rm(z) − α(0)m+1zRm−1(z), m = 1,2, . . . ,N − 1,
with R0(z) = 1 and R1(z) = z − β(0)1 . Then, as in Theorem 2.1, from the positiveness of Rm−1(z)R ′m(z) − Rm(z)R ′m−1(z) for
any real z and for m = 1,2, . . . ,N , one can verify that the zeros of Rm are positive and distinct for m = 1,2, . . . ,N − 1, and
also that the zeros of Rm interlace with the zeros of Rm−1 for m = 2,3, . . . ,N . Consequently, the zeros ξN,i , i = 1,2, . . . ,N ,
of RN are real and distinct and at least N − 1 of them are positive. If we restrict β(0)N also to be positive then all N zeros of
RN are positive.
With R˜m(z) = zN−1−mRn(z) and Rˆm(z) = ς−1m Rm(z), m = 0,1, . . . ,N − 1, where ς0 = 0 is arbitrary and ςm = α(0)m+1ςm−1,
m = 1,2, . . . ,N − 1, the above recurrence relation can be given in the following two different forms (see [4] and [16]):
z
[
Rˆ0(z)
]= −β(0)1 Rˆ0(z) + α2 Rˆ1(z),
z
[−Rˆm−1(z) + Rˆm(z)]= −β(0)m+1 Rˆm(z) + α(0)m+2 Rˆm+1(z), 1m N − 2,
z
[−RˆN−2(z) + RˆN−1(z)]= −β(0)N RˆN−1(z) + ς−1N−1RN(z)
and
z
[
R˜0(z) − R˜1(z)
]= −β(0)1 R˜0(z),
z
[
R˜m(z) − R˜m+1(z)
]= α(0)m+1 R˜m−1(z) − β(0)m+1 R˜m(z), 1m N − 2,
z
[
R˜N−1(z)
]= α(0)N R˜N−1(z) − β(0)N R˜N−1(z) + RN(z).
In matrix representation these are
zAN bˆN(z) = B(0)N bˆN(z) + ς−1N−1RN(z)eN (6.1)
and
zb˜N(z)
TAN = b˜N(z)TB(0)N + RN(z)eTN , (6.2)
respectively, where eN is the Nth column of the N × N identity matrix,
bˆN(z) =
[
Rˆ0(z), Rˆ1(z), . . . , RˆN−1(z)
]T
, b˜N(z) =
[
R˜0(z), R˜1(z), . . . , R˜N−1(z)
]T
and the N × N matrices AN and B(0) areN
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⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 0 · · · 0 0
−1 1 0 · · · 0 0
0 −1 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 0
0 0 0 · · · −1 1
⎞
⎟⎟⎟⎟⎟⎟⎠
, B(0)N =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
β
(0)
1 α
(0)
2 0 · · · 0 0
0 β(0)2 α
(0)
3 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · α(0)N−1 0
0 0 0 · · · β(0)N−1 α(0)N
0 0 0 · · · 0 β(0)N
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
From the matrix representation (6.1), bˆN (ξN,i) is a right eigenvector of the lower Hessenberg matrix
H(0)N = A−1N B(0)N =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
γˇ
(0)
1 α
(0)
2 0 · · · 0 0
γˇ
(0)
1 γˇ
(0)
2 α
(0)
3 · · · 0 0
...
...
...
. . .
...
...
γˇ
(0)
1 γˇ
(0)
2 γˇ
(0)
3 · · · α(0)N−1 0
γˇ
(0)
1 γˇ
(0)
2 γˇ
(0)
3 · · · γˇ (0)N−1 α(0)N
γˇ
(0)
1 γˇ
(0)
2 γˇ
(0)
3 · · · γˇ (0)N−1 γˇ (0)N
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
associated with the eigenvalue ξN,i . Here, γˇ
(0)
m = α(0)m + β(0)m , m = 1,2, . . . ,N , with α(0)1 = 0. Moreover, since ξN,i , i =
1,2, . . . ,N , are distinct, the corresponding right eigenvectors bˆN (ξN,i), i = 1,2, . . . ,N , are all linearly independent.
Likewise, from the matrix representation (6.2), the vector ATN b˜N(ξN,i) is a left eigenvector of H
(0)
N associated with the
eigenvalue ξN,i . Again, there are N linearly independent left eigenvectors ATn b˜N(ξN,i), i = 1,2, . . . ,N , associated with the N
distinct ξN,i .
We remark that the vector b˜N (z) deﬁned here is a scalar multiple of the vector b˜(z) considered in [4]. With the present
deﬁnition, we have b˜N (0) = 0 and so origin being an eigenvalue, which is the case when β(0)N = 0, can be dealt without any
problem.
We can identify our eigensystem with results obtained in Sections 2 and 3. We have Rn(z) = Qn(z), n = 0,1, . . . ,N − 1,
and the vectors given by ATN b˜N (z) and bˆN (z) are respectively the vectors y
l
N (z) and y
r
N (z) given in (3.3), provided that
α
(0)
m+1 = αm+1, β(0)m = βm , m = 1,2, . . . ,N − 1, and ς0 = μ0. Here we use the knowledge that σ0,0 = μ0 = ς0 and σm,m =
μ0α2 · · ·αm+1 = ςm , m = 1,2, . . . ,N − 1.
Moreover, if β(0)N = βN then we obtain the eigensystem associated the polynomial QN deﬁned in Section 1 as the Nth
degree L-orthogonal polynomial with respect to the strong positive measure ψ . Thus, the eigenvalues ξN,i are the zeros of
RN (z) = QN (z).
Since we can write
(z − w)KN−1(z;w) =
(
z − βN − νN(w)
)
QN−1(z) − αN zQ N−2(z),
where νN (w) = QN (w)/QN−1(w), if we choose β(0)N = βN + νN (w) then the eigensystem is the one associated with the
polynomial (z − w)KN−1(z;w) (also GN (z;w)) deﬁned in Sections 2 and 3. Thus, the eigenvalues ξN,i are the zeros
zN−1,i(w) associated with the polynomial Rn(z) = (z − w)KN−1(z;w). Here we have assumed that zN−1,N (w) = w . Hence,
from the deﬁnition of GN (z;w), taking w to be equal to zN,N , the largest zero of QN , also gives the above eigenvalue
problem associated with the choice β(0)N = βN .
We obtain from (3.3) and from the left and right eigenvectors ylN (zN−1,i(w)) = ATN b˜N(zN−1,i(w)) and yrN(zN−1,i(w)) =
bˆN(zN−1,i(w)) that
[
ΛN−1
(
zN−1,i(w)
)]−1 = ylN(zN−1,i(w))T yrN(zN−1,i(w)), 1 i  N,
where the values ΛN (zN−1,i(w)), together with the eigenvalues zn,i(w), give us the weights of the quadrature rules given
by (3.1) and (4.1) with n = N − 1. The orthogonality of the left and right eigenvectors associated with different eigenvalues
are also conﬁrmed by (3.3).
If the N × N matrices YlN , YrN , DN and ZN are deﬁned by
YlN =
[
ylN
(
zN−1,1(w)
)T
,ylN
(
zN−1,2(w)
)T
, . . . ,ylN
(
zN−1,N(w)
)T ]T
,
Yr = [yr (zN−1,1(w)),yr (zN−1,2(w)), . . . ,yr (zN−1,N(w))],N N N N
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⎛
⎜⎜⎜⎝
ΛN−1(zN−1,1(w)) 0 · · · 0
0 ΛN−1(zN−1,2(w)) · · · 0
...
...
. . .
...
0 0 · · · ΛN−1(zN−1,N(w))
⎞
⎟⎟⎟⎠
and
ZN =
⎛
⎜⎜⎜⎝
zN−1,1(w) 0 · · · 0
0 zN−1,2(w) · · · 0
...
...
. . .
...
0 0 · · · zN−1,N(w)
⎞
⎟⎟⎟⎠ ,
then
YlNY
r
N = DN , H(0)N YrN = YrNZN and YlNH(0)N = ZNYlN .
The nodes and weights of the quadrature rule (4.1), with n = N , can also be obtained directly from the three term
recurrence relation given by Theorem 4.1 by considering the eigenvalue problem with
ς0 = μ0(w), α(0)m+1 = αm+1(w), 1m N − 1, and
β
(0)
m = βm(w), 1m N.
In this case Rn(z) are the polynomials Kn(z;w) for n = 1,2, . . . ,N .
Now we see how the eigenvalue problem associated with our special Hessenberg matrix H (0)N , with ς0 = μ0, α(0)m+1 =
αm+1, β(0)m = βm , m = 1,2, . . . ,N − 1, and β(0)N = βN + νN (w), can be used to derive numerically the nodes and weights of
the quadrature rules (3.1) and (4.1). The technique presented below can be considered as an extension of an idea used for
determining the nodes and weights of Gaussian quadrature rules (see Gautschi [6]).
First we observe that if an eigenvalue ξN,i and the associated right eigenvector yˆrN (ξN,i) = μ0yrN (ξN,i) with its leading
element equal to 1 are known then the associated left eigenvector ylN (ξN,i) can be obtained from the relation
ylN(z) = zN−1ATNCN(z)yˆrN (z),
where the N × N diagonal matrix CN (z) is
CN(z) =
⎛
⎜⎜⎜⎜⎜⎜⎝
ς0(z) 0 · · · 0 0
0 ς1(z) · · · 0 0
...
...
. . .
...
...
0 0 · · · ςN−2(z) 0
0 0 · · · 0 ςN−1(z)
⎞
⎟⎟⎟⎟⎟⎟⎠
,
with ς0(z) = 1 and ςi(z) = α(0)i+1z−1ςi−1(z), i = 1,2, . . . ,N − 1. This also means
[
ΛN−1(z)
]−1 =
N−2∑
j=0
[
zN−1− j Q j(z) − zN− j−2Q j+1(z)
] Q j(z)
ς j
+ QN−1(z) QN−1(z)
ςN−1
= ylN(z)T yrN(z)
= zN−1μ−10 yˆrN(z)T CN (z)AN yˆrN(z).
Since one needs to determine the right eigenvectors such that the leading element in them is equal to 1, they can also
be easily derived from the system H(0)N yˆ
r
N(ξN,i) = ξN,i yˆrN (ξN,i), once the eigenvalues ξN,i are known.
Algorithm 1. Given the eigenvalues ξN,i = zN−1,i(w) of H(0)N , to obtain the corresponding right eigenvectors yˆrN (ξN,i) =
[εi,1, εi,2, . . . , εi,N ]T and, by performing the operations within [ ], to obtain also the corresponding quadrature weights
λN−1,i(w) = (zN−1,i(w))N−1ΛN−1(zN−1,i(w)).
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
For i = 1,2, . . . ,N,
εi,1 = 1, S1 = β(0)1 × εi,1, εi,2 = (εi,1 × ξN,i − S1)/α(0)2[
ς = α(0)2 /ξN,i, S2 = 1+ (εi,2 − εi,1) × εi,2 × ς
]
⎧⎪⎪⎨
⎪⎪⎩
For j = 2,3, . . . ,N − 1,
S1 = S1 + γˇ (0)j × εi, j, εi, j+1 = (εi, j × ξN,i − S1)/α(0)j+1[
ς = ς × α(0)j+1/ξN,i, S2 = S2 + (εi, j+1 − εi, j) × εi, j+1 × ς
]
[
λN−1,i(w) = μ0 × S−12
]
Here, γˇ (0)j = α(0)j + β(0)j , j = 2,3, . . . ,N .
This algorithm is essentially the inverse power method for generating the eigenvectors and hence it is expected to be
very eﬃcient. Note that, even though the matrix involved is of Hessenberg type, because of the structure the number of
arithmetic operations involved is smaller in the order of a three diagonal matrix.
Observe that when i = N and w = 0 the operations within [ ] should be avoided. In this case we can simply assign
λN−1,N(0) = 0.
Since the eigenvalues of H(0)N are real and distinct, the QR algorithm (see [8,18]) developed independently by John G.F.
Francis and Vera Kublanovskaya (see [7]) can be effectively applied to obtain the eigenvalues and also, for example, the right
eigenvectors of this matrix.
However, there is also another procedure to determine the eigenvalues which is very simple to implement.
The matrix H(0)N is a product of the matrices A
−1
N and B
(0)
N . We consider the decomposition H
(0)
N = F(0)N G(0)N , where
F(0)N =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
γˆ
(0)
1 0 0 · · · 0 0
γˆ
(0)
1 γˆ
(0)
2 0 · · · 0 0
γˆ
(0)
1 γˆ
(0)
2 γˆ
(0)
3 · · · 0 0
...
...
...
. . .
...
...
γˆ
(0)
1 γˆ
(0)
2 γˆ
(0)
3 · · · γˆ (0)N−1 0
γˆ
(0)
1 γˆ
(0)
2 γˆ
(0)
3 · · · γˆ (0)N−1 γˆ (0)N
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
G(0)N =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
β
(0)
1 /γˆ
(0)
1 α
(0)
2 /γˆ
(0)
1 0 · · · 0 0
0 β(0)2 /γˆ
(0)
2 α
(0)
3 /γˆ
(0)
2 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · β(0)N−1/γˆ (0)N−2 0
0 0 0 · · · β(0)N−1/γˆ (0)N−1 α(0)N /γˆ (0)N−1
0 0 0 · · · 0 β(0)N /γˆ (0)N
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Here, γˆ (0)j = α(0)j+1 + β(0)j , j = 2,3, . . . ,N , with α(0)N+1 = 0. What is interesting about the above decomposition is that the
matrix G(0)N F
(0)
N = H(1)N , apart from being a similar matrix to H(0)N , has exactly the same structure as H(0)N . We have,
H(1)N =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
γˇ
(1)
1 α
(1)
2 0 · · · 0 0
γˇ
(1)
1 γˇ
(1)
2 α
(1)
3 · · · 0 0
...
...
...
. . .
...
...
γˇ
(1)
1 γˇ
(1)
2 γˇ
(1)
3 · · · α(1)N−1 0
γˇ
(1)
1 γˇ
(1)
2 γˇ
(1)
3 · · · γˇ (1)N−1 α(1)N
γˇ
(1)
1 γˇ
(1)
2 γˇ
(1)
3 · · · γˇ (1)N−1 γˇ (1)N
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where
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Number of iterations and approximate execution time required to generate the eigenvalues of H(0)N accurate to 8 signiﬁcant digits.
Iterations
QR algorithm
Execution time
QR algorithm
Iterations
Algorithm 2
Execution time
Algorithm 2
N = 8, w = 0.0 50 0.0017 130 0.0035
N = 8, w = −1.0 51 0.0017 124 0.0032
N = 16, w = 0.0 102 0.0052 497 0.0135
N = 16, w = −1.0 100 0.0050 485 0.0126
N = 24, w = 0.0 152 0.0120 1070 0.0269
N = 24, w = −1.0 146 0.0115 1052 0.0264
γˇ
(1)
j = γˆ (0)j , α(1)j+1 =
γˆ
(0)
j+1
γˆ
(0)
j
α
(0)
j+1, j = 1,2, . . . ,N.
By successive application of this idea we then obtain the matrices
H(k)N =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
γˇ
(k)
1 α
(k)
2 0 · · · 0 0
γˇ
(k)
1 γˇ
(k)
2 α
(k)
3 · · · 0 0
...
...
...
. . .
...
...
γˇ
(k)
1 γˇ
(k)
2 γˇ
(k)
3 · · · α(k)N−1 0
γˇ
(k)
1 γˇ
(k)
2 γˇ
(k)
3 · · · γˇ (k)N−1 α(k)N
γˇ
(k)
1 γˇ
(k)
2 γˇ
(k)
3 · · · γˇ (k)N−1 γˇ (k)N
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where γˇ (k)j and α
(k)
j , j = 1,2, . . .N , can be recursively generated by
γˇ
(k)
j = γˆ (k−1)j , α(k)j+1 =
γˆ
(k−1)
j+1
γˆ
(k−1)
j
α
(k−1)
j+1 , j = 1,2, . . . ,N.
Here, for any k 0, γˇ (k)j = α(k)j + β(k)j and γˆ (k)j = α(k)j+1 + β(k)j for j = 1,2, . . . ,N , with α(k)1 = α(k)N+1 = 0.
Clearly, because of their structure, H(k)N as k → ∞ cannot converge to a diagonal matrix with the eigenvalues ξN,i as
diagonal entries. However, it turns out that, since the eigenvalues are distinct and positive, limk→∞ α(k)j = 0, j = 2,3, . . . ,N ,
and the matrix H(k)N as k → ∞ converge to a triangular matrix with the eigenvalues ξN,i as diagonal entries. Consequently,
we can state the following algorithm, which is the same algorithm obtained by Jones and Magnus [9] for the computation
of poles of two-point Padé approximants.
Algorithm 2. A simple procedure to obtain the eigenvalues of H(0)N .⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
For k = 1,2,3, . . . ,
α
(k−1)
N+1 = 0, γˆ (k−1)j = α(k−1)j+1 + β(k−1)j , j = 1,2, . . . ,N,
β
(k)
1 = γˆ (k−1)1 ,
β
(k)
j = β(k−1)j−1
γˆ
(k−1)
j
γˆ
(k−1)
j−1
, α
(k)
j = α(k−1)j
γˆ
(k−1)
j
γˆ
(k−1)
j−1
, j = 2,3, . . . ,N.
As k → ∞, we obtain from β(k)j , j = 1,2, . . . ,N, the required eigenvalues.
The convergence of the algorithm follows from [9] and, since all the elements involved are positive, we can also expect
reasonable stability.
We apply both QR algorithm with shifts and Algorithm 2 to determine the eigenvalues of the matrix H(0)N corresponding
to the particular example treated in Section 5. The eigenvalues are the zeros of the polynomial (z − w)KN−1(z;w) when
α2 = 2α, βn = β, αn+2 = α, n 1.
To obtain the results given in Table 1 we take α = β = 1. To compare the algorithms, we observe the number of iterations
and approximate execution time required to obtain the eigenvalues of the matrices H(0) , H(0) H(0) , for w = 0 and w = −1.8 16 24
H.M. Felix et al. / Applied Numerical Mathematics 61 (2011) 651–665 665Clearly, from the results presented in Table 1, the QR algorithm shows a superior convergence behavior than Algorithm 2,
especially in terms of the number of iterations. However, the execution time involved in Algorithm 2 is only about twice as
much as the QR algorithm. Hence, because of the simplicity in programming Algorithm 2 we consider it to be an excellent
choice when the value of N is not too large.
Having obtained the eigenvalues, i.e. the nodes of the quadrature rule (3.1), Algorithm 1 can be effectively used to obtain
the associated weights of this quadrature rule.
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