Abstract. Many questions about triangles and quadrilaterals with rational sides, diagonals and areas can be reduced to solving certain Diophantine equations. We look at a number of such questions including the question of approximating arbitrary triangles and quadrilaterals by those with rational sides, diagonals and areas. We transform these problems into questions on the existence of infinitely many rational solutions on a two parameter family of quartic curves. This is further transformed to a two parameter family of elliptic curves to deduce our main result concerning density of points on a line which are at a rational distance from three collinear points (Theorem 4). We deduce from this a new proof of density of rational quadrilaterals in the space of all quadrilaterals (Theorem 39). The other main result (Theorem 3) of this article is on the density of rational triangles which is related to analyzing rational points on the unit circle. Interestingly, this enables us to deduce that parallelograms with rational sides and area are dense in the class of all parallelograms.
Introduction
Throughout this article, we call a polygon rational if its sides, diagonals and area are all rational numbers. Interest in the theory of rational triangles goes back to the time of Leonhard Euler. Euler found formulae expressing proportions of the sides of a rational right-angled triangle and a general rational triangle. For the latter, he proved:
Theorem 1 (Euler [10] ). The sides of a general rational triangle ∆ABC with sides AB = c, BC = a, AC = b with rational area satisfy the proportion a : b : c = r 2 + s 2 rs : (ps ± rq)(pr ∓ qs) pqrs : p 2 + q 2 pq for some integers p > q, r ≥ s.
H.F. Blichfeldt [5] and D.N. Lehmer [15] have independently derived formulae for the sides of a rational triangle. Lehmer also characterized integral triangles i.e. triangles with integer sides and area in the plane in [15] .
E.E. Kummer [14] obtained a characterization of rational quadrilaterals in the plane. He reduced the problem of finding rational quadrilaterals to the problem of finding rational solutions to the equation. (2) (ξ + c) 2 − 1 2ξ
in rationals ξ, ν, x, y, c with |c| < 1.
L.E. Dickson [8] also derived expressions for rational quadrilaterals similar to Kummer's. In the conclusion of his paper [8] he mentions that some questions about triangles and quadrilaterals reduce to deciding whether certain quartic functions can be written in terms of rational squares.
In what follows, we say that a polygon of n sides is rationally approximable if there are rational polygons of n sides whose vertices are arbitrarily close to the given one. I.J. Shoenberg posed the general question:
Is every n − sided polygon rationally approximable?
A.S. Besicovitch [4] answered this question for the special cases of right-angled triangles and parallelograms.
D.E. Daykin [6] answered Shoenberg's question affirmatively in the class of quadrilaterals, parallelograms, and some classes of hexagons. We can deduce a new proof of rational approximability for quadrilaterals as a consequence of our Theorem 4.
Open questions regarding integral and rational distances and rational approximation have attracted many other mathematicians such as John Isbell, John Leech, Harborth, Kemnitz, Richard Guy, N.H. Anning, Paul Erdös, J.H.J Almering, T.K. Sheng and T.G. Berry. (See the list of references).
The Two Main Results.
In this paper, we prove two results. To this end we need some definitions. Let us call a set {A, B, C} of three points in the plane a rational 3-set if the lengths AB, AC, BC are rational. Call a set {A, B, C, D} of four points on the plane a rational 4-set, if all the six distances are rational. If K ⊂ R 2 is a compact/finite set and L ⊂ R 2 is a closed set then we define the distance d(K, L) = min{d(x, y) ∈ R | x ∈ K, y ∈ L}. We also define for any two finite n−sets K 1 = {A 1 , A 2 , . . . , A n }, K 2 = {A The first one is on the density of rational triangles in the space of triangles in the plane.
Theorem 3. Let X = {A, B, C} represent three vertices of a triangle ∆ABC in the Euclidean plane. Then given ǫ > 0 there exists a rational 3-set X ǫ in the plane such that the points in X ǫ form a rational triangle with rational area and D(X, X ǫ ) < ǫ.
More precisely if BC is the largest side of the triangle ∆ABC then we can choose the 3-set X ǫ = {A, B ′ , C ′ } to also contain the vertex A opposite to the side BC and make the side BC B ′ C ′ .
Using this main result on rational approximability of triangles we also deduce the analogous result for parallelograms.
The second main result addresses the density of points on a line which are at a rational distance from three collinear points.
Theorem 4. Let A, O, C be three distinct, collinear points in the plane with point O on the line segment AC such that the 3-set {A, O, C} is a rational set. Let L be a line passing through O such that the sine and cosine of the angle between L and AC are rational. There exist finite sets F ∡ ⊂ [0, π] and F ratio ⊂ R such that
• For a fixed angle between L and AC not in the finite set F ∡ , the set of all points B on L such that the four set {A, B, C, O} is a rational set is dense, except for a finitely many values of the ratio AO OC .
• For a fixed ratio AO OC not in the finite set F ratio , the set of all points B on L such that the four set {A, B, C, O} is a rational set is dense, except for a finitely many choices of the angles between L and AC.
For the proof we use quartic curves as well as a family of cubic curves. From this Theorem 4, we deduce rational approximability of general quadrilaterals.
In 1960 L.J. Mordell [16] proved that every quadrilateral in the plane is approximable by quadrilaterals with rational sides and diagonals (with no condition on the area). He used Nagell's theorem on integral points and torsion points on cubic curves.
The Density Result.
We also prove the following useful topological density result and as a consequence we prove density of rational points as stated in Theorem 31.
For this purpose we introduce a definition Definition 5 (Local Product Structure). Let X, Y be topological spaces and f : X −→ Y be a surjective continuous map. Let x 0 ∈ X and f (x 0 ) = y 0 . Let F x0 be any topological space. Suppose there exists open sets O ⊂ X, U ⊂ F x0 , V ⊂ Y such that x 0 ∈ O, y 0 ∈ V and O ∼ =ψ U × V and such that the following diagram commutes.
Then we say that X has the local product structure property at the point x 0 with respect to f, F x0 . Now we state the theorem.
. . . −→ fn X n be a sequence of surjective continuous maps of topological spaces such that the local product structure property is satisfied on a dense set Z i of X i with respect to the map f i+1 for i = 0, . . . , n − 1. Then if B ⊂ X n is dense then any fibre-wise dense set in the preimage of B in each X i is dense in X i for all 0 ≤ i ≤ n − 1.
We end this introduction with another question which, similar to Shoenberg's question for n ≥ 5, is still open [3] .
• Does there exist a point in the plane at a rational distance from each of the corners of a unit square?
Definitions
In this article we use the following definitions.
Definition 7. Let X ⊂ R 2 be a subset of the Euclidean plane. The distance set is defined as ∆(X) = {r ∈ R | there exists p, q ∈ X with r = d(p, q)}. We say that the set X is rational if ∆(X) ⊂ Q.
Definition 8.
• A finite n−subset X = {A 1 , A 2 , . . . , A n } ⊂ R 2 is said to be rational approximable if given ǫ > 0 there exists a rational n−subset X ǫ = {A
Here in the case of rational approximability for a given finite set X and ǫ small enough depending on X, the bijection between X and X ǫ is unique if such a set X ǫ exists.
• A polygon of n sides is said to be rational, if its sides, diagonals and area are all rational.
Rational Approximability of Triangles and Parallelograms
In this section, we prove that triangles are rationally approximable. Towards that, we quote the following Lemmas 9, and 10.
Lemma 9. Let C be a circle centered at the origin in R 2 whose radius is rational. Then the set P = {(x, y) ∈ C | x, y ∈ Q} of points with rational coordinates on the circle is dense in C.
The proof is straightforward. See the proof given by Paul D. Humke and Lawrence L. Krajewski [12] for a characterization of circles in the plane whose rational points are dense in their respective circles.
The following lemma addresses the density question for angles.
Lemma 10.
(1) Let Q tan = {θ ∈ R | tan(θ) is rational or undefined }.
(iii) Q tan , Q tan2 are additive subgroups of R Proof. First we observe that for every integer k ∈ Z the function
is a homeomorphism. Hence the set Q tan is dense in R. Now we use some elementary geometry. Let C be a circle with center O of unit radius. Let A, B be two points on the circle such that the arcAB subtends an angle 2θ at the center. Extend OA to meet the circle again at P . Then the ∡AP B = θ.
We prove (ii) first. Now we prove Q tan2 = C Q . Let θ ∈ C Q ; then Cos(θ) = r s , Sin(θ) = u v for some relatively prime integers r, s and u, v. So we have
. Let Cos(θ) = 0. Now we observe that T an(θ) is rational and if for some q, p relatively prime integers q p = T an(θ) = us rv . Then there exists an integer t such that us = tq and rv = tp so t
2 a perfect square. So θ ∈ Q tan2 . The converse is also clear; i.e. if θ ∈ Q tan2 then Cos(θ), Sin(θ) are rational. Now we prove Q tan2 = 2Q tan . Let θ ∈ Q tan and if T an(θ) is undefined then θ is an odd multiple of π 2 . So 2θ is an integer multiple of π. So T an(2θ) = 0 and 2θ
is a perfect square because there exists an integer t such that 2pq = tu, p 2 − q 2 = tv. So 2θ ∈ Q tan2 . Conversely it is also clear that if 2θ ∈ Q tan2 then T an(θ) is rational. i.e. θ ∈ Q tan . Now we prove (iii). We observe that T an(0) = 0, T an(−θ) = −T an(θ) and if
1−T an(θ1)T an(θ2) . So Q tan is an additive subgroup. Hence Q tan2 = 2Q tan is also an additive subgroup. Now to prove (i) we observe that any finite index additive subgroup of a dense additive subgroup of reals is also dense in reals.
We note that for a right angled triangle with rational sides, the area is rational. From the lemma above, we deduce the following density theorem for right angled triangles which we mention below without proof as it is straightforward. Theorem 11. Let X = {A, B, C} represent three vertices of a right-angled triangle ∆ABC in the Euclidean plane. Then given ǫ > 0 there exists a 3−set X ǫ in the plane such that the points in X ǫ form a rational right-angled triangle and D(X, X ǫ ) < ǫ. In fact we can choose X ǫ such that it has any one of the points of X in common.
The general case of triangles is also a straightforward consequence of the rightangled triangles case. Now we prove Theorem 3 here. 
) which is rational. We also observe that AB ′ = AD ′ Sec(α 1 ), AC ′ = AD ′ Sec(β 1 ) which are rational. Finally the area of the triangle ∆AB
Here again we observe that the vertex A is unchanged in the approximant X ǫ and BC B ′ C ′ . In the case when the three points lie on a line then the proof is straight forward.
We now use the above theorem on triangles to deduce the analogous result in the class of parallelograms.
Theorem 12. Let X = {A, B, C, D} represent the vertices of a parallelogram ABCD in the Euclidean plane. Then given ǫ > 0 there exists a rational 4-set X ǫ in the plane such that the points in X ǫ form a rational parallelogram with rational area and D(X, X ǫ ) < ǫ.
Proof. Let AC, BD be the diagonals of the parallelogram such that AC ≥ BD. Then AC is the largest side of the congruent triangles ∆ABC and ∆ADC because ∡ABC = ∡ADC is obtuse or just right. Using Theorem 3 we get an approximant
AC. Now we parallel translate ∆A ′ B ′ C ′ so that line determined by the line segment A ′ C ′ coincides with that of AC. Then we complete this to a parallelogram
In this procedure while approximating we make sure
So that by symmetry of parallelograms we obtain an ǫ-approximant rational parallelogram
Moreover it has rational area as the area is twice the area of the rational triangle ∆A ′ B ′ C ′ .
Rational Points on a Hyperbola
The proof of our general results on quadrilaterals in section 7 requires some analysis of rational points on hyperbolae. Indeed, we prove:
Theorem 13. Let P, Q be two points in the plane at a rational distance from each other. Let L be a line passing through P such that the cosine of the angle between L and P Q is rational. Then the set of all points on L which are at a rational distance from P and Q are dense in L. Conversely if there exists a point on L which is at a rational distance from P and Q then the cosine of the angle between L and P Q is rational.
Proof. Assume without loss of generality the line P Q represents x-axis with P as the origin and Q is at a rational distance r from the origin. Let the equation of the line L be y = T an(θ)x where Cos(θ) is rational which implies Sin
need not be rational. Let R be a point on L at a distance q from the origin and at a distance p from Q i.e. ∆P QR is a triangle with P Q = r, QR = p, RP = q. We see by computing distances, if we set
If s is rational then q is rational since r, Cos(θ) are rational.
To proceed with the proof, we need the following observation.
where a is a nonzero rational representing a hyperbola H a in the plane R 2 . Then the set H a (Q) = {(x, y) ∈ H a | x, y ∈ Q} of rational points is dense in H a .
Proof. (of Observation 14) Let
* since a is rational and the isomorphism R * −→ H a taking u to (x, y) establishes the Claim 14.
Continuing with the proof of the Theorem, now consider the part of the hyperbola H + r 2 Sin 2 (θ) corresponding to p = x-coordinate being positive and the following isomorphism
The inverse map being
In the maps defined above we note that the co-ordinates of R need not be rational if T an(θ), Sin(θ) are not rational, however the distances P R, QR are rational if Cos(θ) is rational when we have a rational u. From the observation 14 we establish the density of points at a rational distance from P and Q on the line L. Conversely by cosine rule if the distances P R, QR are rational for some point R on L then by cosine rule the cosine of the angle between L and P Q is rational. Hence Theorem 13 follows.
Rational Points on Families of Quartic and Cubic Curves
As mentioned in the introduction, our results on quadrilaterals will proceed by re-expressing the problems in terms of rational points on families of some quartic and cubic curves. Firstly, we reformulate the density question for the quadrilateral as a question about rational points on a two parameter family of quartic curves.
Lemma 15. Let A, O, C be three collinear points in the plane with point O on the line segment AC such that the 3-set {A, O, C} is a rational set. Let L be a line passing through O such that the sine and cosine of the angle θ between and L and AC are rational. Let 
where m = Cot(θ), n = Cot(β) gives rise to a point B on the line L such that the distances AB, CB, OB are all rational and conversely any such point B gives rise to a rational point (x, y) on the quartic curve.
Proof. By rotation and translation if necessary we can assume that the line AOC is the x-axis, O is the origin and A is to the left of O with coordinates (−a, 0) and C is a point to the right of O with coordinates (c, 0). Let the line L make an angle θ = π 2 with respect to x-axis at the origin. The case θ = π 2 can be considered separately.
Consider two families C, A of lines passing through the point C and the point A respectively. Let m C and m A denote the slopes of any two lines one representing a line in the family C and one representing a line in family A respectively. The equations of the lines are given by
Any intersection point B = (X, Y ) in the plane of two lines one from family C and one from family A are given by
Suppose B lies on the line L then we have
So for such a point B on the line L, BO, BA, BC are rational if the following happens. (17) m C is rational.
A is a square of a rational which is equivalent to
being a square of a rational.
the rationality conditions 17 are satisfied if
is square of a rational.
The above rationality condition 19 gives rise to a rational solution to the following equation (21) and conversely any rational solution (x, y) to the following equation (21) gives rise to a value of T an(γ) = x and hence the slope m C with other rationality conditions 17 and 19 being satisfied.
The case θ = π 2 is similar.
As a second step we transform two parameter family of quartic curves into a family of cubic curves over rationals.
Lemma 20. There exists a (x, y) − (U, W ) transformation which transforms the given two parameter family of quartic curves (21)
where m = Cot(θ), n = Cot(β) into a two parameter family of cubic curves given by
Proof. Let
Notice that the equation (21) can be written as follows by completing the squares
Now to get rid of the fourth power in x we substitute y = U ′ + Σ where
and also substitute x =
8 ) and now multiplying by U ′ on both sides of equation (22) we get
Replacing U ′ by −2U and V ′ by −2V and dividing by 8 we get
Now to get rid of the U V −term we substitute W = V + and eliminating V we get the following two parameter family of cubic curves
The (x, y) − (U − V ) transformation in this case of the quartic equation (21) is given by (23)
This proves the lemma on transformation from quartics to cubics.
We observe that the cubic polynomial Q(U ) = U 3 + AU 2 + BU + C has the following factorization into a linear and a quadratic factor.
(25)
The discriminant of Q(U ) is given by
Now we figure the points (m, n) ∈ C 2 where the cubic polynomial fails to have three distinct factors and hence these points (m, n) ∈ C 2 represent a singular cubic. We mention the following Lemma 26 without proof as it is straight forward.
Lemma 26 (Repeated Factors). Let m, n ∈ C. The cubic polynomial Q(U ) has repeated factors if and only if the discriminant of Q(U ) is zero if and only if
• n = 0, −1
• m = ±ı
• For any value of n = −1, m = ±ı
We quote the lemma below by sketching its proof.
be a cubic polynomial. Then τ (x) has three distinct real roots if and only if
Proof. Between two distinct reals roots of a polynomial function there is a root of its derivative as a consequence of Rolle's Theorem. The above lemma follows by observing that there are two real roots of the derivative of the cubic where the values of the cubic itself have different signs.
In the case of the polynomial
we note that for real values of m, n
except in the cases n = 0, −1 or in the case where m = 0 and n = 1 in which the value is zero. Now we quote the following lemma without proof.(cf. [13] Chapter 0, Section 7 Proposition 7.2&7.3 Chapter 9 Section 4 Theorem 4.3)
Lemma 28. Let τ (x) = x 3 + Ax 2 + Bx + C ∈ R[x] be a cubic polynomial. Suppose τ (x) has three distinct real roots. Let E be the elliptic curve defined by y 2 = x 3 + Ax 2 + Bx + C. Then the real locus E(R) is isomorphic to S 1 × Z/2Z.
Proof. This proof is standard as given in the reference.
So here for m, n ∈ R the real locus of the elliptic curve
} is isomorphic to S 1 × Z/2Z except for the cases n = 0, n = −1 and the case m = 0, n = 1 in which the curve is singular.
We quote this lemma without proof as it is straight forward.
Lemma 29. Let r i ∈ C, i = 1, 2, 3 be distinct complex numbers. Then the jinvariant of the elliptic curve y 2 = (x − r 1 )(x − r 2 )(x − r 3 ) = x 3 + ax 2 + bx + c is given by
In the current case the non-constant j-invariant function j(m, n) ∈ Q(m, n) given by
Hence the elliptic variety V = {E(m, n)(C) | (m, n) ∈ C} −→ {(m, n) ∈ C 2 } has a nonconstant j−invariant as a function of (m, n). In Lemma 27 we have given a condition for a real cubic to have three distinct roots in terms of the numerator and denominator polynomials of the j-invariant appearing in equation (30).
Density of Rational Points on a Family of Elliptic Curves
Consider the variety V (m, n)(K) for a field K = Q, R, C defined by the equation
with A, B, C as in the previous section. We know that C(m, n) is a square in Q(m, n) from equation (24). We establish the density theorem:
Theorem 31. The set
is dense in V (R) in both Zariski and usual topologies on V (R).
Towards the proof, we start by noting that
are two polynomial points on the elliptic variety defined by V (m, n) over Q(m, n).
Since y = ±1, x = 0 is a solution to the equation (21) we obtain
as the polynomial points on V . Consider the polynomial points
The point P 3 (m, n) corresponding to y = −1, x = 0 is a 2-torsion polynomial point on V over Q(m, n). This follows from equation (25) because U = n 2 is a root of the polynomial Q(U ). The points on the elliptic curve corresponding to the roots of Q and the identity gives rise to the torsion subgroup Z/2Z × Z/2Z.
So we prove that the points P 1 , P 4 , P 2 are points of infinite order in X(m, n) over Q(m, n). Now we state a very important theorem due to Mazur on torsion orders of points on an elliptic curve over Q.
Theorem 32 (Mazur's Theorem). Let C be a non-singular rational cubic curve over K = C orQ, and suppose that C(Q) contains a point of finite order m. Then either 1 ≤ m ≤ 10 or m = 12
We observe that P 1 , P 2 , P 3 lie on the line W + (1 + n)mU = n 2 (1 + n)m. So P 1 + P 2 = P 3 or P 1 + P 2 + P 3 = O. It is enough to show that the polynomial point P 1 = −P 4 is of infinite order. Using the computer, we can check that P 1 does not have polynomial torsion order 1, 2, . . . , 10, 12.
We will show this by a very simple computation using computer that kP 1 = −P 1 by explicitly showing that there are points (m, n) where kP 1 (m, n) = −P 1 (m, n) for various k = 1, 2, 3, . . . , 10, 11.
The initial point is given by P 1 (m, n) = (m(1 + n), n 2 − 1). The elliptic variety is given by the equation
Let (x 0 , y 0 ), (x 1 , y 1 ) lie on the cubic whose equation is given by Y 2 = X 3 + λX 2 + µX + ν. Then the line determined by the points (x 0 , y 0 ) and (x 1 , y 1 ) meets the cubic curve again at the point (X, −Y ) whose values are given by
Note that under the elliptic curve addition (x 0 , y 0 ) + (x 1 , y 1 ) = (X, Y ). Let k > 0 be a positive integer. Let (x, y) = (x(m, n), y(m, n)) be a multiple of P 1 say kP 1 . Then the X-coordinate X(m, n) and the Y -coordinate Y (m, n) of the multiple (k + 1)P 1 are given by
Using a computer we can check that the multiples of P 1 as rational functions in Q(m, n). However we will find a suitable point (m, n) ∈ A 2 K such that the value kP 1 (m, n) differs from −P 1 (m, n) for k = 1, . . . , 11 there by showing that P 1 cannot have polynomial torsion 1, 2, . . . , 10, 12.
Lemma 34. Let (m 0 , n 0 ) = (1, 2). The point P 1 (m 0 , n 0 ) = (3, 3) on E(m 0 , n 0 )(Q) is a point of infinite order.
Proof. The two parameter family of cubic curves reduces to the following elliptic curve at the point (m 0 , n 0 ) = (1, 2) given by
There are three distinct real values for U where W is zero. They are given by U = 4, U = 3(−1 − √ 5), U = 3(−1 + √ 5). Consider the point P 1 (m 0 , n 0 ) = (3, 3) on the elliptic curve E(m 0 , n 0 )(Q). Using Equation 33 we compute the multiples kP 1 (m 0 , n 0 ) for k ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11}.
They are given as follows.
M U LT IP LES OF P 1 (m 0 , n 0 )
• P 1 (m 0 , n 0 ) = (W = 3, U = 3), We observe that kP 1 (m 0 , n 0 ) = −P 1 (m 0 , n 0 ) for all k ∈ {1, 2, . . . , 11} as P 1 (m 0 , n 0 ) = −P 1 (m 0 , n 0 ) and none of the values for U simplifies to 3 for k ≥ 2. Now we prove the following lemma.
Lemma 35. The point P 1 (m, n) is a polynomial point of infinite order.
Proof. We have seen P 1 does not have polynomial torsion 1, 2, . . . , 10, 12. Suppose kP 1 = −P 1 for some k > 11. Fix an n 0 ∈ K. Let m ∈ K. We have kP 1 (m, n 0 ) = −P 1 (m, n 0 ). By Barry Mazur's theorem on torsion orders of rational points on elliptic curves over rationals, lP 1 (m, n 0 ) = −P 1 (m, n 0 ) for some l ∈ {1, 2, . . . , 9, 11}. There are finitely many choices for l and infinitely many choices for m ∈ K. Hence there exists l ∈ {1, 2, . . . , 9, 11} such that lP 1 (m, n 0 ) = −P 1 (m, n 0 ) for infinitely many m ∈ K. This means that the equality lP 1 (m, n 0 ) = −P 1 (m, n 0 ) holds as polynomial points in m for the fixed n 0 . By a similar argument, again we have for some l ∈ {1, 2, . . . , 9, 11}, lP 1 (m, n 0 ) = −P 1 (m, n 0 ) for infinitely many n 0 ∈ K as polynomial points in m. Hence we get lP 1 (m, n) = −P 1 (m, n) as polynomial points in m, n. However we have verified that lP 1 = −P 1 arriving at a contradiction. Now Lemma 35 follows.
The discriminant locus is defined as the set {(m, n) ∈ C 2 | disc(Q(U )) = 0}. Now we state the density lemma for an elliptic curve.
Lemma 36 (Density Lemma for an Elliptic Curve). The set
Q − (discriminant locus)} is dense in both Zariski and usual topologies in the real locus E(m 0 , n 0 )(R) of the jacobian elliptic variety V (R).
Proof. This is straight forward because any infinite subgroup of the circle group is dense. However here we need to observe that the following claim holds.
Claim 37. For (m 0 , n 0 ) ∈ A 2 R −(the discriminant locus), the points ±P 1 (m 0 , n 0 ), ±P 2 (m 0 , n 0 ) lie on the oval component of the real locus. If P 1 (m 0 , n 0 ) is of infinite order in E(m 0 , n 0 )(R) then the subgroup generated by each P 1 is a dense subgroup of S 1 × Z/2Z in both Zariski and usual topologies on
Proof. Note that for real m, n, the quadratic factor (
is non-positive as it is a square polynomial in n, m with a negative sign. So each of the values U = 0, U = n 2 − 1 lies between the roots of the quadratic factor of Q(U ). We also have that the U -coordinates of ±P 1 (m, n), ±P 2 (m, n) is less than or equal to n 2 which is the root of the linear factor U − n 2 of Q(U ). Hence we observe that the points ±P 1 (m, n), ±P 2 (m, n) lie on the oval. So under the isomorphism of the real locus E(m, n)(R) to S 1 × Z/2Z, the points ±P 1 (m, n), ±P 2 (m, n) ∈ S 1 × {−1} which does not have the identity element of the group S 1 × Z/2Z. So the infinite subgroup generated by P 1 is a dense subgroup of S 1 × Z/2Z in both Zariski and usual topologies on S 1 × Z/2Z. This proves the claim.
Hence the lemma follows.
Lemma 38 (Density Bijection Lemma for the Quartics and Cubics). The set {(x, y) ∈ Q 2 , (x, y) satisfies equation (21)} is dense in the quartic defined by the equation (21) 
Cot(β))m, 0) from the cubic and the point (x 0 , y 0 ) =
from the quartic we get a bijection between the complex solutions of the cubic and quartic. This bijection restricts to a bijection of their real locus and also rational locus if m, n are rational. Hence we get the density of rational solutions (x, y) of the quartic in its real locus components corresponding under bijection to the real locus components of the cubic. This completes the proof.
In order to complete the proof of Theorem 31 we give a topological criterion for the density which is proved in section 9. After giving this criterion for the density of sets in arbitrary topological spaces we establish Theorem 31.
Main Theorem on Density of Points on a Line at a Rational Distance from Three Collinear Points
Finally we prove Theorem 4 on the density of points on a line which are at a rational distance from three collinear points in the Euclidean plane from which we deduce rational approximability of quadrilaterals in the next section.
Proof. The conditions 17 are satisfied by the rational points on the quartic. In order to get the required density to complete the proof of Theorem 4 we use Mazur's Theorem again in the following way.
First we observe that if for an m 0 ∈ Q, kP 1 (m, n) = −P 1 (m, n) for all n then lP 1 (m 0 , n) = −P 1 (m 0 , n) for all n for some l ∈ {1, . . . , 9, 11}. There are finitely many such m 0 ∈ Q for l ∈ {1, . . . , 9, 11}. Let F m denote the finite set of such elements m 0 ∈ Q. Given any rational value m 0 for m apart from a finite subset F m ⊂ Q with
there exist finitely many n ∈ Q such that kP 1 (m 0 , n) = −P 1 (m 0 , n) for any integer k because we need to check only for the finitely many possible torsion order values for k by Mazur's Theorem. Similarly given any rational value n 0 for n apart from a finite subset F n ⊂ Q with F ratio = 1 Fn , there exist finitely many m ∈ Q such that kP 1 (m, n 0 ) = −P 1 (m 0 , n) for any integer k. Hence for a given rational value m 0 / ∈ F m for m, P 1 (m 0 , n) is a point of infinite order for all but finitely many n and for a given rational value n 0 / ∈ F n for n, P 1 (m, n 0 ) is a point of infinite order for all but finitely many m.
This proves the Theorem.
Rational Approximability of Quadrilaterals
Theorem 39. Let X = {A, B, C, D} represent four vertices of a quadrilateral in the Euclidean plane. Then given ǫ > 0 there exists a rational quadrilateral X ǫ in the plane such that D(X, X ǫ ) < ǫ.
Proof. We prove this theorem in a few steps. We rename the vertices of the quadrilateral such that if ∆ABD is the triangle formed by three out of four vertices such that if the quadrilateral is concave then the point C is in the interior of ∆ABD or on the ∆ABD and if the quadrilateral is convex then it lies in the exterior.
We give a slightly elaborate proof in the convex quadrilateral case and give a less elaborate but similar proof in the concave case.
So consider the case of a convex quadrilateral ABCD.
Step : 1 Let the diagonals AC,BD meet at a point O. We assume that ∡AOB is greater than or equal to π 2 (i.e. just right or obtuse) by renaming the vertices {A, B, C, D} of the quadrilateral so that in the ∆AOB, the side AB is the largest side. Now we approximate ∆AOB using Theorem 3 by a rational triangle with rational area ∆A 
are not in F ∡ ∪ (π − F ∡ ) which is a finite set where this finite set F ∡ arises in Theorem 4. Hence
where F ∡ is the set described in Theorem 4.
Step 
are rational triangles with rational area. Hence by taking
In the case when B, C, D are collinear with C in between B, D and A is outside the line of B, C, D one of the angles ∡BCA, ∡DCA is greater than or equal to π 2 (i.e. just right or obtuse). So we use Theorems 3, 4 to find a rational 4−set {A ′ , C, B ′ , D ′ } with the point C in common with X which gives the density. If all four points {A, B, C, D} are collinear then we use the density of rationals in reals for the conclusion.
If the 4− set {A, B, C, D} form a concave quadrilateral then we let C be in the interior of the ∆ABD and let AC intersect BD at O ′ . Assume ∡AO ′ B is obtuse or just right without loss of generality so that ∡ACB is also obtuse and we apply Theorem 3 with vertex C opposite to the largest side AB so that C is in the approximating rational 3-set. Then we find O close to O ′ by density and now in the proof of Theorem 4 we run through the argument with the coordinates of the point C = (−c, 0) with a > c > 0. Here again we conclude density similar to the convex case by replacing n with −n and n values with −n values. It is the same argument about choosing proper angles for density purposes not in the associated finite set F ∡ and the distances also such that the ratio is not from the finite set F ratio one we fix an angle. Hence Theorem 39 is proved. Lemma 42 (Local Product Structure Lemma). Let X, Y be topological spaces. Let f : X −→ Y be topological spaces. Suppose X has the local product structure property with respect to f on a dense subset Z ⊂ X. Let B ⊂ Y be such that
is dense in {u} × V and we also have
So A = X and the lemma follows.
9.1. Two Applications. This above lemma can be applied in many instances. In this subsection below we give two applications.
Lemma 43 (First Application: Existence of Local Product Structure on Dense Set).
. . , x n , y) = (x 1 , x 2 , . . . , x n−1 ) be a sujective map. Then X has the local product structure property with respect to f on a dense subset of X.
Proof. Consider the set
Then we prove that Z ⊂ X has local product structure property at every point. x 2 , x 3 , . . . , x n , y) ∈ X | (x 1 , x 2 , x 3 , . . . , x n ) ∈ V × U, sign(y) = sign(y 0 )} and we define a map ψ : O −→ V × U given by ψ(x 1 , x 2 , x 3 , . . . , x n , y) = ((x 1 , x 2 , x 3 , . . . , x n−1 ), x n ). Clearly O is open as the sign condition can be treated as open condition over the reals. Now the lemma follows.
Lemma 44 (First Application: Density). Let X = {(x 1 , x 2 , . . . , x n , y) ∈ R n | y 2 − P [x 1 , x 2 , . . . , x n ] = 0 where P [x 1 , x 2 , . . . , x n ] ∈ R[x 1 , x 2 , . . . , x n−1 ][x n ] a monic polynomial in x n with coefficients in R[x 1 , x 2 , . . . , x n−1 ]. Let the map f : X −→ R n−1 given by f (x 1 , x 2 , . . . , x n , y) = (x 1 , x 2 , . . . , x n−1 ) be a sujective map. Let B ⊂ R n−1 be a dense set. Then A = f −1 (B) is dense in X.
Proof. Using the previous two lemmas 42, 43 this lemma follows. This also proves Theorem 31.
Lemma 45 (Second Application: Existence of Local Product Structure on Dense Set). Let X = {(x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y m ) ∈ R n+m | F i [x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y m ] = 0 for 1 ≤ i ≤ m where F i is a polynomial function.} Suppose f : X −→ R n given by (x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y m ) −→ (x 1 , x 2 , . . . , x n ) is a surjective map. Then f has the local product structure property.
Proof. Let Z = {(x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y m ) | det ( Lemma 46 (Second Application: Density). Let X = {(x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y m ) ∈ R n+m | F i [x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y m ] = 0 for 1 ≤ i ≤ m where F i is a polynomial function }. Suppose f : X −→ R n given by (x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y m ) −→ (x 1 , x 2 , . . . , x n ) is a surjective map. Let B ⊂ R n be a dense set. Then A = f −1 (B) is dense in X.
Proof. Using the lemma 42 and the previous lemma 45 this lemma follows.
Lemma 47.
. . . −→ fn X n be a sequence of surjective continuous maps of topological spaces such that the local product structure property is satisfied on a dense set Z i in X i with respect to the map f i+1 for i = 0, . . . , n − 1. Then if B ⊂ X n is dense then the preimage of B in each X i is dense in X i for all 0 ≤ i ≤ n − 1.
Proof. By a repeated application of the same principle this lemma follows.
Now we prove Theorem 6.
Proof. Using the previous lemma 47 and the observation that in the closure of fibrewise dense set the entire fibre is there and hence upon its closure we get the whole space.
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