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Este trabalho apresenta um novo preditor de séries temporais baseado em rede 
neural sem peso que utiliza Virtual Generalized Random Access Memory. Esta rede neural 
não armazena conhecimento em suas conexões, mas sim na memória RAM dos nós da rede, 
ou neurônios. Esse novo preditor foi avaliado na predição de retornos futuros semanais de 
46 ações do mercado de ações brasileiro e comparado com preditores neurais 
autoregressivos baseados em redes neurais feedfoward treinadas com o algoritmo 
backpropagation. Nossos resultados mostram que preditores neurais sem peso podem 
produzir predições de retornos com os mesmos níveis de erros e propriedades dos 




This work presents a new weightless neural network-based time series predictor that uses 
Virtual Generalized Random Access Memory weightless neural network, which does not 
store knowledge in their connections but in Random Access Memories (RAM) inside the 
network’s nodes, or neurons. This new predictor was evaluated in predicting future weekly 
returns of 46 stocks from the Brazilian stock market and compared with neural 
autoregressive predictors based on feedfoward neural networks trained with the 
backpropagation algorithm. Our results showed that weightless neural network-based 
predictors can produce predictions of future stock returns with the same error levels and 




A Bolsa de Valores é uma instituição que oferece as condições e sistemas necessários 
para a realização de negociação de compra e venda de títulos e valores mobiliários de forma 
transparente. É na Bolsa de Valores que são feitas as negociações de compra e venda de 
ações, que são títulos nominativos negociáveis que representam, para quem as possui, uma 
fração do capital social de uma empresa. As empresas que possuem ações negociadas na 
Bolsa de Valores são chamadas Companhias de Capital Aberto. 
Para se investir em ações é necessário, inicialmente, escolher um intermediador, que 
é um agente (corretora, banco ou distribuidora) autorizado pela CVM (Comissão de Valores 
Mobiliários) a operar na Bolsa de Valores que efetuará as negociações desejadas. 
Para escolher as ações, o investidor normalmente deve ponderar, dentre outros, três 
critérios: liquidez (facilidade de vender a ação quando quiser resgatar), retorno 
(possibilidade de ganhos) e risco (possíveis perdas). A combinação desses três elementos, a 
critério do investidor, definirá em quais ações aplicar.  
Desde o trabalho pioneiro de White (1988), preditores baseados em redes neurais 
vêm sendo aplicados com sucesso na predição de retornos futuros de ações e de outras 
variáveis financeiras, exibindo muitas vantagens sobre métodos alternativos (SHARDA; 
PARTIL, 1992; MOODY, 1994; HANSEN; NELSON, 1997; FREITAS, De SOUZA; ALMEIDA, 2009). 
A abordagem mais comum na literatura para preditores neurais de séries temporais é 
o preditor baseado em redes neurais autoregressivas (Autoregressive Neural Network — 
ARNN) (WHITE, 1988), também conhecidas como Focused Time Lagged Feedforward 
Network (HAYKIN, 1999). Estes preditores utilizam p entradas — o valor presente e os p - 1 
valores passados de uma série — e produzem como saída uma estimativa do próximo valor 
da série. Após ter sido treinado, o preditor ARNN implementa um modelo regressivo não 
linear da série temporal, cujos coeficientes de regressão são dados pelos pesos da rede. 
Séries temporais complexas requerem sofisticados modelos de regressão que podem ser 
representados com escolhas apropriadas dos elementos topológicos da ARNN, como o 
número de camadas, de neurônios e as funções de transferências, somente para citar 
alguns. 
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O treinamento de um preditor ARNN é geralmente realizado com um algoritmo de 
gradiente descendente, como o algoritmo backpropagation (HAYKIN, 1999) e, em alguns 
casos especiais, com alternativas mais eficientes como o algoritmo de Levenberg-Marquardt 
(HAGAN; MENHAJ, 1994). Em ambos os casos, os algoritmos de treinamento são 
implementados com procedimentos iterativos que são interrompidos após alcançar um 
critério de convergência baseado nos erros de predição para o conjunto de validação, ou 
após determinado número de iterações. Esses procedimentos consomem alto tempo 
computacional e são de difícil paralelização. 
Redes neurais baseadas em memória RAM (Random Access Memory), também 
conhecidas como classificadores de n-tuplas ou redes neurais sem peso (Weightless Neural 
Network — WNN), não armazenam conhecimento em suas conexões, mas em suas 
memórias de acesso randômico (RAM) que ficam dentro dos nós da rede, ou neurônios. Seu 
treinamento pode ser feito em um único passo e basicamente consiste em armazenar uma 
saída desejada em um endereço associado a um vetor de entrada de um neurônio 
(ALEKSANDER, 1966), sendo assim, mais eficiente e fácil de paralelizar do que a ARNN. 
1.1. MOTIVAÇÕES 
Muitas abordagens de predição de retornos exploram modelos na busca de 
minimizar os erros de predição usando um arsenal de métodos estatísticos e de inteligência 
computacional (SHARDA; PARTIL, 1992; MOODY, 1994; HANSEN; NELSON, 1997; FREITAS; De 
SOUZA; ALMEIDA, 2009), mas com pouca atenção para requisitos de desempenho 
computacional. 
Recentemente, entretanto, empresas de trading elevaram a demanda por 
desempenho computacional para tornar possível enviar milhões, até bilhões, de ordens de 
compra e venda por dia — em alguns casos gastando menos que dez microssegundos por 
ordem, no que ficou conhecido como High Frequency Trading. A alta frequência de 
negociação se tornou um negócio multibilionário, correspondendo a cerca de 50% a 70% do 
volume do mercado de capitais negociados por dia nos E.U.A, 28% na Europa e 16% na Ásia 
(PELTZ, 2010). 
No Brasil, mesmo com menos de 1% da população investindo na bolsa de valores 
(BOVESPA, 2011), as empresas de trading já vêm elevando sua demanda por desempenho 
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computacional. No início de 2010, a Bovespa anunciou a instalação de infraestrutura 
computacional para atender o segmento de alta freqüência (SALGADO, 2011). Neste 
contexto, surge a justificativa para desenvolver sistemas de alto desempenho para este setor 
da economia. Considerando os requisitos de desempenho computacional e o fato que as 
redes neurais sem peso têm exibido capacidade de aprendizado e desempenho 
computacional superiores (De SOUZA et al., 2008; De SOUZA et al., 2009), vimos a motivação 
para investigar se as redes neurais sem peso são uma alternativa viável para predições de 
alta frequência de séries temporais de retorno de ações. 
Com este trabalho de pesquisa, esperamos construir preditores baseados em redes 
neurais sem peso rápidos o suficiente que permitam, por exemplo, construir sistemas de 
apoio ao investidor, como trading systems, capazes de predizer em tempo real o melhor 
preço de compra e venda dos ativos (precificação) ou a escolha do momento em que se deve 
comprar ou vender ativos (timing).  
1.2. OBJETIVOS 
O principal objetivo deste trabalho foi construir uma arquitetura baseada em redes 
neurais sem peso capaz de predizer séries de retornos de ações e que fosse rápida o 
suficiente para ser empregada em aplicações de negociação em alta frequência. 
1.3. CONTRIBUIÇÕES 
A principal contribuição deste trabalho foi a proposta e o desenvolvimento de um 
novo preditor de séries temporais baseado em rede neural sem peso que utiliza Virtual 
Generalized Random Access Memory (VG-RAM) (ALEKSANDER, 1966) para predizer retorno 
futuro de ações. Nossos preditores foram avaliados em relação aos resultados reportados 
por Freitas, De Souza e Almeida (2005) no emprego de preditores baseados em redes 
neurais autoregressivas na predição de retornos de ações do mercado brasileiro, utilizando 
os mesmos dados e metodologia experimental. Nossos resultados mostram que preditores 
neurais sem peso podem produzir predições de retornos com os mesmos níveis de erros e 
propriedades de um preditor neural autoregressivo; entretanto, nossos preditores 
conseguem fazer isso até 5.000 vezes mais rápido. 
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1.4. ESTRUTURA DESTE TRABALHO 
Após a introdução, este trabalho foi dividido nos seguintes capítulos: 
  Capítulo 2 — Conceitos fundamentais: Neste capítulo, são descritos os conceitos 
fundamentais relacionados a este trabalho de pesquisa, quais sejam: mercado de ações, 
bolsa de valores, séries temporais, retorno de investimento, redes neurais biológicas e 
artificiais. 
Capítulo 3 — Predição de retornos de ações: Neste capítulo, são descritos os 
preditores ARNN e WNN VG-RAM, sendo que este último é o preditor proposto neste 
trabalho como uma alternativa eficiente em relação ao preditor ARNN.  
Capítulo 4 — Metodologia: Neste capítulo, são descritos os dados utilizados para 
desenvolvimento deste trabalho, assim como os tratamentos aplicados aos mesmos quando 
as informações não estão disponíveis na base utilizada. Além disso, são descritas as métricas 
para avaliação dos preditores ARNN e WNN VG-RAM.  
Capítulo 5 — Experimentos: Neste capítulo, são descritos como foram realizados os 
experimentos com o preditor ARNN e o preditor WNN VG-RAM. Também será apresentada 
uma avaliação do desempenho alcançado pelo preditor proposto neste trabalho. 
Capítulo 6 — Discussão: Neste capítulo, são apresentados trabalhos correlatos e a 
análise crítica deste trabalho de pesquisa. 
Capítulo 7 — Conclusão: Neste capítulo, são apresentados o sumário deste trabalho e 
novas linhas de investigação que podem ser desenvolvidas a partir deste trabalho. 
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2. CONCEITOS FUNDAMENTAIS 
Neste capítulo são descritos os conceitos fundamentais relacionados a este trabalho 
de pesquisa, quais sejam: mercado de ações, bolsa de valores, séries temporais, retorno de 
investimento, redes neurais biológicas e artificiais. 
2.1. MERCADO DE AÇÕES1 
A empresa, “organização particular, governamental, ou de economia mista, que 
produz e/ou oferece bens e serviços, com vista, em geral, à obtenção de lucros”, é uma 
entidade organizada que congrega capital e trabalho, constituída basicamente na forma de 
sociedades. Dentre as diversas formas societárias estabelecidas pelo Novo Código Civil 
brasileiro, instituído pela Lei no 10.406/02 (CÂMARA DOS DEPUTADOS, 2002), as mais 
comuns são as sociedades limitadas e as sociedades anônimas. As sociedades limitadas são 
constituídas através de contrato entre os sócios, denominado contrato social, que 
estabelece as participações individuais no capital social e no resultado da empresa. 
Destacam-se ainda o caráter nominativo das cotas e a responsabilidade de cada sócio 
restrita ao valor das suas cotas. Contudo, todos os sócios respondem solidariamente pela 
integralização do capital social. Esta última característica faz com que estas sociedades 
tenham dificuldades no aporte vultoso de recursos para empreendimentos de risco. 
Nesse contexto, as sociedades anônimas, ou companhias, são uma alternativa 
societária que favorece o aporte vultoso de recursos para empreendimentos de risco. Nesta 
modalidade societária, o capital divide-se em ações e a responsabilidade dos acionistas 
(sócios) é proporcional à quantidade de ações (cotas) de sua propriedade. 
Ações são valores mobiliários emitidos pelas companhias, que representam as 
menores parcelas nas quais se divide o capital da companhia. Em última instância, as ações 
são títulos de propriedade das empresas constituídas como sociedades anônimas, 
negociados tanto no mercado primário quanto no mercado secundário. 
As negociações no mercado primário se dão na oferta pública de ações (initial public 
offering — IPO), quando a companhia emite uma quantidade de ações e a receita obtida 
                                                      
1
 Esta seção foi baseada no trabalho de Freitas (2008). 
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através desta subscrição é revertida para a companhia. No mercado secundário, as ações são 
negociadas nas Bolsas de Valores ou mercados de balcão, com operações realizadas sob as 
formas de negociação a vista, a termo, a futuro ou opções.  
Quanto à espécie, as ações são classificadas como: 
• Ações ordinárias — conferem direito a voto nas assembleias gerais das 
empresas, com cada ação equivalendo a um voto, e proporcionam participação 
nos resultados da empresa. 
• Ações preferenciais — possuem prioridade na distribuição de dividendos e no 
reembolso de capital no caso da liquidação da companhia, podem ter direito a 
voto em ocasiões especiais (tipicamente após três exercícios consecutivos sem 
distribuição), desde que previsto no Estatuto Social da empresa. 
Quanto à forma de circulação, as ações podem ser: 
• Ao portador — sem um titular especificado na emissão, o proprietário é o dono 
do título. 
• Nominativas — são emitidas através de certificados em nome de um titular. A 
venda deve ser registrada na empresa que a emitiu. 
• Nominativas endossáveis — são ações nominativas na emissão, mas que podem 
ser transformadas em ações ao portador nas demais transferências através de 
endosso do título. 
• Escriturais — são ações nominativas que não têm emissão de certificado e são 
mantidas numa conta de depósito do seu titular. O controle é realizado por 
instituições financeiras autorizadas, em um tipo de conta corrente na qual os 
valores são lançados a débito ou a crédito dos titulares, não havendo, portanto 
movimentação física de documentos.  
Uma vez subscritas, as ações tornam-se bens negociáveis cujos preços variam ao 
longo do tempo, constituindo assim instrumentos de investimento que permitem a 
realização de lucro ou prejuízo em transações de compra e venda. As principais entidades 
mediadoras destas transações são as corretoras de valores, que se congregam em outras 
entidades, as Bolsas de Valores. 
As Bolsas de Valores são associações civis sem fins lucrativos cujos sócios são as 
corretoras de valores. As transações de compra e venda são realizadas dentro do recinto das 
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Bolsas de Valores pelos funcionários ou sistemas das corretoras durante um expediente 
denominado pregão ou após o encerramento do pregão principal, no serviço eletrônico 
denominado after-market. Dentre as principais atividades de competência das Bolsas de 
Valores, destacam-se (SÁ, 1987): 
• Manter local ou sistema adequado à realização de operações de compra e 
venda de títulos e valores mobiliários em mercado livre e abertos, 
especialmente organizados e fiscalizados pelas corretoras-membro e pelas 
autoridades reguladoras do mercado. 
• Dotar o referido local ou sistema de todos meios necessários à pronta e 
eficiente realização e visibilidade das operações. 
• Divulgar as operações realizadas com rapidez e riqueza de detalhes. 
A principal Bolsa de Valores brasileira é a Bolsa de Valores de São Paulo — BOVESPA 
(BOVESPA, 2011). 
2.2. SÉRIES TEMPORAIS 
Uma série temporal é uma coleção de observações feitas sequencialmente ao longo 
do tempo. Uma característica importante deste tipo de dados é que as observações vizinhas 
são dependentes e em muitos casos é de interesse analisar e modelar esta dependência. 
Como a maior parte dos procedimentos estatísticos foram desenvolvidos para analisar 
observações independentes surge a necessidade de estudar outras técnicas para analisar 
estes tipos de dados (MORETTIN, 2004).  
Dados de séries temporais surgem em vários campos do conhecimento como 
Economia (preços diários de ações, taxa mensal de desemprego, produção industrial), 
Medicina (eletrocardiograma, eletroencefalograma), Epidemiologia (número mensal de 
novos casos de meningite), Meteorologia (precipitação pluviométrica, temperatura diária, 
velocidade do vento), entre outros. 
No estudo das séries temporais, em geral, estamos interessados em dois aspectos: 
(i) a análise e modelagem da série temporal, ou seja, descrever a série, verificar suas 
características mais relevantes; (ii) previsão da série temporal, ou seja, a partir de valores 
passados da série encontrar boas previsões de valores futuros da série. 
As séries temporais podem possuir algumas particularidades com relação a outros 
tipos de dados, por exemplo:  
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• Tendência: variações caracterizadas por um movimento regular e contínuo de 
longo período de tempo, obedecendo a uma direção geral; 
• Movimentos cíclicos: variações que correspondem aos chamados ciclos 
econômicos, ou seja, oscilações periódicas com desvios em torno da tendência; 
• Variações sazonais: as variações sazonais correspondem às oscilações de subida 
e de queda que ocorrem periodicamente em intervalos de tempos específicos; 
• Variações irregulares, residuais ou aleatórias: movimentos causados por 
fenômenos não econômicos de natureza aleatória, como por exemplo, 
catástrofes e boatos. 
2.3. REDES NEURAIS BIOLÓGICAS 
O cérebro humano é o dispositivo mais complexo estudado pelo homem, sendo 
ainda muito pouco compreendido. Por exemplo, ainda não se tem respostas satisfatórias 
para as questões mais fundamentais tais como "O que é a consciência?" e "Como eu penso?" 
(BEALE; JACKSON, 1990).  
 
Figura  1 - Representação de um neurônio biológico 
O sistema nervoso humano é formado por uma rede de neurônios (ver Figura  1), 
unidade básica do cérebro, responsável pelos fenômenos conhecidos como pensamento, 
emoção e cognição, além da execução das funções sensório-motoras e autônomas 
(WASSERMAN, 1989). Cada neurônio compartilha várias características com outras células, 
mas possui capacidades singulares para receber, processar e transmitir sinais eletroquímicos 
ao longo das fibras nervosas, que compreendem o sistema de comunicação cerebral.   
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Stevens (1985) considera a célula nervosa como uma unidade de processamento 
analógica independente, capaz de estabelecer a comunicação com o sistema nervoso 
central. 
Segundo Beale e Jackson (1990), um neurônio é conectado a vários outros 
neurônios através dos dendritos e do axônio. Os dendritos — uma complexa rede de 
prolongamentos — recebem impulsos nervosos de outros neurônios e os conduzem ao 
corpo celular ou núcleo, onde essas informações são somadas e novos impulsos são gerados. 
Caso o resultado dessa soma exceda um determinado limiar, o axônio transmitirá esse 
estímulo a outros neurônios através de fenômenos químicos das regiões de comunicação 
entre os neurônios denominados sinapses.  
 
Figura  2 - Esquema de uma sinapse. (a) sinapse do neurônio transmissor. (b) sinapse do neurônio receptor.  
As sinapses ocorrem no contato das terminações nervosas (axônios) com 
os dendritos. O contato físico não existe realmente, pois as estruturas estão próximas, mas 
há um espaço entre elas (fenda sináptica). Dos axônios são libertadas substâncias 
(neurotransmissores), que atravessam a fenda e estimulam receptores nos dendritos e assim 
transmitem o impulso nervoso de um neurônio para o outro, ver Figura  2. 
A força sináptica da conexão neural ao refletir o nível de excitação ou inibição entre 
neurônios adjacentes capacita o cérebro humano ao armazenamento do conhecimento e o 
consequentemente o aprendizado. Através das sinapses os neurônios se unem 
funcionalmente, formando redes neurais (BEALE; JACKSON, 1990).  
  22
2.4. REDES NEURAIS ARTIFICIAIS2 
As redes neurais artiﬁciais são um paradigma de computação que se inspira no 
modelo computacional do cérebro humano (WASSERMAN, 1989). A partir da interconexão 
massiva dos neurônios, segundo uma determinada arquitetura, o cérebro humano torna-se 
um complexo computador não-linear e paralelo (HAYKIN, 1999).  
As conexões entre os neurônios, ou entre estruturas sensoriais e neurônios, são, de 
forma simpliﬁcada, realizadas por circuitos denominados sinapses, que controlam o ﬂuxo de 
informações através de mecanismos de excitação e inibição. Desta forma, a função de 
transformação implementada nos componentes do cérebro é fundamentalmente 
determinada pelos padrões de interconexão dos neurônios, pelos seus níveis de ativação e 
pelos estados (excitação ou inibição) das suas sinapses. Uma das características 
fundamentais do cérebro humano é a modiﬁcação destes padrões sinápticos de forma 
adaptativa em resposta às mudanças no ambiente, através de mecanismos denominados de 
aprendizado. 
Esta máquina formada pelas interconexões sinápticas implementa um sistema de 
processamento de informação no qual seus componentes continuamente processam as 
informações recebidas nas suas entradas, transformando-as em novas informações nas suas 
saídas. 
As redes neurais artiﬁciais são construídas a partir de modelos matemáticos de 
componentes do cérebro humano, e conseguem reproduzir, em determinados níveis, 
diversas propriedades do cérebro humano. Dentre as propriedades mais importantes 
exibidas pelas redes neurais artiﬁciais, destacam-se: 
• Não-linearidade — as redes neurais podem aproximar mapeamentos de entrada e 
saída com não-linearidade virtualmente de qualquer ordem, propriedade especialmente 
importante quando o fenômeno a ser aprendido é de natureza inerentemente não-linear. 
• Plasticidade — uma vez treinada para representar as entradas e saídas em um 
determinado ambiente, a representação do conhecimento da rede neural pode ser adaptada 
a partir de treinamento adicional para incorporar mudanças no ambiente. Esta propriedade 
é determinante na representação de fenômenos não-estacionários. 
                                                      
2
  Esta seção foi baseada no trabalho de Freitas (2008). 
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• Aprendizado — através da apresentação sistemática de exemplos de entradas e 
saídas, a rede neural consegue, por meio de um algoritmo de treinamento adequado, ajustar 
sua representação interna de conhecimento de forma a mapear as relações entre as 
entradas e as saídas apresentadas. 
• Generalização — a partir do treinamento adequado para a representação de um 
conjunto de entradas e saídas, a rede neural pode produzir saídas razoáveis para entradas 
desconhecidas, isto é, distintas daquelas entradas que foram apresentadas durante o 
treinamento. 
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3. PREDIÇÃO DE RETORNOS DE AÇÕES 
Neste capítulo são descritos os preditores ARNN e WNN VG-RAM, sendo que este 
último é o preditor proposto neste trabalho como uma alternativa eficiente em relação ao 
preditor ARNN. 
3.1. PREDIÇÃO NO MERCADO DE AÇÕES 
A importância de técnicas de modelagem de redes neurais artificiais no 
reconhecimento de padrões é evidenciada através de um amplo espectro de aplicações, 
sendo, provavelmente, a área onde as habilidades destes modelos conexionistas foram mais 
exploradas (BISHOP, 1996). 
Diante do sucesso alcançado pelas redes neurais na área de reconhecimento de 
padrões surge a possibilidade de investigar a aplicabilidade destes modelos na extração de 
características não lineares presentes em séries temporais econômicas. No mercado de 
ações o principal interesse é dirigido para a detecção de regularidades no movimento da 
cotação das ações no mercado. 
A Hipótese do Mercado Eficiente (HME) asserta que a posse de um conjunto de 
informações públicas disponíveis em um determinado instante de tempo não altera o valor 
da ação no mercado. Ou seja, o valor da ação no tempo t, condicionado às informações 
conhecidas no tempo t - 1 não possuem dependência/correlação. Segundo Fama (1970), o 
ajuste instantâneo das informações públicas aos preços das ações em um mercado eficiente 
implica na independência entre variações de preços sucessivos na sequência das 
negociações. Um mercado que apresenta tal comportamento é, por definição, um mercado 
eficiente. Baseado nesta hipótese, o movimento da cotação de uma ação seria imprevisível a 
partir de informações disponíveis. Em finanças, mais estritamente à luz da Hipótese do 
Mercado Eficiente (FAMA, 1970), os preços das ações seguem um modelo estocástico do 
tipo caminho aleatório (random walk) (MORETTIN, 2004), onde uma série de preços 
apresenta incrementos aleatórios e com valor esperado nulo no decorrer do tempo, 
portanto, a história passada da série não pode ser usada para prever o futuro de maneira 
significativa (COOTNER, 1964).  
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Em oposição à Hipótese do Mercado Eficiente, existem outras hipóteses que 
propõem que os preços das ações se movem de acordo com tendências e que os preços 
passados podem ser usados para prever a direção dos preços futuros das ações (LO; 
MACKINLEY, 1988).   
A previsibilidade dos mercados de ações ainda é uma questão aberta na teoria das 
finanças; a Hipótese do Mercado Eficiente, arcabouço teórico que tem guiado esta 
discussão, ainda se encontra sob revisão e testes empíricos (FAMA, 1970; FAMA, 1991; 
FAMA 1998; MALKIEL, 2003). É a partir desta constatação que a modelagem de redes 
neurais artificiais se torna uma ferramenta importante na investigação de regularidades no 
preço das ações mascaradas pelas oscilações do mercado (MOODY, 1994). 
3.2. PREDITOR ARNN 













r      1≥t  (1) 
 
Onde Pt e Pt-1 são os preços das ações no tempo t e t - 1, respectivamente, e a série 




rrrr =  (2) 
 
A abordagem tradicional para preditores de séries históricas baseado em redes 
neurais é o Autoregressive Neural Network (ARNN) (WHITE, 1988; HAYKIN, 1999). O preditor 
ARNN recebe com entrada um retorno presente e p - 1 retornos passados e produz um 
retorno futuro como saída. Um ARNN(p), então, implementa um sistema de predição não 
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3.3. PREDITOR WNN VG-RAM 
Redes neurais baseadas em Random Access Memories (RAM), também conhecidas 
como classificador n-tuplas, não armazena conhecimento em suas conexões, mas sim, na 
memória RAM dos nós da rede, ou neurônios. Esses neurônios operam com valores de 
entrada binários e usam RAM como tabela de busca (lookup table): as sinapses de cada 
neurônio coletam um vetor de bits da entrada da rede que é usado como endereço da RAM 
e o valor armazenado nesse endereço é a saída do neurônio. O treinamento pode ser feito 
em um único passo e consiste basicamente em armazenar a saída desejada no endereço 
associado com o vetor de entrada do neurônio (ALEKSANDER, 1966). 
Apesar da sua notável simplicidade, esse tipo de rede é muito efetiva como 
ferramenta de reconhecimento de padrões, oferecendo treinamentos e testes rápidos, e 
fácil implementação (ALEKSANDER, 1998). No entanto, se a entrada da rede for muito 
grande, o tamanho da memória dos neurônios da rede torna-se proibitivo, dado que tem de 
ser igual a 2n, onde n é o tamanho da entrada. As redes do tipo Virtual Generalizing RAM — 
VG-RAM — (LUDEMIR et al., 1999) são redes neurais baseadas em RAM que somente 
requerem capacidade de memória para armazenar os dados relacionados ao conjunto de 
treinamento. 
Tabela 1 - Tabela de busca de um neurônio da WNN VG-RAM 
Tabela de busca X1 X2 X3 Y 
entrada #1 1 1 0 categoria 1 
entrada #2 0 0 1 categoria 2 
entrada #3 0 1 0 categoria 3 
 ↑ ↑ ↑ ↓ 
entrada 1 0 1 categoria 2 
 
Os neurônios VG-RAM armazenam os pares de entrada e saída observados durante 
o treinamento, em vez de apenas a saída. Na fase de teste, as memórias dos neurônios VG-
RAM são pesquisadas mediante a comparação entre a entrada apresentada à rede e todas 
as entradas nos pares de entrada e saída aprendidas. A saída de cada neurônio VG-RAM é 
determinada pela saída do par cuja entrada é a mais próxima da entrada apresentada — a 
função de distância adotada pelos neurônios VG-RAM é à distância de Hamming, i.e., o 
número de bits diferentes entre dois vetores de bits de igual tamanho. Se existir mais do que 
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um par na mesma distância mínima da entrada apresentada, a saída do neurônio é escolhida 
aleatoriamente entre esses pares. 
A Tabela 1 ilustra a tabela de busca de um neurônio VG-RAM com três sinapses (X1, 
X2 e X3). Esta tabela de busca contém três entradas (pares de entrada e saída) que foram 
armazenadas durante a fase de treinamento (entrada #1, entrada #2 e entrada #3). Durante 
a fase de teste, quando um vetor de entrada é apresentado à rede, o algoritmo de teste VG-
RAM calcula a distância entre este vetor de entrada e cada entrada dos pares de entrada e 
saída armazenados na tabela de busca. No exemplo da Tabela 1, a distância de Hamming 
entre o vetor de entrada e a entrada #1 é dois, porque ambos os bits X2 e X3 não são 
semelhantes aos bits X2 e X3 do vetor de entrada. A distância da entrada #2 com relação ao 
vetor de entrada é um, porque X1 é o único bit diferente. A distância da entrada #3 com 
relação ao vetor de entrada é três. Portanto, para este vetor de entrada, o algoritmo avalia a 
saída do neurônio, Y, como categoria 2, pois é o valor de saída armazenado na entrada #2. 
3.3.1. ARQUITETURA DO PREDITOR DE AÇÕES WNN VG-RAM 
A arquitetura do preditor WNN VG-RAM é similar ao construído em trabalhos 
anteriores de reconhecimento de face (De SOUZA et al., 2008). Na aplicação de 
reconhecimento de face os neurônios da rede são treinados para informar um código de 
uma pessoa a partir da sua imagem; similarmente, no preditor WNN VG-RAM, os neurônios 
são treinados para informar o índice de um conjunto de retornos a partir de uma imagem 
equivalente a um conjunto de p retornos passados, como mostrado na Figura 3(a) para p = 4. 
Com esta abordagem, tenta encontrar uma maneira de inspecionar o gráfico de uma série 
temporal para predizer um valor futuro. Nesta tarefa, concentra-se a atenção nos últimos 
pontos do gráfico, criando um quadro imaginário que delimita esta região do gráfico que 
oferece uma imagem com informação visual suficiente, espera-se, para predizer o próximo 
valor da série. 
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Figura  3 – Representação de um conjunto de retornos a partir de uma imagem equivalente a um conjunto de 
4 retornos passados. 
A arquitetura do preditor WNN VG-RAM possui um conjunto de neurônios e, 
durante o teste, dado um conjunto de p retornos, todos eles são treinados para associar a 
imagem desse conjunto com um índice, i.e., os neurônios tentam lembrar uma situação 
similar no passado para produzir uma predição do retorno futuro, 1ˆ +tr . Durante o teste, uma 
imagem do retorno presente e os p – 1 retornos passados são apresentados para a rede e 
cada neurônio retorna o índice de um retorno treinado anteriormente. Esses índices são 
usados para recuperar os retornos na base de treino, no qual é calculada a média para 
produzir o retorno da rede. Isto produz o valor do retorno futuro da rede, 1ˆ +tr .  
A Figura 3 mostra um diagrama que ilustra o funcionamento da arquitetura do 
preditor WNN VG-RAM. Nesta figura, uma série de quatro retornos é transformada em um 
gráfico de barras onde o tamanho de cada barra é equivalente a magnitude do retorno a 
maior representação possível, ver Figura 3(a) e (b). As barras que representam retornos 
negativos iniciam no meio da imagem e crescem para baixo, enquanto as barras que 
representam retornos positivos iniciam no meio da imagem e crescem para cima.  
Para aumentar a largura das barras — inserir mais informações na imagem — foi 
aplicado um filtro gaussiano (ver Figura 3(c)) e a saída deste filtro é na verdade a entrada no 
preditor WNN VG-RAM. Com a utilização do filtro espera-se aumentar a similaridade entre 
os padrões apresentados à rede na fase de treinamento do preditor. 
 O preditor WNN VG-RAM realiza a conexão sináptica (ver Figura 4) na entrada 
fornecida a rede e associa a esta entrada um índice, incrementado sequencialmente de 
acordo com as entradas fornecidas a rede na fase de treinamento, Figura 3(e). Este índice 
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será utilizado para recuperar o valor do retorno aprendido na fase de treino do preditor 
WNN VG-RAM que será utilizado para formar a predição do retorno futuro, Figura 3(a).  
 
Figura 4 – Padrão de interconexão sináptica do preditor WNN VG-RAM. (a) Esquerda, entrada Ф: em branco, 
elementos  Фk,l, da entrada Ф que são conectadas pelo neurônio n1,1 de N por Ω1,1 (W). Na direita, vetor de 
neurônios N: em branco o neurônio n1, 1 de N. (b) Esquerda, entrada Ф: em branco, elementos  Фk,l, da 
entrada Ф que são conectadas pelo neurônio nm/2,n/2 de N por Ωm/2,n,2 (W). Na direita, vetor de neurônios N: 
em branco o neurônio nm/2, n/2 de N. (c) Esquerda, entrada Ф: em branco, elementos  Фk,l, da entrada Ф que 
são conectadas pelo neurônio nm,n de N por Ωm,n (W). Na direita, vetor de neurônios N: em branco o 
neurônio nm, n de N. 
 
O preditor WNN VG-RAM é uma matriz m x n de neurônios VG-RAM, onde cada 
neurônio ni,j tem um conjunto de sinapses W = {w1,...,w|W|}, que são randomicamente 
conectados na entrada bidimensional da rede, Ф, de u x v entradas, φk,l (Figura 4). O padrão 
de conexão randômico das sinapses de cada neurônio ni,j, Ωi,j (W), segue uma distribuição 
normal com variância σ2 centrada em φuk, ul, i.e, as coordenadas k e l dos elementos Ф que 




































=  (5) 
 
Onde σ  é um parâmetro da arquitetura. Este padrão de interconexões sinápticas imitam 
muitas classes de neurônios biológicos (KANDEL, 2000). Estas interconexões são criadas 
quando a rede é construída e não se alteram. 
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Figura  5 – Diagrama esquemático do preditor WNN VG-RAM 
 As sinapses da arquitetura WNN VG-RAM só podem recuperar um único bit da 
entrada. Assim, para permitir que o preditor trabalhe com imagens, no qual cada pixel pode 
assumir um conjunto de valores diferentes, é utilizado células de tipo minchinton (MITCHELL, 
1998). Na proposta da arquitetura do WNN VG-RAM, cada sinapse do neurônio, wt, forma 
uma célula minchinton com a próxima, wt+1, (w|W| forma uma célula minchinton com w1). O 
tipo de célula minchinton utilizada retorna 1 se a sinapse wt da célula conectada com um 
elemento da entrada, φk,l, cujo valor é maior do que o valor do elemento φr,s cuja sinapse 
wt+1 está conectada, i.e, φk,l > φr,s; caso contrário, retorna 0 (veja as sinapses w1 e w2 do 
neurônio nm,n da Figura 5). 
 Durante o treino, o gráfico de barras da imagem Ix dos p retornos passados de rx, rx-p, 
...,rx-1, são copiados para a entrada Ф do preditor WNN VG-RAM e em todas as saídas dos 
neurônios são colocados o índice referente ao conjunto do retorno rx. Então, todos os 
neurônios são treinados para responder este índice para a imagem Ix. Este procedimento é 
repetido para todas as imagens Ix no conjunto de treinamento. Durante o teste, cada 
imagem do gráfico de barras Iy de p retornos passados ry, ry-p ,..., ry-1, do conjunto de dados 
de teste também são copiados para a entrada Ф do preditor WNN VG-RAM. Depois disso, 
todas as saídas dos neurônios são computadas e com o retorno associado a estas saídas é 
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calculada a média. O preditor WNN VG-RAM retorna esta média dos retornos como a 




Neste capítulo são descritos os dados utilizados para desenvolvimento deste 
trabalho, assim como os tratamentos aplicados aos mesmos quando as informações não 
estão disponíveis na base utilizada. Além disso, são descritas as métricas para avaliação dos 
preditores ARNN e WNN VG-RAM. 
4.1. BASE DE DADOS  
Os dados utilizados neste trabalho de pesquisa são referentes a um subconjunto de 
46 ativos que participaram do índice BOVESPA no primeiro quadrimestre de 2005, com 
séries temporais suficientes para o treinamento das redes neurais. Para cada um desses 46 
ativos, computou-se 265 retornos semanais no período entre 16 de Fevereiro de 2000 e 9 de 
Março de 2005, usando preços de fechamento das quartas-feiras para evitar os efeitos de 
início da semana e final da semana (MALKIEL, 2003; ELTON et al., 2007). Usamos as últimas 
60 observações dos nossos dados, entre 21 de Janeiro de 2004 e 9 de Março de 2005, para 
avaliar o desempenho no nosso preditor. Em todos os casos de dados faltantes utilizamos o 
preço de fechamento do último dia disponível. 
 No trabalho de Freitas (2008) foi formulado um modelo de seleção de carteiras 
baseado em erros de predição — um modelo de seleção de carteiras de investimento que 
explora predições de retornos de ações por meio de um arcabouço de diversificação 
eficiente Normal multivariado — e comparou-se experimentalmente o desempenho deste 
modelo com o do modelo média-variância de Harry Markowitz. Os resultados de Freitas 
(2008) mostraram que o modelo de seleção de carteiras baseado em erros de predição 
obtém retornos significativamente superiores aos do modelo média-variância para níveis 
equivalentes de risco.  
O preditor proposto em Freitas, De Souza e Almeida (2005) utilizado no trabalho de 
Freitas (2008) e também utilizado como referência neste trabalho consegue obter erros 
normais de predição a partir de séries de retornos não normais. Como neste trabalho 
estamos interessados em construir um preditor baseado em redes neurais sem peso com os 
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mesmos níveis de erros e propriedades era necessário verificar se este preditor era capaz de 
produzir erros de predições normais a partir de séries de retornos não normais. 
Em Freitas, De Souza e Almeida (2005) foram realizados nas séries de retornos 
utilizadas neste trabalho o teste de chi-square (PAPOULIS, 1991), e os resultados para as 46 
ações são mostradas na Tabela 2.  
Tabela 2 – Resultados do teste de chi-square para a base utilizada 
σ H0 não rejeitado H0 rejeitado 
0,01 14 (30%) 32 (70%) 
0,05 6 (13%) 40 (87%) 
0,10 5 (11%) 41 (89%) 
 
Os testes foram realizados para os níveis de significância padrão (σ) de 0,01; 0,05 e 
0,10; e a normalidade foi aceita (i.e, não rejeitada) para 14 (30%), 6 (13%), e 5 (11%) das 
séries, respectivamente. A Tabela 2 mostra que todas as 46 (100%) distribuições de retornos 
possuem curtoses positivas, com uma média de 9,5 e desvio padrão de curtose de 1,26 (sec = 
n/24 , n = 60), mostrando valores centrais fortemente elevados pelos esperados por uma 
distribuição normal — o valor da curtose da distribuição normal é zero. Além disso, 44 (96%) 
das distribuições mostram assimetria significantemente positivas, com média de 1,2 e com 
desvio padrão de 0,63 (sea = n/6 , n = 60), mostrando a alta probabilidade de ocorrer 
retornos positivos com relação a retornos negativos — o valor da assimetria da distribuição 
normal é zero. Os valores de máximo e mínimo da curtose e assimetria são mostrados na 
Tabela 3. 
As medidas de assimetria e curtose avaliam características de uma função 
distribuição de probabilidades, tipicamente as comparando em relação à distribuição Normal. 






v =  (6) 
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onde, se v > 0, então a distribuição tem uma cauda direita (valores acima da média) mais 
pesada;  se v < 0, então a distribuição tem uma cauda esquerda (valores abaixo da média) 
mais pesada; e se v = 0, então a distribuição é aproximadamente simétrica (na terceira 
potência do desvio em relação à média). O Coeficiente de curtose  é dado por   
( ) 344 −= σ
µm
v  (7) 
 
onde, se v = 0, então tem o mesmo achatamento que a distribuição Normal; se v > 0, então a 
distribuição é mais alta (afunilada) e concentrada que a distribuição Normal; se v < 0, então 
a distribuição é mais baixa (achatada) que a distribuição normal. A distribuição Normal 
apresenta coeficientes de assimetria e curtose iguais a zero. 
Tabela 3 - Valores de máximo e mínimo da curtose e assimetria dos dados utilizados 
 Curtose Assimetria 
Mínimo 0,4682 -0,4027 
Máximo 93,4796 7,3942 
Média 9,5148 1,2467 
> 0 46 44 
< 0 0 2 
4.2.  MÉTRICAS 
O desempenho dos preditores foi avaliado a partir das suas séries de erros de 
predição, utilizando as medidas de erro médio, raiz de erro quadrático médio, erro 
percentual absoluto médio e taxas de acerto, que são apresentadas a seguir. Estas métricas 
foram escolhidas por serem padrão na literatura de previsão 
de séries temporais (ARMSTRONG; 1992). 
4.2.1. ERRO MÉDIO 
O erro médio (mean error – ME) é a média das diferenças entre o retorno realizado e 
o retorno predito, definida como: 















onde n é o tamanho das séries históricas, e rt e trˆ são o retorno realizado e o retorno 
predito, respectivamente, no tempo t. 
4.2.2. RAIZ DE ERRO QUADRÁTICO MÉDIO 
 A raiz de erro quadrático médio (root mean square error – RMSE) é uma 
medida padrão para avaliar as diferenças entre duas séries temporais, e é definida em 
termos das diferenças entre o retorno realizado e o retorno predito como: 













    
O RMSE conforme definido acima, pode ser interpretado como o desvio padrão dos 
erros de predição. Esta métrica tem baixa proteção contra os outliers3, boa sensibilidade 
para pequenas mudanças nos dados e não exibe as assimetrias dos dados (ARMSTRONG; 
COLLOPY, 1992). 
4.2.3. ERRO PERCENTUAL ABSOLUTO MÉDIO 
O erro percentual absoluto médio (mean absolute percentage error – MAPE) é 
definido como:  
















                                                      
3
 Outliers são valores atípicos presentes nas séries históricas, normalmente gerados por eventos espúrios ou 
erros de amostragem 
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onde o operador | . | retorna o valor absoluto do seu argumento. O MAPE é 
amplamente utilizado como figura de mérito do desempenho de preditores na literatura, e é 
uma medida adimensional, como boa sensibilidade para pequenas mudanças nos dados.  
4.2.4. TAXAS DE ACERTO 
As taxas de acerto (Hit Rate – HR) HR, HR+ e HR-, mensuram a percentagem das 
predições nas quais os sinais de r e rˆ , retorno realizado e retorno predito, respectivamente, 
coincidem. O HR é a percentagem dos retornos preditos que apresentam o mesmo sinal que 
os retornos realizados e ambos foram diferentes de zero, HR+ é a percentagem para os 
retornos preditos positivos e HR- é a percentagem para os retornos preditos negativos. Estas 
medidas são adequadas para avaliação de preditores como geradores de negociação 
(HELLSTROM, 1999), e podem ser definidas como:  
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 retorna o número de ocorrências do seu argumento. 
4.2.5. SENTIDO DAS MÉTRICAS 
A Tabela 4 mostra um sumário do sentido da melhoria das métricas apresentadas nas 
Seções anteriores, onde o símbolo ↑ significa que quanto maior o valor da métrica, melhor; 
o símbolo ↓ significa que quanto menor o valor da métrica, melhor; e o símbolo |↓| 
significa que quanto menor o valor absoluto da métrica, melhor. 
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Tabela 4 - Sentido da melhoria das métricas utilizadas na avaliação de desempenho dos preditores 
 
Sentido das Métricas Utilizadas 
Métrica Descrição Sentido da Melhoria 
ME Erro Médio |↓| 
RMSE Raiz do Erro Quadrático Médio ↓ 
MAPE Erro Percentual Absoluto Médio ↓ 
HR Taxa de Acerto Total ↑ 
HR- Taxa de Acerto Negativo ↑ 
HR+ Taxa de Acerto Positivo ↑ 
 
Conforme a Tabela 4 mostra, enquanto as menores medidas de erro são as melhores 
(com exceção do ME, cujo menor valor absoluto é o melhor), as maiores taxas de acerto são 
as melhores. A taxa de acerto total é a principal métrica utilizada para comparação dos 




Neste capítulo são descritos como foram realizados os experimentos com o preditor 
ARNN e o preditor WNN VG-RAM.  Também será apresentada uma avaliação do 
desempenho alcançado pelo preditor proposto neste trabalho. 
5.1. PREDIÇÕES DO PREDITOR ARNN 
As predições utilizadas como referencial de comparação neste trabalho foram 
reportadas por Freitas, De Souza e Almeida (2005). A topologia e os parâmetros de 
treinamento do preditor ARNN que foi empregado pelos autores foram obtidos 
empiricamente e são descritos como a seguir. 
Foi utilizado um preditor ARNN(4) implementado com uma rede neural feedfoward 
completamente conectada com duas camadas escondidas, com uma função de ativação 
sigmoidal no intervalo [-1,1] e uma topologia 4:30:15:1 (4 neurônios de entrada, 30 
neurônios na primeira camada, 15 neurônios da segunda camada e 1 neurônio na camada de 
saída). Para treinar e testar esta rede neural foi utilizada uma janela deslizante de 206 dos 
265 retornos disponíveis. Isto permitiu 60 predições, i.e., dos 265 retornos (todo o conjunto 
de dados) menos 206 (tamanho da janela deslizante, incluindo 4 retornos necessários para a 
entrada no ARNN(4) e o primeiro retorno predito), mais um (a predição da janela inicial). 
Foram realizadas 2.760 sessões de treinamento (60 ciclos de treino e teste x 46 
ações = 2.760). Cada sessão de treino foi realizada por 200.000 épocas usando o algoritmo 
backpropagation com a taxa de aprendizado de 0,009 e inércia de 0,95. 
Cada janela deslizante contém um conjunto de treino (201 pares de entrada e saída) 
e o conjunto de teste (um par de entrada e saída). Para reduzir overfitting, foi empregada 
uma técnica que divide o conjunto de teste em duas partes: uma parte com 192 pares de 
entrada e saída e uma parte de validação com pelo menos 9 pares de entrada e saída. A 
parte de treino foi usada para atualizar os pesos da rede, enquanto a parte de validação foi 
usada para testar e selecionar, a cada 1.000 épocas de treino (blocos de treino), os pesos 
que conseguem o menor erro médio quadrático (root mean square error) de predição. Este 
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procedimento foi repetido para as 200.000 épocas, e no final foi obtido o melhor conjunto 
de pesos que será usado no período de predição do conjunto de teste. Os tamanhos dos 
conjuntos de treino e teste foram obtidos usando a heurística descrita por Haykin (1999). 
O procedimento de treino e teste descrito acima foi repetido para todas as 60 
predições avançando a janela deslizante de 206 semanas, uma semana por vez. O esquema 
de janela deslizante é mostrado na Figura 6, no qual ilustra a primeira posição da janela 
deslizante e o tamanho, em semanas, da parte de treino (TRN), validação (VAL) e teste (TST). 
 
Figura  6 – Janela deslizante utilizada para treinamento do preditor ARNN(4) 
É importante notar que, no treinamento, a chegada de novos dados é necessária 
para obter melhores predições (série dos retornos das ações são não estacionários e novos 
conhecimentos ajudam a melhorar o modelo feito pela rede neural), embora custe esforço 
computacional significativo (tempo).  
5.2. CALIBRAÇÃO DO PREDITOR WNN VG-RAM 
Foram executados experimentos de ajuste (ou calibração) para tentar 
encontrar empiricamente os parâmetros topológicos adequados do preditor WNN VG-
RAM. Como mencionado na Seção 3.3.1, o preditor WNN VG-RAM tem uma única 
matriz bidimensional de m × n neurônios  VG-RAM, e cada neurônio têm um conjunto 
de sinapses de tamanho |W| que são  aleatoriamente conectados a entrada  
bidimensional φ de u × v pixels de acordo com um padrão de 
interconexão sináptica que segue uma distribuição normal bidimensional com variância σ2. 
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Foi utilizado nos experimentos de calibração o desempenho da métrica HR  para 
seleção dos melhores parâmetros do preditor WNN VG-RAM. Em resumo, o HR é o 
percentual das predições do WNN VG-RAM que são diferentes de zero e têm o mesmo 
sinal do retorno da série que está sendo previsto. O HR é formalmente apresentado na 
Seção 4.2.4. 
A métrica HR foi utilizada para seleção dos melhores parâmetros, pois como o 
principal objetivo do preditor proposto é a sua utilização em negociações em alta 
frequência, o HR  é a medida mais adequadas para a avaliação de preditores como geradores 
de negociação (HELLSTROM, 1999). 
Foram avaliados os melhores valores dos parâmetros: m × n no conjunto {2 × 4, 4 × 
8, 8 × 16, 16 × 32, 32 × 64}, por |W| no conjunto {64, 128, 256, 512}, por u × v no conjunto 
{17 × 44, 17 × 88, 17 × 176, 17 × 352} (foi fixado u para reduzir o espaço de busca), e 
para σ no conjunto {1, 2, 3, 4} — um total de 400 possibilidades de definição de parâmetros.  
O valor de v (altura da imagem gerada pela série de retornos) foi avaliado para o 
conjunto {44, 88, 176, 352}, porém, os valores dos retornos possíveis de serem 
representados pela imagem foram limitados em 0,1 para retornos positivos e -0,1 para 
retornos negativos. Os valores de retornos acima de 0,1 foram representados por 0,1 e os 
valores de retornos abaixo de -0,1 foram representados por -0,1. 
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Figura  7 – (a) Janela deslizante para calibração do preditor WNN VG-RAM na posição inicial. (b) Janela 
deslizante para calibração do preditor WNN VG-RAM deslocada de uma semana após a posição inicial. (c) 
Janela deslizante para calibração do preditor WNN VG-RAM após i predições. 
Para treinar e validar (busca dos melhores parâmetros) o preditor WNN VG-RAM, 
foi utilizada uma janela deslizante sendo o primeiro o retorno o 147 dos 265 retornos 
semanais disponíveis. Com isso, foi possível realizar 60 predições para escolher os melhores 
  42
parâmetros dentre as 400 possibilidades. Ou seja, dos 265 retornos (todos os retornos 
disponíveis) menos 147 (janela deslizante, incluindo os quatro retornos necessários para o 
primeiro conjunto de entrada do preditor WNN VG-RAM) menos 60 retornos separados para 
o teste, mais um (a predição da janela inicial). Este esquema de janela deslizante é mostrado 
na Figura 7, que ilustra a primeira posição da janela deslizante, esta formada pelo segmento 
de treino (TRN) e pelo segmento de teste (TST), os tamanhos dos segmentos são 
representados em semanas. 
Sendo assim, foram realizadas 1.104.000 sessões de treinos (60 ciclos de treinos e 
teste x 46 ações x 400 combinações de parâmetros = 1.104.000).  
 
Figura  8 – Impacto dos parâmetros no desempenho do preditor WNN VG-RAM 
O gráfico da Figura 8(a) permite avaliar o impacto do número de neurônios no 
desempenho do preditor WNN VG-RAM. Na Figura 8(a), o eixo x é o número 
de neurônios m × n, enquanto o eixo y é o desempenho do preditor WNN VG-RAM, em 
termos de HR. Para produzir os resultados neste gráfico, os valores de |W|, v e σ foram 
definidos em seus mínimos: 64, 44, e 1, respectivamente, (ver os intervalos considerados 
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para cada parâmetro acima) e, então, foram variados os valores de m × n no conjunto {2 × 4, 
4 × 8, 8 × 16, 16 × 32, 32 × 64}. O gráfico da Figura 8(a) mostra que o desempenho 
do preditor WNN VG-RAM melhora à medida que aumenta o número de neurônios, 
mas atinge um máximo com 8 × 16 neurônios para |W| = 64, v = 44 e σ = 1. 
O gráfico da Figura 8(b) apresenta o impacto do número de sinapses, |W|, sobre o 
desempenho do preditor WNN VG-RAM. Tem o mesmo formato da Figura 8(a), mas 
inclui uma curva para cada valor de |W| considerado. Para produzir os resultados neste 
gráfico, foram definidos os valores de v em 44 e o de σ  seu mínimo (1) e variou-se o valor 
de |W| no conjunto {64, 128, 256, 512}, assim, foi traçado uma curva para cada valor 
de |W|. Como o gráfico da Figura 8(b) ilustra, o desempenho do preditor WNN VG-RAM 
melhorou com o aumento do número de sinapses, mas atingiu um máximo com  
128 sinapses e, então, começou a diminuir. Sendo assim, foi escolhido 128 como o número 
de sinapses do preditor. 
O gráfico da Figura 8(c) apresenta o impacto da altura v da entrada φ sobre o 
desempenho do preditor WNN VG-RAM. Este gráfico possui uma curva para cada valor 
de v considerado. Para produzir os resultados no gráfico, foi fixado o valor de |W| em 128, e 
o mínimo de σ (σ =1), variou-se o valor de v no intervalo {44, 88, 176, 352}, e foi traçado 
uma curva para cada valor de v. Como o gráfico da Figura 8(c) mostra, o desempenho 
do preditor WNN VG-RAM teve melhoras globais com o aumento de v, mas atingiu um 
máximo perto de 88, com m × n igual a 16 × 32, e depois começou a diminuir. Então, foi 
escolhido 88 como o valor de v. 
O gráfico da Figura 8(d) apresenta o impacto de σ sobre o desempenho de preditor 
WNN VG-RAM. Para produzir os resultados deste gráfico, foi fixado o valor de |W| em 128 
e v em 88, e foi traçado uma curva para cada valor de σ considerado. Como o gráfico da 
Figura 8(d) mostra, o melhor desempenho do preditor WNN VG-RAM ocorreu quando σ = 
1. Então, foi escolhido 1 como o valor de σ. 
Assim, a partir das experiências de calibração foram descobertos os melhores  
parâmetros do preditor WNN VG-RAM que foram: m × n igual a 16 × 32 neurônios, |W| igual 
a 128 sinapses, u × v igual a 17 × 88 pixels, e σ igual a 1. É importante notar que, para valores 
iniciais de parâmetros  (a região mais a esquerda dos gráficos da Figura 8), o desempenho do 
preditor WNN VG-RAM está perto do ocaso (HR = 50%). No entanto, com ajuste, o preditor 
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WNN VG-RAM é capaz de prever com precisão retornos apropriados para muitas aplicações 
de mercado de ações. 
5.3. PREDIÇÕES DO PREDITOR WNN VG-RAM 
Após os experimentos de calibração (Seção 5.2) realizados para encontrar o melhor 
conjunto de parâmetros do preditor WNN VG-RAM (m x n igual a 16 x 32 neurônios, |W| 
igual a 128 sinapses, u x v igual a 17 x 88 pixels e σ igual a 1) foram realizados os 
experimentos de treino e teste para avaliar a capacidade de predição do preditor WNN VG-
RAM, estes estão descritos a seguir. 
 
Figura  9 – Janela deslizante para treino e teste do preditor WNN VG-RAM 
Para treinar e testar o preditor WNN VG-RAM (após a calibração), assim como 
reportado por Freitas, De Souza e Almeida (2005), também foi utilizada uma janela 
deslizante de 206 de 265 retornos semanais disponíveis. Isto permitiu 60 predições, i.e, 265 
retornos (todos os retornos disponíveis) menos 206 (janela deslizante, incluindo os quatro 
retornos necessários para o primeiro conjunto de entrada do preditor WNN VG-RAM) menos 
60 retornos (colocados a parte para o teste), mais um (a predição da janela inicial) (ver 
Figura 9). Sendo assim, também foram realizadas 2.760 sessões de treinos (60 treinos e 
ciclos de teste x 46 ações = 2.760). O procedimento de treino e teste foi repetido para todas 
as 60 predições avançando a janela deslizante de 206 semanas, uma semana por vez, da 
mesma maneira realizada no processo de calibração (ver Figura 7). 
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5.4. RESULTADOS 
Um preditor WNN VG-RAM foi treinado e testado para cada uma das 46 ações e 
usado para obter, para cada, 60 predições de retornos futuros, totalizando 2.760 predições 
de retornos futuros (1 x 46 x 60 = 2.760).  
A Tabela 5 sumariza o desempenho dos preditores WNN VG-RAM e ARNN(4) de 
acordo com as métricas descritas na Seção 4.2. Os resultados das predições do preditor 
WNN VG-RAM são mostrados na Tabela 5(a), enquanto os resultados das predições do 
preditor ARNN(4), obtidos do trabalho de referência, são mostrados na Tabela 5(b). Os 
resultados das métricas de avaliação são mostrados nas linhas das tabelas, sendo o valor 
mínimo (mín), o valor máximo (máx), o valor médio (méd) e o desvio padrão (σ) como 
colunas da tabela. 
A Tabela 5 mostra que a média ME de ambos os preditores foram perto de zero 
com um baixo desvio padrão indicando predições imparciais. RMSE, MAPE e HR são típicos 
para este tipo de problema (LIU, 2007; HELLSTROM, 1999). O RMSE de ambos os modelos 
neurais tiveram desempenho similares. No entanto, WNN VG-RAM foi melhor do que o 
ARNN(4) nos resultados de MAPE, refletido pelo menor máximo e valores médios. Ambos os 
preditores produziram um HR médio por volta de 53% e máximo perto de 66%, conseguindo 
assim um desempenho de pico de 16 pontos percentuais acima do acaso (50%). O 
desempenho do HR+ também foram similares, porém, o preditor WNN VG-RAM teve um HR- 
com valores mínimos menor que o preditor ARNN(4). 
Tabela 5 – Resumo das predições obtidas para as 46 ações (n = 60) 
 mín máx méd σ   mín máx méd σ 
ME -0,0248 0,0100 -0,0047 0,0067 ME -0,0142 0,0090 -0,0037 0,0052 
RMSE 0,0400 0,0800 0,0543 0,0119 RMSE 0,0380 0,0887 0,0544 0,0120 
MAPE 0,7500 6,7100 1,6415 0,9830  MAPE 0,7861 307,0927 20,4742 64,2316 
HR 0,4035 0,6552 0,5376 0,0613  HR 0,3900 0,6600 0,5365 0,0696 
HR+ 0,3529 0,6250 0,5249 0,0772  HR+ 0,3500 0,6600 0,5313 0,0833 
HR- 0,0000 1,000 0,3655 0,2266  HR- 0,1100 1,0000 0,4780 0,1492 
(a) Predições do preditor WNN VG-RAM  (b) Predições do preditor ARNN(4) 
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Os HR relatados na literatura são geralmente perto de 55%  (HELLSTROM, 1999). 
 Em nossos experimentos,  em 21 ações das 46 disponíveis os preditores WNN  VG-RAM  
e ARNN (4) ultrapassaram este nível de desempenho. Além disso,  em 7 ações o preditor 
WNN VG-RAM teve HR  maior que 60% e em 9 ações o preditor ARNN (4) teve HR  maior que 
60%. 
Exceto no ME e HR de pico, o desempenho das predições foram semelhantes e 
modestos — predizer a série temporal dos retornos das ações é reconhecida como uma 
tarefa difícil  (HELLSTROM, 1999). 
A Figura 10 mostra um exemplo dos resultados das predições do VG-
RAM WNN e ARNN (4)  para as ações da PETROBRAS PN (PETR4). A Figura 10(a) e a Figura 
10(c) mostram os valores reais e previstos para as 60 semanas, entre 21 de janeiro de 2004 e 
9 de março de 2005, e a Figura 10(b) e a Figura 10(d) mostram as distribuições de 
frequência para os erros de predição para os preditores VG-RAM WNN e ARNN(4), 
respectivamente. Como a Figura 10 ilustra, ambos os preditores exibiram comportamento 




Figura  10– Predições do preditores VG-RAM e ARNN(4) para as ações da PETROBRAS PN (PETR4): (a) e (c) 
retornos reais e preditos, e (b) e (d) a frequência da distribuição dos erros de predição, respectivamente. 
5.5. NORMALIDADE DOS ERROS DE PREDIÇÃO 
A normalidade dos erros de predição para os preditores WNN VG-RAM e a ARNN(4) 
foram avaliados e obtive-se os resultados mostrados na Tabela 6 e na Tabela 7, 
respectivamente. Os testes de chi-square das séries dos erros de predição para cada 
preditor, cada um com 60 observações, foram realizados com níveis de significância padrão 
(σ) de 0,01; 0,05 e 0,10 com normalidade aceita (i.e, não rejeitadas) para 43 (93%), 40 (87%), 
e 37 (80%) para preditor WNN VG-RAM, e de 45 (98%), 40 (87%) e 39 (85%) para o preditor 
ARNN(4). 
Tabela 6 – Análise da normalidade dos erros de predição do preditor WNN VG-RAM 
σ H0 não rejeitado H0 rejeitado 
0,01 43 (93%) 3 (7%) 
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0,05 40 (87%) 6 (13%) 
0,10 37 (80%) 9 (20%) 
 
Tabela 7 – Análise da normalidade dos erros de predição do preditor ARNN(4) 
σ H0 não rejeitado H0 rejeitado 
0,01 45 (98%) 1 (2%) 
0,05 40 (87%) 6 (13%) 
0,10 39 (85%) 7 (15%) 
 
A normalidade das séries de retornos (Seção 5.5) foi aceita para 14 (30%), 6 (13%) e 
5 (11%) das séries, respectivamente para os mesmos valores de σ, assim, os resultados 
sugerem a possibilidade de produzir erros normais de predição a partir de séries não 
normais de retornos. 
5.6. DESEMPENHO COMPUTACIONAL DO PREDITOR WNN VG-RAM4 
Os experimentos foram realizados utilizando máquinas pessoais com processador 
Intel Core 2 Duo T8100 (3 MB Cache, 2.10 GHz, 800MHz FSB) e 3GB RAM (DDR-2 800MHz). O 
preditor ARNN(4) gastou aproximadamente 18.000 segundos (5 horas), na média, para 
executar as 60 sessões de treino para uma ação (i.e, treinar e predizer 60 retornos futuros) 
usando os métodos descritos da Seção 5.1. O preditor WNN VGRAM, por outro lado, 
demorou apenas 3.6 segundos em média para realizar a mesma tarefa usando os métodos 
descritos na Seção 5.3, obtendo um speedup de 5000 vezes (18.000 / 3,6 = 5000). Isto 
significa que o preditor WNN VG-RAM pode executar uma sessão de treino e predição de um 
retorno futuro em apenas 6 milisegundos. 
É importante notar que, como o procedimento de calibração, descrito na Seção 5.2, 
do preditor WNN VGRAM é executado apenas uma vez, este tempo não foi computado no 
tempo de novas predições. 
                                                      
4
 Para realizar esta comparação alguns experimentos do trabalho de referência — preditor ARNN(4) (FREITAS;  
De SOUZA; ALMEIDA, 2005) — foram repetidos com o software fornecido pelos autores. 
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6. DISCUSSÃO 
Neste capítulo são apresentados trabalhos correlatos e uma análise crítica deste 
trabalho de pesquisa. 
6.1. TRABALHOS CORRELATOS 
Desde o pioneiro trabalho de White (1988), preditores baseados em redes neurais 
apresentam sucessos quando aplicados na predição de retornos futuros de ações e variáveis 
financeiras, exibindo muitas vantagens sobre os métodos alternativos (SHARDA; PARTIL, 
1992; MOODY, 1994; HANSEN; NELSON, 1997; FREITAS; De SOUZA; ALMEIDA, 2009). 
Segundo o nosso melhor conhecimento, este é o primeiro trabalho que emprega 
redes neurais sem peso na predição de retornos de ações. Contudo, trabalhos similares 
começam a surgir na literatura.  Alhassan e Misra (2011) empregaram WNN na predição de 
preços de ações do mercado nigeriano e seus resultados apresentaram um erro médio de 
0,0086. Nossos preditores WNN apresentaram um erro médio de 0,0047. 
Os trabalhos relacionados abaixo não empregam redes neurais sem peso, contudo, 
demonstram a utilização de redes neurais na extração de características de séries 
econômico-financeiras para se obter predições no mercado de ações. Estes trabalhos 
motivaram a investigação da utilização de redes neurais sem peso para predição de retornos 
de ações. 
Freitas (2008) apresenta um modelo de seleção de carteiras baseado em erros de 
predição que captura oportunidades de investimento no curto prazo. Utiliza preditores 
neurais autoregressivos com referência móvel para predizer os retornos futuros das ações, e 
uma medida de risco baseada nos seus erros de predição foi derivada de forma a manter a 
mesma fundamentação estatística do modelo média-variância. Os principais resultados 
mostraram que é possível obter erros de predição normais a partir de séries de retornos não 
normais e que o modelo de seleção de carteiras baseado em erros de predição capturou 
corretamente oportunidades de curto prazo, desempenhando melhor que o modelo média-
variância e superando o índice de mercado. 
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Baba e Kozaki (1992) no qual foi desenvolvido um sistema em redes neurais 
para predição de preços das ações no mercado japonês. Um algoritmo híbrido, que combina 
algoritmos backpropagation com o método de otimização aleatória para treinamento dos 
parâmetros da rede neural. Este trabalho demonstrou que vários resultados utilizando 
redes neurais são bastante úteis para fazer uma boa predição dos preços das ações. 
Saad, Prokhorov e Wunsch (1998) apresentam uma técnica de obter informações 
utilizando aprendizagem de máquina e mineração de dados para avaliar as relações de 
previsão de numerosas variáveis econômicas e financeiras. Modelos de redes neurais para a 
estimativa de nível e classificação são analisados por sua capacidade de fornecer uma 
previsão efetiva de valores futuros.  
6.2. ANÁLISE CRÍTICA DESTE TRABALHO DE PESQUISA 
Neste trabalho, desenvolvemos um preditor baseado em redes neurais sem peso 
para predição de retornos de ações 5.000 vezes mais rápido que preditores baseados em 
rede neural autoregressiva. Porém, para conseguir os resultados apresentados neste 
trabalho foi necessário um grande trabalho de calibração dos parâmetros da rede conforme 
explicado na Seção 5.2. Para que seja executado este processo de calibração em tempo 
viável, é necessário a demanda a utilização de arquiteturas de computadores mais 
complexas como clusters de computadores. Sendo assim, a avaliação de novos tipos de 
preditores (por exemplo, preditores para detecção de pontos de máximo ou mínimo do 
preço das ações ou detecção de oscilações semanais do preço das ações)demanda uma nova 
avaliação dos parâmetros da rede, consequentemente, um novo esforço de calibração da 
rede.  
Além disso, calibração de redes neurais sem peso para auxiliar sistemas mais 
complexos (por exemplo, trading systems, que introduz um universo maior de parâmetros 
para serem calibrados — valor de stop loss e stop gain — para citar alguns) pode tornar o 
processo de calibração muito custoso e até inviável para curto período de investimento. 
Outro aspecto relevante da metodologia de treinamento das WNN é a questão de como se 
fazer a validação do treinamento, uma vez que os métodos clássicos de treinamento destas 
redes neurais não se valem deste procedimento. Acreditamos que o desenvolvimento de 
métodos de validação do treinamento de WNN podem em muito contribuir com a melhoria 
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dos resultados obtidos nesta aplicação, contudo, tal tarefa na o fez parte do escopo de 




Neste trabalho, foi proposto um novo preditor de séries temporais utilizando uma 
rede neural sem peso baseada em Virtual Generalized Random Access Memory (VG-RAM) 
para predizer o retorno futuro de ações. A arquitetura do preditor de ações WNN VG-RAM é 
similar à projetada para reconhecimento de faces (De SOUZA et al., 2008). No trabalho de 
reconhecimento de faces, os neurônios são treinados para informar o código de uma pessoa 
a partir da sua imagem; similarmente, no preditor WNN VG-RAM, os neurônios são 
treinados para informar o índice do retorno a partir de uma imagem equivalente para um 
conjunto de retornos passados. 
Este novo preditor de séries temporais baseado em redes neurais sem peso foi 
empregado na predição do retorno de 46 ações do mercado brasileiro de ações, e suas 
predições foram avaliadas em relação àquelas produzidas por preditores neurais 
autoregressivos e reportados por Freitas, De Souza e Almeida (2005). Nossos resultados 
mostraram que o preditor WNN VG-RAM pode produzir predições de retornos futuros de 
ações com os mesmos níveis de erros e propriedades do preditor baseado em rede neural 
autoregressiva, no entanto, executando 5.000 vezes mais rápido — o preditor WNN VG-RAM 
executou uma sessão de treino e predição de um retorno futuro em apenas 6 milissegundos. 
Este trabalho contribuiu com o desenvolvimento de uma arquitetura utilizando redes 
neurais sem peso para predição de retorno de ações; a avaliação de desempenho do 
preditor baseado em rede neural sem peso (qualidade das predições e desempenho 
computacional); a verificação da normalidade dos erros de predição dos preditores neurais 
sem peso; e, a investigação de um grande conjunto de parâmetros da arquitetura proposta 
para um preditor baseado em redes neurais sem peso. 
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7.2. TRABALHOS FUTUROS 
Nossos trabalhos futuros incluem: 
• Reescrever o código do preditor WNN VG-RAM para que explore o alto poder de 
processamento das Graphics Processing Units (GPU), por exemplo, uma 
implementação em C+CUDA (Compute Unified Device Architecture).  Com isso, 
acreditamos que seja possível realizar o processo de calibração em computadores 
pessoais fazendo com que seja possível construir sistemas que são calibrados, 
treinados e testados sem a necessidade de utilização de clusters de computadores. 
• Como o preditor WNN VG-RAM consegue resultados com qualidade similares aos 
preditores ARNN(4), porém com velocidade de predição muito maior, logo, surge a 
possibilidade de criar sistemas que utilizem estas predições para auxiliar 
investidores no processo de compra e venda de ações (trading systems) em 
investimento de curto e curtíssimo prazo, como, por exemplo, operações intraday. 
• Desenvolver sistemas automatizados de compra e venda de ações utilizando as 
predições do preditor WNN VGRAM, ou seja, automatizar todo o processo de análise 
de mercado e negociação de ativos. O desenvolvimento desse tipo de sistema traz 
vantagens como: evitar o fator emocional no processo de negociação e economia de 
tempo do investidor. 
• Desenvolver novas arquiteturas baseados no preditor WNN VGRAM para detectar 
pontos de máximo e mínimo dos preços de ações com o objetivo de maximizar os 
lucros nas operações. 
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