Hazard function plays an important role in reliability and survival analysis. In some real life applications, abrupt changes in the hazard function may be observed and it is of interest to detect the location and the size of the change. Hazard models with a changepoint are considered when the observations are subject to random left truncation and right censoring. For a piecewise constant hazard function with a single change-point, two estimation methods based on the maximum likelihood ideas are considered. The first method assumes parametric families of distributions for the censoring and truncation variables, whereas the second one is based on conditional likelihood approaches. A simulation study is carried out to illustrate the performances of the proposed estimators. The results indicate that the fully parametric method performs better especially for estimating the size of the change, however the difference between the two methods vanish as the sample size increases. It is also observed that the full likelihood approach is not robust to model misspecification.
Introduction
Hazard function plays an important role in reliability and survival studies since it quantifies the instantaneous risk of failure of an item at a given time point. In the majority of the studies existing in the literature, either a smooth, continuous hazard function is assumed when the objective is the estimation of this function itself, or as in the Cox model of proportional hazards, the emphasis is more on the estimation of the effects of the covariates, rather than the hazard function itself. Estimation of the hazard function presents a more interesting and a challenging task when this function displays abrupt changes in time which may correspond to significant improvements in the health conditions of a patient due to a particular treatment, or an alarming deterioration in the physical conditions of an equipment due to fatigue. As discussed by Frobish and Ebrahimi (2009) , patients may experience events according to a common hazard rate function and they may receive treatments. It is commonly observed that the treatment takes its full effect only after a time lag. The curing effect of a medication or a treatment may as well deteriorate or dampen steeply after a certain period of time. In such cases it is of interest to detect both the time when such a change occurs and the size of the change.
One of the earliest works that consider changes in the hazard function is by Matthews and Farewell (1982) which studied a piecewise constant hazard model with a single change-point given by
where β and β + θ > 0. Here β represents the initial constant hazard rate, θ represents the size of the change in the hazard rate, and τ is the location of the change-point, all of which are unknown. Matthews and Farewell (1982) applied this model to the data of times-to-relapse after remission induction for leukemia patients, where it is suspected that the relapse rate may change after an unknown time. They used numerical techniques to obtain maximum likelihood estimates and simulated the sampling distribution of the likelihood ratio statistic for the null hypothesis that there is no change-point. Loader (1991) also considered the piecewise constant hazard model with a single change-point and discussed inference based on the likelihood ratio process. He derived approximate confidence regions for the change-point and the size of the change. He also discussed the effect of random censoring. Pham and Nguyen (1993) considered the asymptotic validity of the bootstrap method in this model and showed that the parametric bootstrap of the change-point parameters works. Several other authors considered hazard change-point models including Luo et al. (1997) , Antoniadis et al. (1998) and Gijbels and Gürler (2003) and more recently Goodman et al. (2006) , Karasoy and Kadılar (2007) , Liu et al. (2008) , Frobish and Ebrahimi (2009) and Dupuy (2009) .
As briefly reviewed above, most of the studies in literature for hazard change points estimation, assume either complete observations or random censoring. Although censoring naturally arises in medical data in several forms, another form of incomplete data observed in survival studies is truncation, where the observed sample comes only from a subset of the population. Like censoring, truncation corresponds to a form of biased sampling. In survival studies a subject may not be included in the study if the time origin of event time precedes the chronological time that the study starts, hence a truncation occurs because the incidences that have occurred before the recordings have started are lost to observation. As discussed in Kalbfleisch and Lawless (1989) , AIDS data especially in the initial stages of the disease is an example of truncated data. On the other hand, once a subject is included in the study, she or he is also subject to censoring due to drop out or other causes such as competing risks. Hence, left truncation and right censoring may naturally arise in cases where truncation excludes some subjects from the study. The effects of truncation become more significant when a newly discovered epidemic in survival studies or a new product launch in reliability are considered. Studies where both truncation and censoring are considered include Turnbull (1976) , Hyde (1977) , Tsai et al. (1987) , Uzunoğulları and Wang (1992) , Gijbels and Wang (1993) , Pan and Chappell (1998) , Hudgens et al. (2001) and Lim et al. (2002) among others.
To the best of our knowledge, a model where the observations are subject to both truncation and censoring has not been studied for estimation of piecewise constant hazard functions with a change-point. In this paper we aim to fill this gap by considering estimation methods for left truncated and right censored data. We consider the model given in (1) and discuss two approaches based on maximum likelihood ideas. In the first approach, we assume parametric families for the truncation and censoring variables, and we refer to this approach as the full likelihood approach. Since our primary interest is in the estimation of the hazard function for the variable of interest, the truncating and censoring variables arise as nuisance variables. In the full likelihood approach, assumptions regarding these variables introduce some difficulty for the estimation procedure. In the second approach, we do not assume any parametric families for these variables, and we rather treat the data as a random sample given that it is subject to the observed censoring and truncation effects, which we refer to as the conditional likelihood approach. The advantages and disadvantages of these approaches are discussed in the numerical analysis section, in the context of estimation difficulties and misspecification of the models for censoring and truncation in the fully parametric approach. Our simulation studies indicate that the full likelihood approach performs better especially for estimating the size of the change, however the difference between the two methods vanish as the sample size increases. The simulation studies also indicate that the full likelihood approach is not robust to model misspecification.
The rest of the paper is organized as follows: In Section 2 we present preliminary results, in Section 3 we discuss the full likelihood approach, and in Section 4 we discuss the conditional likelihood approach. Section 5 contains numerical studies for evaluating the performances of the estimators, and Section 6 concludes.
Preliminaries
We first present some preliminary results and notation. Consider a random variable of interest X , representing the time until an event occurs, which may correspond to the survival time of a patient after a treatment or the time until failure of a component. Let Y and C be the truncation and censoring variables respectively, which prevent the complete observation of the variable X . We assume that X , Y , C are independent and nonnegative. Let T = min(X , C ), and δ = I(T = X ), where I is the indicator function. In the presence of left truncation and right censoring, instead of observing independent and identically distributed (i.i.d.) samples of X , we observe triplets (T , Y , δ) only if Y ≤ T , otherwise nothing is observed. Thus the observations come from the conditional distribution of (T , Y , δ), given that Y ≤ T . The observed data are given by a set of i.i.d. observations (t i , y i , δ i ) for i = 1, . . . , n.
Our focus is on hazard function λ(x), defined by λ(
, where f is the probability density function (p.d.f.) and F is the cumulative distribution function (c.d.f.). For any c.d.f. K (x), letK (x) = 1 − K (x). The survival function is defined by S(x) =F (x), and the cumulative hazard function is defined by Λ(x) =  x 0 λ(u)du. Suppose X has the hazard function λ as given in (1). Then, the p.d.f. f , the c.d.f. F , the survival function S, and the cumulative hazard function Λ of X are as given below, which are all piecewise functions.
and
The functions before and after the change points are denoted separately for the ease of derivations given in Section 4.
Full likelihood approach
The random variable of interest X has the hazard function given in (1) with a single change point. Our objective is to estimate the time, τ , of the change-point, along with the constant hazard level, β, before the change-point, and the size of the jump, θ , at the change point. In the full likelihood approach, we assume parametric families of distributions for the censoring and truncation variables. Suppose the censoring variable C has the p. We assume that the p.d.f's h and g are continuous and differentiable with respect to their unknown parameters. Our aim is to estimate the unknown parameters τ , β, θ , γ , and ν. Let us denote the set of unknown parameters by Ψ = {β, θ , τ , γ , ν}. In what follows, we describe the maximum likelihood procedure for estimating Ψ , and then illustrate this procedure for special cases of censoring and truncation distributions.
Likelihood function
As described in Section 2, in the left truncation and right censoring model one observes triplets (T , Y , δ) only if Y ≤ T , otherwise nothing is observed. Hence the observed variables belong to the following conditional distribution:
be the probability that a (Y , T ) pair is observed without truncation. We can write α more explicitly as follows:
We decompose F 1 into two parts, the sub-distribution function of uncensored observations, F u , and the sub-distribution function of censored observations, F c . These distributions can be expressed as follows:
The corresponding sub-density of censored observations is
Similarly, the sub-distribution function of censored observations is
and the corresponding sub-density function is
Now consider the observed sample (t i , y i , δ i ) for i = 1, . . . , n. The likelihood contribution of an observed uncensored triplet (t j , y j , δ j ) for some j ∈ {1, . . . , n} is f u (t j , y j ), and the likelihood contribution for an observed censored triplet
Then the likelihood function can be written as follows:
Taking logarithms, we have the log-likelihood function
where λ is the hazard function of X , Λ is the cumulative hazard function of X , and λ c is the hazard function of the censoring variable C .
Estimation
The likelihood function L is not differentiable with respect to τ , hence it is not possible to find the maximum likelihood estimators (M.L.E.'s) for Ψ using standard methods. However, for fixed τ , L is continuous and differentiable with respect to the remaining parameters in Ψ . Therefore we first fix the value of τ and find the M.L.E.'s for the remaining parameters as a function of τ . Then we search for the value of τ as our estimator, which maximizes the likelihood function over a number of grid points on a specific interval [τ 0 , τ 1 ]. Formally speaking, for a fixed τ , let Ψ τ = {β, θ , γ , ν} τ be the parameter set to be estimated, and let U(Ψ τ ) be the corresponding score vector composed of the first derivatives of the log-likelihood function, which is given by
Then, the M.L.E.Ψ τ = (β,θ ,γ ,ν) τ for Ψ τ is obtained as the solution to the system of equations U(
. . , m, denote the fixed grid points in the search interval and let L τ i denote the maximum value of the log-likelihood function for τ = τ i . That is
Then the proposed estimators for the change-point τ and the rest of the parameters are given bŷ
For the estimation method proposed above, it is of interest to see the impact of the choice of the search interval [τ 0 , τ 1 ] on the estimators. On the one hand, this interval is desired to be sufficiently wide in practice in order to include the unknown parameter τ , but on the other hand it should be narrow enough to avoid the erratic behavior of the likelihood function at the extreme τ i values. A sensible selection of this interval could be made in reference to an expert opinion in practice.
Two special cases
In order to illustrate the full likelihood approach, we consider two cases. In the first case both the censoring and the truncation variables are assumed to have exponential distributions, in the second case both are assumed to have Weibull distributions. In both cases, we only present how model parameters are estimated for a fixed τ , the estimation procedure proceeds as described in Section 3.2.
Exponential distribution
In this case, the censoring variable C and the truncation variable Y are both assumed to have exponential distributions with rate parameters γ and ν respectively. Note that the hazard function of the censoring variable is λ c (t) = γ , and the hazard function of the truncation variable is λ y (t) = ν.
Consider an observed random sample (t i , y i , δ i ) for i = 1, . . . , n. For a fixed τ , let A and B denote the set of observations such that t i ≤ τ and t i > τ , respectively. Formally, A = {i : t i ≤ τ }, B = {i : t i > τ }. Let n 1A denote the number uncensored observations that are less than or equal to τ , n 1B denote the number of uncensored observations that are larger than τ , and n B denote the number of observations that are larger than τ . Lett,ȳ andδ denote the sample means. Then for a fixed τ , after some steps the log-likelihood function (12) can be written as
where
and w = β + γ + ν.
Taking the derivative of log L with respect to the unknown parameters, the score vector (13) is computed as
Here the quantities E 1 and E 2 are given by
For the fixed τ , the M.L.E.Ψ τ = (β,θ ,γ ,ν) τ for Ψ τ is obtained as the solution to the system of equations U(
This solution is obtained by numerical methods since closed form expressions cannot be obtained.
Weibull distribution
We next discuss another special case where the censoring variable C and the truncation variable Y are both assumed to have Weibull distributions with shape parameters a and s, and rate parameters b and v respectively. Note that the hazard function of the censoring variable is λ c (t) = abt a−1 and the hazard function of the truncation variable is λ y (t) = svt s−1 . Then using (6) we have
Consider an observed random sample (t i , y i , δ i ) for i = 1, . . . , n. Let U denote the set of uncensored observations. For a fixed τ , let A and B denote the set of observations such that t i ≤ τ and t i > τ , respectively. Let n A denote the number of observations that are smaller than τ , n B denote the number of observations that are larger than τ , n 1 denote the number of uncensored observations, n 1A denote the number uncensored observations that are less than or equal to τ , and n 1B denote the number of uncensored observations that are larger than τ . Then for a fixed τ , after some steps the log-likelihood function (12) can be written as
The resulting likelihood function makes it very complicated to calculate the score vector (13) and to proceed the estimation in the usual way, mainly due to the complicated structure of α, which is a function of the other parameters. Therefore we use numerical procedures to maximize the likelihood function.
Conditional likelihood approach
In the full likelihood approach, the distributional assumptions regarding the censoring and truncation variables complicate the estimations procedure as the number of parameters to be estimated increases. In this section we discuss an alternative procedure which targets estimating the parameters in the hazard function of interest only. Let X be a random variable with the hazard function (1). The random variable X is subject to left truncation and right censoring, where the full observation of X is prevented by a right censoring variable C and a left truncation variable Y as described in Section 2. Unlike the full likelihood approach, here we do not assume parametric families of distributions for the censoring and truncation variables. Instead, we treat the data as a random sample given that it is subject to the observed values of censoring and truncation variables. We refer to this approach as the conditional likelihood approach. Our main concern is again to estimate the location of the change-point, along with the hazard rate before the change-point and the size of the change. Let us denote the set of unknown parameters by Ψ = {β, θ , τ }. In the rest of this section we describe a maximum likelihood estimation procedure for estimating Ψ . Klein and Moeschberger (2003) summarized the likelihood construction techniques frequently used in survival analysis literature. According to this construction, various types of censoring and truncation schemes have different contributions to the likelihood function. For example, if X is a random variable of interest with p.d.f. f and survival function S, and if X is subject to right censoring, then the contribution of an observed exact lifetime x to the likelihood function is given by f (x), and the contribution of an observed censoring time c to the likelihood function is given by S(c). When we generalize this approach to the left truncation and right censoring model, we have the following.
Likelihood function
Recall that in the left truncation and right censoring model, one observes the triplets (T , Y , δ) only if Y ≤ T , otherwise nothing is observed. Consider an observed random sample (t i , y i , δ i ) for i = 1, . . . , n. In this case, the contribution of an exact lifetime (t i = x i ) to the likelihood function is f (x i )/S(y i ), and the contribution of an observed censoring time (t i = c i ) to the likelihood function is S(c i )/S(y i ). Putting together all the components, one may write the conditional likelihood function as
where D is the set of observations where the real lifetimes are observed and R is the set observations where the censoring times are observed only.
Estimation
When we construct the likelihood function (20) for the piecewise constant hazard model (1), is not differentiable with respect to τ , hence it is not possible to find the M.L.E.'s for Ψ using standard methods. Therefore, we take the same approach as in Section 3, where we first fix the value of τ and find the M.L.E.'s for the remaining parameters as a function of τ . Then we search for the value of τ as our estimator, which maximizes the likelihood function over a number of grid points on a specific interval [τ 0 , τ 1 ].
Let us start with the problem of finding the M.L.E.'s of β and θ for a fixed τ . Consider an observed random sample (t i , y i , δ i ) for i = 1, . . . , n. Note that the p.d.f. and the survival function of X are piecewise functions as described in (2) and (4). Then for a fixed τ , there are six possible types of observations that have different contributions to the likelihood function, all of which are given in Table 1 . For example, A denotes the set of observed triplets for which t is an actual lifetime x, and both x and the observed truncation variable y are less than τ . The contribution of such (x, y) pairs to the likelihood function is f 1 (x)/S 1 (y), where f 1 and S 1 are as described in (2) and (4). We define the sets B, C , D, E, F , and their likelihood contributions similarly. Let n A denote the number of observed triplets in set A, let ∏ A denote the product over set A, let n B,C denote the total number of observed triplets in sets B and C , and let ∑ B,C denote the sum over sets B and C . Define all the other related subscripts similarly. Then for a fixed τ , we can write the likelihood function as follows:
Following the notation in Section 3, for a fixed τ , let Ψ τ = {β, θ} τ be the parameter set to be estimated, and let U(Ψ τ ) be the corresponding score vector composed of the first derivatives of the log-likelihood function, which is given by 
Then, the M.L.E.Ψ τ = (β,θ ) τ for Ψ τ is obtained as the solution of the system of equations U(Ψ τ ) = 0, which results in the estimators:
Let τ i ∈ [τ 0 , τ 1 ], i = 1, . . . , m denote the fixed grid points in the search interval and let L τ i denote the maximum of the likelihood function for τ = τ i . That is
(25)
Numerical studies
The full likelihood model specifies parametric families of distributions for the censoring and truncation variables and it is expected to give more accurate results when the model specification is correct. Its drawbacks are the risk of model misspecification, the large number of parameters to be estimated, and the lack of closed form estimators which forces one to use numerical methods for estimation. Sometimes the numerical methods may not lead to the maximum likelihood estimators, especially for small sample sizes. The conditional likelihood model on the other hand, does not assume any parametric families of distributions for censoring and truncation variables, and focuses only on estimating the model parameters of the hazard function. This simpler approach provides closed form estimators for the model parameters and does not have the risk of model misspecification. The conditional likelihood approach, however, emphasizes more the observed values of the censoring and truncation variables and somewhat overlooks their random nature. This results in increased bias and variance especially for small samples, which disappears as the sample size increases.
In this section we present the results of a numerical study which aims to address three issues concerning the performances of the proposed estimators. Firstly we are interested in the general performances of the proposed estimation methods under several choices of model parameters. Secondly, we are interested in the comparison of the performances of full and conditional likelihood methods with respect to the factors such as the size of the hazard change, censoring and truncation levels, and the sample size. Finally, we want to investigate how sensitive the full likelihood method is with respect to misspecification of the distributions of censoring and truncation variables. We address these three issues in Sections 5.1-5.3, respectively. All three issues are important, since the full likelihood approach requires estimation of more parameters and results in a more complicated maximization procedure. We are interested to see whether this difficulty is justified by significantly better performance under correct model specification, and whether it is robust to misspecification of the model.
Throughout the numerical study, we consider two cases that we refer to as the exponential case and the Weibull case. In the exponential case both censoring and truncation variables have exponential distributions with rate parameters γ and ν respectively. In the Weibull case the truncation variable has Weibull distribution with shape parameter s and rate parameter v, and the censoring variable has exponential distribution with rate parameter b. For both cases we study different choices of the hazard change-point model parameters β, θ, and τ . In order to illustrate the impact of truncation and censoring we consider three different observation levels that correspond to various degrees of available information. In particular, we use α = P(Y < T ) as one component of observation level that corresponds to the proportion of untruncated observations. For the censoring component we consider α ′ , the proportion of uncensored observations among the observed (Y , T , δ) triplets,
In the cases that we report here, the observation levels are α = α ′ = 60%, 75%, 90%, which are set by using appropriate parametrization for censoring and truncation variables. The impact of the sample size is investigated by considering three different sample sizes, namely n = 60, 100, 140 and 180, and a simulation size of 1000 samples is used to assess the performances of the procedures given in Sections 3.3.1 and 3.3.2 for the exponential and Weibull (a = 1) cases respectively. The search intervals [τ 0 , τ 1 ] were taken to be large intervals, selected by considering the observed data range. All computations are done with the statistical software R. For the numerical optimization procedures, the ''L-BFGS-B'' method in the ''optim'' function of R is used, which employs the method by Byrd et al. (1995) . Due to space considerations we discuss below relevant subsets of the obtained results for the issues addressed. In particular, for the general sensitivity of the methods, we only present the exponential case with sample size n = 180 with 75% observation level, since the other choices qualitatively yield similar results. We then focus on the comparison of the methods and present results for different sample size and observation level choices for an arbitrarily selected sample of parameter configurations. Some further results of the numerical study are provided in the Appendix.
Performances of estimation methods under several choices of hazard change-point model parameters
We first illustrate the performances of full and conditional likelihood methods under different choices of hazard changepoint model parameters. We consider different configurations of model parameters from the sets β ∈ {0.2, 0.5, 1}, θ ∈ {0.1, 0.2, 0.5, 2}, and τ ∈ {1, 2, 3, 5, 7}. Here we focus on the exponential case with observation level α = α ′ = 75%, and we consider samples of size 180. For each configuration, empirical mean square errors are given in Table 2 . The results indicate that both methods perform reasonably well in estimating the model parameters for the cases investigated. The largest mean square errors are observed for the censoring parameter γ and the size of the jump θ . The performances of the two methods are generally comparable showing similar improvement or deterioration behaviors as the system parameters change. In particular, we observe that the mean square error values worsen for larger values of γ , and this worsening is most emphasized in the estimation of θ. Here we note that in all these configurations with higher mean square errors, such as configurations 14, 17 and 20, only about 10% of the observed data points are greater than the change-point τ , and this has a negative effect on the performances of the estimators. We also note that in such cases where both estimators worsen, the full likelihood estimator performs significantly better than the conditional likelihood. In order to see the effect of changes in the initial hazard rate β only, we can look at the configuration sequence 12-13-14, where out of three parameters of the hazard change-point model (1), only β increases. Note that in this sequence censoring and truncation parameters are changed in order to keep the observation levels at 75%. We observe that as β increases the change-point becomes less visible, and the mean square errors increase. Similarly, in order to see the effect of changes in the jump size θ only, we can look at the configuration sequence 12-15-18-21, where we observe that as θ increases it is easier to detect the change-point and the mean square errors for the location of the change τ decrease. Finally, to see the effect of changes in τ only, we can look at the configuration sequence 3-5-25-31-32, where we do not observe significant changes in mean square errors.
Sensitivity of estimation methods with respect to jump size, sample size, and observation levels
In this section we take a closer look at the four of the hazard change-point models given in Table 2 , in order to compare the performances of the full and conditional likelihood methods. We take into account factors such as jump size, observation levels and sample size, and we present extensive simulation results for configurations 5, 11, 23 and 27. We study these models under both exponential and Weibull cases, with observation levels α = α ′ = 60%, 75%, 90%, and sample sizes n = 60, 100, 140, 180. The censoring and truncation parameters used for this experimental setting are given in Table 3 . For each case, empirical bias, standard deviation, and mean square error are computed. Some representative cases are given in Tables 4 and 5 , reporting the performances of full and conditional likelihood approaches for the exponential case, at 75% observation level. The only difference between Configurations 5 and 11 is the larger jump size in configuration 11, thus we report the two together in Table 4 to see the effect of this difference. Similarly, Configurations 23 and 27 are reported together in Table 5 . The complete simulation results for Configurations 11 and 23 are given in the Appendix. The results indicate that both methods perform reasonably well in estimating the model parameters for both the exponential case and the Weibull case. As expected, biases and standard deviations decrease as the sample size and the observation level increase.
For a large jump, the estimation of τ is better than the small jump since it is easier to detect the change. The empirical bias and standard deviation of the estimators of the parameters of the censoring and truncation variables tend to be larger than that of the remaining model parameters, especially for smaller observation levels.
As for the comparison of the full and the conditional likelihood approaches, when the model specification is correct as in the cases reported in Tables 4 and 5 (and Tables 6-10 in the Appendix), both methods have similar performances for estimating τ and β in terms of the mean square error, but the full likelihood method performs better for estimating θ . However, the performance differences for estimating θ seem to vanish as the sample size increases. In order to point out the relative performances of the two approaches for estimating θ , we present four graphs in Fig. 1 for exponential and Weibull cases for configurations 11 and 23. Let MSE F (θ ) denote the empirical mean square error for the estimator of θ using the full likelihood approach, and let MSE C (θ ) denote the empirical mean square error for the estimator of θ using the conditional likelihood approach. The vertical axes of all graphs in Fig. 1 give the percentage increase in mean square error when using Table 2 Empirical mean square errors for 32 configurations. Exponential case, observation level 75%, n = 180. The columns τ F and τ C contain the empirical values for τ using the full model and the conditional model, respectively, similar to other parameters.
This notation is used in all the remaining tables.
Con.
Model parameters Full likelihood Conditional likelihood the conditional likelihood approach for estimating θ, instead of using the full likelihood approach. This can be considered as the cost of using the simpler conditional likelihood approach. We denote this quantity by PIMSE C (θ ), where Table 5 Performances of the estimators, exponential case, Configurations 23 and 27, observation level 75%. The horizontal axes of the graphs in Fig. 1 represent the observation levels, 60%, 75% and 90%. Each graph gives the profiles of PIMSE C (θ ) for three observation levels for sample sizes 60, 100, 140 and 180. The results indicate that the cost of using the conditional model can be very high, but this remarkable cost vanishes fast as the sample size increases. Recall that Fig. 1 reports the comparisons for estimating θ , where the conditional likelihood approach has the poorest performance. For the other model parameters the two methods are very similar. Note that when the observation level is 60% and when n = 60, we do not have results in Fig. 1-c . This is because at this level our optimization routines in the full likelihood model did not lead to a solution, which was noted earlier as a disadvantage of the full likelihood model.
The effect of model misspecification
In order to address the issue regarding the effect of model misspecification in the full likelihood approach, we carried out two simulation studies where the data are generated from configuration 11 and Weibull case with the parameters given in Table 3 . In the first study we compared the full likelihood model which falsely assumes exponential distribution for the censoring and truncation variables with the conditional likelihood model. In the second study we compared the full likelihood model which falsely assumes exponential distribution with the one that correctly assumes Weibull distribution. Fig. 2 -a reports the results for the first study, where the graph is designed similar to the graphs in Fig. 1 with PIMSE C (θ ) on the vertical axis. Note that this graph is comparable with Fig. 1-c , and the decrease in the PIMSE C (θ ) values indicate the importance of model misspecification. When n = 180 the conditional approach performs better. Fig. 2-b reports the results for the second study for illustrating the disadvantages of model misspecification. Let MSE F ,E (θ ) denote the empirical mean square error for the estimator of θ using the exponential full likelihood model, and let MSE F ,W (θ ) denote the empirical mean square error for the estimator of θ using the Weibull full likelihood model. Define
. The vertical axis of Fig. 2-b Fig. 2 provides some evidence that the full likelihood model is not robust to misspecification of the model.
Summary and conclusions
In this paper we considered piecewise constant hazard functions with a single unknown change-point, when the observations are subject to random left truncation and right censoring. We discussed two maximum likelihood estimation procedures, namely, the full likelihood method and the conditional likelihood method. The full likelihood method assumes parametric families of distributions for the censoring and truncation variables. This complicates the model to some extent, as the number of parameters to be estimated increase, and the lack of closed form maximum likelihood estimators forces one to use numerical optimization techniques. If the distributional assumptions are accurate, this fully parametric model is expected to produce good estimators. The conditional likelihood method does not make any distributional assumptions and focuses only on estimating the three model parameters of the hazard function. Its simpler structure allows the conditional likelihood method to provide closed form estimators for the model parameters. However, it can have large bias and variance especially for small sample sizes, since it constructs the censoring and truncation component of the likelihood function solely on the observed values.
Our numerical studies indicate that both methods can easily be implemented and their performances are good. When the distributional assumptions of the full likelihood method are correct, the performances of the two methods are close for estimating the location of the change-point and the initial hazard rate, but for estimating the size of the change, the full likelihood method performs better. We observed that this difference tends to vanish as the sample size increases. Another important finding of the study is that the full likelihood model is not robust to model misspecification, and in some cases it is outperformed by the conditional likelihood model.
Table 6
Performance of the estimators, exponential case, Configurations 11 and 23, observation level 60%. 
