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Abstract
This paper further develops the combinatorial approach to quantization
of the Hamiltonian Chern Simons theory advertised in [1]. Using the theory
of quantum Wilson lines, we show how the Verlinde algebra appears within
the context of quantum group gauge theory. This allows to discuss flatness
of quantum connections so that we can give a mathematically rigorous def-
inition of the algebra of observables ACS of the Chern Simons model. It
is a *-algebra of “functions on the quantum moduli space of flat connec-
tions” and comes equipped with a positive functional ω (“integration”).
We prove that this data does not depend on the particular choices which
have been made in the construction. Following ideas of Fock and Rosly
[2], the algebra ACS provides a deformation quantization of the algebra of
functions on the moduli space along the natural Poisson bracket induced by
the Chern Simons action. We evaluate a volume of the quantized moduli
space and prove that it coincides with the Verlinde number. This answer is
also interpreted as a partition partition function of the lattice Yang-Mills
theory corresponding to a quantum gauge group.
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1 Introduction
This paper is a second part of the series devoted to combinatorial quantization of
the Hamiltonian Chern Simons theory. Here we continue and essentially complete
analysis started in [1].
To set up the stage let us reproduce the well-recognizable landscape of 3D
Chern Simons theory. The latter is a 3-dimensional topological theory defined
by the action
CS(A) =
k
4π
Tr
∫
M
(AdA +
2
3
A3) (1.1)
Here M is a 3-dimensional manifold, A is a gauge field taking values in some
semi-simple Lie algebra and k is a positive integer. In this setting the theory
enjoys both gauge and reparametrization symmetry which makes it topologi-
cal. Elementary observables satisfying the same symmetry conditions may be
constructed for each closed contour Γ in M as
WΓ = TrPexp(
∫
Γ
A) . (1.2)
Choosing the manifold M to be a product of a circle and a 2-dimensional ori-
entable surface Σ, one gets a Hamiltonian formulation of the model. The direc-
tion along the circle plays the role of time. Actually, one can relax topological
requirements and treat the problem locally. Then such a splitting into time and
space directions is always possible. The problem of quantization in Hamiltonian
approach may be stated as follows. One should construct quantum analogues WˆΓ
of the observables (1.2) corresponding to space-like contours. The main questions
which arise in this way are the following. We should describe the algebra gener-
ated by WˆΓ in terms of commutation or exchange relations. Next, if we are going
to use this algebra as a quantum algebra of observables, a ∗-operation and a posi-
tive inner product are necessary. The final step is to construct ∗- representations
of the algebra of observables. Linear spaces which carry such representations
may be used as Hilbert spaces of the corresponding quantum systems.
The Hamiltonian formulation of the Chern Simons theory leads directly to
the moduli space of flat connections on a Riemann surface. The latter appears
as a phase space of the Chern Simons model. The action (1.1) introduces a
natural symplectic form and a Poisson bracket on the moduli space. So, one
can look for quantization of this moduli space in the framework of deformation
quantization. This is actually a mathematical reformulation of the same problem
as Hamiltonian quantization of the Chern Simons model.
In the spirit of deformation quantization one should start with the Poisson
bracket on the moduli space. This object was considered for some time in mathe-
matical literature and there are several descriptions of the corresponding Poisson
structure. The one suitable for our purposes has been suggested recently by
Fock and Rosly [2]. The main idea of this approach is to replace a 2-dimensional
surface by a homotopically equivalent fat graph. This gives a finite-dimensional
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or combinatorial description of the moduli space. The name of combinatorial
quantization originates from this fact. Another important achievement of [2] is
that the only object which is used in the description of the Poisson bracket is
a classical r-matrix (solution of the classical Yang-Baxter equation). When the
Poisson bracket is represented in terms of r-matrices, the quantization procedure
is almost straightforward. Roughly speaking, one has to replace solutions of the
classical Yang-Baxter equation by the corresponding solutions of the quantum
Yang-Baxter equation. In conclusion, the way to deformation quantization of the
moduli space was much clarified by [2].
In [1] we have started a description of the quantum algebra of observables.
We have introduced such an algebra for any pair of a fat graph and a semi-simple
ribbon quasi-Hopf algebra. There we followed the ideas of [2]. The novelties of our
approach were introduction of the ∗-operation and of the quantum Haar measure
on the algebra of observables. A Haar measure on this type of algebras has been
previously considered in [3]. We succeeded to extend our consideration to quasi-
Hopf algebras as well. This is motivated by the fact that the most interesting
examples – like quantum groups at roots of unity – do not meet the condition
of semi-simplicity. After a certain truncation, however, they become semi-simple
(weak) quasi Hopf-algebras [4], [5]. Thus, all the essential technical tools for
quantization of the moduli space were introduced in [1]. On the other hand,
an important piece of the quantization was still missing there: the quantum
analogue of the flatness condition. The “algebra of observables” A eventually
included some field configurations with nonzero curvature. In this paper we
overcome this problem and complete the program of quantization.
The quantized algebra of functions on the moduli space (moduli algebra) is
expected to provide the description of the algebra of observables in 3-dimensional
Chern Simons theory. In principle, we can change the point of view at this point
and treat the theory of graph connections with a quantum gauge group as a sort
of 2-dimensional lattice gauge theory. As usual, one may be interested in correla-
tion functions of Wilson line observables provided by the trace functional. This
2-dimensional interpretation has its own continuous counterpart. Assuming that
in 3-dimensional formulation the moduli algebra reproduces the algebra of ob-
servables of the Chern Simons model exactly, one concludes that in 2-dimensional
formulation we obtain an exact lattice counterpart of gauged WZW model or so-
called G/G model (for relation of CS and G/G model see e.g. [6]). From time
to time it is useful to switch from 3-dimensional interpretation to 2-dimensional
and back. So, we shall use the vocabulary of both these approaches.
Let us give a short description of the content of each section. Section 2 collects
main theorems of [1]. This gives a possibility to understand the results of the
paper without referring to [1]. However, we do not give any proves here and
refer the interested reader to the original text. Section 3 is devoted to Wilson
line observables WˆΓ. In particular, we prove that for Γ being a contractible
contour, WˆΓ belongs to the center of the algebra of observables. We study in
details the commutative algebra generated by WˆΓ for a given Γ. It is proved
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to coincide with the celebrated Verlinde algebra. On the basis of the Verlinde
algebra we construct central projectors in the algebra A and define a quantum
analogue of the flatness conditions on the graph. The algebra of observables ACS
with the condition of flatness imposed, is our final answer for quantized algebra
of functions on the moduli space of flat connections. In Section 4 we prove
correctness of our definition. From the very beginning we replace the surface by
a fat graph. This can be done in many ways. We prove that observable algebras
ACS which arise from different graphs are canonically isomorphic to each other.
We pick up a particular graph which consists of a bunch of circles intersecting
in only one point on the surface and describe the algebra thereon in section 4.2.
Then we revisit the “multidimensional Haar measure” in section 5.1. and obtain
a graph independent “quantum integration” for ACS . This is used in section 5.2.
to determine the volume of the quantum moduli space.
Let us mention here that there is an ambiguity in normalization of the “in-
tegration measure”. In this paper we use some particular normalization which
may be referred to as lattice Yang-Mills measure. The corresponding volume
of the quantum moduli space resembles the answer for partition function in the
2-dimensional Yang-Mills theory. Along with this normalization there exists a
canonical one which is fixed by the requirement that the volume of each simple
ideal in the moduli algebra should be equal to the square root of its dimension.
The volume of the moduli space evaluated by means of the canonical measure
reproduces the famous Verlinde formula for the number of conformal blocks in
WZW model [7]. In this way we get a consistency check of our approach. In
the 2-dimensional interpretation Verlinde formula gives the answer for partition
function of our lattice gauge model. It coincides with experience of continuous
G/Gmodel (see e.g. [8]). Advertizing here this result, we postpone more detailed
discussion to the next paper.
For simplicity, we worked with ribbon Hopf-algebras. The generalization to
ribbon quasi-Hopf algebras is explained in section 6. Proofs for this section are
partly given in a separate appendix of the paper.
After this brief introduction we turn to a more systematic presentation of
the main results. There are two basic ingredients used as the input for our
construction. The first one is a semi-simple ribbon (weak quasi-) Hopf algebra G.
Equivalence classes of irreducible representations of G are labeled by I, J,K, . . ..
Furthermore one needs a compact orientable Riemann surface Σg,m of genus g and
with m punctures. These punctures are then marked so that the representation
class Iν is assigned to the ν
th point (ν = 1, . . . ,m).
Our combinatorial approach requires to replace Σg,m by a homotopically
equivalent fat graph G and to equip G with some extra structure called “cili-
ation”. The ciliated graph will be denoted Gcil. In [1] we assigned a *-algebra
B(Gcil) to this ciliated graph. It is generated by quantum lattice connections
and quantum gauge transformations. A *-subalgebra A(G) ⊂ B(Gcil) generated
by invariant quantum lattice connections has to be singled out. Our attempt to
implement the flatness condition that will finally lead to Chern-Simons observ-
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ables, is based on the following theorem.
Theorem I: (Fusion algebra and quantum characters) For every contractible
plaquette P of the graph (or lattice) G, there is a set of central elements cI(P ) ∈
A ⊂ B which satisfy the fusion algebra (or “Verlinde algebra”), i.e.
cI(P )cJ (P ) =
∑
K
N IJK c
K(P ) , (1.3)
(cI(P ))∗ = cI¯(P ) . (1.4)
If the matrix SIJ = N (trIq ⊗ tr
J
q )(R
′R), N being equal to some nonzero real
number, is invertible, a set of quantum characters χI(P ) can be constructed from
the elements cI(P ). They are central orthogonal projectors within A, i.e.
χI(P )∗ = χI(P ) , χI(P )χJ (P ) = δI,Jχ
I(P ) . (1.5)
Explicit formulas for both cI(P ) and χJ(P ) can be given (see eqs. (3.19) and
(3.22) below ).
Projectors are the analogue of characteristic functions on the group in the non-
commutative framework. We will show that the “support” of χ0(P ) consists of
quantum connection, which have trivial monodromy around the plaquette P . So
χ0(P ) plays the role of δ-function at the group unit. A similar construction has
been developed in [3]. This consideration motivates the following construction of
an algebra A
{Iν}
CS of Chern-Simons observables.
A
{Iν}
CS = A
∏
P∈P0
χ0(P )
m∏
ν=1
χIν (Pν) . (1.6)
Here Pν , ν = 1, . . . ,m, denotes the plaquette containing the ν
th puncture on
Σg,m. It is marked my Iν . P0 is the set of all plaquettes on the graph G, which
do not contain a marked point.
Actually A
{Iν}
CS comes with some extra structure. First the ∗-operation on A
restricts to A
{Iν}
CS . Moreover, the generalized “multidimensional Haar measure”
ω on A which was constructed in [1] furnishes a positive linear functional ωCS
on A
{Iν}
CS . These data turn out to depend only on the input (Σg,m,G).
Theorem II: (Chern Simons observables) The triple (A
{Iν}
CS , ∗, ωCS) of an alge-
bra A
{Iν}
CS with ∗-operation ∗ and a positive linear functional ωCS : A
{Iν}
CS 7→ C
does not depend on the choice of the fat ciliated graph Gcil which is used in the
construction.
Positive linear functional generalizes the concept of integration. Having con-
structed ωCS will allow to calculate the volume of the quantum moduli space.
Actually, it coincides with the Verlinde number assigned to the same Riemann
surface with marked points. This may be considered as a representative consis-
tency check of the combinatorial approach.
4
2 Short summary of [1]
Before we continue our study of Chern-Simons observables we want to review
some notations and results from [1]. We will not attempt to make this section
selfcontained but keep our emphasis on formulas and notations frequently used
throughout the rest of this paper. Compared with [1], our notations will be
slightly changed to adapt them to our new needs.
The theories to be considered here live on a graph (or lattice) G. The latter
consists of sites x, y, z ∈ S and oriented links ±i,±j,±k ∈ L. We also introduce
a map t from the set of oriented links L to the set of sites S such that t(i) = x,
if i points towards the site x. Let us assume that two sites on the graph are
connected by at most one link (we will come back to this assumption later).
Our models on the graph G will possess a quantum gauge symmetry, which is
described by a family of ribbon Hopf-*-algebras assigned to the sites x ∈ S. They
consist of a ∗-algebra Gx with co-unit ǫx, co-product ∆x, antipode Sx, R-matrix
Rx and the ribbon element vx. Let us stress that we deal with structures for
which the co-product ∆x is consistent with the action
(ξ ⊗ η)∗ = η∗ ⊗ ξ∗ for all η, ξ ∈ Gx
of the *-operation ∗ on elements in the tensor product Gx ⊗ Gx. This case is
of particular interest, since it appears for the quantized universal enveloping
algebras Uq(G) when the complex parameter q has values on the unit circle [5].
Given the standard expansion of Rx ∈ Gx ⊗ Gx, Rx =
∑
r1xσ ⊗ r
2
xσ, one
constructs the elements
ux =
∑
Sx(r
2
xσ)r
1
xσ . (2.1)
Among the properties of ux (cp. e.g. [9]) one finds that the product uxSx(ux) is
in the center of Gx. The ribbon element vx is a central square root of uxSx(ux)
which obeys the following relations
v2x = uxSx(ux) , Sx(vx) = vx , ǫx(vx) = 1 , (2.2)
v∗x = v
−1
x , ∆x(vx) = (R
′
xRx)
−1(vx ⊗ vx) . (2.3)
The elements ux and vx can be combined to furnish a grouplike element gx =
u−1x vx ∈ Gx. It will play an important role throughout the text. So let us list
some properties here.
g−1x = Sx(gx) , g
∗
x = g
−1
x , gxSx(ξ) = S
−1
x (ξ)gx , (2.4)
∆x(gx) = (gx ⊗ gx) . (2.5)
Examples of ribbon-Hopf-*-algebras are given by the quantized enveloping alge-
bras of all simple Lie algebras [9].
The algebras Gx at different sites x are assumed to be twist equivalent, i.e. the
Hopf-structure of every pair of symmetry algebras Gx,Gy is related by a (unitary)
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twist in the sense of Drinfel’d [10]. We emphasize that – for the moment – we
restrict ourselves to co-associative co-products ∆x. As in [1], the discussion of
the quasi-co-associative case is included at the end of the paper.
The total gauge symmetry is the ribbon Hopf-*-algebra G =
⊗
Gx, with the
induced co-unit ǫ, co-product ∆, etc. . There is a canonic embedding of Gx into
G and we will not distinguish in notations between the image of this embedding
and the algebra Gx, i.e. the symbol Gx will also denote a subalgebra of G.
Representations of the algebra G of gauge transformations are obtained as families
(τx)x∈S of representations of the symmetries Gx. At this point let us assume that
Gx are semisimple and that every equivalence class [J ] of irreducible representa-
tions of Gx contains a unitary representative τJx with carrier space V
J . For the
moment, the most interesting examples of gauge symmetries, e.g. Uq(G), q
p = 1,
are ruled out by this assumption. It was explained in section 7 of [1] how “trun-
cation” can cure this problem once the theory has been extended to quasi-Hopf
algebras.
The tensor product τIx ✷× τ
J
x of two representations τ
I
x , τ
J
x of the semisimple
algebra Gx can be decomposed into irreducibles τKx . This decomposition deter-
mines the Clebsch-Gordon maps Cax [IJ |K] : V
I ⊗ V J 7→ V K ,
Cax [IJ |K](τ
I
x ✷× τ
J
x )(ξ) = τ
K
x (ξ)C
a
x [IJ |K] . (2.6)
The same representations τKx in general appears with some multiplicity N
IJ
K .
The superscript a = 1, . . . , N IJK keeps track of these subrepresentations. It is
common to call the numbers N IJK fusion rules. Normalization of these Clebsch
Gordon maps is connected with an extra assumption. Notice that the ribbon
element vx is central so that the evaluation with irreducible representations τ
I
x
gives complex numbers vI = τIx (vx) (twist equivalence of the gauge symmetries
implies that τIx (v
I
x) does not depend on the site x). We suppose that there exists
a set of square roots κI , κ
2
I = v
I , such that
Cax [IJ |K](R
′
x)
IJCbx[IJ |L]
∗ = δa,bδK,L
κIκJ
κK
. (2.7)
Here R′x =
∑
r2xσ⊗r
1
xσ and (R
′
x)
IJ = (τIx ⊗τ
J
x )(R
′
x). Let us analyze this relation
in more detail. As a consequence of intertwining properties of the Clebsch Gordon
maps and the R-element, τK(ξ) commutes with the left hand side of the equation.
So by Schurs’ lemma, it is equal to the identity eK times some complex factor
ωab(IJ |K). After appropriate normalization, ωab(IJ |K) = δa,bω(IJ |K) with
a complex phase ω(IJ |K). Next we exploit the ∗-operation and relation (2.3)
to find ωab(IJ |K)2 = vIvJ/vK . This means that (2.7) can be ensured up to a
possible sign ±. Here we assume that this sign is always +. This assumption was
crucial for the positivity in [1]. It is met by the quantized universal enveloping
algebras of all simple Lie algebras because they are obtained as a deformation of
a Hopf-algebra which clearly satisfies (2.7).
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We wish to combine the phases κI into one element κx in the center of Gx,
i.e. by definition, κx will denote a central element
κx ∈ Gx with τ
J
x (κx) = κJ . (2.8)
Such an element does exist and is unique. It has the property κ∗ = κ−1.
The antipode Sx of Gx furnishes a conjugation in the set of equivalence classes
of irreducible representations. We use [J¯ ] to denote the class conjugate to [J ].
Some important properties of the fusion rules N IJK can be formulated with the
help of this conjugation. Among them are the relations
NKK¯0 = 1 , N
IJ
K = N
JI
K = N
JK¯
I¯ . (2.9)
The numbers vI are symmetric under conjugation, i.e. vK = vK¯ . Let us also
mention that the trace of the element Sx(ux)v−1x in a given representation τ
I
computes the “quantum dimension” dJ of the representation τ
I [9], i.e.
dJ ≡ tr(τ
J (gx)) . (2.10)
The numbers dJ satisfy the equalities dIdJ =
∑
N IJK dK and dK = dK¯ .
We can use the Clebsch Gordon maps C[KK¯|0] to define a “deformed trace”
trKq . If X ∈ End(V
K) then
trKq (X) =
dK
vK
Cx[K¯K|0]
2
X (R
′
x)
K¯KCx[K¯K|0]
∗ (2.11)
This definition simplifies with the help of the following lemma which will be
applied frequently within the next section.
Lemma 1 The Clebsch-Gordon maps C[KK¯|0] satisfy the following equations:
1. For all ξ ∈ Gx they obey the intertwining relations
Cx[KK¯|0](τKx (ξ)⊗ id) = Cx[KK¯|0](id⊗ τ
K
x (Sx(ξ)))
(τKx (ξ)⊗ id)Cx[KK¯|0]
∗ = (id⊗ τKx (Sx(ξ)))Cx[KK¯|0]
∗
(2.12)
2. With the normalization conventions (2.7) one finds
dK tr
K¯(Cx[KK¯|0]∗Cx[KK¯|0]) = eK
dK tr
K¯(Cx[K¯K|0]∗Cx[K¯K|0]) = eK
(2.13)
Here action of the trace trK¯ on the first resp. second component is under-
stood and eK = eKx is the identity map on V
K .
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Proof: The first two relations are a consequence of the intertwining proper-
ties of C[KK¯|0] and the defining relations of an antipode Sx. Using (2.12) one
can check that the traces on the left hand side of the equations (2.13) commute
with τK(ξ) and hence are proportional to the identity eKx . To calculate the nor-
malization, one multiplies with τK(g), evaluates the trK of the expression and
uses the normalization (2.7) of the Clebsch Gordon maps.
As a consequence of this lemma we find the simple formula
trKq (X) = tr
K(XτKx (gx)) (2.14)
In particular this implies that dK = tr
K
q (e
K).
While the gauge transformations ξ ∈ G live in the sites of G, variables U Iab(i) are
assigned to the links of the graph G. They can be regarded as “functions” on the
non-commutative space of lattice connections. Together with the quantum gauge
transformations ξ ∈ G they generate the lattice algebra B defined in [1]. To write
the relations in B, one has to introduce some extra structure on the graph G.
The orientation of the Riemann surface Σ determines a canonical cyclic order
in the set Lx = {i ∈ L : t(i) = x} of links incident to the vertex x. Writing
the relations in B we were forced to specify a linear order within Lx. To this
end one considers ciliated graphs Gcil. A ciliated graph can be represented by
picturing the underlying graph together with a small cilium cx at each vertex.
For i, j ∈ Lx we write i ≤ j, if (cx, i, j) appear in a clockwise order.
In contrast to [1], we will write relations in B in a matrix notation. This
means that the generators U Iab(I) ∈ B are combined into one single object
U I(i) ∈ End(V I)⊗ B .
Such algebra valued matrices are widely used in similar contexts and will have
many advantages for the calculations to be done later. With this remark we are
prepared to review the defining relations of B. The rest of our notations will be
explained as we proceed.
B is characterized by three different types of relations.
1. Covariance properties of the generators U Iab(i) under gauge transformations
are the only relations involving the generators ξ ∈ G. If x = t(i), y = t(−i)
they read
ξU I(i) = U I(i)µIx(ξ) for all ξ ∈ Gx
µIy(ξ)U
I(i) = U I(i)ξ for all ξ ∈ Gy (2.15)
ξU I(i) = U I(i)ξ for all ξ ∈ Gz, z 6∈ {x, y} .
Here we used the symbol µIz(ξ) ∈ End(V
I)⊗ B which is defined by
µIz(ξ) = (τ
I
z ⊗ id)∆z(ξ) for all ξ ∈ Gz . (2.16)
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The covariance relations (2.15) make sense as relations in End(V I)⊗ B, if
ξ is regarded as an element ξ ∈ End(V I)⊗B with trivial entry in the first
component. We will not distinguish in notation between elements ξ ∈ G
and their image in End(V I)⊗ G.
2. Functoriality for elements U I(i) on a fixed link i encodes that the degrees
of freedom attached to links basically generate a quantum group algebra 1
.
1
U
I(i)
2
U
J(i) =
∑
K,a
Cay [IJ |K]
∗UK(i)Cax [IJ |K] , (2.17)
U I(i)U I(−i) = eIy , U
I(−i)U I(i) = eIx . (2.18)
The Clebsch Gordon maps Cax [IJ |K], C
a
y [IJ |K]
∗ have been introduced in
the last section. To explain the small numbers on top of the U , one has to
expand U I(i) ∈ End(V I)⊗ B according to U I(i) =
∑
mIσ ⊗ u
I
σ. Then
1
U
I =
∑
mIσ ⊗ e
J ⊗ uIσ
and similarly for
2
UJ(i). Here and in the following, eJ denotes the identity
map on V J .
3. Braid relations between elements U I(i), UJ(j) assigned to different links
have to respect the gauge symmetry and locality of the model. These
principles require
1
U
I(i)
2
U
J(j) =
2
U
J (j)
1
U
I(i) (2.19)
for all i, j ∈ L without common endpoints ,
1
U
I(i)
2
U
J(j) =
2
U
J (j)
1
U
I(i)RIJx (2.20)
for all i, j ∈ L with t(i) = x = t(j) and i < j .
RIJx is the matrix ((τ
I
x ⊗ τ
J
x )(Rx)⊗ e) ∈ End(V
I)⊗ End(V J )⊗ B.
Braid relations for other configurations of the links i, j can be derived. As
an example we consider a case where j,−i point towards the same site x and
−i > j. Then
1
U
J (j)(Rx)
IJ
2
U
I(i) =
2
U
I(i)
1
U
J (j) . (2.21)
In this form, braid relations will be widely used throughout the text.
Let us briefly describe some of the results obtained in [1]. The lattice algebra
1It is a quantum group algebra up to a possible twist in one of the endpoints of the link i
(see [1])
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B allows for a *-operation. Its definition uses the elements κx introduced in
(2.8), or rather the element κ ∈ G they determine in G =
∏
Gx. Before we can
explain how ∗ acts on B, we need some more notations. Let σκ : B 7→ B be the
automorphism of B obtained by conjugation with the unitary element κ ∈ G, i.e.
σκ(F ) = κ
−1Fκ for all F ∈ B .
σκ extends to an automorphism of End(V ) ⊗ B with trivial action on End(V ).
Suppose furthermore that B ∈ End(V ) ⊗ B has been expanded in the form
B = mσ ⊗ Bσ with mσ ∈ End(V ) and Bσ ∈ B. If V is a Hilbert space and
m∗σ the usual adjoint of the linear map mσ, the ∗-operation on B induces a ∗-
operation on End(V ) ⊗ B my means of the standard formula B∗ = m∗σ ⊗ B
∗
σ.
With these notations, the definition for ∗ in [1] becomes
(U I(i))∗ = σκ(R
I
xU
I(−i)(R−1y )
I) . (2.22)
Again i is supposed to point from y = t(−i) towards x = t(i) and RIz ≡ (τ
I
z ⊗
id)(Rz) ∈ End(V I)⊗ B etc. .
Another ingredient in the theory of the lattice algebra B is the functional
ω : B 7→ C . It can be regarded as the quantum analog of a multidimensional
Haar measure. If we assume that the links iν , ν = 1, . . . , n, are pairwise different,
i.e. iν 6= ±iµ for all ν 6= µ, then
ω(U I1(i1) . . . U
In(in)ξ) = ǫ(ξ)δI1,0 . . . δIn,0 (2.23)
for all ξ ∈ G and every set of labels Iν . Details and examples of explicit calcula-
tions with ω can be found in [1].
It is interesting to consider the quantum analog of functions on the space of
lattice connections. They form a subset < U > in B. More precisely, < U >
is generated by the matrix elements U Iab(i) ∈ B of quantum lattice connections
U I(i) with the labels i, I running through all their possible values. Here the word
“generate” refers to the operations of addition and multiplication in B, while the
action of ∗ is not included. So – except from special cases – < U > will not be
a *-subalgebra of B. This is one of the reasons, why we prefer to call < U > a
subset (as opposed to subalgebra) of B. The other reason is related to the case of
quasi-Hopf symmetries G which will be discussed below. One of the main results
in [1] is
Theorem 1 (positivity) [1] Suppose that all the quantum dimensions dJ are
positive and that relation (2.7) is satisfied. Then
ω(F ∗F ) ≥ 0 for all F ∈< U >
and equality holds only for F = 0.
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In this theorem, the argument F ∗F of the functional ω is in B rather than
in < U >. Since ω was defined on the whole lattice algebra B the evaluation of
ω(F ∗F ) is possible nevertheless.
Invariants within the subset < U > are the quantum analog of invariant
functions on the space of lattice connections. They form a subset A,
A ≡ {A ∈< U >⊂ B|ξA = Aξ for all ξ ∈ G} .
Actually, A ⊂< U > is also a subalgebra of B and the ∗-operation on B does
restrict to a ∗-operation on A. The positivity result of theorem 1 implies that ω
restricts to a positive linear functional on the ∗-algebra A (under the conditions
of the theorem). Let us finally mention mention that A is independent of the
position of eyelashes which entered the theory when we defined B.
3 The Quantum-curvature and Chern Simons ob-
servables
Observables of Chern-Simons theories are obtained from the algebra< U >⊂ B of
“functions” on the space of quantum lattice connection in a two-step procedure.
The restriction to invariants was described in [1]. The second step is to impose
the flatness condition. This will be achieved in section 3.2 below after some
preparation in the first subsection.
3.1 Monodromy around plaquettes
To begin with let us consider a single plaquette P on the graph G. We assume
that all cilia at sites on the boundary ∂P of this plaquette lie outside of P . In
more mathematical terms we can describe this as follows: suppose that i, j are
two links on ∂P and that t(i) = x = t(j). Without any restriction we can take
i ≤ j. If k ∈ L is a third link on G with t(k) = x and i ≤ k ≤ j then i = k or
i = j which means that in the situation encountered here there can be no link in
between i, j.
Next let C be a curve on ∂P , i.e. a set of links {iν}ν=1...n with t(iν) =
t(−iν+1), ν = 1 . . . n−1. Its inverse −C is the ordered set −C = {−in+1−ν}ν=1.n.
On the set of curves C one can introduce a weight w(C) according to
w(C) =
n−1∑
ν=1
sgn(iν , iν+1) where
sgn(i, j) =
{
−1 if i < −j
+1 if i > −j
Obviously, w(C) changes the sign, if the orientation of C is inverted, i.e. w(C) =
−w(−C).
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From now on we will assume that C moves in a strictly counter-clockwise
direction on ∂P , i.e. −iν+1 > iν for all ν = 1 . . . n − 1. The starting point
t(−C) ≡ t(−i1) of C will be called y while we use x to denote the endpoint
x = t(C) ≡ t(in).
The quantum-holonomy along C is the family {U I(i)}I of elements U I(i) ∈
End(V I)⊗ B defined by
U I(C) ≡ κ
w(C)
I U
I(i1) . . . U
I(in) . (3.1)
Here κI are the complex numbers which have been postulated in relation (2.7).
Let us gather some of the properties of the holonomies in the following proposi-
tion.
Proposition 2 (properties of U I(C)) If C satisfies the requirements described
above and C is not closed (i.e. t(C) 6= t(−C)) , the holonomies U I(C) have the
following properties
1. they commute with gauge transformations ξ ∈ Gxν for all xν = t(iν), ν =
1 . . . n − 1. In other words, the holonomies are gauge invariant except for
their endpoints.
2. they commute with UJ(i) if the endpoints of i and the endpoints of C are
disjoint,
1
U
I(C)
2
U
J (i) =
2
U
J (i)
1
U
I(C)
whenever {t(i), t(−i)} ∩ {t(C), t(−C)} = ∅.
3. they satisfy the following “functoriality on curves”
1
U
I(C)
2
U
J(C) =
∑
Cay [IJ |K]
∗UK(C)Cax [IJ |K] , (3.2)
U I(C)U I(−C) = eIy , U
I(−C)U I(C) = eIx . (3.3)
and behave under the action of ∗ as
(U I(C))∗ = σκ(R
I
xU
I(−C)(R−1y )
I) . (3.4)
4. the elements U I(C) and U I(−C) are related by
UK(−C) = dKtr
K¯
(
Cx[K¯K|0]
∗Cy [K¯K|0]
1
gK¯
y
1
U
K¯(C)
)
, (3.5)
where
1
gK¯
y = (τ
K¯
y (gy)⊗ e
K).
Proof: 1. is essentially trivial. 2. is an application of the braid relations for
composite elements (proposition 6, [1]). If i has no endpoint on C the assertion is
trivial. Let us suppose that i has one endpoint z ∈ S on C and z 6= x, y. Without
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loss of generality we assume z = t(i). We decompose the curve C into two parts
C1z = C
1, C2z = C
2 such that C1(C2) ends (starts) at z. The corresponding elements
U I(Cν) satisfy standard braid relations with UJ(i), i.e.
1
U
I(Cν)
2
U
J (i) =
2
U
J(i)
1
U
I(Cν)RIJz
if C1,−C2 < i. Similar relations with (R′z
−1
) instead of Rz hold if C
1,−C2 > i.
Because of the assumptions on C, other possibilities on the order of C1,−C2, i do
not exist. In the first case, braid relations for composite elements imply that
1
U
I(C1)
1
U
I(C2)
2
U
J(i) =
2
U
J(i)
1
U
I(C1)
1
U
I(C2)(τ0z ⊗ τ
J
z )(Rz) .
Again, R has to be substituted by R′
−1
in case that C1,−C2 > i. The represen-
tation τ0 appears because U I(C1)U I(C2) is invariant in z. Since (τ0z ⊗ τ
J
z )(Rz) =
(ǫz ⊗ τJz )(Rz) = e
J
z we obtain the desired commutation relation. The last case
in which both endpoints of i lie on the curve C is treated in a similar fashion.
3. We prove the first relation by induction on the length n of the curve C.
For n = 1, C = i1 and the relation holds because of functoriality on the link
i1. So let us assume that the equation is correct for curves of length n− 1. We
decompose C into a curve C′ of length n − 1 and one additional link in. Using
the definition of U I(C), the braid relations (2.21) and functoriality for curves of
length less than n we obtain
1
U
I(C)
2
U
J(C)
= (κIκJ)
−1
1
U
I(C′)
1
U
I(in)
2
U
J(C′)
2
U
J(in)
= (κIκJ)
−1
1
U
I(C′)
2
U
J(C′)(R′z)
IJ
1
U
I(in)
2
U
J(in)
= (κIκJ)
−1
∑
KL
Cay [IJ |K]
∗UK(C′)Caz [IJ |K](R
′
z)
IJCbz [IJ |L]
∗UL(in)C
b
x[IJ |L]
=
∑
K
Cay [IJ |K]
∗UK(C)Cax [IJ |K]
Here z = t(C′) and we used relation (2.7) for the last equality. The other two
formulas in 3. are obvious. 4. is a generalization of the formula (4.8) in [1] within
our new notations. We want to justify it here. It follows from the functoriality
of holonomies (3.2) and relation (2.7) that
Cy[K¯K|0](R
′
y)
K¯K
1
U
K¯(C) = vKCx[K¯K|0]
2
U
K(−C) .
Here we also applied κKκK¯ = vK . With the intertwining relation (2.12) of the
Clebsch Gordon maps C[K¯K|0] and the definition of
1
gK¯
y = (τ
K
y (gy)⊗e), this can
be rewritten in the form
Cy[K¯K|0]
1
gK¯
y
1
U
K¯(C) = vKCx[K¯K|0]
2
U
K(−C) .
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Multiplication with Cx[K¯K|0]∗ and taking the trace trK¯ results in the desired
expression for UK(−C) as a consequence of equation (2.13).
Let us now turn to the definition of monodromies. This corresponds to the case
of closed curves C which was excluded in the preceding proposition. C starts and
ends in the point x on ∂P . For such holonomies we introduce the new notation
M I(C) ≡ U I(C) for C closed. (3.6)
Proposition 3 (properties of the monodromies) If C is a closed curve which
satisfies the requirements described above, the monodromies M I(C) have the fol-
lowing properties
1. they commute with all gauge transformations ξ ∈ G with ξ 6∈ Gx. Their
transformation behavior under elements ξ ∈ Gx is described by
µI(ξ)M I(C) = M I(C)µI(ξ) .
2. they commute with UJ(i) if x is not among the endpoints of i, i.e. x 6∈
{t(i), t(−i)}.
3. they satisfy the following “functoriality on loops”
1
M
I(C)Rx
IJ 2
M
J (C) =
∑
Cax [IJ |K]
∗MK(C)Cax [IJ |K] , (3.7)
M I(C)M I(−C) = eIx ,M
I(−C)M I(C) = eIx . (3.8)
and behave under the action of ∗ as
(M I(C))∗ = σκ(R
I
xM
I(C)(R−1x )
I) . (3.9)
4. the elements M I(C) and M I(−C) are related by
MK(−C) = dKtr
K¯
(
Cx[K¯K|0]
∗Cx[K¯K|0]
1
gK¯
x
1
M
K¯(C)RK¯Kx
)
. (3.10)
Proof: 1., 2. are obvious from the proof of the proposition 2. For the proof of
3. one breaks C into two non-closed parts C1, C2 such that t(C1) = y = t(−C2)
and exploits the simple braid relation
1
U
I(C2)RIJx
2
U
J(C1) =
2
U
J(C1)(R′y)
IJ
1
U
I(C2) . (3.11)
Using the functoriality of the holonomies U I(Cν) derived before, the functoriality
on loops follows. Giving more details on the proof of 3., 4. would amount to a
repetition of the proof of proposition 2.
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Remark: From the functoriality relations (3.7) of the monodromies one derives
the following quadratic relations
1
M
I(C)Rx
IJ 2
M
J(C)R′x
IJ
= Rx
IJ 2
M
I(C)R′x
IJ 1
M
J(C) . (3.12)
Relations of this form were found to describe the quantum enveloping algebras
of simple Lie algebras [11].
From the monodromies one can prepare new elements cI ∈ A ⊂ B. For the
closed curve C on the boundary ∂P of the plaquette P we define
cI ≡ cI(P ) ≡ κItr
I
q (M
I(C)) = κItr
I(M I(C)τIx (gx)) (3.13)
We recall that τIx (gx) ≡ g
I
x = τ
I
x (u
−1
x vx) and the last equality is a consequence of
lemma 1. The elements cI have a number of beautiful properties. They will turn
out to be central elements in the algebra A of invariants in < U > and satisfy
the defining relations of the fusion algebra.
Proposition 4 (properties of cI) If all eyelashes at sites on the boundary of
the plaquette P lie outside of P , the elements cI = cI(P ) have the following
properties
1. they are independent of the choice of the start- and endpoint x of the closed
curve C.
2. they are central in the lattice algebra B. In particular cI are invariant
elements in < U > and hence central in A.
3. they satisfy the fusion algebra
cIcJ =
∑
K
N IJK c
K , (3.14)
(cI)∗ = cI¯ . (3.15)
Proof: 1. We break the curve C at an arbitrary point y on ∂P and start again
from the braid relations of the holonomies on the two pieces C1, C2 of C
1
U
I(C1)Ry
II
2
U
I(C2) =
2
U
I(C2)(R′x)
II
1
U
I(C1) . (3.16)
Now multiply with
1
g I
y from the right and with
1
g I
x from the left. Usage of
τIx (ξ)g
I
x = g
I
xτ
I
x (S
2
x(ξ)) and the expansion R
−1
z =
∑
s1zσ ⊗ s
2
zσ result in
1
gI
x
1
U
I(C1)
1
gI
y
1
τIy(Sy(s
1
yσ))
2
τIy(s
2
yσ)
2
U
I(C2)
=
2
U
I(C2)
2
τIx(s
1
xσ)
1
τIx(S
−1
x (s
2
xσ))
1
gI
x
1
U
I(C1)
1
gI
y . (3.17)
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Here we made use of the formula (Sy ⊗ id)(Ry) = R−1y . We will insert this
formula frequently in the following without further mentioning. After multiplying
the two matrix components in the last equation we take the trace trI . With
uIz = (v
I)2τIz (Sz(s
1
zσ)s
2
zσ) = (v
I)2τIz (s
1
zσS
−1
z (s
2
zσ)) the result is
trI(gIxU
I(C1)gIyu
I
yU
I(C2)) = trI(U I(C2)uIxg
I
xU
I(C1)gIy) .
Finally, we insert gIzu
I
z = v
I , the definitions (3.6,2.11) of the monodromy M I(C)
and the q-trace trIq to end up with
trIq(M
I(C)) = trIq(M
I(C′))
where C′ starts in the site y and runs along C2 and C1 to end up in y again. This
means that instead of x one can choose any other site y on the boundary of P
to define cI .
2. is a simple consequence of the properties of the monodromy (proposition
3) and 1.
3. The first relation is easily obtained from the “operator products” (3.7)
of the monodromy. One just multiplies the latter from the right with
1
g I
x
2
g
J
x(R
−1
x )
IJκIκJ , uses the relation C
a
x [IJ |K]
1
gI
x
2
gJ
x = g
K
x C
a
x [IJ |K] (this is (2.5))
and takes the trace of both matrix-components of the equation. For the right
hand side of (3.7) this leads to
r.h.s. ≡ κIκJ (tr
I ⊗ trJ )
[
Cax [IJ |K]
∗MK(C)Cax [IJ |K]
1
gI
x
2
gJ
x(R
−1
x )
IJ
]
=
∑
K,a
κKtr
K(MK(C)gKx ) =
∑
K
N IJK c
K ,
where we also inserted the normalization (2.7) of the Clebsch-Gordon maps and
the definition of the numbers N IJK . The evaluation of the left hand side is equally
simple. After application of the intertwining relation of
1
gJ
x and the trace property
for trJ one obtains
l.h.s. = κIκJ(tr
I ⊗ trJ )
[
1
M
I(C)
1
τIx(r
1
xσS
−1
x (r
1
xτ )
1
gI
x
2
τI(r2xτ r
2
xσ))
2
M
J (C)
2
gJ
x
]
.
The simple calculation r1xσS
−1
x (r
1
xτ ) ⊗ r
2
xτr
2
xσ = S
−1
x (r
1
xτs
1
xσ) ⊗ r
2
xτs
2
xσ = e ⊗ e
shows that
l.h.s. = κIκJ(tr
I ⊗ trJ )[
1
M
I(C)
1
gI
x
2
M
J(C)
2
gJ
x ] = c
IcJ .
Let us turn to the behavior of cI under the action of ∗. The relation (3.9) implies
that
(cI)∗ = κ−1I tr
I
[
RIxM
I(C)(R−1x )
IτIx (g
−1
x )
]
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= κ−3I tr
I
[
τIx (Sx(s
1
xσux)s
2
xσM
I(−C)(R−1x )
I
]
= κItr
I
[
τIx (Sx(s
1
xσ)Sx(s
1
xτ )s
2
xτ )s
2
xσM
I(−C)(R−1x )
I
]
= κItr
I
[
µIx(s
2
xσ)M
I(−C)(R−1x )
IτIx (Sx(s
1
xσ))
]
= κItr
I
[
M I(−C)τIx(s
2
xσSx(s
1
xσ))
]
= κItr
I
[
M I(−C)τIx(u
−1
x )
]
= κ−1I tr
I(M I(−C)gIx) (3.18)
Here sixσ are still defined by the expansion R
−1
x =
∑
s1xσ ⊗ s
2
xσ and we used the
relations ux = Sx(s1xσ)s
2
xσv
2 and u−1x = s
2
xσSx(s
1
xσ) (sum over σ is understood).
For the forth equality we inserted the quasi-triangularity of the element Rx.
µIx(ξ) was defined in (2.16). It also appears in the transformation law of the
monodromies
µIx(ξ)M
I(C) = M I(C)µIx(ξ) for all ξ ∈ Gx .
The latter was used in the above calculation to shift the factor µIx(s
2
xσ) from
the left to the right of M I(C). After this step, another application of the quasi-
triangularity leads to the final result of the above calculation.
At this point we can insert the relation (3.10) and apply the lemma 1 several
times.
(cI)∗ = κ−1I dI(tr
I¯ ⊗ trI)
[
Cx[I¯I|0]
∗Cx[I¯I|0]
1
gI¯
x
1
M
I¯(C)RI¯Ix
2
gI
x
]
= k−1I tr
I¯(τ I¯x (S
−1
x (r
2
xσ)M
I¯(C)τ I¯x (r
1
xσ))
= k−1I tr
I¯(M I¯(C)τ I¯x (Sx(ux))) = kI¯tr
I¯(M I¯(C)gI¯x) = c
I¯ .
3.2 The algebra ACS of Chern Simons observables
The results of the preceding subsection show that for every plaquette P on the
graph G there is a family {cI(P )}I of elements in the center of A(G) with the
properties
cI(P )cJ(P ) =
∑
K
N IJK c
K(P ) , cI(P )∗ = cI¯(P ) .
These elements are obtained as follows: suppose that A(G) has been constructed
with some fixed ciliation on G. The corresponding ciliated graph will be denoted
by Gcil. Now choose an arbitrary plaquette P and some ciliation on G such that
no cilium lies inside of P . We call this ciliated graph Gcil′ . By proposition 12 in
[1] we know that there is an isomorphism E : A(Gcil′ ) 7→ A(Gcil). We can now
use the expressions in the first subsection to construct the elements cI explicitly
in A(Gcil′ ). Their images cI(P ) = E(cI) in A(Gcil) will be central and generate
the fusion algebra. The automorphism E has been constructed in [1]. From the
general action of E and the definition (3.13) for cI one can obtain the explicit
expression
cI(P ) = (κI)
w(∂P )+2trIq (U
I(i1)U
I(i2) . . . U
I(in)) (3.19)
17
where {i1, i2, . . . , in} is a closed curve that surrounds P once and w(∂P ) =
w({i1, i2, . . . in}) ± 1 if the cilium at x = t(in) lies
outside
inside the plaquette P . The
formula (3.19) does no longer depend on the position of cilia.
Let us describe next, how one obtains “quantum-characters” χI(P ) from the
Casimirs cJ(P ). In fact this step is quite standard, but it requires an additional
assumption on the gauge symmetries Gx. From now on we suppose that the matrix
SIJ ≡ N (tr
I
q ⊗ tr
J
q )(R
′R) (3.20)
with N ≡ (
∑
K
d2K)
−1/2 <∞
is invertible. A number of standard properties of S can be derived from the
invertibility (and properties of the ribbon Hopf-*-algebra). We list them here
without further discussion. Proofs can be found e.g. in [12].
SIJ = SJI , S0J = NdJ ,∑
J
SIJSKJ = δIK ,
∑
J
SIJSJK = CIK , (3.21)
∑
K
N IJK SKL = SJLSIL(NdL)
−1
with CIJ = N
IJ
0 . For the relations in the second line, the existence of an inverse
of S is obviously necessary. Invertibility of S is also among the defining features
of a modular Hopf-algebra in [13].
Theorem 5 (characters) Suppose that the matrix S = (SIJ ) defined in equa-
tion (3.20) is invertible so that it has the properties stated in (3.21). Then the
elements χJ(P ) ∈ A defined by
χI(P ) ≡ NdI(SC)IKc
K(P ) = NdISIKc
K¯(P ) . (3.22)
are central orthogonal projectors in A, i.e. they satisfy the following relations
χI(P )∗ = χI(P ) , χI(P )χJ (P ) = δI,Jχ
I(P ) . (3.23)
Proof: The simple calculation needs no further comments.
χIχJ = N 2dIdJSIK¯SJLc
KcL¯
= N 2dIdJSIK¯SJLN
KM
L c
M¯
= N 2dIdJSIK¯SMJSKJ(NdJ )
−1cM¯
= dISIK¯SKJ(dJ )
−1χJ
= δI,Jχ
J
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Let us also determine the action of ∗ on the projectors χI .
(χI)∗ = NdISIJ(c
J¯ )∗
= NdISJ¯Ic
J = χI
This concludes the proof of theorem 5. The result is quite remarkable and central
for our final step in constructing Chern Simons observables.
Consider once more the graph G that we have drawn on the punctured Rie-
mann surface Σ. Suppose that G has M plaquettes P , m of which contain a
marked point. The latter will be denoted by Pν , ν = 1 . . .m. Let us use P for
the set of all plaquettes on G and P0 for the subset of plaquettes which do not
contain a marked point. By construction, the plaquettes Pν contain at most
one puncture which is marked by a label Iν . To every family of such labels
Iν , ν = 1 . . .m, we can assign a central orthogonal projector in A.
χ({Iν}) =
∏
P∈P0
χ0(P )
m∏
ν=1
χIν (Pν) . (3.24)
Since all elements χI(P ) commute with each other, the order of multiplication is
irrelevant.
Definition 6 (Chern Simons observables) The algebra A
{Iν}
CS of Chern Simons
observables on a Riemann surface Σ with m punctures marked by Iν , ν = 1 . . .m,
is given through
A
{Iν}
CS ≡ A χ({Iν}) = χ({Iν}) A . (3.25)
Remark: Notice that the ∗-operation on A restricts to a ∗-operation on ACS .
The same is true for the positive linear functional in [1].
To call elements in ACS “Chern Simons observables” has certain aspects
of a conjecture. A full justification of this name needs a detailed comparison
with other approaches to quantized Chern-Simons theories. This is discussed
at lenght in a forthcoming paper ([14]). Some remarks are also made in the
last section of this paper. At this point we can only give a more “physical”
argument by showing that elements in ACS have “their support on the space of
lattice connections which are flat everywhere except from the marked points”.
So whenever we multiply an element A ∈ ACS with the matrix M I(C) and C
wraps around a plaquette P ∈ P0, only the contributions from flat connections
survive in MJ(C). Since flat connections have trivial monodromy, this means
that for all A ∈ ACS , AMJ(C) ∼ AeJ up to complex factor which depends on
the conventions. This will follow from the next proposition.
Proposition 7 (flatness) The elements χ0(P ) and M I(C) satisfy the following
relation
χ0(P ) MJ(C) = (κJ )
−1χ0(P ) eJx . (3.26)
Here C is a closed curve on the boundary ∂P of the plaquette P which starts and
ends in the site x.
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Proof: The point of departure is the operator product of the monodromies (eq.
(3.7)).
1
M
I(C)(Rx)
IJ
2
M
J(C) =
∑
Cax [IJ |K]
∗MK(C)Cax [IJ |K] .
As in the proof of proposition 4.3. we obtain
cIMJ(C) = κI
∑
trIq
[
(R−1x )
IJCax [IJ |K]
∗MK(C)Cax [IJ |K]
]
= κI
∑ dI
vI
Cx[I¯I|0](R
−1
x )
IJCax [IJ |K]
∗MK(C) ·
· Cax [IJ |K](R
′
x)
I¯ICx[I¯I|0]
∗
= κI
∑ d2K
vJvKdI
Cx[K¯K|0](R
′
x)
JK¯Cax [JK¯|I¯]
∗Cax [JK¯|I¯] ·
·
3
M
K(C)(R′x)
K¯KCx[K¯K|0]
∗
While the second equality follows from the definition (2.11) of the q-trace, the
third equality is a consequence of the following lemma.
Lemma 2 The Clebsch-Gordon maps satisfy the following two relations
Cax [IJ |K](R
′
x)
I¯ICx[I¯I|0]
∗ =
dKvI
dIvK
AabC
b
x[JK¯|I¯](R
′
x)
K¯KCx[K¯K|0]
∗
Cx[I¯I|0](R
′
x)
IJCax [IJ |K]
∗ =
dKvI
dIvK
(A−1)abCx[K¯K|0](R
′
x)
JK¯Cbx[JK¯|I¯]
∗
with an invertible, complex matrix A.
The proof of the lemma relies on intertwining properties and normalizations
of Clebsch Gordon maps. Since it is somewhat similar to the proof of lemma 1 –
though certainly more sophisticated – we leave details to the reader.
As we continue to calculate χ0MJ(C), we will use the completeness of Clebsch
Gordon maps, i.e. the relation∑
I¯,a
κI¯
κJκK¯
(R′x)
JK¯Cax [JK¯|I¯]
∗Cax [JK¯|I¯] = e
J ⊗ eK¯ . (3.27)
With χ0 =
∑
N 2dIc
I it follows that
χ0MJ(C) = N 2
∑
I
d2KκI
(κJκK)2
Cx[K¯K|0](R
′
x)
JK¯Cax [JK¯|I¯]
∗Cax [JK¯|I¯] ·
·
3
M
K(C)(R′x)
K¯KCx[K¯K|0]
∗
= N 2
∑ d2K
κJκK
eJxCx[K¯K|0]
2
M
K(C)(R′x)
K¯KCx[K¯K|0]
∗
= N 2
∑ dKκK
κJ
eJxtr
K
q (M
K(C))
= (κJ )
−1eJx
∑
N 2dKc
K = (κJ )
−1χ0eJx .
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4 Changing the graph G
The quantum algebra A
{Iν}
CS is shown to depend only on the marked Riemann
surface Σg,m with punctures labeled by Iν and the quantum symmetry G. Then
a particular graph is described which allows for a relatively simple presentation
of ACS . This presentation will be useful for explicit calculations (see e.g. section
5.2) and the discussion of representation theory in a forthcoming paper ([14]).
4.1 Independence of the graph
We plan to prove some fundamental isomorphisms within this section. The alge-
bra A of invariants can be constructed in many different ways. One first chooses
a fat graph G on the punctured Riemann surface Σg,m and equips it with cilia
at all the sites. Then one constructs the lattice algebra B for this ciliated graph
and considers the algebra A of invariants in < U >⊂ B. Even though B de-
pends on the position of eyelashes, the algebra A that is obtained following these
steps does not (proposition 12, [1]). We will see now that the concrete choice of
the graph G is also irrelevant once we restrict ourselves to the subalgebra ACS
of “functions” on the quantum moduli space of flat connections (as long as the
graph G is homotopically equivalent to the punctured Riemann surface Σg,m).
Proposition 8 (dividing a link) Let G1 be a graph and construct a second graph
G2 from G1 by choosing an arbitrary link i on G1 and introducing an additional
site x on i so that i is divided into two links i1, i2 on G2 with t(i2) = t(i), t(−i1) =
t(−i) and t(i1) = t(−i2) = x. Then the algebras A1 = A(G1) and A2 = A(G2)
are isomorphic as ∗ − algebras.
Proof: We know already that the algebras A do not depend on the ciliations
(proposition , [1]). So choose an arbitrary ciliation for G2 and introduce the
same cilia at the corresponding sites of G1. Generators in B1 and B2 will be
distinguished by a subscript, i.e. U I1 (i) ∈ B1 and U
I
2 (i) ∈ B2. Looking at
the proof of the properties of holonomies we see immediately that the product
κ±1I U
I
2 (i1)U
I
2 (i2) satisfies precisely the same relations in B2 = B(G2,cil) as U
I
1 (i)
does in in B1 = B(G1,cil) (the sign depends on the position of the cilium at the
new point x). This establishes an isomorphism of < U1 > with
< U2 >x≡ {U ∈< U2 > |ξU = Uξ for all ξ ∈ Gx} . (4.1)
This isomorphism is consistent with the *-operation ∗ and clearly induces a *-
isomorphism between A1 and A2.
Let us remark that this simple proposition shows, how to define a lattice
algebra B(G) and the corresponding algebra A(G) on a multigraph G, on which
two given sites may be connected by more than one link. Our original definition
in [1] did not include this case. If G is a multigraph, one can always construct
a graph G′ (which has at most one link connecting two given sites) simply by
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dividing some of the links on G. Even though the resulting graph G′ is certainly
not unique, the algebra A(G′) is. This makes A(G) ≡ A(G′) well defined for
every multigraph G. The idea can be extended to the lattice algebra B(G).
Since we will need this in some of the proofs to come, let us briefly explain the
details. Suppose that the link i on G has been divided into two into links i1 and
i2 on G
′. Then we define the element U I(i) by (± depending on the ciliation)
U I(i) ≡ κ±1I U
I(i1)U
I(i2) .
Observe that the right hand side is meaningful since the arguments i1, i2 are links
on a graph G′ (whereas i is a link on a multigraph so that U I(i) was previously
not defined ). If we identify the set S of sites on G and the corresponding subset
of sites on G′, we can set B(G) to be the subalgebra of B(G′) which is generated
by components of U I(i), i ∈ L and the elements ξ ∈ Gx, x ∈ S. Along these
lines, even graphs with loops (i.e. links which start and end in the same site) can
be admitted. Needless to say that it would have been possible to give a direct
definition of B(G) for all these types of graphs similar to the definition of B in
[1]. But the more complicated the type of the graph becomes the more cases
have to be distinguished in writing the defining relations of B. For many proofs
this would have been an enormous inconvenience. On the other hand, our results
for algebras on graphs G imply corresponding results for algebras on multigraphs
G since the latter have been identified as subalgebras of the former. After this
excursion we can give up our strict distinction between graphs and multigraphs.
Proposition 9 (contraction of a link) Let G1 be a graph and construct a second
graph G2 from G1 by contracting an arbitrary link i on G1. This means that on
the subgraph G1 − i which is obtained from G1 by removing the link ±i, the
endpoints t(i) = x and t(−i) = y of i are identified to get G2. The resulting
algebras A1 = A(G1) and A2 = A(G2) are isomorphic as ∗ − algebras.
Remark: Observe that G2 can be a multigraph even if G1 is a graph. So ob-
jects on G2 have to be understood in the sense of our general discussion preceding
this proposition.
Proof: To proof the proposition we will adopt the following conventions. The
site on G2 that corresponds to the pair (x, y) of sites on G1 will be denoted by
z. We will use the same letters for a link k ∈ L1 on G1 and its “partner” k ∈ L2
on G2. In addition to i, the site x is the endpoint of n other links j1, . . . jn. We
assume that they all point away from x, i.e. t(−jν) = x for all ν = 1 . . . n. Next
we introduce a ciliation on G1 such that i becomes the largest link at x and −i
is the smallest at y. In a canonical way, this induces a ciliation for G2.
As in the proof of the preceding proposition, the desired isomorphism will
be obtained by restricting an isomorphism between < U1 >x and < U2 >.
From definition (4.1) it is obvious that < U1 >x is generated by components
of UK1 (k), k 6= ±i,±jν, and
1
U
J1
1 (j1) . . .
n
U
Jn
1 (jn)C[J1 . . . Jn|J ]U
J
1 (i) (4.2)
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where the maps C[J1 . . . Jn|J ] are only restricted by the property
(τJ1x ✷× . . . ✷× τ
Jn
x )(ξ)C[J1 . . . Jn|J ] = C[J1 . . . Jn|J ]τ
J
x (ξ) for all ξ ∈ Gx .
This guarantees that components of the elements (4.2) are invariant at x. We
define a map Φ :< U1 >x 7→< U2 > by an action on these generators.
Φ(UK1 (k)) = U
K
2 (k) for all k 6= ±i,±jν ∈ L1 , (4.3)
Φ(
1
U
J1
1 (j1) . . .
n
U
Jn
1 (jn)C[J1 . . . Jn|J ]U
J
1 (i)
=
1
U
J1
2 (j1) . . .
n
U
Jn
2 (jn)C[J1 . . . Jn|J ] (4.4)
Indeed Φ can be extended to an isomorphism. Let us start to establish the con-
sistency with the multiplication. It is clear that Φ respects all relations between
generators UK1 (k), k 6= ±i,±jν, and between such U
K
1 (k) and elements (4.2).
Suppose next that we have two elements in < U2 > which are both of the form
of the right hand side in equation (4.4). Their multiplication defines maps C′′a , F
by
11
U
J1
2 (j1) . . .
1n
U
Jn
2 (jn)C[J1 . . . Jn|J ]
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U
K1
2 (j1) . . .
2n
U
Kn
2 (jn)C
′[K1 . . .Kn|K]
= F
1
U
L1
2 (j1) . . .
n
U
Ln
2 (jn)C
′′
a [L1 . . . Ln|L]C
a
x [JK|L] (4.5)
F is just a simple combination of Clebsch-Gordon maps but since it will be of
no concern to us, we do not want to spell this out. On the other hand we may
multiply elements in < U1 >x of the form (4.2). When dealing with the product
11
U
J1
1 (j1) . . .
1n
U
Jn
1 (jn)C[J1 . . . Jn|J ]
1
U
J
1 (i) ·
·
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U
K1
1 (j1) . . .
2n
U
Kn
1 (jn)C
′[K1 . . .Kn|K]
1
U
K
1 (i) (4.6)
we first apply the proposition on braid relations of composites to move UJ1 (i) to
the right. The elements on links jν can then be rearranged precisely as in < U2 >
before. The result of these manipulations is
= F
1
U
L1
1 (j1) . . .
n
U
Ln
1 (jn)C
′′
a [L1 . . . Ln|L]C
a
x[JK|L](R
−1
x )
JK
1
U
J
1 (i)
2
U
K
1 (i)
= F
1
U
L1
1 (j1) . . .
n
U
Ln
1 (jn)C
′′
a [L1 . . . Ln|L]U
I
1 (i)C
a
x [JK|L] ,
with the same F,C′′a as in equation (4.5). For the second equality we used
functoriality on the link i. We see that Φ maps products (4.6) to the element
on the right hand side of equation (4.5). This shows consistency of Φ with
multiplication. Consistency of Φ with the *-operation is proved in a similar way.
We leave this as an exercise. Since elements in the image of Φ generate < U2 >,
we established proposition 9.
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Proposition 10 (erasure of a link) Let G be a graph and P be a plaquette of
G. Suppose that the link i lies on the boundary ∂P of this plaquette and that
G′ = G − i is the subgraph of G obtained by removing the link ±i. Then the
*-algebras χ0(P )A(G) and A(G′) are isomorphic. Denote the other plaquette
incident to the link i in G by P˜ and the resulting plaquette wich replaces P
and P˜ in G′ by P˜ ′. The *-subalgebras χ0(P )χI(P˜ )A(G) and χI(P˜ ′)A(G′) are
isomorphic.
Proof: The proof is obtained as a reformulation of proposition 7 above. We
choose cilia to be outside of P and C = {−i, j1, . . . , jn} such that it surrounds
P in clockwise direction. With the decomposition C = Co ◦ {−i}, the equation
(3.26) can be restated as
χ0(P )UJ(Co) = χ
0(P )UJ (i) .
Since A(G′) can be identified with the subalgebra of elements A ∈ A(G) which do
not contain U I(±i), the formula means that χ0(P )A(G) = χ0(P )A(G′) = A(G′).
Now choose C˜ = {i, jn+1, . . . , jn+n˜} to surround P˜ in clockwise direction and
decompose it according to C˜ = {i} ◦ C˜o. It follows immediately that
χ0(P )cI(C˜) = χ0(P )trIq (U
I(i)U I(C˜o))
= χ0(P )trIq (U
I(Co)U
I(C˜o)) = χ
0(P )cI(P˜ ′) .
This implies the second statement of the proposition.
The last proposition reflects the topological nature of the Chern Simons the-
ory. Since elements in ACS have a factor χ
0(P ) for every plaquette P ∈ P0 which
does not contain a marked point, the proposition implies that such plaquettes
can be arbitrarily added or removed from the graph G without any effect on
ACS .
Contracting and erasing links and making inverse operations one can obtain
from any admissible graph on a punctured Riemann surface any other admissible
graph. The algebra of observables does not change when we contract and erase
links. So, we can conclude that this algebra is actually graph-independent as
a *-algebra. Let us note that such strategy of proving graph independence has
been applied in [2] to the Poisson algebra of functions on the moduli space.
4.2 Theory on the standard graph Gg,m
Since the algebra ACS does not depend on the graph G one may choose any
graph on the Riemann surface to construct it. This section is devoted to a
special example of such a graph called the “standard graph”. It is also the basis
for the representation theory of the moduli algebra considered in a forthcoming
paper [14].
The standard graph is one of the simplest possible graphs which is homo-
topically equivalent to a Riemann surface Σg,m of genus g and with m marked
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points. It hasm+1 plaquettes, m+2g links and only one vertex. To give a precise
definition we consider the fundamental group π1(Σg,m) of the marked Riemann
surface. Let us choose a set of generators lν , ν = 1, . . . ,m; ai, bi, i = 1, . . . , g in
π1(Σg,n) so that
1. lν is homologous to a small circle around the ν
th marked point,
2. ai, bi are a- and b-cycles winding around the i
th handle, which means in
terms of intersections
lν#lµ = lν#aj = lν#bj = 0 , ai#bj = δi,j , (4.7)
3. the only relation between generators in π1(Σg,n) is
l1 . . . lm[a1, b1] . . . [ag, bg] = 1, (4.8)
where we use the notation [x, y] = yx−1y−1x for elements x, y of the group
π1(Σg,m).
We call such a basis in π1(Σg,m) a standard basis. Having a standard basis, one
one can draw a standard graph on the Riemann surface Σg,m.
Definition 11 (Standard graph Gg,m) Given a standard basis in π1(Σg,n), a
standard graph Gg,m corresponding to this basis is a collection of circles on the
surface, representing the generators lν , ai, bi in such a way that they intersect
only in one “base point” p.
Any standard graph may be supplied with a canonical ciliation which orders
the link ends such that lν < lµ < (ai, bi) < (aj , bj) for all ν < µ and i < j.
Within the ith pair (ai, bi) of a− and b− cycles we assume the order of figure 1.
✻
✻
✲ ✲
ai
ai
bi bi
❅ Figure 1: Position of the cilium
at the only vertex of the standard
graph. The letters ai, bi mark loop-
ends corresponding to a− and b−
cycle.
The notion lµ < (ai, bi) means for example that the elements in the triple (cilium,
ends of lν , ends of ai and bi) appear in a clockwise order with respect to a fixed
orientation of Σg,m.
Still we have a big choice as there is infinitely many standard graphs. In
principle, we should describe how the formalism behaves when we pass from one
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standard graph to another one. However, the algebraic content of the theory is
identically the same for any standard graph. So, we forget for a moment about
this ambiguity and turn to the corresponding graph algebra Sg,m = B(Gg,m). To
write the defining relations of Sg,m one simply follows the general rules discussed
above. So in principle Sg,m ≡ B(Gg,m) suffices as a definition of Sg,m. In view
of the central role, the graph algebra Sg,m will play for the representation theory
of ACS we would like to give a completely explicit definition here.
Definition 12 (Graph algebra Sg,m) The graph-algebra Sg,m is a *-algebra
which is generated by matrix elements of M I(lν),M
I(ai),M
I(bi) ∈ End(V I) ⊗
Sg,m, ν = 1, . . . ,m, i = 1, . . . , g together with elements ξ in a quasi-triangular
Hopf algebra G∗ = G with R-element R∗ = R and co-product ∆∗ = ∆. As
usual, the superscript I runs through the set of equivalence classes of irreducible
representations of G. Elements in Sg,m are subject to the following relations
1
M
I(lν)R
IJ
2
M
J(lν) =
∑
Ca[IJ |K]∗MK(lν)C
a[IJ |K] ,
1
M
I(ai)R
IJ
2
M
J(ai) =
∑
Ca[IJ |K]∗MK(ai)C
a[IJ |K] ,
1
M
I(bi)R
IJ
2
M
J (bi) =
∑
Ca[IJ |K]∗MK(bi)C
a[IJ |K] ,
(R−1)IJ
1
M
I(ai)R
IJ
2
M
J (bi) =
2
M
J(bi)(R
′)IJ
1
M
I(ai)R
IJ ,
(R−1)IJ
1
M
I(lν)R
IJ
2
M
J (lµ) =
2
M
J(lµ)(R
−1)IJ
1
M
I(lν)R
IJ for ν < µ .
(R−1)IJ
1
M
I(lν)R
IJ
2
M
J(aj) =
2
M
J(aj)(R
−1)IJ
1
M
I(lν)R
IJ ∀ ν, j ,
(R−1)IJ
1
M
I(lν)R
IJ
2
M
J(bj) =
2
M
J(bj)(R
−1)IJ
1
M
I(lν)R
IJ ∀ ν, j ,
(R−1)IJ
1
M
I(ai)R
IJ
2
M
J(aj) =
2
M
J(aj)(R
−1)IJ
1
M
I(ai)R
IJ for i < j,
(R−1)IJ
1
M
I(ai)R
IJ
2
M
J(bj) =
2
M
J(bj)(R
−1)IJ
1
M
I(ai)R
IJ for i < j,
(R−1)IJ
1
M
I(bi)R
IJ
2
M
J(bj) =
2
M
J(bj)(R
−1)IJ
1
M
I(bi)R
IJ for i < j,
(R−1)IJ
1
M
I(bi)R
IJ
2
M
J(aj) =
2
M
J(aj)(R
−1)IJ
1
M
I(bi)R
IJ for i < j,
µJ(ξ)MJ (lν) = M
J(lν)µ
J (ξ) ,
µJ(ξ)MJ (ai) = M
J(ai)µ
J(ξ) , µJ(ξ)MJ (bi) =M
J(bi)µ
J(ξ) ,
where µI(ξ) ≡ (τI⊗id)(∆(ξ)) ∈ End(V I)⊗G as before. WithM I(−lν),M I(−ai)
and M I(−bi) being constructed from M I(lν),M I(ai) and M I(bi) with the help of
formula (3.10) (so that M I(lν)M
I(−lν) = eI etc.) the action of the ∗-operation
on Sg,m is given through
(M I(lν))
∗ = σκ(R
IM I(−lν)(R
−1)I) ,
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(M I(ai))
∗ = σκ(R
IM I(−ai)(R
−1)I) ,
(M I(bi))
∗ = σκ(R
IM I(−bi)(R
−1)I) ,
where σk means conjugation by κ (see section 2 for details).
This definition requires some comments. All links of the standard graph are
closed (“loops”). This explains why all the functoriality relations have the form
(3.7). The relations between generators on different loops reflect the particular
ciliation described above and follow strictly from the rules give section 2. To
verify this, one should recall that quantum lattice connections on closed links
where defined in section 4 as special elements in a larger lattice algebra B(G).
Here G is a graph on which all loops have been divided into two (non-closed)
links by introducing additional sites on the loops. After one has gained some
experience with this type of exchange relations, the rather pedantic procedure of
dividing links will become superfluous.
There is one more remark we need in order to prepare for a calculation in the
next section. We saw in proposition 2 that holonomies which are made up from
products of lattice connections assigned to different links, satisfy the same type
of functoriality as the lattice connection U I(i) themselves. A similar property
holds for the lattice connections M I(l) on loops l. We demonstrate this at the
example of M I(ai),M
I(bi) ∈ End(V I)⊗ Sg,m.
κ−1I
1
M
I(bi)
1
M
I(ai)R
IJκ−1J
2
M
J(bi)
2
M
J(ai)
= (κIκJ )
−1
1
M
I(bi)R
IJ
2
M
J(bi)(R
′)IJ
1
M
I(ai)R
IJ
2
M
J(ai)
= (κIκJ )
−1
∑
Ca[IJ |K]∗MK(bi)C
a[IJ |K] ·
· (R′)IJCb[IJ |L]∗ML(ai)C
b[IJ |L]
=
∑
κ−1K C
a[IJ |K]∗MK(bi)M
K(ai)C
b[IJ |K] .
From this one can easily derive the following formula, which is similar to eq.
(3.10).
κ−1I M
I(bi)M
I(ai) = dItr
I
[
RII¯κI
2
M
I¯(−ai)
2
M
I¯(−bi)
2
gI¯C[II¯ |0]∗C[II¯ |0]
]
.
(4.9)
It will be used in subsection 5.2.
5 Quantum integration
The “multidimensional Haar measure” ω : A 7→ C mentioned in theorem 1
restricts to a positive functional on the algebraACS of Chern Simons observables.
When the latter is properly normalized, it does not depend on the choice of the
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graph and thus furnishes a distinguished functional ωYM : ACS 7→ C. This
functional is a generalization of the integration measure in the lattice Yang-Mills
theory. We use this to calculate the volume of the quantum moduli space in the
second subsection.
5.1 The Yang-Mills functional ωYM
To define the functional ωYM we use the same notations as in section 3.2. In
particular, the graph G which we have drawn on the punctured Riemann surface
Σ is supposed to possess M plaquettes. With the finite real constant N =
(
∑
(dI)
2)−1/2 introduced in relation (3.20) we define
ωYM (A) ≡ N
−2Mω(A) for all A ∈ A
{Iν}
CS . (5.1)
Obviously, ωYM inherits its positivity from the positivity of ω.
We have seen at the end of the preceding section that the algebra ACS ≡
A
{Iν}
CS does not depend on the graph G. The main purpose of this subsection is
to establish the graph-independence for ωYM .
Proposition 13 (graph-independence of ωYM ) Let G be a graph and suppose
that G′ is a second graph so that either
1. G′ is obtained from G by dividing one link i on G into to links i1, i2 on G
′
by adding one additional site x on i,
2. G′ is obtained from G by contracting one link i on G so that i is removed
and its endpoints are identified on G′,
3. G′ is obtained from G by erasure of a link i on the common boundary of
two plaquettes P, P ′, with P containing no marked point.
Then the Yang-Mills functional ωYM for the graph G is equal to the Yang-Mills
functional ω′YM assigned to the graph G
′ (since in all three cases the correspond-
ing algebras ACS = A
{Iν}
CS (G) are isomorphic to A
′
CS = A
{Iν}
CS (G
′), equality of
the functionals is well defined).
Proof: The first case is essentially trivial. It follows directly from the def-
inition (2.23) of ω. 2. can be derived by combining the first and the last case.
The simple argument is left to the reader. In turning to the proof of 3., let C, C′
denote two curves on the boundary of P, P ′ such that {C, i} and {−i, C′} are
closed. Both are assumed to move counter-clockwise. By definition, an element
A in ACS is of the form A = eCSAˆ with
eCS ≡ e
{Iν}
CS ≡
∏
P∈P0
χ0(P )
m∏
ν=1
χIν (Pν) (5.2)
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being the unit element in the moduli algebra ACS . According to proposition 10,
the element Aˆ ∈ A can be written without usage of U I(±i). Given an arbitrary
presentation of Aˆ one simply has to replace U I(±i) by U I(∓C). In the following
we will assume that this replacement has been made. The image of A under the
isomorphism between ACS and A′CS is A
′ = e′CSAˆ (e
′
CS is the unit element in
A′CS). With these notations, the statement of the proposition,
ωYM (A) = ω
′
YM (A
′) ,
is equivalent to
N−2Mω(eCSAˆ) = N
−2(M−1)ω(e′CSAˆ) . (5.3)
The different powers of N are due to the fact that G′ has one plaquette less than
G. This equation is a consequence of the following lemma.
Lemma 3 Suppose that Fˆ ∈ A = A(G) does not contain elements U I(±i) with
i being on the common boundary of two arbitrary plaquettes P, P ′ of G. After i is
removed, the plaquettes P, P ′ merge into a single plaquette P ∪P ′ on G′ = G− i.
We have
ω(cI(P )cJ (P ′)Fˆ ) = (dI)
−1ω(cI(P ∪ P ′)Fˆ )δI,J (5.4)
Here cI(P ), cJ (P ′) and cI(P ∪ P ′) are given by equation (3.19) (which holds for
arbitrary but fixed ciliations).
Proof of the lemma: We want to show first that the left hand side of eq.
(5.4) is nonzero only for I = J . The formula (2.23) for ω reveals that the value
of ω can be nonzero, only if the argument has a component which contains the
factor U0(i). The product cI(P )cJ(P ′)Fˆ contains U I(i) and UJ(−i) and these
are the only elements associated with the link i. Now UJ(−i) can be expressed
as a linear combination of U J¯(i). The “operator product” of U I(i) and U J¯(i)
has components proportional to U0(i), if and only if I is the conjugate of J¯ , i.e.
iff I = J . So we can set I = J for the rest of the proof. For simplicity we will
also assume that the cilia at the sites x = t(i) and y = t(−i) lie outside of both P
and P ′. For different positions of eyelashes, the proof contains some additional
phases (vI)
±1 which cancel in the end. By equations (3.19) and (3.18) we have
cI(P ) = trIq (U
I(C)U I(i)) , (5.5)
cI(P ′) = trI¯q (U
I¯(i)U I¯(−C′)) . (5.6)
Functoriality on the link i gives
1
U
I(C)
1
U
I(i)
2
U
I¯(i)
2
U
I¯(−C′) =
∑ 1
U
I(C)Cay [II¯|K]
∗UK(i)Cax [II¯|K]
2
U
I¯(−C′) .
If we apply trIq ⊗ tr
I¯
q to this relation, multiply with Fˆ and evaluate the resulting
expression with ω we obtain
ω(cI(P )cJ(P ′)Fˆ ) = ω((trIq ⊗ tr
I¯
q )
[∑ 1
U
I(C)Cay [II¯|0]
∗Cax [II¯|0]
2
U
I¯(−C′)
]
Fˆ ) .
29
A formula similar to equation (3.5) allows to rewrite the right hand side so that
is becomes
= d−1I ω(tr
I
q (U
I(C)gIxU
I(C′)(gIx)
−1)Fˆ )
= d−1I ω(c
I(P ∪ P ′)Fˆ ) .
This proves formula (5.4) and thus lemma 3.
With the explicit expressions (3.22) for the characters and lemma 3 we can
calculate
ω(χK(P )χL(P ′)Fˆ ) = N 2dKdLSKI¯SLJ¯ω(c
I(P )cJ (P ′)Fˆ )
= N 2dKdLSKI¯SLI¯(dI¯)
−1ω(cI(P ∪ P ′)Fˆ )
= N 2NdKdLN
KL
R SRI¯ω(c
I(P ∪ P ′)Fˆ )
=
dKdL
dR
NKLR N
2ω(χR(P ∪ P ′)Fˆ ) . (5.7)
Proof of proposition 13 (3.): (continued) For proposition 13, P was
assumed not to contain a marked point so that is contributed with a factor
χ0(P ) to eCS. P
′ was arbitrary and so is the associated factor χL(P ′). In the
calculation leading to (5.7) we can set K = 0 and use
Fˆ =
∏
P∈P0
′
χ0(P )
m∏
ν=1
′
χIν (Pν)Aˆ
with ′ meaning that the product is restricted to plaquettes nonequal to P, P ′.
With d0 = 1 and N
0L
R = δL,R this gives the formula (5.3) and hence proves the
proposition.
5.2 Volume of the quantum moduli space
To demonstrate how computations can be performed within the framework of
this paper, the volume of quantum moduli space of flat connections on a marked
Riemann surface Σ is calculated 2. In practice we define the volume of the
quantum space as an integral or trace of the characteristic projector. In the
framework of 2-dimensional lattice gauge model one can interpret this result as
a partition function of the system. As there is no Hamiltonian involved, we shall
get just a number.
The “characteristic function” for the quantum moduli space is the projector
eCS ≡ e
{Iν}
CS ≡
∏
P∈P0
χ0(P )
m∏
ν=1
χIν (Pν) , (5.8)
2A similar calculation was also done recently by Buffenoir and Roche [15].
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which contains one factor for every plaquette of the graph which we have drawn
on the marked Riemann surface Σg,m. The Iν , ν = 1, . . . ,m, are the labels
sitting at the m punctures. P0 denotes the set of plaquettes without marked
point. If a characteristic function is integrated, this gives the volume of the
corresponding space. In our case, integration is defined with the help of the
Yang-Mills functional ωYM and this means that the volume of the moduli space
is ωYM (e
{Iν}
CS ). Using the graph independence of the algebra A
{Iν}
CS and the
functional ωYM , we fix a particular graph from the very beginning. Let us use
the standard graph discussed in section 4.2 for this purpose. This is certainly not
necessary for the computations to follow, but it simplifies the presentation and
can help to make it as concrete as possible. Before we give the general result, we
would like to discuss two examples.
Example 1: genus 0 . Recall that the standard graph G0,m on a Riemann
sphere with m marked points consists of m loops which start and end at the
same vertex. The standard graph has m + 1 plaquettes, one of which does not
contain a marked point. So the characteristic projector is
χ0(P0)
m∏
ν=1
χKν (Pν) .
To calculate its expectation value, one should recall the formula (5.7). It allows to
relate the expectation value of the characteristic projector e
{Iν}
CS on the standard
graph Gm to a similar expectation value on a simpler graph, from which one link
and one plaquette has been removed. One can actually iterate this procedure to
get
ωYM (e
{Iν}
CS ) = (
m−1∏
ν=1
dIν )
∑
Kµ
N I1I2K1 N
K1I3
K2
. . . N
Km−3Im−1
Km−2
·
·d−1Km−2ωYM (χ
Km−2(P )χIm(Pm)) .
Here P =
⋃m−1
ν=0 Pν and we used d0 = 1 and N
0J
K = δJ,K . We stopped the
calculation before we integrate over the last link on the graph which separates
the two plaquettes P and Pm. From the definition of characters and eq. (3.22) one
infers χK(P ) = χK¯(Pm). Using the property χ
K(Pm)χ
L(Pm) = δK,Lχ
K(Pm) we
can treat the remaining expectation value as follows.
d−1Km−2ωYM (χ
Km−2(P )χIm(Pm)) = δIm,K¯m−2d
−1
Im
ωYM (χ
Im(Pm))
= δIm,K¯m−2d
−1
Im
N−4ω(NdImSImJc
J¯)
= N
Km−2Im
0 N
−2dIm .
We made use of the normalization of ωYM on a graph with two plaquettes, the
definition (3.22) of characters, the property ω(cI) = δI,0 and properties of the
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S-matrix. The result implies for the volume
ωYM (e
{Iν}
CS ) = (
m∏
ν=1
dIν )
∑
Kµ
N I1I2K1 N
K1I3
K2
. . .N
Km−2Im
0 N
−2 .
We want to rewrite this using properties of the matrix S. To this end we insert
N
Km−2Im
0 =
∑
SKm−2JSJIm and move the first S through the product of fusion
matrices. This results in
ωYM (e
{Iν}
CS ) =
∑
J
d2−mJ (
m∏
ν=1
dIν
N
SJIν ) . (5.9)
Example 2: genus 1 . The standard graph G1,m has again m + 1 plaquettes.
But this time the plaquette P0 is bounded by the links lν as well as by a− and
b− cycles on the torus. Let us merge step by step all plaquettes into one and
call it P . In this way we erase all lν links so that the boundary of P looks as
ba−1b−1a. Using the same arguments as in the first example we see that
ωYM (e
{Iν}
CS ) = (
m∏
ν=1
dIν )
∑
Kµ
N I1I2K1 N
K1I3
K2
. . .N
Km−2Im
Km−1
d−1Km−1ωYM (χ
Km−1(P )). ,
(5.10)
Observe that the boundary of P contains every link twice so that the evaluation
of ω(χK(P )) is quite nontrivial. Before one can integrate over the degrees of
freedom assigned to a particular link on the graph, one has to ensure that this
link appears only once and only in one orientation in the integrand. This can
be done with the help of exchange relations and functoriality. Let us calculate
the expectation value of cJ (P ) first. To this end we insert the formula (3.19)
for cJ (P ) and invert the orientation of the {−a,−b} in the middle. This is done
with the help of eq. (4.9). Next functoriality can be applied on the link b which
then allows to perform the integration on b. In formulas this is
ω(cJ(P )) = κ4Jω(tr
J
q (M
J(b)MJ(−a)MJ(−b)MJ(a)))
= dJω((tr
J ⊗ trJ¯ )
[
1
M
J (b)RJJ¯
2
M
J¯(b)
2
M
J¯ (a)(R′)JJ¯C[JJ¯ |0]∗ ·
·C[JJ¯ |0]
1
M
J(a)
1
gJ
]
)
= dJω((tr
J ⊗ trJ¯ )
[
C[JJ¯ |0]∗C[JJ¯ |0]
2
M
J¯(a)(R′)JJ¯C[JJ¯ |0]∗ ·
·C[JJ¯ |0]
1
M
J(a)
1
gJ
]
)
= κ2Jω((tr
J ⊗ trJ¯ )
[
C[JJ¯ |0]∗trJ¯q (M
J¯(a))C[JJ¯ |0]
1
M
J (a)
1
gJ
]
) .
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In this expression we inserted the definition (2.11) of the q-trace. Now we can
integrate on the link a. The formula
trJ¯q (M
J(a))MJ (a) =
∑
trJ¯q
[
(R−1)J¯JC[J¯J |K]∗MK(a)C[J¯J |K]
]
follows from functoriality and was derived earlier in section 3. It shows that
ω(trJ¯q (M
J(a))MJ(a)) = trJ¯q
[
v−1J
2
gJC[J¯J |K]∗C[J¯J |K]
]
= v−1J d
−1
J .
We may insert this into our expression for ω(cJ (P0)) which then becomes
ω(cJ(P )) = d−1J (tr
J ⊗ trJ¯ )
[
C[JJ¯ |0]∗C[JJ¯ |0]
1
gJ
]
= d−2J tr
J
q (e
J ) = d−1J . (5.11)
With the normalization of ωYM on a graph having only one plaquette, we find
ωYM (χ
Km−1(P )) = N−1
∑
J
dKm−1SKm−1J (dJ )
−1 .
When this is finally plugged into the formula above, we can write an expression
for the volume.
ωYM (e
{Iν}
CS ) =
∑
J
(
m∏
ν=1
dIν )
∑
Kµ
N I1I2K1 N
K1I3
K2
. . . N
Km−2Im
Km−1
SKm−1J (NdJ )
−1
=
∑
J
d−mJ (
∏
ν=1
dIν
N
SJIν ) . (5.12)
where the last line employs the same type of algebra described in the first exam-
ple.
Now we are sufficiently prepared to deal with the general case.
Proposition 14 (Volume of the moduli space) The volume of the quantum
moduli space of flat connections on a compact Riemann surfaces Σg,m of genus g
and with m punctures marked by Iν , ν = 1, . . . ,m evaluated with the Yang-Mills
measure is given through
ωYM (e
{Iν}
CS ) =
∑
J
d2−2g−mJ (
∏
ν=1
dIν
N
SJIν ) . (5.13)
Proof: The proof of this formula is again done with a calculation on the
standard graph Gg,m. The latter has m+ 1 plaquettes. When we erase all links
lν we are left with the plaquette P which is bounded by a combination of a− and
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b− cycles which corresponds to eq. (4.8). We designed the proof for the g = 1
case in such a way, that it can be applied directly to the higher genus. We leave
this to the reader. Let us just do the power counting for dJ . A generalization of
formula (5.11) for the value of ω(cJ(P )) shows that every pair (ai, bi) of a− and
b− cycles contributes with a factor d−2J until only tr
J
q (e
J) is left. So the g pairs
(ai, bi) together with tr
J
q (e
J) = dJ give rise to d
1−2g
J , i.e.
ω(cJ(P )) = d1−2gJ .
Compared to the result for the torus, this gives an extra factor of d2−2gJ in the
final formula for the volume of the moduli space.
5.3 Canonical measure and Verlinde formula
The functional ωYM that we have discussed so far had the fundamental prop-
erties of being gauge invariant and graph independent. These invariances fix
the functional only up to a coefficient which may depend on the genus g, the
number m of marked points, the labels Iν , ν = 1 . . .m at the punctures and on
the deformation parameter q. Actually, there exists a canonical normalization
of the measure. This is used in the Chern Simons theory and we call it ωCS .
The different normalizations of ωCS and ωYM can be encoded in the following
relation
ωCS = λ(g,m, I1, . . . , Im, q)ωYM . (5.14)
The aim of this subsection is to explain the choice of the positive coefficients λ.
One can define the canonical normalization in two different ways. The first
approach is through the representation theory of the moduli algebra. Assume for
a moment that the latter is finite dimensional (this is indeed the case for q being
a root of unity). As a ∗-algebra with positive inner product, the moduli algebra
is semi-simple and splits into a direct sum of matrix algebras. One can fix the
canonical functional ωCS by the requirement that – when restricted to a simple
summand – it coincides with the usual matrix trace. This approach furnishes a
proper definition for ωCS which is fundamental for the considerations to follow
below. On the other hand, a direct computation of the canonical normalization
from this definition requires the full information about the representation theory.
This is the subject of the subsequent paper [14] where the representation theory
of the moduli algebra is considered in details.
Another approach refers to the theory of deformation quantization. Treating
the deformation parameter q as an exponent q = exp(h) of the Plank constant,
one can expand the commutation relations of the moduli algebra into formal
power series in h and identify this picture with deformation quantization of the
moduli space (for more details see [24]). According to the theorem of Tsygan and
Neste [23] there exists a unique canonical trace in the framework of deformation
quantization. We conjecture that this trace coincides with an expansion into
34
the formal power series in h of the canonical functional ωCS defined via the
representation theory.
Both ways to normalize the functional ω include some complicated analysis
which is beyond the scope of this paper. Instead, we plan to describe a dif-
ferent way to determine the coefficients λ(g,m, I1, . . . , Im, q) which characterize
the canonical functional ωCS. This computation is based on several suggestive
properties of the moduli algebra which are more natural to prove in the context
of the paper [14]. We formulate these properties as theorems labeled by latin
letters. Assuming validity of these theorems, our method gives a derivation of
the canonically functional ωCS . Actually, we are going to combine the ideology
of the Topological Field Theory and the algebraic approach of this paper.
Let us introduce some new notations first. Using the graph algebra corre-
sponding to some standard graph, one can assign a bunch of matrix generators
M I(x) to each cycle x on a Riemann surface. As we have discussed above, they
furnish elements cI(x) – one for every label I – when they are evaluated with
the q-trace. For homologically trivial cycle x, the corresponding elements cI(x)
belong to the center of the graph algebra. If the cycle x is nontrivial, they are
no longer central. Their algebraic relations, however, remain those of a fusion
algebra, i.e.
cI(x)cJ (x) =
∑
K
N IJK c
K(x) , (cI(x))∗ = cI¯(x) , (5.15)
for arbitrary cycle x. We denote this algebra by V(x).
Suppose that X be a subalgebra of an algebra Y. The (relative) commutant
of X ∈ Y will be denoted by C(X ,Y).
Let A
{I1,...,Im}
g,m be a moduli algebra corresponding to a Riemann surface of
genus g and with m marked points. Consider the a-cycle ag of some standard
graph and the fusion algebra V(ag). Without proof we state
Theorem A: (Induction in the genus g) The commutant C(V(ag),A
{I1,...,Im}
g,m )
splits into the direct sum of moduli algebras of genus g − 1 with m + 2 marked
points
C(V(ag),A
{I1,...,Im}
g,m )
∼=
⊕
I
A
{I1,...,Im,I,I¯}
g−1,m+2 . (5.16)
Here the sum runs over all classes of irreducible representations of the symmetry
Hopf algebra.
In the language of Topological Field Theory, evaluation of the commutant corre-
sponds to shrinking the cycle ag so that we get a surface of lower genus. It has
two marked points at the place where the handle is pinched – one on either side
of the cut. Shrinking all the a-cycles one after another, one produces spheres
with m+ 2g marked points.
We apply a similar technique to reduce the number of marked points. Con-
sider the moduli algebra A
{I1,...,Im}
0,m corresponding to a sphere with m marked
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points. Pick up a cycle l = lm−1◦lm (i.e. the product of the two elementary loops
lm−1 and lm) and construct the fusion algebra V(l). As before, we investigate the
commutant of V(l) in A
{I1,...,Im}
0,m . The result is given by the following theorem.
Theorem B: (Induction in the number m of punctures) The commutant of V(l)
in A
{I1,...,Im}
0,m splits into the direct sum of products of moduli algebras correspond-
ing to m− 1 and 3 marked points
C(V(l),A
{I1,...,Im}
0,m )
∼=
⊕
I
A
{I1,...,Im−2,I}
0,m−1 ⊗A
{I¯,Im−1,Im}
0,3 . (5.17)
Here the sum runs over all classes of irreducible representations of the symmetry
Hopf algebra.
In Topological Field Theory the evaluation of the commutant should be inter-
preted as a fusion of two marked points into one. As before, one can imagine
that we create a long neck which separates these two points from the rest of the
surface. When we cut the neck, the surface splits into two pieces. The “main
part” carries the rest of marked points and a new one created by the cut. The
other piece has only three punctures, two of them are those that we wish to fuse
and the new one appears because of the cut. Iteration of this procedure results
in a product of 3-punctured spheres.
In the following we will need two simple consequences of the theorems A and
B. Namely, the decomposition of the commutant of the fusion algebra determines
the following decompositions of the unit.
e{I1,...,Im}g,m =
∑
I
e
{I1,...,Im,I,I¯}
g−1,m+2 ,
e
{I1,...,Im}
0,m =
∑
I
e
{I1,...,Im,I}
0,m−1 ⊗ e
{I¯,Im−1,Im}
0,3 .
Here e
{Iν}
g,m denotes the unit of the moduli algebra A
{Iν}
g,m . The equations are a
simple consequence of the completeness of characters, i. e. of
∑
I χ
I(x) = id.
Now we can turn back to the discussion of the canonical functional ωCS. By
definition, it is supposed to coincide with a usual matrix trace. When the stan-
dard properties of a matrix trace are combined with the decomposition formulas
for the units e
{I1,...Im}
g,m , one arrives at
ωCS(e
{I1,...,Im}
g,m ) =
∑
I
ωCS(e
{I1,...,Im,I,I¯}
g−1,m+2 ) ,
ωCS(e
{I1,...,Im}
0,m ) =
∑
I
ωCS(e
{I1,...,Im,I}
0,m−1 )ωCS(e
{I¯,Im−1,Im}
0,3 ) .
By iterations, these equations reduce the evaluation of ωCS(e
{Iν}
g,m ) to the knowl-
edge of ωCS(e
I,J,K
0,3 ). This has a simple geometric interpretation. The algebraic
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information in theorem A and B about the decomposition of the commutant and
the definition of the canonical functional ωCS as the standard matrix trace mean
that the volume of the quantum moduli space does not change under pinching
when it is evaluated with the canonical measure ωCS. Using this invariance, one
can first decompose the moduli space according to the decomposition of a punc-
tured Riemann surface into 3-punctured spheres and then calculate the volume
directly as a function of the volume of the quantum moduli-space assigned to the
3-punctured sphere, i.e. as a function of ωCS(e
I,J,K
0,3 ).
In the algebraic context, the numbers ωCS(e
I,J,K
0,3 ) have to be determined from
the representation theory. For this we anticipate the following simple result (a
proof will be given in [14]).
Theorem C: (3-punctured sphere) The moduli algebra AI,J,K0,3 corresponding to
a 3-punctured sphere is isomorphic to a full matrix algebra of the dimension
d = N IJK .
This means that the canonical functional ωCS obeys
ωCS(e
I,J,K
0,3 ) = N
IJ
K .
Putting all this together, the normalization of ωCS is completely determined, i.e.
ωCS(e
{Iν}
g,m ) can be calculated. After rewriting everything in terms of the matrix
S, the result is
ωCS(e
{Iν}
CS ) = N
2−2g
∑
J
d2−2g−mJ (
∏
ν=1
1
N
SJIν ) . (5.18)
In particular, for a surface of genus g without marked points one recovers the
famous Verlinde formula
ωCS(eg) = N
2−2g
∑
J
d2−2g−mJ . (5.19)
These formulas have to be compared with the corresponding formula for ωYM in
proposition 14. From this comparison one infers
λ(g,m, I1, . . . , Im, q) = N
2−2g(
m∏
i
dIi)
−1. (5.20)
Let us note that the Verlinde formula has been designed to compute the num-
ber of conformal blocks in WZW model. Witten related the space of conformal
blocks to the space of holomorphic sections of the quantum line bundle over the
moduli space of flat connections. The latter is a natural Hilbert space associated
to quantization of the moduli space by geometric quantization. We deal with
another quantization scheme which associates to the moduli space a quantized
algebra of functions. In this approach, the Hilbert space arises as a representation
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space of the moduli algebra. Actually, the canonical trace functional evaluated
at the unit element of the algebra provides a dimension of this representation.
We naturally expect it to coincide with the dimension provided by the Verlinde
formula. Equation (5.19) proves that this is indeed the case.
We get another interpretation of formula (5.19) if we switch to the point of
view of two-dimensional lattice model. Then the canonical trace gives a partition
function of lattice gauge model with the quantum gauge group. As this partition
function coincides with Verlinde number, it is natural to conjecture that the
lattice gauge model at hand is an exact lattice approximation of the gauged
WZW model (also called G/G model). This is supported by the fact that the
gauged WZW model is equivalent to the CS model on the manifold which is
a product of a Riemann surface and a circle. To establish the equivalence one
should consider arbitrary correlation functions. The partition function is the
simplest among them. We do not go into detailed consideration in this paper.
6 Generalization to Quasi-Hopf symmetries
All the theory developed above was valid under the assumption that the sym-
metry algebras Gx are semisimple. It is well known that this requirement is not
satisfied for the quantum group algebras Uq(G) when q is a root of unity. To
treat this important case we proposed (cp. [1]) to use the semisimple truncation
of Uq(G), q
p = 1, which has been constructed in [5]. In this truncation, semisim-
plicity is gained in exchange for co-associativity, i.e. the truncated UTq (G) of [5]
are only quasi–co-associative. In addition, the co-product ∆ of these truncated
structures is not unit preserving (i.e. ∆(e) 6= e⊗e). This leads to a generalization
of Drinfeld’s axioms [10] which was called “weak quasi-Hopf-algebra” in [5]. To
fulfill our program, we have to explain, how the theory of section 2 to 5 general-
izes to (weak) quasi-Hopf algebras. In order not to clutter the presentation, we
decided to outline proofs without conceptual significance in a separate appendix.
In the quasi-Hopf context, there appear three additional distinguished ele-
ments associated with the local gauge symmetry Gx. These are the elements
αx, βx ∈ Gx and the re-associator ϕx = Gx ⊗ Gx ⊗ Gx. The re-associator ϕx
satisfies the fundamental relation
ϕx(∆x ⊗ id)∆x(ξ) = (id⊗∆x)∆x(ξ)ϕx for all ξ ∈ Gx
and is quasi-invertible in the sense that
ϕxϕ
−1
x = (id⊗∆x)∆x(e) , ϕ
−1
x ϕx = (∆x ⊗ id)∆x(e) .
Following Drinfel’d, αx, βa are required to obey
Sx(ξ
1
σ)αxξ
2
σ = αxǫx(ξ) , ξ
1
σβxSx(ξ
2
σ) = βxǫx(ξ)
ϕ1xσβxSx(ϕ
2
xσ)αxϕ
3
xσ = e , Sx(φ
1
xσ)αxφ
2
xσβxSx(φ
3
xσ) = e
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with ξiσ, ϕ
i
xσ, φ
i
xσ being defined through the expansions of ∆x(ξ), ϕx, φx = ϕ
−1
x
as usual. As remarked in [1], consistency with the *-operation means
α∗x = βx , ϕ
∗
x = ϕx .
Details and further relations can be found elsewhere (see e.g. [1] and references
therein).
An element ux ∈ Gx is defined by relations similar to (2.1),
Sx(αx)ux = Sx(r
2
xσ)αxr
1
xσ , βxux = r
2
xσS
−1
x (r
1
xσβx) . (6.1)
Notice that the second equation follows from the first by taking adjoints. ux
and the ribbon element vx ∈ Gx continue to satisfy v2x = uxSx(ux). All other
relations (2.2, 2.3) of the ribbon element remain true as well. As for ribbon-Hopf
algebras, the product gx = u
−1
x vx is unitary and enjoys the intertwining relation
gxSx(ξ) = S−1x (ξ)gx. On the other hand, gx is no longer grouplike. The correct
generalization of equation (2.5) can be found in appendix A.
The representation theoretic statements and notations outlined in section 2
carry over to the more general situation. In particular, Clebsch Gordon maps
Cax [IJ |K] are defined and normalized by the relations (2.6,2.7). Starting with the
definition (2.10) of quantum dimensions, the theory is again subject to changes.
It is possible to describe them in a very economic way. Indeed, the whole theory
in sections 2 and 3 can be rewritten for quasi-Hopf-algebras with the help of
a small number of “substitution rules”. We collect these rules in the following
table
RIJx → R
IJ
x = (τ
I
x ⊗ τ
J
x ⊗ id)(Rx)
= (τIx ⊗ τ
J
x ⊗ id)((ϕ213R12ϕ
−1)x) ,
Cax [IJ |K] → C
a
x [IJ |K](ϕ
−1
x )
IJ
= Cax [IJ |K](τ
I
x ⊗ τ
J
x ⊗ id)(ϕ
−1
x ) ,
Cay [IJ |K]
∗ → (ϕ′y)
IJCay [IJ |K]
∗ (6.2)
with ω′ = ω213 for all ω ∈ Gy ⊗ Gy ⊗ Gy
dK → dK ≡ tr
K(τKx (gxSx(βx)αx))
RIx → R
I
x = (τ
I
x ⊗ id)Rx , (R
−1
y )
I → (R−1y )
I .
Before we give some examples of formulas we obtain with these rules, we have to
release a warning. Some of the formulas of the preceding sections were obtained
with the help of lemma 1. A similar lemma holds for the quasi-Hopf case, but
it is not obtained from lemma 1 and the substitutions (6.2). Lemma 1 was used
above to simplify a number of expressions. As a result of these simplifications,
factors gz appeared in several formulas. The substitution rules (6.2) should never
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be used in equations containing a factor gz. Instead on has to depart from the
ancestors of such relations (notice that we gave no substitution rule for gz !).
Let us consider the definition of the “deformed trace” (2.11) as a first example
of the substitution rules (6.2). In our present context the definition becomes
trKq (X) =
dK
vK
Cx[K¯K|0](ϕ
−1
x )
K¯K
2
X (R′x)
K¯K(ϕ′x)
K¯KCx[K¯K|0]
∗ . (6.3)
In section 2 this formula was rewritten with the help of lemma 1. A generalization
of this lemma has been announced already.
Lemma 4 The map Cˆx[KK¯|0] ≡ Cx[KK¯|0]
2
τK¯x (α
−1
x ) and its adjoint Cˆx[KK¯|0]
∗
=
2
τK¯x (β
−1
x )Cx[KK¯|0]
∗ satisfy the following equations:
1. For all ξ ∈ Gx they obey the intertwining relations
Cˆx[KK¯|0](τKx (ξ) ⊗ id) = Cˆx[KK¯|0](id⊗ τ
K
x (Sx(ξ)))
(τKx (ξ) ⊗ id)Cˆx[KK¯|0]
∗ = (id⊗ τKx (Sx(ξ)))Cˆx[KK¯|0]
∗
(6.4)
2. With the normalization conventions (2.7) one finds
dK tr
K¯(Cˆx[KK¯|0]
∗Cˆx[KK¯|0]) = e
K
x
dK tr
K¯(Cˆx[K¯K|0]∗Cˆx[K¯K|0]) = eKx
(6.5)
With lemma 4 the definition (6.3) of trKq simplifies to
trKq (X) = dK tr
K
q (m
K
x Xw
K
x g
K
x ) (6.6)
with mKx = τ
K
x (Sx(φ
1
xσ)αxφ
2
xσ)φ
3
xσ
and wKx = τ
K
x (ϕ
2
xσS
−1
x (ϕ
1
xσβx))ϕ
3
xσ .
Here ϕ−1x =
∑
φ1xσ ⊗φ
2
xσ ⊗φ
3
xσ is used in the second line. Equation (6.6) should
be regarded as the analogue of formula (2.14).
The substitution rules for the defining relations of B are straightforward to
implement. The resulting algebra is identical to the one introduced in [1]. Com-
parison with our formulation in [1] is mostly obvious. One has to recall, however,
that we used the generators Uˆ I(i) ≡ mIyU
I(i) – with mIy given by the expression
in (6.6) – instead of generators U I(i) (cp. remark after proposition 17 in [1]).
Let us make some specific remarks concerning functoriality on the link. Within
our present formulation it becomes
1
U
I(i)
2
U
J(i) =
∑
K,a
(ϕ′y)
IJCay [IJ |K]
∗UK(i)Cax [IJ |K](ϕ
−1
x )
IJ
U I(i)U I(−i) = eIy , U
I(−i)U I(i) = eIx .
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An argument similar to the proof of proposition 2.4 reveals the following relation
between U I(i) and U I(−i).
mIxU
I(−i) = dItr
I¯
[
Cˆ[I¯I|0]∗Cˆ[I¯I|0]
1
gI¯
1
m I¯y
1
U
I¯(i)
]
. (6.7)
This shows that Uˆ I(−i) ≡ mIxU
I(−i) and Uˆ I¯(i) are complex linear combinations
of each other. The latter fact was used in [1] to implement functoriality on the
link i.
In spite of its compact appearance, the matrix formulation for B has a major
drawback. This becomes apparent when one tries to construct elements in the
algebra A. It is crucial to notice that the algebra A (as it was defined e.g. in the
case of Hopf-algebras) does not contain all invariants in B but only invariants in
a special subset < U >⊂ B. This subset was easily described in the situation of
Hopf-algebras but a similar matrix-descriptions for the quasi-Hopf case does not
exist. Our strategy is now as follows: for a moment we will switch to the “vector
notations” of [1] so that we can construct elements in A by the prescription
given there. Applied to elements on curves C, the general prescription will indeed
reduce to the ordinary matrix product of generators U I(i). Let us first recall the
general procedure: We fix a basis within every representation space V I . Then
1. regard B to be generated by elements ξ ∈ G and Uˆ I(i) ≡ mIyU
I(i). The
elements Uˆ I(i) transform according to ξUˆ I(i) = Uˆ I(i)(τ¯Iy ⊗ id)(∆y(ξ))
for all ξ ∈ Gy and as in eq. (2.15) for all other elements in G. Here
τ¯Ix(ξ) =
t τIx (Sy(ξ)) with
t being the transpose w.r.t. the fixed basis in V I .
2. construct the (linear) set of all covariant products obtained from Uˆ I(i).
Covariant products were defined as follows ([5], [4]). Suppose that F ν ∈
End(V ν) ⊗ B, ν = 1, 2, transform covariantly according to the representa-
tions τν of G, i.e. ξF ν = F ν(τν ⊗ id)(∆(ξ)) for all ξ ∈ G. Then their
covariant product is an element F 1×F 2 ∈ End(V 1)⊗End(V 2)⊗B defined
by
F 1 × F 2 ≡ F 1F 2(τ1 ⊗ τ2 ⊗ id)(ϕ) .
3. with the help of Clebsch Gordon maps one can finally build invariants
within the set covariant products. These invariants are the elements of A.
This procedure is now applied to elements which live on curves C. Since the
construction is “local”, i.e. it can be performed independently at all the sites x
on the curve, it suffices to consider one site x. As usual, we have two links i, j
with t(i) = x = t(−j). In the following calculation we will omit the subscripts
z. It is understood that all objects which come with the gauge symmetry are
assigned to the site x.
Uˆ Iab(i)Uˆ
I
ce(j)(τ
I
bf ⊗ τ¯
I
cg ⊗ id)(ϕ)τ¯
I
gf (S
−1(β))
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∼ U Iab(i)m
I
cdU
I
de(j)(τ
I
bf ⊗ τ¯
I
cg ⊗ id)(ϕ)τ¯
I
gf (S
−1(β))
= U Iab(i)m
I
cdU
I
de(j)τ¯
I
cb(ϕ
2
τS
−1(ϕ1τβ))ϕ
3
τ
= U Iab(i)m
I
cdU
I
de(j)w
I
cb = U
I
ab(i)U
I
be(j)
Here ∼ means “up to contributions at sites y 6= x”. The coefficients τ¯Igf (S
−1(β))
ensure invariance of the expression at the site x and proposition 17.2 of [1] was
employed for the last equality. From the previous calculation we learn that the
matrix products of elements U I(i) furnish the right prescription to construct
Wilson line observables within our theory. So we define U I(C) as before by
U I(C) ≡ κ
w(C)
I U
I(i1) . . . U
I(in) .
and use M I(C) instead of U I(C) whenever C is closed (and satisfies the other
assumptions specified in section 3). Properties of U I(C) and M I(C) are obtained
from proposition 2 and 3 together with the substitution rules (6.2). The algebra
of monodromies M I(C) on the loop C reads for example
1
M
I(C)Rx
IJ 2
M
J (C) =
∑
(ϕ′y)
IJCax [IJ |K]
∗MK(C)Cax [IJ |K](ϕ
−1
x )
IJ(6.8)
M I(C)M I(−C) = eIx , M
I(−C)M I(C) = eIx , (6.9)
(M I(C))∗ = σκ(R
I
xM
I(−C)(R−1x )
I) . (6.10)
Under reversal of C, the monodromies behave as
mIM I(−C) = dItr
I¯
[
Cˆ[I¯I|0]∗Cˆ[I¯I|0]
1
gI¯
1
m I¯
1
M
I¯(C)RI¯I
]
(6.11)
This algebra can be regarded as a generalization of quantum enveloping algebras
of simple Lie algebras (within the formulation of [11]).
The definition (3.13), our substitution rules (6.2) and formula (6.6) combine
into the following expression for the elements cI .
cI ≡ κItr
I
q (M
I(C)) = κItr
I(mIM I(C)wIgI) . (6.12)
As before, the cI do not depend on the starting point x of C and they satisfy the
defining relations (3.14, 3.15) of a fusion algebra. The derivation of these prop-
erties is sketched in Appendix A. Once the fusion algebra is established, we can
proceed exactly as in section 3.2 to build the characters χI(P ). χ0(P ) continues
to implement flatness (cp. Appendix A). In a generalization of proposition 7 and
10 this shows that the theory does not depend on the choice of the graph G. The
same holds true for the Chern-Simons functional ωCS .
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7 Appendix A: Proofs for section 6
This Appendix contains some material which is used to prove the statements of
section 6. The derivation of the fusion algebra and the generalization of propo-
sition 7 are discussed in some detail.
To begin with we have to recall a number of results on quasi-Hopf alge-
bras. For (co-associative) Hopf-algebras it is well known that ∆(ξ) = (S ⊗
S)∆′(S−1(ξ)). A generalization of this fact was already noticed by Drinfel’d
[10]. To state his observation we introduce the following notations.
γ =
∑
S(Uσ)αVσ ⊗ S(Tσ)αWσ
with
∑
Tσ ⊗ Uσ ⊗ Vσ ⊗Wσ = (ϕ⊗ e)(∆⊗ id⊗ id)(ϕ
−1) ,
f =
∑
(S ⊗ S)(∆′(φ1σ))γ∆(φ
2
σβS(φ
3
σ)) , (7.1)
with ϕ−1 =
∑
φ1σ ⊗ φ
2
σ ⊗ φ
3
σ .
Drinfel’d proved in [10] that the element f satisfies
f∆(ξ)f−1 = (S ⊗ S)∆′(S−1(ξ)) for all ξ ∈ G , (7.2)
γ = f∆(α) .
This remains true in the presence of truncation. The first equation asserts that
f “intertwines” between the co-product ∆ and the combination of ∆ and S on
the right hand side.
When we perform this construction for the algebras Gx we end up with ele-
ments fx ∈ Gx ⊗ Gx. fx appears in the expression for ∆x(gx) = ∆x(u−1x vx)
∆x(gx) = gx ⊗ gx(Sx ⊗ Sx)(f
′−1
x )fx . (7.3)
This is a generalization of eq. (2.5) and shows that gx is no longer grouplike.
Without proof we state a number uf useful relations which follow from the
basic axioms of a weak quasi-Hopf algebras (cp. [16]). With R = ϕ213R12ϕ
−1
we have
[(id⊗ id⊗∆)(ϕ)]2314(id⊗∆⊗ id)(R)(e ⊗ ϕ
−1)
= R134(id⊗ id⊗∆)R (7.4)
ϕ124(∆⊗ id⊗ id)(R)(id ⊗ id⊗∆)(ϕ
−1)
= [(id⊗ id⊗∆)(R)]1324R234 (7.5)
These two relations are in fact equivalent to Drinfeld’s pentagon and hexagon
equations. If we use m = S(φ1σ)αφ
2
σ ⊗ φ
3
σ and w = ϕ
2
σS
−1(ϕ1σβ))ϕ
3
σ as before
43
then
(id⊗∆)∆(φ3σ)(id⊗∆)(w)(e ⊗ w)(S
−1 ⊗ S−1)(f ′(φ2σ ⊗ φ
1
σ))
= ϕ(∆ ⊗ id)(w) , (7.6)
f−1(S ⊗ S)(ϕ2s ⊗ ϕ
1
σ)(e ⊗m)(id⊗∆)(m)(id⊗∆)∆(ϕ
3
σ)
= (∆⊗ id)(m)ϕ−1 . (7.7)
Here f =
∑
f1σ⊗f
2
σ is the element (7.1) and f
′ =
∑
f2σ⊗f
1
σ. Of course, all these
relations hold also “locally” at the sites x of the graph.
We are now prepared to prove the basic properties of the elements cI ∈ A
defined in (6.12).
Independence of x: The definition of cI depends on the curve C on the
boundary of the plaquette P through the site x at which C starts and ends. We
want to show that cI does not change, if we use the site y ∈ ∂P instead of x. As
in the proof of proposition 4 we break the curve C at an arbitrary point y on ∂P
and use the braid relations
1
U
I(C1)Ry
II 2
U
I(C2) =
2
U
I(C2)(R′x)
II
1
U
I(C1) . (7.8)
From equation (7.4) one obtains
e⊗mz = (e ⊗ Sz(ρ
2
zσ)⊗ e) [(id⊗∆z)(mz)]213Rz(ρ
1
zσ ⊗∆z(ρ
3
zσ)) (7.9)
with Rz =
∑
ρ1zσ ⊗ ρ
2
zσ ⊗ ρ
3
zσ. This relation and the covariance properties (2.15)
furnish
[
(Sx(ρ
2
xσ)⊗ e⊗ e)(mx)13
]II 1
U
I(C1)
2
m Iy
2
U
I(C2)
[
e⊗ ρ1xσ ⊗ ρ
3
xσ
]II
=
[
(Sy(ρ
2
yσ)⊗ e⊗ e)(my)13
]II
213
2
U
I(C2)
1
m Ix
1
U
I(C1)
[
ρ1yσ ⊗ e⊗ ρ
3
yσ
]II
.
Now we use the equation
∑
(Sz(w
1
zσ)⊗ e)mz∆z(w
2
zσ) = ∆z(e)
to cancel the factors mz in between the two factors U
I . Then one multiplies the
two components of eq. (7.10) and evaluates the trace trI of the product. To
simplify the resulting expression, the formula
∑
ρ1zσSz(ρ
2
zσw
1
zτ )⊗ ρ
3
zσw
2
zσ = wz(Sz(uz)⊗ e)
is inserted. This leads to
trI(mIxU
I(C1)U I(C2)wIxg
I
x) = tr
I(mIyU
I(C2)U I(C1)wIyg
I
y)
which establishes the independence of cI on the choice of the site x on ∂P .
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Fusion algebra: The derivation of the fusion algebra in the quasi-Hopf
case departs from the “operator products” of monodromies
1
M
I(C)Rx
IJ 2
M
J (C) =
∑
(ϕ′x)
IJCax [IJ |K]
∗MK(C)Cax [IJ |K](ϕ
−1
x )
IJ (7.10)
Let us omit the subscript x for the rest of this section. Together with the co-
variance of monodromies, µI(ξ)M I(C) = M I(C)µI(ξ) for all ξ ∈ Gx, the formula
(7.9) can be used to convert the factor R on the left hand side of the operator
product into a factor m.
1
M
I(C)
2
m J
2
M
J(C) =
∑[
(S(ρ2σ)⊗ ǫ⊗ e)(id⊗∆)(m)ϕ
]IJ
213
Ca[IJ |K]∗ ·
·MK(C)Ca[IJ |K](ϕ−1(ρ1σ ⊗∆(ρ
3
σ))
IJ .
From here we can calculate cIcJ using the relation (6.12) and
(ρ1σ ⊗∆(ρ
3
σ))(e ⊗ w)(e ⊗ S
−1(ρ2σ)⊗ e) = R
−1 [(id⊗∆)w]213
together with the equation (7.6, 7.7). The result of a short calculation is
cIcJ = κIκJ
∑
(trI ⊗ trJ )
[
(f ′)IJCa[IJ |K]∗mKMK(C)wK ·
· Ca[IJ |K](R−1(S−1 ⊗ S−1)(f−1))IJ
1
gI
2
gJ
]
= κIκJ
∑
(trI ⊗ trJ )
[
Ca[IJ |K]∗mKMK(C)wKgKCa[IJ |K](R−1)IJ
]
.
The last equality is a consequence of eq. (7.3). The fusion algebra cIcJ =∑
N IJK c
J finally follows from the normalization (2.7).
Evaluation of (cI)∗ is left as an exercise. As an intermediate result one shows
(cI)∗ = κ−1I tr
I
[
mIM I(−C)wIgI
]
Then relation (6.11) is inserted. After application of lemma 4 one uses equation
(6.1) and writes R as a product ϕ213R12ϕ−1. This gives the result (cI)∗ = cI¯ .
Flatness: Every line in the proof of proposition (7) can be “translated”
with the substitution rules (6.2). There is only one problem. In the second
part of the proof (i.e. after lemma 2) we exploit the completeness (3.27) of
Clebsch Gordon maps, which fails to hold in the case of truncation. Even though
completeness was the fastest way to get the desired results, it is not necessary.
In fact, (quasi)-associativity of the co-product does suffice. We want to show
this with ϕ = e⊗ e⊗ e. The case of nontrivial ϕ is again obtained with the rules
(6.2). From associativity of the tensor product of representations it follows that
eJCx[K¯K|0] =
∑
I¯,a,b
Fab(I J K)C
b
x[I¯K|J ]C
a
x [JK¯|I¯] .
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The complex coefficients are a subset of 6j-symbols. We may use the normaliza-
tion (2.7) to rewrite this as
κI¯
κJκK¯
(R′x)
JK¯Cax [JK¯|I¯]
∗ =
∑
b
Fba(I J K)C
b
x[I¯K|J ] .
These two formulas can be inserted into the first equation after relation (3.27)
and furnish an alternative calculation of χ0MJ . It does not use the completeness
(3.27) and remains valid in the case of truncation.
8 Discussion and Outlook
In this paper we have introduced a new quantum algebra. It is natural to inter-
pret it as a quantized algebra of functions on the moduli space of flat connections
(moduli algebra). This algebra plays the role of the observable algebra in the
Hamiltonian Chern Simons theory. The construction of the moduli algebra re-
quires a quasi-triangular ribbon ∗-Hopf algebra to be used as a gauge symmetry.
A lot of examples of such symmetry algebras are provided by quantized universal
enveloping algebras of simple Lie algebras. Given a Riemann surface of genus g
with m marked points, a simple Lie algebra, a c-number q being some root of
unity and a set of m representation-classes [Iν ] of the corresponding quantized
universal enveloping algebra, one can construct the moduli algebra A
{Iν}
CS . This
means that we have completed the program of deformation quantization of the
moduli space and now we are going to discuss perspectives of the combinatorial
approach to quantization of the Chern Simons model.
The main question which arises naturally is the comparison to other quanti-
zation schemes already applied to Chern Simons theory. Among them we pick up
two approaches which are the most suitable for comparison. These are geometric
quantization [17], [18] and Conformal Field Theory approach which was used
originally to solve the Chern Simons model [19]. Both these approaches use the
Hamiltonian picture of quantization. So, their results may be easily compared
to the results of combinatorial approach.
Opening the list of unsolved questions we start with
1. Compare results of geometric quantization and Conformal Field Theory ap-
proach to combinatorial quantization.
Geometric quantization as well as Conformal Field Theory produces the
Hilbert space of the Chern Simons model rather than the observable algebra.
In the Conformal Field Theory approach, vectors in the Hilbert space are iden-
tified with conformal blocks of the WZW model. More precisely, they come
as solutions of a certain system of linear differential equations. In the case of
the Riemann sphere this system of equations was discovered in [20] and called
Knizhnik-Zamolodchikov equation. For higher genera it was considered in [21],
[17] etc. Geometric quantization provides a more abstract picture of the Hilbert
space. There it appears as a space of holomorphic sections of the quantum line
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bundle over the moduli space. It is possible to find a contact between these two
pictures of the Hilbert space. The key observation is that each complex structure
on the underlying Riemann surface provides a complex structure on the moduli
space. Thus, the ∂¯-operator in the quantum line bundle depends on this complex
structure. One can think that for each complex structure on the surface we get
its own geometric quantization and its own Hilbert space. One needs a projec-
tively flat connection on the space of complex structures in order to identify these
bunch of Hilbert spaces with the unique Hilbert space of the quantum theory.
Here one makes a bridge with the Conformal Field Theory approach. It appears
[17] that the linear system of equations for conformal blocks may be reinterpreted
as a covariance condition with respect to some projectively flat connection.
While these approaches to quantization provide Hilbert spaces, our combi-
natorial quantization provides an algebra of observables. The natural route for
comparison is to realize the algebra of observables in given Hilbert spaces. This
is the second point in our list.
2. Represent the moduli algebra in the Hilbert spaces of the Chern-Simons theory
provided by geometric quantization and Conformal Field Theory.
In principle, this is the central question of the whole program and – provided
it is done – one can stop here. However, there is a couple of questions that one
should add to the list. The first one concerns the action of the mapping class
group. It is known that the projective representation of the mapping class group
acts in the Hilbert space of the Chern-Simons theory. This representation proves
to be useful in constructing of invariants of 3-manifolds. One can try to relate
this idea to the moduli algebra.
3. Construct the action of the mapping class group on the moduli algebra.
The last question which we would like to mention here concerns a very partic-
ular application of the machinery that we have developed. It has been recently
proven that the relativistic analogue of the Calogero-Moser integrable model may
be naturally realized on the moduli space of flat connections on a torus with a
marked point [22]. It would be interesting to develop this idea from the point of
view of the moduli algebra.
4. Work out details for the example of a torus with a marked point.
We are going to consider the listed problems in the forthcoming paper [14].
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