I. INTRODUCTION
The Mittag-Leffler (ML) functions of the Le Roy type (denoted here, for shortness, as MLR functions) are defined in [5] as (−x) r [Γ(β + αr)] n , x ∈ R, α > 0, β ∈ R, n = 1, 2, . . . , (1) For particular choices of the parameters they return more widely-known special functions: the one parameter ML function E α (−x) and the two parameter ML function E α,β (−x) for n = 1 and n = β = 1 respectively; the Bessel function of the first kind J 0 (2 √ x) when α = β = 1 and n = 2; the standard Le Roy function when α = 1, β = 2 and arbitrary integer n.
For many years several efforts have been payed to study the complete monotonicity (CM) of the Mittag-Leffler functions which has been, however, proved just for some of the mentioned special cases but not for the more general case for which CM has been only conjectured [5] .
We recall that a function f (x), x ∈ D, is CM if f ∈ C ∞ (D) and all its n-th derivatives satisfy the inequalities [29, 32] (−1) n f (n) (x) ≥ 0, n = 0, 1, 2, . . . .
According to the Bernstein theorem [32, Theorem 12a], the key property of CM functions is that the are uniquely representable as the Laplace transforms of non-negative weight functions F (p) supported on p ∈ [0, ∞), i.e.
f (x) = ∞ 0 e −xp F (p) dp.
(
The CM character of the one-parameter ML function E α (−x), for 0 < α < 1, was first shown in [24] and results for the two-parameter ML function were instead presented in [1, 20, 30] for 0 < α < 1 and β ≥ α. In the recent paper [6] it is shown that also the three parameter ML function E γ α,β (−x) (often referred to as the Prabhakar function) is CM when 0 < α < 1, γ > 0, and β ≥ αγ, thus extending some results previously investigated in [15, 31] for the special case of the compound function t β−1 E γ α,β (−t α ) under the conditions 0 < α < 1, γ > 0, and 0 < αγ ≤ β ≤ 1. Additionally, in [21] the CM character was studied for more familiar functions, namely the negative power, the exponential, and the modified Bessel functions of the first and second kind.
Inspired by the fact that the special cases of the MLR functions for n = 1 are CM we expect that under some conditions the MLR functions should be CM for n = 1 as well. Indeed, this is the essence of the unanswered question which closes the paper [5] :
To find conditions on the parameters α, β, γ for which the function F
In this paper, by exploiting the technique proposed 70 years ago in [24] , we provide a first answer to this question limited to the case of integer γ = n and rational 0 < α < 1 .
The paper is organized as follows. In Sec. II we recall various forms of the MLR function often refereed to, in the physical and mathematical literature, as α-Mittag-Leffler function, multi-index Mittag-Leffler function, and the Mittag-Leffler function of vector index. A novelty is that we introduce a representation of the MLR function in terms of a finite sum of generalized hypergeometric functions. The Laplace transform evaluated for this type of MLR function yields s known formula [3, 5] which allows to reduce the value of the parameter n labeling the MLR function to n − 1 (see Appendix C). In Sec. III we invert this Laplace transform and next use it n times. That enables us to represent the MLR function with the rational parameter α = l/k (0 < l/k < 1) as the n times nested integral of the two parameters ML function E l/k,β (−x). Using the contour integral representation of E l/k,β (−x) we arrive at the Laplace transform representation of the MLR function with the weight function m l/k,β (n; y). The non-negativity of m l/k,β (n; y) for β ≥ (n + 1)/(2n) and ln = k as well as for n = 2, 2l < k and β = 1 is shown analytically in Sec. IV and illustrated for special values of parameters for which m l/k,β (n; y) can be transformed into known special functions. We also check, using numerical evaluations, the nonnegativity of m l/k,β (n; y) for various values of β, l/k = 3/7, 3/10, and n = 2, 3. It turns out that the condition β ≥ (n + 1)/(2n) is still in the game and if it is kept the function m l/k,β (n; y) is non-negative. The paper is concluded in Sec. V. The appendixes A and B contain the list of the used formulas related to the high transcendental functions, especially the Meijer G and the generalized hypergeometric functions.
II. THE VARIETY OF THE MLR FUNCTIONS
The MLR function for real x, α = ν G , β = γ G , and n = α G + 1 (the subscript G is used to emphasize the reference [3, Def. 3.1] from which its definition and formula are taken) is called the α-Mittag-Leffler function E αG;νG,γG (x). For integer α G the α-ML function is expressed as the generalized Wright function according to [3, Eq. 
The MLR function can be also represented by the multi-index Mittag-Leffler function [12] known also as the ML function of vector index [13] . In [12, 13] this function is expressed either as the series or the Fox H function
whose main properties are listed in the Appendix A.
The asymptotic behaviour of the MLR function for complex arguments as well as its integral representations in the complex domain are discussed in [5] . Moreover, in [22] , it has been recently given the integral representation of the MLR function for α, β, γ, x > 0, and α + β ≥ x 0 where x 0 is the abscissa of the minimum of the Gamma function. This representation reads
where Γ −1 is defined on the increasing branch of the inverse Gamma function in the right half-plane and [x] denotes the integer part of a real x. Another possibility to represent the MLR function is to express it as a finite sum of generalized hypergeometric functions. This may be obtained if one assumes the parameter α to be rational, α = l/k, 0 < l/k < 1, and uses in the Eq. (1) the so-called splitting formula
according to which the series of a r splits into m sums with the terms a mr , a mr+1 , . . ., a mr+j . Thus, we can rewrite F
where in the second sum we have the Pochhammer symbols (1) r and (β + lj/k) lr . The last of them, indexed by multiplication of integers l and r, can be simplified into the Pochammer symbol of index r according to
The substitution of Eq. (9) into Eq. (8) enables us to use the series representation of the generalized hypergeometric function given by Eq. (B.1) and obtain a formula involving k functions 1 F nl of the argument z k /l nl . Their upper (first) lists of parameters contain only one element equal to 1, whereas the lower (second) lists of parameters contain nl elements given by n times repetition of ∆(l, β + lj/k) where the symbol ∆(r, λ) denotes the sequence of r elements
Consequently, we can express the MLR function, Eq.
All forms of the MLR function mentioned in the previous section satisfy the Laplace transform rule (11) where λ is a real or complex constant. The proof of this formula for various representation of the MLR function can be found, e.g., in [3, 5] and also in Appendix C. After inverting Eq. (11) and making the change of variable st = z 1/α we arrive at (12) where L z denotes the Bromwich contour with Re(z) > 0. It is easy to see that both the direct and the inverse Laplace transforms in Eqs. (11) and (12), respectively, reduce the value of n in the MLR function to n−1. Thus, by using (12) recursively one obtain nested integrals which allow to express F
A. The toy model: the MRL function for n = 2 As a toy model we consider Eq. (12) for rational α = l/k (0 < l/k < 1), n = 2, and λt l/k = −x. From Eq. (12) we can express the MLR function for n = 2 as the contour integral of the MLR function for n = 1, for which F
The auxiliary functions g l/k,β (σ) is given by Eq. (14) of [6] ; their explicit form will be quoted later in this section. Substituting Eq. (13) into Eq. (12) for n = 2 we have
Now, let y = u/z be the new variable in the second integral of Eq. (14) and let us change the order of integrals. Then we end up with the Laplace transform representation of F
where we set η = (zy) k/l and modify the contour L z onto L η . Substituting the explicit form of the auxiliary function g l/k,β (σ)
which for β = 1 is the one-sided Lévy stable distribution [7, 8] , and using the Eq. (A.5) yields to
and 2l ≤ k. 
For rational α = l/k it can be calculated by using [ (9):
B. The weight function m l/k,β (n; y)
Based on the considerations presented in the previous section for our toy model we can generalize Eqs. (17) and (18) thanks to the following result.
with the weight function m l k ,β (n; y) = (2π)
Proof. The proof consists of two steps. First we show that the Laplace transform integral of m l/k,β (n; y) leads to the MLR function, namely (21) and hence we prove the necessary and sufficient condition for the existence of the Laplace transform, that is
where 0 < y < ∞ and A as well as a being constants.
Step 1. We substitute m l/k,β (n; y) given by Eq. (22) 
and nl ≤ k.
To get the MLR function we represent the RHS of Eq. 
where (a l ) = ∆(l, b j ) with b j = 1 − β + l k (1 + j). The coefficients in Eq. (26) can be obtained using the Gauss multiplication formula for the Gamma function
Thereafter, we substitute the series representation of 1+nl F k given by Eq. (B.1) into Eq. (26) . Thus, we obtain two sums: one of them is finite and contains k elements and it is indexed by j, j = 0, 1, . . . , k − 1, and the another one is the series over r, r = 0, 1, . . .. For these two sums we use the splitting formula given by Eq.
(7) according to which the index kr + j is changed into r, r = 0, 1, . . .. It yields to
Thanks to the series representation of m l/k, β (n; y) it is easy to show when condition (23) is satisfied. To this purpose we use the triangular inequality which gives the necessary and sufficient condition
Remark 3. Eq. (22) for l < k, β > 0, and n = 2 reconstructs Eqs. (17) . For l < k, β > 0, and n = 1 we have ky −1−k/l g l/k,β (y −k/l )/l where g l/k,β (σ) is given via Eq. (16) . For l < k and n = β = 1 it leads to the Meijer G representation of the one-sided Lévy stable probability distribution, to see that compare Φ l/k (σ) = lσ −1−l/k m l/k,1 (1; σ −l/k )/k with Eq. (2) of [8] .
The weight function m l/k,β (n; y) can be also expressed through the generalized Wright function. Recalling Eq. (26) in which we use the series form of the generalized hypergeometric function with the Gauss multiplication formula for the Gamma function we have
where parameters b j are the same introduced immediately after Eq. (26).
C. Radius of Convergence
Below we will find the interval y ∈ [0, R) in which the power series m l/k,β (n; y) converges, i.e., we determine its radius of convergence R = lim r→∞ |c r /c r+1 |. It is calculated from Eq. From the above we see that R is infinite for ln < k; finite for and equal to (k/l) ln/k for ln = k, and zero for ln > k.
Thus, under the considered condition ln ≤ k the function m l/k,β (n; y) is well-defined.
IV. NONNEGATIVE CHARACTER OF m l/k,β (n; y)
From the Bernstein theorem [19, 29, 32] we know that any CM function can be expressed as the Laplace transform of a nonnegative weight function. In Sec. III we have found the Laplace transform representation of the MLR function with m l/k,β (n; y) as the weight function. Now, we will show that m l/k,β (n; y) is nonnegative for some values of n and β. We will consider three cases: nl = k is presented in the part I, 2l < k in the part II, and the general case nl < k in the part III.
I. For ln = k where n = 2, 3, . . . and l, k are integers such that l < k the radius of convergence of m l/k,β (n; y) is finite and equals to n. If n is an integer then we can consider only the case of l = 1 and k = n. This generalizes all possible choices of l and k because we take integers n equal to k/l. The weight function m l/k,β (n; y) for l = 1, k = n can be represented as m 1/n,β (n; y) = (2π) 1−n 2 n 3/2 y G n,0 n,n y n n n n times β, . . . , β ∆(n, 1) Θ(n−y),
where the Heaviside function Θ(·) is introduced to extend the domain of integration space on the positive semiaxis [0, ∞). Obviously, it encodes the information about the finite radius of convergence: m 1/n,β (n; y) = 0 for y > n.
According to the Lemma 2 of [11] the Meijer Gfunction function appearing in the RHS of Eq.(30) is nonnegative if β = (β, . . . , β) (β occurs n times) is weakly supermajorized by n = ∆(n, 1). Due to the Definition A.2 of [17] or to the Eq. (15) of [11] the sequence B = (b 1 , . . . , b n ) is weakly supermajorized by the sequence A = (a 1 , . . . , a n ) if 0 < b 1 ≤ . . . ≤ b n , 0 < a 1 ≤ . . . ≤ a n , and 
In our case the elements of the sequence A are the ratios i/n with i = 1, 2, . . . , n − 1, and elements of the sequence B are all equal to β. For such chosen A and B the condition Eq. (31) has the form
from which β ≥ (N + 1)/(2n), N = 1, 2, . . . , n. For the largest allowed value of N , i.e. N = n, it yields to
which provides the condition for the parameter β under which the function m 1/n,β (n; y) is nonnegative.
Example 4. According to Eq. (30) the simplest case of m 1/n,β (n; y) is that for k = n = 2 and β = 1 which agrees with the restriction Eq. (33) giving β ≥ 3/4. For the above values of n, l, k, and β the function m 1/2,1 (2; y) is 
(35) which reproduces the MLR for α = 1/2, β = 1, and n = 2, see Eq. (10) for considered values of parameters α, β, and n. We emphasize the importance of the condition β ≥ (n + 1)/(2n); if it is broken then the function m l/k,β (n; y) may become negative, e.g. by taking β = 1/2 we arrive at
negative for 0 < y < 2 and 0 for y ≥ 2.
The cases of n = 3, n = 4, and n = 5 as well as the case of n = 2 are presented in Fig. 1 . In Fig. 1 the red curve presents m 1/n,1 (n; y) for n = 2, the blue curve is for n = 3, the green one for n = 4, and the orange one is for n = 5. All functions are defined in finite domains and for β = 1 such value of β automatically satisfied the condition (33). where, as mentioned in the Section 3.1, Φ l k (η −1 ) is the one-sided Lévy stable distribution. Next, we integrate of both side of Eq. (37) by exp[−(x/2) 2 η −1 ] for η > 0. Setting η −1 = ξ in the left-hand side in Eq. (37) leads to
II. We consider the nonnegativity of the toy model in-
The integration of the right-hand side of Eq. (37) by ∞ 0 e −(x/2) 2 η −1 dη, where we apply u = t 2 , together with the change of the order of integrations, give
The integral in square bracket is equal to xK 1 (xt)/t, where K 1 (xt) denotes the modified Bessel function of the second kind named also the McDonalds function. According to Eq. (37) we can compare Eq. (38) with (39). The equality between these formulas yields to the Hankle-type transform [14, 21] :
The completely monotonic character of the KWW function exp[−(x/2) 2l/k ] for 0 < l/k < 1/2 shown in [23] . Moreover, the function with the negative power is also completely monotone. Then, their product is also completely monotonic. From Theorem 7 of [21] , see point 4, it appears that t −2l/k−1/2 m l/k,1 (2; t −2l/k ) is nonegative function. Because t > 0 then t −2l/k−1/2 and m l/k,1 (2; t −2l/k ) are nonegative functions. That finish the proof of nonegative character of m l/k,1 (2; y), y > 0, under condition 2l < k.
Example 5. Eq. (26) for β = l = 1, k = 3, and n = 2 gives
where we have used Kummer's relation given by Eq. III. As the last case let us consider the ln < k and β > 0 for which m l/k,β (n; y) is well-defined for y ∈ [0, ∞). In this situation the asymptotics of the functionm l/k,β (n; y) at y = 0 is
which can be deduced by taking the zero term in the series Eq. (28) . The asymptotic behavior of m l/k,β (n; y) for y ≫ 1 can be estimated by using Eq. (7) of [10] or task 1.18 on p. 41 of [18] being the special case of equation on page 289 of [2] . Thus, m l/k,β (n; y) for large y can be approximated as
which goes to zero along the positive semi-axis.
In this general situation the nonnegativeness of m l/k,β (n; y) is shown by making the numerical calculation. In Figs. 2 and 3 are presented m l/k,β (n; y) for l/k = 3/7, n = 2, β = 1/2, 3/4, 1, 5/4 and l/k = 3/10, n = 3, β = 1/3, 2/3, 1, 4/3, respectively. Point out that these two examples were chosen in such a way that the condition nl < k is kept. It can be observe that m 3/7,β (2; y) and m 3/10,β (3; y) for β = 1/2 have the negative parts for y ∈ (0.086, 1.666) and y ∈ (0.924, 3.409), respectively. It would be of interest, thus to give a definitive answer to the open question posed in [5] , of finding the relationship which must satisfy α and β in order to ensure the CM of the MLR function, namely the functional dependence M n (α) such that F (n) α,β (−x) tuns out CM when β ≥ M n (α). For n = 1, i.e. when F (1) α,β is the standard two-parameters ML function, it is known that this re-lationship is β ≥ α with 0 < α ≤ 1, thus M 1 (α) = α [30] .
In the more general case, unfortunately, we are not able to explicitly give an analytical representation of this dependence but, thanks to the theoretical findings investigated in the paper, in particular Theorem 2, and by means of some numerical procedures, we can approximate M n (α) and give a graphical representation.
Indeed, a numerical procedure performed in variable precision arithmetic in Maple allow to evaluate the function m α,β (n; y) in a sufficiently large interval for y and for a wide range of α and β and hence compute, thanks a binary search algorithm, for any 0 < α < 1/n an approximation of the minimum value M n (α) such that for β ≥ M n (α) it is m α,β (n; y) ≥ 0 and hence F
The values M n (α) obtained for n = 1, 2, 3, 4, and 5 are presented in Fig. 4 , where vertical dotted lines represent 1/n while the horizontal dotted lines are the limit values (n+1)/(2n) of Eq. (33). The computation of each M n (α) is not made on the whole interval α ∈ (0, 1/n) since close to the upper bound 1/n the convergence of m α,β (n; y) is very slow and numerically not stable. As expected, M n (α) tends to be (n + 1)/(2n) when α → 1/n and for α = 1/n we find the result described in Sec. 4 point I. The straight line is only for n = 1 which agrees with the already known results for the ML function.
V. CONCLUSIONS
It is known that special cases of the MLR function are completely monotonic when n = 1 and, hence, there exists their unique Laplace transform with a nonnegative weight function. Inspired by this fact we expressed the MLR function F (n) α,β (·), n = 1, 2, . . . and rational α = l/k such that 0 < l/k < 1, as the Laplace transform of the weight function m α,β (n; −). Thereafter, for proving the nonnegativity of m α,β (n; −) we considered three cases: (i) ln = k, (ii) 2l < k and β = 1, and (iii) ln < k. In the first two cases, namely (i) and (ii), we were able to prove the completely monotonicity of F (n) 1/n,β (−x) and F (n) l/k,1 (−x). From the weakly supermajorized theorem [11, 17] appears that the weight function m 1/n,β (n; y) is nonnegative for β ≥ (n+1)/(2n). This claim is in agreement with the fact that m 1/n,β (n; y) has a finite radius of convergence which means that we have to deal with the Laplace transform defined on a finite sector. Such Laplace transform corresponds to the Hausdorff moment problem (the moment problem defined in the finite sector) which contains the positive defined weight function [32] related to m 1/n,β (n; y). In the case (ii) with the help of Theorem 7 point 4 of [21] we were able to prove the nonnegativity of m l/k,β (n; y) for n = 2 and β = 1. Here, we specify two examples l/k = 1/3 and l/k = 1/4 for which the weight function m l/k,β (n; y) can be presented as the positive standard function which contains the Bessel function of the second kind and the square of the difference of the Bessel functions of the first kind. The last case, i.e. ln < k, is more difficult. For this case we were able to consider only the asymptotics of m l/k,β (n; y) and show their nonnegative behaviour numerically.
We believe that for the proof of the nonnegative character of m l/k,β (n; y) it will be helpful its representation in terms of nested integrals. This form can be derived by using the Laplace transform of the MRL function. Every times when we apply Eq. (12) we reduce the parameter n of the MLR function by one such that n times used this formula allow one to present the n MLR function as the nested integrals which started with F (1) α,β (−x), i.e. the two-parameters ML function E α,β (−x). This twoparameters ML function is given by Eq. (13) and it is defined through g α,β (u) function. The integral representation of g l/k,β (u) can be find in [6] , see Eq. (7) for γ = 1 and rational α = l/k: The Bromwich contour L ξj , j = 1, 2, . . . , n, is with ℜ(ξ i ) > 0. Eq. (47) can be proved by induction. The circle bracket defined the weight function m l/k,β (n; y).
(-) the cancelation formula given by Eq. (7.2.3.7) of [26] , according to which the same terms in nominator and in denominator can be cancelled: p F q (a p−r ), (c r ) (b q−r ), (c r ) ; z = p−r F q−r (a p−r ) (b q−r ) ; z ; (B.2) (-) Kummer's relation transforming 1 F 1 into another 1 F 1 :
see Eq. (7.11.1.2) of [26] .
Because of in the text we extensively applied relations between the generalised hypergeometric function and the special function we list them below: (-) combining Eq. (7.11.1.21) for b = 2a of [26] with Eq. (7.11.4.5) of [26] we get 
