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Recent experimental breakthroughs have demonstrated that the electron spin in silicon can be
reliably injected and detected as well as transferred over distances exceeding 1 mm. We propose
an on-chip communication paradigm which is based on modulating spin polarization of a constant
current in silicon wires. We provide figures of merit for this scheme by studying spin relaxation and
drift-diffusion models in silicon.
Virtually all modern information technologies are
based on modulating electromagnetic waves whose prop-
agation is described by Maxwell equations. When this
technique is used for on-chip communication, signals are
transmitted via metallic wires, modeled as transmission
lines with the voltage and current being distance and
time-dependent. The main drawbacks of this technique
relate to dynamical crosstalk between wires, RC bottle-
necks, and electromigration between silicon and its in-
terconnect material.1,2 These effects become increasingly
acute with reducing the spacing between adjacent wires
and with increasing the modulation frequency. Imple-
menting new high-performance communication schemes
and interconnects is thus central to the scaling of inte-
grated circuit technologies.
We propose a different concept for data communica-
tions which relies on the modulation of the electrons’ spin
polarization of a constant current in Si wires. If spin,
rather than voltage, encodes information, then the wires
remain charged indefinitely where the constant charge
current is used to drive the information but not to carry
it. This scheme is free of dynamical transmission line
effects, electromigration problems and the need for wire
shielding. Using the electron spin to process3,4 or trans-
fer information in semiconductors may spur spintronic
applications beyond information storage.5,6
Silicon is a promising material candidate due to its
weak spin-orbit coupling.7–10 Measured spin lifetime of
intrinsic Si at low temperatures is within the µs range,11
and 10 ns at 300 K,12,13 the longest of any inorganic bulk
semiconductor. At the saturation drift velocity of silicon
(∼107 cm/s), this corresponds to a transport length scale
exceeding 1 mm. Furthermore, recent advances in spin
injection into Si14–19 are encouraging for experimental
implementation of spin interconnects. Figure 1 shows a
scheme of the spin-based communication protocol. The
transmitter generates information via modulation of the
magnetization in the upper spin-injector contact. This
is realized by modulating the voltage of a short and lo-
cal transmission line above the contact. The current,
I0, across the ferromagnet/Si interface is constant and
driven by an external source. I0 is comprised primarily
of electrons whose spin matches the spin-up population
of the injector contact. This constant current flows in
the Si wire without interfering with the information that
FIG. 1: (Color online) A spin-based communication scheme.
The current in Si wire I0, is constant, but it is mainly gov-
erned by a spin-up or a spin-down current depending on the
direction of the injector magnetization (left). The receiver
splits the current into two paths (right contacts.) The detec-
tion is “1” or “0” if the current is governed, respectively, by
spin-up (Iup > Idown) or spin-down (Iup < Idown), currents.
may propagate in the adjacent wires (not shown). At the
receiver, I0 is split into two paths where electrons pre-
fer to be extracted from a ferromagnetic contact whose
magnetization direction matches their own spin direc-
tion. Thus, the current in one of the receiver’s contacts is
greater than in the other contact and a local differential
device/amplifier may resolve the encoded information.
The spin relaxation time τs and mobility µ in the Si
wire are the most important parameters in setting the
proposed on-chip communication lengthscale. We con-
sider non-degenerate Si wires with cross section areas
larger than 10×10 nm2. Since the effective electron Bohr
radius and the mean free path of thermal electrons in Si
at 300 K is of the order of a few nm, the transport in such
wires is bulk-like and the spin relaxation is governed by
Elliott-Yafet processes.20,21 Taking into account the six
conduction band valleys in silicon, we follow the classical
categorization into intravalley and intervalley scattering
where the latter has contributions from g and f processes
which denote, respectively, scattering between opposite
valleys and between valleys on different crystal axes.22
We first study how τs can be tailored using strain and
then we incorporate our findings into a spin dependent
drift-diffusion description of the wire.5,6 The strain has
two effects which increase τs. The first is to lift the energy
degeneracy between valleys that reside on different axes
(valley splitting) which suppresses the f -process contri-
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FIG. 2: (Color online) Calculated spin relaxation time as a
function of the valley splitting, ∆s, due to stress along the
[001] and [100] crystal axes. The spin quantization axis is cho-
sen parallel to the [001]. The simulated stress levels are com-
patible with external stress levels in bulk silicon or with inter-
nal strain in heterostructures with slight lattice mismatch.27
X symbols denote elaborate numerical results and solid lines
are calculated via weighted suppression of the numerical con-
tributions of the unstrained case (∆s=0).
bution to spin-relaxation.8,23 In an unstrained Si this
contribution is dominant at high-temperatures.10 Val-
ley splitting is possible if the diagonal strain components
are not equal (e.g., via [001] and [011] stress configura-
tions). The second effect is to increase the energy spac-
ing between the bottom of the conduction band and the
spin hot-spot at the edge of the Brillouin zone.8,10 Spin
hot-spots give rise to fast spin relaxation due to the en-
hanced spin-mixing of states in these regions.24 Applica-
tion of strain with nonzero off-diagonal components (e.g.,
via [111] and [011] stress configurations) can transfer the
two-band degeneracy from the X-point region to farther
energy regions in the Brillouin zone. A comprehensive ex-
amination of the strain effects will be studied elsewhere.
Here we summarize the results that are most relevant to
the spin communication protocol.
Figure 2 shows simulation for the spin relaxation sup-
pression in Si as a function of stress levels along the [001]
and [100] crystal axes. These simulations follow a nu-
merical procedure similar to the unstrained case.8 Strain
effects were incorporated into the band structure calcu-
lation following Ref. [25] and into the phonon dispersion
and polarization vectors following Ref. [26]. The figure
shows that τs at 300 K can be four times longer than the
unstrained case. This optimal improvement is reached
when the spin quantization axis (chosen parallel to the
[001] crystal axis) is perpendicular to the axis of val-
leys with lower energy. The saturation of τs at higher
stress levels is reached when f -processes are effectively
quenched and the dominant contribution to spin relax-
ation comes from intravalley scattering,
τs(∆s  kBT )
τs(∆s = 0)
=
4
3
1
1 + δeˆ,zˆ
(
1 +
τi,0τg,0
τf,0(τi,0 + τg,0)
)
,(1)
where eˆ and zˆ are unit vectors along the stress and spin
quantization axes, respectively. τi,0, τg,0 and τf,0 denote,
FIG. 3: (a) Current polarization of an alternating pulse train
(spin-up, spin-down, spin-up ...) along a strained Si wire at
three repetition rates. (b) Maximal propagation for three
voltage drop levels across the wire. (c) Top view scheme of
a spin interconnect circuit. At 50% areal filling with wires
whose geometry and conductivity parameters are shown on
the right hand side, the bandwidth is 1300 Tbit/(s· cm2) for
5 V bias and 0.13 GHz spin pulse modulation.
respectively, components of spin relaxation in the un-
strained case due to intravalley, g-process and f -process
scattering. Their analytical forms are given in Ref. 10.
Our findings are considerably more conservative than
those of Tang et al. who predicted an order of mag-
nitude longer τs when the f -processes are quenched.
23
The reason for the discrepancy is that in our case the
intravalley rate due to scattering with acoustic phonons
is much faster, τi,0 ∼10 µs at 50 K and τi,0 < 50 ns at
300 K, consistent with Larmor precession and spin-valve
measurements of spin injection in Si,11,14,28 with previ-
ous detailed numerical calculation,8 and with analytical
k ·p formalism.10 It is possible that the coupling between
the upper and lower conduction bands which provides the
dominant contribution to intravalley spin relaxation,10 is
not included in the sp3 model in Ref. [23].
To explore the feasibility of the proposed communica-
tion scheme, we model spin-dependent pulse propagation
in a strained Si wire. Using a drift-diffusion model, the
propagation of a pulse is,
P (x, t) =
P0√
4piDt
exp
(
(x− µEt)2
4Dt
− t
τs
)
, (2)
where P (x, t) denotes the current spin polarization at lo-
cation x and time t, P0 is the polarization at the transmit-
ter, D is the diffusion constant, and E is the electric field.
Using the room temperature parameters of strained Si,
τs=35 ns from Fig. 2 and µ=2500 cm
2/V·s,29 we model
propagation of a (spin) pulse train across a strained Si
wire. Figure 3(a) shows a snapshot of the current polarity
along the 1 mm wire due to transmission of a pulse train
at three different repetition rates. The drift velocity is
µE=4·106 cm/sec. We consider the ‘worst case scenario’
in which the polarity is flipped with each pulse. After
1 mm propagation the current remains spin-polarized at
1 GHz pulse repetition rate where the peak polarity drops
by an order of magnitude (from ±P0 to ±0.1P0).
To provide figures of merit of this technique, we define
the maximal repetition rate, fmax, which is mostly dic-
3tated by the intermixing of nearby spin-pulses (diffusion
effect). If we limit the intermixing to 10% then,
fmax=
1
3
√
qV 3
kBT
µ
L2
, τ`=
√
L2τs
µV
, Lmax=
√
µV τs , (3)
where V is the voltage drop across the wire and kBT/q
is the thermal voltage, τ` is the latency (propagation de-
lay) and Lmax is the maximal propagation length limited
by spin relaxation (L < Lmax). Using the previous τs
and µ parameters, the table in Fig. 3(b) shows the max-
imal propagation lengths of the communication scheme.
Figure 3(c) shows a scheme of a lateral circuit whose
interconnects are strained silicon wires with the param-
eters on the right hand side of the figure. Assuming a
50% areal filling with wires, the attainable bandwidth
for such a lateral circuit working at 5 V and 0.13 GHz
is 1300 Tbit/(s·cm2) and the needed power is 0.25 Watt
(Joule heating of the wires). These bandwidth and power
are by far superior to any other existing technique (see,
e.g., Fig. 3 in Ref. [30]). On the other hand, the main
drawback of the proposed communication scheme is the
increased latency (>10 ns per 1 mm compared with 10-
20 ps in metallic transmission lines and optics on-chip).
Nonetheless, the extremely high bandwidth of spin in-
terconnects may satisfy wiring demands between near-
est neighbor nodes of practical multi-core microproces-
sor architectures and they may also spur communication
schemes in emerging 3D electronic technologies, recon-
figurable logic and optoelectronic systems (e.g.; in spin-
lasers by modulating the information via the polarization
rather than the amplitude of light31–33).
In conclusion, we have studied the performance of spin
interconnects implemented in silicon wires. By using
strain, the propagation distances are predicted to reach
the 1 mm scale at room temperature while keeping a
high fidelity of the signal, demonstrating the feasibility
of high-performance spin interconnects. We have also
provided figures of merit for the maximal spin-pulse rep-
etition rate and propagation length as well as discussing
the latency versus bandwidth trade-offs.
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