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We consider a network of N noisy bistable elements with global time-delayed couplings. In a two-
state description, where elements are represented by Ising spins, the collective dynamics is described
by an infinite hierarchy of coupled master equations which was solved at the mean-field level in the
thermodynamic limit. For a finite number of elements, an analytical description was deemed so far
intractable and numerical studies seemed to be necessary. In this paper we consider the case of two
interacting elements and show that a partial analytical description of the stationary state is possible
if the stochastic process is time-symmetric. This requires some relationship between the transition
rates to be satisfied.
PACS numbers: 02.50.Ey, 05.40.-a, 05.10.Gg
I. INTRODUCTION
Systems with time-delayed interactions have been a subject of extensive studies in recent years due to their relevance
to a wide range of phenomena occurring in physics, biology, ecology, economics, and other sciences. In most situations,
the effect of random noise due to the environmental fluctuations cannot be ignored and observables are better described
as stochastic variables. As is well known, this may have a major impact on the dynamical behavior, in particular
when noise combines with nonlinearity, which leads to many remarkable effects such as dynamical transitions[1],
synchronization[2], stochastic resonance[3], coherence resonance[4], etc... The addition of time delay increases the
dimensionality and hence the complexity of these systems, inducing new phenomena such as multi-stability[5] and
oscillatory behavior[6–8].
By definition, stochastic time-delay systems are non-Markovian, which seriously complicates the analytical treat-
ment as the standard tools for ordinary stochastic differential equations are not directly applicable. Although one
can extend the Fokker-Planck description to stochastic delay-differential equations[9, 10], exact solutions are rare
(essentially limited to the linear case[9, 11, 12]), and in order to calculate probability densities and time correlation
functions one has to resort to approximate treatments (e.g. small-delay expansion[9, 13], perturbation theory[14])
and more generally to numerical simulations. This can be traced back to the fact that stochastic delay systems can
be viewed as systems with an infinite number of degrees of freedom.
The situation is even more complicated when one considers several interacting units with time-delayed couplings,
a situation that usually occurs in a biological context (e.g. in neural or genetic regulatory networks) and can also be
realized with laser networks (see e.g. [15, 16] for recent references). From a theoretical point of view, the canonical
example is a globally coupled network of stochastically driven bistable elements, a system that has been extensively
studied in the absence of delay[3, 17, 18]. As is often done with bistable elements, one may replace the original
continuous system by a two-state model with suitably chosen transition rates and replace the stochastic differential
equations by master equations for the occupation probabilities. Then one has to cope with an infinite hierarchy of
coupled equations which at first sight cannot be closed. So far, a full analytical description of the dynamics is only
avail able when there is a single element[19, 20] or an infinite number of elements[21]. In this thermodynamic limit,
which may be justified in actual situations (e.g. a multicellular system[8]), one can derive a deterministic equation
of motion for the mean-field variable i.e. the ensemble average of the state variable. The solution then exhibits
phase transitions to nontrivial stationary states or delay-dependent oscillations via Hopf bifurcations. In principle,
corrections to the mean-field behavior can be obtained within an expansion in the inverse system size (see e.g. [22]).
The aim of the present work is to show that a solution of the delay master equations can also be obtained for a
finite number of interacting bistable elements, at least in the stationary state and for a restricted time interval. In
the following, for simplicity, we only treat the case of two coupled elements but the demonstration can be extended to
several units at the price of increasing analytical complexity. Interestingly, the demonstration used the time-symmetry
of the delay master equations, an issue which does not seem to have been discussed in the existing literature.
The paper is organized as follows. In the next Section we present the model and derive the master equations for the
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2probabilities. In Section III we solve these equations and compute the time correlation functions under the condition
that a certain relation between the transition rates is satisfied. Analytical results are then compared to the results
of numerical simulations. Concluding remarks are given in Section IV. Appendix A is devoted to the analysis of
time-symmetry and Appendix B details the solution of the master equations.
II. MODEL AND MASTER EQUATIONS
As Huber and Tsimring[21] we consider an ensemble of N identical bistable elements, each of them characterized
by the variable xi(t) and obeying the coupled Langevin equations
x˙i(t) = −dV (xi)
dxi
+ X(t− τ) +
√
2Dξi(t) , i = 1...N (1)
where V (x) = −x2/2 + x4/4 is a generic symmetric double-well potential and X(t) is the global ‘mean-field’
X(t) =
1
N
∑
i
xi(t) . (2)
Here τ is the time delay,  is the strength of the feedback coupling, and D is the variance of the Gaussian fluctuations,
which are δ-correlated and mutually independent < ξi(t)ξj(t
′) >= δ(t − t′)δij . For each i, this set of equations thus
describes the overdamped motion of a particle evolving in an effective τ -dependent double-well potential Uτ (x) =
V (x)− X(t− τ)x. Note that each element is identically coupled to all units at time t− τ , including itself (the case of
a chain with unidirectional coupling, i.e. xi(t) only coupled to xi−1(t− τ), is much simpler and has been considered
in Ref.[23]).
In the following we shall be interested in the stationary state that is reached in the large-time limit. Since the
number of elements is strictly finite, one expects this state to be unique for all couplings with an average value
< X(t) >= 0 (i.e. there is no phase transition).
As in Refs.[19, 21] we consider the case of small noise and small coupling where one can neglect the intrawell
fluctuations and replace the continuous dynamical variables xi(t) by the two-state variables si(t) that take the values
±1. The switching rates associated to the instantaneous potential Uτ (x) can be calculated from Kramers formula[24]
γK = (2pi)
−1√U ′′τ (x±)U ′′τ (x0) exp(−∆Uτ/D) where x± and x0 are the positions of the minima and the maximum of
the potential, respectively, and ∆Uτ = Uτ (x0)−Uτ (x±) is the barrier that an element has to overcome to jump from
one stable state to the other. For small , the two minima of the potential are located at x± = ±1 + X/2, which
yields[21]
γK =
√
2± 3X(t− τ)
2pi
exp
(− 1± 4X(t− τ)
4D
)
, (3)
so that γK can take different values depending on the sign of si at time t and the state of the system at time t − τ
(in the two-state description X(t) = (1/N)
∑
i si(t)). When N = 1, which is the simplest case studied by Tsimring
and Pikovsky[19], there are only two possible values
γ1,2 =
√
2± 3
2pi
exp
(− 1± 4
4D
)
(4)
corresponding to s(t)s(t− τ) = 1 and s(t)s(t− τ) = −1, respectively. In the opposite limit studied in Ref.[21], where
the number of units is very large, stochastic fluctuations can be neglected and the collective variable X(t) approaches
the average value < s(t) >=
∑
s=±1 sp(s, t), where p(±1, t) are the occupation probabilities of the states s = ±1.
One can then derive a closed equation of motion for the mean field X(t).
In the present work we focus on the case N = 2 and from Eq. (3) we must take into account three different switching
rates
γ0 =
√
2 + 3
2pi
exp
(− 1 + 4
4D
)
for |X(t− τ)| = 1 and si(t)X(t− τ) = 1
γ1 =
√
2
2pi
exp
(− 1
4D
)
for X(t− τ) = 0
γ2 =
√
2− 3
2pi
exp
(− 1− 4
4D
)
for |X(t− τ)| = 1 and si(t)X(t− τ) = −1 (5)
3with X(t) = (1/2)[s1(t)+s2(t)]. These different rates can be put together in a single expression defining the switching
rate from si(t) to −si(t) depending on the state of the spins s1 and s2 at t− τ ,
T (si → −si; s) = γ1 + 1
4
(γ0 − γ2)si(t)[s1(t− τ) + s2(t− τ)] + 1
4
(γ0 + γ2 − 2γ1)[1 + s1(t− τ)s2(t− τ)] (6)
where s denotes the two-component vector {s1, s2} and it is implicit in the notation T (si → −si; s) that si is taken
at time t and s at time t− τ .
The description of the dynamics of the system is then encoded in 4 coupled master equations for the probabilities
p(s, t) which read
p˙({s1, s2}, t) =
∑
s′
[
T (−s1 → s1; s′)p(s′, t− τ ; {−s1, s2}, t) + T (−s2 → s2; s′)p(s′, t− τ ; {s1,−s2}, t)
− [T (s1 → −s1; s′) + T (s2 → −s2; s′)]p(s′, t− τ ; {s1, s2}, t)
]
(7)
where p(s′, t − τ ; s, t) is the joint probability that the system is in state s′ at t − τ and s at t. The equations of
motion are thus not closed at the level of one-time probabilities and one also need to consider the equations of
motion for p(s′, t − τ ; s, t), p(s′′, t − 2τ ; s′, t − τ ; s, t), and so on. As already pointed out, this hierarchical structure
merely reveals that a time-delayed system is a system with an infinite number of degrees of freedom. For N = 1,
the master equations for the one-time probabilities p(±1, t) are closed[19] because one can use the exact relations
p(1, t− τ ;±1, t) +p(−1, t− τ ;±1, t) = p(±1, t) and p(±1, t− τ ; 1, t) +p(±1, t− τ ;−1, t) = p(±1, t− τ) to eliminate the
two-time probabilities. For similar reasons, a closed chain with unidirectional couplings can also be solved at the level
of the one-time probabilities[23]. On the other hand, for the system described by the coupled Langevin equations (1),
one can easily check that there are not enough such exact relations to close the hierarchy for a generic value of N ,
even when taking into account the additional symmetry relations obtained by exchanging the spins 1 and 2 and the
signs +1 and −1 (see below).
III. STATIONARY SOLUTION OF THE MASTER EQUATIONS FOR N = 2
We now turn our attention to the stationary solution of the N = 2 model which satisfies p˙st(s, t) = 0. We are
interested in calculating pst(s) and the self and cross time-correlation functions ψs(t) and ψc(t) defined by
ψs(t) =< s1(t)s1(0) >=
∑
s0,s
s1s
0
1 pst(s, t|s0) pst(s0)
ψc(t) =< s1(t)s2(0) >=
∑
s0,s
s1s
0
2 pst(s, t|s0) pst(s0) (8)
where we have introduced the conditional probabilities pst(s, t|s0) (hereafter it is implicit that s0 denotes the state at
t = 0). From Eqs. (7), we readily get
p˙(s, t|s0) =
∑
s′
[
T (−s1 → s1; s′)p(s′, t− τ ; {−s1, s2}, t|s0) + T (−s2 → s2; s′)p(s′, t− τ ; {s1,−s2}, t|s0)
− [T (s1 → −s1; s′) + T (s2 → −s2; s′)]p(s′, t− τ ; {s1, s2}, t|s0)
]
(9)
which, unsurprisingly, indicates that the calculation of ψs(t) and ψc(t) requires the knowledge of the three-time
conditional probabilities pst(s
′, t− τ ; s, t|s0) which in turn depend on four-time functions, etc...
Hence, at this stage, it seems that the problem cannot be solved exactly. However, remarkably, an analytical
solution does exist if the switching rates satisfy the relation
γ0γ2 = γ
2
1 (10)
which may also be viewed as a natural consequence of Kramers’ equations (5) if one expands the product γ0γ2 up to
order . Indeed, as shown in Appendix A, the stochastic process is then statistically time reversible in the stationary
state. In other words, any sequence of states S has the same probability as its time reverse S:
pst(S) = pst(S) . (11)
4This readily implies that
pst(s
′, t− τ ; s0, 0; s, t) = pst(s,−t; s0, 0; s′, τ − t) (12)
and thus
pst(s
′, t− τ ; s, t|s0) = pst(s,−t; s′, τ − t|s0) . (13)
(In Appendix A we show an example where Eq.(10) is violated and thus Eq. (13) is not satisfied). From this equation
we can derive a closed equation for the key quantity pst(s
′, t− τ ; s, t|s0) and then compute the stationary occupation
probabilities and the time correlation functions. We stress, however, that the solution for the time correlation functions
is only valid in the interval 0 ≤ t ≤ τ (whereas Eq. (13) holds for all times t). In this sense the problem is only
partially solved.
0
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FIG. 1: Sequence of states s, s′ and s0 for (a) 0 ≤ t ≤ τ and (b) t > τ . On the right hand side, the direction of time is reversed.
We first compute the infinitesimal change dp(s′, t− τ ; s, t|s0) associated to an infinitesimal change dt. Taking into
account the fact that t appears twice, we obtain
dp(s′, t− τ ; s, t|s0) = [p(s′, t− τ ; s, t+ dt|s0)− p(s′, t− τ ; s, t|s0)] + [p(s′, t+ dt− τ ; s, t|s0)− p(s′, t− τ ; s, t|s0)]
= [p(s′, t− τ ; s, t+ dt|s0)− p(s′, t− τ ; s, t|s0)] + [p(s,−t; s′, τ − t− dt|s0)− p(s,−t; s′, τ − t|s0)]
≡ dp1 + dp2 (14)
where we have used Eq. (13) to reverse the direction of time in dp2, the second term inside brackets (from now on we
omit the subscript {st} in the various probability distributions to simplify the notations). When 0 ≤ t ≤ τ , the state
s0 of the system at t = 0 is irrelevant for calculating dp1/dt and dp2/dt. Indeed, as illustrated in Fig. 1(a), one has
t− τ < 0 < t in the first case and −t < 0 < τ − t in the second case. Since the switching rate at time t only depends
on the states at times t and t− τ and the switching rate at time τ − t only depends on the states at times τ − t and
−t, we simply have (cf. Eq. (7) without the summations)
p˙(s′, t− τ ; s, t|s0) = p˙1 + p˙2 (15)
with
p˙1 =T (−s1 → s1; s′)p(s′, t− τ ; {−s1, s2}, t|s0) + T (−s2 → s2; s′)p(s′, t− τ ; {s1,−s2}, t|s0)
− [T (s1 → −s1; s′) + T (s2 → −s2; s′)]p(s′, t− τ ; {s1, s2}, t|s0) (16)
and
p˙2 =− T (−s′1 → s′1; s)p(s,−t; {−s′1, s′2}, τ − t|s0)− T (−s′2 → s′2; s)p(s,−t; {s′1,−s′2}, τ − t|s0)
+ [T (s′1 → −s′1; s) + T (s′2 → −s′2; s)]p(s,−t; {s′1, s′2}, τ − t|s0) (17)
5(note the change of sign in p˙2 in relation to the change of sign of dt).
On the other hand, when t > τ , as illustrated in Fig. 1(b), one has −t < τ − t < 0 and a possible switching at time
τ − t is conditioned by the fact that the system is in state s0 at t = 0, which lies in the future. Therefore the simple
probabilistic argument that leads to Eq. (17) is no more valid (for instance, it can be checked in the case N = 1
that the corresponding equation does not yield the correct expression of the correlation function for τ < t ≤ 2τ as
computed in Ref.[19]). Despite our efforts, we have not succeeded so far to find the correct equation of motion of
pst(s
′, t− τ ; s, t|s0) for t > τ .
To proceed and solve the set of coupled linear differential equations represented by Eqs. (15-17), it is now necessary
to make explicit the dependence on the 4 configurations {1, 1}, {1,−1}, {−1, 1}, {−1,−1} that we shall denote
A,B,C,D, respectively. First, we note that all quantities must be invariant under particle exchange s1 
 s2 and sign
exchange +1 
 −1 (this symmetry is unbroken because no phase transition is expected). This readily implies that
p(B) = p(C) and p(A) = p(D) whence
p(A) + p(B) =
1
2
. (18)
Moreover, when calculating the conditional probabilities, the state s0 at t = 0 may be chosen to be either A or B.
Hence there are only 6 distinct functions p(s, t|s0), namely p(A, t|A), p(B, t|A), p(D, t|A), p(A, t|B), p(B, t|B), p(C, t|B)
and only 3 of them are linearly independent. Indeed, from the equations expressing the conservation of probabilities∑
s
p(s, t|s0) = 1∑
s0
p(s, t|s0)p(s0) = p(s) , (19)
one can derive the 3 relations
p(A)p(B, t|A) = p(B)p(A, t|B)
2p(B, t|A) + p(A, t|A) + p(D, t|A) = 1
2p(A, t|B) + p(B, t|B) + p(C, t|B) = 1 . (20)
There are also only 2×10 distinct functions among the 64 conditional probabilities pst(s′, t−τ ; s, t|s0) (which moreover
are not all linearly independent because of conservation of probabilities). Inserting the expression (6) of the rates in
Eqs. (15-17), we thus obtain two sets of 10 coupled linear differential equations which may be written as
p˙A(t) = ΓApA(t)
p˙B(t) = ΓBpB(t) (21)
with
pA(t) =

p(B, t− τ ;B, t|A)
p(A, t− τ ;B, t|A)
p(D, t− τ ;B, t|A)
p(C, t− τ ;B, t|A)
p(B, t− τ ;A, t|A)
p(A, t− τ ;A, t|A)
p(D, t− τ ;A, t|A)
p(B, t− τ ;D, t|A)
p(A, t− τ ;D, t|A)
p(D, t− τ ;D, t|A)

, pB(t) =

p(A, t− τ ;A, t|B)
p(B, t− τ ;A, t|B)
p(C, t− τ ;A, t|B)
p(D, t− τ ;A, t|B)
p(A, t− τ ;B, t|B)
p(B, t− τ ;B, t|B)
p(C, t− τ ;B, t|B)
p(A, t− τ ;C, t|B)
p(B, t− τ ;C, t|B)
p(C, t− τ ;C, t|B)

, (22)
and ΓA, ΓB are 10× 10 matrices whose expressions are given in Appendix B. The solution of these equations is
pA(t) = e
ΓAtpA(0)
pB(t) = e
ΓBtpB(0) , (23)
and the problem reduces to the calculation of the eigenvalues and eigenvectors of ΓA and ΓB , as detailed in Appendix
B (the two matrices have the same spectrum when Eq. (10) is satisfied). It only remains to determine the initial
6conditions at t = 0. One can see from Eqs. (22) that only 3 components of the vectors pA(0) and pB(0) are nonzero,
p(A,−τ ;A, 0|A) = p(A, 0;A, τ |A) = p(A, τ |A)
p(B,−τ ;A, 0|A) = p(A, 0;B, τ |A) = p(B, τ |A)
p(D,−τ ;A, 0|A) = p(A, 0;D, τ |A) = p(D, τ |A) (24)
and
p(A,−τ ;B, 0|B) = p(B, 0;A, τ |B) = p(A, τ |B)
p(B,−τ ;B, 0|B) = p(B, 0;B, τ |B) = p(B, τ |B)
p(C,−τ ;B, 0|B) = p(B, 0;C, τ |B) = p(C, τ |B) (25)
where we have used the time-reversal symmetry, Eq. (13). The 6 quantities p(A, τ |A), p(B, τ |A), ..., p(C, τ |B) are still
unknown but they can be obtained by observing that Eqs.(24-25) also correspond to the values of p(s′, t − τ ; s, t|s0)
at t = τ . Therefore, they are also given by
pA(τ) = e
ΓAτpA(0)
pB(τ) = e
ΓBτpB(0) , (26)
which yields two sets of self-consistency equations whose solution is given in Appendix B. Interestingly, these equations
have nontrivial solutions only when Eq. (10) is satisfied. Therefore this relation again appears as a necessary condition
for the problem under study to be integrable.
Knowing these quantities we can calculate all the components of pA(t) and pB(t) (these functions are sums of six
exponential factors -see Appendix B- and the explicit expressions are not given here for the sake of brevity), then the
probabilities p(s, t|s0) = ∑s′ p(s′, t − τ ; s, t|s0), and finally p(A) and the correlation functions ψs(t), ψc(t). We have
verified that the probabilities p(s, t|s0) obtained in this way satisfy the equations of motion (9), which shows that the
whole calculation is indeed consistent.
The correlation functions are calculated using
ψs(t) = 2p(A)[p(A, t|A)− p(D, t|A)] + 2p(B)[p(B, t|B)− p(C, t|B)]
ψc(t) = 2p(A)[p(A, t|A)− p(D, t|A)]− 2p(B)[p(B, t|B)− p(C, t|B)] . (27)
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FIG. 2: Stationary occupation probabilities p(A) and p(B) = 1/2 − p(A) as a function of the time delay τ for D = 0.05,
 = 0.05 (left panel) and  = −0.05 (right panel). Theoretical results (solid lines) are compared to numerical simulations of the
stochastic process described by the rates (5) (circles) and simulations of the original Langevin equations (1) (crosses).
7To test the validity of our analytical results, we compared them to numerical simulations of the stochastic two-state
process with switching rates obtained from the Kramers relations (5) using D = 0.05 and  = ±0.05. For  > 0 this
yields γ0 = 0.000578, γ2 = 0.003965, and γ1 = 0.001516 (for  < 0, the values of γ0 and γ2 are interchanged). γ1
was actually adjusted to the value
√
γ0γ2 = 0.001514 so to exactly satisfy Eq. (10). The numerical simulations were
carried out using a time-step ∆t = 0.01 and averages were taken over a run of 16× 109 steps, discarding the first 109
steps. We also performed simulations of the Langevin dynamics described by Eq. (1) using Euler method.
Fig. 2 shows the dependence of the stationary probabilities p(A) and p(B) = 1/2 − p(A) on the time delay τ . As
can be seen, the theory is in perfect agreement with the simulations of the stochastic process. The agreement with
the Langevin dynamics is also reasonably good for  > 0 whereas some systematic deviations are observed for  < 0.
There are indeed more fluctuations in the latter case and the random variables x1(t) and x2(t) often take intermediate
values between −1 and +1 making the two-state model less accurate.
It is worth noting that p(A) goes to a nontrivial limit when τ →∞ (given analytically by Eq. (B17)). Indeed, the
trivial value 1/4 would be obtained by naively assuming that the events at t and t − τ in the master equations (7)
can be decoupled when τ is much larger than the other characteristic times of the system. The actual limit is larger
than 1/4 and is the same for  > 0 and  < 0, implying that the two configurations A and D where the two spins are
in the same state are favored whatever the sign of the feedback (this contrasts with the behavior for small time delays
where the ratio p(A)/p(B) is larger or smaller than 1 depending on the sign of : this result can be easily understood
by referring to the case τ = 0 where the process becomes Markovian). To understand the behavior for larger time
delays, it is instructive to consider the conditional probabilities p(A, τ |A), p(B, τ |A), ..., p(C, τ |B) whose dependence
on τ is shown in Fig. 3.
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FIG. 3: Probabilities p(A, τ |A), p(B, τ |A), p(D, τ |A), p(A, τ |B), p(B, τ |B), p(C, τ |B) as a function of τ for  = 0.05 (left panel)
and  = −0.05 (right panel).
We note in particular that p(A, τ |A) is larger or smaller than p(D, τ |A) depending on the sign of . This is not
surprising as the global coupling X(t − τ) increases or decreases the probability for an element to be at time t in
the same potential well in which the majority of elements were at time t − τ depending on whether  is positive or
negative[21]. Since configurations B and C do not contribute to the mean field X, the force that determines the
evolution of the state A at time t is (on average)  < X(t − τ) >= [p(A, t − τ |A, t) − p(D, t − τ |A, t)] which is
equal to [p(A, τ |A) − p(D, τ |A)] in the stationary state. This force is thus positive on average whatever the sign
of  and the configuration A is stabilized. On the other hand, for configuration B, the average force is equal to
[p(A, τ |B)− p(D, τ |B)] which is zero by symmetry. Although this is a mean-field argument, it qualitatively explains
why configurations A or D are more probable than B or C for both positive and negative feedbacks, as observed in
Fig. 2 for large τ .
8The behavior of the occupation probabilities as a function of the time delay observed in Figs. 2 and 3 (note also
the non-monotonic variation of p(B, τ |A) in this latter figure) suggests that the dependence on the coupling strength
at fixed τ may be also interesting. This is illustrated in Fig. 4 where the ratio p(B)/p(A) computed from Eq. (B15)
is plotted as a function of  for τ = 500. We see that there is a range of negative values of  where p(B) is slightly
larger than p(A) with a maximum occurring at  ≈ −0.012.
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FIG. 4: The ratio of the stationary occupation probabilities p(B)/p(A) as a function of the coupling strength  for D = 0.05
and τ = 500. This quantity is computed from the analytical expression of p(A) given in Appendix B.
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FIG. 5: (Color on line) Self (black) and cross (red) time correlation functions ψs(t) and ψc(t) for D = 0.05, τ = 2000,
 = 0.05 (left panel) and  = −0.05 (right panel). For 0 ≤ t ≤ τ , the theoretical results (solid lines) are compared to numerical
simulations of the stochastic process (circles).
Finally, the self and cross time correlation functions for τ = 2000 are shown in Fig. 5. For || = 0.05, this value of τ
is slightly larger than the largest characteristic time of the system (t0 = 1/γ0 ≈ 1729 for  > 0). There is again perfect
agreement between theory and simulations of the stochastic two-state process in the interval [0, τ ] where the analytical
9results are available (note that ψc(0) = 4p(A) − 1). For  > 0 both functions are positive with maxima at t ≈ nτ
whereas for  < 0 the peaks at t ≈ nτ have alternating signs (of course, the functions go to 0 as t → ∞). Moreover,
the peaks are always delayed with respect to nτ , a behavior that was already observed in the case N = 1[19].
IV. SUMMARY AND CONCLUSION
We have studied a system of two bistable elements with a global time-delayed coupling using a two-state model
where the dynamics is described by delay-differential master equations. In general, due to the non-Markovian nature
of the dynamics, this set of equations is not closed since one-time occupation probabilities depend on two-time
probabilities, two-time probabilities on three-time probabilities, etc... We have shown, however, that one can close
this infinite hierarchy and derive analytical expressions for the occupation probabilities and the correlation functions
in the stationary state provided the stochastic process is time-symmetric. This property only holds when some
relationship between the different switching rates is satisfied, which is approximately the case when the rates are
described by Kramers’s theory in the limit of very small coupling. It is rather obvious that the explicit demonstration
presented in this work can be generalized to a larger number of interacting elements, which opens the way for a
full (though admittedly intricate) analytical description. We stress, however, that our solution for N = 2 is still
incomplete since the analytical expressions of the time correlation functions are only valid for t smaller than the time
delay τ , which precludes the calculation of the power spectrum as was done for N = 1[19] or N →∞[21]. Obtaining
an analytical description valid for all times is clearly the most challenging task for future work. It would also be
interesting to compute the distribution of residence times along the lines of Ref.[20]. Our results for N = 2 show
that the main effect of the global coupling when the time delay is not too small is to increase the probability for the
elements to be in the same potential well, whatever the sign of the feedback coupling. As N increases, one should start
to observe on a certain time-scale the nontrivial behavior exhibited in the thermodynamic limit[21]. For instance,
since there exists an ordered phase with a non-zero stationary mean field X for a sufficiently large positive coupling,
one should see X switching between these non-zero values with a rate decreasing with N [25].
Appendix A: Time-symmetry in the stationary state
In this appendix we show that the stochastic process described by the hopping rates (5) is statistically time-
symmetric in the stationary state when relation (10) is satisfied. Time reversibility is not at all obvious because
stochastic processes with delay are non-Markovian by definition. However, the probability of observing a given path
during a time interval [t, t + τ ] only depends on the realization of the process during the preceding time interval
[t − τ, t] , a property that we shall use repeatedly in the following (more generally, this allows one to describe delay
processes in terms of Markov processes at the price of enlarging the space of random variables, see e.g. [10, 14]).
For this purpose we consider a discrete time approximation of the original process by defining a set of equidistant
observation times n∆t with a time-step
∆t =
τ
M
(A1)
where M is some large integer. The discrete time process converges to the original continuous one as M → ∞. The
random path (st0 = s
(0), st1 = s
(1), ..., stM = s
(M)) at times t0, t1 = t0 + ∆t, ..., tM = t0 + τ is then denoted S
0,M and
the conditional probability of observing the path SM+1,2M+1 given the path S0,M is denoted by P (SM+1,2M+1|S0,M )
(as we only study the stationary state, we can set t0 = 0 without loss of generality). We shall first prove that
pst(S
0,M ) = pst(S
M,0) , (A2)
and then extend the proof to a path of arbitrary duration. To simplify the notation, the subscript st is dropped in
the following and the time reversal of a path S (for instance SM,0) is denoted S¯.
1. The case N = 1
As a warm-up, we first consider the case N = 1. As we shall see, time symmetry is always valid, even without
taking the continuous limit ∆t→ 0. This contrasts with the case N = 2 that is studied in the next subsection.
To prove Eq. (A2) we consider sample paths of increasing length such that the path in the last time interval of
duration τ is the same as in the first interval [0, τ ], as illustrated schematically in Fig. 6. We thus first start with a
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FIG. 6: Description of the sequences of trajectories of increasing length that are used in the proof of Eq. (A2). In each
case, the first and last trajectories of duration τ are identical. On the right-hand side, the time-reversal of the sequences is
considered.
sample path S → S1 → S of duration 3τ + 2∆t that reads S0,3M+2 = (st0 = s(0), st1 = s(1), ..., stM = s(M), stM+1 =
s(M+1), stM+2 = s
(M+2), ..., st2M+1 = s
(2M+1), st2M+2 = s
(0), st2M+3 = s
(1), ..., st3M+2 = s
(M)) (here S (resp. S1) is a
short-hand notation for the sample path in the intervals [0, τ ] and [2τ + 2∆t, 3τ + 2∆t] (resp. [τ + ∆t, 2τ + ∆t])). We
then consider the time reverse of this path, i.e. S → S1 → S and prove that
P (S1|S)P (S|S1) = P (S1|S)P (S|S1) . (A3)
The crucial point is that the probability of observing s(i) only depends on s(i−1), the value of the spin at the preceding
time step, and s(i−M−1), the value of the spin M + 1 steps earlier. Hence
P (S1|S) =
2M+1∏
i=M+1
p(s(i)|s(i−1), s(i−M−1)) , (A4)
where the probabilities p(s(i)|s(i−1), s(i−M−1)) are given by the transition rates defined by Eq. (4)
p(+1|+ 1,+1) = p(−1| − 1,−1) = 1− γ1∆t
p(−1|+ 1,+1) = p(+1| − 1,−1) = γ1∆t
p(+1|+ 1,−1) = p(−1| − 1,+1) = 1− γ2∆t
p(−1|+ 1,−1) = p(+1| − 1,+1) = γ2∆t . (A5)
Eq. (A4) can thus be recast as
P (S1|S) = (1− p1)m1pn11 (1− p2)m2pn22 , (A6)
where p1 = γ1∆t, p2 = γ2∆t, and m1,m2, n1, n2 count how many times the factors 1− p1, 1− p2, p1, p2 appear in the
right-hand side of Eq. (A4). These numbers are readily obtained by introducing the binary variables
aν =
s(ν) + 1
2
, bν =
s(ν+M+1) + 1
2
, 0 ≤ ν ≤M (A7)
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which yields
m1 =
M∑
ν=0
[aνbν−1bν + (1− aν)(1− bν−1)(1− bν)]
n1 =
M∑
ν=0
[aνbν−1(1− bν) + (1− aν)(1− bν−1)bν ]
m2 =
M∑
ν=0
[aν(1− bν−1)(1− bν) + (1− aν)bν−1bν ]
n2 =
M∑
ν=0
[aν(1− bν−1)bν + (1− aν)bν−1(1− bν)] . (A8)
with the convention b−1 ≡ aM . Similarly, we can also write the left and right-hand sides of Eq. (A3) as (1−p1)k1pl11 (1−
p2)
k2pl22 and (1−p1)k1pl11 (1−p2)k2pl22 respectively. The explicit calculation readily shows that k1 = k1, k2 = k2, l1 = l1
and l2 = l2, which proves Eq. (A3).
We then intercalate between S and S1 an additional path S2 of duration τ , as shown in Fig 6, and we repeat the
same calculation. After some algebra we find that
P (S2|S)P (S1|S2)P (S|S1) = P (S1|S)P (S2|S1)P (S|S2) . (A9)
It is then straightforward to prove that
P (Sk|S)P (Sk−1|Sk)× · · · × P (S|S1) = P (S1|S)P (S2|S1)× · · · × P (S|Sk) (A10)
for an arbitrary integer k ≥ 1. Summing over the intermediate states (S1, S2, ..., Sk) we then find that
P (S, k|S) = P (S, k|S) , (A11)
where P (S, k|S) is the conditional probability to realize the path S after k intermediate paths of duration τ , given the
path S in the first time interval [0, τ ]. Assuming ergodicity, we can forget the initial condition in the limit k → ∞,
which yields Eq. (A2).
The proof can easily be extended to a path of duration nτ (and more generally of any duration). Take for instance
n = 3 and consider the path Sc → Sk → Sk−1...→ S1 → Sa → Sb → Sc where each individual path is of duration τ .
Then from Eq. (A10) we have
P (Sk|Sc)P (Sk−1|Sk)× · · · × P (Sa|S1)P (Sb|Sa)P (Sc|Sb) = P (Sb|Sc)P (Sa|Sb)P (S1|Sa)
× · · · × P (Sk|Sk−1)P (Sc|Sk) . (A12)
Then summing over all intermediate states (S1, S2...Sk) we obtain
P (Sa, k(τ + ∆t)|Sc)P (Sb|Sa)P (Sc|Sb) = P (Sb|Sc)P (Sa|Sb)P (Sc, k(τ + ∆t)|Sa) (A13)
where P (Sa, k(τ + ∆t)|Sc) (resp. P (Sc, k(τ + ∆t)|Sa) ) is the conditional probability to realize the path Sa (resp. Sc)
after k intervals of duration τ + ∆t given the path Sc (resp. Sa). In the limit k → ∞, P (Sa, k(τ + ∆t)|Sc) → p(Sa)
and P (Sc, k(τ + ∆t)|Sa)→ p(Sc), whence
p(Sa)P (Sb|Sa)P (Sc|Sb) = P (Sb|Sc)P (Sa|Sb)p(Sc) (A14)
which may be recast as
p(Sa)P (Sb, Sc|Sa) = P (Sa, Sb|Sc)p(Sc) (A15)
and finally
p(Sa, Sb, Sc) = p(Sc, Sb, Sa) (A16)
where (Sa, Sb, Sc) is a path of duration 3τ .
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2. The case N = 2
The proof for the case N = 2 is conducted along the same lines, starting with the sample path S → S1 → S of
duration 3τ + 2∆t, where s is now the two-component vector (s1, s2) and the rates are given by Eq. (6). Eq. (A4)
thus becomes
P (S1|S) =
2M+1∏
i=M+1
p(s
(i)
1 |s(i−1)1 , s(i−M−1))p(s(i)2 |s(i−1)2 , s(i−M−1)) , (A17)
with
p(+1|+ 1, A) = p(−1| − 1, D) = 1− γ0∆t
p(−1|+ 1, A) = p(+1| − 1, D) = γ0∆t
p(+1| − 1, A) = p(−1|+ 1, D) = γ2∆t
p(−1| − 1, A) = p(+1|+ 1, D) = 1− γ2∆t
p(−1|+ 1, B) = p(+1| − 1, B) = p(+1| − 1, C) = p(−1|+ 1, C) = γ1∆t
p(+1|+ 1, B) = p(−1| − 1, B) = p(+1|+ 1, C) = p(−1| − 1, C) = 1− γ1∆t (A18)
Introducing again the binary variables
aν1,2 =
s
(ν)
1,2 + 1
2
, bν1,2 =
s
(ν+M+1)
1,2 + 1
2
, 0 ≤ ν ≤M , (A19)
we then find
P (S1|S) = (1− p0)m0pn00 (1− p1)m1pn11 (1− p2)m2pn22 (A20)
where p0 = γ0∆t, p1 = γ1∆t, p2 = γ2∆t, and m0,m1,m2, n0, n1, n2 are given by
m0 =
M∑
ν=0
{
aν1a
ν
2(b
ν−1
1 b
ν
1 + b
ν−1
2 b
ν
2) + (1− aν1)(1− aν2)[(1− bν−11 )(1− bν1) + (1− bν−12 )(1− bν2)]
}
n0 =
M∑
ν=0
{
aν1a
ν
2 [b
ν−1
1 (1− bν1) + bν−12 (1− bν2)] + (1− aν1)(1− aν2)[(1− bν−11 )bν1 + (1− bν−12 )bν2 ]
}
m1 =
M∑
ν=0
{
[aν1(1− aν2) + (1− aν1)aν2 ][bν−11 bν1 + bν−12 bν2 + (1− bν−11 )(1− bν1) + (1− bν−12 )(1− bν2)]
}
n1 =
M∑
ν=0
{
[aν1(1− aν2) + (1− aν1)aν2 ][bν−11 (1− bν1) + bν−12 (1− bν2) + (1− bν−11 )bν1 + (1− bν−12 )bν2 ]
}
m2 =
M∑
ν=0
{
(1− aν1)(1− aν2)(bν−11 bν1 + bν−12 bν2) + aν1aν2([(1− bν−11 )(1− bν1) + (1− bν−12 )(1− bν2)]
}
n2 =
M∑
ν=0
{
(1− aν1)(1− aν2)[bν−11 (1− bν1) + bν−12 (1− bν2)] + aν1aν2 [(1− bν−11 )bν1 + (1− bν−12 )bν2 ]
}
. (A21)
with b−11 ≡ aM1 and b−12 ≡ aM2 (note that ν is here an index and not an exponent). The first task is to prove Eq. (A3)
as in the case N = 1. This amounts to proving that the ratio
R ≡ P (S1|S)P (S|S1)
P (S1|S)P (S|S1)
(A22)
is equal to 1. After lengthy calculations we find that
R =
2∏
j=0
(1− pj)kjpljj (A23)
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with
k0 = k2 = −k1
2
l0 = l2 = − l1
2
, (A24)
k1 =
M∑
ν=0
{
[bν+11 − bν1 + bν+12 − bν2 + 2(bν+11 bν+12 − bν1bν2)][aν1aν+11 + aν2aν+12 + (1− aν1)(1− aν+11 ) + (1− aν2)(1− aν+12 )]
+ [aν+11 − aν1 + aν+12 − aν2 + 2(aν+11 aν+12 − aν1aν2)][bν1bν+11 + bν2bν+12 + (1− bν1)(1− bν+11 ) + (1− bν2)(1− bν+12 )]
}
l1 =
M∑
ν=0
{[bν+11 − bν1 + bν+12 − bν2 + 2(bν+11 bν+12 − bν1bν2)][aν1(1− aν+11 ) + aν2(1− aν+12 ) + (1− aν1)aν+11 + (1− aν2)aν+12 ]
+ [aν+11 − aν1 + aν+12 − aν2 + 2(aν+11 aν+12 − aν1aν2)][bν1(1− bν+11 ) + bν2(1− bν+12 ) + (1− bν1)bν+11 + (1− bν2)(1− bν+12 )]}
(A25)
with the convention aM+11,2 ≡ b01,2 and bM+11,2 ≡ a01,2. Hence
R =
[ (1− p1)2
(1− p0)(1− p2)
]k1/2[ p21
p0p2
]l1/2
. (A26)
The two numbers k1 and l1 are not zero and therefore R is not equal to 1 at this stage. However, one can easily
convince oneself that k1 and l1 are related to the number of switchings of the system during the time interval τ
(for instance, we see in the expression of k1 that the first term inside brackets is zero if b
ν+1
1 = b
ν
1 and b
ν+1
2 = b
ν
2 ,
which means that the state of the system has not changed in the corresponding time step ∆t). Since this number of
switchings remains finite in the continuous limit ∆t→ 0, we then have
R =
[ (1− γ1∆t)2
(1− γ0∆t)(1− γ2∆t)
]k1/2[ γ21
γ0γ2
]l1/2 → ( γ21
γ0γ2
)l1/2 (A27)
when ∆t→ 0, and we conclude that the transition rates must satisfy Eq. (10) in order to have R = 1.
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FIG. 7: (Color on line) Probabilities p(A, t − τ ;A, t|A) (black curve) and p(A,−t;A, τ − t|A) (red curve) for τ = 200 when
the relation between the rates, Eq. (10), is not satisfied. This case corresponds to the arbitrary choice γ0 = γ2 = 0.003965 and
γ1 = 0.001516. One can see that time-symmetry does not hold in this case.
The rest of the proof proceeds as in the case N = 1. To illustrate the above demonstration, we show in Fig. 7 an
example where Eq. (10) is violated and time-symmetry does not hold.
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Appendix B: Solution of the set of Eqs. (21)
In this appendix we detail the solution of the set of linear differential equations (21). As in section III, all probabilities
refer to the stationary state.
The expressions of the matrices ΓA and ΓB are
ΓA =

0 −γ1 −γ1 0 γ1 0 0 γ1 0 0
−γ1 −γ 0 −γ1 0 γ0 0 0 γ2 0
−γ1 0 −γ −γ1 0 0 γ2 0 0 γ0
0 −γ1 −γ1 0 γ1 0 0 γ1 0 0
γ1 0 0 γ1 γ −γ0 −γ2 0 0 0
0 2γ2 0 0 −2γ2 0 0 0 0 0
0 0 2γ0 0 −2γ0 0 0 0 0 0
γ1 0 0 γ1 0 0 0 γ −γ2 −γ0
0 2γ0 0 0 0 0 0 −2γ0 0 0
0 0 2γ2 0 0 0 0 −2γ2 0 0

(B1)
and
ΓB =

0 −γ2 −γ2 0 γ2 0 0 γ2 0 0
−γ0 γ 0 −γ2 0 γ1 0 0 γ1 0
−γ0 0 γ −γ2 0 0 γ1 0 0 γ1
0 −γ0 −γ0 0 γ0 0 0 γ0 0 0
γ0 0 0 γ2 −γ −γ1 −γ1 0 0 0
0 2γ1 0 0 −2γ1 0 0 0 0 0
0 0 2γ1 0 −2γ1 0 0 0 0 0
γ0 0 0 γ2 0 0 0 −γ −γ1 −γ1
0 2γ1 0 0 0 0 0 −2γ1 0 0
0 0 2γ1 0 0 0 0 −2γ1 0 0

(B2)
where γ = γ0 + γ2 − 2γ1.
These matrices have 4 zero eigenvalues because the functions p(s′, t− τ ; s, t|s0) are not linearly independent. This
is a consequence of the conservation of probabilities,∑
s,s′
p(s′, t− τ ; s, t|s0) = 1
∑
s′,s0
p(s′, t− τ ; s, t|s0)p(s0) = p(s)
∑
s,s0
p(s′, t− τ ; s, t|s0)p(s0) = p(s′) . (B3)
(Of course, these relations may be used to reduce the size of the matrices.) The remaining 6 eigenvalues of ΓA and
Γb, denoted ±λA,1,±λA,2,±λA,3, and ±λB,1,±λB,2,±λB,3, respectively, are given by
λA,1 =
√
γ2 + 8γ21 + 8γ0γ2
λA,2 =
1
2
[
√
γ2 + 16γ0γ2 + γ]
λA,3 =
1
2
[
√
γ2 + 16γ0γ2 − γ] (B4)
and
λB,1 =
√
γ2 + 8γ21 + 8γ0γ2
λB,2 =
1
2
[
√
γ2 + 16γ21 + γ]
λB,3 =
1
2
[
√
γ2 + 16γ21 − γ] . (B5)
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Therefore the two matrices have the same spectrum if the relation (10) γ0γ2 = γ
2
1 is satisfied. The eigenvalues are
then simply denoted ±λ1,±λ2,±λ3 with
λ1 =
√
γ2 + 16γ21
λ2 =
1
2
(λ1 + γ)
λ3 =
1
2
(λ1 − γ) , (B6)
and Eqs. (23) may be recast as
pA(t) = U
T
Ae
RAt(UTA)
−1pA(0)
pB(t) = U
T
Be
RBt(UTB)
−1pB(0) (B7)
where RA,RB are diagonal matrices with (−λ1, λ1,−λ2, λ3,−λ3, λ2, 0, 0, 0, 0) and (−λ1, λ1,−λ3, λ2,−λ2, λ3, 0, 0, 0, 0)
on the diagonal, respectively, and the matrices UA,UB read
UA =

1 λ2/2γ1 λ2/2γ1 1 −λ3/2γ1 −γ2/γ1 −γ0/γ1 −λ3/2γ1 −γ0/γ1 −γ2/γ1
1 −λ3/2γ1 −λ3/2γ1 1 λ2/2γ1 −γ2/γ1 −γ0/γ1 λ2/2γ1 −γ0/γ1 −γ2/γ1
0 1 −1 0 0 −λ3/2γ0 λ3/2γ2 0 −λ3/2γ2 λ3/2γ0
0 1 −1 0 0 λ2/2γ0 −λ2/2γ2 0 λ2/2γ2 −λ2/2γ0
0 0 0 0 1 λ2/2γ0 λ2/2γ2 −1 −λ2/2γ2 −λ2/2γ0
0 0 0 0 1 −λ3/2γ0 −λ3/2γ2 −1 λ3/2γ2 λ3/2γ0
1 0 0 0 0 0 γ1/γ2 0 γ1/γ2 0
0 1 1 0 1 0 γ/γ2 1 γ/γ2 0
0 0 0 1 0 0 γ1/γ2 0 γ1/γ2 0
0 0 0 0 0 1 −γ0/γ2 0 −γ0/γ2 1

(B8)
UB =

1 λ3/2γ2 λ3/2γ2 γ0/γ2 −λ2/2γ2 −γ1/γ2 −γ1/γ2 −λ2/2γ2 −γ1/γ2 −γ1/γ2
1 −λ2/2γ2 −λ2/2γ2 γ0/γ2 λ3/2γ2 −γ1/γ2 −γ1/γ2 λ3/2γ2 −γ1/γ2 −γ1/γ2
0 1 −1 0 0 −λ2/2γ1 λ2/2γ1 0 −λ2/2γ1 λ2/2γ1
0 1 −1 0 0 λ3/2γ1 −λ3/2γ1 0 λ3/2γ1 −λ3/2γ1
0 0 0 0 1 λ3/2γ1 λ3/2γ1 −1 −λ3/2γ1 −λ3/2γ1
0 0 0 0 1 −λ2/2γ1 −λ2/2γ1 −1 λ2/2γ1 λ2/2γ1
1 0 0 0 0 0 γ0/γ1 0 γ0/γ1 0
0 1 1 0 1 0 −γ/γ1 1 −γ/γ1 0
0 0 0 1 0 0 γ2/γ1 0 γ2/γ1 0
0 0 0 0 0 1 −1 0 −1 1

. (B9)
The initial conditions are given by the vectors
pA(0) =

0
0
0
0
p(B, τ |A)
p(A, τ |A)
p(D, τ |A)
0
0
0

, pB(0) =

0
0
0
0
p(A, τ |B)
p(B, τ |B)
p(C, τ |B)
0
0
0

. (B10)
Finally, solving the self-consistent equations (26), we obtain
p(A, τ |A) = γ2
KA
[λ1 + λ2e
λ3τ + λ3e
−λ2τ ]
p(B, τ |A) = 2γ
2
1
KA
[eλ3τ − e−λ2τ ]
p(D, τ |A) = γ0
KA
[−λ1 + λ2eλ3τ + λ3e−λ2τ ] (B11)
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and
p(A, τ |B) = 2γ1
KB
[1− e−λ1τ ]
p(B, τ |B) = 1
KB
[λ1e
−λ2τ + λ2e−λ1τ + λ3]
p(C, τ |B) = 1
KB
[−λ1e−λ2τ + λ2e−λ1τ + λ3] (B12)
with
KA = λ1(γ2 − γ0) + [(γ0 + γ2)λ3 − 4γ21 ]e−λ2τ + [(γ0 + γ2)λ2 + 4γ21 ]eλ3τ
KB = 2[λ3 + 2γ1 + (λ2 − 2γ1)e−λ1τ ] . (B13)
As noted in section III, these nontrivial solutions of the self-consistent equations only exist when the rates satisfy Eq.
(10).
The stationary probability p(A) is most easily computed by setting t = τ in the first equation (20) which expresses
the condition of detailed balance between the states A and B in the stationary state
p(A) =
1
2
p(A, τ |B)
p(A, τ |B) + p(B, τ |A) . (B14)
This yields
p(A) =
1
2
KA[1− e−λ1τ ]
KA[1− e−λ1τ ] +KBγ1[eλ3τ − e−λ2τ ] . (B15)
In particular, the values of p(A) for τ = 0 and τ →∞ are
p0(A) =
γ2
2(γ1 + γ2)
(B16)
and
p∞(A) =
1
2
4γ21 + λ2(γ0 + γ2)
8γ21 + λ2(γ0 + γ2) + 2γ1λ3
. (B17)
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