Recently we investigated in [SIAM J. Optim., 19 (2008), pp. 572-591] hierarchies of semidefinite approximations for the chromatic number χ(G) of a graph G. In particular, we introduced two hierarchies of lower bounds: the "ψ"-hierarchy converging to the fractional chromatic number and the "Ψ"-hierarchy converging to the chromatic number of a graph. In both hierarchies the first order bounds are related to the Lovász theta number, while the second order bounds would already be too costly to compute for large graphs. As an alternative, relaxations of the second order bounds are proposed in [SIAM J. Optim., 19 (2008), pp. 572-591]. We present here our experimental results with these relaxed bounds for Hamming graphs, Kneser graphs, and DIMACS benchmark graphs. Symmetry reduction plays a crucial role as it permits us to compute the bounds by using more compact semidefinite programs. In particular, for Hamming and Kneser graphs, we use the explicit block-diagonalization of the Terwilliger algebra given by Schrijver [IEEE Trans. Inform. Theory, 51 (2005), pp. 2859-2866]. Our numerical results indicate that the new bounds can be much stronger than the Lovász theta number. For some of the DIMACS instances we improve the best known lower bounds significantly.
Introduction. The chromatic number χ(G) of a graph
G is the smallest number of colors needed to color the vertices of G so that no two adjacent vertices share the same color. Determining χ(G) is an NP-hard problem [14] , and it is hard to approximate χ(G) within |V (G)| 1/14− for any > 0 [1] . Finding a proper vertex coloring with a small number of colors is essential in many real-world applications. A lot of work has been done in order to develop efficient heuristics for this problem (see, e.g., [5] ). Nevertheless, these methods can provide us only with upper bounds on the chromatic number. Lower bounds were mainly obtained by using linear programming [26, 27] , critical subgraphs [8] , and semidefinite programming (SDP) [9, 10, 11, 18, 28, 32] . The semidefinite approaches are based on computing (variations of) the wellknown lower bound ϑ(G) := ϑ G , the theta number of the complementary graph, introduced by Lovász [24] . The theta number satisfies the "sandwich inequality":
ω(G) ≤ ϑ(G) ≤ χ(G),
and it can be computed to any arbitrary precision in polynomial time since it can be formulated via a semidefinite program of size |V (G)|. Here ω(G) is the clique number of G, defined as the maximum size of a clique (i.e., a set of pairwise adjacent nodes) in G, the stability number α(G) := ω(G) of G being the maximum size of a stable set (i.e., a set of pairwise nonadjacent nodes) in G. The theta number has been strengthened towards the chromatic number by using nonnegativity [32] , triangle inequalities [28] , or some lift-and-project methods [11] . Computational results were reported in [9, 10, 11] . A common feature shared by all of these bounds is that they remain below the fractional chromatic number χ * (G). Thus they are of little use when χ * (G) is close to the clique number ω(G). In [17] the authors investigated another type of lift-and-project approach leading to a hierarchy of bounds converging to the chromatic number χ(G). We explore in the present follow-up paper the behavior of these bounds through experimental results on several classes of graphs.
The approach in [17] is based on the following reduction of Chvátal [6] of the chromatic number to the stability number:
where K t 2G denotes the Cartesian product of K t , the complete graph on t nodes, and the graph G. As shown in [17] , the operator Ψ is monotone nonincreasing and satisfies
(G) and Ψ ϑ (G) = ϑ(G) .
In other words the operator Ψ transforms upper bounds for the stability number into lower bounds for the chromatic number. An interesting bound for α(·) from the computational point of view is the graph parameter (·) introduced by Laurent [21] as a relaxation of the second order bound in Lasserre's hierarchy for α(·) (see [19, 21] ). Two hierarchies for the chromatic number, related to Lasserre's hierarchy for α(·), are studied in [17] , as well as two bounds ψ(·) and Ψ (·) related to the parameter (·). See section 2.2 for the precise definition of the parameters , ψ, and Ψ .
In the present paper we investigate how to compute the bounds ψ(·) and Ψ (·) for Hamming graphs and for Kneser graphs. Coloring Hamming graphs is of interest, e.g., to the Borsuk problem (see [33] ), and the chromatic number of Kneser graphs was computed in the celebrated paper [23] of Lovász by using topological methods; see, e.g., [25] for a study of topological lower bounds for the chromatic number. The Hamming graph G = H(n, D) has node set V (G) = {0, 1} n , with an edge uv if the Hamming distance between u and v lies in the given set D ⊆ {1, . . . , n}. For n ≥ 2r, the Kneser graph K(n, r) is the subgraph of H(n, {2r}) induced by the set of words u ∈ {0, 1} n with weight n i=1 u i = r. The Hamming graph has a large automorphism group which enables us to block-diagonalize and reformulate the programs for ψ(G) and Ψ (G) in such a way that they involve O(n) matrices of size O(n) (instead of 2 n = |V (G)|). As a crucial ingredient we use the block-diagonalization for the Terwilliger algebra given by Schrijver [31] . We also use this technique, which was extended to constant-weight codes in [31] , for computing the bound Ψ (·) for Kneser graphs. For Kneser graphs, the bound ψ(·) coincides with the fractional chromatic number (see section 4), but, as will be seen in Table 2 , Ψ (K(n, r)) can go beyond the fractional chromatic number. We report experimental results for Hamming and Kneser graphs in Tables 1 and 2 . For some instances, the parameter ψ(G) improves substantially the theta numberθ(G), and adding nonnegativity may also help; moreover, while Ψ (G) hardly improves upon ψ(G) for Hamming graphs, it does give an improvement for Kneser graphs.
Contents of the paper. In section 2 we recall the definitions of the graph parameters (·), ψ(·), and Ψ (·) and their main properties; we show how symmetry in the semidefinite programming formulations and in the graph can be exploited to (sometimes dramatically) reduce the sizes of the semidefinite programs defining these bounds. Section 3 is devoted to the computation of the bounds for Hamming graphs; we describe how to block-diagonalize the matrices in the semidefinite programs and report computational experiments. In section 4 we focus on the graph parameter Ψ (·) for Kneser graphs; we present the block-diagonalization of the matrices and conclude the section with computational results. We describe in section 5 the new lower bound ψ K (·), which we test on some DIMACS benchmark graphs.
Notation. Given a graph G = (V, E), G denotes its complementary graph whose edges are the pairs uv ∈ E(G) (u, v ∈ V (G), u = v). Given a graph parameter β(·), β(·) is the graph parameter defined by β(G) := β(G) for any graph G. For two graphs G and G , their Cartesian product G2G has node set V (G) × V (G ), with two nodes uu , vv ∈ V (G) × V (G ) being adjacent in G2G if and only if (u = v and u v ∈ E(G )) or (uv ∈ E(G) and u = v ). For an integer t ≥ 1, K t is the complete graph on t nodes. We also set G t = K t 2G as a shorthand notation for the Cartesian product of G and K t .
Throughout, the letters I, J, and e denote, respectively, the identity matrix, the all-ones matrix, and the all-ones vector (of suitable size); N is the set of nonnegative integers. For matrices A and A indexed, respectively, by I ×J and I ×J , their tensor product A ⊗ A is the matrix indexed by (
Moreover, the notation A 0 means that A is a symmetric positive semidefinite matrix.
Given a finite set V , P(V ) denotes the collection of all subsets of V . Given an integer r, set P r (V ) := {I ∈ P(V ) | |I| ≤ r}; in particular, P 1 (V ) = {∅, {i} (i ∈ V )}. Sometimes (e.g., when dealing with Hamming graphs) we deal with the collection P 1 (V ), where V = P(N ), and N = {1, . . . , n}; then P 1 (V ) contains ∅ (the empty subset of V ) and {∅} (the singleton subset of V consisting of the empty subset of N ). To avoid confusion we use the symbol 0 to denote the empty subset of V , so that P 1 (V ) = {0, {i} (i ∈ V )}. We sometimes identify P 1 (V ) \ {0} with V ; i.e., we 1 
|G|!
σ∈G σ(M ), the "symmetrization" of M obtained by applying the Reynolds operator, is invariant under the action of G. The analogue statement holds for vectors. A semidefinite program is said to be invariant under the action of G if, for any feasible matrix X and any σ ∈ G, the matrix σ(X) is again feasible with the same objective value; then the optimum value of the program remains unchanged if we restrict to invariant feasible solutions, and, in particular, there is an invariant optimal solution.
The automorphism group Aut(G) of a graph G = (V, E) consists of all σ ∈ Sym(V ) preserving the set of edges. G is said to be vertex-transitive when, given any two nodes i, j ∈ V , there exists σ ∈ Aut(G), for which σ(i) = j. For instance, for the graph
. We will deal in this paper with semidefinite programs involving matrices indexed by P r (V (G t )), which are invariant under this action of Sym(t) × Aut(G).
Graph parameters.

Classic bounds.
We recall here some classic bounds for the chromatic number χ(G) of a graph G = (V, E). Throughout section 2, V = V (G) is the node set of graph G and n := |V (G)|. (For details see, e.g., [17, 22, 30] .)
• The fractional chromatic number of G:
It is well known (and easy to verify) that
• Lovász's theta number (introduced in [24] ):
where Y is a symmetric matrix indexed by V . For a later purpose we recall the following equivalent formulation (cf., e.g., [15, Theorem 9.3 .12]):
where the matrix variable X is indexed by the set P 1 (V ) = V ∪ {0}. Lovász [24] proved the following analogue of (2.2) for the pair (ϑ, ϑ):
• Szegedy's number was first defined in [32] . We present the following equivalent formulation from [17] :
The above parameters satisfy
2.2.
The bounds , ψ, and Ψ . We review here the graph parameters (·) proposed in [21] and ψ(·) and Ψ (·) proposed in [17] ; for details see also [16] . For a subset S ⊆ V and an integer r ≥ 1, define the vectors χ S ∈ {0, 1} V , with ith entry 1 if and only if i ∈ S (for i ∈ V ), and χ S,r ∈ {0, 1} Pr(V ) , with Ith entry 1 if and only if I ⊆ S (for I ∈ P r (V )). Given a vector x = (x I ) I∈P2r(V ) , consider the matrix:
known as the (combinatorial) moment matrix of x of order r. Consider the programs: (2.8) where the variable x is indexed by P 2r (V ). Note that the variable t can be avoided in (2.8) by replacing t by x 0 in the objective function. We choose this formulation to emphasize the analogy with the formulations (2.13), (2.17) , and (5.1) below. The above two programs were studied, respectively, in [19, 20] and in [17] . In particular, the following holds:
Thus the parameters las (r) (G) (for r = 1, . . . , α(G)) create a hierarchy of upper bounds for the stability number, while the parameters ψ (r) (G) create a hierarchy of lower bounds for the fractional coloring number. Theoretically, the parameters las (r) (G) and ψ (r) (G) can be computed to any precision in polynomial time for fixed r, since the semidefinite programs (2.7) and (2.8) involve matrices of size O(n r ). On the other hand, in practice, we are not able to compute las (2) (G) or ψ (2) (G) for "interesting" graphs, that is, for graphs of reasonably large size. For this reason some variations of the parameters las (2) (G) and ψ (2) (G) were proposed in [17, 21] . The idea is to consider, instead of the full moment matrix of order 2, a number of principal submatrices of
. Thus in order to define the matrices M 2 (h; x) for all h ∈ V , one needs only the components of x indexed by P 3 (V ). Following [17, 21] , define the upper bound for the stability number α(G):
and the lower bound for the fractional coloring number χ * (G):
where the variable x is indexed by P 3 (V ). For the parameter (G) we have (see [21] )
They also satisfy an inequality similar to (2.11), namely,
As α(·) ≤ (·) ≤ χ(·) (by (2.14)), we can apply the operator Ψ from (1.2) to (·) and obtain the lower bound Ψ (G) for χ(G), defined as
The parameter (G t ) is defined via the program (2.18)
where the variable y is indexed by
Finally, the two parameters ψ(G) and Ψ (G) were compared in [17] , where the following relation is shown:
Let us finally note that one can easily strengthen the bounds (G), ψ(G), and Ψ (G), e.g., by requiring nonnegativity 1 of the variables. Let ≥0 (G) (resp., ψ ≥0 (G)) denote the variation of (G) (resp., ψ(G)) obtained by adding the condition x ≥ 0 to (2.12) (resp., (2.13)); we have again ψ ≥0 (G) ≥0 (G) = |V (G)| when G is vertextransitive. Define accordingly Ψ ≥0 (G), which amounts to requiring y ≥ 0 in (2.18).
2.3.
Exploiting symmetry to compute the bounds , ψ, and Ψ . We group here some observations about the complexity of computing the graph parameters (·), ψ(·), and Ψ (·). We show how one can exploit symmetry, present in the structure of the matrices involved in the programs defining the parameters or in the graph instance, in order to reduce the size of the programs. This symmetry reduction is a crucial step as it allows reformulating the parameters via more compact programs. In this way we will be able to compute the graph parameters for certain large graphs (with as many as 2 20 nodes for certain Hamming graphs), a task that would obviously be out of reach without applying this symmetry reduction.
We begin with observing that the matrix M 2 (h; x), used in definitions (2.12) and (2.13), has a special block structure, whose symmetry can be exploited to "blockdiagonalize" it. Recall that M 2 (h; x) is indexed by the set
Here we keep the two occurrences of the singleton {h} in the index set, occurring first as {i} for i = h and second as {i, h} for i = h. Thus, the index set of M 2 (h; x) is partitioned into {0} and two copies of V .
Lemma 2.1. With respect to this partition of its index set, the matrix M 2 (h; x) has the block form: [21] , we perform some row/column manipulation on M 2 (h; x) to show (2.21). Say the second row/column of M 2 (h; x) is indexed by {h}, i.e., h comes first when listing the elements of V . Then
where I is the identity matrix of order 2n − 1 (n = |V |). Next,
where I has order n. Hence, in (2.12) and (2.13), we may replace each constraint M 2 (h; x) 0 (which involves a matrix of size 2n + 1) by two constraints involving matrices of sizes n + 1 and n.
We now consider symmetries present in the graph instance G. Observe that the program (2.12) (or (2.13)) is invariant under the action of Aut(G). Hence one may assume that the variable x is invariant under the action of Aut(G). Therefore, when G is vertex-transitive, it suffices to require the condition M 2 (h; x) 0 for one choice of h ∈ V (instead of for all h ∈ V ), and thus (G) and ψ(G) can be computed via a semidefinite program involving two linear matrix inequality (LMIs) matrices of sizes n + 1, n and with O(n 2 ) variables. We now turn to the graph parameter Ψ (G). In order to determine Ψ (G), we need to compute the parameter (G t ) = (K t 2G) from (2.18) (for several queries of t ∈ N). As was just observed above, the program defining (G t ) is invariant under the action of Aut(G t ) thus in particular under the action of Sym(t) × Aut(G) or simply of Sym(t). In particular, in program (2.18), one may assume that y is invariant under the action of Sym(t). Moreover, it suffices to require the condition M 2 (u;
We now show, by using the invariance of y under the action of Sym(t), that the matrix M 2 (u; y) has a special block structure, whose symmetry can be used to block-diagonalize it. To begin with, with respect to the partition In view of (2.21), we have
Next we observe that the invariance of y under Sym(t) implies a special block structure for the matrices C and D.
With respect to this partition, the matrices C and D have the block form:
, and
Proof. Consider i, j ∈ V and p, q, p , q ∈ {1, . . . , t}, with p = q if and only if p = q . Then C pi,qj = y {pi,qj} = y {p i,q j} = C p i,q j ; indeed, as there exists σ ∈ Sym(t) mapping {p, q} to {p , q }, the equality y {pi,qj} = y {p i,q j} follows from the fact that y is invariant under the action of Sym(t). This shows that C has the form indicated in (2.23); the argument is analogous for matrix D.
NEBOJŠA GVOZDENOVIĆ AND MONIQUE LAURENT
To fix ideas, set u = 1h ∈ V 1 (where h ∈ V is a given node of G). for i, j ∈ V . (Recall that y {1i,1j} = y {pi,pj} , y {1i,2j} = y {pi,qj} , and y {1i,2j,3h} = y {pi,qj,rh} for any distinct p, q, r ∈ {1, . . . , t} since y is invariant under the action of Sym(t).) Moreover, the edge constraints y uv = 0 (for uv ∈ E(G t )) in (2.18) can be reformulated as (2.25)
The next lemma indicates how one can further block-diagonalize the two matrices appearing at the right-hand side of the equivalence in (2.22).
Lemma 2.3. We have
Moreover,
0 and
(We wrote only the upper triangular part in the above (symmetric) matrix.) Proof. Consider the orthogonal matrices
where I is the identity matrix of order n and U t−1 is defined as follows. U t−1 is a (t − 1) × (t − 1) block matrix where, for p, q = 1, . . . , t − 1, its (p, q)th block U pq t−1 is the n × n matrix defined as
Notice that U t−1 is symmetric and orthogonal, i.e.,
The first assertion of the lemma now follows after multiplying the second row/column block by √ t − 1. Next we have
As the matrix C − D has the same type of block shape as D, we deduce from the above that M (C − D)M is block-diagonal. More precisely, the first diagonal block has the form
and the remaining t − 2 diagonal blocks are all equal to
From this follows the second assertion of the lemma.
In summary, we have obtained the following more compact semidefinite program for the parameter (G t ):
This formulation applies when G is vertex-transitive; here h is any fixed node of G. Hence Ψ (G) can be obtained by computing (G t ) for O(log n) queries of the parameter t (see [17] ) and the computation of each (G t ) is via an SDP involving four LMIs matrices of size 2n + 1, 2n, n, and n, respectively. The above reductions obviously apply to the stronger bound Ψ ≥0 obtained by adding nonnegativity, i.e., by adding the constraints A 1 , . . . , B 4 ≥ 0 in (2.27). As G is vertex-transitive, we can use the program (2.27). As the program (2.27) involves matrices of size O(2 n ), it cannot be solved directly for interesting values of n. However, one can use the fact that the Hamming graph G = H(n, D) has a large automorphism group for reducing the size of the matrices A 1 , . . . , B 4 involved in the program (2.27). Each permutation σ ∈ Sym(n) induces an automorphism of G by letting σ(I) := {σ(i) | i ∈ I} for I ∈ P(N ), and, for any K ∈ P(N ), the switching mapping s K defined by s K (I) := I K (for I ∈ P(N )) is also an automorphism of G. Then Aut(G) = {σs K | σ ∈ Sym(n), K ∈ P(N )} and |Aut(G)| = n!2 n . It turns out that the matrices A 1 , . . . , B 4 appearing in (2.27) belong to the Terwilliger algebra of the Hamming graph. By using the explicit block-diagonalization of the Terwilliger algebra, presented by Schrijver [31] , we are able to block-diagonalize the matrices in (2.27) which enables the computation of Ψ (G) for G = H(n, D) for n up to 20. We recall the details needed for our treatment in the next subsection. 
is an algebra, known as the Bose-Mesner algebra of the Hamming graph. Obviously,
As is well known, B n is a commutative algebra, and thus all matrices in B n can be simultaneously diagonalized (cf. Delsarte [7] ). The Terwilliger algebra is not commutative, and thus it cannot be diagonalized; however, it can be block-diagonalized, as explained in [31] . We recall the main result below.
Given integers i, j, k, p = 0, . . . , n, set
Theorem 3.1 (see [31]). For a matrix
To show this, Schrijver [31] constructs an orthogonal matrix U having the following property:
with block M k being repeated n k − n k−1 times, for k = 0, . . . , n/2 . The result extends to a block matrix whose blocks all lie in the Terwilliger algebra and which has a border of a special form. We state Lemma 3.2 for a 2×2 block matrix, but the analogous result holds obviously for any number of blocks.
and define accordingly
Proof. The proof follows directly from the above by using the orthogonal matrix (2.16) . It is shown in [21] how to compute the parameter (G) (when D is an interval [1, d] , but the reasoning is the same for any D). The basic idea is that the matrix M 2 (h; x) appearing in (2.12) is a block matrix whose blocks lie in the Terwilliger algebra, and thus it can be blockdiagonalized. We recall the details, directly for the parameter ψ(G) from (2.13), as they will be useful for our treatment of the parameter Ψ (G) in the next section.
Compact formulation for ψ(G) for Hamming graphs. As the graph G = H(n, D) is vertex-transitive, we have ψ(G)
Let x be feasible for the program (2.13). As G is vertex-transitive it suffices to require the condition M 2 (h; x) 0 in (2.13) for one choice of h ∈ V (G). Moreover, we may assume that the variable x is invariant under the action of the automorphism group of G. To fix ideas, let us choose the node h := ∅ of G (the empty subset of N ). The matrix M 2 (∅; x) has the block form We can now use the results from the previous subsection (Theorem 3.1 and Lemma 3.3) for block-diagonalizing the matrices occurring in (3.5). For k = 0, . . . , n/2 , define the matrices (3.10)
corresponding, respectively, to the matrices A, and B in (3.6) and (3.7). Define the vector , D) ) can be reformulated in the following way: 
Then the parameter ψ(H(n
Compact formulation for Ψ (G) for Hamming graphs.
We now give a more compact formulation for the parameter Ψ (G) when G = H(n, D). As mentioned above, one has to evaluate (G t ) for various choices of t ∈ N, with (G t ) being given by (2.27). As for the parameter ψ (H(n, D) ), we now observe that A 1 , . . . , B 4 , and thus all blocks in the matrices in (2.27) lie in the Terwilliger algebra. (As in the previous section we fix h := ∅, the empty subset of N .) Lemma 3. 
Moreover, the edge conditions can be reformulated as (3.14) 
By using Lemmas 3.2 and 3.3, we obtain the following reformulation for the parameter (G t ) from (2.27):
(3.17)
. . , 4) satisfy (3.13) and (3.14), and D = {1, . . . , d}, {d, . . . , n}) . The papers [9, 10, 11] give numerical results for the parameters ϑ (G) and ϑ + (G) for such instances. Moreover, a bound related to copositive programming is computed in [11] (called the K 1 -bound in [11] or the κ (1) bound in [17] ); it is shown in [17] that this bound is dominated by our parameter ψ ≥0 .
In Table 1 , the symbol "*" indicates the strict inequality Ψ (G) > ψ(G) , which happens for H (10, 8) and H + (10, 8), and we indicate in bold the values satisfying LB = χ(G) for the obtained lower bound (LB). (Indeed, in these instances, LB = 2 n−1 , while P(V ) can be covered by the 2 n−1 distinct pairs {I, V \ I} (I ⊆ V ) which are stable sets as n ∈ D.)
The results in Table 1 indicate that the parameters ψ(G) and ψ ≥0 (G) give in some instances a major improvement on Szegedy's bound ϑ + (G). On the other hand, Table 1 is a bijection, and |I J| = |(T \I) (T \J)|+|(I \T ) (J \T )| holds for I, J ∈ P =r (N ). Hence K(n, r) can also be viewed as the graph with node set P(N, T ), with two nodes (I , I ), (J , J ) ∈ P(N, T ) being adjacent if |I J | + |I J | = 2r. As we will see below, the matrices involved in the program (2.27) for the computation of Ψ (K(n, r) ) lie in B r,r (r = n − r), a subalgebra of a tensor product of two Terwilliger algebras, which has also been studied and block-diagonalized by Schrijver [31] (in connection with constant-weight codes). We follow the same steps as in section 3 for the computation of (G t ) for Hamming graphs, which we now carry out for Kneser graphs.
4.1.
The subalgebra B r,r . As above, |N | = n, and we fix a subset T ⊆ N , with |T | = r, and set r := n − r . For i, j, p = 0, 1, . . . , r (resp., i , j , q = 0, 1, . . . , r ) , let M p,r i,j (resp., M q,r i ,j ) be the matrices indexed by P(T ) (resp., P(N \ T )) defining the Terwilliger algebra A r (resp., A r ) as in section 3.1. Let now A r,r be the algebra generated by the tensor products of matrices in A r and A r , that is,
Matrices in A r,r are indexed by the set P(T ) × P(N \ T ). Consider the subalgebra 
is a subalgebra of B r,r .
Schrijver [31] proved the following analogue of Theorem 3.1, giving the explicit block-diagonalization for matrices in B r,r . For k = 0, . . . , We have the following analogues of Lemmas 3.2 and 3.3. 
where 
Compact formulation for Ψ (G) for Kneser graphs.
In order to compute Ψ (G) for the Kneser graph G = K(n, r), one has to evaluate (G t ) for various choices of t. As G is vertex-transitive, (G t ) can be computed by using the program (2.27). We now fix h := T ∈ P =r (N ) corresponding to (∅, ∅) ∈ P(N, T ) as a chosen node of G. We now show that the matrices A 1 , . . . , B 4 appearing in program (2.27) lie in the algebra B r,r , and thus they can be block-diagonalized by using Theorem 4.1. The following lemma is the analogue of Lemma 3.5. 
Moreover, the edge conditions can be reformulated as Table 2 below our numerical results for the bounds Ψ (G) and Ψ ≥0 (G) for several instances of Kneser graphs. We indicate in bold the values achieving the chromatic number.
5.
Computing the new bound ψ K for DIMACS benchmark graphs. So far we have been dealing with vertex-transitive graphs and with the bounds ψ(·) and Ψ (·). For the formulation of ψ(G), it was observed in section 2 that, when G is vertex-transitive, it suffices to require in (2.13) positive semidefiniteness of M 2 (h, x) for only one h ∈ V (G) instead of for all h ∈ V (G). In the case of a nonsymmetric graph G one would need to require M 2 (h, x) 0 for all h ∈ V (G); therefore, with n := |V (G)|, in order to compute ψ(G) (resp., (G t ), and thus Ψ (G)), one would have to solve a semidefinite program with 2n (resp., 4n) matrices of order ≤ n + 1 (resp., ≤ 2n + 1). For graphs that are of interest, e.g., with n ≥ 100, this cannot be done with the currently available software for semidefinite programming. For nonsymmetric graphs we propose another variant of the bound ψ (2) 
(The left inequality follows by using (2.4), and the right inequality follows from ψ K (G) ≤ ψ (2) (G) ≤ χ * (G) by using (2.8) and (2.10).) Set k := |K|, and assume without loss of generality that K = {1, 2, . . . , k}. With respect to the partition of its index set as
Note that for h ∈ V the columns of A 0 and A h indexed by {h} are both equal to a h . Hence, as in the proof of Lemma 2.1, we can do some row/column manipulations and verify that
Hence ψ K (G) can be computed via a semidefinite program involving k + 1 matrices of sizes n + 1 (once) and n (k times). We have conducted experiments for some DIMACS benchmark graphs (studied, e.g., in [4, 5, 8, 9, 12, 26, 27] ). In Table 3 we present our lower bounds for the chromatic number of the graphs DSJCa.b. Recall that DSJCa.b are random graphs with a vertices, two vertices being adjacent with probability 10 −1 b. The graph DSJR500.1 is a geometric graph with 500 nodes randomly distributed in the unit square, with an edge between two nodes if their distance is less than 0.1. The graph DSJR500.1c is the complement of DSJR500.1. The graphs can be downloaded from [34] .
In Table 3 , the column "LB" contains the previously best known lower bounds taken from [8, 26, 27] , and the values in parentheses come from [3] ; the bound 82 for DSJR500.1c is the size of a clique obtained by using the heuristic of [2] . The column "UB" contains the best known upper bounds taken from [4, 12, 13] , i.e., the number of colors in the best colorings found so far. The column "K" contains the size of the clique used for computing the parameter ψ K (G) (the clique is found by using the heuristic from [2] ). We also indicate the value of the theta numberθ(G) (also computed in [9, 10] for some instances), which already improves the best lower bound in several instances. We indicate in bold our best new lower bounds for the chromatic number. In several instances they give a significant improvement on the best known lower bound. Moreover, in two instances, we are able to close the gap as our lower bound matches the upper bound; indeed we find the exact value of the chromatic number for the graphs DSJC125.9 (χ(G) = 43) and DSJR500.1c (χ(G) = 85), which were not known before to the best of our knowledge. These results demonstrate that the bounds ψ K (G) can be quite strong.
One may wonder why we did not add nonnegativity constraints in the formulation for ψ K . The reason is that for random graphs adding nonnegativity constraints gives only a negligible improvement. This fact was already observed for the Lovász theta number in [9] .
Remarks about the computational results. The computational results reported in Tables 1 and 2 were carried out by using the open source codes for semidefinite programming CSDP 5.0 and DSDP 5.8 available, respectively, at [35] and [36] .
For finding the large cliques reported in column "K" of Table 3 , we used the heuristic Max-AO (based on [2] ), available at [37] . The values in the columns "ϑ(G)" and "ψ K (G)" of Table 3 were computed by using the boundary point method of Povh, Rendl, and Wiegele [29] , whose code is available at [38] .
The semidefinite program for the parameter ψ K can indeed be quite large. For instance, for the graph DSJR500.1c, it contains one 501 × 501 block and 77 blocks of size at most 500 × 500, and such a big problem cannot be solved by using solvers based on interior point methods.
Experiments were conducted on a single machine with an AMD Athlon 64 3500 processor and 1024 MB RAM memory. Here is a rough indication of the times needed to compute the bounds in Tables 1-3 . Each bound in Tables 1-2 could be computed in less than a minute, as it involves a relatively small SDP; for instance, computing Ψ (H (20, 6) ) is via an SDP with 1502 variables and 47 blocks with sizes ranging from 1 to 43. It was harder to compute the bounds ψ K in Table 3 . In fact, we had to rerun the boundary point code several times for each instance in order to tailor the parameters of the code and speed up the convergence to an optimal solution. The computation times for the parameter ψ K (G) vary from a few minutes (e.g., less than 3 minutes for DCJC125.5 and about 25 minutes for DCJC125.1) up to four days for the most demanding instance DSJR500.1c.
