ABSTRACT This paper is concerned with the adaptive event-triggered robust state estimation for a class of fractional-order nonlinear uncertain systems, where the fractional order satisfies 0 < α < 1. To save bandwidth resources effectively, an adaptive event-triggered scheme (AETS) is proposed to judge whether the measurement output of the sensor needs to be released to the estimator or not. Firstly, by taking the AETS into consideration, a novel fractional-order estimation error model is established. Then, based on this system model, a sufficient condition that can ensure the robust mean-square stability of the estimation error system has been derived by utilizing the Lyapunov functional approach and some properties of Mittag-Leffler functions. Meanwhile, by applying matrix's singular value decomposition (SVD) technique, the design of the state estimator has been solved in terms of solving the solution of linear matrix inequality (LMI). Finally, one provides a numerical example to verify the feasibility of the proposed method.
I. INTRODUCTION
Fractional-order calculus theory, as a generalization of integer-order calculus, is gradually becoming a powerful tool using for connecting theoretical sciences with the real world, which has been received wide concern in some theoretical and applied studies (the details can be seen in [1] , [2] and the references therein). Fractional-order calculus not only contains all the basic theories of integer-order calculus, but also has some special properties that can not be substituted by integer-order calculus. As a result, fractional-order calculus has been applied many areas such as smart robot, fractal and chaos, science and engineering and so on [3] - [5] . In particular, the applications of fractional-order calculus pay closer attention in the control science field, and some interesting work of fractional-order systems have been reported in some published literatures [6] - [11] .
In the applications of networked systems, it is highly significant to get the system state so as to achieve certain control
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objectives. But in actual operation, due to the existence of some external or internal uncertain disturbances, system states sometimes are not always fully accessible. Therefore, state estimation is gradually becoming an effective tool to accurately obtain the state information of uncertain systems. Recently, state estimation for uncertain systems is a research topic of great concern, and interesting results have emerged in large numbers [12] - [17] . For example, the authors in [14] addressed the robust H ∞ state estimation for linear uncertain systems in the presence of limited communication capacity. The authors in [16] investigated the robust state estimation issue for a class of uncertain neural networks subject to time-varying delay. To the author's knowledge, much work on state estimation for integer-order uncertain systems have been reported in the published literature, but for fractional-order uncertain systems, the robust state estimation issue has not been fully considered yet. Thus the issue of state estimation for fractional-order systems is a challenging work that can be studied in depth. This is a motivation of this paper.
In the applications of networked systems, with the increasingly demands on network transmission rate, the network congestion problem caused by the constraint of limited bandwidth has attracted more and more attention in recent years. So for networked systems, how to solve the adverse effects resulting from the restriction of network bandwidth and improve the network transmission rate has always been a hot topic. At the moment, the effective method in solving such problems is event-triggered control. Different from the time-triggered scheme (TTS), a trigger protocol will be placed in the event generator to judge whether the current sampled data needs to be released to the next control component or not, which provides an effective way for saving network bandwidth resources and reducing unnecessary transmission, and the recent research advances of event-triggered scheme (ETS) can be seen in [18] and the reference therein. Based on the ETS proposed in [19] , some event-triggered state estimation results for networked systems have been put forward [20] - [31] . For example, the authors in [22] addressed the event-based state estimation issue for a kind of complex networked systems in the presence of delays and nonlinearities. The authors in [24] considered the state estimation problem for linear stochastic systems subject to event-triggered control and packet dropout. The authors in [27] proposed the event-triggered state estimation for complex networks subject to discrete and distributed time delays. The authors in [30] discussed the state estimation problem for T-S fuzzy neural networks with network attacks by employing event-triggered transmission scheme. Moreover, the trigger protocol adopted in the above ETSs is almost a static algorithm due to the fact that the threshold employed in the protocol generally is an unchangeable constant, which can not be adjusted in real time according to the changes of external environmental or internal conditions, so as to increase a certain conservatism in saving network bandwidth resources. In view of this situation, an AETS was proposed in [32] . Recently, based on the AETS, some results for networked systems have been obtained [33] - [37] . However, as far as the authors know, for fractional-order nonlinear uncertain systems, state estimation issue based on the AETS has not received much attention and up to now, almost no relevant work have been reported in the published literature. So it is still an open topic, which is another motivation of this paper.
Based on the views above, this paper discusses the adaptive event-triggered robust state estimation issue for a class of fractional-order nonlinear uncertain systems. The contributions of this article are shown as follows. (i) To save network bandwidth resources as much as possible, a simplified AETS is proposed in the study on robust state estimation for fractional-order nonlinear uncertain systems. (ii) By taking adaptive event-triggered transmission scheme into consideration, a novel fractional-order estimation error system is constructed. (iii) Based on the new system model, a sufficient condition has been derived for the robust mean-square stability of the estimation error system. Meanwhile, the estimator gains are designed in terms of the LMI through matrix's SVD technique.
The rest of this paper is organized as follows. Section II presents the problem formulation and system modeling. Section III gives the main results including the sufficient condition for stabilizing the estimation error system and the design of the estimator gains. Section IV provides a numerical simulation example and we concluded this paper in Section V.
Notation: The superscript T represents matrix transposition; R n and R n×m stand for the n-dimensional Euclidean space and the set of n × m real matrix, respectively; R and C denote the real and complex domains, respectively; · 2 represents the Euclidean vector norm; diag{· · ·} denotes an block-diagonal matrix; col{· · ·} represents an column vector; sym(X ) refers to X +X T ; I stands for the unit diagonal matrix with appropriate dimensions; In symmetric block matrices, * is used as an ellipsis for terms induced by symmetry; P > 0 represents P is a real symmetric positive definite matrix.
II. PROBLEM FORMULATION AND SYSTEM MODELING
This paper aims to investigate the adaptive event-triggered robust state estimation problem for fractional-order nonlinear uncertain systems, and in the dynamic description of system model, the Caputo fractional-order derivative showing in Definition 1 is adopted.
Definition 1 [38] : For a function x(t), its α-order Caputo fractional derivative is defined in the following form.
where n is an integer satisfying n − 1 < α < n, and (·) is the Gamma function defined as (u)
Remark 1: In general theoretical calculations, the initial value of the integer-order derivative with definite physical meanings is allowed to use in the Laplace transform of the Caputo fractional derivative. Therefore, in the dynamic description of some real-world systems with non-zero initial values, the use of the Caputo fractional differential equation is more realistic. Based on this, the Caputo fractional derivative is employed for describing the fractional-order nonlinear uncertain system model.
Consider a class of fractional-order nonlinear uncertain systems described as follows.
where 0 < α < 1 is the order of fractional derivative, x(t) ∈ R n is the state vector, f (t, x(t)) ∈ R n is a continuous nonlinear vector function, y(t) ∈ R m is the measurement output, respectively. A and C are known system matrices with appropriate dimensions, and A(t) represents the admissible time-variant uncertainty parameter satisfying the following VOLUME 7, 2019 condition.
where D A and E A are known constant matrices with appropriate dimensions, and F A (t) is an unknown time-varying matrix function satisfying F T A (t)F A (t) ≤ I . Remark 2: Based on the formulation in [39] , we can get that I 1 > I 2 > I 3 , where I 1 , I 2 , I 3 are the stable region of fractional-order system D α x(t) = Ax(t) with order satisfies 0 < α < 1, α = 1, 1 < α < 2, respectively. In addition, fractional-order equation subject to 0 < α < 1 is more suited to describe some real-world systems, and there are some mathematical tools for analysis and calculation. Instead, the tools used in the analysis of fractional-order systems with 1 < α < 2 are limited, and the relevant research results are not too much.
Here the nonlinear vector function f (·) : R n → R n satisfies the following Lipschitz condition with γ > 0.
In order to save network bandwidth resources, an AETS is placed behind the sensor, which to be used to judge whether the measurement output of the sensor needs to be transmitted to the state estimator or not. The trigger protocol used in this paper is shown in the following form.
where y(t k ) represents the latest released output, y(t) stands for the current measurement output and t k (k ∈ N = {0, 1, 2, · · ·}) denotes the release instant of the event generator. ρ(t) is the adaptive threshold parameter, which satisfies the condition ρ(t)
, in which ρ 0 and ρ 1 are two known non-negative constants guaranteeing ρ(t) > 0.
Remark 3: Under the trigger protocol (4), we assume that the initial output y(0) of the sensor can be successfully transmitted to the state estimator. The current output y i (t) needs to be transmitted to the state estimator only when y i (t) and y i (t k ) violate the condition (4), which reduces the waste of network resources to a certain extent.
Remark 4: Different from the ETS adopted in [12] , [14] , the trigger threshold parameter ρ(t) in (4) is a time-varying function that can be adjusted in real time in the light of the changes of y(t k ) − y(t) 2 . Furthermore, if ρ 0 and ρ 1 are both set to 0, the AETS will degenerate into a traditional time-triggered scheme.
Let e(t) = x(t k ) − x(t), then combining the trigger protocol (4), one can design the next release instant t k+1 as follows.
where the threshold parameter ρ(t) can be reformulated as
Based on the analysis in literatures [40] , [41] , it can be concluded that if the event-triggered instant is judged by the iterative algorithm defined in (5), the Zeno behavior of the AETS proposed in this paper can be overcome.
In summary, one can describe the actual output passing through the AETS as follows.
Based on the actual output y(t k ) under the AETS, we construct the following fractional-order state estimator model for the system (1).
wherex(t) is the estimation of x(t), y(t k ) is the input of the state estimator,ŷ(t) is the measurement output of the state estimator, respectively.Â and L are the gains of the state estimator that need to be designed later. Remark 6: In the dynamic model of the state estimator, two unknown gain matrices (i.e.Â and L) are introduced, which can better estimate the state information of the fractional-order nonlinear uncertain system (1).
By defining d(t) = x(t) −x(t), the following fractional-order error dynamic model can be gained by combining (1) with (7).
By letting ζ (t) = col 2 {x(t), d(t)}, then one can obtain the following fractional-order augmented estimation error system model according to (7) and (8) .
To sum up, the design of the state estimator (7) for the fractional-order nonlinear uncertain system (1) can be transformed into the robust mean-square stability analysis of the estimation error system (9). Here we give the definition of the robust mean-square stability as follows.
Definition 2: The fractional-order augmented estimation error system (9) is robust mean-square stable if the following equation holds
for any given ζ (0) ∈ R 2n . Before giving the main results, some basic knowledge including the Mittag-Leffler function and some necessary lemmas are given below, which will be used in the proof process.
The following are the definitions of the two-parameter and one-parameter Mittag-Leffler functions, which are frequently used in solving the solutions of fractional differential equations.
,
.
where α > 0, β > 0, z ∈ C, and (·) is the Gamma function.
The following first two lemmas are the basic properties of the Mittag-Leffler function, and others are needed for the proof process of the main results.
Lemma 1 [38] : Consider the two-parameter MittagLeffler function E α,β (z) with α > 0 and β > 0, then the power series defining E α,β (z) is convergent for all z ∈ C. That is to say, E α,β (z) is an entire function.
Lemma 2 [38] : For α > 0, β > 0 and κ ∈ R, the following equation holds.
Lemma 3 [38] : The solution of the fractional differential equation D α x(t) = θ x(t)+h(t) can be represented as follows.
where 0 < α < 1, θ ∈ R, and h(t) is a given continuous function. Lemma 4 [42] : Let ζ (t) ∈ R n denotes a vector of differentiable function, then the following inequality holds for any t > t 0 .
where 0 < α < 1, and G ∈ R n×n is a positive definite constant matrix. Lemma 5 [43] : D and E are constant matrices with appropriate dimensions, and F(t) satisfies the condition F T (t)F(t) ≤ I is a matrix function, then for any scalar η > 0, the following matrix inequality holds.
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Lemma 6 [44] : For any matrix ∈ R p×q with full row rank (i.e., rank( ) = p), the SVD of matrix is expressed as = U S 0 V T , where T = I and VV T = I . Assume that Y ∈ R q×q is a symmetric matrix, then there exists a matrix Y = USY 11 S −1 U −1 satisfying Y =Ȳ when and only when matrix Y can be represented in the following form.
III. MAIN RESULTS
In the following, two theorems are investigated for the synthetic analysis of the fractional-order augmented estimation error system (9) subject to the AETS. Theorem 1 derives a sufficient condition for the robust mean-square stability of the estimation error system (9) . Based on the result in Theorem 1, Theorem 2 proposes a LMI-based design method for the state estimator (7) in the presence of the adaptive event-triggered transmission scheme. Theorem 1: For some given scalars η 1 > 0, η 2 > 0, γ > 0 and estimator gainsÂ, L, the fractional-order augmented estimation error system (9) under the AETS is robust mean-square stable, if there exists a matrix P = diag{P 1 , P 2 } > 0, such that the following matrix inequality holds.
Proof: For the estimation error system (9), we consider the Lyapunov function candidate as follows.
where P = diag{P 1 , P 2 } is a positive definite matrix with appropriate dimensions.
To t ∈ [t k , t k+1 ), by calculating the fractional-order derivative along the solution of the estimation error system (9) and by employing Lemma 4, we have
According to Lemma 5 and the Lipschitz condition (3), one can get the following inequalities.
where η 1 and η 2 are two positive scalars. Furthermore, it can be obviously seen that matrix C T C is a semi-positive definite matrix, then one can gain the following inequality in the light of the AETS (5).
where λ max (C T C) denotes the maximum eigenvalue of matrix C T C. Combining the above (13)- (16), then when (11) holds, one can get
where
, and λ min (− ) represents the minimum eigenvalue of matrix − .
Here the eigenvalues of matrix P are assumed as ν 2n ≥ ν 2n−1 ≥ · · · ≥ ν 2 ≥ ν 1 > 0, then the following inequality can be easily obtained.
Combining (17) and (18), we have
2n . By employing Lemma 3 to (19) , one can get
with
From the trigger protocol (4), one can gain that ρ 2 (t) is bounded, which means a constantρ > 0 is existed such that ρ 2 (t) ≤ρ holds for all t > 0. Therefore, the following inequality can be gained according to (21) .
Define φ(t) = t α−1 E α,α (−µ 2 t α ), then we can get that
Based on (23) and the limit definition of function, we can know that for any ι > 0, there exists a T 1 > 0 such that φ(t) < ι 2αµ 1ρ holds when t > T 1 . Thus one can rewrite (22) as follows.
On the basis of Lemma 1 and 2, one has
Hence, there must be a constant N 0 such that the following equation holds.
On the other hand, since the equation
is obviously true for any > 0, then for the above ι > 0, there must has a T 2 > 0 such that e − t < ι 2αµ 1ρ N 0 holds when t > T 2 . Therefore, when t > T = max{T 1 , T 2 }, we can obtain the following inequality by combining (24)- (27) .
which can be obtained that
In summary, the following equation can be gained according to the above analysis and the properties of one-parameter Mittag-Leffler function,
which can be concluded the following equation.
Based on Definition 2, the augmented estimation error system (9) in the presence of the AETS is robust mean-square stable, which means that the estimator (7) can achieve the state estimation of the fractional-order nonlinear uncertain system (1). The proof is completed.
Theorem 1 investigates a sufficient condition for the robust mean-square stability of the estimation error system (9), but the design of the state estimator (7) has not been addressed yet. Then, based on the results in Theorem 1, the gainsÂ and L are designed in the following Theorem 2.
Before proceeding with Theorem 2, the following assumption is needed in the proof process of Theorem 2.
Assumption 1: The SVD of matrix C with full row rank is expressed as C = U S 0 V T , where C is the output matrix of the fractional-order nonlinear uncertain system (1).
Theorem 2: For the given positive scalars η 1 , η 2 , η 3 , γ , λ, the estimation error system (9) in the presence of the AETS is robust mean-square stable, if there exists matrices Q 1 > 0, Q 21 > 0, Q 22 > 0, X and Y with appropriate dimensions such that the following LMI holds. 
Moreover, the estimator gainsÂ and L are designed as follows.Â
2 . Based on this, multiplying matrix Q on the left and right sides of (13), then we can obtain the following inequality.
In order to handle the uncertain parameter A(t) in matrixĀ, one can decompose matrixĀ as follows.
Obviously, F T 1 F 1 ≤ I is true, then by using Lemma 5, we can gain that˜ < 0 holds only if the following inequality holds.
In the light of the Schur complement and (36), one can obtain the following matrix inequality, which is equated to (36).
Here three nonlinear terms including LCQ 2 ,ÂQ 1 , Q 2 Q 2 are existed in the above matrix inequality (37) . For LCQ 2 , based on Assumption 1, we first express symmetric matrix Q 2 as follows.
Then by employing Lemma 6, one finds that there exists a symmetric matrixQ 2 = USQ 21 S −1 U −1 such that the equation LCQ 2 = LQ 2 C holds. On the other hand, we have 
IV. SIMULATION EXAMPLE
In this section, a numerical example is provided to verify the usefulness of the above theoretical results.
Here we consider the fractional-order nonlinear uncertain system (1) with order α = 0.9, where the parameter matrices are chosen as Here the fractional integrator in literature [45] is adopted in the simulation of fractional-order nonlinear uncertain system, and the frequency range of the fractional integrator is chosen from 10 −2 rad/s to 10 2 rad/s. Moreover, the sampling period is set to h = 0.01, and initial conditions are chosen as x(0) = 0.4 −0.6 T .
By employing the obtained gains in (39), some simulation results are shown as follows. Fig. 1 depicts the state responses of the system (1). Fig. 2 investigates the time responses of the estimation error signals in the presence of the adaptive event-triggered communication scheme. Fig. 3 shows the release instants and intervals of the AETS with threshold parameters ρ 0 = 0.15, ρ 1 = 0.12 and = 0.54. Fig. 4 investigates the values of parameter ρ(t) subject to ρ 0 = 0.15 and ρ 1 = 0.12. From the above simulation results, one can conclude that the designed adaptive event-triggered state estimator is effective.
V. CONCLUSION
In this paper, the adaptive event-triggered robust state estimation problem has been discussed for fractional-order nonlinear uncertain system. An AETS is introduced to save network bandwidth resources, and a novel fractional-order estimation error system model is established by taking it into consideration. Then based on this model, a sufficient condition has been obtained such that the estimation error system achieves robust mean-square stable, and the design of the estimator gains is also addressed by utilizing matrix's SVD and LMI techniques. Finally, a simulation example is provided to verify the theoretical results.
It is noteworthy that the adaptive event-triggered robust state estimation problem is addressed for the fractional-order nonlinear uncertain system with order satisfies 0 < α < 1. The relevant problems of this kind of systems with fractional order 1 < α < 2 are also an interesting and meaningful topic, which will be considered in our future research work for it is difficult to obtain the similar results when using the methods of this paper. In addition, some problems (such as fault detection, missing measurements, stochastic stability, hybrid-attacks and saturation) discussed in [46] - [49] are also interesting, which will be further considered in fractional-order systems in our future work.
