Pyroprocessing of used nuclear fuel (UNF) has many advantages-including that it is proliferation resistant. However, as part of the process, special nuclear materials accumulate in the electrolyte salt and present material accountability and safeguards concerns. The main motivation of this work was to explore a laser-induced breakdown spectroscopy (LIBS) approach as an online monitoring technique to enhance the material accountability of special nuclear materials in pyroprocessing. In this work, a vacuum extraction method was used to draw the molten salt (CeCl 3 -GdCl 3 -LiCl-KCl) up into 4 mm diameter Pyrex tubes where it froze. The salt was then removed and the solid salt was measured using LIBS and inductively coupled plasma mass spectroscopy (ICP-MS). A total of 36 samples were made that varied the CeCl 3 and GdCl 3 (surrogates for uranium and plutonium, respectively) concentrations from 0.5 wt% to 5 wt%. From these samples, univariate calibration curves for Ce and Gd were generated using peak area and peak intensity methods. For Ce, the Ce 551.1 nm line using the peak area provided the best calibration curve with a limit of detection (LOD) of 0.099 wt% and a root mean squared error of cross-validation (RMSECV) of 0.197 wt%. For Gd, the best curve was generated using the peak intensities of the Gd 564.2 nm line resulting in a LOD of 0.027 wt% and a RMSECV of 0.295 wt%. The RMSECV for the univariate cases were determined using leave-one-out cross-validation. In addition to the univariate calibration curves, partial least squares (PLS) regression was done to develop a calibration model. The PLS models yielded similar results with RMSECV (determined using Venetian blind cross-validation with 17% left out per split) values of 0.30 wt% and 0.29 wt% for Ce and Gd, respectively. This work has shown that solid pyroprocessing salt can be qualitatively and quantitatively monitored using LIBS. This work has the potential of significantly enhancing the material monitoring and safeguards of special nuclear materials in pyroprocessing.
Introduction
Pyroprocessing technology for used nuclear fuel (UNF) recycling is actively being developed in the USA and worldwide as an alternative approach to traditional aqueous techniques because of several advantageous features such as its high radiation tolerance, small footprint, and proliferation resistance. 1 At the heart of pyroprocessing is the electrorefiner (ER) in which uranium from the UNF can be electrochemically dissolved from the anode, transported through the molten salt electrolyte, and deposited on a steel cathode. With this direct approach, pure uranium metal can be recovered for reuse. An additional operating mode of the ER utilizes a liquid cadmium cathode in which a mixture of uranium and other actinides can be recovered. 2 During electrorefining of the UNF in either mode, fission products, rare earth elements, and actinides accumulate in the salt. To monitor this build-up of materials, especially the uranium and plutonium, inductively coupled plasma mass spectrometry (ICP-MS) has been used to analyze the elemental composition of the salt. 3 Whiles ICP-MS can provide excellent analytical measurements, there is a significant time delay between sampling and the actual measurement due to radiation barriers and sample preparation. To enhance online material monitoring and accountability of special nuclear materials within the ER and the other pyroprocessing units, more timely analytical sampling approaches and measurement techniques are needed.
Laser-induced breakdown spectroscopy (LIBS) has been proposed as a potential measurement technique for pyroprocessing salts. In LIBS, a high energy pulsed laser is focused onto a small area of a sample to create a plasma, consisting of atomic and ionic species derived from the elements found in the sample. As the plasma cools and atoms return to their ground states, characteristic light from each element in the sample is emitted and collected to form a spectrum. 4 Implementation of a LIBS analysis technique into pyroprocessing facilities is difficult due to high radiation from UNF as well as the high temperature operation of the processes. In addition, system components are heavily insulated and accessibility is limited. Despite these challenges, several LIBS sampling approaches have been explored to measure the composition of ER salts: (1) direct LIBS analysis on the static liquid surface of the salt; [5] [6] [7] [8] (2) nebulizing a liquid salt stream for aerosol-LIBS analysis; [9] [10] [11] and (3) freezing the salt for solid-LIBS analysis outside the ER. [12] [13] [14] In the static surface configuration, the pulsed laser is directed downwards onto the surface of a non-moving liquid. With this approach, LIBS could be directly implemented into the process equipment to measure salt compositions. However, molten salt studies using this approach have shown that liquid splashing, surface layers, and optical degradation can interfere with the LIBS measurement. Elements studied in a lithium chloride-potassium chloride (LiCl-KCl) salt using this configuration are Cr, Co, Mn, Ce, Pr, Er, U, Pu, and Np. [5] [6] [7] [8] In the liquid salt aerosol approach, a nebulizer is used to generate a molten salt aerosol in which the plasma can be formed. In this case, liquid salt from the process equipment can be drawn, measured, and then returned. Williams and Phongikaroon [9] [10] [11] used this approach to monitor Ce and U in LiCl-KCl salt. For Ce, the percent relative standard deviation (%RSD) was 5% and the root mean squared error of cross-validation (RMSECV) was 0.0647 wt%. In addition, the limits of detection (LOD) were reported to be 0.0148 wt%. 10 For U, the %RSD values were 4.5%, the LOD was 0.0646 wt%, and the RMSECV was 0.229 wt%. 11 With the aerosol approach, the laser energy is better utilized, splashing is reduced, and surface films are not an issue because the salt sample can be drawn from different liquid depths.
The last salt sampling approach described in the literature is a solid-LIBS method in which the salt is first frozen and then analyzed using LIBS. Yoo et al. 12 and Kim et al. 13 explored a cold probe to freeze and extract the salt for analysis. Here, the probe is immersed in the molten salt and a thin layer of solid salt forms radially on its surface. This probe is then removed from the melt where the pulsed laser is focused onto the solid salt surface for analysis. With this approach, researchers noted a change in the salt composition as a function of the depth profile of the grown salt layer, indicating perhaps a non-homogeneous salt sampling approach. This observation may be the result of melt crystallization, which has been used to separate fission products from molten salts. [15] [16] [17] Kim et al. 14 also used a solid-LIBS approach and measured U (from 0 wt% to 10 wt% UCl 3 ) in LiCl-KCl. Although the salt preparation and extraction method was not discussed in detail, results showed good correlation between the spectral signal and the sample concentrations with %RSD values up to 1.65% and a root mean squared error (RMSE) of 0.141 wt%.
The main motivation of this work was to further explore a solid-LIBS approach using samples drawn from the molten salt liquid using a vacuum salt extraction process. Here, a vacuum was created to draw the liquid sample into thin Pyrex tubes where the salt rapidly solidified. In this work, the extraction process and the LIBS analytical measurement of Ce and Gd were explored. These elements (Ce and Gd) were used because both are found in the ER salt and are often used in surrogate studies for U and Pu, respectively. The amounts of CeCl 3 , GdCl 3 , UCl 3 , and PuCl 3 typically found in ER salt are 3 wt%, 0.04 wt%, 2.8 wt%, and 5 wt%, respectively. 3 The concentrations of CeCl 3 and GdCl 3 in this work were in the range of 0.5-5 wt%. This range is typical for Ce in ER salt; however, it is too high for typical Gd concentrations. The higher range for Gd was studied here as it is being used as a surrogate for Pu.
Materials and Methods
Salt samples were prepared in an inert atmosphere (argon gas) glove box. Salts used in this work were LiCl (Alfa Aesar, 99.99%), KCl (Alfa Aesar, 99.95%), GdCl 3 , (Sigma-Aldrich, 99.99%), and CeCl 3 (Sigma-Aldrich, 99.9%). The LiCl and KCl salts were mixed to form a eutectic LiCl-KCl salt (44 wt% LiCl and 56 wt% KCl). The concentrations of GdCl 3 and CeCl 3 varied between 0.5, 1, 2, 3, 4, and 5 wt% as shown in Table 1 . For the sample preparation, appropriate amounts of GdCl 3 and CeCl 3 salts were added to the base salt and melted in an alumina crucible at 500 C for at least 4 h. Once the salt was completely melted, a 4 mm inner diameter (6 mm outer diameter) Pyrex glass tube was then inserted into the salt that was then drawn into the tube ($10 cm high) using a syringe connected to the Pyrex tubing. The salt drawn into the Pyrex tube quickly solidified and could be easily removed from the Pyrex tube (due to salt thermal contraction) as cylindrical salt rods with a diameter of approximately 4 mm. These rods were broken into pieces approximately 25 mm long. Salt measurements via LIBS were conducted outside of the glove box environment. To maintain the inert atmosphere, the salt cylinders were loaded into a 25 mm diameter glass vial and sealed within the glove box. Here, the salt was secured using a rubber suction cup that had been permanently adhered to the bottom of the vial. Figure 1a shows a photo of the loaded sampling vial with the indicated laser path. Between repetitions, the sampling vial was shifted axially in approximately 1 mm increments to expose a new salt surface. The sampling vial was cleaned and reused after each sample measurement (no cleaning was done between repetitions) and the orientation of the vial was maintained between runs to reduce changes in the setup.
The LIBS experimental setup is shown in Fig. 1b . The laser used was a Nd:YAG laser (Q-smart 450, Quantel Laser) that had been frequency doubled to 532 nm and operated at 1 Hz. This laser had a pulse length of 6 ns and a beam diameter of 6.5 mm. The laser pulse was directed downwards via a laser mirror and focused onto the sample using a 50 mm focal lens. Light from the plasma was then collected via a 35 mm focal length lens and then focused onto the fiber optic cable via a 100 mm focal length lens. The plasma light was collected at approximately 65 from the incoming laser light and directed through a fiber optic bundle to an Aurora LIBS spectrometer (Applied Spectra, Inc.). This spectrometer has six channels with a wavelength range of 190-1040 nm. The 50 cm long fiber optic bundle consists of six fiber optics cables (one per spectrometer channel) with core diameters of 200 mm and numerical apertures of 0.22. The spectrometer gate delay and gate width were set at 6 ms and 1.05 s, respectively, for these experiments.
Due to the small volume of the sampling vial and the close proximity of the glass wall above the salt sample, a layer of dust from the ablated salt deposited on the surface of the glass which reduced the signal over time. To reduce the amount of dust generated, only 100 laser pulses per repetition were taken to obtain the averaged spectrum and a total of six replicates per sample were collected. Two laser energies were initially explored in this study: 30 AE 3 mJ and 80 AE 5 mJ. At 80 mJ laser pulses, the average intensity from 100 shots was basically zero due to dust build-up. At 30 mJ, the average intensity of the spectrum was good and therefore, this laser energy was selected for the remainder of the study, though a complete optimization of the laser energy was not done.
Following the LIBS measurements, a portion of the 25 mm salt rod was sampled for ICP-MS analysis. For the ICP-MS sample preparation, 0.01-0.03 g of the 25 mm salt rod were collected (typical amount was $0.02 g) by sectioning a small portion of the cylindrical salt rod (samples typically were 4 mm in diameter Â 1-2 mm in height). Only one salt chunk was taken for ICP-MS analysis per salt sample. The salt was dissolved in 10 mL of 2% nitric acid for 24 h. Following dissolution, the samples were diluted 1000 times in 2% nitric acid and analyzed using an Agilent 7900 (Agilent Technologies) instrument. 1  2  2 7  4  2  10  1  3  28  4  3  11  1  4  29  4  4  12  1  5  30  4  5  13  2  0.5  31  5  0.5  14  2  1  32  5  1  15  2  2  33  5  2  16  2  3  34  5  3  17  2  4  35  5  4  18 2 5 36 5 5
Results and Discussion
The ICP-MS results for the Ce and Gd concentrations for the 36 samples are shown in Table 2 . The concentrations for Li, K, Ce, and Gd were measured in mg/L. The composition of the original salt was calculated assuming 1 L of solution and then calculating the mass of Cl associated for each element using molecular weights and mole balances. Also shown in Table 2 are the ''expected'' or prepared salt concentrations. Errors in the sample preparation were approximately 1-2%.
In the ICP-MS measurement, each sample was run three times and the uncertainty was on average 3%. The comparison between the prepared and ICP-MS measured concentrations shows that the % differences on average were À1.8 AE 5.2% for Ce and 6.6 AE 6.5% for Gd. These results suggest that on average, the 0.02 g sample size ICP-MS measurement yielded consistent salt compositions to the prepared salt. However, there are several cases in which the % difference between the prepared and measured concentrations are in the range of 10-22%, which may indicate that the samples made from the melt were in some cases affected by fractional crystallization (more so for Gd). As a result, this effect may influence the %RSD values between the LIBS sampling locations on a given sample. The pointwise %RSD values for the pixel intensities between the sample repetitions were calculated between 495 nm and 575 nm as shown for selected samples in Fig. 2a . The %RSD values between repetitions were high (30-80%) as a result of dust build-up on the glass surface, which obstructed both the laser light in and the plasma light out. Figure 2b shows the intensity difference between repetitions for sample 27 near the Li 497.1 nm line. Here, the intensity of the spectra decreased systematically with each additional repetition. This observed trend was mirrored in the other samples. Normalization of the spectra was done to reduce the systematic degradation in the signal due to dust build-up. No internal standard was added to the samples, so the only available options for normalization were Li and K, both of which will vary slightly from sample to sample. However, since the amounts of these elements were significantly greater than Ce and Gd, and only shift by a few percent, they could be used as internal standards to give an adequate approximation. Given concerns about self-absorption of K lines, several lines for Li were considered. 6 The strongest Li lines in the spectrum were the 610.4 nm, 670.7 nm, and 497.1 nm peaks. The Li 610.4 nm line was oversaturated in some samples and the Li 670.7 nm line showed self-absorption, so neither was appropriate for normalization. As a result, the Li 497.1 nm line was used to normalize the spectrum. Here, the entire spectrum was divided pointwise by the average peak intensity from 496.8 nm to 497.8 nm. Figure 2c and 2d shows the %RSD values and intensity variation of the repetitions following normalization. With the normalization, the %RSD values averaged between 3% and 10% with a maximum reaching up to 20%. The variation in the spectra following normalization can be attributed to dust effects, fluctuation in the laser energy, and local concentration effects due to possible fractional crystallization.
The LIBS spectrum obtained from sample 36 (high Ce and high Gd) is shown in Fig. 3 . The elements with the greatest concentrations in the samples are Li and K; thus, strong spectral lines for these elements were expected. Strong lines were observed for Li; however, for K, the spectral response appeared weak due to the usage of a multi-channel spectrometer. That is, the spectrometer channels between 450 nm to 700 nm received more light due to the positioning of the multicore fiber optic cable. The K lines around 766 nm aligned in one of the channels, which received less light. The same was true for the region between 350 nm and 450 nm, where the majority of the Ce and Gd lines were expected. 18, 19 However, despite the uneven light distribution across the spectrometer channels, many lines for Ce and Gd were identified between 495 nm and 575 nm with strong spectral intensities as shown in Fig. 3b . Peaks in the spectrum were identified by comparing the spectra between sample 31 (low Gd and high Ce) and sample 6 (high Gd and low Ce). With this comparison, peaks common to both samples (Ar, Li, and K) as well as the Ce and Gd lines could be identified. For both Ce and Gd, there are numerous lines in the wavelength range studied, many of which create significant spectral interference with each other. However, several lines for Ce and Gd were identified with good spectral intensities and low interference. Table 3 shows some of the Ce and Gd lines that were identified to have low spectral interferences with other peaks. Between the lines identified, the intensity, signal-to-background (S/B) ratio, and the signal-to-noise (S/N) ratio were evaluated in order to select the best three lines for each element. The selected lines were: (1) Ce -551.1 nm, 556.4 nm, and 571.8 nm; (2) Gd -501.4 nm, 510.3 nm, and 564.2 nm (see Fig. 3b ).
The repeatability of the selected spectral lines was explored using the %RSD value for the peak area and peak intensity. Here, the peak area was the total area under the peak curve minus the background, and the peak intensity was the maximum intensity of the line without background subtraction. The %RSD values were in the range of 2-19% depending on the sample and concentration; however, the average value for the Ce peak areas was 10 AE 6%. For the peak intensity, the %RSD values were better with an average around 5.6 AE 2.3%. The %RSD for the Gd peaks were similar with average %RSD values of 9.3 AE 4.9% and 6.7 AE 2.9% for the peak area and peak intensity approaches, respectively. These high %RSD values may be the result of the dust build-up, fluctuations in the laser energy, and possible fractional crystallization of the sample.
Univariate calibration curves using the selected peaks were made for both the peak areas and the peak intensities. Fig. 4a and 4b shows the calibration curves made from the Ce 551.1 nm line using the peak areas and peak intensities, respectively. For the peak area curve, the data have a strong linear trend with respect to the Ce concentration. The peak intensity curve shows a weaker linear correlation between the Ce concentration and the intensity, but significantly less variation with respect to the Gd concentration. These observations are supported by the R 2 values which were 0.958 and 0.914 for the peak area and peak intensity curves, respectively. The RMSE, a measure of the goodness of fit for the regression line, was calculated using:
where y i is the intensity of the data point,ŷ i is the intensity of the regression line corresponding to the data point, and n is the number of data points. The units of the RMSE are in terms of the y-axis and values closer to zero indicate a better fit between the regression curve and the data. The RMSE for the peak area and peak intensity curves were calculated to be 0.0033 (y-axis from 0 to 0.05) and 0.0449 (y-axis from 0 to 0.5), respectively. The LOD for the curves were also calculated using the following:
where m is the slope of the regression curve and s is the standard deviation (from the repetitions) of the point with the lowest concentration on the calibration curve. The constant factor 3 in Eq. 2 represents the smallest amount of the element that can be calculated within 33% confidence. For the Ce 551.1 nm line, the LOD were calculated to be 0.099 wt% and 0.092 wt% for the peak area and peak intensity cases, respectively. The root mean squared error of calibration (RMSEC) was calculated for the univariate calibrations curves to provide a measure of the calibration error. The RMSEC was calculated using the following:
where x i , LIBS is the concentration of the data point as predicted from the calibration curve and x i , ICP-MS is the actual concentration for that point. The RMSEC was 0.184 wt% and 0.270 wt% for the peak area and peak intensity curves, respectively. To provide an approximate error estimate on how well the calibration curves will predict an unknown sample, a leave-one-out cross-validation (LOOCV) analysis was conducted. In the LOOCV analysis, each data point was systematically left out from the model development and then analyzed against that model to determine its concentration. As a result, each data point had an independent prediction based on the rest of the data in the calibration. The results of the cross-validation were reported as the RMSECV, which has the same formula as the RMSEC except that the x i , LIBS point was independently predicted. Here, the RMSECV for the peak area case was 0.197 wt% which is better than the 0.288 wt% for the peak intensity case. The above figures of merit along with the regression coefficients are shown in Table 4 for the Ce 551.1 nm line. When comparing between the peak area and peak intensity curves, the LOD are similar; however, the RMSEC and RMSECV are better overall for the peak area curves, indicating lower uncertainties in predicted measurements. Calibration curves from the Ce 556.4 nm and Ce 571.8 nm were not shown; however, the general trends were consistent with the Ce 551.1 nm curves. Table 4 shows the regression coefficients and figures of merit for the different Ce calibration curves. In the ER salt, the concentration of CeCl 3 was approximately 3 wt% (1.7 wt% Ce), 3 which is significantly greater than the LOD calculated for the Ce calibration curves. As a result, curve selection for Ce was determined by the best RMSEC and RMSECV. Between the three selected Ce lines, the Ce 551.1 nm calibration curve made using the peak area had the lowest RMSEC and RMSECV, and was thus recommended for Ce measurements in ER salt. For the Gd lines, the univariate calibration curves using the peak areas and peak intensities were also made. Figure 5 shows the curves generated using the Gd 564.2 nm line which is representative of the other lines explored. Table 5 shows the regression coefficients and the figures of merit for all of the Gd curves generated. Between the peak area and peak intensity curves, the greatest difference was in the LOD. The LOD for the peak intensity curves were much better as a result of smaller standard deviation (lower %RSD values) in the spectral response. The best LOD was 0.027 wt% obtained for the Gd 564.2 nm line using the peak intensities. The Gd 510.3 nm curves using peak areas had the best RMSEC and RMSECV values of 0.210 wt% and 0.226 wt%, respectively. The typical GdCl 3 composition in the ER salt is 0.04 wt% ($0.025 wt% Gd) which is smaller than the LOD calculated for the Gd curves. The LOD of Gd in salt can be improved by performing LIBS on more samples in the lower concentration range; however, as it is, Gd can be monitored qualitatively in the ER using the Gd 564.2 nm curve generated using the peak intensities. Figure 6a shows the predicted (LIBS) sample concentrations generated using the peak areas of the Ce 551.1 nm line versus the measured (ICP-MS) concentrations. Scattered data points can be seen in high wt% with an overall appearance of a good agreement between both detection techniques. Figure 6b shows the predicted (LIBS) sample concentrations generated using the peak intensities of the Gd 564.2 nm line versus the measured (ICP-MS) concentrations. For Gd, more scatter in the data at the higher wt% are observed. In addition to the univariate calibration curves, a partial least squares (PLS) regression was done to generate a multivariate calibration model for the samples. The PLS modeling was done using the commercial software package PLS_Toolbox (Eigenvector Research), which operates within the Matlab (The Mathworks Inc.) environment. The average spectrum for each sample was used in the modeling. The RMSECV was calculated using a venetian blinds cross validation approach. Here, the data were split six times with 17% of the samples being left out each time.
The RMSECV and the RMSEC for the Ce model as a function of the latent variables used are shown in Fig. 7a . In this case, eight latent variables were used to best capture the behavior of the spectral data. The PLS calibration curve for Ce is shown in Fig. 7b . Similar to the univariate calibration curve, there is a general variation with respect to the Gd concentration, particularly samples 8 and 11. The RMSECV is 0.30 wt% Ce, which is larger than the univariate case. This may be a result of the cross-validation approach used; that is, the LOOCV approach used for the univariate case is better suited to smaller samples sizes and can yield more optimistic results for samples greater than 20.
The PLS model for Gd was also generated using the average spectrum for each of the 36 samples. Figure 8a shows the RMSECV as a function of the latent variable number. For the Gd model, eight latent variables were used to best describe the spectral behavior. The PLS calibration curve for Gd is shown in Fig. 8b . The model has a RMSECV of 0.29 wt% and appears to predict the concentration well with the exception of samples 6, 9, and 16. From this study, the differences between the univariate and PLS calibration methods were not large, with the univariate case providing perhaps slightly better results overall. The univariate results demonstrated that, despite the large spectral interferences between Ce and Gd, quantitative and qualitative analytical measurements can be made for these elements. Here, Ce and Gd were studied as quasi-surrogates (different spectral lines, but similar spectral ranges and interferences) for U and Pu. Because Ce and Gd could be measured using LIBS in ER salt, it is expected that U and Pu at the typical ER compositions could also be quantitatively measured. However, in real ER salt where each element adds to the complexity of the spectrum, it is anticipated that the univariate approach will not perform as well as the PLS modeling. PLS is better suited to handle the complicated system because the entire spectrum is used in the analysis and the selection of variables (spectral peaks) will be less subjective.
Analytical figures of merit obtained for Ce and Gd in molten salt were compared with values obtained in the relevant literature. The %RSD values ($5%) reported in this work were consistent with values obtained by Williams and Phongikaroon; 10,11 however, the %RSD values were significantly greater than those reported by Park et al. 14 (1.65%) . The LOD in this study were higher (0.099 wt% Ce) versus the 0.0148 wt% found in the literature. 10 In the Ce and Gd aqueous-aerosol study by Williams and Phongikaroon, 18 the LOD were found to be 0.0209 wt% Ce and 0.0216 wt% Gd with %RSD values of 4.4% and 3.8% for Ce and Gd, respectively. These values are fairly consistent with the results obtained in this study. It should be noted that with less dust build-up, the %RSD values determined in this study would be greatly improved which would reflect improvement on the other figures of merit. It is therefore recommended to establish careful dust control techniques in implementing this solid-LIBS approach to reduce the %RSD values in the future.
The greatest advantage of this salt extraction approach is that little to no modification to the ER ports is necessary to draw the sample taking away complicated control and system designs. The challenge in this approach, however, is using a Pyrex tube in the hot cell with mechanical manipulators where the potential for breaking the tubes is highly possible. However, it may be possible to use polished or coated metallic tubes that can be used for easy extraction of the salt as shown in the Pyrex method. A suitable metallic material may be tantalum due to low thermal expansion values.
Conclusion
To improve the online monitoring and safeguards of special nuclear materials in pyroprocessing, a solid-LIBS extraction and measuring approach was explored. Salt samples containing a base LiCl-KCl salt with additives of Ce and Gd (quasi-surrogates for U and Pu) were studied between 0.5 wt% and 5 wt%. Here, salt samples were extracted from the melt using a vacuum extraction technique into 4 mm diameter Pyrex tubes. The extracted salt solidified in the Pyrex tubes which were later removed revealing cylindrical salt samples. Using ICP-MS, Li, K, Ce, and Gd compositions within the salt samples were measured, and it appeared that on average the extracted salt concentrations were within the expected range but several samples varied by up to 10-22%, which might indicate possible fractional crystallization effects in the salt.
Each of the 36 salt samples prepared were also analyzed using LIBS. Due to dust build-up on the sample container, the %RSD values were high without normalization of the spectra. Normalization was done using the Li 497.2 nm line which reduced the %RSD values down to 5-10%, which is still relatively high. However, despite the high %RSD values between repetitions, the spectral response as a function of the sample composition yielded strong linear trends. The best curve for Ce was generated using the Ce 551.1 nm line (peak area) which had the LOD of 0.099 wt% and the RMSECV of 0.197 wt%. The recommended line for Gd was the Gd 564.2 nm line (peak intensities) which had the LOD of 0.027 wt% and the RMSECV of 0.295 wt%. Between the univariate and PLS calibration approaches, the univariate approach showed slightly better results. However, when working with real ER salts in which the spectral complexity would be significantly greater, the PLS model should perform better. Overall, this work has shown that a solid-LIBS analytical technique is capable of monitoring special nuclear materials within the ER qualitatively and quantitatively. The success of this work has the potential of significantly enhancing the material accountability and safeguards of pyroprocessing.
