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Abstract 
 
Clustering performance of the K-means highly depends on the 
correctness of initial centroids. Usually initial centroids for the K-
means clustering are determined randomly so that the determined 
initial centers may cause to reach the nearest local minima, not the 
global optimum. In this paper, we propose an algorithm, called as 
Centronit, for designation of initial centroidoptimization of K-means 
clustering. The proposed algorithm is based on the calculation of the 
average distance of the nearest data inside region of the minimum 
distance. The initial centroids can be designated by the lowest 
average distance of each data. The minimum distance is set by 
calculating the average distance between the data. This method is 
also robust from outliers of data. The experimental results show 
effectiveness of the proposed method to improve the clustering 
results with the K-means clustering. 
 
Keywords: K-means clustering, initial centroids, K-
meansoptimization. 
 
 
1. Introduction 
Clustering is an effort to classify similar objects in the same groups. 
Cluster analysis constructs good cluster when the members of a cluster have 
a high degree of similarity each other (internal homogeneity) and are not like 
members of other clusters (external homogeneity) [1][2]. It means the 
process to define a mapping f:DC from some data D={d1,d2, ...,dn} to some 
clusters C={c1,c2, ...,cn} on similarity between di. The applications of clustering 
is diversely in many fields such as data mining, pattern recognition, image 
classification, biological sciences, marketing, city-planning, document 
retrievals, etc. 
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Table 9. Comparison of Error ratio for New Thyroid dataset 
Clustering Algorithm Error (%) 
Single Linkage 29.7674 
Centroid Linkage 27.907 
Complete Linkage 28.3721 
Average Linkage 26.0465 
Fuzzy c-means 14.4186 
K-means (random init.) 20.9842 
K-means using Centronit 13.9535 
 
6. CONCLUSION 
It is widely reported that the K-means clustering algorithm suffers from 
initial centroids. The main purpose is to optimize the designation of the 
initial centroids for K-means clustering. Therefore, in this paper we proposed 
Centronit as a new algorithm of initial centroid designation algorithm for K-
Means Clustering. This algorithm is based on the calculating the average 
distance of the nearest data inside region of the minimum distance. The 
initial centroids can be designated by the lowest average distance of each 
data. The minimum distance is set by calculating the average distance 
between the data. This algorithm creates the unique clustering results 
because it does not involve the probabilistic calculation. Moreover, because 
of observing the data distribution, Centronit is robust for outliers. 
Experimental results with normal random data distribution and real world 
datasets perform the accuracy and improved clustering results as compared 
to some clustering methods. 
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