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Although today silicon is the most widely used semiconductor, the first tran­
sistors were made of germanium [1,2]. This was just after the second world 
war. In the mid-fifties the silicon-based bipolar transistor was for the first 
time presented. Nowadays, all integrated circuits (IC's) are based on the, in 
1959 introduced, silicon-based planar transistor [3]. An incredible amount of 
research spent on this type of devices, has resulted in the impressive achieve­
ments of the micro-electronic industry to day. 
However, the so-called III/V semiconductors are becoming more and 
more popular as a basis for high speed electronic devices and opto-electronic 









Asi_yP y , have some definite advantages over silicon. As is illustrated 
in fig. 1.1, the bandgap of these materials can be chosen as desired between 
0.18 and 2.42 eV. On top of this, a considerable part of the III/V materials are 
direct semiconductors, in contrast to silicon, which make them very suitable 
as material for opto-electronic compounds like high efficiency solar cells, lasers 
and light-emitting diodes. Also, due to their superior material properties, all 
kind of devices have been developed, like the high-electron mobility transis­
tor and the field-effect transistor, which operate at higher speed than their 
counterparts based on silicon. 
Most of the devices, and certainly the opto-electronic ones, are made of 
several semiconductor layers, which differ in thickness, dopant element, dop­
ing level and composition. Among the growth techniques which are capable 
to meet these demands, Molecular Beam Epitaxy (MBE) and Metalorganic 
Chemical Vapour Deposition (MOCVD) are the most suitable for a wide range 
of materials. With these two techniques it is possible for reproducibly mak­
ing material of good quality with all kind of different doping levels and with 
very sharp interfaces (even monolayer sharp) between separate layers. Nowa­
days, MOCVD reactors are developed [10] which are capable to grow on a 
large number of wafers in one run, with great repeatability and accuracy from 
wafer to wafer and run to run. So, the MOCVD method has a not only a 
great potential towards the production of devices but has already proven to 
be capable to produce, for instance solid state lasers and solar cells, in large 
numbers. 







has been investigated. The doping process of the epitaxial layers with silane 
(S1H4) and disilane (БігНб) is described in chapters 2, 3 and 4. Diethylzinc 
(DEZn) has been used to grow p-type layers as is given in chapter 5. These 
investigations have been used to grow a solar cell of 20.5 % efficiency (chapter 
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Figure 1.1 Bandgap (eV) versus the lattice constant (Â) for the major 
III/V compounds. The lines represent the possible alloys between two 
binary compounds. The solid lines indicate the direct bandgap combina-
tions and the dashed lines the indirect bandgap materials. 
matched to GaAs. This material can be used as high bandgap material instead 
of Alo.3eGao.62As. Although, it certainly has advantages over AlGaAs, control 
over the composition and crystallographic structure is not as straightforward 
as this semiconductor possesses atomic ordering or disordering on the group III 
lattice depending on the growth conditions and substrate orientations. This 
behaviour is responsible for typical optical and electrical properties [4]. 
This chapter will give a short introduction of the MOCVD growth tech-
nique and briefly describe the different aspects related to the physical and 
chemical processes. Some examples are given to illustrate the capability of 
the MOCVD process. 
1.1 Metalorganic Chemical Vapour Deposition 
The first publication on MOCVD was in 1968 by H.M. Manasevit [5]. He 
used the vapour of metalorganic compounds to grow semiconductor material. 
In this publication he described the growth of GaAs by transporting the met-
alorganic compound trimethylgallium (TMG, Са(СНз)з) in combination with 
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arsine (АБНЗ) with the use of a carrier gas to a heated surface. The overall 
chemical reaction of this process can be formulated as: 
Ga(CH 3 ) 3 + AsH3 - ^ GaAs + 3 CH 4. 
After the first growth of GaAs, it was demonstrated that with this MOCVD 
growth technique the complete range of III/V compounds could be grown, 
viz. GaP (with TMG and PH3), ternary materials like GaAsP and AlGaAs 
(with the use of trimethylaluminum (TMA)) and the complete range of indium 
containing compounds like InP, GalnAs, GalnP and InAsP with the use of 
trimethylindium (TMI) [6]. Not only III/V semiconductors, but also II/VI 
materials can be grown with this method [6,7] as well as high-temperature 
superconductors [9] and compounds like GaN and A1N. The great flexibility 
in compounds which can be grown with MOCVD and the already mentioned 
capability for mass production, have brought MOCVD to maturity. However, 
still a lot of research is necessary to understand all the details of the chemical 
processes during growth. 
1.2 The M O C V D reactor 
All MOCVD reactors are build according to the same principles. A schematic 
drawing off the reactor used for the main part of this thesis, is given in fig. 1.2. 
Like all reactors it consists of a gas handling system, the actual reactor cell 
and a low pressure system with a cracking furnace or a scrubber (to remove 
the toxic part of the waste gasses) connected it. Hydrogen is used as carrier 
gas purified by a Pd diffusion cell. 
The gas handling system takes care of the transport and dosimetry of the 
gasses into the reactor. The group V species, PH3 and АБНЗ, are stored in 
cylinders. A diluted mixture of nitrogen and S12H6 is used as η-type dopant 
and also stored in a cylinder. The group HI species are all metalorganic 
compounds and stored as liquids or solids (trimethylindium) in stainless steel 
bubblers. The gas handling system is equipped with valves, flowmeters and 
pressure controllers to make it possible to transport the correct amounts of 
growth and doping species into the reactor. A vent-run system (manifold) 
is incorporated to allow for fast switching of the gasses between run lines 
(growth) or vent lines (exhaust). Most modern reactors are fully computerized, 
so that the automatic handling of valves, flow and pressure controllers, as 
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Figure 1.2 Schematic drawing of the low pressure MOCVD reactor used 
for the experiments in this thesis. 
Chapter 1 
well as the temperature and pressure in the reactor cell, is possible. This 
automization increases the controllability and safety of the process. 
The main difference between the various types of MOCVD reactors is the 
reactor cell itself. Numerous designs have been developed, every one with its 
own advantages and disadvantages. We can distinguish between horizontal 
and vertical reactors, "T"-type reactors, barrel reactors, inverted horizontal 
reactors, chimney reactors etc. [11]. From all these different reactors types, 
versions operating at atmospheric or reduced pressure exists, some of them 
can even be equipped with a rotating susceptor to improve the uniformity 
over the substrate. 
The exhaust of the reactors is, in the case of a low pressure reactor, con-
nected to a vacuum pump with a pressure regulating system. Independent of 
the reactor (low or atmospheric pressure), in all cases a proper treatment of 
the waste gasses should be provided. This is one of the critical points of the 
MOCVD process. The, until now widely used hydrides (arsine and phosphine) 
are so toxic, that they can not be dumped untreated into the environment. 
All kind of gas scrubbers are available to remove the toxic part of the waste 
gasses. Also, a lot of investigation is spent to search for alternatives for the 
hydrides, like the alkyl derivatives of arsine and phosphine. Because of the 
use of the very toxic gasses and the explosive nature of the hydrogen carrier 
gas, the gas handling system should be very leak tide and robust. Always a 
proper safety system has to be incorporated into the reactor. After years of 
research this is no longer a problem. 
1.3 Physical and chemical aspects of the MOCVD 
process 
The MOCVD growth process can be divided in a physical part and a chem-
ical part. The physical part concerns the behaviour of the gas flow, i.e. the 
convective and diffusional transport in the reactor. The chemical processes 
which occur in the gas phase and on the growing surface together with knowl-
edge about the phase diagram of the III/V compounds and thermodynamic 
equilibriums (heterogeneous and homogeneous) determine the chemical part 
of the MOCVD process. This section will describe some of the physical and 
chemical aspects of the MOCVD process. 
The growth of high quality material and the mass production with 
MOCVD requires controllability to a very high degree over the process. A 
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factor which fully determines the growth results and its controllability is the 
behaviour of the gas flow in the reactor cell. This flow should preferably be 
laminar and stable to avoid hard or impossible control over the gas flow as 
occurs when thermal convective conditions are present in the cell. 
Research on horizontal reactors has resulted in knowledge on the flow be­
haviour in the cell. Due to this, boundary conditions could be defined, so one 
can determine at forehand if the gas flow is laminar or turbulent. A Reynolds 
number (dimensionless) can be calculated for the situation inside the reactor. 
The value of this number determines if the flow is laminar or turbulent. In the 
case of thermal convection in the reactor, another dimensionless number, the 
Rayleigh number, is defined. Also in this situation the value of this number 
is a criterion whether convection takes place or not. For a proper design of 
reactor cells one has to consider both criteria [12]. To avoid memory cells in 
the reactor, caused by return flows in horizontal reactors, the ratio of the di­
mensionless Grasshof and Reynolds numbers (Gr/Re) is a good criterion [13]. 
To fulfil these demands, the reactor cell should be low and the aspect ratio 
(width/heigth of the cell) should be larger than и 4. 
In general, lowering the pressure or increasing the flow rates, will diminish 
convective instabilities and return flows. Duchemin [14] was the first to demon­
strate the benefits of a low pressure reactor. In addition, the cell should be 
designed in a proper way, i.e. it should be streamlined in order to avoid vortex 
formation. Dead spaces in the cell should be minimized in order to diminish 
the memory effect and to increase the possible sharpness of the interfaces. 
Control over the gasflow results in good controllability of the growth pro­
cess and sharp interfaces. This last aspect is demonstrated in fig. 1.3, in which 
a photoluminescence spectrum at 4.2 К is given for a triple quantum-well. 
This structure consists of three GaAs wells with well widths of 54 , 26 and 11 
Â, sandwiched between Alo.25Gao.75As barriers. The FWHM of the quantum 
well peaks indicate that the interfaces are rather sharp. 
The chemistry in the MOCVD process is very complicated. Depending 
on the type of material grown, a lot of different species are present in the 
gas phase consisting of the actual growth components (group V and group III 
precursors) and of the compounds used for the doping of the epilayers. All 
these components, together with the carrier gas, are at high temperatures in 
the reactor cell. They form the reactive gas mixture from which the III/V 
epilayer is grown. 
The decomposition behaviour of the different group III and group V pre-
cursors have been investigated in great detail. When concentrating on GaAs 
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Figure 1.3 PL spectrum at 4.2 К of a triple quantum-well 
(Alo.25Gao.75As/GaAs/Alo.25Gao.75As) as grown in the reactor indicated 
in fig. 1.2. 
in the gas phase. Depending on the experimental conditions, the presence of 
arsine and GaAs, the thermal stability of TMG varies. This chapter will not 
deal with this matter in great detail, but it is now believed that the decompo­
sition of TMG proceeds step like. The rate limiting step in this decomposition 
is thought to be the removal of the first methyl group [11]. Not only the 
complicated decomposition reactions of the precursors in hydrogen, but also 
their reaction with traces of water and oxygen in the carrier gas should be 
considered. This particular is the case when AlGaAs is grown because of the 
great sensitivity of aluminum towards these compounds [15, 16]. 
Although a lot of possible reactions exist, it is proven that GaAs and other 
III/V compounds can be grown at various combinations of group III and V 
species, i.e. not only with TMG and ASH3, but also with triethylgallium, 
trimethylarsine, tertiarybuthylarsine and elemental arsenic at different ratios 
of the group V and group III species. Also, the growth temperature can vary 
over a reasonably range for the growth of GaAs. Reep et al. [17] performed 
an extensive study on the temperature behaviour of the GaAs growth. It 
was shown that three temperature regions exist (see fig. 1.4). Below 600°C 
the growth is kinetically determined by decomposition of TMG in the gas-
phase [18,19]. The growth rate increases in this region with increasing growth 
temperatures. The temperature region between the 600 and 800°C hardly 
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Figure 1.4 GaAs growth rate (//m/min) as a function of the inverse tem­
perature ( T _ 1 ) . Data points are from D.H Reep [17]. 
phase diffusion. Above 800°C the growth rate decreases with increasing tem­
perature. This points to the desorption of growth species from the growing 
surface. Fig. 1.4 is characteristic for the growth of III/V compounds and will 
get more attention further on this thesis. 
Although MOCVD at a first sight seems to be a relative simple process, 
the physical and chemical aspects of the process are quite complicated and to 
a certain extent not yet completely understood. This lack of exact knowledge 
did not hamper the further development of MOCVD to a growth method 
by which excellent material and devices can be produced. An example of 
the excellent quality material which can be grown, is given in fig. 1.5. In 
this figure the photoluminescence (PL) spectrum at 4.2 К are given of an 
Alo.34Gao.66As/GaAs/Alo.34Gao.66As double hetero structure. The GaAs part 
of this spectrum shows a low carbon content and very intensive and good 
resolved peaks in the excitonic region. The AlGaAs part of the PL spectrum 
only shows an excitonic peak and almost no donor acceptor transition, which 
is remarkable. The lifetimes of the minority charge carriers in this structure 
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Figure 1.5 The 4.2 К PL spectra of a 
Alo.34Gao.66As/GaAs/Alo.34Gao.66As double hetero structure; note the 
interuption in scale. 
70 ns what again is indicative for good quality material. 
1.4 Outline of this thesis 
This thesis describes the growth and doping of GaAs, AlGaAs and InGaP. 
In chapters 2, 3 and 4 the doping processes of GaAs with silane and disilane 
are investigated in detail. These incorporation processes were studied as func­
tion of the total reactor pressure, temperature and input concentration. In 
addition, experiments were performed to study the depletion behaviour of the 
silicon incorporation ex silane. Also the dependence of this doping process on 
the substrate orientation is investigated. Based on the concept of the chemical 
boundary layer, a model is presented to describe the incorporation process of 
silicon from silane and disilane. It turned out that, except for a total pressure 
of 100 mbar, the doping of GaAs with silane or disilane are similar processes 
and determined by the same rate limiting step. In the case of disilane this rate 
limiting step changes with the total reactor pressure. As a result this doping 
process with disilane is temperature independent at 100 mbar reactor pressure 
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but shows a temperature dependence at 20 and 1000 mbar total pressure. 
Chapter 5 deals with the zinc incorporation in G a As and AlGaAs. Di-
ethylzinc was used as zinc precursor to perform these p-doping experiments. 
In this chapter experiments are described for two different reactors, where 
temperature, pressure and concentration dependence on the zinc incorpora­
tion is studied. A model based on adsorption equilibrium is given to explain 
all results. 
The obtained knowledge about the growth and doping processes (as de­
scribed in chapter 2, 3, 4 and 5) has been used to develop and thereupon 
improve a GaAs/AlGaAs heteroface solar cell, which is described in chapter 
6. As a result a GaAs solar cell has been made with an efficiency of 20.5 %. 
The development and improvement of the solar cell was based on theoretical 
and praticai considerations with the aid of a simulation program. 
Chapters 7 and 8 deal with a completely different III/V compound, i.e. 
InGaP. This semiconductor is grown lattice matched on GaAs. A thorough 
study of the growth and charaterzation of this material is presented. The 
growth is concentrated on the aspect of control of the composition of this 
Ш/ semiconductor. Special attention is paid to an interesting property 
DÌ this material, viz. ordering on the group III sublattice. This ordering 
leads to unusual optical and electrical properties (hopping conduction at low 
temperatures). 
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Temperature dependence of silicon 
doping of GaAs by S1H4 and S12H6 in 
atmospheric pressure metalorganic 
chemical vapour deposition 
RR. Hageman, X. Tang, M.H.J.M. de Croon 
and L.J. Giling 
Journal of Crystal Growth 98 (1989) 249 
Abstract 
The temperature dependence of silicon doping in the Metalorganic Chemi­
cal Vapour Deposition process has been investigated in the temperature range 
550 °C to 800 °C using silane (SiH4) and disilane (ЗігНб). The experiments 
have been carried out at atmospheric Щ - pressure in a long horizontal re­
actor. The silicon doping process with both silicon precursors appears to be 
strongly temperature dependent, with apparent activation energies, E
a c
t, of 
51.4 ± 5.8 kcal/mole (2.2 ± 0.3 eV) for silane and 45.5 ± 4 kcal/mole (2.0 
± 0.2 eV) for the doping process with disilane. A thorough analysis is given 





The development of III/V devices requires well-defined doping profiles and 
high quality materials and interfaces. So, among other demands, there is a 
great need for suitable n- and p-type dopants. One of the most commonly used 
η-type dopants is silicon [1-4,7]. In principle there are two sources available 
for the silicon doping, viz. silane (S1H4) and disilane (S12H6). 
In spite of the general applicability of silane as an η-type doping source (at 
least for Metalorganic Chemical Vapour Deposition (MOCVD) purposes) there 
is not much agreement upon the temperature dependence of the incorporation 
of silicon from silane in the literature. The apparent activation energies vary 
from 27 till 40 kcal/mole (1.2 - 1.8 eV) [1,5-8]. However, all these experiments 
are performed under different experimental conditions so that a comparison 
between these results is nearly impossible. 
In contrast with silane (S1H4), disilane (ЭігНб) appears to be more suit­
able as a dopant source because of its claimed temperature independence [1]. 
When temperature gradients are present over the wafer and for certain reactor 
geometries (as will be shown later) it should be possible with disilane, at least 
in theory, to dope the epilayers more uniformly over larger areas than with 
silane. 
2.2 Experimental procedure 
In our experiments we have investigated the temperature dependence of the 
silicon incorporation in GaAs using silane and disilane. We have performed 
our experiments in a long horizontal reactor at atmospheric pressure [9]. This 
reactor allows flow- and temperature gradients to become fully developed. So 
it is in principle possible to calculate the temperature gradient and mass fluxes 
in our reactor. 
We have used arsine (ASH3) and trimethyl gallium (TMG) to accomplish 
2° 
the GaAs growth. All the epitaxial layers were grown on (100)—>(110) GaAs 
substrates. The silane and disilane used were diluted gases of 100 ppm in 
hydrogen and in nitrogen respectively. We have utilized a partial pressure of 
silane of 4 χ 1 0 - 8 atm and a partial pressure of disilane of 3.8 χ I O - 8 atm. 
Hydrogen was used as a carrier gas at 1 atm. The mean gas flow rate at the 
entrance of the reactor was about 7 cm/s. All the experiments were carried 
out under a V/III ratio of 20. The growth temperature was varied from 550 °C 
14 



















° io' · 
Ι I I 1 ι Ι I 1 I I I I Г 1 I I I 1 I 1 ι I I 
SiH4 - doping 
P(SiH,) = 4.0 x I0~* atm 
Re = 0.03 - 0.14 ¿tm/min 
V/III = 20 
I I I I I I I I I I I I I I I I I I I I I I I I I I I I I • I 
0.85 0.90 0.95 1.00 1.05 1.10 1.15 1.20 
1 0 0 0 / T ÍK_1i 
Figure 2.1 Silane (SiH4 ) doping of GaAs (PS¡H 4 = 4 Χ I O - 8 atm) De­
pendence of the electron concentration (300 K, Hall-Van der Pauw) on 
the growth temperature. The solid line indicates the best fit. Рн
г
 = 1 
atm. 
to 800 °C. The growth rate varied, depending on the position in the reactor 
and on the growth temperature, from 0.03 to 0.15 μπι/min. 
The temperature of the substrates was determined by a calibrated pyrom­
eter. The electrical characterization was performed using Hall-Van der Pauw 
measurements and C-V measurements using a C-V profiler. All these electrical 
measurements were carried out at room temperature. 
2.3 Results and discussion 
In fig. 2.1 the results of the silane doping experiments are given. In this figure 
we have plotted the electron concentration as a function of the reciprocal 
temperature (range measured 550°C — 800°C). The electron concentration, 
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Figure 2.2 Disilane (SiîHe ) doping of GaAs (PSÌ2H9 = 3.8 x IO-8 atm) 
Dependence of the electron concentration (300 K, Hall-Van der Pauw) on 
the growth temperature. The solid line indicates the be9t fit. Рн2 = 1 
atm. 
behaviour with an apparent activation energy, E
a c
t, of 51.4 ± 5.8 kcal/mole 
(2.2 ± 0.3 eV). This value is significantly higher (about a factor 2) than those 
reported in literature [1,5,6]. 
The experiments with disilane have been performed over a wider temper­
ature range, especially to lower temperatures. At the high temperature side, 
the experiments also cover the region where the growth rate itself falls off 
due to desorption of the Ga - growth species. In fig. 2.2 the results of the 
disilane doping experiments are plotted. Again the electron concentration (in­
corporated silicon) shows an Arrhenius type of behaviour with an apparent 
activation energy, Eact, of 45.5 ± 4 kcal/mole (2.0 ± 0.2 eV). This is an even 
more striking result than the one obtained by the silane doping considering 
the results of Kuech et al. [1] or of Shimazu et al. [8] who found that the 
doping with disilane is a thermally non activated process. 
At first sight one would say that our doping experiments with silane and 
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disilane are in complete disagreement with the results one can find in the lit­
erature [1,5,6]. Still all results can be explained in a logical way -even the 
zero activation energy of Kuech and our value of 45.5 kcal/mole for the disi­
lane process- when one takes into account the different conditions under which 
all these incorporation processes have been studied. In particular one has to 
consider the influence of the parameters: total pressure, partial pressure of 
hydrogen, length of the susceptor (i.e. boundary layer or not) and of course 
the trivial point of the type of reactor (vertical or horizontal). It is worth­
while to remember that we have performed our experiments in a regime of 
fully developed temperature and flow profiles in H2 at atmospheric pressures, 
in contrast to the quoted authors where the experiments were performed in 
reactors where a physical boundary layer regime exists or at lower pressures 
[1,5,6]. This is basicly the reason for the different results which have been 
obtained in the various studies. 
In order to explain the results presented in fig. 2.1 and fig. 2.2 one has to 





Gas phase decomposition of silane (I) and disilane (III) are highly activated 
reactions with an activation energy of about 50 kcal/mole [10]. The formation 
of silane from hydrogen and S1H2 (II) is very fast and hardly activated. The 
result is, that at a H2 pressure of 1 bar, the equilibrium concentration of S1H2 
is very low (fig. 2.3). 
2.3.1 S1H4 doping 
Assuming that SiH2 is the species that will adsorb on the growing surface 
and will be incorporated, one can imagine that the S1H2 concentration will 
determine the silicon incorporation rate. We can exclude diffusion limitation 
of S1H4 itself because in that case we would have found hardly any temperature 
dependence for this type of process. 
In addition, in our experiments the doping concentration of silicon appears 
to be inversely proportional to the growth rate which also points to a kinetic 
limitation [11]. 
The decomposition of S1H4 will take place in the chemical boundary layer 
which is in most cases a window in which a chemical reaction will occur [12]. 
S1H4 
SiH2 + H 2 
Si 2H 6 
S1H4 + SiH2 
—» SiH2 + H 2 
—• S1H4 
—» SiH4 +S1H2 
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Figure 2.3 Equilibrium partial pressures of the most important silicon 
species as a function of the input concentration (molar fraction) of S1H4 
at 1000 K. P H , = 1 atm. 
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Figure 2.4 Sketched partial pressures profiles in the case of S1H4 dop-
ing. Thermal diffusion effects are not taken in to account. Рн 2 = 1 atm. 
The figure ie not on scale. 
However, in this special case an equilibrium is present, so one can refer to this 
region as a chemical equilibrium zone. This zone, due the high activation en­
ergy for the decomposition, is very thin [11]. Prom the results of the gasphase 
equilibrium calculations as given in fig. 2.3 [11] we may conclude that the S1H2 
concentration only will be a very small fraction of the S1H4 concentration at 
that temperature (1000 K) and that virtually all silane will remain undecom-
posed. This also explains why there are no depletion effects as observed for 
this doping process [11]. 
From our experiments we must conclude that the doping with S1H4 is 
determined by kinetics and not by diffusion. Most probably the gas phase 
decomposition of S1H4 (I) will be the rate limiting step in the growth process, 
as this can explain the apparent activation energy observed in our experi­
ments (fig. 2.1). The concentration profiles of S1H4 and S1H2 in and outside 
the chemical boundary layer are depicted in fig. 2.4. It is seen that inside the 
chemical boundary layer the silicon subsystem is in near equilibrium as the 
S1H2 concentration is constant over the main part of this layer. The chemical 
decomposition of silane in the very thin layer close to the substrate, which is 
about 30 д т thick, followed by the diffusion of S1H2 to the surface is respon­
sible for the observed kinetic behaviour. This will be explained below. 
19 
Chapter 2 
2.3.2 S i 2 H e doping 
In the case of S12H6 one has to consider in addition reactions (III) and (IV). 
Although the decomposition of S12H6 (reaction III) has about the same activa­
tion energy as the decomposition of S1H4 [10], the rate of reaction (III) is much 
higher than the rate of reaction (I) due to the high value of the pre-exponential 
factor [10], so that at all the growth temperatures used in this study nearly 
all the S12H6 is decomposed into S1H4 and S1H2. At a H2 pressure of 1 bar 
the total decomposition of S12H6 occurs at the top of the chemical boundary 
layer. 
The back reaction, i.e. the formation of ЭігНб from S1H4 and S1H2 (reac­
tion IV), can be neglected because of the very low reaction rates due to the low 
concentration of silicon containing species as compared to the high hydrogen 
concentration in the reactor. So one can really say that at the growth tem­
peratures all the ЭігНб is decomposed. The chemical situation for this case 
is depicted in fig. 2.5 in which the concentration profiles are sketched inside 
and outside the chemical boundary layer. The S12H6 concentration declines 
from the input value to zero at the top of the chemical boundary layer. Here 
all SÌ2H6 is decomposed into S1H2 and S1H4. The diffusion length of the S1H2 
radical in H2 is given by J \ p* - where кг is the rate constant of the re­
action of H2 with S1H2 (reaction II) and D is the diffusion coefficient of S1H2 
at the growth temperature. The value of this diffusion length is much smaller 
than the width of the chemical boundary layer and is in the order of 30 μπι 
[10]. Inside the boundary layer virtually all S1H2 has reacted with H2 to S1H4, 
only a very minor fraction of S1H2 , as determined by the S1H4 ^ S1H2 + H2 
equilibrium (fig. 2.3), will be present in a constant concentration over the main 
part of the chemical boundary layer. Close to the surface the S1H2 concentra­
tion falls off to zero again because of the incorporation in the GaAs lattice. 
The S1H4 concentration is almost constant over the boundary layer, at least 
for positions beyond the entrance region. 
The observed kinetic behaviour can be attributed in the first place to the 
chemistry coupled to diffusion in the very small region of 30 μπι inside the gas 
phase, i.e. the decomposition of S1H4 to S1H2 coupled to diffusion of S1H2 to 
the surface, which as rate limiting step leads to the incorporation rate r¿: 
which can be written as: 
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Figure 2.5 Sketched partial pressures profiles in the case of БігНб dop­
ing. Thermal diffusion effects are not taken in to account. Рн 2 = 1 atm. 
The figure is not on scale. 
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where ki is the reaction constant of the decomposition of S1H4 [12]. This 
relation clearly reveals that diffusion of the S1H2 molecule is responsible for 
the rate limiting step. The activation energy is determined by the product 
ki Jfc-· As the temperature dependence of the factor л/jp- is about zero, the 
final activation energy is determined by ki i.e. the decomposition of silane. 
In the second place the adsorption process itself can be rate limiting. The 
rate r
a





^ θ * , 
H 2 
where К is the equilibrium constant for the silane decomposition and Θ* is the 
number of free adsorption sites. Here the Arrhenius energy is determined by 
the temperature dependence of the product kadB. K. As the activation energy 
21 
Chapter 2 
for the adsorption process will be about zero, the enthalpy, ΔΗ, for the silane 
decomposition will determine the kinetic process. As ΔΗ « Eact (reaction 
II) no distinction can be made at this point between these two processes. A 
calculation of the magnitude of the rate of adsorption, with data from [10] 
and [13], clearly reveals that this process is at least one order of magnitude 
faster than the decomposition in the gas phase however. So the conclusion is 
that actually the formation of S1H2 radicals followed by their diffusion to the 
surface is the rate limiting step in this case. 
Prom both studies presented above, i.e. the doping of GaAs by S1H4 and 
S12H6, the same step appeared to be rate limiting viz. the production of 
S1H2 radicals close to the substrate followed by their diffusion to the surface. 
Consequently, in both cases the same activation energy should be observed, 
viz. about 50 kcal/mole, being the activation energy for the decomposition of 
silane. 
The observed values of 51.4 ± 5.8 kcal/mole and 45 ± 4 kcal/mole for 
the decomposition of silane and disilane respectively, deserve a closer analysis, 
especially because these values also include the temperature dependence of the 
growth rate itself. It will be shown in a subsequent paper [14] that when the 
proper corrections are taken into account both corrected values come close to 
the theoretical value. Also, in this coming paper a thorough analysis will be 
given for the pressure dependence of the activation energy. 
2.3.3 SÌ2H6 doping in small cells 
The total decomposition of S12H6 at the top of the chemical boundary layer 
results in a relatively high concentration of S1H2 radicals, which -when they 
are produced close enough to the crystal surface i.e. within a distance smaller 
than their diffusion lengths- will give rise to a very high efficiency of the dopant 
incorporation process. This is the case for studies performed at 0.03 to 1 bar 
H2 - pressure on small susceptors which have a thin physical boundary layer 
for flow and temperature. Also is in this situation the incorporation seemingly 
temperature independent because the reaction is already for 100% completed 
at relatively low temperatures due to the high value of the pre-exponential 
factor for this decomposition reaction (note that the actual activation energy 
for the decomposition of БігНб is about as large as that of the decomposition 
of S1H4 [10] ). When the S1H2 radicals are not produced from S12H6 within 
reaching length of the crystal surface quite a different situation is created, 
because now the very fast reaction of S1H2 with H2 will take place (this de-
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termines the actual diffusion length) resulting in the formation of S1H4. This 
situation is predicted to take place in reactors where the flow and temperature 
profiles are fully developed together with high H2 - pressures. 
2.4 Conclusions 
Concluding we can say that doping with S1H4 is a kinetically determined pro-
cess and for growing larger and uniform layers one has to be able to control the 
temperature within a few degrees. The doping with S12H6 at 1 bar hydrogen 
pressure is a similar process and will cause the same troubles. 
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Abstract 
Doping studies have been carried out as a function of silane input fraction 
over the entire dopant range of silicon in GaAs. In the lower dopant region, 
where the incorporation varies linearly with the silane input mole fraction, the 
compensation ratio N^/N¿ appears to have a constant value of 0.3. In this 
region the incorporation is also orientation dependent. For S1H4 input mole 
fractions higher than 1 χ I O - 6 the electron concentration does not change no­
ticeably, however the compensation ratio rises from 0.3 to 0.7. Simultaneously 
precipitates are observed in the grown layer. From gas phase equilibrium cal­
culations such silicon precipitation is predicted to take place at these higher 
input pressures of S1H4. As regards the incorporation rate of Si itself, analysis 
of the doping results reveals that, when corrections are made for differences 
in GaAs growth rate and small differences in growth temperature, a constant 
deposition of silicon along the MOCVD reactor is obtained. The absence of 
l a b o r a t o r y for Metallurgy, Technical University Delft, The Netherlands. 
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depletion effects ала the observed temperature dependence imply that the 
limiting step for the Si incorporation is the decomposition of the S1H4 which 
happens very close to the hot surface of the GaAs substrate. 
Si-doping of MOCVD GaAs: A closer analysis · · · 
3.1 Introduction 
Metalorganic chemical vapour deposition (MOCVD) now has become a stan­
dard and versatile technique with a proved capability to grow many sophis­
ticated structures such as superlattices, lasers and tandem solar cells. For 
most device applications, a good control of the doping process is necessary, 
including control of doping level, uniformity and doping profile. Up to now, 
no single dopant seems to be able to fulfill all the requirements such as wide 
doping range, easy control of uniformity, easy to handle, negligible memory 
effect, low diffusion coefficient and so on. As an η-type dopant, silicon is 
widely used for GaAs. For a long time, silane (S1H4) has been used as the 
doping source. One of the dominant problems inherent with this dopant is a 
strong temperature dependence which makes uniform doping difficult for reac­
tors where the temperature differs over the susceptor. When silane is replaced 
by disilane (БігНб), the incorporation process appeared to be independent of 
growth temperature [1,2]. However, recent analysis has revealed that actually 
disilane should make no difference when compared with silane, except when 
lower pressures are used or when the flow and temperature profiles of the 
incoming gas are undeveloped [3,4]. Another well recognized effect is the com­
pensation which can occur with silicon. In literature, for low and moderate 
Si concentrations, this problem is more or less ignored and it is assumed that 
silicon is incorporated as a donor [5,6]. In the present report, the compensa­
tion effect is studied over the entire dopant range. Another subject which has 
not received much attention is the formation of Si precipitates in the GaAs 
lattice what occurs at the highest doping levels. This effect has been studied 
using interference-contrast microscopy, photoluminescence and transmission 
electron microscopy (ТЕМ), assisted by thermodynamic calculations. 
In our long horizontal MOCVD reactor, which enables us to grow with well 
established flow and temperature profiles, it should in principle also be possible 
to reveal more about the details of the Si incorporation. Therefore the study 
is elaborated by examining the Si incorporation on various crystallographic 
orientations. 
3.2 Experimental procedure 
The doping experiments were carried out at atmospheric pressure with the 
use of trimethylgallium (TMG) and arsine (АэНз) as source materials while 
100 ppm silane (S1H4) in H2 was employed as dopant source. A horizontal re-
27 
Chapter 3 
actor is used with a rectangular cross-section. The reactor is resistance heated 
at the bottom and water cooled on the top so that a known temperature profile 
is established. A long entrance length is used to ensure stabilization of both 
temperature and velocity profiles of the incoming gas mixture (for details, see 
ref.[7]). The arsine was passed through a molecular sieve before mixing with 
the carrier gas (H2) in order to minimize the moisture level [8]. The ratio 
between АэНз and TMG (V/III ratio) was 20. The growth temperature was 
measured at the GaAs substrate surface with a calibrated optical pyrometer. 
It was kept constant at 700 ± 5°C for all the present MOCVD experiments 
except during the temperature series which was used to determine the acti­
vation energy of the Si incorporation. The GaAs substrates, obtained from 
MCP (UK), were Cr-doped semi-insulating, horizontal Bridgman grown and 
chemo-mechanically polished on one face. Typical etch pit densities were be­
low 5000/cm2. The substrate orientations were (lOO)^-(HO), (110), ( l l l )Ga, 
(l l l)As, (100)^(110), and (100). The (100)^(110) substrate is widely used 
because it is known to give the best morphology. Also in our experiments 
this orientation was mainly used. The other orientations (110), ( l l l)Ga, and 
(111)As have been employed in order to study the orientation dependence of 
the Si incorporation process. However it appeared that under our experimen­
tal conditions, the growth on the exact (l l l)As substrate always resulted in a 
rough surface with correspondingly unreliable Hall mobilities. Therefore these 
4° 
results had to be discarded. The orientations (100)—>(110) specifically have 
been used for studying the Si precipitation. 
The morphology after growth was observed with an interference-contrast 
microscope. The thickness of the grown layer was measured by cleaving and 
staining. The electrical characterization was performed by Hall-Van der Pauw 
measurements using a clover-leaf-configuration. Photoluminescence (PL) mea­
surements were done at 5 К with an Ar+-laser (514.5 nm) and a double-
monochromator fitted with an Sl-photomultiplier. ТЕМ measurements were 
performed to examine the precipitates in the epitaxial layers. All ТЕМ sam­
ples have been thinned by mechanical polishing followed by ion beam milling 
using Ar+ ions. The samples were studied in a Philips EM400T ТЕМ oper­
ating at 120 kV. 
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Figure 3.1 Net carrier concentration η = N¿ — N^ versus the input mole 
fraction of silane for three different substrate orientations 
TG = 700 °C, V/III = 20 
3.3 Results and discussion 
3.3.1 Electrical evaluations 
In fig. 3.1 the net carrier concentrations η = N¿ — N¿ as a function of the 
input mole fraction of S1H4 are given for three substrate orientations, viz. 
2° 
(100)—>(110) and the exact orientations (lll)Ga and the (110). Below a silane 
mole fraction of IO-6, a linear relationship is found for all three substrate 
orientations. Above this value saturation of the carrier concentration occurs. 
This is in accordance with literature [9-11]. As is evident from fig. 3.1 the 
difference in incorporation on the various substrate orientations is especially 
clear in the lower dopant regions. The efficiency of the incorporation increases 
in the order (100)£(110)> (lll)Ga > (110). 
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This is in agreement with the results of Veuhoff et al. [2] on the Si-doping 
studies of the ( l l l)As, (100) and ( l l l ) G a orientations. Veuhoff et al. ex­
plained the difference on the ( l l l ) G a and ( l l l )As surfaces by assuming that 
on an ideal ( l l l ) G a surface all the dangling bonds are empty, whereas on the 
( l l l )As surface each arsenic surface atom possesses a dangling bond filled with 
a pair of electrons. Because of this difference, adsorption of SiH
x
 (x < 3) rad­
icals should be favoured on the ( l l l )As surface. No explanation was given in 
that study for the behaviour of the (100) surface. A similar trend is also found 
by Nakanisi [12] in intentionally undoped GaAs grown by MOCVD where the 
background impurity concentration for five used orientations increases in the 
order (311)B > (100) > ( l l l ) A > (311)A > (110). Nakanisi did not give an 
explanation for the incorporation differences however. A few orientation de­
pendent studies have been made on Si-doped GaAs grown by MBE [13-15]. In 
these studies the observed differences on A ((211)A, (311)A, (511)A, (711)A) 
and В ((211)B, (311)B, (511)B, (711)B) polar faces were explained by the as­
sumption of the coexistence of a single- and double-dangling bonds from the 
(111) faces and the (100) face respectively where the bonding between the 
adatom and the substrate is stronger at the double-dangling bond site than 
that at the single-dangling bond site. With this assumption they could explain 
the tendency of the A and В polar faces to be doped as p-type and n-type 
respectively. 
The linear relation between carrier concentration and the silane input con­
centration, as observed in the lower dopant region, points to a first order reac­
tion as the rate limiting step. The most likely process is subsurface trapping 
of the incorporated dopant, thereby breaking the exchange between adsorbed 
dopant atoms and neutral donors in the solid. This will occur whenever the 
vertical growth rate (G) is faster than the diffusing rate of subsurface Sica to 
the surface (D), the actual condition being G > D/b where b is of the order 
of the lattice constant. This automatically means that the ionization of the 
dopant cannot reflect itself in the slope of the curve. It must be remembered 
that when a full equilibrium for the dopant system is present, a slope 1/2 
in the figure would be expected. Instead of subsurface trapping, trapping of 
the adsorbed dopant atoms by the moving steps can be the limiting factor. 
That step trapping at least partially is active is illustrated in fig. 3.2 where a 
comparison is given of the Si incorporation on (100) orientations with respec­
tively 0°, 2° and 4° of misorientation. Although on the exact (100) surface 
two-dimensional nucleation is possible, which will introduce extra steps on the 
surface, we can still assume that the number of steps will increase with an 
increase in the degree of misorientation. When the growth rate is the same 
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Figure 3.2 Net carrier concentration η = N¿ — NA versus the degree of 
misorientation of the (100) surface towards (110). TG = 700 °C, V/III = 
20. 
for all these three orientations, which is found experimentally, the step veloci-
ty should decrease with an increase in misorientation. As a consequence the 
effect of step trapping will be more effective for samples that are less misori-
ented, as is observed (fig. 3.2). It must be remarked here that also the total 
amount of incorporated silicon (i.e. Sioa+ SÍAB) shows the same dependence 
on misorientation so that the effect as given in fig. 3.2 is not influenced by a 
possible change in compensation. 
The room temperature Hall mobilities as a function of carrier concentra-
tion are given in fig. 3.3. No difference is found between the layers grown on 
no 
the (100)—»(110) and ( l l l )Ga orientations. However, above carrier concentra-
tions of 3xl0 1 8 cm - 3 , the mobility values clearly diverge from the theoretical 
N ^ / N ¿ = 0.3 curve. The layers grown on the (110) orientation have overall 
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Figure 3.3 Hall mobility at room temperature versus the carrier concen­
tration η for three different substrate orientations. The solid line gives 
the theoretical mobility at a compensation ratio N ^ / N ¿ = 0.3. 
TG = 700 °C, V/III = 20. 
orientations. 
As Si is a group IV element, a Si atom may be incorporated at a Ga 
site which gives rise to a donor, or be incorporated at an As site which gives 
rise to an acceptor, so that this amphoteric behavior leads to compensation. 
The compensation ratio which is defined as N^/N¿ can be calculated from 
the measurements of carrier concentration and mobility [16,17]. It should 
be pointed out that the calculations in refs. [16,17] are based on dilute solid 
solutions so that our calculated values above a carrier concentration of 3x l0 1 8 
c m - 3 should be treated with some care. The calculated results of N^ /N¿ are 
given in fig. 3.4. 
For S1H4 mole fractions below 3x 10 - 7 , the compensation ratio has a nearly 
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Figure 3.4 Compensation ratio N^/Np versus silane input mole fraction 
for three different substrate orientations. The line in the figure is a guide 
to the eye. 
constant value of 0.3 for the (100)^->(110) and ( l l l ) G a orientations. For the 
(110) orientation, however, the compensation ratio starts at a value 0.6 for low 
PsiH4) decreasing to the value 0.3 for PSÌH4 « З х Ю - 7 . The rather high overall 
compensation is in contrast with other reports where the compensation ratio is 
found to be very low [18] or assumed to be zero [5,6]. We have checked whether 
the high SIAS concentration could be due to a low effective V/III ratio during 
growth. This possibility exists in our reactor, because, despite the high V/III 
ratio used in our experiments, during growth an arsenic deposit is formed at 
the cooled top wall of the reactor thereby lowering the effective V/III ratio. 
Removal of the top cooling, whereby also the arsenic deposition was avoided, 
resulted in the same compensation ratios, however. 
For carrier concentrations larger than 3x 1018 c m - 3 (PSÌH4 > Ю - 6 ) all com­
pensation ratios rise from the value 0.3 to 0.7 at PSÌH4 = 6 x l 0 - 6 . This means 
that at higher silicon concentrations more Si atoms are incorporated at As-
sites. 
The relatively high compensation of 0.3 found in this study in the lower 
dopant regions may be due to a difference in growth conditions. We are 
growing layers in the region where the gas flow and the temperature profiles are 
fully developed and stabilized, whereas most experiments which are mentioned 
in literature have been performed with a very short susceptor which is placed in 
the region where both gas flow and temperature profiles still have to develop. 
The consequences are that in our reactor surface equilibrium processes can 
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Figure 3.5 Low temperature (5 K) PL spectrum for a (100)—»(110) sample 
with a carrier concentration η = 2 X IO17 c m - 3 . 
get a chance to adjust, this in contrast to the short cells where kinetics will 
prevail. The existence of silicon on As-sites could be proved by the presence 
of a SiAü-peaks in photoluminescence spectra. Our PL spectra clearly reveal 
(e,A°) and (D°,A°) transitions, in which SIAS as an acceptor is involved, when 
η is larger than 2 x l 0 1 7 c m - 3 (fig. 3.5). Below this value the SÌA3 peak may 
still be present, but is difficult to resolve due to the overlap with а Сд
в
 peak. 
The fact that Si acts as an acceptor in GaAs is not a new phenomenon. 
Under LPE conditions, it is known that even p-type GaAs can be obtained by 
adding Si to the Ga melt [19]. Also under MBE conditions, p-type GaAs can 
be grown on certain substrate orientations [13,14]. A detailed analysis of the 
compensation effect based on a step incorporation mechanism has been given 
in a separate paper [20]. 
The total carrier concentration (N¿ + N^) can be calculated based on the 
net carrier concentration and the mobility values. The calculated N¿ + Мд 
value is equal to the total number of incorporated Si atoms if the Si atoms are 
exclusively incorporated at lattice sites and completely ionized. This is not 
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Figure 3.6 Total carrier concentration Ν]} + N A versus the input mole 
fraction of silane for three different substrate orientations. T Q = 700 °C, 
V/III = 20. 
true when certain Si complexes, e.g. [SÌGa-VGa]> are formed as is characterized 
by infrared local vibrational mode (LVM) absorption [21]. However this [Sioa-
VGa] complex was not observed for a sample doped up to lxlO1 8 c m - 3 so our 
assumption is quite probable. 
In fig. 3.6 the N¿ + N^ values are given versus the input of silane for the 
three orientations. They again show the earlier observed systematic trend 
(100)^(110)> ( l l l )Ga > (110), despite the difference in mobilities found for 
these orientations. The GaAs growth rate was found to be constant for all 
the orientations studied, so that its influence on the Si incorporation can be 
excluded. 
The difference in the total amount of Si found in various substrate ori-
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entations must originate from processes such as diffusion in the gas phase, 
adsorption-desorption over the surface and diffusion of the adsorbed species 
on the surface. The selective incorporation of Si on an arsenic or a gallium 
position can only take place during the incorporation at a step or a kink site. 
Incorporation means that double or triple bonds are formed so that desorption 
is unlikely once the silicon atom is arrived at the step or kink site. Because 
all orientations receive the same silicon flux in the form of S1H2 radicals (viz. 
those radicals which are produced in the chemical boundary layer within its 
diffusion length from the substrate [3]), all surfaces in principle could have the 
same coverage of silicon species. 
The differences in incorporation rates as observed in our experiments, indi­
cate that the difference in the sticking coefficient or the difference in desorption 
must play a role. In other words, a quasi equilibrium must be present at these 
surfaces. In principle, the origin of the difference in adsorption-desorption 
can be found in the absolute value for the bond strength of the S1H2 radical 
with the adsorption sites on the (100), ( l l l ) G a and (110) surfaces. Under 
MOCVD conditions the (100) surface is arsenic stabilized, where all arsenic 
atoms form dimers with each other in a σ — π configuration. No extra ASH3 
adsorption will be possible on this arsenic stabilized surface. Adsorption of 
the electronically incomplete shell species S1H2 on an arsenic atom is favoured, 
however, because the electron shell becomes completely filled in this process. 
The ( l l l ) G a surface on the other hand is electronically poor because only sin­
gle dangling bonds are present on the surface. Now the arsenic rich conditions 
do not lead to an arsenic stabilized surface, but only result in adsorption of 
AsH3. 
So the great difference with the (100) surface is that the ASH3 molecules 
on the ( l l l ) G a surface do not form dimers, i.e. do not form an intrinsic part 
of the lattice. Adsorption of S1H2 on the ( l l l ) G a surface will occur at the 
gallium sites which are left free. Because of the electron deficiency of the 
Ga atoms, a completely filled adsorption bond will be formed between S1H2 
and Ga. Because of the electron deficiency, combined with the electroposi­
tive character of Ga with respect to arsenic, the Si-Ga bond strength will be 
smaller than the Si-As bond strength. The consequence is that desorption of 
S1H2 on a ( l l l ) G a surface is somewhat larger than on a (100) surface in the 
As-stabilized configuration. Because the step incorporation chances for both 
surfaces are alike, as well as the diffusion possibilities over the surface, the 
total incorporation rate is mainly determined by the silicon coverage on these 
surfaces. One can say that these adsorbed silicon species form the supply 
source to the steps. The consequence is that the silicon incorporation rate on 
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[001] 
Figure 3.7 Side-view of a (110) surface showing the [001] steps and a 
kink site. The periodic bond chains are lying along the channels in the 
[110] direction. 
(100) is larger than on (Ul)Ga. This will be discussed in more detail in a 
forthcoming paper [20]. 
The still smaller incorporation rate on (110) has to be explained by the 
zipper like growth along the channels in the [1І0] directions, where the periodic 
bond chains are lying [22,23] (fig. 3.7). Not only steric hindrance now plays 
an important role as to what diminishes the sticking coefficient, but also the 
difference in diffusion behaviour which is almost restricted to a linear motion 
along the channel line only. 
The above discussion, although difficult to quantify, gives the trend for the 
incorporation of Si on the various orientations, viz. (100) > ( l l l ) G a > (110), 
as is found experimentally. 
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3.3.2 Silicon precipitation 
For carrier concentrations higher than 3 x l 0 1 8 c m - 3 saturation occurs for all 
the substrate orientations studied (fig. 3.1). The saturation point corresponds 
to a silane input mole fraction of about l x l O - 6 . 
When the silicon concentration in GaAs is increased, the solubility limit 
of Si in GaAs can be exceeded. The solubility of Si in solid GaAs has been 
determined to reach a maximum of 4 at. % («І.бхІО 2 1 c m - 3 ) at the eutectic 
temperature of 1130 °C [24]. However more precise data which cover the 
lower temperature region used for MOCVD (550 - 750 °C) are lacking, so no 
prediction can be given when precipitation will occur at these temperatures. 
One can proceed in another way by calculating the chemical composition 
of the Si-Ga-As-H-C system using the existing data base of chemical equilib­
rium constants. For the growth temperature of 1000 К of GaAs by MOCVD, 
equilibrium calculations have been performed as a function of the input mole 
fraction of silane [25]. 
For input values of S1H4 larger than 1 χ I O - 6 thermodynamics predict the 
formation of solid silicon (fig. 3.8). Above this value the partial pressures of 
all gaseous silicon species are fixed, because all the additional silicon which is 
introduced into the system will be transferred into solid silicon. The theoret­
ically calculated value of input silane mole fraction of 1 χ I O - 6 where silicon 
nucleation will occur, favourable coincides with the observed tendency for elec­
trical saturation (fig. 3.1). It must be understood that differences will exist 
between the incorporation behaviour, which is a kinetic process, and the the­
oretically predicted equilibrium situation. When precipitation is predicted, it 
will only occur in practice when the silicon atoms in the bulk of the crystal 
have time enough to find each other (large diffusion coefficients at the given 
temperature together with low growth rates). When the growth temperature 
is low enough, as in MBE systems, the individual silicon atoms may simply 
be trapped in the grown layers and never will have a chance to come to equi­
librium because of the small diffusion coefficient in the bulk. 
Such a system will be supersaturated and will show a large domain of elec­
trical activity as indeed has been observed. In MOCVD the temperatures 
are higher and consequently the silicon atoms will have more chance to meet 
each other during the growth process. This promotes clustering and conse­
quently a smaller electric active region is to be expected. This is also found 
experimentally [26,27]. 
The Si-nucleation has been confirmed indirectly by photoluminescence ex­
periments. By looking at the band-to-band recombination peak in the PL 
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Figure 3.8 Gas phase partial pressures of silicon compounds as a function 
of the input mole fraction of silane as calculated from thermodynamic 
equilibrium constants. The system contains TMG, АзНз, and S1H4 in 
H2 at 1 atm total pressure and at a temperature of 1000 K. All the non-
silicon containing species have been omitted in this figure. The horizontal 
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Figure 3.9 PL peak position of the band to band recombination of silicon 
doped GaAs (at 5 K) versus room temperature net carrier concentration. 
spectra, it is found that when the carrier concentration is above a certain 
value, which in our case is approximately l x l O 1 7 c m - 3 , the peak position 
starts to shift to higher energies (fig. 3.9). This phenomenon is caused by the 
filling of the conduction band [28]. The peak energy keeps increasing when 
more Si is incorporated at lattice sites. This result is also found by Druminski 
et al. [6]. An interesting point from their study is that when the total Si 
concentration is higher than l x l O 1 9 c m - 3 , the PL peak position is fixed. We 
were unable to confirm these results because the samples with the highest Si 
content showed no photoluminescence signal at all. The results of Druminski 
et al. show that the excess Si atoms are no longer electrically active as donors 
or acceptors. This phenomenon has been explained [6] by the formation of 
precipitates of Si or some other kind of electrically inactive complex. Up to 
now no direct proof has been given of precipitate formation of Si in MOCVD 
GaAs. 
There are some additional techniques which might be able to give informa­
tion on precipitate formation, viz. SIMS, wet chemical etching, morphological 
study of the epitaxial layers and ТЕМ. The SIMS technique is only suited 
to measure the total Si concentration, it can not discriminate whether the Si 
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Figure 3.10. Surface morphologies of epitaxial layers as obtained by in­
terference microscopy for three (100) (mis-)oriented samples. The silane 
input mole fraction in each case was 5 .8xl0 - 6 . (a) (100)—»-(110), (b) 
2° 
(100)—»(110), (c) exact (100). At lower silane input values all surfaces are 
smooth. 
atoms are incorporated at the Ga or As lattice sites or incorporated as precip­
itates. Also the wet chemical etching technique DSL (defect selective etching 
with light), which has proved to be so powerful for defect revealing [29], fails 
because at these high carrier concentrations the etch rate under illumination 
is simply zero, probably due to the high recombination rate of the created 
hole-electron pairs. In principle observation of the surface morphology should 
give valuable results. In order to study this more precisely, an additional series 
of samples has been grown with S1H4 input mole fractions around the criti­
cal value lxlCT 6 , viz. 6 .2xl0 - 8 , б.ЗхІСГ7 and 5.8xl0 - 6 , respectively. The 
2° 
GaAs substrates used had three different orientations, (100), (100)—»-(110), 
4° 
and (100)—»(110). The morphology appeared to be similar for all the samples 
grown with the two lower Si input concentrations. For the highest Si input 
concentration, the morphology of the exact (100) samples shows a difference 
as compared with the misoriented (100) samples (fig. 3.10). The surfaces in 
figures 3.10(a) and 3.10(b) are flat, whereas fig. 3.10(c) shows a wavy surface 
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Figure 3.11 ТЕМ micrographs of two Si-doped samples, (a) silane mole 
fraction 6 . 2 x l 0 - 8 and (b) silane mole fraction 5 .8x l0 - 6 . The small gran­
ular contrast in the background is caused by surface damage due to ion-
beam thinning. 
consisting of macrosteps. In our opinion, the observed macrostep formation 
has to be explained as a result of step blocking by precipitates or clusters of 
adsorbed impurities. 
Crystal growth is taking place by step propagation on the surface. The 
steps or the kink sites along a step provide favourite places for species to 
incorporate. According to the theory of Cabrera and Vermileya [30], a step 
which moves along an atomically smooth terrace will be stopped by a pair 
of impurities that are less than 2p
c
 apart from each other (p
c
 is the critical 
radius) and will squeeze itself between pairs of impurities when they are more 
than 2p
c
 apart. When a step is stopped by impurities, a macrostep has to 
be formed to overcome the impurities. This is true for immobile impurities. 
In case the adsorbed impurity atoms are still mobile and can diffuse over the 
surface, the moving step is able to drive the impurity atoms in front of the 
step. The larger the terrace is - as is the case for exact (100) - the higher the 
impurity density can become. Because of this condensation effect the critical 
distance between two impurities will be reached first at the exact orientation. 
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This explains the difference in morphology between exact and misoriented 
(100) samples. The phenomenon of macrostep formation is often observed in 
solution grown crystals [31]. 
The most direct proof of the presence of precipitates has come from our 
ТЕМ studies of these samples. Defects indeed have been observed in the 
samples grown with the highest silane input (fig. 3.11). These defects are 
identified as dislocation loops, interpreted as interstitial dislocation loops due 
to the Si-doping. Similar observations have been reported in studies of heavily 
Si-doped Bridgman-grown GaAs [32] and annealed Si-implanted GaAs [33]. 




From the above we conclude that indeed precipitates are formed which 
cause the formation of macrosteps as well as the observed dislocation loops by 
ТЕМ. It proves that Si-nucleation starts between a S1H4 input mole fraction of 
6.3xlO - 7 and 5 .8xl0 - 6 . This is consistent with the thermodynamic analysis 
which predicts a critical S1H4 input mole fraction of 1 χ I O - 6 for the formation 
of solid silicon. These silicon precipitates will not give a contribution to the 
free carrier concentration but will decrease the electron mobility as is shown 
in fig. 3.3. 
3.3.3 Rate limiting step of the silicon incorporation process 
It is known from previous studies [7] that the growth of GaAs by MOCVD at 
high temperature is limited by the diffusion of TMG through the gas phase. 
As a consequence gas phase depletion is known to occur, especially for long 
deposition lengths without a tilt of the susceptor. This depletion phenomenon 
can be calculated with a rather high precision [7,34]. In this study the deple­
tion of gallium containing gaseous species from the gas phase is demonstrated 
by the exponential decrease in growth rate as given in fig. 3.12(a). 
Also if the silicon incorporation process would be dominated by gas phase 
diffusion, a similar depletion behaviour has to be expected for the Si doping 
as well. However, when the Si incorporation is corrected for the difference in 
growth rate and a small difference in growth temperature over the susceptor, 
there appears to be no depletion at all (fig. 3.12(b)). The corrections are based 
on the observations (i) that the Si incorporation rate is inversely proportional 
to the GaAs growth rate, which is also reported by other authors [9,35,36], 

















-• 1 — 
4 
X (cm) 
10 - β -
10 
- 10 -10 





•> 1 1 1 ' 1 ' 1 
0 4 8 12 16 
X (cm) 
— I 1 1 1 1 1 — 
8 12 16 20 
20 
Figure 3.12 (a) Growth rate of G a As as a function of the axial position 
χ in the reactor, showing the exponential depletion effect; (b) Silicon flux 
(mole/m2s) to the surface as a function of the axial position x. The flow 
and temperature profiles are fully developed for χ > 6 cm. 
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growth temperature [1,9,36]: 
N S i oc exp(-E a /RT), (3.1) 
where E
a
 is the activation energy for the incorporation process. 
In a separate paper we have reported on the Si incorporation rate as func­
tion of the growth temperature [3], the activation energy for this process is 
found to be 47 kcal/mole. This high value corresponds to the activation energy 
E
a
(k+) of the decomposition reaction of silane according to 
S i H 4 - ^ S i H 2 + H 2 . (3.2) 
The product S1H2 is believed to adsorb on the GaAs surface and to be re­
sponsible for the incorporation of Si. Due to the high activation energy this 
decomposition reaction will only occur in appreciable quantities at the highest 
gas temperatures, i.e. close to the crystal surface in the chemical boundary 
layer [3]. Because the activation energy E
a
(k_) for the back reaction is very 
small (Ea(k_) « E
a
(k + )), the diffusion length of the S1H2 radicals in the 
hydrogen carrier gas of 1 bar is extremely small viz. about 30 μπι [3], so only 
those S1H2 molecules that are created very close to the hot susceptor i.e. in 
the lowest part of the chemical boundary layer can be incorporated. S1H2 
molecules that are created away from the susceptor will react with H 2 and 
form S1H4 again. This phenomenon explains the nearly constant Si concen­
tration in the bulk gas phase and the absence of depletion. So for the doping 
of GaAs with Si using silane, the decomposition of S1H4 into S1H2 very close 
to the surface followed by diffusion of S1H2 towards the crystal surface is the 
rate limiting step for the incorporation process, although the growth process 
itself is diffusion limited. 
3.4 Conclusions 
Doping studies have been carried out as a function of silane input fraction over 
the entire dopant range of silicon in GaAs. It is found that up to a carrier 
concentration of 3 x l 0 1 8 c m - 3 , the silicon incorporation varies linearly with 
the silane input concentration. The efficiency of the incorporation increases in 
the order (100)^(110)> ( l l l ) G a > (110). This trend can be explained by the 
relative bond strengths between S1H2 species and the various oriented surfaces, 
i.e. the difference in free enthalpy of adsorption ( A G ^ 8 ). This implies that a 
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certain degree of dopant adsorption-desorption equilibrium is present at these 
surfaces. Additionaly for the (110) face the size effect of the S1H2 molecules 
has to be taken into account. 
All the Si-doped layers grown are found to be compensated. For the 
2° 
(100)—»(110) and ( l l l )Ga orientations, the compensation ratio has a value 
of about 0.3 for doping up to 3xl0 1 8 c m - 3 and increases above this value to 
0.7. The (110) orientation always shows a higher compensation ratio. 
For carrier concentrations larger than 3xl0 1 8 c m - 3 (PSÌH4 > Ю - 6 ) , pre­
cipitates in the crystal are formed due to Si nucleation in the matrix. This is 
in agreement with equilibrium calculations of the system Si-Ga-As-H-C. 
The rate limiting step for the Si incorporation is concluded to be the de­
composition of SÌH4 into SÌH2 and H2 followed by diffusion of S1H2 to the 
surface. This process happens very close to the hot substrate because of the 
very small free diffusion length of the S1H2 radical in 1 bar H2. 
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Abstract 
The doping of GaAs with disilane in a metal organic chemical vapour de­
position (MOCVD) process has been investigated at various input concentra­
tions of disilane, total pressures and temperatures. The carrier concentration 
is linearly dependent on the input concentration of disilane. The temperature 
dependence of the incorporation process of silicon using disilane as a precur­
sor changes as the total pressure varies. At a total pressure of 100 mbar the 
process is temperature independent in contrast to the behaviour at total pres­
sures of 20 and 1000 mbar. So the doping process with disilane appears to 




depend on the total pressure. Using the concept of chemical boundary layers 
the results are explained in terms of the different rate determing steps in the 
doping process as a function of different total pressures. 
Pressure and temperature dependence of Si doping using S¿2#6 
4.1 Introduction 
Metalorganic chemical vapour deposition (MOCVD) has become one of the 
most important growth techniques of III/V semiconductor materials. Many 
different devices can be manufactured employing MOCVD. Most of these de-
vice structures consist of one or more η-type layers. In MOCVD only a few 
number of elements are used for η-type doping of III/V semiconductor layers, 
viz. Te, S, Se and Si. Among these elements silicon can be employed for 
low (n « 1 x 101 5 c m - 3 ) and high doping levels (up to η и 1 χ IO1 8 c m - 3 ) , 
without exceptionally high compensation levels [1]. Moreover it is possible to 
obtain abrupt doping profiles with silicon as a dopant because of its lack of 
memory effects [2] , its low diffusion coefficient in GaAs and its low elemental 
vapour pressure [3]. 
In the early days only silane was used as dopant source for silicon in 
MOCVD [4,5]. The major disadvantage of silane is its temperature depen­
dence of the incorporation process in GaAs [5-11] and other III/V materials. 
This effect can be as large as a 2% change in carrier concentration for a vari­
ation of 1°C for a growth temperature of 650°C [12]. Therefore it is very 
difficult to obtain uniform doping profiles over a wafer if temperature gra­
dients are present, even if they are small. Disilane as an alternative silicon 
dopant source for the doping of III/V semiconductors was proposed by Kuech 
et al. [13]. It appeared that disilane does not lead to a temperature dependence 
of the incorporation process. It also has a higher doping efficiency than silane, 
at least in the temperature and pressure regimes used [12-16]. However, more 
detailed studies of this process reveal that doping of GaAs with disilane also 
can be temperature dependent when different growth conditions are employed 
[8,9,14,17]. 
In an earlier paper [9] we presented an analysis of the incorporation of 
silicon from disilane in GaAs at a total reactor pressure of 1 bar based on the 
concept of the chemical boundary layer [18,19]. This new study will treat the 
analysis in more detail and at various total reactor pressures in combination 
with new experimental data on the pressure and temperature dependence of 
the doping of GaAs with disilane. 
4.2 Experimental procedure 
In our experiments we investigated the temperature and pressure dependence 
of silicon incorporation in GaAs using disilane as a dopant. The study was 
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carried out in a commercial, computer controlled MOCVD reactor [20] using 
trimethylgallium (TMG) and arsine (АвНз) as source materials. As a dopant 
precursor, 100 ppm disilane (ЭігНб) in N2 was used. Hydrogen, purified by a 
Pd-diffusion cell, was used as carrier gas at a flowrate of 7 slm. The pressure 
of the reactor is adjustable between 20 and 100 mbar, however it is also pos­
sible to perform experiments at atmospheric pressure. The reactor cell has a 
rectangular cross-section and is heated by infra-red radiation. 
All experiments were carried out with a ratio of АвНз and TMG (V/III ra­
tio) of 125. The growth temperature, determined by a thermocouple placed in 
the susceptor close to the substrate, varied between 550° and 800°C. Disilane 
was added to the reactor in mole fractions from 1 χ 1 0 - 1 0 to 4 χ I O - 7 . The 
GaAs growth rate varied, depending on the growth temperature and pressure 
in the reactor, from 1.4 to 2.3 μπι/hour. 
The GaAs substrates were all semi-insulating and chemo-mechanically pol-
2° 
ished on one side. All substrates used in this study were (100)—•( 110) oriented. 
The thickness of the grown layers was obtained by cleaving and staining, us­
ing an interference-contrast microscope or, if necessary, a scanning electron 
microscope (SEM). The samples were electrically characterized by Hall-Van 
der Pauw measurements performed at room temperature. 
The material quality of the grown (undoped) epilayers was investigated 
by photoluminescence measurements. These measurements were performed at 
4.5 K, with the sample in He exchange gas. Optical excitation was provided 
by the 2.41 eV (514.5 nm) line from an Ar+ laser with an excitation density 
of 5.3 W/cm2. The luminescence was dispersed by a double monochromator 
fitted to a cooled photomultiplier tube with a SI response. 
4.3 Results 
4.3.1 Growth and characterization of undoped GaAs 
The growth rate of undoped GaAs is plotted versus the reciprocal temperature 
for three growth pressures (20, 100 and 1000 mbar) in fig. 4.1. From this 
figure it appears that the growth rate of GaAs is almost independent of the 
temperature at a pressure of 100 mbar. One has to conclude that at this 
pressure and in this temperature range (600 - 700°C) the growth of GaAs is a 
diffusion limited process [21-23]. 
At the other total pressures (20 and 1000 mbar, fig. 4.1) the growth rate 
is only weakly dependent of the growth temperature. However, trends are 
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Figure 4.1 Semi log plot of the growth rate of GaAs in μπα/hour versus 
1000/T ( K - 1 ) at total pressures of 20, 100 and 1000 mbar. 
still clear. At 20 mbar the apparent activation energy, E
a c t , for the growth 
process is now about 4 kcal/mole in the same temperature region. This points 
to the fact that the growth of GaAs at these conditions is determined by 
diffusion of the growth species to the substrate, coupled to the decomposition 
of trimethylgallium (TMG) [23,24]. The change of the apparent activation 
energy when going to lower pressures is caused by the lower residence times 
of the reactants in the reactor and lower collision frequencies compared to 
the situation at 100 mbar so that the kinetic control over the growth rate 
increases at this lower pressure [25]. At atmospheric pressure the E
a c t of the 
growth process is -4 kcal/mole, so the growth process of GaAs seems to be 
determined by diffusion of the growth species to the substrate but now coupled 
to the high temperature desorption of the growth species from the substrate 
[21-23]. However, this result is not really reliable because of the influence 
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Figure 4.2 Photoluminescence spectrum at 4 К of undoped GaAs grown 
at 640 °С with a V/III ratio of 125 at 20 mbar. 
of non developed flow profiles in the reactor at this pressure which will be 
discussed in section 4.4.3. So altering the total pressure (in this temperature 
region) at which the experiments are performed influences the rate determining 
step in the GaAs growth process. 
In fig. 4.2 a photoluminescence (PL) spectrum is shown for an undoped 
GaAs sample grown at 20 mbar and at a temperature of 640 °C. This PL 
spectrum reveals the good quality and the low background doping level of the 
undoped GaAs epilayers. The well resolved and highly intense peak in the ex­
citóme region, as compared to the also well resolved carbon acceptor peak, is 
an indication for a relative low carbon content and for a low residual impurity 
concentration of the sample. The largest peak in the excitonic region is the 
free excitonic transition peak and not a bound excitonic transition peak. This 
is a strong indication for a very low impurity content in the epilayer. A third 
indication for the good quality of the sample is the fact that higher excited 
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Figure 4.3 Free carrier concentration η ( c m - 3 ) (in GaAs) plotted ver­
sus the input mole fraction of disilane. The growth was performed at 
640 °C with a V/III ratio of 125 at 20 mbar. 
acterization of these undoped layers was not possible because even epilayers 
up to 11 μπι thicknesses were fully depleted. 
4.3.2 Disi lane doping of GaAs 
Figure 4.3. shows the free carrier concentration η (= N¿ — N^) in GaAs:Si 
versus the input mole fraction БігНв for a growth pressure of 20 mbar as 
determined by room temperature Hall-Van der Pauw measurements. In this 
series of experiments the growth temperature (T = 640 °C), the TMG and 
АвНз partial pressures and the total pressure in the reactor (20 mbar) were 
kept constant. 
In this log-log plot the carrier concentration increases linearly with respect 
to the disilane input mole fraction with a slope of 0.95. Saturation of the 
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Figure 4.4 Mobility μ (cm2/Vs) plotted versus the free carrier concen­
tration η ( c m - 3 ) for GaAs grown at at 640 °C with an V/III ratio of 125 
at 20 mbar. 
carrier concentration is a common and undesired phenomenon in silicon doping 
of GaAs using S1H4 and S12H6 [1,7,11,12,14,16,26,27]. However, no saturation 
is observed in the carrier concentration as a function of the input mole fraction 
S12H6 in our measurements up till η = 6.1 χ IO18 c m - 3 . Similar experiments 
at 100 and 1000 mbar have not been performed. 
In fig. 4.4 the corresponding room temperature mobilities (μ) are plotted 
as a function of the free carrier concentration. As is visualized in this semi 
log plot the mobility is linearly dependent of the carrier concentration and 
no deviation from this linear dependence is observed. With the known values 
of the free carrier concentration and the mobilities a compensation ratio Θ, 
defined as ( N A - / N D + ) , can be determined using the tables of Walukiewicz et 
al. [28]. 
The obtained values of versus the free carrier concentration are plotted in 
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Figure 4.5 Compensation ratio N¿/N¿ (Θ) of GaAs grown at 640 °C 
with an V/III ratio of 125 at 20 mbar doped with disilane plotted versus 
the free carrier concentration η (cm - 3). 
fig. 4.5. A nearly constant value of about 0.3 is observed for Θ for all measured 
values of the free carrier concentration, demonstrating that no extra compen­
sation occurs at the higher silicon concentrations. It is remarkable that the 
compensation ratio remains 0.3, a normal value for relatively low doping levels. 
However, we obtained this value even at the highest carrier concentrations. In 
literature one finds values of Θ as high as 0.7 at these doping levels [27]. 
In fig. 4.6 the silicon deposition rate Rsi is plotted as a function of the 
reciprocal temperature at various total reactor pressures. This deposition rate 
is defined as: 
Rsi = 
Nsi X MpaAs X R-GaAs 
NAV X PGaAe 
(mole/m2 sec), (4.1) 
in which Nsi equals the total incorporated silicon concentration ( c m - 3 ) , MoaAs 
the molecular weight of GaAs, R-GaAs the growth rate of GaAs in mole/m2s, 
NAV is Avogadro's constant and PGaAs is the density of GaAs. 
Using the free carrier concentration as determined by Hall-Van der Pauw 
measurements and the corresponding compensation ratio, one can derive the 
following relation between the free carrier concentration and the incorporated 
silicon concentration [28]: 
№: 
/1 + θ \ 
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Figure 4.6 Deposition rate of silicon Rs¡ in mole/s m2 as function of 
1000/T ( К - 1 ) for 3 different total pressures using Θ = 0.3. 
in which η is the free carrier concentration (Hall-Van der Pauw) and θ is the 
compensation ratio. In our experiments θ has nearly a constant value of 0.3. 
So eq. 4.1 becomes now: 
R-Si = 
1.86 η X McaAs X RoaAe (mole/m2 s). (4.3) 
NAV X PGaAs 
Using the silicon deposition rate Rs¡ (eq.4.3) in stead of the normally used 
quantity η (free carrier concentration) has the advantage of making the silicon 
incorporation process independent of the GaAs growth process. So, in this 
manner the determined activation energy (calculated from fig. 4.6) more likely 
is the activation energy of the doping process alone and is not masked by the 
combination of the doping process and the deposition of GaAs. 
Figure 4.6 shows that at a total pressure in the reactor of 20 mbar the 
silicon doping process of GaAs using ЭігНб as a dopant source has an Arrhenius 
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type of behaviour with an apparent activation energy, Eact> of 32 kcal/mole. 
In contrast to this a nearly temperature independent behaviour is observed 
for a total pressure of 100 mbar (Eact = —2 kcal/mole). At a pressure of 1000 
mbar however, the process again is temperature dependent with an E^t of 
9.5 kcal/mole. Note however that the same value for the compensation ratio 
(=0.3) as for the situation at 20 mbar has been used for the calculation of the 
positions of the experimental points in this figure. Experimentally it appears 
that at these higher pressures the compensation ratio differs only slightly from 
the situation at 20 mbar. In the log-log plot of fig. 4.6 this variation is hardly 
noticable. 
4.4 Discussion 
For the doping of GaAs with ЭігНб as a dopant source, one has to consider 






Beforehand one can state that the decomposition of S1H4 (reaction I) and 
of S12H6 (reaction III) are highly activated reactions with activation energies 
of about 50 kcal/mole [29,30]. Although both decomposition reactions have 
about the same activation energy, reaction III is much faster than reaction I 
because of a higher pre-exponentional factor in the rate equation [29,30]. 
For the discussion of the experimental results we assume that the com­
pletely saturated molecules S1H4 and S12H6 have a sticking coefficient of about 
zero at the GaAs surface, as these molecules can only adsorb physically at the 
surface, whereas the radical S1H2 has a sticking coefficient of about 1. Due 
to the strong Si-As and Si-Ga bonds desorption of S1H2 from the growth sur­
face is unlikely to happen in the temperature range of the experiments. This 
implies that silylene is the species that will be incorporated and not silane or 
disilane. The rate of reaction IV is negligible under almost every growth con­
dition because of the very low concentration of the silicon containing species 
(e.g. S1H2 and S1H4) in the gas mixture. Although in this way the system has 
S1H4 




k t ) 











been simplified, it is still very complicated to derive the exact rate equation 
for the incorporation of silicon in GaAs using S12H6 as a precursor. But a 
qualitative description, which will satisfy for explaining the results of most 
growth experiments, will be given below. 
Using the concept of the chemical boundary layer [18,19] we can calculate 
for reaction 1,11 and III the thicknesses of their respective chemical boundary 
layers 61,62 and ¿3, using the following equation [18,19,24]: 
. _ (1 + /з)(Й) 1 + % 0 т 5 , UA. 
6
 *
 / T xi*/? f - Í T ' (4·4) 
(Щ) - 1 "Μ 
in which Ts is the susceptor temperature, To is the temperature of the top of 
the reactor, β equals the temperature dependence of the thermal conductivity 
of the carrier gas (« 0.7), R Q is the gas constant, ¿τ is the width of the 
temperature boundary layer which is in our case the height of the reactor (3 
cm) and Eact.i (kcal/mole) is the activation energy of the particular reaction. 
This equation can be simplified to: 
4 
6 и - <5т (kcal/mole). (4.5) 
•bact.i 
The simplification (4.5) is only valid at a susceptor temperature of about 1000 
К and a resonably high E
a c
t [18]. 
Due to the fact that the activation energy of reaction I and II are about 
equal it is obvious from equation (4.2) that <5i = 63 (about 2.5 mm). Reaction 
II has a very low activation energy of about 3.5 kcal/mole [29] which leads to 
such a great value of 62 that this safely can be set equal to the height of the 
reactor. The deposition rate of silicon (Rs¡) consists of a kinetically determined 
(RK) and a diffusionally ( R D ) determined part. Depending on the conditions 
(e.g. pressure, temperature, type of carriergas etc.) one of these fluxes will 
dominate. In an approximated form the deposition rate of silicon, in this 
example ex S12H6, can be expressed as: 
1 _ J_ J_ 
Rsi RD RK 
Here RD equals the completely diffusionally limited deposition rate of sili-
con through the bulk of the gas phase, RD = ^Co, while RK is the completely 
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kinetically controlled deposition rate in the boundary layer , RK = k<5Co- In 
the expressions D stands for the binary diffusion constant, h for the height 
of the reactor, Co for the input concentration and 6 for the thickness of the 




 = DThTüT ( 4 · 7 ) 
Here we have used already the concept of the chemical boundary layer, 
which implies that we have to divide the reactor into two parts, i.e. the che-
mical boundary layer itself and the bulk of the gas phase. A NCVD number 
can be introduced for both the chemical boundary layer and the bulk gas 
phase 2. This dimensionless number is defined as the ratio between the che-
mical reaction flux and the diffusional flux, i.e. it determines the relative 
magnitude of both parallel fluxes mentioned in eq. 4.6. 
Now we can calculate NCVD for the case of doping with S12H6. From 
calculations of the diffusional flux of ЭігНв through the bulk gas phase (^Co) 
coupled to the decomposition in the boundary layer (kCo<5) (at a temperature 
of about 1000 К and at a total pressure in the reactor of 100 mbar), using the 
known values of D300 and кюоо [29, 30], it follows that under these conditions 
the NCVD number, p 1 0 0 ^ , is larger than 1. This points to the fact that the 
decomposition of disilane is fully controlled by diffusion from the bulk gas 
phase. Thus the doping process at 100 mbar total pressure will be completely 
limited by the diffusion of S12H6 through the bulk of the gase phase. This 
favourably coincides with the results of the performed experiments and also 
with literature data [8,9,12-14]. 
When we calculate the NCVD number for the chemical boundary layer for 
the decomposition of S12H6 and the diffusion of S12H6 through this layer, we ar­




-' Co Diooo/4 D1000 
This implies that S12H6 decomposition and diffusion in the boundary layer at 
this pressure are equally important, so that the decomposition takes place 
about everywhere in the boundary layer with the same reaction rate. This de­
composition leads to the production of the radical species S1H2. It is possible 
to calculate the amount of SÍH2 produced in the boundary layer which will be 
able to reach the growing surface. Because of the fast reaction II the diffusion 
length of the SÍH2 species is given by [24] : 
2Instead of this NCVD number sometimes a Nusselt number has been used. This dimen-
sionless number is defined as the ratio between the diffusional flux and the chemical reaction 
flux. A more correct name for this number is Damköhler II. 
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in which DS¡H2 is the binary diffusion constant of S1H2 in H2 and кг is the 
reaction constant of the reaction of S1H2 with H2 (reaction II), both at 1000K. 
For a total pressure of 100 mbar and a temperature of about 1000 К this 
length is calculated to be about 3 mm which is larger than the width of the 
boundary layer 63 meaning that most of the SÌH2 produced in this layer will 
actually reach the growing surface and will be incorporated. 
At the relative low pressure of 20 mbar the diffusional fluxes will strongly 
increase compared to the situation at 100 mbar total pressure because of the 
inverse pressure dependence of the binary diffusion constants. At the same 
time, the decomposition rate constant will decrease because of its total pres-
sure dependence [30]. The calculated NCVD numbers in bulk and chemical 
boundary layer now appear to be both of order 1. So the production of SÌH2 
species in this case will be determined both by diffusion and kinetics. This 
coincides with the results given in fig. 4.6 and also with literature data [14]. 
The value of the experimentally determined apparent activation energy of 32 
kcal/mole can be compared to the theoretical one as obtained from equa-
tion 4.7 using D = Do (<r )1-7 and к = AT^exp(-Eac t/RT) with E^t = 51 
kcal/mole [30]. This exercise yields a value of 38 kcal/mole which is equal 
to the measured value of 32 kcal/mole within the uncertainty limits of the 
experiments. 
4.4.1 Disilane doping of G a As at 1000 mbar 
In this situation the total pressure is ten times as high as in the case of the 
situation of 100 mbar. This leads to smaller binary diffusion constants and 
higher decomposition rate constants [31] and thus to NCVD numbers which 
are larger than one both in the bulk and in the chemical boundary layer. One 
may deduce from this that at the top of the chemical boundary layer all ЭігНб 
will be decomposed into S1H4 and S1H2 and that this reaction is completely 
bulk gas phase diffusion limited. 
Due to the fact that the total pressure is a factor ten higher than the 
situation at 100 mbar, the concentration H2 is also ten times larger. This 
has considerable influence on reaction II, i.e. it causes a large increase of 
the production of S1H4. A consequence is that the diffusion length of SÌH2 
(equation 4.8) becomes smaller than the width of the chemical boundary layer 
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¿з. So inside this layer all S1H2 will, in practice, have reacted to S1H4, except 
for the fraction that is determined by the S1H4 5=± SÌH2 + H2 equilibrium. 
This fraction will be very low due to the high concentration of H2. 
Because of this equilibrium the silane concentration will remain almost 
constant in the boundary layer. So at 1000 mbar doping with S12H6 effectively 
appears to be doping with S1H4. Therefore an activation energy of about 40 
- 50 kcal/mole is to be expected. In a reactor with fully developed flow and 
temperature profiles we indeed found an activation energy of 45 kcal/mole 
[9]. However, the results presented in this paper give an activation energy 
of only 9.5 kcal/mole. The large difference between these two values can be 
explained by taking into account the flow profiles at 1000 mbar in this reactor, 
which is built for low pressures. Calculations reveal that, at 1000 mbar, in 
this relatively high cell (3 cm) memory cells and spiral rolls are present due 
to the high Grasshoff (« 2100) and Raleigh numbers (« 3000) [32], whereas 
fully developed laminar flows are present at 100 and 20 mbar in the same 
reactor. As the theory of chemical boundary layer only works well in fully 
developed flow profiles, as was shown in an earlier paper [9], we can only rely 
on the experimental results obtained in this work at 20 and 100 mbar. For 
atmospheric pressure data we refer to the data obtained in our earlier work 
[9]. 
The combined result is that the kinetics of the doping process of ЭігНб 
strongly depends on the total pressure and that consequently the apparent 
activation energy changes according to the step that determines the silicon 
deposition rate. 
4.5 Conclusions 
The doping of GaAs using disilane as a doping source was studied at different 
temperatures and total pressures. The incorporation of silicon from S12H6 in 
GaAs is almost linearly dependent on the input concentration of disilane in 
the range from 4 χ IO1 5 up to 6.1 χ IO1 8 c m - 3 . No extra compensation due 
to the amphoteric behaviour of silicon in GaAs is observed, even not in the 
samples with the highest silicon concentrations. By applying different total 
pressures we investigated the pressure dependence of the doping process. At 
100 mbar no temperature effect is found. The doping process is completely 
bulk gas phase diffusion controlled with an activation energy of -2 kcal/mole. 
This is in contrast to the experiments at 20 and 1000 mbar where activation 
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energies of 32 kcal/mole and 45 kcal/mole are measured. At the lowest total 
pressure the decomposition of SÌ2H6 almost completely determines the silicon 
deposition process with a small contribution of bulk diffusion. At 1000 mbar 
the decomposition of S1H4 instead of S12H6 determines the silicon incorporation 
process. 
So in conclusion S12H6 is a good η-type dopant which can be used in 
a wide doping range, from 101 5 till 101 9 c m - 3 , without exceptionally high 
compensation ratio's. To avoid differences in doping levels due to temperature 
gradients over the wafer one should grow at total pressures of about 100 mbar. 
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Pressure and temperature dependence of 
Zn incorporation in MOCVD grown 
GaAs and AlGaAs using diethylzinc as 
precursor 
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Giling 
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Abstract 
Zinc doping of MOCVD grown GaAs and AlGaAs using diethylzinc 
(DEZn) as precursor has been studied as a function of the zinc input mole 
fraction, growth temperature, aluminium fraction of the AlGaAs alloy and 
total reactor pressure. The experiments have been performed in two differ-
ent reactors which differ in pressure and temperature distributions. We have 
found that the zinc incorporation follows a linear behaviour in a log-log plot of 
hole concentration versus zinc input mole fraction with a slope of 1 and that 
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the incorporation of zinc is independent of the fraction Al in AlxGai_xAs up 
to x=0.45. The zinc incorporation decreased with increasing growth temper-
ature following an Arrhenius type of behaviour for both GaAs and AlGaAs. 
This temperature behaviour did not change when the reactor pressure was 
lowered. All experimental results can be explained satisfactorily by a model 
which takes into account that the incorporation of zinc is preluded by an 
adsorption-desorption equilibrium of zinc at the step of the growing crystal. 
Ρ and Τ dependence of Zn incorporation in (Al)GaAs using DEZn 
5.1 Introduction 
Metalorganic chemical vapour deposition (MOCVD) nowadays is an important 
technique for growing III/V semiconductor materials. Making devices requires 
multi-layer structures which consist of doped and undoped layers. As a p-type 
dopant the elements Zn [1-4], Mg [5-7], Be [8,9], Cd [10] and С [11-13] have 
been employed in MOCVD. Among these elements zinc is the one most widely 
used in MOCVD for GaAs and AlGaAs. 
Although the diffusion coefficient of zinc in these III/V semiconductors is 
rather high [14-16] -sometimes causing problems in obtaining sharp doping 
profiles- zinc is preferred by most users because the zinc precursors can be 
handled very easily, its doping range is wide (101 6 — 102 0 c m - 3 ) and high 
doping levels can be easily obtained. This last point is especially important 
for opto-electronic devices where heavily doped layers are necessary for making 
low resistance ohmic contacts to the devices. The problems connected with 
the adsorption of the zinc precursors on the tubing of the reactor (memory 
effect) can easily be avoided nowadays by using low pressure pipe-lines up to 
the zinc source [17]. 
Two precursors are frequently used in MOCVD for zinc doping, i.e. di-
ethylzinc (DEZn) and dimethylzinc (DMZn). The latter has a vapour pressure 
higher than that of trimethylgallium (TMG) and therefore the doping process 
is difficult to control with DMZn. DEZn has a vapour pressure much lower 
than that of TMG and is therefore preferred in the MOCVD process. 
In literature, a considerable number of studies on zinc doping of GaAs 
have been published [1-4,12,17-24], in contrast to the relatively small amount 
of work on the p-type doping of AlGaAs with zinc [25]. When the hole con­
centration is plotted versus the input mole fraction DEZn on a log-log plot, in 
most cases a linear relation has been reported [1,2,19-21] although non-linear 
relations have been obtained also [2,21,22]. However, the slope of the linear 
relations in the log-log plot is not constant, but varies between 0.4 and 1.4. 
In contrast with the previous point, there is much more agreement regard­
ing the temperature dependence of the zinc doping using DEZn. In general it 
is found that the hole concentration decreases with increasing growth temper­
atures [1,3,21,26]. However, the "apparent activation energy" varies between 
-48 kcal/mole (-2.1 eV) and -76 kcal/mole (-3.3 eV) where the minus sign indi­
cates that no activation energy is involved, but that the reaction is exothermic. 
This temperature behaviour is explained in the literature by taking into ac­
count the temperature dependence of the zinc evaporation from the crystal 
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surface [2-4] or by considering the concentration of gallium vacancies as a 
function of temperature [27]. 





As (up to χ =0.45) as a function of growth temperature, input 
mole fraction precursor and total reactor pressure using DEZn. Also data 
on the depletion effects of the zinc incorporation will be given and discussed. 
These results are obtained in two different reactors which differ mainly in their 
temperature distribution and total pressure. Since the results are identical to 
each other, it implies that they are reactor independent in contrast to the large 
spread in results published in literature. The discussion of the results will lead 
to a model which describes the doping of GaAs as a function of temperature, 
total reactor pressure and position on the susceptor. 
5.2 Experimental procedure 
The experiments were carried out in two different reactors. The first MOCVD 
reactor (hereafter referred to as reactor I) was operated at atmospheric pres­
sure [28] and was equipped with a horizontal reactor cell with a rectangular 
cross section. The cell is resistance heated at the bottom and water cooled 
at the top. This reactor allows flow profiles and temperature gradients to be­
come fully developed. So in principle it is possible to calculate the temperature 
gradient and mass fluxes in this reactor. 
The second reactor (hereafter referred to as reactor II) is a commercially 
available computer controlled MOCVD reactor [29]. The reactor can be oper­
ated at low pressures, is infra-red heated and the horizontal reactor cell, which 
actually is a liner in a cylindrical cell, has a rectangular cross section. The 
top of the cell is not cooled controllably, which implies that only the bottom 
temperature of the cell is known and that the temperature of the top of the 
cell is floating. In addition the cell is too short to allow for fully developed 
flow and temperature profiles at higher pressures. 
The experiments in reactor I were performed with a V/III ratio (ratio be­
tween the amounts of arsine and the group III components) of 20 and constant 
PTMG a n d РдвНэ at growth temperatures ranging from 680 °C to 750 °C. The 
mean gas flow rate in the reactor was about 7 cm/s. The growth rate varied 
between 0.08 and 0.3 /xm/min depending on the position in the reactor and 
on the growth temperature . 
In reactor II the V/III ratio was kept constant at 125 with constant PTMG 
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and PASH3· The growth temperature was varied between 600 °C and 700 °C. 
The experiments were all carried out at a total reactor pressure of 20 mbar 
(i.e. a mean gas velocity of 228 cm/s) except when a specific reactor pressure 
is mentioned. The growth rate varied depending on the position in the reactor 
and the growth temperature between 0.025 and 0.035 μπι/min. 
In both reactors the growth was performed using arsine (АвНз), trimethyl 
gallium (TMG) and trimethyl aluminium (TMA). Hydrogen, purified by a Pd-
diffusion cell, was used as a carrier gas. The precursor for the zinc doping was 
9° 
in both cases diethylzinc (DEZn). The GaAs substrates were all (100)—>(110) 
oriented, semi-insulating and chemo-mechanically polished on one side. The 
thicknesses of the grown layers were measured by cleaving and staining, us­
ing an interference-contrast microscope or, if necessary, a scanning electron 
microscope (SEM). The samples were electrically characterized by Hall-Van 
der Pauw measurements performed at room temperature using a clover leaf 
configuration or with C-V measurements using a conventional C-V profiler. 
5.3 Results and discussion 
At all growth conditions and in both reactors all the grown epilayers possessed 
mirror-like surfaces. This specular morphology was independent of the input 
mole fraction of DEZn, the growth temperature and the aluminium fraction of 
the AlGaAs epilayers. In the following sections the influence of these parame­
ters on the incorporation of zinc will be discussed, while the electrical quality 
of the grown epilayers will be compared with theoretical values. Finally a 
special experiment has been performed to examine and explain the depletion 
effect of the zinc incorporation in reactor I. 
5.3.1 The effect of the input mole fraction DEZn on the hole 
concentration 
GaAs 
The hole concentration as a function of the input mole fraction DEZn in GaAs 
is plotted in fig. 5.1 for both reactors. No saturation effect is observed in this 
figure, which is in agreement with literature [3]. 
For reactor I two series of experiments were performed at the same growth 
conditions (V/III = 20 and P
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Figure 5.1 Log-log plot of the hole concentration (cm 3 ) versus the input 
mole fraction DEZn for GaAs: 
(o): reactor I, T=705 °C, P t o t = 1 bar, V/III=20; 
(Δ): reactor I, T=680 °C, P t o t = 1 bar, V/III=20; 
( · ) : reactor II, T=640 °C, P t o t = 20 mbar, V/III=125. 
The inset is a log-log plot of the hole concentration ( c m - 3 ) versus the 
reactor pressure (mbar) as obtained in reactor II at 640 °C and 1 0 - 5 
DEZn. 
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growth temperatures which were 680 and 705 °C respectively. In fig. 5.1 these 
data points are shown in a log-log plot. In this plot the hole concentration is 
linearly dependent on the input mole fraction DEZn with a slope of 1. The 
difference in concentration between these two sets of experiments is solely 
caused by the difference in growth temperature as will be discussed further on 
in this paper. 
In fig. 5.1 data points are also given from experiments performed in reactor 
II at 640 °C, with a V/III ratio of 125 at 20 mbar total reactor pressure. 
These data points also give a straight line with a slope of 1. The lower hole 
concentrations in this case are due to the trivial effect that at lower total 
pressures also all partial pressures are reduced. This effect was checked in 
reactor II for three pressures, viz. total pressures of 20, 100 and 1000 mbar 
keeping all other growth conditions the same. The results are plotted in the 
inset in fig. 5.1. From this log-log plot it follows that the hole concentration 
indeed increases linearly at higher total pressures with a slope quite close to 
1, demonstrating that the effect indeed is due to the increase of the partial 
pressure of DEZn at increasing total reactor pressure. 
From these experiments it follows that both at atmospheric and at low 
pressure the hole concentration increases linearly with increasing input mole 
fraction DEZn with slope 1. 
AlGaAs 





with χ varying between 0 and 0.45. In reactor I (atmospheric pressure) 
Alo.ioGao.9oAs was grown at a temperature of 720 °C as a function of the 
input mole fraction DEZn. The electrical data were obtained with Hall-Van 
der Pauw measurements. The results are plotted in fig. 5.2. Again a linear 
relationship between the input mole fraction DEZn and the hole concentration 
is observed. The small deviation from the value 1 in the slopes of the lines 
in figs. 5.1 and 5.2 is entirely due to the uncertainties in layer thicknesses and 
hole concentrations. 
At low pressure two sets of experiments were performed in reactor II. 
The first set was performed at 720 °C for XAI = 0.25, while the second set 
was carried out at 710 °C for XAI = 0.45. The electrical data were obtained 
with Hall-Van der Pauw and C-V measurements. These points give a straight 
line with a slope of 1 (fig. 5.2) for both Al fractions. The difference in hole 
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Figure 5.2 Log-log plot of the hole concentration (cm 3 ) versus the input 





(Δ): reactor I, x=0.1, T=720 °C, Hall data; 
(D): reactor II, x=0.25, T=720 °C, Hall data; 
( · ) : reactor II, x=0.45, T=710 °C, C-V data. 
due to the 10 °C difference in growth temperature. So it appears that the 
amount of aluminium has no direct influence on the zinc incorporation. 
5.3.2 Hall mobilities 
For all zinc doped samples the hole mobilities were measured at room tem­
perature using the Hall-Van der Pauw technique. The values, as measured for 
GaAs and AlGaAs, are given in fig. 5.3 together with the theoretical values 
for uncompensated material. The mobility values are in reasonable agree­
ment with the theoretical values [30], indicating that the quality of the grown 
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Figure 5.3 Semi-log plot of the hole mobility (cm2/ V s) versus the hole 
concentration ( c m - 3 ) for the different materials ( GaAs, Alo.10Gao.90As 
and Alo.25Gao.75As ) grown in the two different reactors. The lines (solid 
and dashed) in the figure represent the theoretical values for the different 
materials [30]. 
material is acceptable to good. 
The samples of reactor II in general show somewhat higher mobilities as 
compared to the samples of reactor I. This is probably due to the low pressure 
system of reactor II (up to the metalorganic sources) what reduces contami­
nation. 
5.3.3 The effect of growth temperature on the hole concen­
tration 
In both reactors experiments were performed to investigate the influence of 
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Figure 5.4 Semi-log plot of the hole concentration (cm 3 ) versus the re­
ciprocal temperature ( K - 1 ) for GaAs and Alo.10Gao.90As grown in the 
two different reactors. 
the growth temperature on the zinc incorporation. In these experiments the 
input mole fraction of DEZn and other growth parameters were kept constant, 
whereas the growth temperature was varied. The results are shown in fig. 5.4, 
in which the hole concentration is plotted as a function of reciprocal tempera­
ture (range measured 600 - 750 °C). For both reactors the zinc incorporation 
in GaAs and AlGaAs decreased for increasing temperature, as was already 
observed in figs. 5.1 and 5.3. The hole concentration shows an Arrhenius type 
of behaviour with a negative apparent activation energy (Eact) of-67kcal/mole 
for GaAs grown in reactor II, an activation energy of -90 kcal/mole for GaAs 
grown in reactor I and of - 70 kcal/mole for Alo.10Gao.90As grown in reactor I. 
From these negative values of the apparent activation energies of the doping 
with DEZn one can conclude that this Eact is not an activation energy only 
but incorporates also a ΔΗ from an adsorption equilibrium. 
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zinc, as described in ref. [3,4], because the obtained values for the apparent 
tivation energy of the zinc incorporation process are significantly higher than 
e value given for ΔΗ of the evaporation of zinc ( « 48 kcal/mole) from the 
rface [2-4]. 
3.4 Model 
the discussion of the zinc incorporation mechanism we have to explain the 
perimental results as described earlier in this paper, i.e. the linear behaviour 
the zinc incorporation as a function of the input mole fraction DEZn (fig. 5.1 
d fig. 5.2), the dependence on the total reactor pressure (inset fig. 5.1) and 
e typical temperature dependence (fig. 5.4). 
From equilibrium calculations [31] it is known that at the temperatures 
ed in these experiments (600 - 700 °C) the most abundant zinc species is 
Dnoatomic zinc (Zn). As the partial pressure of Zn will be proportional to 
e input mole fraction of DEZn, we have: 
Pzn « PDEZn· (5.1) 
this section we will use the concentration ([Zn] = ^ ) instead of partial 
essure. We will assume that there is a steady-state situation at the surface, 
ìother assumption is that in a first approximation at the growth conditions 
ed the (001) surface is almost free of adsorbed species [32]. 
At these conditions the zinc incorporation can be described by the rate of 
sorption, desorption and incorporation of the Zn species at the surface: 
k a C| y = 0 - kd©zn - ^ - — = 0, (5, 
^ ч ^ 




 = rate constant for adsorption of monoatomic zinc 
on GaAs or AlGaAs (cm s _ 1 ) , 
kd = rate constant for desorption of monoatomic zinc 
from GaAs or AlGaAs (mole c m - 2 s _ 1 ) , 
C|y=o = concentration of monoatomic zinc in the gas phase 
at the height of the surface (mole c m - 3 ) , 
C|y=o = (PDEZnly=o)/(R-Ty=o), 
Θζη = Zn coverage of the surface (dimensionless), 
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Ns = number of adsorption sites (cm - 2 ) , 
NAV = Avogadro's number (mole - 1 ), 
τ = time needed for the growth of 1 monolayer 
of III/V semiconductor (s). 
Equation 5.2 is very general, i.e. it can also be used for the adsorption, desorp-
tion and incorporation taking place at a step instead of a process taking place 
at the surface. In this last case only the number of adsorption sites, Ns, and 
the time needed to incorporate the adsorbed species, r, have to be redefined. 
It appears ,however, that these two numbers fortunately decrease proportion­
ally to each other. So the same expression will hold when the process takes 
place entirely at the step. 
The time needed for the growth of 1 monolayer III/V semiconductor (τ), 
is given by: 
T = -"on/v) ( M ) 
М ( ш / ) Г(Ш/ ) 
in which: 
d = thickness of 1 monolayer GaAs or AlGaAs (cm), 
P(in/v) = density of GaAs or AlGaAs (g c m - 3 ) , 
М(іп/ ) = molecular weight of GaAs or AlGaAs (g mole - 1 ), 
г(іп/ ) = growth rate of GaAs or AlGaAs (mole c m - 2 s - 1 ) . 
From eq. 5.2 one can derive the zinc coverage of the surface: 
k
a
C| y=o fe C | y = l 
_ Ka4y=Q _ kd ~iy u ,rA) 
*d + NXvT 1 + NAï r kd 
The deposition rate of zinc can be expressed as: 
rdep.Zn = j ^ - - ^ (mole cm - 2 s - 1 ) . (5.5) 
With eq. 5.4 this results in: 
N A V Τ kd 
For eq. 5.6 two extremes can be distinguished. 
rdep,Zn -
 t N s • (5-6) 
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The first situation, case A, is valid when : 
< 1, so r d e p > Z n = — - — ; C | y = 0 . (5.7) NAV r kd - ' а ч " ' п N A v kd r 
Equation 5.7 can be written as follows 
Ν
δ
θ ζ „ 




so that it becomes clear that in case A the incorporation of zinc is much slower 
than the desorption of zinc from the step or from the GaAs surface. This 
implies that the Zn coverage, ©zn> is determined by the adsorption-desorption 
equilibrium. 
The second situation, case B, is valid when : 
Νς 
> 1, so r d e P i Z n = k a C | y = 0 . (5.8) N A v Τ kd 
Case В (eq. 5.8) represents the situation at which every zinc species that arrives 
at the III/V surface will stick to the step and will be incorporated. However, 
this situation describes a pure kinetic adsorption reaction for which the activa­
tion energy of k
a
 will always exhibit a zero or a positive activation energy, i.e. 
the hole concentration will increase when the growth temperature is increased. 
This is in complete disagreement with the experimental results and with the 
literature data [1,3,21,26]. Therefore only case A will be worked out in more 
detail. 
From a combination of eq. 5.3 and eq. 5.7 it follows that the expression for 





/ ) Г(Ш/ )
 n
. , , -2 -іч /
e n
\ 
rdep,zn = ί τ — : , C | y = 0 (mole cm s L). (5.9) 
NAV kd α р(ш/ ) 
The hole concentration (Nz„), as measured with the Hall-Van der Pauw 
method, is defined as: 
N Z n = N A v ^ ^ £*&- (cm"*). (5.10) 
r(III/V) M(III/V) 
Here we have assumed that all the incorporated zinc has been built in on a 
substitutional site and is electrically active. This would not be true if the 
experiments were performed in the saturation range [3]. This is not the case 
in our experiments, see figs. 5.1 and 5.3. 
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Rewriting eq. 5.10 in combination with eq. 5.9 gives the simple general 
description for the hole concentration in GaAs and AlGaAs for the situation 
(case A) that the adsorption-desorption equilibrium of the zinc species on the 
GaAs (or AlGaAs) surface or step determines the zinc incorporation rate: 
Nzn =
 τ Ь
 c | y = 0
·
 (5,11) 
The following conclusions can be drawn from this equation. The first point 
to be mentioned is that the resulting hole concentration will depend linearly 
on the concentration of zinc species in the gas phase at the height of the 
surface (C| y = o), i.e. it will also depend linearly on the concentration of zinc 
species in the bulk gas phase, and so is linearly dependent on the input mole 
fraction DEZn. This is consistent with the experimental results as presented 
in figs. 5.1 and 5.2. The second point is connected with the adsorption equi­
librium constant k
a
/kd. In principle, this constant will be a function of the 
aluminium fraction in the Ali_
x
GaxAs alloy because of its dependency on the 
heat of adsorption of Zn species. However, experimentally no dependence of 
this constant is observed with regard to the aluminium fraction. 
The pressure dependence of the zinc incorporation (see inset of fig. 5.1) 
can now be explained also. In lowering the total reactor pressure, the partial 
pressure of DEZn is also lowered and with it the concentration of the zinc 
species at the surface (C| y = o). This explains the lower zinc incorporation at 
the lower pressures as compared to that of the experiments performed at 1 
atmosphere. 
The temperature behaviour of zinc doping with DEZn is now easy to ex­
plain. It is entirely determined by the temperature behaviour of the ratio {j», 
what is equal to the equilibrium constant К for the adsorption/desorption of 
Zn. This constant К can be expressed as К = eA S°/R
 e
- A H
° / R T where Δ Η 0 
is determined by the heat of adsorption. The observed mean apparent acti­
vation energy (Eact) of the zinc incorporation, both for GaAs and AlGaAs, 
is -75 kcal/mole. According to the model this negative value for the activa­
tion energy corresponds entirely to the adsorption enthalpy for the process of 
adsorbing Zn-atoms on the surface or step of GaAs or AlGaAs. 
The question remains whether this adsorption enthalpy is due to the ad­
sorption on the surface or to the step. The observed value for the adsorption 
enthalpy of Zn on an As-stabilized GaAs surface seems to be quite high for a 
normal adsorption process where one bond is formed. The highest values found 
in the literature are -65.2 kcal/mole for an As-Η bond and -56.5 kcal/mole for 
an As-C bond [32]. No specific values for the As-Zn bond could be found but 
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the As-Zn bond strength certainly is not that strong. However, when it is 
assumed that the adsorption of Zn takes place at a step, a double bond will 
be formed. For the desorption of Zn now two bonds have to be broken, which 
requires twice as much energy. This means that the value for a single Zn-As 
bond strength will be 37.5 kcal/mole what seems to be a quite acceptable 
value. Therefore to our opinion the observed temperature behaviour of the 
zinc incorporation is explained by the adsorption-desorption behaviour of zinc 
at the step of the growing crystals. 
5.3.5 Depletion effects 
Although in the literature no depletion effects have been reported for the 
incorporation of zinc, we did observe in the top-cooled atmospheric pressure 
reactor a significant depletion effect. In order to study this process in more 
detail, we performed some specific depletion experiments in reactor I. Due 
to the special design of this reactor [28] (long susceptor, top-cooled reactor 
cell, fully developed temperature and flow profiles), the growth of GaAs and 
AlGaAs in this reactor can be modelled rather easily and with reasonable 
precision [33-35]. It must be mentioned that when undoped (or silicon doped) 
GaAs or AlGaAs is grown in this reactor (I), only an arsenic deposit is found 
at the top of the reactor due to its relatively low temperature (300 K). But 
when the doping experiments with DEZn are performed, a deposit is found 
at the top of the reactor which is also due to the deposition of zinc. This 
deposition is responsible for the depletion of zinc. This effect is not observed 
in reactor II because, in this reactor, the top of the cell is not cooled and 
therefore the top of the reactor cell is much higher in temperature. 
The samples for the investigation of the depletion effect of the zinc incor­
poration were grown under standard conditions. Experiments were performed 
for Alo.10Gao.90As and GaAs. The substrates were placed on the susceptor 
at positions from 2 to 18 cm away from the beginning of the susceptor (x-
coordinate). The heating starts at the beginning of the susceptor at x=0. 
In fig. 5.5 the hole concentration in a semi log plot is given versus the 
position on the susceptor for the two materials. It is evident from this figure 
that, in this top-cooled reactor, the zinc incorporation exhibits a depletion 
effect for both GaAs and Alo.10Gao.90As. The depletion effect is, in both cases, 
about equally strong. In this figure theoretical fits are also shown, which will 
be discussed below. 
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Figure 5.5 Semi-log plot of the hole concentration ( c m - 3 ) versus the hor­
izontal position (x-coordinate) on the susceptor of reactor I for GaAs and 
Alo.ioGao.9oAs. The growth was performed at atmospheric pressure. The 
results are corrected for the temperature gradient present in this reactor. 
In the figure also the theoretical fits for Nz
n
 as obtained from eq.5 13 for 
GaAs (dashed line) and for Alo.ioGao.goAs (solid line) are given. 
the top of the cell at y=h we take as a boundary condition for the calculation 
that the concentration of Zn in the reactor at the top of the cell is zero, so 
C| y = h = 0 (h is the height of the reactor). This implies that all the Zn-
species that arrive will completely stick at the cold part of the reactor (top). 
As without top cooling no zinc depletion is observed, we can conclude that 
only a very small amount of the input mole fraction DEZn is incorporated in 
the lattice. So the following boundary condition for the zinc concentration at 
the growing surface g^|y=o = 0 is used. Working along the lines described in 
ref. [28] one obtains for the concentration of zinc species at the surface: 
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n
. 4 C Z „ ^ (-1)"- 1 / - ( 2 п - 1 ) 2 т г 2 D Z n x^ 
ІУ=0 =
 ~ 5 ~^^ eXP [ 4 Th^J' (5Л2) 
in which: 
Czn = input concentration DEZn, 
Dzn = binary diffusion coefficient of zinc species in H2, 
χ = horizontal coordinate in the reactor, 
ν = mean gas velocity in the direction of the flow. 
When this solution for C| y =o is substituted in eq. 5.11 one arrives at the fol­
lowing equation for the hole concentration: 
M k a N S 4 C Z n Ä ( - Ι ) 1 1 " 1 f - ( 2 n - l ) 2 7 r 2 D Z n x\ 
N z n
 = k¡ Τ —π"
 η
ξ
 2 n _ !
 εχ
Ρ [ i -VW)' ( 5 Л З ) 
Based on eq. 5.13 two calculations have been performed for the zinc incorpo­
ration, where the diffusion constant of monoatomic zinc has been calculated 
according to ref. [36]. These calculations are presented in fig. 5.5. As one can 
see, the theoretical lines are in good agreement with the experimental results 
demonstrating that the observed depletion of Zn during the growth of GaAs is 
indeed caused by the deposition of zinc at the cooled top of the reactor. From 
the parameter fit, we obtained a value for К = £ь of « 3.2 χ IO7 mole c m - 3 . 
This is a realistic value for K. We can check that by calculating the zinc 
coverage of the surface (θζ
η
) at the used growth conditions with the aid of 
this К value. This results in a zinc coverage of about 2.3 χ I O - 3 under these 
experimental conditions, which corresponds well with the obtained hole con­
centrations. 
5.4 Conclusions 
Zinc doping experiments have been performed in two different reactors, one 
operating at atmospheric pressure and the other at low pressure. In contrast 
to the previous published results on the zinc incorporation rate, we have found 
that the results were reactor independent. From analysis of the results follows 
that the incorporation of zinc can be explained by an adsorption/desorption 
equilibrium at the step followed by incorporation in the the growing crystal. In 
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addition depletion experiments were performed which showed that a depletion 
of zinc can be induced when the top of the reactor is water-cooled. 
Acknowledgments 
The authors would like to thank S.W. Kortboyer and W.P.J.H. Jacobs for 
their assistance in growing some of the samples. 
The authors axe greatly indebted to G.J. Bauhuis for performing the electrical 
characterization of the samples. 
This work was financed by NOVEM, project No. 41.220-003.1, and the "Sticht­
ing voor de Technische Wetenschappen" (STW) with financial support from 
the "Nederlandse Organisatie voor Wetenschappelijk Onderzoek" (NWO). 
References 
[1] R.W. Glew, J. Crystal Growth 68 (1984) 44. 
[2] Y.K. Su, C.Y. Chang, T.S. Wu, Y.C. Chou and C.Y. Nee, J. Crystal 
Growth 67 (1984) 472. 
[3] К. Okamoto, H. Mawatari, K. Yamaguchi and A. Noguchi, J. Crystal 
Growth 98 (1989) 630. 
[4] S.Z. Sun, E.A. Armour, К. Zheng and C.F. Schaus, J. Crystal Growth 
113 (1991) 103. 
[5] A.W. Nelson and L.D. Westbrook, J. Appi. Phys. 55 (1984) 3103. 
[6] A. Kozen, S. Nojima, J. Tenmyo and H. Asahi, J. Appi. Phys. 59 (1986) 
1156. 
[7] C R . Lewis, Electron. Lett. 18 (1982) 570. 
[8] N. Bottka, R.S. Stillman and W.F. Tseng, J. Crystal Growth 68 (1984) 
54. 
[9] E. Kuphal, J. Appi. Phys. 50 (1979) 4146. 
[10] E.E. Wagner, D.E. Mars,G. Hom and G.B. Stringfellow, J. Appi. Phys. 
51 (1980) 5434. 
84 
Ρ and Τ dependence of Zn incorporation in (Al)GaAs using DEZn 
111 N.I. Buchan, T.F. Kuech, G. Scilla and F. Cardone, J. Crystal Growth 
110 (1991) 405. 
121 M.A. Tischler, R.M. Potemski, T.T. Kuech, F. Cardone, M.S. Goorsky 
and G. Scilla, J. Crystal Growth 107 (1991) 268. 
131 M.C. Hanna, Z.H. Lu, E.W. Mao, T. McCormick, E.G. Oh, Α. Majorfeld 
and D.M. Szmyd, J. Crystal Growth 107 (1991) 279. 
141 A. Flat, A.G. Milnes and D.L. Feucht, Solid State Electronics 20 (1977) 
1024. 
15] B.I. Boltaks, T.D. Dzhafarov, Yu.P. Demakov and I.E. Maronchuk, Soviet 
Phys.-Semicond. 9 (1975) 545. 
16] S. Reynolds, D.W. Vook and J.F. Gibbons, J. Appi. Phys. 63 (1988) 1052. 
171 T.F. Kuech, P.-J. Wang, M.A. Tischler, R. Potemski, G.J. Scilla and F. 
Cardone, J. Crystal Growth 93 (1988) 624. 
181 P. Enquist, J.A. Hutchby and T.J. de Lyon, J. Appi. Phys. 63 (1988) 
4485. 
191 G. Keil, M. le Metayer, A. Cuquel and D. le Pollotec, Rev. Physique Appi. 
17 (1982) 405. 
20] J.P. Halláis, Acta Electron. 21 (1978) 129. 
211 V. Aebi, C.B. Cooper III, R.L. Moon and R.R. Saxena, J. Crystal Growth 
55 (1981) 517. 
221 H.M. Manasavit and A.C. Thorsen, J. Electrochem. Soc. 119 (1972) 99. 
231 G. Vassilieff and B. Saint-Cricq, J. Appi. Phys. 54 (1983) 4581. 
24] P.J. Wright, B. Cockayne, A.C. Jones and E.D. Orrell, J. Crystal Growth 
91 (1988) 63. 
25] T. Nakanisi, J. Crystal Growth 68 (1986) 282. 
26] J. van de Ven, H.G. Schoot and L.J. Giling, J. Appi. Phys. 68 (1986) 
1648. 
[27] C.Y. Chang, L.P. Chen and C.W. Wu, J. Appi. Phys. 61 (1987) 1860. 
85 
Chapter 5 
[28] J. van de Ven, G.M.J. Rutten, M.J. Raaymakers and L.J. Giling, J. Crys-
tal Growth 76 (1986) 352. 
[29] P.R. Hageman, M.H.J.M. de Croon, J.N.H. Reek and L.J. Giling, J. Crys-
tal Growth 116 (1992) 169. 
[30] the calculations were performed using the PC-ID program from Iowa 
State University, Research Foundation Inc. 
[31] L.C. Keizer, X. Tang, R.Z.C, van Meerten and L.J. Giling, J. Crystal 
Growth 102 (1990) 667. 
[32] L.J. Giling and M.H.J.M. de Croon, J. Crystal Growth 107 (1991) 56. 
[33] W.G.J.H.M. van Sark, M.H.J.M. de Croon, G. Janssen and L.J. Giling, 
Semicond. Sci. Technol. 5 (1990) 16. 
[34] W.G.J.H.M. van Sark, M.H.J.M. de Croon, G. Janssen and L.J. Giling, 
Semicond. Sci. Technol. 5 (1990) 36. 
[35] W.G.J.H.M. van Sark, M.H.J.M. de Croon, G. Janssen and L.J. Giling, 
Semicond. Sci. Technol. 5 (1990) 291 
[36] R.H. Persy, C.H. Chuten and S.D. Kirchpatrick, Perry's Chemistry and 
Enginering Handbook, 4 t h ed. (McGraw-Hill, New York, 1969) 
86 
Chapter б 
Improvement of LPMOCVD grown 




In 1985 a joint solar cell project was started in the Netherlands within the 
framework of the Dutch National Research Program Solar Energy (NOZ). 
Groups of the universities of Delft (TUE), Utrecht (RUU), Eindhoven (TUE) 
and Nijmegen (KUN) participated in this project. The long term aims of this 
program are a cheap amorphous silicon solar cell with reasonable efficiency 
and secondly high efficiency GaAs/AlGaAs solar cells [1]. 
Our group at the university of Nijmegen concentrates on the research of 
III/V solar cells. The first goal is to make reasonably good GaAs (η « 20%) 
and AlGaAs (η « 16%) cells. In the second place these two type of cells should 
be combined into a tandem solar cell which will boost the efficiency up to 30 %. 
Currently the III/V semiconductor InGaP, lattice matched to GaAs, is under 
investigation. The use of InGaP instead of AlGaAs in solar cells will certainly 
bring advantages because the photovoltaic quality of InGaP is better than 
that of AlGaAs [2-4]. 
To overcome the economical drawback of the expensive GaAs substrates 
for the solar cells mentioned above, a research program has been started in 
Nijmegen to grow GaAs and InGaP on silicon substrates. If the efficiency will 
be comparable, III/V solar cells grown on silicon substrates will be sooner 
economical beneficial than the cells grown on GaAs substrates. These silicon 
substrates bring additional advantages over GaAs substrates in increasing the 
strength of the cell construction. 
The GaAs solar cells grown in our group reached an efficiency of about 
18% [5]. These cells were grown in an atmospheric MOCVD reactor. In 
order to improve the efficiency to values of 20% and higher the properties of 
the materials (especially the minority carrier lifetimes) should be improved as 
well as the quality of the p/n-junction (this will result in a lowering of the 
saturation current of the diode and its ideality factor). In the specific case 
of the atmospheric reactor, which was already more than 9 years in use, it 
turned out that it was impossible to improve the material properties to the 
high standards needed. In order to be able to meet those high standards a 
new low pressure MOCVD reactor was installed. With this fully computerized 
machine, high quality material and interfaces could be grown. An inevitable 
consequence of using a totally different reactor was that quite a lot of time 
had to be spent to discover the optimal parameters for growing and doping 
(n- and p-type) GaAs and AlGaAs. 
In this chapter the influence of different material properties on the effi-
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ciency of the solar cells is investigated, both theoretically and in practice. The 
theoretical results are used for calculating the maximum obtainable efficiency 
of our basic cell (see fig. 6.1). In order to improve the cells the second step 
is to determine the material properties in practice. The results from these 
measurements are coupled back to the theoretical approach so that the influ­
ence of the measured material parameters on the efficiency of the cell can be 
calculated. Now a realistic maximum efficiency of our cells can be calculated. 
From measurements (i.e. I-V curves) of working solar cells in combination 
with the measured material parameters weak points in the design of the cells 
or in the growth method of the materials can be discovered and improved. 
6.2 Solar cell construction 
In order to obtain high solar cell efficiencies with this new low pressure 
MOCVD reactor, we have chosen a rather standard GaAs solar cell as start­
ing point for our analysis and improvements. The construction of this basic 
solar cell, made in our laboratory, is shown in fig. 6.1. The various layers and 
materials will be discussed below. 
The discussion of the solar cell construction starts with the back contact. 
This contact is a standard Ni/Au-Ge/Ni metal combination [6], e-beam evap­
orated onto the substrate in a separate high-vacuum machine. After the evap­
oration the contact is annealed at 450 °C in an inert atmosphere. 
The next part in the cell construction is the substrate on which the cell is 
grown. GaAs wafers, silicon doped (« 2 - 3 χ IO1 8 c m - 3 ) and (100) —• (110) 
oriented, are used as substrates. 
The first grown layer of the cell is the buffer layer. This layer is deposited 
in order to get a suitable and well defined surface on which the solar cell can 
be grown properly. The buffer layer is doped higher than the base on top of 
it in order to force the carriers, created in the base, into the proper direction, 
i.e. holes to the top of the cell and electrons to the bottom. This effect is 





to enlarge the back surface field effect. 
Going upwards the next layer is the base of the cell. In this section of 
the cell the infra-red part of the incoming light is absorbed. The minority 
carrier lifetime must be high enough in combination with good minority car­
rier drift mobilities to ensure a large enough diffusion length of the minority 
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Figure 6.1 Schematic drawing of the basic GaAs solar cell. 
be obtained. 
The interface between the base and the emitter is the p/n junction. The 
p/n junction needs to be well defined, i.e. no highly compensated layer (due to 
diffusion or inter mixing of the different dopants during growth) should exist 
in the junction. Also the diode ideality factor should be as close to one as 
possible. Defects in the junction have to be avoided at any price because these 
defects lower the shunt resistance considerably, thereby limiting the efficiency 
to a large extent. 
The emitter is the first layer of the cell in which photons are absorbed which 
attribute to the cell efficiency. The emitter used is relatively thin (» 0.6 μπι) 
and highly doped (p « 0.8 - 2 χ 101 8 cm3). In this layer the high energy part 
of the incoming light will be completely absorbed. The generated electrons 
have to diffuse towards the junction in order to be completely separated from 
the holes. The quality of the material determines the chance that the elec­
trons really reach the junction before recombining. The emitter is the most 
important part of the solar cell because it absorbs a large part of the incom­
ing photons. In this way the quality of the material used for the emitter 
determines to a great extent the efficiency of the solar cell. 
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In order to diminish the high surface recombination at the emitter/air 
interface, a window layer is grown onto the emitter [7]. The window layer 
consist of the material AlGaAs with a reasonably high aluminum content 
(XAI = 0.45). The interface recombination of the GaAs/AlGaAs interface is 
much lower than the emitter/air interface [8,9] which results in a considerable 
increase of the current. 
The cap layer is a thin (0.2 μπι) GaAs layer which is heavily doped 
(> l x 101 9 c m - 3 ) . This will enhance the formation of an ohmic topcon-
tact on it. Due to the high doping level in this cap layer the specific contact 
resistance can be low. Additionally, the replacement of AlGaAs by GaAs also 
enhances the formation of a good contact because GaAs is less sensitive to­
wards oxygen and humidity than AlGaAs. The reaction between (Al)GaAs 
and O2 and H2O results in a nonconductive oxide which increases the contact 
resistance. In the processing of the solar cell the caplayer is etched away ev­
erywhere, except under the topcontact, to prevent the unwanted adsorption 
of light in this GaAs layer. 
The topcontact consists of the well known gold/zinc metallization [6] and 
is evaporated onto the cap layer of the cell using the e-beam equipment. Also 
this contact is annealed at 450 °C for 5 minutes in an inert atmosphere. 
The topcontact design has to provide an optimum between the losses due 
to shadowing of the cell by the contact and losses due to resistance (i.e. con-
tactresistance, resistance in the caplayer and resistance of the contact metal). 
The actual topcontact has been designed following the lines described in [10], 
using conservative parameters for the contact resistance. The calculations 
resulted in a topcontact design which shadows about 4.5 % of the cell. 
Because of the high reflectivity of the solar cell a considerable part of the 
incoming light is reflected and does not contribute to the energy conversion. 
An anti-reflection coating consists of material of a lower index of refraction 
and, if properly designed, can increase the amount of absorbed photons with 
about 30%. In the cell depicted in fig. 6.1, the anti-reflection coating is a three 
layer type, consisting of MgF2/ZnS/MgF2 (2/52/98 nm). For practical reasons 
sometimes a SiO ARC has been used. Due to this coating the short-circuit 
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Figure 6.2 I-V curve of our record GaAs solar cell under AMI.5 illumi­
nation (1 sun). In the figure the short circuit current (Isc)> the open 





 resp.) are given. The hatched area in the figure is the 
maximum power rectangle. 
6.3 Theory 
In this section a theoretical analysis of the principles of the basic solar cell will 
be given. Coupled to this, a critical consideration of the appropriate formulas 
will give more insight in the solar cell performance. 
In principle a solar cell is a diode, so its performance can be described by 
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in which Is is the saturation current (mA), IL is the light current (mA), Τ is 
the temperature (K), V is the potential difference across the junction (V), q is 
the elementary charge (C) and η is the diode ideality factor. When η equals 1 
eq. 6.1 describes the ideal current-voltage characteristics of a diode, i.e. only 
diffusion and drift currents have to be taken into account. In case of GaAs 
also the recombination in the junction has to be considered. When this is the 
case the value of η is between 1 and 2. If η equals 2, the recombination current 
determines the current. 
Another point which has to be included is the existence of a series resistance 
in the junction. This series resistance will lower the voltage drop across the 
depletion region and thereby it will lower the current. Equation 6.1 has to be 
modified to include this series resistance and becomes [11]: 
, = ^ 0.,}.,,
 (M) 
in which R is the series resistance in the junction (Ω). Prom this equation one 
can easily see that for solar cell applications the series resistance must be as 
low as possible in order to obtain high efficiencies. 
The power extracted from the cell is defined as: 
Ρ = I V . (6.3) 
The maximum obtainable power (P
m
) is found by differentiating eq. 6.3 and 
equating to zero ( |y =0). 
In fig. 6.2 the I-V curve is given for our record GaAs solar cell. In this 
figure the short current (Isc)i i-e. the current at V=0, and the open circuit 
voltage (Voc)i i-e. the voltage across the cell at infinite load resistance, are 
depicted. Also the maximum power point is given and the so-called maximum 
power rectangle. 
With eq. 6.1 and with the definition for the maximum power an expression 
for the dependence of V
m





/nkT)) = ^ + 1. (6.4) 
is 
From this relation it is obvious that if the saturation current (Is) of the diode 
decreases, V
m
 and consequently P
m
 will increase. A higher light current ( I I ) 
causes an enhancement of VM and P
m
. 
The saturation current density can be calculated according to the following 




Js = γ = qNcNv 
1/2 1 / η \ 1 / 8 ' 
N A V τ J ^ N D \^  TP ) 
r
E
« / k T , (6.5) 
where Nc is the effective density of states in the conduction band ( c m - 3 ) , Ny 
is the effective density of states in the valence band ( c m - 3 ) , NA is the acceptor 
impurity density ( c m - 3 ) , N D is the donor impurity density (cm - 3 ) , D
n
 is the 
diffusion coefficient for electrons in p-type material (cm2/s), D p is the diffusion 
coefficient for holes in η-type material (cm2/s), r
n > p are the minority charge 
carrier lifetimes of electrons and holes respectively (s) and A is the device 
junction area (cm2). The diffusion coefficients D
n
 and D p are coupled to the 
mobility of the carriers through the Einstein relation [11]: 
D p , n = ( ^ ) . (6.6) 
The diffusion length of the minority charge carriers is defined as: 







From eq. 6.5 one can conclude that the saturation current decreases (and 
with it the maximum power increases) with increasing minority charge carrier 
lifetimes. Also it follows from eq. 6.5 and eq. 6.6 that Is decreases at increasing 
minority charge carrier mobility. So one can conclude from this that the 
minority charge carrier lifetime is an important material parameter in solar 
cells. 
IL has also to be considered because it is, beside the Voc, one of the two 
output parameters of a solar cell. The light current is determined by the 
amount of carriers which are really collected after being generated in the cell. 
In fig. 6.3 a cross section of the p/n-junction is drawn with its depletion areas 
on both sides of the junction and the diffusion lengths of the electrons (L
n
) and 
holes (Lp). Light enters the cell from the left as is symbolized by the arrows. 
Inside the depletion area (xp < χ < xn) the collection efficiency of the, in this 
part of the cell generated, carriers is 1 (i.e. C = l ) because of the presence of 
a high internal electrical field. Outside this depletion area the chance that a 
created electron or hole reaches the depletion area and will be swept across 
the junction and be separated can be described with C
n
 = exp (— L ) 
and Cp = exp ( ^*~Xp' 1 [12]. The total amount of separated carriers outside 
the depletion area is the product of the amount of created carriers and the 
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Figure 6.3 Cross section of the p/n-j unction of a solar cell. In this figure 
the depletion widths in the p- and η-region are hatched and the diffusion 
lengths of the minority carriers are symbolized by the arrows indicated 
by L
n > p. 
collection efficiency. From this it follows that I I is depends on L
n
 and Lp. The 
diffusion lengths L
n
,p can be defined as Ln,p = ( 1 ι Τ ^ ρ Τ η · ρ ) [12]. One can 
conclude from this that the light current increases with increasing lifetimes 
of the minority charge carriers and increasing minority charge carrier drift 
mobilities. 
From eq. 6.7 and the discussion above it is clear that the lifetimes of the 
minority charge carriers have to be as large as possible in order to obtain high 
efficiency solar cells. An increase in the minority charge carrier drift mobility 
decreases the saturation current and increases the light current. So, the mate­
rials used for solar cells should have high carrier drift mobilities. Also it must 
be remembered that the mobility of the charge carriers in the semiconduc­
tor must be high in order to be able to transport current through the device 
without unacceptable high losses due to the resistance in the semiconductor. 
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6.4 Characterization and results 
In this section the influence of material parameters like the influence of the 
lifetimes of the minority carriers on the maximum obtainable efficiency will 
be investigated using a solar cell simulation program called PC-ID [13]. Af­
ter these simulations, data will be presented of the real characterization of 
materials and solar cells. 
The PC-ID computer simulation program is dedicated to simulate the 
working (efficiency) of solar cells. All kind of parameters (68 different para­
meters) can be changed in order to calculate the influence of one of them on 
the performance of the solar cell. The program is based on formulas for the 
drift current density of electrons and holes, on formulas for the band edge 
potentials on both sides of the junction and the Poisson equation. In addition 
to these basic formulas of course additional equations to determine the carrier 
mobilities, generation and recombination of carriers, absorption of photons and 
doping profile are used. All these formulas together with the given parameters, 
or variation of parameters, are used to proceed a minimalization procedure. 
In this section the influence of the lifetimes of the minority carriers, the 
series resistance, the surface recombination velocity, the layers thicknesses 
and the mobilities of the material on the cell performance will be shown and 
compared with the measured values. 
Before starting these exercises the maximum obtainable efficiency of the 
basic solar cell is calculated. This is reached by assuming that the minority 
carrier lifetimes are each 1 second, which are of course irrealistic high values, 
and surface and interface recombination rates of zero (in practice also not 









A first point of investigation is the carrier concentration and the mobility of 
the base and emitter. This is done in order to compare the real values with the 
ones in the basic solar cell of fig. 6.1. To determine these values special samples 
were grown on semi-insulating substrates with the same growth conditions as 
used for the growth of a complete solar cell. The samples were characterized 
using Hall-Van der Pauw measurements [14]. The results for this situation 
are: 
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η or ρ (cm 3 ) 
3.35 χ 1017 
8.45 x 1017 
As can be concluded from this table, the carrier concentrations should 
be slightly adjusted to meet the values given for the basic solar cell. From 
PC-ID calculations it follows that the mobilities of the emitter are very high. 
The same conclusion can be drawn for the η-type material of the base. From 
the tables of Walukiewicz et al. [15] the compensation ratio of the n-type 
layers can be determined. The resulting compensation ratio for the emitter is 
0.10. When compared with literature [16,17], this value is very low, implying 
only a small percentage silicium is incorporated on a arsenic side and thereby 
lowering the mobility of the material. Also the window layer and contact 
layer were investigated the same way. Both layers were doped high enough, 
the window layer (Alo.45Gao.55As): p=3 χ 10 1 8 cm - 3 , μ = 57 cm2/Vs and the 
contact layer ρ = 1 χ 10 1 9 cm - 3 ; μ = 102 cm2/Vs, in combination with good 
mobilities so that they will not give a high contribution to the series resistance 
of the cells. From the electric quality point of view high efficiencies for the 
cells could not be any problem. 
With the PC-ID program the optimum carrier concentration for the base 
and emitter were calculated, based on the thicknesses for the layers as depicted 
in fig. 6.1. The optimization procedure has been performed two-dimensionaly, 
in which the p- and η-type doping concentrations have been varied indepen­
dently. The result of this optimization procedure is that the combination 
of a base with an concentration η = 3.35 χ IO1 7 c m - 3 and an emitter of 
ρ = 8.45 χ IO1 7 c m - 3 gives a maximum efficiency of 28.33 %. This is only 
a loss of 0.6 % as compared to the basic cell. 
The next step was to investigate minority carrier lifetimes in the base 
and emitter. For that purpose special structures were grown. In order to 
investigate both the bulk minority charge carrier lifetime and the interface 




As (x=0.2) double 
hetero structures (DH) have been grown [18]. The GaAs layers were as heavily 
doped as the representative layers in the solar cell. The AlGaAs cladding 
layers must have the same doping level to prevent that the carriers, which are 
generated in the GaAs layer, drift into the AlGaAs layer. This is a real problem 
for the η-type case. It is hard to dope the AlGaAs as high as the GaAs layers 
because of the presence of the DX-centra in the cladding layers. Therefore 
only the lifetimes of the p-type and the undoped layers will be presented. 
The photoluminescence lifetime of the generated carriers have been deter-
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Figure 6.4 Results of the PL decay measurements on the p-type emit­
ter material. Measurements have been performed on three thicknesses. 
mined by means of the Time-Correlated Single Photon Counting (TCSPC) 
technique, which has been described extensively in ref. [19]. The measured 
effective lifetime (r
e
ff) is a function of the minority charge carrier lifetime (τ), 




= - + -,-, 
τ a and where the minority charge carrier (τ) lifetime equals: 
* r






with Φ the photon recycling factor ( important at higher layer thicknesses), 
r
r a
d the theoretical radiative lifetime (-— = BN m a ¡ , with В the radiative 
T
rad J 
recombination constant (« 1.4 χ I O - 1 0 cm3/s) for GaAs and N
m a
j the ma­
jority carrier concentration) and TSRH the Shockley-Read-Hall lifetime, i.e. the 
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lifetime due to the recombination at deep levels [20]. By plotting the mea­
sured decay time versus the thickness of the active layer, as has been done in 
fig. 6.4, one obtains the interface recombination velocity from the slope of the 
line through the measured points. The line through the measured points to 
determine this interface recombination velocity is obtained by fitting according 
to the least-square technique. The points are corrected for photon recycling. 
The intercept at the y-axis gives the bulk minority charge carrier lifetime. 
As can be deduced from fig. 6.4 the lifetimes of the electrons in the p-type 
material of the emitter are very good. The theoretical radiative lifetime for 
ρ = 2 χ IO1 8 c m - 3 is τ = 8.9 ns (corrected for photon recycling according 
to Asbeck [22]) and the measured bulk lifetime is determined to be τ = 9 ns. 
The recombination at deep levels is very low (TSRH ~3> 1 μβ) [21] implying good 
material quality. In fact the lifetime is so high that hardly any Shockley-Read-
Hall recombination takes places in this material. From the slope of the line 
in fig. 6.4 the interface recombination velocity of the GaAs/AlGaAs interface 
can be determined. The value for this is approximately 1200 cm/sec. Also 




As (x = 0.2) double hetero structures were 
measured. In those samples a Shockley-Read-Hall lifetime of about 7 ßs was 
obtained, indicating the very good quality of the material and the absence of 
deep centers. 
The influence of the minority charge carrier lifetimes on the cell perfor-
mance is calculated. Additionally the effect of the interface recombination 
velocity (S) is investigated. The results of the calculations are plotted in 
fig. 6.5. In this figure the absolute efficiency or a normalized efficiency is plot-
ted on the y-axis versus the variable on the x-axis. The normalization is with 
respect to the maximum obtainable efficiency of the ideal cell. 
In fig. 6.5-A the results are plotted for the effect of a variation of the mi-
nority charge carrier lifetime in the emitter (p-type material). From this figure 
it is obvious that a lifetime of 5 ns and larger results in a normalized efficiency 
of > 96%. The measured value of the bulk lifetime for the p-type material 
was 9 ns, implying a normalized efficiency of 98%. From this figure and our 
measurements it can be concluded that the minority lifetime of the electrons 
in the emitter does not hinder good solar cell performance. 
In fig. 6.5-B the normalized efficiency is plotted versus the minority charge 
carrier lifetimes of the holes in the base as calculated by PC-ID. From this 
it is obvious that a bulk lifetime of > 10 ns results in a efficiency of > 98%. 
An increase of the lifetime till 100 ns will result in a normalized efficiency of 
100%. Unfortunately the minority hole lifetime could not be measured, but 
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Figure 6.5 Results of the PC-ID calculations. 
Fig. 6.5-A: influence of the minority electron lifetime (ns) in p-type GaAs 
on the normalized efficiency. 
Fig. 6.5-B: influence of the minority hole lifetime (ns) in η-type GaAs on 
the normalized efficiency. 
Fig. 6.5-C: influence of the surface recombination velocity (cm/s) on the 
efficiency (%)• 
Fig. 6.5-D: influence of the series resistance (Ω) on the efficiency (%). 
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bulk lifetimes in the normally undoped material, no difficulties are expected 
with respect to this point. 
In fig. 6.5-C the absolute efficiency is given versus the interface recombi­
nation velocity. As was already mentioned before, an interface recombination 
velocity (S) of « 1200 cm/s was measured for our DH structures. Comparing 
this value with the ones in fig. 6.5-C indicates that the measured value of S has 
no negative influence on the cell performance at all. A GaAs/air interface has 
a interface recombination velocity between 105 — 107cm/s [23,24]. So, the 
absence of an window layer will result in a decrease of the efficiency of the cell 
from 28.9% to 17.4% for S= 1 χ IO6 cm/s . From this, one can conclude that 
a suitable window layer is required in order to obtain a good cell performance 
by lowering the interface recombination velocity. One has to take care that 
this window layer does not absorb too much light. 
Up till now the various material qualities of the used materials have been 
measured and their influence on the cell performance have been calculated. It 
is now appropriate to test real solar cells. From I-V measurements at different 
light intensities one can obtain the series resistance (Rs), the shunt resistance 
(Rp), the saturation current (Is) and the diode ideality factor (n). 
From I-V measurements of the basic cell the following values can be ob­






















196.7 χ ΙΟ3 Ω 
1.18 
53 χ IO" 1 5 mA/cm2 
Analyzing these data one comes to the conclusion that the junction quality of 
the cell is good. This is based on the high open circuit voltage (Voc) and a 
diode ideality factor close to 1. Additionally the saturation current of the diode 
is low. These measured values were checked with the PC-ID program to con­
firm this conclusion. The measured Voc is only slightly lower than the maxi­
mum obtainable one of 1.0521 V. The value of the short current density as mea­
sured, is remarkably lower than the maximum obtainable value, but this is also 
due to the non-ideal anti-reflection coating (SiO instead of MgF2/ZnS/MgF2) 
and due to shadow losses caused by the topcontacts. These last points are not 
included in the PC-ID calculations. 
The major problem is the relatively low fill factor, 0.683, compared with 
0.89 for the ideal case. This already results in a relative loss of 24 %. The 
low fill factor is thought to be a result of the relative high series resistance 
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Figure 6.6 Schematic drawing of the band structure of a part of the solar 
cell in case of a too low doped AlGaAs window layer. 
of 5.48 Ω in the circuit of the cell. Calculations with PC-ID to investigate 
the influence of the series resistance on the cell performance are presented in 
fig. 6.5-D. From this it is obvious that a series resistance of only 5 Ω already 
results in a loss of 12.5% compared to a series resistance of 2 Ω. Also the 
influence of the shunt resistance (Rp) on the cell efficiency is calculated. From 
this it can be concluded that the shunt resistance of our cell is high enough to 
ensure no negative influence of it on the cell performance. 
With the good material properties of the cell and the good diode quality 
in mind, as described above, only two possibilities are left for the high series 
resistance of our cells. First of all the doping concentration of the window 
layer can be too low. In that case the junction between the too low doped 
window layer and the highly doped contact layer gives a problem. Due to the 
differences in band-offset and effective mass a barrier exists in the valence band 
of that junction. In the case of our first cells, the window layer was doped to a 
concentration of about ρ = 5 χ IO1 7 c m - 3 which gives, in combination with 
ρ = 2 χ IO1 8 c m - 3 for the emitter layer, rise to a barrier of about 83 meV 
for the holes transport. This situation is depicted in fig. 6.6. Upon increasing 
the carrier concentration of the AlGaAs window layer to 3 x IO1 8 c m - 3 this 
barrier vanished, where upon the series resistance dropped from 7.4 Ω to 5.5 
Ω. So part of the problem has been solved, but still the fill factor remained 
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too low. 
The second possibility is that the contact resistance of the p-type top 
contact is still too high. Transmission Line Measurements (TLM) [25] were 
performed in order to obtain the specific contact resistance (p
c
) of the top 
contacts. A value of about 0.01 П е т 2 is obtained for p
c
. This value is only 
slightly too high and results in a relative loss of about 2 %. 
Apart from the well known influence of the series resistance on the fill 
factor, the small fill factor can also originate from factors due to the processing 
of the solar cell. We found that defining the cell area by a mesa etching step, 
instead of cleaving the sample, increases the fill factor with about 10%. This 
is probably due to the fact that defects, induced by the cleaving of the sample, 
can act as recombination centres, thereby lowering the cell performance. 
The presented analysis of the performance of the basic solar cell has been 
used to improve this cell design and to optimize the processing procedure. 
In order to optimize the cell design, we have made the minor adjustments 
in the carrier concentrations of the basis and emitter as mentioned before. 
However, the major improvement has come from the incorporation of an 
Alo.3Gao.7As back surface field and an Alo.85Gao.15As window layer instead 
of the Alo.45Gao.55 As one. These changes together with the improved process­
ing procedure have resulted in our record cell. 
The incorporation of a Alo.3Gao.7As back surface field has resulted in an 
increase of the fill factor and slight improvement of the open circuit voltage. 
The incorporated Alo.e5Gao.15As window layer has resulted in a better blue 
response of the cell, as was measured with quantum efficiency measurements, 
and in an increase of the fill factor as compared to the window layer with 
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2.2 χ 101 9 
The IV curve of this cell was measured using a calibrated GaAs cell (grown 


















Looking at these figures, one can conclude that these out put parameters 
can still be improved. Currently we are further optimizing the cell design (ad-
justing doping levels and layer thicknesses) and anti-reflection coating. Also, 
we are investigating the influence of the combination of the diode ideality fac-
tor and the corresponding saturation current (s) on the fill factor. From the 
first analysis it appears that these two parameters are important in determin-
ing the fill factor. A fit program is in development in order to get insight in 
this dependency. 
6.5 Conclusions 
In this chapter a theoretical analysis has been made in order to investigate 
the physical basis of the solar cell behaviour. It has become clear that the 
minority charge carrier lifetime is one of the most important parameters in 
the solar cell performance. An ideal cell construction can be calculated when 
extreme minority charge carrier lifetimes are used in the fit program. Also the 
influence of the saturation current of the diode has become more clear and 
insight is obtained which parameters determine its value. 
We measured the minority charge carrier lifetimes, the carrier concentra-
tions and the mobilities in the materials that were used for the solar cell 
construction. With the solar cell simulation program PC-ID the influence of 
these parameters on the solar cell efficiency was quantitatively calculated and 
compared with the theoretical values. These theoretical analysis and practical 
improvements have resulted in a solar cell of 20.5 % efficiency. Further im-
provement of this value is possible by carefully changing the cell design and 
optimizing the processing procedure of the cell. 
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Abstract 
Ini-xGcixP can be used as a material for wide bandgap solar cells. The 
photovoltaic quality of Ini_xGaxP is better than that of Ali_xGaxAs, which 
is used mostly in GaAs based tandem solar cells. This paper describes the 
MOCVD growth and characterization of Ini_xGaxP epilayers on GaAs. Per-
fectly lattice matched Ini_xGaxP epilayers have been obtained at different 
growth temperatures. These lattice matched layers exhibited excellent optical 
and electrical properties. Photoluminescence measurements at 4 К resulted in 
a FWHM of 9.0 meV, while Hall-Van der Pauw measurements of the undoped 
layers gave mobilities of 6000 c m 2 V - 1 s - 1 , the best value reported in literature 
sofar. The lattice matched layers have been doped n- and p-type over a wide 
carrier concentration range. Preliminary results on Ini_
x
GaxP solar cells in­









As have been 
predicted to reach an efficiency of 30 - 35 % (AMO, one sun). But in spite 




As tandemcell was able to attain an 
efficiency slightly higher than a single junction GaAs solar cell [1]. Limitation 
of the efficiency of the tandemcell is generally ascribed to the poor photovoltaic 









As for small traces of 0*2 and H2O present during growth in the 
MOCVD reactor. 
Ini-xGaxP is a III/V material which can cover, dependent on composition, 
a wide range of bandgap values. When it is chosen to be lattice matched to 
GaAs it has a bandgap of about the same value as Al0.4Gao.eAs: 1.90 eV. 




As it has a much lower sensitivity for oxygen 
and water. This sensitivity is of the same order as for GaAs and forms no 
problem for modern, state of the art reactors. Furthermore the recombination 
velocity at the Ino.5Gao.5P/GaAs interface is approximately 30 times lower 




As/GaAs interface [2,3]. So as for the photovoltaic qual­






Control of the Ini-xGaxP epilayer composition is of primary importance 
because of the intended lattice matching to GaAs. For Ini_
x
GaxP this is less 




As. The difference in lattice constant be­
tween GaP and InP is large compared with that between GaAs and AlAs. 
Therefore a small change in composition of the Ini_
x
GaxP will cause a rela­
tively large change in lattice constant. In practice, both control of composition 
and lattice matching can be achieved without difficulties [4]. So it appears that 
Ini_
x
GaxP really is a promising material for tandem solar cells. This is sup­
ported by the fact that a monolithic InGaP/GaAs tandem solar cell with an 
η of 27.3% is made by Olson et al. [5]. 
In this paper we present the first results of our Ini_
x
GaxP growth experi­
ments. Because of its importance, control of the layer composition and lattice 
matching to the GaAs substrate are discussed first. Secondly, the growth rate 
of Ini_
x
GaxP, which is important with respect to control of the layer thick­
ness, is given as a function of temperature. Furthermore η-type and p-type 
doping of Ino.5Gao.5P have been performed. As a result of these investigations 
Ino.5Gao.5P solar cells on GaAs substrates were made and some preliminary 
results are presented. 
108 
InGaP, a promising material for tandem solar cells 
7.2 Experimental procedure 
7.2.1 MOCVD growth and characterization 
All the Ini-xGaxP layers were grown in a commercially available, low pressure 
MOCVD reactor. Trimethylindium (TMI) and trimethylgallium (TMG) 
were used as sources for the group III components. Arsine and phosphine, 
both 100 % pure, were the group V precursors. Disilane (ЭігНб, 100 ppm 
in N2), was used as η-type dopant while diethylzinc (DEZn) was available 
2° 
as p-type dopant. All epilayers were grown on (100)—»(110) oriented GaAs 
substrates substrates (both doped and semi-insulating). The reactor pressure 
was kept at 20 mbar in all experiments. Hydrogen, purified by a palladium 
diffusion cell, was used as carrier gas at flow rates of 5 or 7 slm. 
Samples were electrically characterized with C-V profiling and Hall-Van der 
Pauw measurements. Optical quality of the grown material was determined 
with photoluminescence measurements, either at 4 К or at room tempera­
ture. The composition of the Ini_
x
GaxP epilayers and the mismatch between 
Ini_
x
GaxP and GaAs substrate could be calculated from X-ray rocking-cur-
ves and electron microprobe measurements (EPXMA). Layer thicknesses were 
measured on cleaved and etched samples by SEM and optical microscope. 
7.2.2 Solar cell processing and efficiency measurement 
After the MOCVD growth front (Au/Zn/Au) and back (Au/Ge/Ni) contacts 
were made by e-beam evaporation. The front contact was defined by a mask 
and obscured approximately 8% of the cell area. After evaporation the con­
tacts were annealed for 4 \ minutes at 460 °C. The cell's perimeter was defined 
by cleaving the edges. A selective etchant was used to remove the GaAs con­
tacting layer between the grid fingers. The anti-reflection coating consisted of 
three layers: MgF2, ZnS, MgF2, with thicknesses of 20, 520 and 980 Â. 
The cell efficiency was measured using a simple xenon lamp and a water 
filter. The short circuit current was calibrated by using a reference cell. The 
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Figure 7.1 Solid phase gallium content (Xs) of the Ini_
x
GaxP epilayer 
as a function of the gas phase composition (TMG/(TMG+TMI)) at dif­
ferent growth temperatures. 
7.3 Results eind discussion 
7.3.1 Latt ice matching 
To obtain lattice matched Irn_
x
GaxP epilayers on GaAs substrates, χ should 
be 0.516 at room temperature and 0.504 at 900 K. 
Experiments were carried out with different gas phase compositions and 
using different growth temperatures. In fig. 7.1 the fraction gallium in the solid 
(Xs) is shown as a function of XG, i.e. the concentration of TMG over the 
total concentration of III components (TMG + TMI) in the gas phase, at three 
different growth temperatures. As can be seen in fig. 7.1 lattice matching can 
be obtained in the whole temperature region used. The gas phase composition 
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Figure 7.2 Solid phase gallium content (Xg) of the Ini-xGaxP epilayer 
as a function of the V/III ratio at different growth temperatures. 
necessary to obtain lattice matched epilayers depends however on the growth 
temperature. At higher growth temperatures less TMG is required. 
The solid composition is found to be independent of the V/III ratio (i.e. 
mole fraction of phosphine over mole fraction TMG and TMI) applied at 
growth temperatures above 640 °C. At 600 °C instead, the epilayer becomes 
more gallium rich at higher V/III as is shown in fig. 7.2. This might be due to 
the fact that TMG decomposes faster in the presence of phosphine or arsine. 
Examples of X-ray rocking curves are given in fig. 7.3. Figure 7.3a shows 
a graph of an Ini_
x
GaxP epilayer which is slightly mismatched at room tem­
perature, although it is nearly lattice matched at the growth temperature. 
From this rocking curve we calculate a lattice mismatch of —6.5 χ I O - 4 
at room temperature which implies a solid composition Xo
a
 = 0.507. Part b 
of fig. 7.3 gives a plot of a perfect lattice matched Ini_
x
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Figure 7.3 X-ray rocking curves for a) slightly mismatched Iiu_
x
GaxP 
epilayer and b) perfectly lattice matched epilayer at 300 K. 
temperature. The FWHM of 21 arcsec for fig. 7.3a and 21 arcsec or less for 
fig. 7.3b indicates the good quality of the epilayer. The little satélite peak 
observed at higher ω in fig. 7.3a (and possibly in fig. 7.3b) is due to a more 
gallium rich composition of the Ini_
x
GaxP. This may be caused by a non 




7.3.2 Growth rate and incorporation coefficient 
The total growth rate and the ratio of the rate of incorporation of gallium 
and indium species [6] (a) are plotted as a function of reciprocal temperature 
(1000/T ( K - 1 ) ) in fig. 7.4. For these experiments the concentrations of TMG 
and TMI were equal and kept constant over the whole temperature region. 
The growth rate shows an apparent activation energy of 5.8 kcal/mole in 
the low temperature region. The same apparent activation energy is found for 
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Figure 7.4 Ratio of rates of incorporation of gallium and indium growth 
species a and growth rate (R) as a function of reciprocal temperature 
(1000/T). α is defined as гтмоЛтмі- TTMG and гтмі are concentration 
independent growth rates for GaP and InP. 
growth of GaAs under similar conditions. This indicates that this tempera­
ture behaviour is determined by the gas phase decomposition of TMG. Under 
these growth conditions the growth rate is in the transition region between 
kinetically gas phase limited and diffusion gas phase limited growth. 
At growth temperatures higher than 650 °C the growth rate shows nearly 
no temperature dependence. This is consistent with diffusion limited growth. 
The growth rate was found to be independent of the V/III ratio for the 
growth temperatures used, although the V/III ratio was varied between 50 
and 900. 
In fig. 7.4 it is seen that at lower temperatures α depends strongly on tem­
perature. This is thought to be caused by the larger activation energy for 
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p-lnGaP emitter μπι 
n-InCaP base 1.4 μιη 
n-GaAs buffer layer 0.1 μπι 
n-GaAs substrate 
Figure 7.5 Schematic drawing of our Ino.5Gao.5P solar cell. 
gas phase decomposition of TMG in comparison with the activation energy of 
TMI. So at these lower growth temperatures the incorporation ratio and thus 
the composition of the solid is determined mainly by the TMG decomposition. 
At higher temperatures both TMG and TMI decompose fast enough so that 
α levels off. In this case diffusion of growth species towards the surface deter­
mines a. In this region a is slightly larger than one, meaning that the overall 
rate of incorporation of gallium growth species is somewhat larger than that 
of indium species. 
7.3.3 Photoelectrical quality 
The photoelectrical quality of lattice matched Ini_
x
GaxP as determined by 
PL is a complex function of growth temperature, V/HI ratio and growth rate. 
In all lattice matched samples reasonable PL intensities and FWHM values 
were obtained, although some samples did not show any luminescence at room 
temperature. Our best FWHM at 4K was 9.4 meV (peak energy 1.87 eV), a 
value which belongs to the best reported in literature. 
In all lattice matched samples a PL peak energy shift was observed. The 
shift indicated a lowering of the normal bandgap of 1.98 eV by 20 to 100 
meV (at 4K), depending on the growth conditions. The anomalous change in 
bandgap is caused by spontaneous (CuPt-type) ordering in the material, as is 
described by several authors [7,8,9]. 
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Figure 7.6 I-V characteristic of the solar cell depicted in figure 7.5. 
7.3.4 Electrical characterization and doping 
Our undoped Ini_
x
GaxP layers are typically η-type, with a free carrier con­
centration of less than 1016 c m - 3 . The mobilities of these undoped layers vary 
between 3000 and 6000 cm2 V - 1 s _ 1 . To the knowledge of the authors these 
are the highest values reported in literature. 
Doping experiments were performed by changing the input mole fraction 
of either disilane (η-type) or diethylzinc (p-type). The growth temperature 
was 600 °C. We were able to dope Ino.5Gao.5P n- and p-type over a wide 
range starting at a few times 101 6 up to 8 χ IO1 8 c m - 3 . Mobilities of the 
intentionally doped layers are very high in respect to the literature values. 
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7.3.5 Solar cell characteristics 
A design of our first Ino.5Gao.5P solar cells is depicted in fig. 7.5. The solar 
cells were grown at 600 °C on η-type GaAs substrates (n = 5 χ IO17 c m - 3 ) . 
First a thin GaAs buffer layer was grown (n = 5 χ IO1 7 c m - 3 ) . Succes­
sively the Ino.5Gao.5P base and emitter were grown and doped respectively 
η = 2 χ IO1 7 c m - 3 and ρ = 1 χ IO1 8 c m - 3 . The p-type GaAs contacting layer 
was doped ρ = 8 χ IO18 c m - 3 . No passivating layer was applied yet. The solar 
cells were made intentionally rather thin because of their future use as a top 
cell in a monolithic tandem solar cell. 
Although no effort has been made to optimize this Ino.5Gao.5P solar cell, 
already an efficiency of 4.5 % is reached (AM 1.5, one sun). From fig. 7.6 it 
can be seen that the Voc is 1.16 V, the Jsc is 6.2 mA c m - 2 and the FF is 
0.63. 
The cells still suffer from a rather big series resistance, causing the poor fill 
factor. Also the current density is not maximal, probably because part of the 
incoming light is not absorbed in the thin solar cells. The lack of a passivating 
layer results in a rather high recombination velocity at the emitter/air interface 
which diminishes the current. The value of the open circuit voltage indicates 
that the p-η junction is not optimal yet. 
Improvements can be carried out easily by establishing the optimal values 
for layer thicknesses and doping levels. Further benefits are expected from a 








P on top of the emitter. Also 
the switching procedure from GaAs to Ini_
x
GaxP can be improved, thereby 
reducing the number of threading dislocations at the junction. 
7.4 Conclusions 
The results of our first investigations on the wide bandgap material Ini_
x
GaxP 
are quite encouraging. By MOCVD the material can be grown lattice matched 
to GaAs over a wide range of temperatures. In the lower temperature region 
(600°C — 650°C) both incorporation coefficient and growth rate depend on the 
decomposition rate of TMG. 
High quality Ino.5Gao.5P epilayers could be grown with an X-ray rock­
ing curve FWHM of 21 arcsec, 4 К photoluminiscence FWHM of 9.0 meV 
and record mobilities of 6000 cm2 V" 1 s - 1 in undoped samples when optimal 
growth conditions were used. Preliminary efforts to make Ini-xGaxP solar 
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cells yielded an efficiency of 4.5%. Improvement of the cell can be obtained 
easily by finding the optimal values of thickness and doping levels for the 
different layers. Also a passivating layer may be applied. At this time im-
provement of the solar cell efficiency seems straightforward and there seems 
to be no basic limitation towards higher efficiencies. 
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Abstract 
The growth of InGaP has been investigated in a low pressure MOCVD 
reactor. Experiments have been performed in order to study the influence of 
several parameters on the growth process, such as the influence of the growth 
temperature, V/III ratio and total gas flow on the solid composition and on 
the growth rate. The optical and electrical quality of the grown InGaP layers 
is discussed in relation to the amount of lattice mismatch of the epilayers. 
Finally the morphology of the epitaxial InGaP layers is described. A defect, 
typical for the growth of InGaP on GaAs, is presented. A hypothesis of the 




The last few years there has been a great interest in the ternary III/V semi­
conductor Ini-xGaxP, especially when lattice matched to GaAs due to its 
potential in opto-electronic devices as lasers and solar cells [1-4]. It can be 
employed as active layer in laser diodes, in particular in combination with 
AlInGaP acting as a barrier [2]. In this way it is possible to obtain lasers 
operating near 0.67 μτη. Even shorter wavelengths can be realized if quantum 
well heterostructures consisting of these two semiconductors are used [2,5-7]. 
A second field of interest for this material is that of high efficiency solar cells. 
In order to obtain these high efficiencies, it is inevitable to use multi junction 
solar cells. Recently a tandem solar cell consisting of a GaAs bottom and an 
InGaP top cell, interconnected with a GaAs tunnel diode, demonstrated an 
efficiency of 27.3% [3]. 
The great interest in this material can be explained when its material 
qualities are compared with the more frequently used ternary alloy AlGaAs. 
When lattice matched to GaAs, InGaP has a direct bandgap of around 1.9 eV 
[1,8,9] which is as large as AlGaAs containing around 40 % aluminum. This 
is about the maximal bandgap without AlGaAs becoming indirect. However, 
InGaP suffers none of the problems which are connected with AlGaAs. When 
growing AlGaAs with MOCVD one has to be extremely careful to avoid traces 
of oxygen and humidity in the reactor [10,11]. These contaminants will lead 
to high resistivity and bad optical quality of the samples. Contrary to Al­
GaAs, InGaP is relatively insensitive toward traces of oxygen and water [10]. 
This makes the growth of InGaP easier than of AlGaAs. As a result of this 
the GaAs/InGaP interface shows a remarkable low recombination velocity, as 
low as 1.5 cm/sec [12], which is about 30 times lower than the best values 
reported for the AlGaAs/GaAs interface (53 cm/sec [13]). Another advantage 
of InGaP, lattice matched to GaAs, compared to AlGaAs is the fact that it 
possesses no so called DX centers. So it is no problem to grow highly doped 
η-type InGaP in contrast to AlGaAs in which a decrease of the free carrier 
concentration is observed with increasing aluminum content while the dopant 
input concentration is kept constant [14]. 
Although it seems that InGaP has only advantages over AlGaAs and no 
disadvantages, there are still several drawbacks. One of the main problems of 
this material is composition control. Independent of the growth method used 
(LPE, VPE, MOCVD, MBE and GSMBE) control of the alloy composition 
must be within 0.15 % absolute, because of the large differences in lattice 
constants of InP, GaP and GaAs [15]. In growing AlGaAs this problem does 
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not occur because of the small difference in lattice constant of AlAs and GaAs. 
Furthermore the difference in thermal expansion coefficients between GaAs 
and InGaP [15] can cause additional stress in the grown epilayers upon cooling 
down from growth to room temperature. 
Additionally, when InGaP is grown with MOCVD techniques, the material 
exhibits a typical behaviour. Depending on growth conditions like the growth 
temperature, growth rate, V/III ratio and substrate orientation, the bandgap 
can range between high ( « 1.9 eV) and low (« 1.8 eV) values for a fixed 
composition, lattice matched to GaAs [16]. The shift in bandgap energy can 
be as large as 100 meV at room temperature [17,18]. This behaviour of the 
bandgap energy is thought to originate from a CuPt type of ordering on the 
group III - sublattice. Ordered material shows low values of the band gap 
energies and completely disordered material exhibits the highest values [16-21]. 
In this paper we will present the growth and characterization of high qual­
ity InGaP material grown in a low pressure MOCVD reactor. The influence of 
the growth temperature, V/III ratio, total gas flow and gas phase composition 
on the quality of the InGaP epilayers is investigated. Electrical and optical 
qualities of the grown material are examined with C-V, Hall-Van der Pauw and 
photoluminescence measurements. Our samples exhibit, to our knowledge, the 
highest mobilities reported in literature so far. 
8.2 Experimental procedure 
All samples were grown in a commercial available low pressure MOCVD re­
actor with a horizontale reactor cell [22]. Pure arsine (АБНЗ ) and phosphine 
(PH3 ) were used as group V species. For the group III species trimethyl 
gallium (TMG) and trimethyl indium (TMI) were used as precursors. All 
2° 
growth experiments were performed on (100)—>(110) oriented GaAs wafers. 
The growth runs were performed at a reactor pressure of 20 mbar and at 
growth temperatures between 580 °C and 700 °C. The total gas flow through 
the reactor was chosen to be 5 or 7 slm respectively, while the V/III ratio was 
varied between 50 and 400. The mole fractions TMG and TMI varied between 
0.0043 % and 0.0065 % each. The resulting growth rate varied, depending on 
the growth temperature and total gas flow and amount of group III precursor, 
between 1 and 2.2 μπι/h. 
The solid composition of the layers was determined using electron mi­
croprobe analysis (EPXMA) and X-ray diffraction. Transmission electron 
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Figure 8.1 Plot of ratio of rates of incorporation of gallium and indium 
growth species (a) and growth rate (R) versus reciprocal temperature 
(1000/Τ). α is denned as T^SL where FTMG is the concentration inde­
pendent growth rate of GaP and is FTMI the concentration independent 
growth rate of InP as defined in section 8.3. 
(HRTEM) were used to investigate dislocations in the InGaP epilayers and 
to determine the amount of ordering. All samples were electrically charac­
terized by Hall-Van der Pauw measurements performed at room temperature. 
Temperature dependent Hall-Van der Pauw measurements down to 4.2 К were 
performed at some selected samples. 
The optical material quality of the grown Ini_
x
GaxP epilayers was in­
vestigated by photoluminescence measurements. These measurements were 
performed at room temperature and 4.2 K. At the latter temperature, the 
sample was mounted in a cryostate with the sample in He exchange gas. Opti­
cal excitation was provided by the 2.41 eV (514.5 nm) line from an Ar+ laser 
with an excitation density of 5.3 W/cm2. The luminescence was dispersed by 
a double monochromator fitted to a cooled photomultiplier tube with a SI 
response. 
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8.3 Results and discussion 
8.3.1 Influence of the growth temperature on the solid com­
position and growth rate of InGaP 
Experiments were done in order to study the influence of the growth temper­
ature on the composition of the Ini_
x
GaxP epilayers and on the growth rate 
of this material. In these experiments the growth temperature was chosen 
between 580 °C and 700 °C while the gas phase composition was kept con­
stant. This implies that the fraction trimethylgallium in the gas phase X G 
( = [TMGI + Гтміі) a n ( ^ ^ е V/III ratio, i.e. the ratio between the amount of 
phosphine and the total amount of group III growth components (TMG + 
TMI), was unchanged. The total amount of group III species in the gasphase 
was 0.018 %, the V/III ratio was 250. 
In fig. 8.1 the growth rate is plotted versus the reciprocal temperature 
( K - 1 ) . From this figure it is clear that at growth temperatures higher than 650 
°C the growth rate of Ini_
x
GaxP is temperature independent, which implies 
that the growth rate in this temperature region is gas phase diffusion limited. 
Because of the high V/III ratio used (250), the group III growth species are 
the growth rate limiting species. The diffusion of these growth components 
through the gas phase toward the growing surface is the limiting factor in 
the growth rate of Ini_
x
GaxP at these temperatures. At growth temperatures 
below 650 °C the growth is temperature dependent with an apparent activation 
energy, Eacti of 6 kcal/mole as can be deduced from fig. 8.1. This value for 
E
a c
t indicates that the growth is determined by gas phase diffusion coupled to 
gas phase decomposition of, at least one of the group III growth components, 
i.e. TMG or TMI. However, in growing GaAs in the same reactor at the same 
temperature and pressure conditions, the same apparent activation energy (4.2 
kcal/mole) has been found [22]. This means that in this temperature region 
probably the decomposition of TMG in the gas phase coupled to the diffusion 
through the gas phase of Ga growth species is the limiting factor in the growth 
of Ini-xGaxP. This is consistent with the fact known from literature that the 
decomposition of TMG is completed at higher temperatures than that of TMI 
[23-28]. When gas phase decomposition kinetics would solely determine this 
process an apparent activation energy of about 20 kcal/mole would have been 
found [29]. 
In fig. 8.1 also the ratio of the incorporation rates of gallium and indium 
species, a, is plotted versus the reciprocal temperature. This ratio a is defined 
as ζ™*«·. In this expression ?XMG is the concentration independent growth rate 
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Figure 8.2 Plot of the ratio of the fraction of gallium in the solid (XG&) 
to the solid phase fraction of indium (1-XG») in the Ini_
x
GaxP epilayer 
as a function of the ratio of input mole fractions TMG ( P T M G ) and TMI 
( P T M I ) a t three different growth temperatures. The dashed lines repre­
sent the lattice matched region around ¡^χ*— · 
of GaP ала гтмі is the concentration independent growth rate of InP [30]. The 
observed growth rate is given by: 
г = C0r, 
where Co is the input concentration of the group III component. Explicit ex­
pressions for г are not really needed here. For the regimes where transport 
through the gas phase is rate determining or where the chemical kinetics dom­
inate, it is given that [30] for the diffusionally limited process : 
г (Do,vo,h,z,T) = A ^ e x p t - B ^ - * ) , 
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Figure 8.3 X-ray rocking curves for a) a slightly mis-matched epilayer and 
for b) a perfectly lattice matched epilayer of InGaP on GaAs at T=300 K. 






f (ko,Τ) = k o e x p ( - | ^ ) , 
the binary diffusion coefficient of 
the group III component at room temperature, 
the mean horizontal gas flow velocity, 
the free height above the susceptor, 
the coordinate along the susceptor (heating starts at z=0), 
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Α,Β = temperature-dependent dimensionless numbers, which are 
a weak function of Τ and the thermal diffusion factor α τ only, 
ko = pre-exponential factor of the rate constant, 
E
a
 = activation energy for chemical reaction 
or reaction enthalpy for equilibria, 
Τ = growth temperature, 
R = gas constant. 
A detailed discussion of these equations is given by Van Sark et al. [30]. 
At temperatures lower than 660 °C, the factor a decreases with decreasing 
temperatures. The decreasing factor a indicates decreasing (concentration 
independent) growth rate of GaP. This supports our view that decomposition 
of TMG is most probably the rate limiting factor of the growth rate at these 
temperatures. 
At higher temperatures, above 660 °C, α levels off to about unity. This 
result again points to a gas phase diffusion limited growth process at these 
temperatures. The difference in diffusion coefficient between Ga and In growth 
species is small (¡=s 15%) enough to ensure that it has hardly any noticeable 
effect on the solid state composition. 
In fig. 8.2, the ratio of the fraction gallium in the solid state (Xûa) and 
the fraction indium in the solid state (1 — XG¡¡.) is plotted versus the ratio 
of the input partial pressure TMG and the input partial pressure TMI for 
three different growth temperatures. In these experiments the input partial 
pressure TMI is kept constant and the input partial pressure TMG is varied. 
At all three growth temperatures this ratio (XGa/(l — X<3a)) varies linearly 
with the ratio of the input partial pressures ( P T M G / P T M I ) · In all these sit-
uations the slope is about 0.7. In case of gas phase diffusion limited growth 
of a III/V semiconductor with mixing on the group III sub-lattice like InGaP, 
the amounts of indium and gallium in the solid state should correspond to the 
partial pressures of TMI and TMG in the gas phase, i.e. the distribution co-
efficient between the gas phase and the solid state should be about one. The 
deviation we obtained in our experiments from this theoretical distribution 
coefficient must be explained by a non linear, but reproducible, behaviour of 
the electronic TMG massflow controller. 
At higher temperatures, more TMI (relative to TMG) is needed in the gas 
phase in order to grow lattice matched material at a fixed indium content. 
Most probably this is caused by a larger desorption rate of indium growth 
species than of gallium growth species from the surface at higher temperatures. 
This is consistent with the lower value of the InP bond strength as compared 
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Figure 8.4 Growth rate of the InGaP epilayers as a function of the in­
put V/III ratio for 3 different growth temperatures and for a total flow 
of 7 slm. 
to that of GaP. 
The dashed lines in fig. 8.2 represent the boundaries of the region in which 
the Ini-xGaxP is still lattice matched to the GaAs substrate. In this paper, 
we define lattice matching by a lattice mis-match of less than 1 χ I O - 3 around 
the exactly lattice matched composition Xo
a
 = 0.516 (at room temperature) 
[15]. It can be seen from this figure that at all three temperatures lattice 
matched epilayers can be grown by using different gas phase compositions 
of TMG and TMI. An example of this is given in fig. 8.3. In this figure, 
two rocking curves are plotted of InGaP epilayers on GaAs substrates. In 
fig. 8.3a, the epilayer is slightly (tensile) mismatched ( ( ^ ) = —1 χ IO - 3 ) 
and in fig. 8.3b, a perfectly lattice matched epilayer is given. The FWHM of 
the rocking curve of the perfectly matched epilayer is only 21 arcsec. or less, 
a good value for this material. 
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8.3.2 The effect of the V/III ratio and the total gas flow on 
the growth rate and solid composition 
Experiments have been performed in order to investigate the effect of the V/III 
ratio on the growth rate. In these experiments the amount of III component 
was kept constant and the concentration of phosphine in the gas phase was 
varied. The ratio between the concentration of TMG and TMI was chosen in 
such a way that lattice matched epilayers could be grown at the temperatures 
used. 
For a total gas flow of 7 slm (i.e. the sum of all the precursor flows and 
carrier gas flow) and at three different growth temperatures, the results are 
plotted in fig. 8.4. Prom this figure it is obvious that the V/III ratio within the 
region investigated has no influence at all on the growth rate. From fig. 8.4 one 
can conclude that at the two higher temperatures used (640 and 700 °C) the 
growth rate indeed is purely gas phase diffusion limited because both growth 
rates are exactly equal while at 600 °C the growth rate is smaller because gas 
phase kinetics still play a role. 
In fig. 8.5 the gallium composition in the InGaP epilayer is plotted versus 
the V/III ratio for the three different growth temperatures used (600, 640 
and 700 °C). At the two highest temperatures , i.e. 640 and 700 °C, the 
solid composition, as expected, is independent of the V/III ratio. However, 
at 600 °C the gallium incorporation increases as the V/III ratio increases. It 
appears that the decomposition of TMG, and thus the gallium incorporation, 
is stimulated by increasing amounts of phosphine in the gas phase. It is known 
from literature that the pyrolysis of TMI is enhanced by the presence of phos­
phine [15,31,32]. Similar observations have been made for the decomposition 
of TMG in the presence of arsine [26,28]. Now it appears that also the de­
composition of TMG is enhanced by the presence of phosphine. The influence 
of total flow rate on the growth of InGaP was also investigated. It appeared 
that optimal results in our reactor were obtained for a total flow rate of 7 slm 
corresponding with a real gas velocity of 228 cm/s in the reactor at the growth 
temperature. 
8.3.3 Electrical and optical quality of the InGaP layers 
The electrical quality of the grown samples was evaluated with Hall-Van der 
Pauw measurements at room temperature using a cloverleaf configuration. 
All grown samples were η-type, with carrier concentrations ranging from 1 
to 10 χ 101 5 c m - 3 . The mobility exhibited a much greater spread, mainly 
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Figure 8.5 Gallium content XG& of the Ini_
x
GaxP epilayer as a function 
of the V/III ratio grown at different temperatures. 
depending on the amount of lattice mismatch. In fig. 8.6 the mobility is plotted 
rersus the solid composition of the epilayers. The dashed lines represent the 
boundaries of the lattice matched region. From this figure it can be concluded 
that the highest values for the mobilities are obtained in the lattice matched 
irea. In these samples only elastic strain is present, no misfit dislocations were 
Dbserved. The mobility values around 6000 cm2/V. s are to our knowledge the 
tiighest values reported in literature. However, some care has to be taken in 
:omparing the values of the mobilities of different samples because the degree 
Df ordering of the material can influence these values drastically [33,34]. 
To check whether the presence of a 2-DEG could have effected our mo­
bilities values we performed some magneto photoluminescence (MPL) mea­
surements [35] and temperature dependent Hall-Van der Pauw measurements. 
Both measurements did not give any indication of such a 2-DEG in contrast 
ю some effects reported in literature [1,36]. Instead, the temperature depen-
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Xca of InGaP epilayers grown at different temperatures. The dashed lines 
represent the lattice matched region. 
dent Hall-Van der Pauw measurements gave an indication that in a sample 
at low temperatures a "hopping" conduction mechanism is present instead of 
the usual carrier freeze out [37]. This is illustrated in fig. 8.7. In this figure 
the Hall coefficient ( R H ) is plotted versus the reciprocal temperature ( K - 1 ) . 
In the lower temperature region the Hall coefficient exhibits a sudden sharp 
drop. This behaviour is typical for a hopping type of conduction [38]. 
The data points plotted in fig. 8.6 were obtained from samples with car­
rier concentrations of 1 to 10 x 1015 c m - 3 . The corresponding mobilities are 
relatively high, which ensures, in combination with the carrier concentrations, 
a low compensation ratio for those samples. This implies that the epilayers, 
which were all η-type, contain only low concentrations of acceptor atoms. So 
the effect of the misfit dislocations on the mobility will not be screened by 
large amounts of compensating acceptors [39]. As in the lattice matched re­
gion no misfit dislocations are present, we indeed find an effect of the strain 
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Figure 8.7 Plot of the Hall coefficient (RH) (cm3/C) of an InGaP sample 
versus the reciprocal temperature (1000/T (K - 1 )) . 
on the electrical properties of the material in this region. Samples grown with 
a larger mismatch exhibited a dislocation pattern (see section 3.5). The elec­
trical properties of these dislocations are most likely the reason for the lower 
values of the mobilities. Future experiments with more samples grown lattice 
matched at different growth temperatures may reveal a significant relation 
between the growth temperature and mobility. 
The optical properties of the samples were measured using photolumines­
cence techniques at 4.2 K. At this temperature all samples showed lumines­
cence. However, at room temperature some samples did not show any lumi­
nescence at all. A typical luminescence spectrum at 4.2 К is given in fig. 8.8B, 
for a slightly mis-matched epilayer. In this figure only one peak can be ob­
served, which is common for this material. This peak is generally assigned to a 
band-to-band transition [1]. For a perfectly lattice matched sample, we found 
a smallest FWHM at 4.2 К of 9.4 meV for this band-to-band transition peak, 
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Figure 8.8 Photoluminescence spectra recorded at 4.2 К for A) a slightly 
mis-matched sample and B) a perfectly lattice matched epilayer InGaP. 
second peak in the photoluminescence spectrum is detected which is ascribed 
to a conduction band to acceptor transition. According to literature probably 
zinc is this acceptor [5,15]. We did not find any indication of excitonic transi­
tions in our material. Until now, nobody in literature has found luminescence 
from excitonic transitions in this material. A possible explanation for this 
absence of excitonic transitions is the local perturbation of the bandedges be­
cause of the presence of a microstructure in InGaP and the spatial separation 
of carriers and ionized dopants [40,41]. 
In fig. 8.9 the FWHM of the band-to-band transition is plotted versus the 
solid composition of the material. The experiments were performed at different 
growth temperatures. The experiments performed at 600 °C give an indication 
that the lowest FWHM's are obtained for those samples which are lattice 
matched. This coincides with results in literature [39,42]. From this figure one 
can also conclude that in general the two higher growth temperatures (640 and 
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Figure 8.9 FWHM of the photoluminescence peaks recorded at 4.2 К ver­
sus the solid phase content gallium Xca of the InGaP epilayers grown 
at different temperatures. The numbers in this figure correspond to the 
V/III ratio used for the growth of each sample. The dashed lines represent 
the lattice matched region. 
700 °C) give better optical results. Although the results of photoluminescence 
experiments obtained on our samples are good, the scattering of these results is 
rather large. These variations of the photoluminescence signal originate from 
local variations of the material caused by the non homogeneous ordering in 
our samples. This ordering is confined in domains of about 100 Â in diameter 
which are embedded in a matrix of disordered material. This will be discussed 
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Figure 8.10 Bandgap at 4.2 К as measured with P.L. versus the solid 
state composition (XGB.) of the InGaP epilayers. The numbers in this 
figure correspond with the V/III ratio used for the growth of the epilay­
ers. The dashed line shows the theoretical value for the bandgap at 4.2 
К without ordering [55] 
8.3.4 Ordering of the InGaP epilayers 
We investigated some of the grown samples with ТЕМ on the presence of the 
well known ordered structure. In accordance with literature all these samples 
possessed a CuPt type of ordering on the {111} planes. However, the ordering 
is only present in two of the four possible {111} planes, most probably the 
(111) and (111). One of these two planes shows a more intense diffraction 
spot than the other indicating that in this plane a higher degree of ordering 
is present. The diffraction pattern of the samples exhibited also so-called 
streaks in the <001> directions. The presence of these streaks suggests that 
the ordered regions are not perfect, i.e. the ordered domains consist of different 
type of microdomains [43]. All these ТЕМ observations coincide with results 
published in literature [16,44-48]. 
1
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HREM investigations of an ordered sample revealed that the ordering 
starts at the InGaP-GaAs interface, so immediately when InGaP starts to 
grow. Also the HREM measurements clearly show that ordering occurs on 
only two of the four possible {111} planes. In the ordered domains so-called 
Anti Phase Boundaries (APB) are observed. These are the result of an imper­
fect variation of the indium and gallium planes in the lattice. So two neigh­
bour indium or gallium planes form an APB. This is conform the literature 
results [47]. 
Ordering is known to affect the bandgap of the material, the bandgap shifts 
to lower values as compared to disordered material. The influence of ordering 
on the bandgap was investigated using PL techniques. It was found that the 
peakpositions at 4.2 К of the ordered samples were about 60 meV lower than 
the theoretical values expected for the solid composition of the material [21]. 
We observed a strong influence of T g r o w t h and the V/III ratio on the value 
of the bandgap. At a growth temperature of 600 °C, a maximum was observed 
in the bandgap at V/III=175 while at 700 °C the samples with the highest 
V/III ratio (400) showed the highest values for the bandgap. This is shown in 
fig. 8.10. These results are comparable with the results published in literature 
[17,44,49,50] 
8.3.5 Morphology 
The four samples grown in the lattice matched area (as defined before) show 
a specular surface, although some precautions had to be taken to avoid the 
growth of a typical defect on the surface. Samples with a tensional misfit 
larger than ^ < —1.4 χ I O - 3 show a misfit dislocation line pattern only 
in the [Oil] direction. The samples grown under compression (larger than 
jr > 4 χ IO - 3 ) show a dislocation cross-hatched pattern which is oriented 
in the [011] and in the [Oil] directions. Ozasa et al. [39] performed double-
crystal x-ray diffraction measurements on slightly mismatched InGaP epilayers 
grown on GaAs and also had to conclude from these measurements that the 
tensile strain in the epilayers is released more easily than the compressive 
strain. The difference in the misfit dislocation patterns between the tensile and 
compressive situations can be explained taking into account the a-symmetry 
of the zincblende structure of III/V compounds [51,52]. 
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8.3.6 Defect s 
In the beginning of this investigation all InGaP epilayers showed defects all 
over the surface. The defect density increased going from the middle to the 
edges of the substrates. The defects all have the same orientation, their length 
axis is oriented along the [Oil] axis. The density of the defects increased when 
the material is grown at higher temperatures. The defect density also increased 
using lower V/III ratios. We observed these defects in both compressive and 
tensile strained material as well as in perfectly lattice matched InGaP. So this 
defect is not caused by stress relaxation as is described in ref. [52]. The defects 
showed a remarkable resemblance to the so-called "oval defects" described in 
ref. [53]. 
In order to investigate the origin of these defects GaAs epilayers were 
grown in the same cell and on the same susceptor as was used for the growth 
of the InGaP layers and with the same experimental growth procedure. These 
experiments resulted in GaAs layers covered with the same type of defects. 
It has to be noticed that GaAs layers grown with the cell and susceptor used 
for the growth of GaAs exclusively, showed mirror-like surfaces without any 
oval-like defects. Microprobe analysis of a cleaved and stained defect on the 
GaAs layer showed that the nucleus [53] of the defect consist of material with a 
high indium concentration. This nucleus is right on top of the GaAs substrate. 
So probably some adsorbed indium from the susceptor or cell evaporates onto 
the GaAs substrate, leading to a defect. In the defects on the InGaP layers 
the indium content of the nucleus could not be measured due to the masking 
effect of large amounts of indium in the InGaP epilayers. 
Microprobe analysis of the defects on InGaP layers show that these defects 
are all gallium rich compared to the epilayer. This is especially true for layers 
grown at low temperatures (600 °C). This difference in composition of defect 
and epilayer decreases in going to higher temperatures. At 700 °C, there is no 
difference in composition between the defect and the epilayer left although the 
defects are still present. Differences in enthalpies of formation of GaP and InP 
(24.4 and 21.2 kcal/mole [54]) indicate that the strength of the Ga - Ρ bond 
is larger than the In - Ρ strength. This is also true for the Ga - As and In -
As bonds [54]. So the indium species will diffuse more easily over the surface 
than the gallium species. 
All these observations lead to the conclusion that these defects were caused 
by an initial adsorption of indium onto the GaAs substrate. This indium 
originates from previous InGaP growth experiments on the same susceptor. 
This is supported by the fact that if a susceptor is used on which the previous 
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InGaP layer was covered with an GaAs caplayer the defect density is very 
low. Desorption of indium from the susceptor and the following adsorption on 
the GaAs substrate results in the forming of an indium rich nucleus (InAs ?) 
on the GaAs substrate, which is incorporated into the GaAs buffer layer. An 
alternative for this GaAs caplayer is a high temperature treatment of the 
susceptor with HCl. 
The experiments described in the former sections of this paper were all 
carried out with a "clean" susceptor which resulted in defect free epilayers 
with specular surfaces. 
8.4 Conclusions 
InGaP epilayers have been grown on GaAs substrates. The influence of several 
growth parameters as the growth temperature, V/III ratio and In/Ga ratio 
in the gas phase has been investigated. It appeared that the growth rate of 
InGaP is gas phase diffusion determined for growth temperatures of about 
650 °C and higher. At temperatures lower than 650 °C the growth rate is 
determined by kinetics coupled to the diffusion through the gas phase. The 
growth process exhibits an apparent activation energy of about 5 kcal/mole. 
The decomposition of TMG is partly responsible for this. Also decomposition 
of TMG is more effective in the higher temperature region. This, together with 
the observation that indium growth species will desorb at higher temperatures, 
leads to the fact that one has to increase the TMI concentration in the gas 
phase when the growth temperature is raised in order to obtain the same solid 
composition. At all growth temperatures, perfectly lattice matched InGaP 
epilayers could be obtained. 
The V/III has no influence on the growth rate at the temperatures used, 
both at a total flow of 5 and of 7 slm. At the two highest growth temperatures 
used (640 and 700 °C ) the solid composition does not depend on the V/III 
ratio. At 600 °C the solid composition becomes more gallium rich when the 
V/III ratio is increased. 
When the total flow rate through the reactor was increased from 5 to 7 slm, 
with constant amounts of precursors, the growth rate decreased with about 
10%. 
The electrical quality of our layers is excellent. The mobilities measured 
in our samples are high, but are not due to the presence of an 2-DEG at 
the GaAs-InGaP interface. However, care has to be taken in comparing the 
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values for the mobilities with values reported in literature because the order­
ing present in InGaP can influence this figure. In one sample evidence has 
been found for a hopping type of conduction at low temperatures. Photolu­
minescence experiments showed that our samples are of good optical quality. 
These experiments also point to the fact that ordering is common in our sam­
ples. This ordering is a function of the growth conditions. Growing at high 
temperatures at moderate V/III ratios resulted in disordered material. The 
morphology is specular whenever lattice matched material was grown but ex­
hibited the typical cross hatched pattern when the samples were not perfectly 
lattice matched. It turned out that the use of a clean susceptor is necessary 
in order to avoid defects in the InGaP epilayers. 
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This thesis describes the metalorganic chemical vapour deposition 







GaxP. The dopants studied in this thesis are silane 
(S1H4), disilane (БігНб) and diethylzinc (DEZn). Additionally, the develope-
ment and optimalization of GaAs solar cells is presented. 
In chapter 2 the silicon doping of GaAs as a function of the growth tempera­
ture is discussed. In this study two different silicon precursors are investigated, 
silane and disilane, at one atmosphere total reactor pressure. An analysis of 
the rate determining step in the incorporation process is given based on the 
presence of a chemical boundary layer. From this analysis it can be concluded 
that the doping of GaAs with silicon is a kinetically determined process with 
a strong temperature dependence, independent of the used silicon precursor. 
This temperature behaviour is attributed to the decomposition of S1H4 into 
S1H2 when performed with S1H4. The doping process with ЭігНб at one at­
mosphere reactor pressure is a similar process with the same temperature 
dependence. 
A more detailed analysis of the silicon incorporation process with silane 
at one atmosphere reactor pressure in MOCVD grown GaAs is presented in 
chapter 3. This incorporation process is studied as a function of the substrate 
orientation and input mole fraction silane. The carrier concentration increases 
linearely with the input mole fraction silane, with an incorporation efficiency 
in the order (100) ^(110) > ( l l l ) G a > (110). The trend in the compensa­
tion ratios of the grown epilayers could be explained by taking into account 
the differences in surfaces at the growth conditions of the different substrate 
orientations used. At high silane input mole fractions (> 1 χ IO - 6 ) silicon 
precipitates are found in the grown layers as is predicted by equilibrium cal­
culations. This chapter supports the conclusions from chapter 2 that the rate 
limiting step in the silicon incorporation process in GaAs from silane is the 
decomposition of SÌH4 into SÌH2. 
Chapter 4 describes the investigations on the pressure and temperature 
dependence of silicon doping of GaAs with the use of disilane. It was found 
that the rate limiting step in this process changes when the total reactor pres-
sure was changed. At 20 mbar total reactor pressure, the incorporation from 
silicon is determined by the decomposition of S12H6 coupled to the diffusion 
through the gas phase. At 100 mbar reactor pressure this incorporation ap-
pears to be completely gas phase diffusion limited, and shows consequentely 
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no temperature dependence. At atmospheric pressure the doping process is 
determined by the decomposition of S1H4 instead of ЭігН . So, only at 100 
mbar total pressure the doping of GaAs with disilane is temperature inde­
pendent, at the two other investigated pressures the silicon incorporation is 
stongly temperature dependent. 
After the thorough study and analysis of the silicon doping process with 
silane and disilane, in chapter 5 the p-type doping of GaAs and Ali_
x
GaxAs 
with diethylzinc is discussed. The experiments are performed at different to­
tal reactor pressures and growth temperatures in two different reactors. The 
obtained results are remarkably comparable. The zinc incorporation follows 
a linear behaviour in a log-log plot of the hole concentration versus the input 
mole fraction DEZn with a slope of 1. The zinc incorporation decreased with 
an increase of the growth temperature. This temperature dependence follows 
an Arrhenius kind of behaviour, independent of the fraction aluminium in the 
Ali-xGaxAs alloy (0 < χ < 0.45). A model is suggested which explaines all 
experimental results, including the depletion behaviour of the zinc incorpora­
tion. This theoretical description of the process is based on the assumption 
that the zinc incorporation is preluded by an adsorption/desorption equilib­
rium at a step. 
Chapter 6 describes the theoretical and practical analysis and development 
of the GaAs solar cells grown and processed in our laboratory. This process 
started with the growth of a basic solar cell, which served as a starting point for 
further development and improvement. To understand the performance of a 
solar cell, a theoretical description of the physical behaviour is given. In order 
to improve the performance of the basic solar cell, the material is completely 
charaterized. With the obtained material parameters, computer simulations 
have been performed to calculate what has to be improved in order to obtain 
higher efficienties. This has led to some minor changes of the cell design in 
combination with improvements to the solar cell processing. This has resulted 
in a GaAs solar cell of 20.5% efficiency at AM 1.5, 1 sun. 
In chapters 7 and 8 the growth of a different III/V semiconductor is dis­
cussed, viz. Ini-xGaxP lattice matched to GaAs. The major problem with 
this III/V compound is the precise control of the growth. It is nescessary to 
grow as excact lattice matched (to GaAs) as possible. Larger deviations from 
the lattice matched composition will cause misfit dislocations in the epilayers. 
This will deminish the quality of the material. Besides the growth of this 
material at different growth temperatures and at different growth conditions, 
attention is paid to the so-called "100 meV problem" of the Ini-yGa^P mate­
rial. This problem is caused by ordering of the indium and galium atoms on 
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the group III sub-lattice. In these two chapters it is shown that good material, 
lattice matched to GaAs, has been grown and has been thoroughly character-
ized. Electrical measurements of some of the samples showed that a hopping 
conduction mechanism is present at low temperatures, probably caused by 




In dit proefschrift wordt de groei en dotering van de III/V halfgeleiders GaAs, 
AlxGai_xAs and Ini_xGaxP met behulp van de Metaalorganische Chemische 
Gasfase Depositie techniek (Eng: Metalorganic Chemical Vapour Deposition) 
beschreven. De gebruikte verbindingen voor het doteren zijn: silaan (SÌH4), 
disilaan (ЭігНб) en di-ethielzink (DEZn). Vervolgens wordt de ontwikkeling 
en optimalisatie van GaAs zonnecellen gepresenteerd. 
In hoofdstuk 2 wordt het doteren van GaAs met silaan als een functie 
van de groeitemperatuur bediscussieerd. In deze studie worden twee verschil­
lende siliciumverbindingen gebruikt, nl. silaan en disilaan, bij een reactordruk 
van één atmosfeer. Een analyse, gebaseerd op de aanwezigheid van een z.g. 
chemische grenslaag (Eng.: Chemical Boundary Layer), van de snelheidsbe-
palende stap in de siliciuminbouw wordt gegeven. Uit deze analyse volgt dat 
de dotering van GaAs een kinetische bepaald proces is met een sterke tem-
peratuursafhankelijkheid, welke onafhankelijk blijkt te zijn van de gebruikte 
siliciumverbinding. In het geval van het gebruik van silaan wordt dit tem-
peratuursgedrag toegeschreven aan de thermische ontleding in de gasfase van 
S1H4 tot S1H2. Wanneer gebruik gemaakt wordt van S12H6 bij één atmosfeer 
reactordruk, vertoont het doteringsproces een identiek karakter en tempera-
tuurafhankelijkheid. 
Een gedetaileerdere analyse van het silicium inbouwproces gebruikma-
kend van silaan in een atmospherische MOCVD reactor, is in hoofdstuk 
3 beschreven. Het inbouwproces is bestudeerd als functie van de sub-
straatoriëntatie en de aan de gasfase toegevoegde molfractie silaan. De 
ladingsdragersconcentratie neemt lineair toe met de toegevoegde hoeveel-
heid silaan, waarbij de inbouwefficiëntie toeneemt in de volgorde (100) 
2° 
—»(110) > ( l l l )Ga > (110) van de substraatoriëntaties. De vertoonde trend 
in de compensatie-verhoudingen van de epitaxiale lagen kon verklaard worden 
door de verschillende opppervlakten van de gebruikte substraatorientaties te 
beschouwen en onderling te vergelijken. Silicium precipitaten zijn gevonden 
in de gegroeide lagen bij grote toegevoegde hoeveelheden silaan (> 1 χ Ю - 6 ) . 
Dit verschijnsel is ook voorspeld door evenwichtsberekeningen. Dit hoofdstuk 
ondersteunt de in hoofdstuk 2 getrokken conclusies over de snelheidsbepalende 
stap in het inbouwproces van silicium in GaAs, uitgaande van silaan. Deze 
snelheidsbepalende stap blijkt de decompositie van S1H4 tot SÌH2 te zijn. 
Hoofdstuk 4 beschrijft het onderzoek naar de temperatuurs- en 
drukafhankelijkheid van de siliciuminbouw in GaAs, gebruikmakend van di-
147 
Samenvatting 
silaan. Het bleek dat in dit proces de snelheidsbepalende stap veranderde 
wanneer de totaaldruk in de reactor werd veranderd. Bij een reactordruk van 
20 mbar, wordt de siliciuminbouw bepaald door de thermische decompositie 
van S12H6, gekoppeld aan de diffusie door de gasfase. Bij een totaaldruk van 
100 mbar is de inbouw compleet bepaald door de gasphase-diffusie, wat tot 
gevolg heeft dat de inbouw bij deze druk geen temperatuurafhankelijkheid 
vertoont. Bij atmosferische drukken wordt dit proces bepaald door de decom­
positie van S1H4 inplaats van S12H6. Het valt dus te concluderen dat alleen bij 
een totaaldruk van 100 mbar in de reactor de inbouw van silicium uit disilaan 
temperatuursonafhankelijk is. Bij de twee andere onderzochte totaaldrukken 
is er wel degelijk een temperatuurafhankelijkheid. 
Na deze grondige studie en analyse van het doteringsproces met silicium, 
is in hoofdstuk 5 de p-type dotering van GaAs en Ali_
x
GaxAs m.b.v. di-
ethielzink bediscussieerd. De experimenten zijn in twee verschillende reactoren 
uitgevoerd bij verschillende totaaldrukken en groeitemperaturen. De resul­
taten van de verschillende reactoren komen opmerkelijk met elkaar overeen. 
De zinkinbouw vertoont een lineair gedrag wanneer in een log-log plot de 
toegevoegde hoeveelheid DEZn is uitgezet tegen de ladingsdragersconcen­
tratie. De zinkinbouw vermindert naarmate de groeitemperatuur toeneemt. 
Deze temperatuurafhankelijkheid volgt een Arrhenius gedrag. Dit gedrag 
is onafhankelijk van de hoeveelheid aluminium in de Ali_
x
GaxAs verbinding 
(0 < χ < 0.45). Er wordt een model voorgesteld welke de experimentele resul­
taten verklaart, ook het depletiegedrag van de zinkinbouw. Deze theoretische 
beschrijving van het inbouwproces is gebaseerd op de aanname dat de zink­
inbouw vooraf gegaan wordt door een adsorptie/desorptie-evenwicht aan een 
stap op het oppervlak. 
Hoofdstuk 6 behandelt de theoretische analyse van de ontwikkeling van de 
GaAs zonnecellen, welke gegroeid zijn in ons laboratorium. Dit verbeterings­
proces is gestart met een basiszonnecel. Vanuit deze situatie hebben de verbe­
teringen en ontwikkelingen plaats gevonden. Om de werking van een zonnecel 
beter te begrijpen wordt eerst een theoretische beschrijving van de fysische 
achtergronden gegeven. Ter verbetering van de prestaties van de basiscel is 
een complete materiaal analyse gedaan. Met de op deze manier verkregen ma· 
teriaalgegevens is met behulp van een simulatieprogramma uitgerekend wat 
aan dit celontwerp en deze materiaalkwaliteit verbeterd kon worden. Deze 
simulaties hebben geleid tot kleine aanpassingen aan het celontwerp en aan 
wat veranderingen in de productie (de handelingen na het eigenlijke groeien, 
zoals het aanbrengen van de contacten en de anti-reflectie-laag) van de cel. Dit 
alles heeft geresulteerd in een GaAs zonnecel met een efficiëntie van 20.5 % 
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bij een AM 1.5 spectrum van 1 zon. 
In de hoofdstukken 7 en 8 wordt de groei van een geheel andere III/V 
halfgeleider behandeld, nl. Ini_xGaxP. Dit materiaal wordt gegroeid op GaAs 
zonder misaanpassingen. Het grootste probleem van de groei van dit materiaal 
is de nauwkeurige contrôle van de samenstelling van het gegroeide halfgeleider 
materiaal. Alleen hele kleine afwijkingen van de juiste samenstelling kunnen 
getolereerd worden, omdat anders de misaanpassing te groot wordt. Naast 
de groei van dit materiaal onder verschillende groeicondities, is ook aandacht 
geschonken aan het zogenaamde "100 meV probleem" van het Ini_xGaxP. Dit 
probleem wordt veroorzaakt door ordening van de indium en gallium atomen 
op het groep III subrooster. In deze twee hoofdstukken wordt aangetoond dat 
goed materiaal, met een kleine of geen misaanpassing, gegroeid kan worden 
op GaAs. Dit materiaal is grondig gekarakteriseerd. Elektrische metingen van 
sommige lagen InGaP op GaAs vertoonden een zogenaamde "hopping" gelei-
dingsmechanisme bij lage temperaturen. Dit wordt waarschijnlijk veroorzaakt 
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