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E-mail address: huipeng@mail.csu.edu.cn (H. PenThis paper proposes a novel hybrid algorithm for automatic selection of the proper input
variables, the number of hidden nodes of the radial basis function (RBF) network, and opti-
mizing network parameters (weights, centers and widths) simultaneously. In the proposed
algorithm, the inputs and the number of hidden nodes of the RBF network are represented
by binary-coded strings and evolved by a genetic algorithm (GA). Simultaneously, for each
chromosome with ﬁxed inputs and number of hidden nodes, the corresponding parameters
of the network are real-coded and optimized by a gradient-based fast-converging param-
eter estimation method. Performance of the presented hybrid approach is evaluated by
several benchmark time series modeling and prediction problems. Experimental results
show that the proposed approach produces parsimonious RBF networks, and obtains better
modeling accuracy than some other algorithms.
 2011 Elsevier Inc. All rights reserved.1. Introduction
The artiﬁcial neural networks (ANNs) have become one of the most valuable tools for time series modeling and prediction
[1,2], among which the radial basis function (RBF) network has been widely used [3–11] since it was introduced into the
neural network literature by Broomhead and Lowe [12]. Different from other types of feedforward neural networks, the
RBF network (a) has only one hidden layer, (b) rather than employing an inner product between the input vector and the
weight vector, the hidden neuron activations are computed using the Euclidean distance between the input vector and
the centers, and (c) the output layer is linear. These characteristics give the RBF networks many remarkable properties, such
as simple topological structure, strong learning capability and fast training speed.
The difﬁculty of applying the RBF networks lies in training the networks, which should include selecting the proper input
variables, the number of hidden nodes, and estimating the parameters (i.e., centers, widths and weights) of the RBF net-
works. The majority of the previous work only focus on determining the parameters of RBF networks while leaving the input
variables and the number of hidden nodes ﬁxed, and then trial-and-error method may be adopted to choose the number of
hidden nodes. Obviously, optimal results cannot be guaranteed by using this method and it is often time-consuming. Exper-
imental study [13] showed that both the input vector and the number of hidden nodes have signiﬁcant effects on the neural
network prediction ability. Therefore, to improve the prediction accuracy and compactness of the RBF network, both the
architecture (numbers and selections of nodes and inputs) and network parameters (centers, widths and weights) should
be addressed simultaneously.. All rights reserved.
g).
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In their encoding scheme, the inputs, hidden nodes, and parameters of the RBF network are represented in one binary-coded
chromosome and evolved simultaneously by the GA. GAs are widely applied to training RBF networks or fuzzy systems [14],
and a recent review was made in [15]. Although GAs are robust and powerful global optimization techniques for solving
large scale problems, they generally require a great number of iterations and converge very slowly especially when there
are a large number of parameters to be optimized. Another problem with the pure GA optimization [8] is that it usually pro-
duces RBF networks with a large number of hidden nodes. Smaller neural networks have many beneﬁts [16], e.g., they are
less costly and faster to implement both in hardware and software, and they generalize better because they avoid over-
ﬁtting.
To accelerate the computational convergence and produce parsimonious topologies with high prediction performance, in
this paper we incorporate an efﬁcient, fast-converging parameter estimation algorithm into a GA to optimize the architec-
tures and parameters of RBF networks simultaneously. In the proposed encoding scheme, the inputs and the number of hid-
den nodes are represented in a binary-coded chromosome and evolved by the GA. For each chromosome with the ﬁxed
inputs and number of hidden nodes, the corresponding network parameters are real-coded and optimized by a gradient-
based search algorithm. The structured nonlinear parameter optimization method (SNPOM) proposed by Peng et al. [17]
is used as the parameter estimation algorithm of the RBF network. The SNPOM uses the Levenberg–Marquardt method
(LMM) [18] to optimize the RBF centers and widths, and the least-squares method (LSM) for linear weights estimation at
each iteration of the optimization. This approach signiﬁcantly improves the convergence rate and gains better modeling
accuracy [17]. To validate the effectiveness of the proposed hybrid training algorithm, the developed evolving RBF networks
are used to model three benchmark time series. Simulation results show that the proposed approach produces parsimonious
RBF networks, and obtains better modeling precision than some other algorithms.
The rest of the paper is organized as follows. Section 2 gives a brief introduction to the RBF networks. Section 3 presents a
detailed description of the proposed algorithm. Experimental investigation and comparison are given in Section 4. Finally, we
conclude this paper in Section 5.
2. RBF neural networks
In this section, a short overview of the framework of an RBF network is given. The basic form of an RBF network consists of
three layers. The ﬁrst layer is composed of input source nodes that connect the network to its environment. The second layer,
the only hidden layer in the network, applies a nonlinear transformation from the input space to the hidden space. The out-
put layer is composed of linear units, being fully connected to the hidden layer. Fig. 1 depicts the architecture of the RBF
network for a single output. It achieves a nonlinear mapping as following:y ¼ w0 þ
Xn
i¼1
wiuðX;ZiÞ; ð1Þwhere y 2 R denotes the network output, X 2 Rm is the input vector to the network,u(X,Zi) denotes the radial basis function
which achieves a nonlinear mapping: Rm ! R1; Zi 2 Rm is the center of the hidden layer ith node, wi is the linear output
weight, w0 represents a bias, and n is the number of hidden nodes. There is a large class of radial basis functions to be con-
sidered, in which the most popular and widely used is the Gaussian function:Fig. 1. Architecture of the RBF network.
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r2
kX Zk2
 
; ð2Þwhere r is the width, and kX  Zk denotes the Euclidean distance between X and Z. Then, a Gaussian RBF network can be
expressed asy ¼ w0 þ
Xn
i¼1
wi exp  1r2i
kX Zik2
 
: ð3Þ3. Hybrid training algorithm for RBF networks
3.1. Encoding scheme for RBF networks
The adjustable factors in network (3) include input variables, the number of hidden nodes, the center vectors, the
widths, and the linear output weights. In our proposed encoding scheme, the network architecture (the input variables
and the number of hidden nodes) is binary-coded and the parameters (centers and widths) real-coded. The architecture
is evolved by the GA and the parameters are optimized by the SNPOM at each iteration of the GA. The encoding scheme
is shown in Fig. 2. The ﬁrst part deals with the selection of input variables. The position of one gene in this part denotes
the corresponding sequence of one input in the candidate input sets. If a speciﬁed gene in the ﬁrst part is ‘1’, then the
corresponding input is selected, and vice versa. The second part deals with the number of hidden nodes. The exact number
is obtained by converting the binary number to decimal form. For example, suppose we use ﬁve binary bits to represent
the number of hidden nodes and the binary number is ‘‘11001’’, then, the number of the hidden nodes is 25. The third part
deals with the optimization of the network parameters. Since the weights wi in (3) can be estimated by pseudoinverse
algorithm, explicit inclusion of these parameters into the chromosome is unnecessary. Therefore, only the centers and
widths are encoded into the chromosome.
3.2. Evolving RBF networks
If both the architecture and network parameters are represented using binary encoding [8], then it is very easy to evolving
RBF networks using a normal GA. However, it is well-known that GAs generally require a great number of iterations and con-
verge very slowly. Moreover, there usually are a large number of parameters (centers and widths) to be optimized in an RBF
network; this brings difﬁculties to GAs for ﬁnding good results. In fact, estimating parameters (centers and widths) of the
RBF network alone is a very difﬁcult task, and the parameter optimization affects its architecture. If we use a high perfor-
mance parameter optimization algorithm as the local search strategy, the computational convergence and the modeling
accuracy of the RBF network will be improved. Therefore, in this paper the network parameters are not directly optimized
by the GA, but estimated by a fast convergence parameter optimization algorithm. The parameter optimization algorithmwe
used in this paper is based on the structured nonlinear parameter optimization method (SNPOM) [16]. This method uses
LMM to optimize the nonlinear parameters (centers and widths) and the LSM for linear weights estimation. The search cen-
ters on the nonlinear parameters optimization, but, at each iteration in the optimization process, a search in the nonlinear (or
linear) subspace is executed on the basis of the estimated values just obtained in linear (or nonlinear) subspace. The SNPOM
signiﬁcantly improves the convergence rate and gains better modeling precision. The proposed hybrid training algorithm for
RBF networks is implemented as follows:
Step 1. Initialization. An initial population of N individuals using the encoding scheme presented in Section 3.1 is produced
in accordance with a uniform distribution ranging over problem space. Each chromosome represents a set of
parameters.
Step 2. Calculation of ﬁtness functions. For each chromosome in the population, the ﬁrst and second parts are the selected
input vector and the number of hidden nodes respectively, and the third part is the network parameters which are
used as initial values for the SNPOM. The mean square error (MSE) for the training or testing data is regarded as the
ﬁtness function of each chromosome, which is obtained by the SNPOM. The networks parameters of each chromo-
some are optimized by SNPOM as follows.Fig. 2. Encoding scheme of the individual chromosome.
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y ¼ WðhN ;XÞThL; ð5Þwhere hN is the vector including all nonlinear parameters (i.e. Zi and ri), hL is the vector including all linear parameters (i.e.
wi). The objective function is taken to beVðhL; hNÞ ¼ 12 kFðhL; hNÞk
2
; ð6ÞwhereFðhL; hNÞ ¼
f ðhL; hN; Xð1ÞÞ  yð1Þ
f ðhL; hN; Xð2ÞÞ  yð2Þ
..
.
f ðhL; hN ; XðMÞÞ  yðMÞ
2
66664
3
77775;where fyðiÞ; XðiÞji ¼ 1;2; . . . ;Mg is the measured data set, and M is the number of data points. The parameter optimization
problem is then to compute:h^L; h^N
 
¼ argmin
hL ;hN
VðhL; hNÞ: ð7Þ(2) The optimization calculation on the search for hkþ1N at the kth iteration, followed by the immediate update of linear
weights hkþ1L using the LSM as follows:hkþ1L ¼
PM
t¼1
Wt;kþ1 WTt;kþ1
 1PM
t¼1
Wt;kþ1yðtÞ;
Wt;kþ1 ¼ W hkþ1N ;XðtÞ
 
:
8>><
>:
ð8ÞThe innovative strategy for the nonlinear parameters hkþ1N ishkþ1N ¼ hkN þ bkdk; ð9Þ
where dk is the search direction, and bk is a scalar step length parameter representing the distance to the minimum. In order
to increase the robustness of the search process, which is based on LMM, the dk in (9) is obtained from a solution of the set of
linear equations:J hkN
 T
J hkN
 
þ ckI
 
dk ¼ J hkN
 T
F hkL ; h
k
N
 
; ð10Þwhere J hkN
 
is the Jacobian matrix of F hkN; h
k
L
 
with respect to hkN , and the scalar ck controls both the magnitude and direc-
tion of dj. When ck tends to zero, djwill tend towards the Gauss–Newton direction. As ck tends to inﬁnity, dj tends towards
the steepest descent direction. The size of ck is determined by using a method similar to that used in the function lsqnonlin in
the Matlab Optimization Toolbox [19]. Following the determination of cj, Eq. (10) is solved to obtain a search direction dj. A
step length of unity bj in (9) is then taken in the direction dj. bj is calculated by a line search procedure similar to the mixed
quadratic and cubic polynomial interpolation and extrapolation method [19].
Step 3. Selection. Based on the ﬁtness obtained in Step 2, some individuals are selected to be the parents of the next
generation.
Step 4. Generation. Perform crossover and mutation operations [20,21] on the current population to generation new indi-
viduals in the search space.
Step 5. Calculate the ﬁtness of each new individual in the population.
Step 6. Repeat the evolution process Steps 2–5 until a predetermined number of generations is reached.
Remark 1. Note that in the above procedure the crossover and mutation operations are performed only on the ﬁrst and sec-
ond parts of the chromosome. Once the inputs and the number of hidden nodes of a new individual are ﬁxed, the corre-
sponding network parameters are randomly chosen from the problem space as an initial value for the SNPOM.
4. Experimental results
We illustrate the proposed method through three benchmark time series modeling problems: the Box–Jenkins time ser-
ies, the Wolf’s sunspot data and the Mackey–Glass time series. Well-known benchmark examples are used for the sake of an
easy comparison with some other existing methods. The data of the Box–Jenkins and Mackey–Glass time series are obtained
from the IEEE Neural Networks Council Standards Committee website (Working Group on Data Modeling Benchmarks,
M. Gan et al. / Applied Mathematical Modelling 36 (2012) 2911–2919 2915http://neural.cs.nthu.edu.tw/jang/benchmark/). The sunspot data are obtained from [22]. The parameters commonly used to
run the GA presented in Section 3.2 are given as follows: population size = 30, crossover probability = 0.9, mutation proba-
bility = 0.05, maximum generation = 30.
4.1. Application to the Box–Jenkins time series
The Box–Jenkins gas furnace data taken from [23] was recorded from a combustion process of a methane-air mixture. The
data set consists of 296 pairs of input–output samples with a sampling time of 9 s. The input u(t) was the gas ﬂow rate into
the furnace and the output y(t) was the CO2 concentration in the outlet gas. To verify the effects of selecting proper input
variables on the RBF networks, two simulations are performed for this time series. The ﬁrst case uses the ﬁxed input vector
while the second one uses some input candidates such that the proposed algorithm can select proper input variables
automatically.
Case 1. In this case, we predict y(t) based on the ﬁxed input vector [y(t  1),y(t  2),y(t  3),y(t  4),u(t  1),u(t  2),
u(t  3),u(t  4),u(t  5),u(t  6)] as [7,8] did. Consequently, the effective number of data points is reduced to
290, where the ﬁrst 140 data pairs are used for training and the remaining 150 data pairs are used for testing
the performance of the evolved RBF network. Table 1 lists the results of the method presented in Section 3.2
(the encoding part for inputs is omitted) compared with the results of [7,8]. In this table, the results using the pro-
posed method are the mean values and their standard deviations (given in the parentheses) after 20 independent
runs. It can be seen that our algorithm achieves better prediction accuracy than the result in [7] with much fewer
nodes. Compared with the recent results presented in [8], our algorithm obtains slightly better prediction accu-
racy for the test data. However, the AIC [24] values obtained by our algorithm are much smaller because of the
small number of nodes. Fig. 3 (upper) shows the original time series and the predicted time series for both the
training data and the testing data. Fig. 3 (lower) shows the prediction error. It can be seen that a small prediction
error is obtained.
Case 2. In this case, we consider as candidates the ten variables y(t  1), . . . ,y(t  4),u(t  1), . . . ,u(t  6) to affect the pres-
ent output y(t). Over 20 runs, the best result using the proposed method is listed in Table 2. Obviously, compared
with other results presented in some papers, our algorithm obtains the best result again. Among 20 runs, the aver-
age MSE for the training data is 0.0468, and the standard deviation is 0.0087; the average MSE for the test data is
0.0890, and the standard deviation is 0.0106; the average number of nodes is 2.8, and the standard deviation is
0.6. Compared with the results obtained in Table 1, we can see that although the result for training data in Table 2Table 1
Comparison results for Box–Jenkins time series without input selection (case 1).
Method No. nodes MSE of training data AIC MSE of testing data AIC
Harpham and Dawson [7] 23 Not provided – 0.153 235.79
Du and Zhang [8] 12 (5) 0.0887 (0.0546) 85.26 0.1388 (0.0394) 20.33
Our method 2 (1) 0.0187(0.0028) 509.09 0.1265 (0.0088) 262.13
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Fig. 3. Prediction result for Box–Jenkins time series without input selection (case 1).
Table 2
Comparison results for Box–Jenkins time series with input selection (case 2).
Method No. nodes/rules Inputs MSE of training data MSE of testing data
Kim et al. [25] 2 y(t  1), u(t  3) 0.129 Not provided
Lin and Cunningham [26] 25 y(t  1), y(t  2) 0.071 0.261
u(t  3), u(t  5), u(t  6)
Nie [27] 45 y(t  1) 0.169 Not provided
u(t  3), u(t  4), u(t  5)
Choi et al. [28] 6 y(t  1), u(t  3) 0.0153 0.2628
Our method 3 y(t  1), y(t  2), y(t  4) 0.0491 0.0769
u(t  4), u(t  5)
2916 M. Gan et al. / Applied Mathematical Modelling 36 (2012) 2911–2919is worse, the result on test data is much improved. It indicates that the RBF network with appropriate input vari-
ables improves the generalization ability. Fig. 4 (upper) shows the original time series and the predicted time ser-
ies for both the training data and the testing data. Fig. 4 (lower) shows the prediction error.
4.2. Application to the Wolf’s sunspot data
The well-known Wolf’s annual sunspot numbers are challenging in many respects and constitute one of the benchmark
data sets in nonlinear time series. This number has been collected and tabulated by researchers for around 300 years. It has
been found that sunspot activity is cyclical and reaches its maximum around every 9.5 to 11 years. The data we consider in
this paper contains the annual number of sunspots from 1700 to 1987, giving a total of 288 observations. The data from year
1700 to 1920 (total 221 data) are used as the training set while the data from year 1921 to 1987 (total 67 data) are used as
the test set. This division for training and testing data is kept same with [29] to make a fair comparison.
Because the cycle period of the sunspot data is about 11 year, we consider the 11 variables y(t  1),y(t  2), . . . ,y(t  11)
as input candidates to affect the present y(t). The best result among 20 runs using the presented algorithm is listed in Table 3.
Among 20 runs, the average MSE for the training data is 151.62, and the standard deviation is 15.72; the average MSE for the
test data is 194.88, and the standard deviation is 19.20; the average number of nodes is 2.2, and the standard deviation is 0.8.
Table 3 also lists the results in [29] for comparison. We can see that the forecasting errors are signiﬁcant reduced using our
method. Among the 11 candidate variables, the selected input vector is y(t  1),y(t  2),y(t  3),y(t  8). Moreover, the num-
ber of hidden nodes is 2, so it can be seen that our algorithm really produce a parsimonious network. Fig. 5 (upper) shows the
original data and the predicted values for both the training data and the test data. Fig. 5 (lower) shows the prediction error. It
shows that the residual series seem very homogeneous.
4.3. Application to the Mackey–Glass time series
The Mackey–Glass differential equation was ﬁrst introduced as a model of white blood cell production equation. The
Mackey–Glass chaotic time series is generated from the following equation:0 50 100 150 200 250 300
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Fig. 4. Prediction result for Box–Jenkins time series with input selection (case 2).
Table 3
Comparison results for sunspot data.
No. nodes Inputs MSE of training data MSE of test data
ARIMA [29] – y(t  1),y(t  2), . . . ,y(t  9) Not provided 306.0822
ANN [29] 4 y(t  1),y(t  2),y(t  3),y(t  4) Not provided 351.1937
ARIMA-ANN [29] 4 y(t  1),y(t  2), . . . ,y(t  9) Not provided 280.1596
Our method 2 y(t  1),y(t  2),y(t  3),y(t  8) 157.0751 160.6423
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Fig. 5. Prediction result for sunspot data with input selection.
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dt
¼ axðt  sÞ
1þ xcðt  sÞ  bxðtÞ; ð11Þwhere a = 0.2, b = 0.1, c = 10 are most often used in previous research [7,8,30–34]. Different values of s produce various de-
grees of chaos. To make the comparisons with earlier work fair, we select the time-delay parameter of Eq. (11) to be s = 17,
and predict the value x(t + 6) from the possible input candidates x(t  18),x(t  17), . . . ,x(t). Two thousand data points are
generated with an initial condition of x(0) = 1.2 based on the fourth-order Runge–Kutta method with time step = 0.1. From
the generated time series, 1000 input–output pairs with the following formats [x(t  18),x(t  17), . . . ,x(t);x(t + 6)] are ex-
tracted (t = 118 to t = 1117), in which the ﬁrst 500 data pairs are used to train the model while the remaining 500 data pairs
are used to test the model.
Table 4 presents the results obtained from the proposed hybrid algorithm together with some other recent results for
comparison. We note that our proposed algorithm obtains much smaller prediction error (1 to 2 orders of magnitude
improvement) than other methods except [34] which uses the fuzzy inference systems and employs hierarchical fair com-
petition-based parallel genetic algorithms and information granulation. The proposed method achieves somewhat similar
results with those of [34]. Fig. 6 (upper) shows the original time series and the evolved RBF network output, its difference
is seen on a ﬁner scale in Fig. 6 (lower). It can be seen a very small prediction error is obtained.Table 4
Comparison results for Mackey–Glass time series.
Method No. nodes RMSE of training data RMSE of test data
Harpham and Dawson [7] 116 Not provided 1.5  103
Du and Zhang [8] 35 8.1238  104 8.8893  104
Chen et al. [30] – 2.71  103 2.76  103
Gholipour et al. [31] 42 Not provided 1.02  103
Jang [32] 16 1.6  103 1.5  103
Choi et al. [33] 16 1.5  104 3.9  104
Choi et al. [34] 24 6.2302  105 7.3747  105
Our method 31 8.377  105 8.818  105
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Fig. 6. Prediction result for Mackey–Glass time series with input selection.
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Neural network especially the RBF neural network is a popular approach to model and forecast nonlinear time series.
Much effort of previous research is focused on improving the forecasting accuracy which is one of main tasks in time series
analysis, however, the compactness of the networks is not considered. This paper presents a methodology for RBF networks
global optimization for nonlinear time series modeling and prediction. The aim is the simultaneous optimization of the net-
work architecture and parameters to generate topologies with few nodes and high prediction performance. The proposed
approach combines the advantages of the GA and SNPOM for automatic selection of input variables and the number of hid-
den nodes, and optimizing network parameters simultaneously. The SNPOM is used as the local search algorithm to improve
the convergence rate and modeling accuracy. Case studies on both artiﬁcial and real time series show that the proposed ap-
proach can produce parsimonious RBF networks with satisfactory modeling accuracy.Acknowledgments
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