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Abstract 
This work focusses on the modeling of two-phase flows in horizontal, constant-cross-
section tubes by a two-fluid approach. The objectives are to develope a framework for two-fluid 
modeling, to highlight issues related to two-phase phenomena and to implement the model on a 
computer. 
The two-fluid equations are derived from the basic conservation laws for mass, momentum 
and energy by assuming a steady state and averaging the conservation laws over the cross-section 
plane of the tube. It is shown that the integration of the two-fluid equations along the axial 
direction of the tube requires models for the distribution of the liquid and vapor in the cross-section 
plane of the tube, as well as models for the transport of heat, mass and momentum at the 
boundaries of each phase. 
Several phenomena are identified that affect the liquid-vapor distribution by causing wetting 
of the tube wall. Mechanistic models are proposed for these phenomena and several dimensionless 
groups are derived by nondimensionalizing the governing equations for each model. 
Models are proposed for the calculation of shear stresses at the wall using a single-phase 
friction factor approach. The interfacial shear stress is considered to be significantly greater than 
the shear stress at the wall due to the dissipative effect of wave generation and decay. The effect of 
condensation on interfacial friction is also condsidered. 
Heat fluxes from each phase into the wall and into the interface are modeled by a single-
phase heat transfer coefficient approach. 
Two approaches are suggested for determining the mass transfer flux at the interface. One 
of these assumes a temperature jump at the interface and employs the kinetic theory of gases. The 
other approach utilizes the difference between the liquid and vapor heat fluxes at the interface to 
determine the mass transfer rate. 
A computer program was developed to solve the two-fluid model numerically. The use of 
this program is illustrated by solving a condensing-flow problem. 
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Chapter 1 
Introduction 
Two-phase flow refers to the simultaneous flow of two phases separated from each other 
by a distinct interface. At least one of the phases must be a fluid, either liquid or gas. The other 
phase may either be a fluid or solid particles suspended in the flow. Gas-liquid flows occur in 
several applications such as (a) the flow of oil and gas in oil pipelines, (b) the flow of steam and 
water in nuclear reactors and in steam-heating pipes and (c) the flow of liquid and vapor 
refrigerants in the condensers and evaporators of refrigeration-and-air-conditioning equipment. In 
this work, we are concerned with the class of two-phase flows in which a liquid and vapor flow 
concurrently in a horizontal tube including the possibility of condensation. 
In this chapter, we begin by introducing two-phase flows with a description of the 
appearance of liquid-vapor flows in horizontal tubes. We then state the important goals of the field 
of two-phase flow modeling. In Section 1.3, we briefly describe some of the approaches to two-
phase flow modeling that may be found in the literature. In Section 1.4, we state the goals, scope 
and approach of the present work, and in Section 1.5 we present a brief overview of this report. 
1.1 Two-phase Flow Regimes 
When liquid and vapor flow in a horizontal tube, they may be distributed in the tube in a 
variety of different configurations. As early as the 1940's, flow-visualization experiments were 
carried out to record the various configurations in which gas and liquid may flow together. 
Observations of liquid-vapor distribution are generally classified by the observers into separate 
"flow-regimes". Bergelin and Gazley (1949) reported five different flow regimes in horizontal 
tubes. Later, Baker (1954) classified horizontal two-phase flows into seven flow regimes. 
Although the classification of two-phase flows into flow regimes is somewhat subjective, certain 
typical patterns have been observed by most researchers. Dobson (1994) compiled a list of the 
most typical flow regimes reported in the literature for condensing horizontal flow. These flow 
1 
regimes are illustrated in Figure 1.1. The flow regimes in Figure 1.1 may be divided into two 
broad groups: (a) those in which the vapor flows as a continuous stream and (b) those in which 
vapor segments are separated from each other by liquid. The time-averaged fraction of the tube 
cross-sectional area that is~cupied by the vapor is known as the void fraction a. It is generally 
observed that the vapor flows as a continuous stream only for void fractions greater than 0.5. 
Besides the void fraction the flow regime is significantly influenced by the vapor flow rate. 
At high void fraction and low vapor flow rate, the liquid film may be smooth and stratified as 
shown in Figure 1.1. In most two-phase flows, the vapor moves much faster than the liquid film 
and causes agitation of the liquid-vapor interface. Thus, as the vapor flow rate is increased, waves 
appear on the liquid-vapor interface. At higher vapor flow rates, the liquid film tends to "climb up" 
the tube wall. We shall discuss this effect in Chapter 4. If the tube wall is completely wetted by 
liquid, the flow regime is described as annular. Besides producing waves, high vapor flow rates 
can also cause erosion of liquid from the interface, and this liquid may then become entrained in the 
vapor flow in the form of droplets. Such a flow is described as annular-mist flow. 
If the void fraction is low, agitation of the liquid layer may cause a rising column of liquid 
to reach the top of the tube and thereby break the continuity of flow in the vapor stream. Such a 
liquid column is called a "slug" and a flow of this type is called slug flow. An interesting feature 
of slug flow is that the slug usually moves much faster than the stratified part of the liquid film. At 
yet lower void fractions, the vapor may be completely contained in the liquid in the form of 
elongated bubbles. This is illustrated as plug flow in Figure 1.1. Further lowering of the void 
fraction results in smaller vapor bubbles traveling with the liquid stream. 
Two-phase flow regimes in inclined and vertical tubes are known to be significantly 
different from those in horizontal tubes. In this work, we focus exclusively on horizontal two-
phase flow regimes. 
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Figure 1.1 Flow regimes in horizontal, condensing two-phase flow [adapted 
from Dobson (1994)]. 
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1.2 Goals of Two-phase Flow Modeling 
The objectives of two-phase flow modeling in general include 
(i) Prediction of flow regime - particularly important in applications such as the transportation 
of petroleum where Clogging of pipelines occurs when slugs are formed. 
(li) Prediction of pressW"e drop - important in all two-phase flows because the pressure drop is 
directly related to the power required to drive the flow. 
(iii) Prediction of heat transfer - especially important in applications such as the condensation of 
refrigerants in air-conditioning equipment 
(iv) Prediction of phase change - important in all condensing and evaporating flows. 
The prediction of flow regime, pressure drop, heat transfer and phase change form the four major 
problems of two-phase flow research. These problems are usually coupled together although 
attempts have been made to solve them individually. We review below some of the approaches 
used to solve these problems. 
1.3 Approaches to Two-phase Flow Modeling 
1.3.1 Two-phase Computational Fluid Dynamics 
The most fundamental approach to two-phase flow modeling is to apply the known 
physical laws in their most general form. The only assumptions required in the formulation of the 
general governing equations are (a) that the fluids may be treated as continua and (b) that the 
physical variables denoting the thermal and dynamic state of the fluid are well-defmed. Two types 
of laws are identified: 
(i) Conservation Laws for mass, linear momentum, angular momentum and energy. These 
laws are believed to be independent of the flow-field and of the material of the fluid. 
(li) Constitutive Laws which relate the velocity field in the fluid to the stress field and the heat 
flux field to the internal energy field. These laws depend on material properties and may 
depend on the flow-field. 
It is believed that if these laws are applied in their three-dimensional, time-dependent 
forms, then it should be possible to predict the flow regime, pressure drop, heat transfer and phase 
change for any two-phase flow. The formulation of the conservation equations is discussed in 
Chapter 2. The solution of the conservation equations must be accomplished numerically, and the 
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area of research that takes the approach of solving the full conservation equations is generally 
referred to as Computational Fluid Dynamics (CFD). 
The CFD approach. demands significant computational facilities and has become possible 
only for the simplest tW.o-phase flows in recent years due to advances in computer technology. 
Various alternatives to the CFD approach exist and are popularly used at this date. We review 
some of these alternatives in Sections 1.3.2 through 1.3.5 below. 
1. 3.2 Flow Regime Maps 
Several attempts have been made to correlate flow regimes with flow conditions. These 
correlations are generally presented graphically in the fonn of "flow regime maps". Baker (1954) 
proposed one of the first flow regime maps in which he correlated the flow regime to the volume 
flow rates of the liquid and vapor. Mandhane et al. (1974) produced a flow regime map based on 
extensive observations by several researchers. The flow regime map of Mandhane et al. is shown 
in Figure 1.2. The horizontal coordinate is the superficial velocity of the vapor V vs which is 
defined as the volume flow rate of the vapor divided by the total cross-section area of the tube. 
The vertical coordinate is the superficial velocity of the liquid V Is. The void fraction is considered 
to be primarily determined by the liquid superficial velocity for two-phase flows in which the liquid 
is much denser than the vapor. Thus, Figure 1.2 shows that, at higher liquid flow rates, the flow 
has either slugs or bubbles. In the flow-regime classification of Mandhane et al. 'dispersed flow" 
probably refers to small bubbles carried by the liquid flow. 
In order to improve the generality of flow regime maps, it is advantageous to choose the 
coordinate axes as suitable dimensionless groups which may collapse data from a variety of fluids 
and over a reasonable range of tube diameters into coinciding regions on the map. Taitel and 
Duckler (1976) were perhaps the first to suggest that the mechanisms that lead to the different flow 
regimes must be determined in order to find appropriate dimensionless groups for the coordinates 
on flow regime maps. From relatively simple mechanistic models, they concluded that a set of 
four dimensionless groups is needed to detennine the flow regime. Later, several researchers 
attempted to refine the simplistic mechanisms proposed by Taitel and Duckler [see, for example, 
5 
Galbiati and Andreini (1992)] and several other dimensionless groups have been proposed as being 
important for the detennination of the flow regime. A wide variety of flow regime mapping efforts 
have been documented and compared by Heun (1995). 
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Figure 1.2 The flow regime map of Mandhane ef al. (1974). 
1.3.3 Homogenous-now Models 
Several methods have been applied to solve the conservation equations in simplified form. 
The simplest approach is called the homogeneous-flow model wherein the two phases are assumed 
to travel together at the same velocity and behave as a single-phase with properties that are defined 
as weighted averages of the properties of the individual phases. The homogeneous forms of the 
conservation laws may be found in Ginoux (1978). Homogeneous models are known to be 
inadequate for most two-phase flows except those in which one of the phases is very finely 
dispersed in the other. 
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1.3.4 Separated-now Models 
In the hierarchy of two-phase flow models, the homogeneous model is exceeded in 
complexity by the separated-{low model in which the phases are allowed to slip relative to each 
" 
other. The two phases are, nevertheless, assumed to have the same pressure and temperature at 
any cross-section of the tube. The strategy is to write conservation equations for an overall balance 
of mass, momentum and energy for a cylindrical control volume between two cross sections of the 
tube separated by an axial distance Il.z as shown in Figure 1.3. The liquid and vapor occupy areas 
Al and Av, respectively, at a given cross section of the tube and the void fraction a is defined as 
the ratio of the vapor area Av to the total cross-sectional area of the tube. As the distance Il.z 
approaches zero, the conservation laws are obtained as differential equations in the axial 
coordinate z. 
The overall conservation equations in a separated-flow model cannot be solved directly 
because the void fraction, the slip between the phases and the shear stresses at the wall are not 
known. In general, the shear stress at a liquid-wall contact is different from the shear stress at a 
vapor-Wall contact, and both are required to solve the separated-flow equations. Lockhart and 
Martinelli (1949) suggested that it is convenient to defme an "overall" wall shear stress that can be 
applied over both liquid and vapor wall contacts. This strategy eliminates the need to know the 
liquid and vapor wall contact lengths individually and thus requires less flow-regime information. 
"'" -/ \ 
I \ 
Al I I 
"', 
vapor 
• 
I 
I 
control 
volume 
Figure 1.3 Control volume for the separated-flow model. 
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The Lockhart -Martinelli procedure is essentially the following: 
(i) First, a "single-phase" wall shear stress is calculated by assuming that either the liquid or 
vapor phase flows alone in the tube. Alternatively, one may calculate the "single-phase" 
wall shear stress assuming that all the mass flow (liquid plus vapor) flows as either one of 
the phases. 
(ii) The "two-phase" wall shear stress is then found by applying a multiplier to the single-phase 
shear stress. 
Lockhart and Martinelli suggested that the two-phase multiplier required in step (ii) above could be 
correlated with the dimensionless group X defIned as 
01 
X - 9. ~ Pv (1-x)(2-nv 
- Cv J.10 v PI x(2-Oy) , 
v 
(1.1) 
where x is the quality. The constants C}, 4, nl and nv depend on whether the liquid and vapor 
flows are laminar or turbulent. The dimensionless group X is commonly referred to as the 
Lockhart-Martinelli parameter. 
Other researchers have shown that the void fraction a. and the slip between the phases also 
correlate with the Lockhart-Martinelli parameter. Using these correlations, it is possible to solve 
the separated-flow momentum equation to determine the pressure drop. 
Heat transfer prediction in separated-flow models is accomplished by solving an overall 
energy equation for the two phases. Analogous to the defInition of two-phase wall shear stresses 
for the momentum equation, the energy equation is simplifIed by defIning two-phase Nusselt 
numbers. A variety of two-phase Nusselt number correlations are available in the literature. 
Dobson (1994) has proposed the use of separate correlations for different flow regimes. Heun 
(1995) has examined the applicability of Dobson's (1994) heat transfer correlations for small 
diameter tubes. 
Phase change prediction in separated flow models is simply a reflection of the heat transfer 
prediction since the two phases are assumed to be in thennodynamic equilibrium. Thus, the 
amount of phase change is calculated simply as the total heat transfer divided by the latent heat of 
phase change. 
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1.3.5 Two-fluid Models 
Two-fluid models! differ from separated-flow models in that separate conservation 
equations are written for the liquid and vapor phases, and the possibility of thermal non-
equilibrium between the two phases is permitted. In the most common form of two-fluid models, 
the conservation equations for each phase are averaged over the fraction of the tube cross section 
that is occupied by that phase. Such equations are described as area-averaged and are ordinary 
differential equations (ODE's) with respect to the axial coordinate z. Two-fluid model equations 
may be found in Boure et. al (1976) and Delhaye (1977). 
Two-fluid models are theoretically more sophisticated than separated-flow models in that 
no two-phase multipliers are needed, and analogies between single and two-phase flows need not 
be invoked. Special cases of the two-fluid model reduce it to the separated-flow model or the 
homogeneous-flow model. 
The success of two-fluid modeling depends significantly on two factors. First, information 
about flow-regimes is important since each phase is solved for separately. Second, accurate 
models for the exchange of mass, momentum and energy between the phases at the interface are 
required. 
1.4 Approach, Scope and Goals of this Work 
In the present work, we follow an area-averaged, two-fluid approach to model liquid-vapor 
flow in horizontal tubes of constant cross-section. We include the possibility of condensation in 
single-component liquid-vapor flows but do not treat evaporation. We shall mostly restrict our 
discussion of liquid-vapor distribution to systems in which the liquid flows as an intact film on the 
wall and the tube cross-section is circular. 
(i) 
(ii) 
1 
The specific goals of this research are 
Derive a set of area-averaged, two-fluid conservation equations from the basic conservation 
laws for mass, momentum and energy. 
Construct mechanistic models of phenomena that influence the liquid-vapor distribution. 
It may be noted that some authors use the descriptions "two-fluid" and "separated-flow" interchangeably. 
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(iii) Propose models for transport processes within each phase and at all phase boundaries. 
(iv) Demonstrate the use of two-fluid modeling through a computer calculation. 
1.5 Overview of tltis Report 
The usefulness of this report is foreseen as a starting reference for two-fluid modeling of 
liquid-vapor flows. It provides a framework for two-fluid models, highlights phenomenological 
issues and demonstrates the use of area-averaged equations by example. 
The organization of the chapters in this report reflects the goals stated in Section 1.4 above. 
Thus, we present a derivation of two-fluid governing equations in Chapter 2. The need to model 
the liquid-vapor distribution and transport processes follows naturally from the derived set of 
equations and the terms to be modeled can be identified precisely. Models of phenomena that 
influence the liquid-vapor distribution are discussed in Chapter 3. The mechanistic models give 
rise to a number of dimensionless parameters that influence the liquid-vapor distribution. Models 
for transport processes are discussed in Chapter 4. In Chapter 5, we illustrate the use of two-fluid 
equations by solving them for a condensing flow. We report the conclusions of this work in 
Chapter 6. 
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Chapter 2 
Two-fluid Governing Equations 
The approach of the present study is to solve the two-fluid model equations to determine 
the pressure drop, heat transfer and phase change. In this chapter we derive the two-fluid 
governing equations for flow in a straight, constant-cross-section tube from the basic conservation 
laws for mass, linear momentuml and energy. The goal is to derive a set of simple equations 
suited to numerical solution. 
We start by formulating the conservation laws for mass, momentum and energy in 
mathematical form, and then apply several assumptions and averaging operations to simplify the 
formulations of the conservation laws. The purpose of presenting the derivation of two-fluid 
equations herein is that we can then clearly enumerate the simplifying assumptions. 
2.1 Formulation of Conservation Laws for Two-phase Flow 
The formulation of the conservation laws presented in this section follows the approach of 
Delhaye (1976). We fIrst review two mathematical theorems used in the formulation. 
2.1.1 Mathematical Tools 
Consider a geometric volume \7'(t) bounded by a surface A(t), as shown in Figure 2.1. Let 
n be the outward directed unit normal vector at a point on the surface A(t). The volume may be 
moving in space, so that \7' and A are functions of time. 
2.1.1.1 Leibnitz Theorem 
If we wish to compute the time rate of change of the volume integral of a function 
j(x,y,z,t) taken over the volume \7'(t) shown in Figure 2.1, then it is simple to reason that the 
1 We do not treat the law of conservation of angular momentum in this chapter. Delhaye (1976) has shown that this law 
results in symmetry of the stress tensor. We shall simply assume this result where needed. 
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volume integral may change due to changes in the function f with time, or due to changes in the 
volume 'V(t) itself. The Leibnitz theorem enables us to write this fonnally as 
! Y(x,y.Z.t)d'V = J~d'V + ~.ndA 
WOO WOO ~ 
(2.1) 
2.1.1.2 Gauss Theorem 
Consider again the volume shown in Figure 2.1. The Gauss theorem enables the 
conversion of the closed surface integral of a vector or tensor field B to a volume integral of its 
divergence. 
n 
A(t) 
Figure 2.1 Schematic of the volume used for stating the Leibnitz and Gauss 
theorems. 
2.1.2 Integral Balances 
(2.2) 
The laws of conservation of mass, momentum and energy can be written as integral balance 
equations. Integral balance equations simply equate the rate of change of the volume integral of a 
conserved quantity to the rate at which the quantity changes within the volume plus the rate at 
which the quantity is introduced through the surface of the volume minus the net efflux of the 
quantity from the volume as mass crosses the surface. Such balance equations are popularly used 
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in single-phase flows. The two-phase flow scenario is different only in that an interface may be 
present as one of the bounding surfaces for each phase. Consider for example, the volume shown 
in Figure 2.2. The volume "0;/ I consists entirely of phase 1 and "0;/2 consists entirely of phase 2. 
The two phases are separated by the interface Ai. In an overall balance for the volume of both 
phases ("0;/ I + "0;/2), fluxes at the interface cancel out if the interface has no capacity to absorb (or 
release) mass, momentum and energy. 
Figure 2.2 Schematic of the volume used for the derivation of two-phase 
balance equations. 
2.1.2.1 Mass Balance 
Referring to Figure 2.2, the mass in the total volume including "0;/ 1 and "0;/2 changes in time 
due to the net influx of mass across the boundaries Al and A2. We can therefore write the mass 
balance for a two-phase system as 
2.1.2 .2 Linear Momentum Balance 
= - fPIVI-OI dA 
Al(t) 
- fP2 ':2-0 2 dA 
A2(t) 
(2.3) 
Referring to Figure 2.2, the linear momentum in the total volume ("0;/ I + "0;/2) changes due to 
mass entering and leaving the volume, body forces F acting on the volume and stresses cr acting at 
the surface. Thus, 
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1t fPlVldV' + 1t fp2V2dV' 
Vl(t) V2(t) 
= - f.~' v ,(V ,.0,) dA I~2 V 2<V 2.02) dA 
Al t) A2 t) 
+ fPlFdV' + f p2FdV' 
VI (t) V2(t) 
+ JOleO'ldA + L 02·"2 dA. (2.4) 
Al{t) A2 t) 
2.1.2.3 Total Energy Balance 
Referring again to Figure 2.2, the total energy in the volume (V'l + V' 2) changes due to 
mass entering and leaving the volume, the work done by body forces acting on the volume, the 
work done by stresses (both normal and shear) at the surface and heat transfer across the surface. 
Thus, 
- JPl(U l + ~VV VleOl dA - Jp2(U2 + ~V~) V2e02 dA 
Al(t) A2(t) 
+ fplFeVldV' + fp2FeV2dV' 
VI V2 
+ J(OleO'l)eVl dA 
Al{t) 
+ L<o 2· "2)· V 2 dA 
A2 t) 
- JqleOldA 
- Lq2.0 2dA (2.5) 
Al{t) A2 t) 
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where u is the specific internal energy and q is the heat flux vector. 
2.1.2 .4 Generalized Integral Balance 
The balance equations, Equations 2.3 through 2.5, were derived from the same accounting 
principle, and it is therefore possible, and convenient, to write a general equation that embodies all 
three balances. In Table 2.1, we define a generalized set of intensive quantities "'k, fluxes Jk and 
"body forces" cI»k that allow the conservation equations to be written in the general form 
(2.6) 
where "k" denotes either of the two phases and nk is a unit vector that is normal to the bounding 
surface of phase k and points outward. 
Table 2.1 Intensive quantities, Fluxes and Body Forces for the Generalized 
Balance 
BALANCE 
"'k Jk cj>k 
mass 1 0 0 
linear momentum Vk 
-Gk F 
1 2 qk - Gk·Vk F·Vk energy Uk+2 Vk 
2.1.3 Local Phase Equations and Jump Conditions 
The balance equations developed in the previous section are integral balances and apply to 
finite volumes. The conservation laws can also be written for any point in a phase, or any point on 
the interface, and such formulations are described as local. A common strategy to determine local 
forms of conservation laws in single-phase flow is as follows. 
(i) convert time derivatives of volume integrals into the sum of a volume integral and a surface 
integral using the Leibnitz theorem; 
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(ii) convert all surface integrals into volume integrals using the Gauss theorem; 
(iii) fmally, argue that since the volume for the integration is arbitrary, the integrand must be 
identically zero at each point of the domain of integration. 
The strategy for deriving Ipcal conservation laws in two-phase flow is similar except that the 
surface integrals in Equations 2.3 through 2.5 are not taken over closed surfaces and the Gauss 
theorem cannot be applied directly to convert these surface integrals into volume integrals. This 
difficulty is overcome by extending the surface integrals over to the interface so that volumes "if 1 
and "if 2 are enclosed and then subtracting out the integrals over the interface. The closed-surface 
integrals can then be converted to volume integrals using the Gauss theorem. 
where 
The fmal result after using the Leibnitz and Gauss theorems is 
L f [~Pk'l'k) + V'(Pk'l'kVk) + V'Jk- Pkollk]d\l 
k 'v'k(t) 
=0 (2.7) 
(2.8) 
is the mass fluxfrom phase k across the interface. In Equation 2.8, Vi refers to the velocity of the 
interface. 
In Equation 2.7 the volume "if(t) and the interface area Ai(t) may be independently 
arbitrary2, without affecting the applicability of the equation. The integrands of both integrals in 
Equation 2.7 must therefore be identically zero independently. On equating the integrand of the 
first integral to zero, we get the local phase equations 
(2.9) 
2 The only restriction on the volume is that it should not be chosen so small that the interface can no longer be 
approximated as infinitesimally thin compared to the volume. 
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which are applicable everywhere in the bulk of each phase. On equating the integrand of the 
second integral in Equation 2.7 to zero, we get the local jump conditions 
L(Yk'l'k + nkeJk) = 0 
k 
which are applicable everywhere on the interface. 
(2.10) 
Equations 2.9 and 2.10 are together called the two-fluid equations because they consist of 
separate conservation laws for the two phases made compatible by satisfying the jump conditions 
at the interface. 
2.2 Area Averaging and Development of I-D Equations 
In principle, it is possible to solve Equations 2.9 and 2.10 to obtain information about the 
thermal and dynamic state at every point in the bulk of each phase and on the interface. 
Alternatively, we may average the local phase equations over the cross-section at 811y axial position 
of the tube and study the variations of averages with axial position. The process of averaging 
always removes detail. However, for many applications most of this lost detail is not required. 
For example, detailed information about the thermodynamic state at each point may not be 
required. On the other hand, some of the information lost due to averaging may be required for the 
solution of the equations. One method for determining this information is to construct appropriate 
models. In this work, we take the approach of averaging the conservation laws in the cross-
sectional plane of the tube and treating the eliminated effects through modeling. The nature of the 
models that are required is discussed in Section 2.3. 
In order to carry out the area averaging rigorously, a few more mathematical tools are 
required. These are discussed below. 
2.2.1 Limiting Forms of the Leibnitz and Gauss Theorems for Areas 
The Leibnitz and Gauss theorems presented in Section 2.1.1 are applicable for volumes. 
For flow in a straight, constant-cross-section tube, simplified equations can be derived with the 
help of limiting forms of the Leibnitz and Gauss theorems applicable to areas. Consider a cross-
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section of the tube which passes through both phases as shown in Figure 2.3. The shaded portion 
is phase k. The Gauss and Leibnitz theorems can be applied to a volume bounded by two tube 
cross-section planes, separated by a distance liz, and the boundary of phase k. As the distance liz 
approaches zero, the bounding areas approach the area Ak which is the part of the total tube cross-
sectional area that is occupied by phase k. As liz approaches zero, a limiting form is obtained for 
the two theorems 
Leibnitz Theorem: (2.11) 
Gauss Theorem: (2.12) 
where S is the contour that bounds the area Ak. The vector Dks in Equations 1.11 and 2.12 is 
defined as a unit vector in the plane of Ak that is normal to the bounding contour S and directed 
outward from the area. Note that part of the contour S may lie on the interface between the two 
phases, and the rest of it may lie on the contact surface between phase k and the wall. 
Cross-section for 
area-averaging 
Figure 2.3 Schematic for stating the limiting forms of the Gauss and Leibnitz 
theorems for areas. 
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2.2.2 Area Averaging 
Averaging of quantities applicable to a phase is perfonned over the part of the tube cross-
section occupied by that phase. Thus for any function.fk defined in phase k, the area average is 
given by 
<.fk> = lk f.fk(X,y,z,t)dA 
Ak(Z,t) 
If the local phase k equation is integrated over phase k, we get 
- r Pk<l>Ic dA = 0 Akd.~) 
(2.13) 
(2.14) 
Application of the limiting fonns of the Leibnitz and Gauss theorems to Equation 2.14 results in 
the area-averaged (or one-dimensional) generalized balance equation 
= - (2.15) 
where Si is the contour fonned by the intersection of the interface with the cross-section plane, and 
Sk is the contour fonned by the intersection of the contact area between phase k and the tube wall 
with the cross-section plane. 
Equation 2.15 is described as one dimensional (1-D) because all the tenns in it can have 
spatial variation only in the axial (z) direction. Equation 2.15 can be used in conjunction with 
Table 2.1 to write out the I-D balance equations for mass, momentum and energy as shown in the 
next section. 
2.2.3 I-D Balance Equations for Unsteady Flow 
In this section, I-D balance equations for mass, momentu~ and energy are presented. 
Several assumptions are made to arrive at a simple set of equations applicable for unsteady flow in 
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a straight, constant-cross-section tube. These assumptions are collected at the end of this chapter 
in Section 2.4. 
2.2 .3 .1 1-D Mass Balance 
(2.16) 
2.2.3.2 1-D Momentum Balance 
The momentum balance equation can be simplified if the stress tensor is written as a 
deviatoric stress tensor plus a pressure. Thus, 
[
O'xx + P 0' xy 
0' = O'yx O'yy + P 
O'zx O'zy 
O'xz ] [P 0 0] O'yz - 0 PO. 
O'zz+P 00 P 
(2.17) 
Let the deviatoric part of the stress tensor be denoted by t. The product Dz·t has the significance 
of extracting the deviatoric vector force per unit area acting on a surface normal to Dz• Thus, 
["XX + P 0' xy "xz ] Dz·t= [0 0 1] 0' y x O'yy + P 0' y z 
0' zx 0' zy O'zz + P 
= [0' zx 0' zy O'zz + p] (2.18) 
The use of Equations 2.17 and 2.18 greatly simplifies the momentum balance. Without presenting 
the intermediate steps, we write the simplified form of the momentum balance as 
= -
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+ (2.19) 
The z-component of the mO,tnentum equation can be obtained by taking a dot product of Equation 
2.19 with the unit vector Dz• Contour integrals along Sk are evaluated at the tube wall. For a 
straight tube with constant cross-section we have, at the wall 
(2.20) 
and 
(2.21) 
The product (Dk-t0-Dz extracts the wall shear stress on phase k. Thus, 
(2.22) 
Further, it is assumed that the pressure in a phase is constant throughout the phase. Also note that 
substituting B = Dz in the Gauss theorem, Equation 2.12, gives 
Employing Equations 2.20 through 2.23, the momentum equation can be written as 
;t [Ak<PkWk> ] + :z [ Ak<PkW~> ] - Ak<PkFz> 
+ :z (AkP0 - :z [ Ak <crzz,k+ Pk> ] 
A further simplification results from assuming 
crzz,k + Pk = o. 
This would be exactly true in a static fluid. Finally, the momentum equation becomes 
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(2.23) 
(2.24) 
(2.25) 
(2.26) 
2.2 .3 .3 J-D Energy Balance 
With the stress tensor split into a pressure and a deviatorial stress, we have 
= -
(2.27) 
Noting that 
(2.28) 
the pressure tenn on the left-hand-side of Equation 2.27 can be combined with the internal energy 
and written as an enthalpy i using the defmition 
i == u + PIp. (2.29) 
The no-slip and no-penetration conditions applied at the wall are 
(2.30) 
If longitudinal conduction of heat is neglected, then 
(2.31) 
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At the tube wall, the vector Ok is the outward nonnal to the wall so that 
(2.32) 
where qkw is the heat flux at the wall. 
The product (tk-V0-ozcan be simplified if it is assumed that the z-component of velocity (w) is 
the only significant velocity inside each phase, i. e., 
Then, 
[
O'xx + P 
tk-Vk = O'y x 
0' z x 
which implies that 
0' xy 
O'yy + P 
0' z Y 
inside each phase. 
O'xz 1[01 [O'xz 1 O'yz 0 = Wk O'yz 
0' zz + P w 0' zz + P 
Using Equations 2.29 through 2.35, the energy equation can be simplified to 
= 
(2.33) 
(2.34) 
(2.35) 
(2.36) 
The set of Equations 2.16, 2.26 and 2.36 are the I-D unsteady two-fluid equations in 
simplified form. They can be applied to flow in a straight tube with a constant-cross-section, 
which may have any inclination with respect to gravity. 
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2.2.4 Simplified I-D Equations for Steady Flow in a Horizontal Tube 
We now make two more assumptions. First, steady state is assumed, so that all time 
derivatives are zero. Seconc:l, the tube is assumed to be horizontal with gravity being the only body 
force that acts on the fluid. While tube inclination can easily be incorporated into the balance 
equations, it introduces several complications in the modeling of the liquid-vapor distribution that 
is discussed in Chapter 3. Thus, in this work we limit our discussion to horizontal tubes. We then 
have for the mass balance 
(2.37) 
where we define (lk = ~k. Equation 2.37 also defines !Mrok which will henceforth be known as 
the mass flux gradient. 
For the momentum balance, we have 
= !Mvk, 
where !Mvk is called the momentum flux gradient. 
For the energy balance, we have 
24 
(2.38) 
(2.39) 
where 5J4k is the energy flux gradient. 
Further simplification of the balance equations, Equations 2.37 through 2.39, can be achieved by 
making assumptions about the variation of properties in the transverse direction inside each phase. 
Thus, we assume that at any axial position z, the density Pk is uniform inside each phase. With 
this assumption the mass balance can be written as 
! [ (lk<PkWk>] =! [ (lkPk<Wk> ] 
d d d 
= Pk(lkdz <Wk> + Pk<Wk>az<Xk + (lk<Wk> dz Pk = !Mmk· (2.40) 
The density gradient term can be simplified using an equation of state for each phase 
P = P (P, i). (2.41) 
A mathematical identity that results from Equation (2.41) is 
dp _ (OPl dP (OPl di 
dz - oP fi dz + ill )p dz ' (2.42) 
where the subscripts i and P denote derivatives at constant enthalpy and pressure, respectively. 
Incorporating Equation 2.42 gives the final form of the mass balance 
{(OPl dP (OPl di} + (lk<Wk> oP fi dz + ill)p dz k = !Mmk. (2.43) 
For simplifying the momentum and energy balance equations, we defme shape/actors fl' 
h and h for each phase as 
<Wkik> 
f lk == <Wk> <ik> ' (2.44) 
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(2.45) 
and 
<w~> 
hk == <Wk>3 (2.46) 
We note that the value of ftk depends on the enthalpy and velocity profIles. Since we assume that 
the pressure is uniform at any cross-section within each a phase, the enthalpy is a function of 
temperature only and we shall call flk the temperature-velocity profile shape factor. The shape 
factors f2k and hk depend only on the velocity profile. We assume that the shape factors defined 
above do not change along the length of the tube, so that 
d d d 
dzftk = dzf2k = dzhk = O. (2.47) 
The momentum balance, Equation 2.38, can be simplified using the definition of the shape factor 
f2k. Thus, 
(2.48) 
Incorporating the mass balance equation, Equation 2.43, gives the final form of the momentum 
balance 
(2.49) 
The energy balance equation is similarly simplified using the shape factors hk and hk. 
Thus, 
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(2.50) 
Incorporating the mass and momentum balances in Equation 2.50 results in the final form of the 
energy balance 
(2.51) 
Equations 2.43, 2.49 and 2.51 are the simplified forms of the balance equations. Since 
there are three equations for each phase, we have a total of six ordinary differential equations. The 
independent variable in these equations is the axial position z. Equations 2.43, 2.49 and 2.51 
contain derivatives of eight variables (WI, w2, aI, a2, PI, P2, il and i2) with respect to z, and the 
system is therefore not solvable as it stands. Note, however, that the area fractions al and a2 are 
related through 
(2.52) 
Further, it is reasonable to assume that the two phases are at equal pressure at any given axial 
position. Any pressure difference between the two phases, at a given axial position, will tend to 
equilibrate at the speed of sound, and considering that the tube diameter is small, we may assume 
that a sustained pressure difference does not exist. The only exception to this statement may be a 
pressure difference sustained by surface tension effects especially in small diameter tubes. In 
general, we shall neglect these surface-tension effects for the purpose of writing momentum and 
energy balances. However, we shall include surface-tension effects in determining the liquid-
vapor distribution, as discussed in Chapter 4. Thus, for the momentum and energy balances we 
assume 
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(2.53) 
Incorporating Equations 2.52 and 2.53, the set of Equations 2.43, 2.49 and 2.51 becomes 
solvable. 
The set of simplified two-fluid equations is presented in matrix form as Equation 2.54 on 
the following page, where averaging symbols have been dropped from the velocities, subscripts 
are used to reflect the liquid and vapor phases and a is the area fraction of the vapor. The system 
consists of six ordinary differential equations to be integrated for the six variables w}, wv , a, P, il 
and iv. 
(Equation 254 appears on the following page) 
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Pl(1-a) 0 
-PIWI (dP11 (I-a)Wl dP ePl1 (l-a)Wl di  0 1 r~l 
dwv 
awv~Vl (dPv1 Idz 0 pva pvWv 0 aw v div I da 
(l-a)PlwI!21 0 0 I-a 0 0 dz 
dP 
0 apvWvf2v 0 a 0 0 :az 
dil (I-a)PlWI2hl 0 0 0 (l-a)PlwI!ll 0 dz 
0 apvwv2hv 0 0 0 div apvwvftv dz 
tv 
\0 
!Mml 
!Mmv 
!Mvl - f21Wl!Mml 
=1 
!Mvv - f2v w v!Mmv (2.54) 
!Me,- (flli' + h'W])!Mml 
. Wv ( 2) !Mev - ftv1v + f3vT !Mmv 
2.3 Modeling Requirements and Solution Methodology 
The vector on the right-hand side of Equation 2.54 is the only part of the equation that 
requires further modeling. ,Specifically, the flux gradient terms denoted by !M and the velocity 
profile shape factors denoted by f require modeling. The flux gradient terms are defined directly in 
terms of the transport fluxes and the liquid-vapor distribution. For convenience, we repeat these 
definitions below. 
Mass flux gradient: 
(2.55) 
Momentum flux gradient: 
(2.56) 
Energy flux gradient: 
(2.57) 
Equations 2.55 through 2.57 show that the flux-gradient terms are defmed in terms of 
contour integrals over the liquid-vapor interface Si(Z), the vapor-wall contact Sv(z) and the liquid-
wall contact Sl(Z). We therefore conclude that the shape of these contours must be modeled in 
order to solve the conservation equations presented in Equation 2.54. Henceforth, the shapes of 
the phase boundaries Si(Z), Sv(z) and Sl(Z) are collectively referred to as the liquid-vapor 
distribution. 
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Examination of Equations 2.55 through 2.57 also reveals that besides the liquid-vapor 
distribution, the following transport terms must be modeled. 
at the tube wall: 'tlw, 'tvw, qlw and qvw 
at the interface: Yl; Yv~ 0ze(Oie'tH), Oze(Oie'tvi), 0ieqlio 0ieqvio ('tHe V H)eOi, ('tvie V vi)eOi, 
(PH V HeOi) and (PviV vieOi) 
Here 0i is a unit vector normal to the interface defmed outward from the vapor phase, and the 
subscripts 'li' and 'vi' refer to quantities defined at the interface on the liquid and vapor sides, 
respectively. We also note that the shear stress is essentially a momentum transport flux and has 
the dimensions of momentum transfer per unit area per unit time. 
All of the terms that require modeling as listed above are not independent. The transport 
terms at the interface are related by the jump conditions derived in Section 2.1.3 and stated as 
Equation 2.10. We recall that the jump conditions originate from balances of mass, momentum 
and energy at the interface. The jump conditions are 
mass: 'Yl + Yv = 0 (2.58) 
momentum: (2.59) 
energy: 
(2.60) 
The momentum balance can be broken into components parallel and normal to the interface as 
Normal component: 'YlVH,n + yvVvi,n+ Pvi - PH = 0 (2.61) 
Tangential component: 'Yl V li,t + Yv V vi,t+ 'tli - 'tvi = 0 (2.62) 
where the subscripts 't' and 'n' denote tangential and normal components, respectively. The 
normal direction is defined by the unit vector 0i as the outward normal from the vapor. The shear 
stresses 'tli and 'tvi are scalar tangential components of the vectors 0ieOli and 0ieovj, respectively. 
Figure 5.1 illustrates the relationship between OJ, 0ieOvi and'tvi. 
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Figure 2.4 Relationship between vectors used in defining the interfacial 
shear stress. 
Note that in writing Equation 2.61, we have neglected the pressure difference that can be 
sustained by a curved interface due to surface tension. As noted previously in Section 2.2.4, we 
neglect surface-tension effects for the purpose of writing momentum and energy balances. 
However, Equation 2.61 asserts that a pressure difference may be sustained by the interface also 
when phase change takes place, and Vli,n and Vvi,n are not zer03. We have therefore implicitly 
neglected this pressure difference in deriving Equation 2.54. 
We assume a no-slip condition at the interface. Thus, 
V li,t = V vi,t == Vi,t. (2.63) 
Incorporating the no-slip condition embodied in Equation 2.63 and the mass jump condition 
embodied in Equation 2.58 into Equation 2.62 gives 
(2.64) 
In words, Equation 2.64 states that the shear stress in the liquid is equal to the shear stress in the 
vapor at the interface, and these are given the common symbol ti to denote an "interfacial" shear 
stress. 
3 In general, Vlin ~ Vvin' 
. . 
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The energy jump condition can be rewritten as 
(2.65) 
Using Equations 2.63 and 2.64, the shear stress terms in Equation 2.65 can be dropped. 
Furthermore, we introduce the normal velocity of the interface into the pressure terms and write the 
energy balance as 
(2.66) 
We can now use the following definitions of mass fluxes to simplify the pressure terms. 
vapor mass flux: (2.67) 
liquid mass flux: (2.68) 
Incorporating Equations 2.67 and 2.68 into Equation 2.66 allows us to write the energy balance in 
terms of enthalpy instead of internal energy as follows 
(2.69) 
Furthermore, we can employ the normal component of the momentum balance embodied in 
Equation 2.61 to get 
(2.70) 
We now drop terms that are of second degree in the velocities normal to the interface (with 
subscript n) to get 
. . ( )1 V2 0 
'Yl1li + 'Yv1vi + 'Yl + 'Yv 2 i,t + qvi,n - ~i,n = . (2.71) 
Use of the mass balance in Equation 2.71 gives 
(2.72) 
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where we have dropped the subscript "n" from the heat fluxes since longitudinal heat conduction is 
neglected. 
We assume that the temperature of the two phases at the interface is equal, i.e., 
(2.73) 
For the case of condensation of a pure substance, we may use Equation 2.73 and rewrite 
the enthalpy difference in Equation 2.72 as 
(2.74) 
where the right hand side denotes the latent heat of condensation at the interfacial temperature. For 
condensation of a pure substance, we can therefore write 
(2.75) 
Equation 2.75 states the intuitively obvious result that the heat flux received by the liquid side of 
the interface equals the (sensible) heat flux released by the vapor plus the latent heat released due to 
condensation. 
The use of jump conditions reduces the number of interfacial transport terms to be modeled 
by half, because the mass, momentum and energy fluxes for the vapor are directly related to 
corresponding fluxes for the liquid. To further simplify the expressions for the flux gradient 
terms, we make two more assumptions. First, we assume that the interfacial shear operates in the 
axial (z) direction. Secondly, we neglect tenns containing velocities normal to the interface in the 
momentum and energy flux gradient tenns since the tangential velocities are expected to be much 
larger than those containing normal velocities. With these assumptions, the momentum flux 
gradient terms can be written for the vapor and liquid, respectively, as 
(2.76) 
and 
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(2.77) 
where the sign of the interfacial shear stress should be taken as positive if the shear exerted by the 
vapor on the interface is in the positive axial direction. 
The simplified energy flux· gradient terms can be written for the vapor and liquid, 
respectively, as 
(2.78) 
and 
(2.79) 
At this point, we make the following interesting observations about flux gradient terms 
5Kmv + 5Kml = 0, (2.80) 
(2.81) 
and 
(2.82) 
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Equations 2.80. 2.81 and 2.82 are reconfirmations of the fact that the overall flux gradients 
obtained by summing the vapor and liquid flux gradients are only affected by momentum and 
energy interactions at the wall. Interactions at the interface do not affect the overall flux gradients. 
" 
We finally collect all the modeling requirements for solving the conservation Equations 
2.54 in Table 2.2. The modeling of the liquid-vapor distribution is discussed in Chapter 3. 
Interfacial transport fluxes and velocity and temperature profiles are considered together under the 
heading of transport process models in Chapter 4. 
Table 2.2 Modeling requirements for two-fluid modeling. 
MODELS REQUIRED SPECIFIC TERMS 
Liquid-vapor distribution Si(Z). Sv(z) and Sl(Z) 
Interfacial transport fluxes lv. 'tit 'tvw• 'tlw• qvi. qvw and qlw 
Velocity and temperature profiles ilv. Ju. i2v. J2h hv. hI Wit Ti 
Once the models listed above are available, a numerical solver can be used to integrate 
Equation 2.54 for the variables Wlo Wv• a, p. il and iv at any position Z + Az provided the values 
of these variables are known at the upstream position z. Thus. starting from known inlet 
conditions for the tube. it is possible to integrate the conservation equations numerically to obtain 
the values of Wh Wv• a, P, il and iv along the entire length of a straight tube of constant-cross-
section. Figure 2.5 shows a schematic of the solution methodology. 
2.4 Summary 
In summary. we fIrst collect all the assumptions that were made in deriving the two-fluid 
equations given in Equation 2.54: 
1. Each phase is a continuum, and the interface is infinitesimally thin compared to the extent 
of the phases. 
2. The tube is straight with constant cross-sectional area. 
3. The pressure in each phase is constant throughout that phase. 
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Figure 2.5 Solution Methodology. 
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of channel 
4. The normal component of the stress tensor at any point is equal in magnitude to the 
pressure, but of opposite sign, Ozz,k = - Pk. This is exactly true only in a static fluid. 
5. Longitudinal conduction of heat is neglected, Dz• Qk = O. 
6. For determination of stress work tenns and kinetic energy, the axial (z-component) of 
velocity w is the only significant velocity inside each phase. 
7. The system is at steady state. 
8. The tube is horizontal. 
9. The velocity profile shape factors do not change along the tube length; thus, 
d d d 
dzf lk = dzf2k = dz f3k = O. 
10. The pressure difference between the phases is neglected in the mass and momentum 
balances. 
The solution of Equation 2.54 requires models for the liquid-vapor distribution and the 
transport processes at all phase boundaries as well as within each phase. The specific tenns that 
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must be modeled are collected in Table 2.2. These terms were derived using the following 
assumptions: 
1. A no slip condition is assumed at the interface. 
2. Tenns that are seCond degree in velocity components normal to the interface are neglected. 
3. Axial velocity components are assumed to be much larger than velocity components in 
other directions. 
4. The interfacial shear stress is assumed to act in the axial direction. 
5. The two phases are assumed to have the same temperature at the interface. 
Chapter 3 deals with the modeling of the liquid-vapor distribution, and Chapter 4 focuses 
on the modeling of transport processes. 
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Chapter 3 
Modeling the Liquid-vapor Distribution 
The two-fluid governing equations derived in Chapter 2 are in the fonn of six ordinary 
differential equations to be integrated in the axial direction of the tube. In Section 2.3, it is shown 
that the liquid-vapor distribution is required for the integration of the two-fluid equations. 
We characterize the liquid-vapor distribution by the surfaces that bound the liquid and 
vapor phases. These bounding surfaces are the liquid-wall contact, the vapor-wall contact and the 
liquid-vapor interface. In area-averaged (or 1-0) models, we consider the contours fonned by the 
intersection of the cross-sectional plane of the tube with these bounding surfaces. Thus, the 
contours Sl and Sv and Si result from intersections of the tube cross-section with the liquid-wall 
contact, the vapor-wall contact and the liquid-vapor interface respectively. For convenience, we 
shall sometimes refer to S .. Sv and Si as "areas" whereas they are actually contours. Furthennore, 
we shall also refer to the length of these contours by the name of the contour itself. 
In this chapter, we treat the problem of liquid-vapor distribution from the viewpoint of 
modeling the phenomena that determine the shape of the phase-bounding surfaces. We restrict our 
discussion to tubes of circular cross-section. 
3.1 Introduction to Wall-wetting Mechanisms 
In several analyses, such as that of Brauner and Maron (1992), the liquid-vapor 
distribution is assumed to be a stratified flow as shown in Figure 3.1(a). A stratified liquid-vapor 
distribution may occur when liquid and vapor flow at relatively low mass fluxes in a tube of large 
diameter, and phase change does not take place. Figure 3.1(b) shows what may be the liquid-
vapor distribution if the mass fluxes are low, phase change does not take place and the diameter is 
extremely small. For tubes with small diameters, the curvature of the interface due to surface 
tension may be a significant cause for wetting of the tube wall beyond what may be expected in a 
stratified flow. Figure 3.1(c) shows what may be the liquid-vapor distribution in a large tube with 
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low mass fluxes, but in which condensation is occurring due to cooling of the tube from the 
outside. A liquid film may fonn on the wall as condensation takes place, and this film may drain 
toward the bottom of the tube into a pool. Yet another possible scenario is shown in Figure 3.1(d) 
which may occur in a large tube with no phase change but in which the vapor has a high mass flux. 
A high vapor flow rate may produce waves on the liquid surface. Waves have a tendency to 
"climb" and thus wet the walls of the tube. Another wave-related phenomenon is that a high vapor 
flow rate may even strip liquid from the film, and this phenomenon is called entrainment. 
Entrained liquid eventually breaks into droplets which are carried by the vapor flow until they 
deposit on the tube wall. 
(a) (b) 
(c) (d) 
Figure 3.1 Wall-wetting phenomena in two-phase flow. (a) stratified flow for 
comparison, (b) surface tension effects, (c) condensation and 
(d) wave-related phenomena (wave-spreading and 
entrainment/deposition). 
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The common feature in Figures 3.1(b), (c) and (d) is that surface tension, condensation, 
wave-motion and entrainment-deposition all contribute to the wetting of the tube wall over and 
above what would be expected in a stratified flow. The approach of this chapter is to consider each 
of these phenomena separately, so as to detennine the parameters that govern the calculation of Sit 
SI and Sv when only one phenomenon dominates. In Sections 3.2 through 3.4, we shall discuss 
surface tension, condensation and wave-related phenomena as the relevant wall-wetting 
mechanisms. 
3.2 Surface tension 
It is well known that the meniscus shape at the liquid-vapor interface in a small vertical 
capillary tube shows curvature. The same curvature effects are also seen in small diameter 
horizontal tubes as illustrated in Figure 3.1(b). Below, we present an analysis that provides the 
shape of the meniscus in a circular-cross-section horizontal tube. The analysis considers the static 
balance between surface tension and gravitational forces only. The analysis is described as static 
because viscous and inertial forces are considered absent. 
The governing equations for the mechanical equilibrium of a static liquid-vapor interface 
can be derived from the well-known Laplace equation 
(J' 
Pvi - Pli = IRI for Pvi > Pli (3.1a) 
and 
(J' 
Pvi -Pli =-IRI for Pvi < Pli (3.1b) 
where Pvi is the pressure at the interface on the vapor side, Pli is the pressure at the interface on the 
liquid side, R is the radius of curvature of the interface and (J' is the liquid-vapor surface tension. 
In essence, Equation 3.1 states that there is a pressure discontinuity across the interface, but 
mechanical equilibrium is achieved if the surface curves with a radius R such that the surface 
tension force (J'/IRI exactly balances the pressure discontinuity. The curvature must be convex as 
seen by an observer from within the phase with the higher pressure. 
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Figure 3.2 shows the coordinate system used in this analysis. We assume that the interface 
has curvature only in the cross-sectional plane and is flat in the nonnal direction. This assumption 
is valid for liquid at rest ina long tube wherein the curvature in the axial direction is negligible. 
Hence, the two dimensional coordinate system of Figure 3.2 is used. 
Figure 3.2 
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Polar plot showing typical calculated meniscus shape in a small 
diameter tube and the coordinate system used in the analysis. 
The coordinate system is initially unrelated to the tube and its origin is at the bottom of the 
meniscus. The solution for the meniscus shape is first developed independent of the tube. The 
next step is to specify the height hI (see Figure 3.2) and find the intersection of the meniscus with 
the tube cross-section. 
Under static equilibrium, the pressure variation on the liquid side of the interface must 
follow the equation 
(3.2) 
and the pressure variation on the vapor side must follow the equation 
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POv - Pvi = Pvgy (3.3) 
where we have assumed that the density of each phase is constant. Subtracting Equation 3.2 from 
Equation 3.3, we get 
(3.4) 
where Ro is the radius of curvature at the bottom (x = 0, y = 0). Of the four possible sign 
combinations in Equation 3.4, only one is considered here as more suitable for the special case of a 
liquid-vapor meniscus in a tube. The grounds for the choice are intuitive. If the pressure on the 
vapor side of the interface is always greater than the pressure on the liquid side, a concave liquid 
surface results. This is the case that is solved here. On the other hand, if the pressure on the vapor 
side is lower than the pressure on the liquid side at some location on the interface, then the liquid 
surface will be convex locally and may appear as a "dimple". In these latter cases, other 
phenomena such as atomization of the liquid surface may become important and a static analysis 
does not suffice. For the case of interest, then 
(3.5) 
Equation 3.5 can be written as a differential equation in the chosen coordinate system. The radius 
. 
of curvature is written as 
(3.6) 
so that 
(3.7) 
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is the desired differential equation that describes the meniscus shape y as a function of x. A 
characteristic length L can be used to nondimensionalized the lengths in the equation such that 
Y= ~, _ x x=-L' - Ro Ro=-L 
We can then write the differential equation in nondimensional form as 
where the Bond number Bo is defmed as 
BOL = (PI - Pv)gL2 • 
a 
(3.8) 
(3.9) 
(3.10) 
Equation 3.9 is a second-order, nonlinear ordinary differential equation and requires two 
boundary conditions for solution. These are derived from the choice of the datum for y and 
symmetry of the meniscus about the y axis. Thus, 
y(O) = 0 (3.lla) 
and 
dY/ =0 dX (0,0) • (3. 11 b) 
Furthennore, the imposed condition P v > PI requires that the liquid surface be concave, so that 
(3.12) 
Hence, only the positive sign on the left-hand side of Equation 3.9 is applicable. 
Equation 3.9 can be simplified after a series of variable substitutions. The final, solvable 
form of the differential equation is 
(3.13) 
where 
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B -2 -
-2 °L Y Y - 0 
s = +rr-' s> 2 IRol (3.14) 
and Do is defined as 
(3.15) 
Equation 3.13 can be integrated directly using the integral tables provided by Gradshteyn and 
Ryzhik (1965) to obtain 
x= J +Do) F(~. ~)-.J2+DoE(~. ~)+s~ 2-S~2' 
2+Do Do +s 
(3.16) 
where F(P, ~) and E(P, ~) are elliptic integrals of the first and second kind, respectively, and 
A. • -t( 8 Do + 2 J tJ' = sm r;:o 2 
"",2 Do +8 
(3.17) 
and 
(3.18) 
Equation 3.16 completely defines the meniscus shape in terms of the Bond number and radius of 
curvature at the bottom of the meniscus. 
To this point, we have made no reference to the position or size of the tube except that from 
symmetry we know that its center must lie on the y axis. The intersection of the meniscus with the 
circle describing the tube cross-section results in a contact angle. In finding this intersection, the 
position of the center of the tube on the symmetry axis and the diameter of the tube must be 
specified. To give the Bond number its usual physical meaning we now define the length L as the 
tube diameter D and drop the subscript on the symbol for the Bond number. Furthermore, we 
specify the nondimensionalliquid height at the bottom of the tube to be hYD. Once the meniscus 
shape and its intersection with the tube wall is found, the void fraction can be calculated from the 
area above the meniscus which is detennined by integration of the meniscus equation with respect 
to y. Thus, for a given Bond number Bo, if the liquid height (hYD) and radius of curvature at 
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bottom Ro are specified as convenient mathematical parameters, then the physical parameters void 
fraction a and contact angle 9c can be found using Equation 3.16. From several meniscus 
calculations at various values of Bo, Ro and hVD, cases with equal contact angle and equal void-
" 
fractions can be selected and used to study the variation of meniscus shape with Bond number. In 
Figure 3.3, calculated meniscus shapes are plotted for Bond numbers of 200, 20, 4 and 1 for a 
fixed contact angle of 14° and a fixed void fraction of 0.68. The choice of this contact angle and 
void fraction were made arbitrarily to study the effects of Bond number on wall wetting. 
Figure 3.3 shows that for a Bond number of 200 the interface is nearly flat except for slight 
curvature near the edges. As the Bond number decreases, the interface curvature becomes quite 
significant, and the liquid tends to climb up the tube wall. This can lead to a significant increase in 
the interface and liquid-wall-contact area. Figure 3.4(a) shows the variation of interface area with 
Bond number at a fixed void fraction and various contact angles. Figures 3.4(b) similarly shows 
the variation of liquid-wall contact area with Bond number. In Figures 3.4(a) and (b), Si and Sl 
are nondimensionalized with their maximum value xD. In Figure 3.4(a), we find that for Bond 
numbers less than 2 significantly more interface area exists compared to the "stratified limit" which 
corresponds to absence of surface tension or infinite Bond number. The interface area increase is 
more for smaller contact angles which is reasonable since a smaller contact angle implies greater 
tendency towards wall wetting. In Figure 3.4(b), the liquid-wall area shows a similar trend 
resulting again from the increased tendency of the liquid to rise on the wall at small Bond numbers 
and small contact angles. 
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Bo = 200 Bo=20 
Bo=4 Bo = 1 
Figure 3.3 The liquid-vapor meniscus at various Bond numbers, for fixed 
void fraction = 0.68 and fixed contact angle = 14°. 
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Figure 3.4 Variation of (a) interfacial area and (b) fractional wetted wall area 
with Bond number, for fixed void fraction = 0.68 and contact 
angles 4°, 140 and 24°. The interfacial area is 
nondimensionalized with the circumference of the tube. 
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Figure 3.5 shows the typical variation of meniscus shape as a liquid fills up in a horizontal 
tube at a small Bond number. It is seen that the meniscus is relatively flat when the tube has little 
liquid in it but becomes increasingly curved as the tube fills up. When a small vapor bubble is left 
near the top the interface cross-section is nearly a circle. 
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Figure 3.5 Variation of meniscus shape as the tube fills up, for a fixed 
contact angle = 140 and fixed Bond number = 1. 
The dependence of SJxD and SJxD on void fraction at various Bond numbers and for a 
given contact angle of 14° are shown in Figures 3.6(a) and (b), respectively. Figure 3.6(a) shows 
that the interface area can increase by as much as 70% at a void fraction of 0.55 for Bond numbers 
as small as 1. For large Bond numbers such as Bo = 100, the interface area is close to the 
stratified limit. The variation of liquid-wall area with void fraction, shown in Figure 3.6(b) 
similarly shows significant interface area enhancement for small Bond numbers. 
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with void fraction, for fixed contact angle = 140 and Bond 
numbers 1, 20 and 100. The dotted line shows the stratified limit, 
which is the case of infinite Bond number. 
50 
1.0 
. 
• 
1.0 
The results presented in Figures 3.4 and 3.6 suggest that swface tension may indeed be a 
significant wetting mechanism when the Bond number is small. A small Bond number may result 
from one or more of the following; 
(a) small tube diameter, 
(b) small difference between the liquid and vapor densities, 
(c) large liquid-vapor swface tension, and 
(d) low gravity (such as a micro-gravity situation). 
The first two of these conditions are frequently encountered for refrigerants in compact heat 
exchangers, and the Bond number in such systems may indeed be as low as 1. Figure 3.7 shows 
the variation of Bond number with temperature for refrigerant R-134a in a I-mm diameter tube. 
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Figure 3.7 Bond number variation with temperature for R-134a, in a 1-mm 
diameter tube. 
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3.3 Condensation 
When vapor condenses inside a horizontal tube, a liquid film fonns on the tube wall. The 
condensation process is therefore another contributor to wall wetting. Chen and 
Kocamustafaogullari (1987) determined the liquid-vapor distribution for vapor condensing in a 
horizontal tube assuming that waves are absent and that all the liquid is contained in a film at the 
wall. The analysis presented in this section is an extension of the work of Chen and 
Kocamustafaogullari. 
Figure 3.8(a) shows the model and coordinate system used by Chen and 
Kocamustafaogullari. At a given cross-section of a horizontal tube of diameter D a condensate ftlm 
flows on the wall and meets a condensate pool flowing at the bottom of the tube. The liquid pool 
at the bottom is assumed to have a flat surface and, in this way, is distinguishable from the rest of 
the liquid which flows as a film on the walls of the tube. Note that the condensate pool can be . 
assumed flat only if we can neglect the surface tension effects described in the previous section. 
The problem we address here is to determine the thickness of the liquid ftlm B at any axial position 
z in the tube as a function of the azimuthal angle cpo 
A velocity field (uJ, vI. WI) is defined at each point in the liquid ftlm. The vapor flows in 
the core within the condensate ftlm with an area-averaged axial velocity Wv• The vapor temperature 
is assumed to be uniform over the cross-section and equal to the saturation temperature Ts 
corresponding to the pressure at the cross-section. Surface-tension effects are assumed to be 
absent in this analysis so that the pressure is unifonn at any given cross-section. The liquid film 
conducts heat from the vapor to the wall which is known to have a temperature Tw. If 
thennodynamic equilibrium exists at the liquid-vapor interface, the removal of heat from the vapor 
will result in condensation. The force of gravity on the liquid film tends to cause drainage of the 
liquid film from the sides of the tube into the pool at the bottom. On the other hand, the vapor 
shear on the interface tends to drag the liquid film in the axial direction. Figure 3.10(b) shows a 
control volume around a section of the film. A dynamic balance exists between the wetting of the 
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tube-wall due to condensation, net drainage of the condensate in the axial direction and drainage of 
the condensate due to gravity. 
Chen and Kocamustafaogullari presented simplified steady-state conservation equations for 
the liquid film as follows. 
conservation of mass: 
conservation of momentum (x-component): 
a2UI J.11"dy2 + ~pg s incp = 0 
where ~p == (PI- pv). 
conservation of momentum (z-component): 
a2WI dP J.11Ty2 - dz = 0 
conservation of energy: 
Boundary conditions are applied at both boundaries of the liquid film: 
aty=O 
aty=~ 
UI = WI = 0, TI = Tw 
aWl J.1qy = ti 
. - k aTI 
'Yv1lv - - I dy 
(3.19) 
(3.20) 
(3.21) 
(3.22) 
(3.23) 
(3.24) 
where 'Yv is the condensation flux at the interface. From a mass balance at the interface, the 
condensation flux can be written as 
(3.25) 
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(a) 
(b) 
Figure 3.8 (a) Coordinate system for condensation analysis. (b) close-up 
view of section of condensate film showing mass balance. 
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Chen and Kocamustafaogullari solved the conservation equations, Equations 3.20, 3.21 and 3.22, 
to obtain u, w and T in the liquid film as functions of the radial coordinate y applying appropriate 
boundary conditions at y = 0 and at y = o. Then they integrated the continuity equation, Equation 
3.19, across the liquid film thickness from y = 0 to y = 0 to obtain a partial differential equation for 
the film thickness o(cp, z). Thus, 
(3.26) 
Equation 3.26 has dimensions of ML-lt-l. Below, we extend the work of Chen and 
Kocamustafaogullari by nondimensionalizing this equation to reduce the number of parameters that 
determine the film thickness O(cp,z). Thus, we nondimensionalize the lengths as 
- 0 _ z 
0=- z=- . D' D 
Furthermore, we nondimensionalize the pressure and shear stress as 
(3.27) 
(3.28) 
where Wv is the axial velocity of the vapor. Substituting Equations 3.27 and 3.28 into Equation 
3.26 we get 
= kl(Tsat -Tw) 
i 1v 
(3.29) 
where the variation of Wv and .1p in the axial direction is neglected. Multiplication of Equation 
3.29 by J.11 3 renders it dimensionless. Thus, 
gpIApD 
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The following well known dimensionless numbers can be identified in Equation 3.30 
Froude number: 
Galileo number: 
Prandtl number: 
Jacob number: 
w2 Fr=-v 
gD 
(3.30) 
(3.31) 
(3.32) 
(3.33) 
(3.34) 
Employing the above nondimensional groups, the partial differential equation for the 
nondimensional film thickness ~(e/), z) becomes 
~- -sine/) +--..!..~- t· -- - -- d (B3 ) FI - d [ B2 (dP)B3 ] 
aq, 3 4 dZ 12 dZ 3 
=~(a:~~J (3.35) 
Equation 3.35 is a partial differential equation for B( cp, z). Before it can be solved, the interfacial 
shear stress ti and the pressure gradient : must be modeled. Thus, the problem of determining 
the liquid-vapor distribution in condensing tube flows is coupled to the momentum transport 
processes at the interface. The extent of this coupling depends on the Froude number. 
Several approaches have been tried for solving Equation 3.35 or simplifications of it. In 
many analyses, the term containing the Froude number is neglected. For example, the analyses of 
Chato (1962) and Rufer and Kezios (1966) neglect the effects of the vapor shear at the interface. 
Analyses of this type are based on the theory of Nusselt (1916) in which he provided the solution 
for the fIlm thickness of vapor condensing over a vertical flat plate. Dobson (1994) has an 
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excellent review of analyses based on the Nusselt theory. Dobson (1994) also provides an 
analysis including the effect of interfacial shear ti but neglects the pressure gradient term in 
Equation 3.35. 
In general, it is considered reasonable to neglect both the shear stress and the pressure 
gradient terms in Equation 3.35 if the Froude number is small enough to keep the flow reasonably 
stratified. The omission of the pressure gradient term is often justified if the film thickness 8 is 
small compared to the tube diameter. For the case of small diameter tubes, caution must be 
exercised in neglecting the shear stress or the pressure gradient terms. The reason is that for small 
diameter tubes the Froude number, defined by Equation 3.31, can be large and the film thickness 
may not be small compared to the tube diameter. The assumption of small film thickness may be 
particularly unjustified for condensing refrigerants. Figure 3.9 gives an explanation for why this 
may be the case. In Figure 3.9, the density ratio PI/Pv is plotted against temperature for many 
liquid-vapor combinations. While the liquid is many orders of magnitude denser than the vapor for 
air-water and steam-water flows, this is not the case for refrigerants such as R-22 and R-134a 
especially at high temperatures which are more typical of condensers. For example, the liquid to 
vapor density ratio for saturated R-134a falls from about 50 at 20· C to about 10 at 70· C. As a 
result, the liquid occupies a greater fraction of the tube cross-section than it would if the liquid 
were much denser than the vapor. 
The analysis of Chen and Kocamustafaogullari (1987) takes both the shear stress and the 
pressure gradient terms into account, but nevertheless assumes the film thickness to be small 
compared to the tube diameter. This assumption is reasonable since they calculate film thicknesses 
for a steam-water combination. Below, we summarize their analysis and some of their results. 
Chen and Kocamustafaogullari model the shear stress and pressure gradient as dependent 
only on the vapor flow and the void fraction. They characterize the vapor flow by specifying the 
superficial Reynolds number for the vapor Revs. The void fraction is calculated from the stratified 
angle <Pm which is the value of the azimuthal angle <P where the condensate film meets the 
condensate pool. The angle <Pm is calculated from a mass balance between the net flow 
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Figure 3.9 The liquid-to-vapor density ratio as a function of temperature for 
various liquid-vapor combinations. 
rate out of the pool due to axial flow and the rate at which liquid enters the pool from the film and 
the rate of condensation on the pool surface. 
Chen and Kocamustafaogullari solve Equation 3.26. Their procedure is to solve for the 
film thickness at a given axial position z and then proceed by numerical integration to the next axial 
position z + tJa.. They assume a Nusselt-type solution for the film thickness at the inlet of the tube. 
Figure 3.10 shows their calculated film thickness solutions as functions of <l> at various axial 
positions z. The solution depends on the following parameters: the temperature of the vapor at the 
inlet, the wall temperature T w and the superficial vapor Reynolds number Revs at the inlet. The 
results shown in Figure 3.10 are for a 25.4-mm tube, so that it is indeed true that the calculated 
film thickness is much less than the tube diameter for steam-water flows. 
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Nusselt solutions are also shown in Figure 3.10 for comparison. We find that the 
omission of interfacial shear from the analysis leads to a smaller film thickness than if shear is 
included. The effect of shear seems to be more pronounced at the entry region of the tube where 
the vapor flow rate is the highest. 
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Figure 3.10 Variation of condensate film thickness 8 with azimuthal angle <I> at 
various axial positions in the tube for a steam-water flow 
[adapted from Chen and Kocamustafaogullari (1987)]. 
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3.4 Wave-related phenomena 
A wave is a propagating instability at an interface between two phases. Instabilities of the 
interface can take several different forms which lead to various wall-wetting phenomena such as 
entrainment/deposition, wave-spreading and slug formation. We shall group all these wetting 
phenomena into the common heading of wave-related, wall-wetting phenomena. We fIrst present 
the mechanism of wave formation and growth, and then discuss some of the accepted mechanisms 
that produce the wave-related wetting phenomena. 
3.4.1 Formation and Growth of Waves 
The formation and growth of waves is commonly studied through the stability analysis of a 
liquid-vapor interface. A stability analysis can be performed for any mathematical model of a 
dynamic system. The general methodology is to apply a perturbation to any functi;>n defIned over 
some region of space such as the height of the interface from the bottom of the tube in a stratffied 
flow. The goal of the stability analysis is to determine the conditions under which the applied 
perturbation will grow or decay and the speed at which it propagates. 
In the field of fluid mechanics, instabilities are generally known to give rise to structure. It 
is probably due to the fact that instabilities are easily identified through certain structures that 
instabilities often have special names. The instability of a liquid-vapor interface when both phases 
are flowing, is called a Kelvin-Helmholtz instability. If neither phase is flowing, the instability is 
called a Taylor instability. Several stability analyses of the Kelvin-Helmholtz instability can be 
found in the literature. For example, the analysis may be described as linear or non-linear 
depending on whether the terms in the governing equations are linear or non-linear in the perturbed 
variable. The analysis may be termed inviscid or viscous depending on whether the viscosity of 
the two phases is considered or not. Further classifications may include compressible or 
incompressible depending on whether or not the compressibility of the vapor phase is accounted 
for in the analysis. Below, we present the main elements of a linear, inviscid, incompressible 
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Kelvin-Helmholtz stability analysis. The details of such an analysis may be found in Milne-
Thomson (1955). 
Consider the liquid layer flowing in the horizontal tube shown in Figure 3.11. The average 
height of the liquid layer is hI. and the average height of the vapor layer is hv. A disturbance T\ 
with a small amplitude "a" propagates on the interface 
T\ = a exp[iK(Z-ct)] (3.36) 
where i is the imaginary square-root of -1, K is the wave number of the disturbance, and c is the 
complex wave velocity. The wavenumber of a wave is related to its wavelength A- by 
21t (3.37) K--
- . 
A-
t vapor flow, Wy D a » 
Figure 3.11 Liquid-vapor flow for Kelvin-Helmholtz stability analysis. 
We assume that the wavenumber is real, whereas the complex wave velocity has the form 
(3.38) 
With Equation 3.38, the equation for the propagating disturbance can be written as 
(3.39) 
Equation 3.39 shows that the disturbance travels in the z direction with a speed CR and grows (or 
decays) in amplitude with time at the rate exp(kclt). The amplitude grows exponentially if CI is 
positive and decays exponentially if CI is negative. Thus, it can be said that the originally 
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undisturbed layer may be either stable or unstable with respect to a particular disturbance of wave 
number 1C under the following conditions 
unstable 
and 
stable. (3.40) 
The problem addressed in a stability analysis is to determine CI as a function of the wave number 
and the physical forces that lead to the growth or decay of a disturbance. 
The physical forces we consider here are gravity, surface tension and inertia. Consider a 
disturbance of wave number 1C at a liquid-vapor interface in a horizontal tube as shown in 
Figure 3.12. As the vapor moves over the disturbance it accelerates. The increase in kinetic 
energy of the vapor at the crest of the disturbance is balanced by a decrease in its pressure as can be 
readily demonstrated by using the Bernoulli equation for a streamline just above the. interface. This 
lowering of the pressure in the vapor phase above a crest in the interface is commonly known as 
the Bernoulli Effect. The suction produced by the Bernoulli Effect tends to cause the disturbance 
to grow. Since the Bernoulli Effect results from the inertia of the vapor flow, the suction on the 
crest is an inertial force. The force of gravity also acts on the wave crest and has a tendency to 
oppose its growth as shown in Figure 3.12. A sUrface tension force also acts along the length of 
the wave and the curvature of the crest produces a downward component of this force, opposing 
the growth of the wave. 
Bernoulli Effect 
tension gravity tension 
Figure 3.12 Forces acting on a wave crest. 
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The result of the stability analysis is an equation that embodies the force balance depicted in 
Figure 3.14 and which can be solved for the wave velocity. Thus, 
(3.41) 
The two terms on the right-hand side of Equation 3.41 represent the inertial forces. On the left-
hand side, the frrst term represents the surface tension force and the second tenn represents the 
force of gravity. Equation 3.41 is often referred to as a dispersion equation in the literature. 
For convenience of notation, we define 
• Pv == pv coth(Khv) (3.42) 
and 
• PI == PI coth(KhI). (3.43) 
For the special case of the Taylor instability with Wv = WI = 0 the dispersion equation has 
the solution 
(3.44) 
Since the right-hand side of Equation 3.44 is always greater than zero, we conclude that Co has no 
imaginary pan. Therefore, waves fonned in a standing liquid-vapor system (wv = WI = 0) are 
not expected to decay or grow. Note, however, that our analysis is inviscid and in practice it is 
found that viscous forces ultimately lead to the decay of waves in standing liquid layers. 
For the general case when both phases flow, the solution of Equation 3.41 is 
(3.45) 
From Equation 3.45 it can be seen that c has an imaginary part if the expression within the square 
brackets is negative. We then have 
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* * ] 1 
[
Pv PI (Wv - WI)2 2 2:
CI=± -CO ( * *)2 Pv + PI (3.46) 
and 
* * WvPv + WIPI 
* * 
(3.47) 
Pv + PI 
The positive sign in Equation 3.46 corresponds to an unstable (growing) wave, and the negative 
sign to a stable (decaying) wave. The condition CI = 0 is called the condition of neutral stability. 
From Equations 3.44 and 3.45 we note that at neutral stability we must have 
* * Pv PI (wv - WI)2 
(p; + p;) = UK + (PI - Pv) g K neutral stability. (3.48) 
The real part of the wave velocity given by Equation 3.47 is the velocity at which the 
disturbance propagates. 
The results of the linear, inviscid Kelvin-Helmholtz stability analysis presented above are 
used widely in two-phase flow research, sometimes even when the inherent assumptions are not 
justified. We briefly review below some of the uses of the Kelvin-Helmholtz stability analysis and 
familiarize with the popular wave-related terminology found in the literature. 
The growth rate of an unstable wave is defined as the rate of growth of its amplitude and is 
equal to exp(KcIt). The imaginary part of the wave velocity CI and the wave growth rate are 
functions of the wave number. In any given flow, perturbations over a large spectrum of wave 
numbers may be present. Of these perturbations, some will grow while others will decay. It can 
be shown using Equation 3.46 that for a given liquid-vapor combination and for given velocities 
Wv and WI the wave growth rate reaches a maximum for a particular wave number. This fastest 
growing wave is often referred to in the literature as having the dominant wavelength for the flow. 
In the study of many wave-related phenomena it is common to consider only the dominant 
wavelength for analysis. 
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Simplifications to the stability analysis can be made for many situations by employing the 
so-called deep liquid or deep vapor assumptions as follows . 
deep vapor: • Pv = P v <=> coth(Khv) = 1 (3.49) 
and 
deep liquid: • PI =. PI<=> coth(KhI) = 1. (3.50) 
With these assumptions the stability analysis becomes independent of the depths hI and hv. Note 
that Equations 3.49 and 3.50 do not require infmite depth for applicability due to the nature of the 
coth function. For example, we have coth(KhV = 1.04 even for KhI = 2. 
An similar set of assumptions known as the shallow vapor and shallow liquid assumptions 
is also sometimes used. These are 
shallow vapor: 
and 
shallow liquid: 
• Pv 
pv = Khv <=> 
• 
PI pv = - <=> 
KhI 
1 
coth(Khv) =-
Khv 
1 
coth(KhI) = -. 
KhI 
(3.51) 
(3.52) 
As an example, consider the simple case of a Taylor instability (wv = WI = 0) along with 
the deep-liquid and deep-vapor assumptions. Equation 3.44 then simplifies to 
Co - + -'2.. 2 O'K (PI- Pv) 0' 
- pv + PI pv + PI 1C • 
(3.53) 
It is interesting to note that in Equation 3.53 the wave number appears in the numerator for 
the surface tension contribution to stability, whereas it appears in the denominator for the gravity 
contribution. Thus, large wave numbers (or short waves) are stabilized predominantly by surface 
tension whereas small wave numbers (or long waves) are stabilized predominantly by gravity. 
This effect can be understood physically from Figure 3.12. Small wavelengths have larger 
curvature at the crests and the surface tension stabilization is stronger. Large wavelengths cause 
vertical movement of larger bulks of fluid and are therefore stabilized strongly by gravity. The 
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small wavelength, surface tension dominated waves are generally called ripple waves or capillary 
waves. The long wavelength, gravity dominated waves are generally called gravity waves. Both 
types of waves can be ob~erved on the air-water interface in a pond when a gentle breeze is 
blowing. 
An inherent limitation of a linear stability analysis is that, since the perturbations are 
assumed to be infmitesimally small, their amplitude development cannot be predicted well beyond 
their creation. In other words, we may determine which perturbations will grow, but once they 
grow to a finite amplitude the linear analysis cannot tell us what they will grow into. Nonlinear 
analyses of waves have been attempted [see for example Chen and Saffman (1979, 1980) and 
Bontozoglou (1991)]. However, a satisfactory nonlinear theory for most of the wave-related 
phenomena is lacking to date. An example of a nonlinear wave phenomenon is roll waves also 
known as disturbance waves. These waves may have amplitudes several times larger than the 
mean liquid film thickness. They appear mostly in annular flows as rapidly moving white patches. 
A description of disturbance waves may be found in Whalley (1987). 
3.4.2 Entrainment and Deposition 
Entrainment refers to the atomization of liquid droplets from a liquid film flowing on a tube 
wall. These liquid droplets redeposit on the film after traveling downstream to some distance with 
the flow. Entrainment and deposition are therefore considered as potential mechanisms for wetting 
the tube wall. For example, Butterworth (1971) proposed entrainment as one of the processes 
promoting annular flow. 
Entrainment is now a well-studied phenomenon. Woodmansee and Hanratty (1969) took 
high-speed motion pictures of the liquid layer on the wall during atomization for air-water flows. 
They observed a number of mechanisms that led to the entrainment of droplets from the liquid 
layer. However, most of the entrainment was observed to occur from ripples passing over 
disturbance waves. Woodmansee and Hanratty recorded the following sequence of events in their 
paper. 
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One of these ripples suddenly accelerates and moves towards the front of the roll wave. The centtal 
section of the ripple is lifted by the air stream leaving one or both of the ends connected to the 
flowing thin film. As the detached region of the apparent tube of liquid is lifted. it is blown into 
an arc which narrows as it stretches downstream until it ruptures in a number of places. Though 
difficult to count. as many as ten to twenty droplets can be sent streaming off into the flowing air 
after the fIlament rupture. Finally the end still attached to the water fllm lies down ahead of the 
roll wave and is swept under the passing disturbance. 
The above scenario is illustrated in Figure 3.13. 
The theoretical mechanism for entrainment is not yet clearly established and several 
different proposals can be found in the literature. Perhaps, the earliest theoretical explanation for 
the atomization of droplets from a liquid layer was provided by Taylor (1940). Taylor proposed 
that Bernoulli-type pressure variations such as those responsible for the Kelvin-Helmholtz 
instability were capable of plucking liquid droplets from the surfaces of liquid layers in contact 
with moving vapor. Later, Tatterson (1974) closely observed the motion pictures of Woodmansee 
and Hanratty (1969) and found that Taylor's theory does not adequately explain the observations. 
One of the main goals of Tatterson's theory is to detennine the rate of atomization RA 
defined as the mass of liquid atomized from the interface per unit interfacial area per unit time. 
Tatterson suggested that the atomization process is due to a Kelvin-Helmholtz-type instability 
between surface tension and pressure variations in the vapor phase near the interface. Figure 3.14 
depicts Tatterson's mechanism. Figure 3.14(a) shows a typical long-crested wave. Because the 
vapor velocity over the crest is larger than in the trough, the crest experiences a reduced pressure 
due to the Bernoulli Effect. The surface tension force acts along the length of the wave crest and 
its vertical component opposes the suction caused by the pressure variations in the vapor phase. If 
the suction force is larger than the surface tension force, the crest will defonn into a ligament. Due 
to this deformation, the radius of curvature of the crest decreases, and the vertical component of the 
surface tension force increases. If the surface tension force is great enough, it can inhibit the 
further distortion of the crest. However, if the crest distorts to the condition shown in 
Figure 3. 14(b), where the surface tension force is acting vertically, an unstable configuration is 
reached for which further distortion of the crest leads to a decreasing importance of the surface 
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Figure 3.13 Schematic of the entrainment process as observed by 
Woodmansee and Hanratty (1969). 
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tension force as shown in Figure 3.14(c). This instability results in the breaking away of a 
filament from the crest of the wave. The filament is then stretched by the vapor flow and finally 
shattered into droplets. 
AP 
AP 
t 
t AP t 
o 0 
(a) (b) (c) 
Figure 3.14 Tatterson's (1977) Kelvin-Helmholtz mechanism for atomization. 
The ratio of inertial forces, representing the pressure variations in the vapor phase, to 
surface tension forces is known as the Weber number. Thus, 
(3.54) 
Tatterson (1974) suggested that the length scale L in Equation 3.54 should be the wavelength of 
the fastest growing wave. Taylor (1940) had shown previously that for a large liquid depth the 
wavenumber of the fastest growing ripple wave is of the fonn 
1C = ~ Pv(wv - WI)2 f(~) 
(J 
where ~ is a nondimensional group defmed as 
~=£!.~= Ga 
P .. 2 2 Bo WeD' v r-Iwv 
(3.55) 
(3.56) 
The factor f(~) in Equation (3.55) accounts for the influence of liquid viscosity and has a value of 1 
for an inviscid liquid. 
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For shallow liquid layers, Tatterson (1977) suggested that the fastest growing wave has a 
wavelength proportional to the thickness of the liquid layer. Thus, for shallow layers the length 
scale for defining the Weber. number should be the height of the liquid layer. 
" 
It is interesting to note that in Woodmansee and Hanratty'S observations, atomization took 
place mostly from the crests of large roll waves and not from thin portions of the liquid film. In 
his PhD thesis, Tatterson (1974) offered the following explanation. First, by a viscous Kelvin-
Helmholtz analysis, he showed that the shear stress exerted by the vapor on the interface becomes 
an important factor in determining the dominant wavelength when the ftlm thickness is small. He 
then proposed that waves dominated by shear tend to tumble over themselves rather than atomize. 
For larger film thickness the pressure variations in the vapor are more important. These pressure 
variations can remove liquid from the crests of waves due to imbalance between surface tension 
and the Bernoulli suction effect. 
Roll waves occur only intennittently and not as a continuous wave train. This adds another 
limitation to the rate of atomization. Tatterson (1974) suggested that, if roll waves occur at a 
frequency f w, move at a velocity Cw and have a wavelength Lw, then the fraction of time that a 
portion of the liquid film sees a roll wave is given by 
(3.57) 
Finally, we bring together the dimensionless groups that emerge from Tatterson's analysis. 
These are the Weber number WeL the parameter ~ accounting for the influence of liquid viscosity, 
the dimensionless liquid layer height hVO and the time fraction tf for the occurrence of disturbance 
waves. Tatterson (1974) also showed, following the analysis originally presented by Taylor 
(1963), that the rate of atomization RA should be nondimensionalized as 
(3.58) 
The dimensionless rate of atomization may therefore be considered to have the following 
dependency 
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(3.59) 
We consider next the deposition process which leads to the wetting of the tube wall. Drops 
entrained from the liquid usually break: into smaller droplets. The vapor carries droplets of a wide 
variety of sizes. Even: though all droplets are not spherical, their sizes are designated by a 
"diameter" which is simply a well-defmed length scale associated with the droplets. Information 
about drop sizes in a flow is generally provided in the form of a statistical drop-size distribution. 
Tatterson (1977) provided data and correlations on drop-size distributions for air-water flows. 
Tatterson found that drop-size distributions for a number of air-water experiments can be 
represented by log-normal distributions. 
The trajectory followed by a droplet depends on the net force acting on it Usually the most 
important forces acting on a droplet are the drag of the vapor and the force of gravity. The drag 
force F drag on a sphere of diameter d moving at a velocity V d in a vapor moving at a free stream 
velocity V v is given by 
(3.60) 
where Cdrag is the drag coefficient. The drag coefficient depends principally on the droplet 
Reynolds number defined as 
(3.61) 
Determination of the drag coefficient is a well-developed field in itself. Formulas for the drag 
coefficient for a wide range of flow conditions as well as several references to the literature on drag 
coefficients may be found in Soo (1990). 
The trajectory of a droplet is determined by integration of its equation of motion with 
respect to time. The equation of motion is just the statement of Newton's Second Law of motion 
for the center of mass of the droplet Thus, 
(3.62) 
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where Illc:t is the mass of the droplet, r is its position vector and I,F is the sum of all forces acting 
on the it. Since Equation 3.62 is of second order in time, two initial conditions are required for its 
integration. These conditions may be specified as the initial position and velocity of the droplet. 
We suggest herein a possible strategy for simulation of the entrainment/deposition 
processes so as to determine their wall-wetting effects. Consider the cross-section of a circular 
tube as shown in Figure 3.15. The cross-section is divided into several sectors. A droplet is 
allowed to eject from the liquid film in one of the sectors selected at random. The trajectory of the 
droplet is then detennined from its equation of motion under the influence of drag and gravitational 
forces. When the droplet trajectory intersects with the channel wall, it is assumed to have 
deposited and stays in the liquid fllm in that sector. A statistically large number of such droplet 
ejection/deposition processes are carried out in Monte-Carlo fashion after which the liquid 
distribution (as affected by the entrainment/deposition process) settles into an equilibrium 
configuration. 
The modeling strategy described above requires the ejection velocity of droplets from the 
fllm. Unfortunately, satisfactory models for the ejection velocity are not available at the present 
time. 
Figure 3.15 Strategy for the entrainment/deposition model. 
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3.4.3 Slug Flow 
Another phenomenon believed to be connected to wave motion is slug flow. The slug flow 
regime was described in Chapter 1. Here we discuss the nature of the wave-related phenomena 
that govern slug formation. 
Consider long-wavelength waves for which the dominant stabilizing force is gravity. For 
several gas-liquid flows, it is often convenient to assume that 
Pv « 1 
PI 
(3.63) 
Furthennore, if it is assumed that the liquid layer is deep and the vapor layer is shallow then it can 
be shown that the condition of neutral stability, Equation 3.48, reduces to 
Thus, for unstable wave to exist, the following condition must be true 
which can also be written as 
Fr 
------------ >1. 
(1 - hI/D) PI/Pv 
(3.64) 
(3.65) 
(3.66) 
Note that the velocity difference Wv - WI has been used in defining the Froude number in 
Equation 3.65 whereas the vapor velocity Wv was used in Equation 3.31. In general, the velocity 
scale used in the Froude number may be any velocity that represents the relevant inertial force. The 
only precaution suggested is that the definition be clearly specified. 
Wallis and Dobson (1973) proposed that the instability of a long-wavelength wave could 
result in the initiation of slugs. If this were true, Equation 3.66 would be a necessary condition for 
the formation of slugs. It would not be a sufficient condition since a linear stability analysis is no 
longer valid once perturbations grow to a finite amplitude. Wallis and Dobson collected data for 
the onset of slugging in an air-water flow inside a I-inch square channel. They reported that most 
of their data correlated well with the equation 
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Fr --~-- = 0.25. 
(1 - hI/D) PI/Pv 
(3.67) 
Clearly, this correlation does not satisfy the condition presented in Equation 3.66. Wallis and 
Dobson suggested that .. the discrepancy is due to the one-dimensional nature of the stability 
analysis. They proposed that the pressure variations over actual waves are two-dimensional in 
nature and are therefore stronger. 
In a review article, Hanratty (1991) has reported several other mechanisms proposed in the 
literature for the initiation of slug flow. For example, slugs may be initiated by small-wavelength 
Kelvin-Helmholtz waves in viscous liquids. Alternatively, slugs may result from the coalescence 
of several waves, rather than the growth of a single wave. 
The modeling of slug flow poses a special difficulty because the phenomenon is inherently 
unsteady. We suggest two possible approaches for the modeling of slug flows. If the slug 
frequency is very high compared to other transients in the system, it may be possible to add ina 
time-averaged effect of the passing of a slug at any axial location in the tube to the steady-state 
conservation equations. Alternatively, the slug-flow regime may be modeled separately as an 
unsteady, periodic train of slugs. For either type of model, information is required about the 
frequency of slugging. It is also required to establish if the slugging phenomenon is periodic in the 
first place. Unfortunately, little is known at the present time about the frequency of slugging. 
3.4.4 Other wave-related phenomena 
We present below a discussion of some other wave-related wetting phenomena. Little can 
be offered at the present time regarding the modeling of these phenomena. However, this does not 
imply that they are less important than the phenomena described above. Jayanti, Hewitt and 
White (1990) have conducted several diagnostic experiments to determine the relative importance 
of wave-related, wall-wetting phenomena. 
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3.4.4.1 Wave Spreading 
Butterworth (1971) suggested that in a circular-cross-section tube, the wavefront is 
distorted because the wave crest moves faster at the bottom of the tube than closer to the walls, as 
shown in Figure 3.16.~ The force that the gas phase exerts on the wave crest then has a 
circumferential component which drives liquid up the wall. 
rn;l 
~ 
wave 
Figure 3.16 Wave-spreading as a wetting mechanism. 
3.4.4.2 Secondary Flow 
Pletcher and McManus (1965) proposed that the circumferential variation in the film 
thickness results in a circumferentially varying interfacial shear-stress for the vapor flow. This 
causes a vortex type secondary flow in the cross-section plane of the tube, as illustrated in Figure 
3.17. It has been proposed that this secondary flow in the vapor induces the liquid film to climb 
up the wall. Laurinat (1982) has presented a method for modeling of the secondary flow 
mechanism. 
Figure 3.17 The secondary flow mechanism. 
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3.4.4.3 Pumping Action due to Disturbance Waves 
Fukano and Ousaka (1989) have suggested that when a disturbance wave passes over an 
annular liquid fum, the amplitude of the wave varies in the circumferential direction. This 
circumferential variation of wave amplitude can create pressure gradients in the liquid film that 
cause it to climb up the wall, as illustrated in Figure 3.18. 
disturbance 
waves 
'. ". 
'. 
····················vapor ........... ::., 
flow 
g ;;;;;+ 
Figure 3.18 The pumping action of disturbance waves. 
3.5 Summary and Suggestions for Modeling 
In this Chapter, we describe the phenomena that affect the liquid-vapor distribution in two-
phase tube flow. The approach is to consider mechanisms that lead to wetting of the tube wall and 
suggest methods to model these mechanisms. A number of dimensionless groups emerge from the 
study of individual wetting mechanisms. Table 3.1 presents a summary of these dimensionless 
groups. 
We suggest that the relative importance of these dimensionless groups should be 
considered in formulating models for the liquid-vapor distribution. Ranges of dimensionless 
parameters in which a particular wetting mechanism is dominant should be found using diagnostic 
experimentation and flow visualization. 
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Table 3.1 Wetting mechanisms and associated dimensionless parameters. 
Wetting DimensIOnless Interpretation -Uefmltlon 
Mechanism parameter 
Surface tension Bondnumber,Bo Ratio of gravitational to BOL = (PI - Pv)gL2 
surface tension forces 0" 
Density ratio Ratio of liquid to vapor £!. 
density pv 
w2 Fr=~ 
Froude number, Fr Ratio of inertial to 
gD' 
gravitational forces Fr= (wv -wif 
gD 
Condensation Galileo number, Ga Ratio of gravitational to G _ gpI~pD3 
viscous forces a- 2 ~I 
Jakob number (liquid), Ratio of sensible to Cp,I(Tsat - Tw) Jal = . 
Jal latent energy transfer liv 
Prandtl number Ratio of momentum Pr _ ~ICp,I (liquid), Pri diffusivity to heat 1- ki 
diffusivity 
2 
Weber number, We Ratio of inertial to WeL 
PVWv L 
surface tension forces 0" 
Wave-related Roll wave time Fraction of time a roll Lw phenomena fraction, tr wave exists at an axial 
tr=Uwfw 
position 
~ Effect of viscosity on Ua ~ =Bo WeD 
wave phenomena 
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Chapter 4 
Modeling of Transport Processes 
The solution of the conservation equations presented in Chapter 2 requires modeling of the 
liquid-vapor distribution and transport processes. In this chapter we discuss models for heat, mass 
and momentum transport processes. These models are required to determine the fluxes of heat, 
mass and momentum at the phase boundaries and also the velocity and temperature proftles within 
each phase. 
The transport processes in two-phase flow are intimately coupled to the liquid-vapor 
distribution. The scope of this chapter includes only phenomena that are involved in the exchange 
of heat, mass and momentum between a flowing vapor and an intact liquid film on the wall. The 
effect of phenomena such as entrainment/deposition and slug flow is not considered in this chapter. 
4.1 Momentum Transfer Mechanisms and Modeling 
The goal for the modeling of momentum transfer processes is to determine the shear 
stresses at the wall (tIw and t vw), the interfacial shear stress tio the interfacial velocity Wi and 
velocity profile shape factors ill, ltv, ill> ilv, hI and hv. These quantities are defined in 
Chapter 2. 
4.1.1 Wall Shear Stresses 
Shear stresses at the wall may be detennined using a single-phase friction-factor approach. 
Thus, 
(4.1) 
The friction factor fk at a boundary between phase k and the wall may be found from a Blasius-
type equation 
(4.2) 
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where Ck and nk are constants determined by whether the flow in phase k is turbulent or laminar. 
The Reynolds number for a phase is calculated as 
Rek=WkOk 
Vk 
(4.3) 
where the length scale DIe is a suitably defined hydraulic diameter. Brauner and Maron (1992) 
proposed that for most liquid-vapor flows, the relevant perimeter for defining the hydraulic 
diameter for the vapor flow should be the sum of the vapor-wall contact length and the vapor-
liquid contact length (Sv + Si). Thus, 
O 4Av 
v = (Sv + Si) . (4.4) 
For the liquid phase, Brauner and Maron reason that the interface acts like a free surface and the 
relevant perimeter for defining the liquid hydraulic diameter should be the liquid-wall contact length 
SI. Thus, 
01= 4~v . (4.5) 
The constants Ck and nk in Equation 4.2 may be taken as 16 and 1, respectively, for 
laminar flow and as 0.046 and 0.2, respectively, for turbulent flow. Turbulent flow is typically 
assumed for Rek> 2300. 
4.1.2 Interfacial Shear Stress 
We detemrine the interfacial shear stress using a friction-factor approach of the form 
(4.6) 
where fi is the interfacial friction factor and p is the density of the faster moving phase usually the 
vapor. The use of Equation 4.6 is suggested by Brauner and Maron (1992). 
In Chapter 3, we noted that the vapor flow over the liquid-vapor interface can produce 
waves. The existence of waves at the interface makes the interfacial momentum transport different 
from momentum transport at the tube wall. Thus, it is known that if the vapor-wall friction factor 
fv calculated from Equation 4.2 is used also at the interface, then a much lower pressure drop is 
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predicted compared to observations. The possibility of modeling the waviness of the interface as a 
sand-roughness has also been examined. The rationale behind this method is that, since the liquid 
fIlm is driven by the vapor shear and moves much slower than the vapor, it almost acts like a 
stationary wall as far astht vapor is concerned. It is found, however, that such sand-roughness 
models predict a much smaller pressure drop than is measured. Figure 4.1 adapted from 
Groenwald and Kroger (1995) illustrates the nature of the difference between measured interface 
friction factors fiw for wavy-annular flows and predictions from single-phase models for the gas 
vapor Reynolds number, Rev 
Figure 4.1 Typical trends in the variation of observed interfacial friction 
factor fiw for wavy annular flow compared to typical predictions of 
friction factor fv from models that assume that the liquid surface 
acts like a solid wall. 
In Figure 4.1, it should be noted that the deviation from the single-phase, sand-roughness model 
becomes significant only for gas Reynolds numbers greater than a certain value. This trend has 
suggested that the increase in friction factor at the interface is associated with the formation of 
waves since the generation of waves also becomes significant only above a certain shear-rate 
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imposed by the gas flow on the liquid surface. The generation and subsequent decay of waves is a 
dissipative mechanism that may act as a momentum sink for the vapor and therefore show up as 
increased pressure drop. Some evidence for this mechanism was provided by Andritsos and 
-. 
Hanratty (1987) by correlating the increase in friction factor with the height of interfacial waves in 
stratified air-water flow. Figure 4.2 shows a plot of friction factor enhancement (fiw/fv - 1) 
against nondimensional wave amplitude Ab{),. as reported by Andritsos and Hanratty. Here, Ah 
and A. denote the measured wave height and the dominant wavelength, respectively. The data 
shown in Figure 4.2 are for tubes of two different diameters and for liquids of several different 
viscosities. 
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Figure 4.2 The results of Andritsos and Hanratty (1987) showing the 
correlation between interfacial friction factor with 
nondimensional wave amplitude. 
In order to use any correlation of fiw/fv - 1 with Ab{),., it is essential to measure or predict 
the ratio Ah/A.. A convenient alternative is to postulate, after Andritsos and Hanratty, that the ratio 
AhA has the following nondimensional functional dependence 
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All = p(.!2., v vs J, 
A. D Vvs,t 
(4.7) 
where P( ) denotes a functional dependence, D is the diameter of the tube, hi is the height of the 
liquid film, Vvs is the superficial velocity of the vapor, and Vvs,t is the minimum or threshold 
superficial vapor velocity required to generate waves. Andritsos and Hanratty proposed the 
following correlation 
for Vvs ~ Vvs,t (4.8) 
and 
f iw = 1 + 15 (.!2.)O.5( V vs -IJ 
fv D Vvs,t 
for Vvs > Vvs,t. (4.9) 
The value of V vS,t is relatively easy to determine by experiment for any liquid-vapor combination. 
Andritsos and Hanratty provide a formula for V vS,t for air flowing over water. 
To this point, our discussion on interfacial friction factors has been for systems in which 
mass transfer is absent. In a typical in-tube condensation model, a logical question that arises is 
''How does condensation affect the interface friction factor?" Groenwald and KrOger (1995) tried 
to answer this question by looking at pressure drop data in tubes with suction at the wall. They 
suggested that the condensation of vapor onto the liquid film on the wall is a similar process to 
vapor suction through the walls of a tube in single-phase flow. Starting from the two-dimensional 
momentum conservation equation for the turbulent boundary-layer on the vapor side of the 
interface and using a mixing length model to obtain the eddy-viscosity, they obtained an equation 
for the axial velocity profile in the boundary layer. They found that the velocity profile was 
significantly affected by the value assumed for the suction velocity at the interface. Using the 
calculated velocity profile, they showed that the interfacial shear stress is higher when there is a 
suction at the interface. Groenwald and KrOger presented their results in the form 
f· I: = P (Rev, Rec) (4.10) 
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where fic is the interfacial friction factor with condensation (or suction), fv is the single-phase, 
vapor-wall friction factor determined from Equation 4.2, Rev is the vapor Reynolds number 
defined by Equation 4.3 a,nd Rec is the suction (or condensation) Reynolds number which is 
defined as 
V· D Rec == Vl.n v 
Vv 
(4.11) 
In Equation 4.11, Dv is the hydraulic diameter of the vaporl as defmed in Equation 4.4. V vi,n is 
the suction velocity which is equal to the normal velocity of the vapor phase at the interface. 
The results of Groenwald and KrOger (1995) are presented in Figure 4.3 in the same 
format as Equation 4.10 above. Groenwald and KrOger curve fit these results and obtain 
fic _ C + C2 
fv - 1 Rev' (4.12) 
where C1 and C2 are independent of Rev but depend on Rec as given below. 
C1 = 1.0046 + 1. 719 X 10-3 Rec - 9.7746 X 10-6 Re~ (4.13) 
and 
C2 =74.3115+24.2891Rec+1.8515Re~ . (4.14) 
Groenwald and KrOger state that these results are valid for Rec S 40. 
It is worth noting at this point that the friction-factor correlation of Andritsos and Hanratty 
embodied in Equations 4.8 and 4.9 includes wave effects but not condensation effects. On the 
other hand the correlation of Groenwald and Kroger embodied in Equation 4.12 takes 
condensation into account but not wave dissipation. If it is assumed that these effects (waves and 
condensation) are not strongly coupled, then it may be appropriate to write the total interface 
friction factor as 
(4.15) 
where fv is subtracted because it is already accounted for in both fiw and fico 
1 Groenwald and Kr6ger (1995) actually used the diameter of the tube. However. since they consider condensation at the 
interface as analogous to suction at a tube wall, we propose that the hydraulic diameter of the vapor flow be used. 
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Figure 4.3 Variation of interfacial friction factor with vapor Reynolds: number, 
as calculated by Groenwald and Kroger (1995). The symbols 
indicate numerical solution and the lines indicate the correlation 
presented in Equation 4.12. 
Another noteworthy point is that the use of Groenwald and Kroger's correlation requires a 
value for the condensation Reynolds number Rec which is defined by Equation 4.11. The velocity 
V vi,n is effectively a volumetric condensation flux, and therefore couples the momentum transfer 
process with the mass transfer process at the interface which we consider in Section 4.3. 
4.1.3 Velocity-profile Shape Factors and Interfacial Velocity 
The velocity profile in a phase is detennined by momentum transport processes within the 
phase and velocity boundary conditions applied at the phase boundaries. To obtain some 
information about the velocity-profile shape factors and the interfacial velocity, we make use of a 
simplified analysis of a combined Couette-Poiseuille flow. Figure 4.4 shows a single phase 
flowing between two parallel plates. The upper plate is a replacement for the interface in our 
simplified analysis and moves at the velocity of the interface Wi. A favorable pressure gradient 
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-dP/dz exists uniformly in the phase. The y coordinate for this analysis is defined as nonna! to the 
wall and equal to zero at the center of the layer. 
velocity 
profile 
Figure 4.4 Combined Couette-Poiseuille flow. 
White (1991) provides the non-dimensional velocity profile for combined Couette-
Poiseuille flows as 
(4.16) 
where 
(4.17) 
Integration of Equation 4.16 provides the following functional forms for the velocity-
profJle shape factors. 
f - 12 (5 + 10 r + 8 r2) 
2 - 5 (3 + 4r)2 (4.18) 
and 
f = 54(35 + 84r + 112r2 + 64r3) 
3 35 (3 + 4 r)3 . (4.19) 
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Figure 4.5 shows plots of f2 and 13 against r. We note that the factor r increases as the viscosity 
of the fluid decreases. Thus, from Figure 4.5, we find that for fluids of low viscosity the velocity 
proflle shape factors approach the asymptotic values h = 1.2 and 13 = 1.5. 
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Figure 4.5 Variation of velocity-profile shape factors with the parameter r, 
which depends inversely with the fluid viscosity. 
The Couette-Poiseuille analysis presented above is simplistic in two ways. First, it 
assumes that the phase flows between flat plates. The asymptotic values of f2 and 13 are slightly 
larger for laminar sheared layers between concentric cylinders. Second, the flow is assumed to be 
laminar. The effect of turbulence is to make momentum transfer more effective within a sheared 
layer, and this makes the velocity proflles flatter. Consequently, shape factors for a turbulent 
phase are closer to 1. In most two-phase flow situations, the vapor flow is turbulent in which case 
we suggest that both shape factors (f2v and hv) be taken equal to 1. The liquid film may be 
laminar, in which case the asymptotic values f21 = 1.2 and 131 = 1.5 may be used 
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A simple model for the interfacial velocity is obtained by applying the velocity profile 
embodied in Equation 4.16 to each phase and then matching the velocity at the interface. If the 
velocity profile for each phase is integrated, one obtains for the area-averaged velocity 
Wk = 1. +~rk 
Wi 2 3 (4.20) 
where k denotes the phase. The value of r k is found by applying Equation 4.17 to each phase. 
Thus, 
2 
rk = (_dP) hk 
dz 8J.1kW i . 
(4.21) 
In Equation 4.21, we note that the same value of pressure gradient and interfacial velocity has been 
assumed for both phases. Equations 4.20 and 4.21 can be solved simultaneously for the two 
phases to yield the interfacial velocity. Thus, 
Wi = 2 (4.22) 
Equation 4.22 was derived from a Couette-Poiseuille flow between parallel flat plates. In an actual 
two-phase flow, the layer thicknesses hI and hv may not have clearly defined meanings. We 
therefore suggest that the hydraulic diameters Dv and DI defmed by Equations 4.4 and 4.5 may be 
used in Equation 4.22 instead of hv and h},respectively. Although this method is crude, it may 
provide a reasonable estimate of the interfacial velocity. 
4.2 Heat Transfer Mechanisms and Modeling 
The goal for modeling heat transfer processes is to detennine the heat fluxes at the wall 
(qvw and qIw), the heat fluxes at the interface (qvi and qIi ), the interfacial temperature Tj, the 
velocity-temperature profile shape factor for liquid fll and the velocity-temperature profile shape 
factor for vapor flv. These quantities are defmed in Chapter 2. 
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4.2.1 Wall Heat Fluxes 
Heat fluxes at the wall may be detennined using an approach based on a single-phase heat 
transfer coefficient. Figure 4.6 shows the typical temperature proflle and a schematic of the heat 
transfer processes between a phase k (where k=l implies liquid and k=v implies vapor) and a 
cooling medium on the outside of the tube. A convective heat transfer coefficient hkw exists 
between phase k and the tube wall. The tube wall has conductivity kw and offers a conduction 
resistance to heat transfer from phase k. The cooling medium on the outside of the tube is assumed 
to have a convective heat transfer coefficient hoo with the tube wall. We defme the external heat 
transfer coefficient Uoo as 
1 b 1 
----+ --Uext - kw hoo (4.23) 
where "b" is an effective tube wall thickness which accounts for the effect of curvature. If the tube 
wall is flat or the wall thickness is very small compared to the diameter of the tube then b is equal 
to the actual thickness of the wall. 
The heat flux Qkw is calculated as 
Qkw =(-h1 + u1 )(Tk- Too). kw ext (4.24) 
The heat transfer coefficient hoo depends on the method of cooling applied on the outside of 
the tube. Incropera and DeWitt (1990) provide methods for the calculation of hoo for different 
external-flow arrangements. 
The heat transfer coefficient between phase k and the wall is calculated as 
(4.25) 
where NUkw is the Nusselt number between phase k and the wall, kk is the thermal conductivity of 
phase k and DIe is the hydraulic diameter for the phase as defmed in Equations 4.4 and 4.5. 
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Figure 4.6 Heat transfer processes and temperature profiles relevant for 
determining the wall heat fluxes. 
Several equations for single-phase Nusselt number calculation are available for jully-
developed flow in circular-cross-section tubes. Below, we present some of these equations and 
then comment on their applicability for calculation of Nusselt numbers between each phase and the 
wall in a two-fluid model. We denote Nusselt numbers for fully developed flow in circular-cross-
section tubes by the symbol NUfd,c. 
For a given set of thermal boundary conditions, the Nusselt number depends on the 
Reynolds number and the Prandtl number. Thus, 
NUfd,c = P(Re, Pr) (4.26) 
where the Reynolds number is calculated using the diameter of the circular tube as the length scale. 
For fully developed laminar flow, the dependence on Re and Pr can be neglected if axial 
conduction is ignored, and Incropera. and DeWitt (1990) show that the Nusselt number is then just 
a constant depending on the boundary conditions. Thus, 
NUfd,c = 3.66 constant wall temperature (4.27) 
and 
NUfd,c = 4.36 constant wall heat flux (4.28) 
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A wide variety of correlations are available for the calculation of Nusselt numbers for fully-
developed turbulent flows, and several of these are reviewed by Heun (1995). Here, we present a 
typical equation, known as the Dittus-Boelter Equation 
NUfd,c = 0.023 Re4/5 PfD. (4.29) 
Equation 4.29 is valid for 0.7 ~ Pr ~ 160 and Re ~ 10,000 with n = 0.4 when the wall is hotter 
than the fluid, and n = 0.3 when the wall is colder than the fluid. Heun (1995) and Bhatti and 
Shah (1987) report that turbulent-flow heat transfer shows little dependence on thermal boundary 
conditions. 
More sophisticated correlations, and correlations applicable for other Reynolds number 
ranges and fluid properties may be found in Heun (1995). 
We now propose that the Nusselt number between a phase k and the tube wall in a two-
phase flow may be calculated from Nusselt number equations for single-phase, fully-developed 
flow in circular-cross-section tubes; i.e. 
NUkw = P(Ret, Pr) (4.30) 
where the functional dependence P() is the same as in Equation 4.26. The length scale for the 
phase-k Reynolds number Ret is the phase hydraulic diameter defined in Equations 4.4 and 4.5. 
A few precautions must be observed in applying fully-developed, circular-cross-section 
Nusselt numbers to individual phases in a two-phase flow. Firstly, the phases in a two-phase flow 
may not be thermally fully-developed, especially if mass transfer takes place. Secondly, it is 
known that the Nusselt number in single-phase flow depends on the shape of the cross section. 
Thirdly, constant wall temperature and constant wall heat flux conditions are usually not obtained 
in practice. This is very likely the case for the two-phase flow in a typical air-cooled condenser 
tube. However, we note that turbulent-flow heat transfer is nearly independent of thermal 
boundary conditions. 
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4.2.2 Interfacial Heat Fluxes 
The heat flux from the vapor to the interface is not equal to the heat flux from the interface 
to the liquid when phase change is occurring. The two heat fluxes are related by the jump 
condition embodied in Equation 2.72 according to which, the heat flux received by the liquid is 
equal to the sum of the sensible heat flux released by the vapor plus the latent heat due to phase 
change. This relationship is illustrated in Figure 4.7. 
l/hvi 
'Yv (~- it) 
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Figure 4.7 Heat transfer processes at the interface. 
In Section 4.1.2, we noted that momentum transfer mechanisms at the interface differed 
fundamentally from those at the wall due to the occurrence of waves. At the present time, no 
analogous effect of waves on heat transfer mechanisms at the interface is known. However, 
Murata et al. (1992) have proposed that eddy-like, convective motions in the liquid film close to the 
interface may have a significant role in determining interfacial heat transfer. The mechanism 
proposed by Murata et al. is an extension of the surface-renewal theory which is usually applied to 
determine absorption of gases by turbulent liquid ftlms. 
In the present work, we ignore the effects mentioned above since they are not clearly 
established for heat transfer in liquid-vapor flows. We propose that the Nusselt number for heat 
transfer between phase k and the interface may be calculated as 
(4.31) 
where the functional dependence q:'() is the same as in Equation 4.26 and Ren is the Reynolds 
number based on the velocity relative to the interface. This Reynolds number is defined as 
91 
The heat transfer coefficient between phase k and the interface is calculated as 
The heat flux from the vapor into the interface is then given by 
qvi = hvi (Tv - Ti) 
and the heat flux from the interface to the liquid is given by 
qli = hli (Ti - TI) 
(4.32) 
(4.33) 
(4.34) 
(4.35) 
The use of Equations 4.34 and 4.35 requires the interfacial temperature Tj, which we discuss in 
Section 4.2.3 below. 
4.2.3 Temperature-profile Shape Factor and Interfacial Temperature 
The temperature-velocity profile shape factor was defined previously in Chapter 2 as 
<Wkik> 
ilk = <Wk> <ik> 
If the temperature profile is relatively flat, we get 
ilk'" 1. 
(4.36) 
(4.37) 
For convenience, we shall assume that Equation 4.37 holds. The assumption of a flat temperature 
profIle is more justifiable for thick layers in which the boundary layer is a small fraction of the 
layer thickness and also for turbulent flow. 
In condensing systems, the interfacial temperature must lie between the vapor and liquid 
temperatures since sensible heat flows from the vapor to the liquid. We assume that for 
condensation of a pure substance 
(4.38) 
4.3 Mass Transfer Mechanisms and Modeling 
Two different methods of calculating mass transfer at the interface are discussed below. 
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4.3.1 Kinetic Theory Approach 
The condensation process is essentially a single-component mass transfer process from the 
vapor to the liquid. Analogous to the diffusion process in two component mass-transfer, the 
., 
condensation process is governed by the diffusion of mass driven by density gradients. These 
density gradients are tightly packed in the thin region that is known as the interface2. A common 
idealization is to assume that changes in properties take place so sharply across the interface that 
they may be modeled as finite "jumps", or discontinuities. 
One of the models commonly proposed [see, for example, Carey (1992)] for calculation 
of the phase change flux at the interface is based on the kinetic theory of gases. Figure 4.8 
illustrates the usual situation that is modeled. The interface is assumed to be flat and surface 
tension effects are ignored. The liquid and vapor on either side of the interface have properties 
(Tli,Pli) and (Tvi,PvU, respectively, close to the interface. The interface itself is assumed to be an 
infInitesimally thin surface at temperature Ti. • The kinetic theory of gases is assumed to apply on 
either side of an imaginary surface 5 which is situated at the interface, but just inside the vapor 
region. The temperature discontinuity is assumed to exist across this imaginary surface 5, i. e., 
the temperatures Tvi and Ti are assumed to be unequal. If Tvi > Ti , then the kinetic theory 
suggests that more molecules will pass through the surface 5 towards the liquid than away from it. 
However, of the molecules that pass through the surface S, only a fraction cr condense and the rest 
are reflected back. The net condensation flux 1. is then given by 
v 
(4.39) 
where m is the molecular weight and !1{,is the universal gas constant. More sophisticated models 
for 'Yv based on the kinetic theory are also discussed by Carey (1992). All these formulations 
include a constant of the same nature as cr, which is known as the accommodation coefficient or 
the condensation coefficient. Measurements of the accommodation coefficient have been carried 
2 The interface is now generally believed to be a finite region of sharp property gradients, rather than a sharp 
discontinuity in properties. 
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out by various researchers [see for example, Finkelstein and Tamir (1976)]. However, a problem 
with the use of Equation 4.39 is that measurements of the condensation coefficient are usually 
known to vary significantly from one experiment to another. 
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Figure 4.8 Kinetic theory model of the condensation mass flux. 
4.3.2 Interfacial Heat Flux Approach 
In Section 4.2.2 we noted that the heat flux from the vapor to the interface is related to the 
heat flux from the interface to the liquid by the jump condition embodied in Equation 2.72. For 
convenience, we rewrite this jump condition below 
(4.40) 
If the kinetic theory approach described in Section 4.3.1 is used, then only one of the two 
interfacial heat fluxes must be calculated independently. In other words only one of Equations 
4.34 and 4.35 may be used if the kinetic theory approach is used to calculate the mass transfer rate. 
On the other hand, an alternative to the use of the kinetic theory approach is to use Equations 4.34 
arul4.35 to calculate heat fluxes and then employ Equation 4.40 to determine the mass flux 'Yv. We 
call this method of calculating the mass transfer the interfacial heat flux approach. 
It is interesting to note that some authors use the kinetic theory approach and the interfacial 
heat flux approach simultaneously to obtain a measure of the inte1jacial resistance to condensation. 
One is referred to Collier and Thome (1994) for calculations of this type. 
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4.4 Summary 
The proposed models for transport processes are collected in Table 4.1. In addition, we 
note that for condensing flows, additional calculations must be made to detennine the heat-transfer 
resistance of the cooling medium on the outside of the tube. Experimentation is recommended for 
detennining the threshold vapor velocity for wave generation V vS,t to be used in Equation 4.9 and 
the condensation coefficient cr to be used in Equation 4.35. 
Table 4.1 Transport Process Models 
PROCESS MODELED MODEL IMPORTANT 1ERMS EQUATIONS 
tkw Single-phase friction factor 4.1, 4.2 
momentum Enhanced single-phase friction factor 4.6, 4.8, 4.9, 4.12, transfer ti 4.15 
f2k' hk' Wi Combined Couette-Poiseuille flow 4.18, 4.19, 4.22 
qkw Single-phase heat transfer coefficient 4.24, 4.30 
heat transfer qki Single-phase heat transfer coefficient 4.31, 4.34, 4.35 
flk, Ti Flat temperature profile, Ti = Tsat (P) for 4.37, 4.38 
condensing system 
mass transfer 
'Yv Kinetic theory or interfacial heat flux 4.39 or 4.40 
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Chapter 5 
Computer Implementation and Typical Solutions 
A framework for the modeling of two-phase flows was developed in Chapter 2. The 
solution of the conservation equations requires modeling of the liquid-vapor distribution which is 
discussed in Chapter 3 and modeling of transport processes which is discussed in Chapter 4. In 
this chapter, we discuss the computer implementation of the two-fluid model developed in 
Chapters 2, 3 and 4 and illustrate the solution procedure by solving a condensing-flow problem. 
5.2 Computer Implementation 
The solution methodology for two-fluid equations is presented in Figure 2.5. The essential 
components of the methodology are the numerical solver for the conservation equations, models 
for the liquid-vapor distribution and models for transport processes. 
A computer program has been developed to implement the two-fluid model. Below, we 
briefly describe the main components of the program. 
The main program reads an input file to determine the inlet conditions, the tube dimensions 
and the step size !!.Z for the numerical integration. It also reads information regarding heat transfer 
conditions external to the tube such as the temperature of the cooling air and the external heat 
transfer coefficient Uext which is required for determining the wall heat fluxes. After reading the 
input file, the main program calls an ordinary differential equation solver (ODE solver) to integrate 
the conservation equations for mass, momentum and energy presented in Equation 2.54. The 
conservation equations are supplied to the ODE solver as a separate subroutine which we refer to 
as the equations subroutine. The equations subroutine assembles the left hand side of Equation 
2.54. It then calls the model subroutine to furnish the right hand side of Equation 2.54. The 
model subroutine contains models for the liquid-vapor distribution and transport processes. 
The ODE solver uses the equations subroutine to integrate the conservation equations over 
one step !!.Z in the axial direction and returns the conditions at the end of the step to the main 
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program. The main program then calls an output-generation subroutine that performs desired 
calculations and sends them to an output fIle. The main program then calls the ODE solver again to 
perform the next step of integration. This procedure is repeated until the outlet of the tube is 
reached. 
The main program, the equations subroutine, the model subroutine and the output-
generation subroutine make use of a property subroutine that supplies thermophysical properties of 
the liquid and vapor. 
5.3 Example: Condensing Flow 
We now consider an example of refrigerant R-134a flowing in a condenser tube. The flow 
passages in modem condensers may be as small as 1 mm in diameter [see, for example, the 
description ofmicrochannel condensers in Heun (1995)]. Thus, the configuration we assume is a 
horizontal, circular-cross-section tube of 1 mm diameter. 
We define the degree of subcooling for the liquid as 
ATI = Tsat(P) - TI 
and the degree of superheat of the vapor as 
ATv = Tv - Tsat(P). 
(5.1) 
(5.2) 
We assume the values assigned in Table 5.1 for inlet conditions. The liquid subcooling 
and vapor superheat are used to calculate the enthalpy of the liquid and vapor, respectively, at the 
inlet. 
Table 5.1 Inlet Conditions for the Condensing Flow Example 
WI Wv a P ATI ATv 
0.8 m/s 6.0 m/s 0.95 1.5 MPa 1.0·C 1.0·C 
Note that the inlet conditions assumed above are not the usual variables available to the 
designers of condensers. Nevertheless, we assume that the above conditions can be derived from 
whatever is known or designed for the state of the refrigerant at the inlet of the condenser. 
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For the liquid-vapor distribution model, we assume an annular flow in the absence of better 
information. This assumption may be reasonable if slugging does not occur since the wall-wetting 
affects of surface tension,. condensation and wave-spreading are more pronounced for tubes of 
small diameter. 
For transport process models, we incorporate the equations suggested in Table 4.1 with the 
following exceptions. 
(i) Calculation of the interfacial friction factor enhancement fJfv requires knowledge of the 
threshold velocity for wave generation Vvs,t used in Equation 4.9. In the absence of this 
knowledge, we simply assume an overall friction factor enhancement 
fJfv = 3.0. 
(ll) The velocity and temperature profile factors are all assumed to be equal to 1. Thus, 
/lk=/2k=i3k=l, 
where k = I implies the liquid phase and k=v implies the vapor phase. 
(iii) Calculation of the wall heat flux from Equation 4.24 requires a prior calculation of the 
overall external heat transfer coefficient Uexb which depends on the thickness and material 
of the tube wall as well as the method of cooling applied to the outside of the tube. Since 
the purpose of this example is illustrative, we avoid this computation and instead assume a 
constant tube-wall temperature 
Tw=47°C 
and calculate the wall heat flux as 
Qkw = hkw (Tkw - Tw). 
For the condensation rate, we use the interfacial heat flux method described in Section 
4.3.2 rather than the kinetic theory model described in Section 4.3.1 since reliable information 
about the interfacial temperature jump and the accommodation coefficient is not available. 
The computer code was run on an engineering workstation to solve for the values of Wit 
wv, a, P, il and iv along the length of the tube from the inlet to a distance of 0.6 m. Since it is 
easier to interpret results in terms of temperatures than enthalpies, property subroutines were used 
to combine enthalpy and pressure information to yield liquid and vapor temperatures. The results 
are shown in Figures 5.1 and 5.2. 
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Figure 5.1 shows the variation of thennodynamic properties of the liquid and vapor along 
the length of the tube. Figure 5.1(a) shows variation of liquid and vapor temperatures with axial 
distance. Figure 5.1(a) alSQ shows the wall temperature Tw and the saturation temperature Tsat 
", 
corresponding to the pressure at the axial position. The variation of pressure with axial distance is 
shown in Figure 5.1(b). 
Figure 5.2(a) shows the variation of area-averaged velocities of liquid and vapor with axial 
distance. Figure 5.2(b) shows the variation of void fraction with axial distance. Also shown in 
Figure 5.2(b) is the flow quality Xf defined as the ratio of vapor mass flow rate to total mass flow 
rate. The flow quality should not be confused with the thermodynamic quality x which applies to 
systems in thennodynamic equilibrium. As is evident from Figure 5.2(a), we do not assume 
thennodynamic equilibrium between the two phases. 
A few observations are now made about the results presented in Figures 5.1 and 5.2. In 
Figure 5.1(a), the saturation temperature drops with axial distance because the pressure drops. 
The liquid temperature drops due to heat transfer from the liquid film to the wall. Interestingly, the 
vapor temperature shows a sharp increase near the tube inlet and then decreases. After running 
several examples on the computer code, the following explanation appears to us to be the most 
likely cause of this behavior. 
In the matrix of equations shown in Equation 2.54, the sixth row represents the 
conservation of energy for the vapor phase. We note that the sign of div/dz may be positive if the 
right hand side of the sixth row is positive and sufficiently large. Thus, we arrive at a necessary 
condition for div/dz to be positive; namely, 
CO 1 2) 0 ~v - Iv +1!'v 5Wmv > . (5.3) 
We note that the flux gradients 5Wmv and ~v are nonnally negative for condensing flows. These 
flux gradient tenns can be expanded using Equations 2.55 and 2.78, and Equation 5.3 can then be 
rewritten as 
(5.4) 
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The terms on the right-hand side of Equation 5.4 are all positive for condensing flows. 
The interpretation of Equation 5.4 is that an increase in vapor temperature may result from 
either (a) a very high condensation flux 'Yv or (b) a large difference between the area-averaged 
energy of the vapor (iv +fw~) and the energy of the vapor at the interface (ivi + fw;). 
Physically, Equation 5.4 states that, when condensation takes place, it is possible that the 
temperature of the vapor phase may increase because the vapor that condenses has lower 
temperature than the bulk phase. This effect is analogous but opposite to the evaporative cooling 
of a liquid layer when high temperature material escapes from its surface. 
We note that despite the possibility of a condensation-induced heating of the vapor, the 
increase in temperature near the inlet as predicted by our model is unreasonably sharp. This 
indicates that our models for the condensation flux or for the interfacial properties may be in 
significant error. 
The variation of vapor velocity in Figure 5.2(a) also shows a small increase near the inlet. 
This increase in bulk vapor velocity may be due to the loss of low momentum vapor at the 
interface. 
The variation of void fraction with axial distance in Figure 5.2(b) shows a decrease because 
condensation is taking place. The decrease in flow quality is more rapid than the decrease in void 
fraction because the liquid is several times denser than the vapor. 
As a simple check for the reliability of the computer program, a plot of the total mass flow 
rate mlOt , the total momentum flow rate lPlOt and the total energy flow rate Etot with axial distance 
was made for the condensation example. These total flow quantities are defines as 
(5.5) 
(5.6) 
(5.7) 
where we have assumed that the velocity and temperature profile shape factors are to equal 1. 
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The total flow quantities in Figure 5.3 have been made dimensionless by dividing with the 
values at the inlet of the tube. It is seen that, as expected, the total mass flow rate remains constant 
with axial distance. The t()tal energy decreases as it should, since heat is lost from the tube. The 
-, 
total momentum decreases because the pressure gradient is not sufficient to counteract the 
momentum loss due to friction at the walls. 
1.1 
fn 
Q) 
- 1.0 ~ c: 
mass 
as 
::l 
c- 0.9 ~ 
energy 
0 ;: 
a; 0.8 
-0 
-fn 
fn 
~ 0.7 c: 
0 
·en 
c: 0.6 Q) 
E 
:e 
0.5 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 
axial distance (m) 
Figure 5.3 Variation of total (liquid + vapor) mass flow rate, momentum flow 
rate and energy flow rate with axial distance. 
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Chapter 6 
Conclusions and Recommendations 
In this chapter, we state the salient accomplishments of the present work and 
highlight issues that remain unresolved. We then make suggestions for further work in the 
area of modeling two-phase flows in horizontal tubes. 
6.1 Accomplishments 
• Two-fluid modeling equations were derived from the basic conservation laws. The 
modeling equations are in the fonn of six ODEs in the variables WJ, wv, a, P, i} 
and iv with respect to the axial coordinate z. The matrix fonn of these equations is 
presented in Equation 2.54, where all the tenns requiring models for the liquid-
vapor distribution and transport processes have been collected in the vector on the 
right hand side. The assumptions made in the derivation of Equation 2.54 are 
reported in Section 2.4. 
• Mechanistic models were proposed for prediction of the liquid-vapor distribution. 
It was proposed that the various phenomena that influence the liquid-vapor 
distribution can be viewed in a unified manner by determining the potential of each 
phenomenon as a cause for wetting of the tube wall. Based on this approach, 
several dimensionless groups relevant to the liquid-vapor distribution have been 
identified and these are presented in Table 3.1. 
• Models for the transport of momentum, energy and mass across phase boundaries 
were proposed. Shear stresses at the wall were modeled by a single-phase friction-
factor approach. It was proposed that the phenomenon of wave generation and 
decay is a dissipative mechanism that results in significantly higher shear stresses at 
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the interface. Furthennore, it was proposed that mass transfer processes also 
influence the interfacial friction factor significantly. A model for detennining 
velocity profile shape factors was proposed by analogy with combined Couette-
Poiseuille flows between flat plates. Heat fluxes at the wall and at the interface 
were modeled by a single-phase convective heat transfer coefficient approach. The 
use of heat transfer correlations for fully-developed, single-phase flows in round 
tubes was suggested. Two approaches were identified for modeling the mass 
transfer flux at the interface. The first approach is based on the kinetic theory and 
assumes a temperature or pressure jump at the interface. In the second approach, 
heat fluxes are calculated independently on the liquid and vapor sides of the 
interface and the difference is attributed to the latent heat of phase change. 
• The two-fluid model was implemented as a computer code and a condensing flow 
problem was solved as an example. The example suggested need for refinement in 
the mass transfer model and/or the modeling of the interfacial properties. 
6.2 Unresolved Issues 
• The two-fluid modeling equations developed in Chapter 2 assume a steady state. A 
time-averaged set of equations is more desirable since two-phase flows are 
inherently unsteady. 
• It is not presently clear if the two-fluid equations may be applied to situations in 
which the liquid flows partly as droplets dispersed in the vapor and partly as a fIlm 
on the wall. 
• Among the variety of mechanisms that cause wall wetting, criteria for determining 
the dominating mechanism(s) are not established. 
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• A correlation for determining the friction factor enhancement at the interface is 
presented in Equation 4.9 which requires a value for the threshold vapor velocity 
for generation of waves on a liquid-vapor interface. No general correlation is 
known for predicting this threshold velocity. 
• The applicability of single-phase, fully-developed, round-tube heat transfer 
correlations for the individual phases in a two-phase flow is not clearly established. 
• Interfacial heat transfer may be enhanced due to convective motions within the 
liquid layer as proposed by Murata et. al (1992). However, we have not included 
these effects since they are not clearly established. 
• The kinetic theory approach for determining the mass transfer rate at the interface 
requires knowledge of an interfacial temperature jump. No method is known for 
predicting this temperature jump. 
6.3 Suggestions for Further Research 
Suggestions for further research follow essentially from the unresolved issues 
noted above. 
• Determine the condition under which time-averaged, two-fluid equations differ 
significantly from steady-state equations. 
• Modify the two-fluid equations to accommodate a third, dispersed-liquid phase. 
• Establish the ranges of dimensionless groups in which different wall-wetting 
mechanisms dominate. This may require diagnostic experimentation. Two types of 
experiments are suggested: (a) flow visualization with different ranges of the 
dimensionless groups listed in Table 3.1 and (b) heat transfer and pressure drop 
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measurements with small changes in flow quality Xf over the length of the tube so 
as to determine the effect of particular flow regimes on the transport processes. 
• Refme the transport process models presented in Chapter 4. Comparison of the 
output of the computer code with results from diagnostic experiments may be 
helpful in determining which models require refinement. 
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