Structural Identification, Health Monitoring and Uncertainty Quantification under Incomplete Information with Minimal Requirements for Identifiability by Mukhopadhyay, Suparno
Structural Identification, Health Monitoring and
Uncertainty Quantification under Incomplete Information
with Minimal Requirements for Identifiability
Suparno Mukhopadhyay
Submitted in partial fulfillment of the
requirements for the degree
of Doctor of Philosophy







Structural Identification, Health Monitoring and Uncertainty Quantification
under Incomplete Information with Minimal Requirements for Identifiability
Suparno Mukhopadhyay
Structural identification is the inverse problem of estimating the physical parameters, e.g. element
masses and stiffnesses, of a model representing a structural system, using response measurements
obtained from the actual structure subjected to operational or well-defined experimental excitations.
It is one of the principal focal areas of modal testing and structural health monitoring, with the iden-
tified model finding a wide variety of applications, from obtaining reliable response predictions to
timely detection of structural damage (location and severity) and consequent planning and validat-
ing of maintenance/retrofitting operations. However, incomplete instrumentation of the monitored
system and ambient vibration testing generally result in spatially incomplete and arbitrarily normal-
ized measured modal information, often making the inverse problem ill-conditioned and resulting
in non-unique identification results. The problem of parameter identifiability addresses the question
of whether or not a parameter set of interest can be identified from the available information. The
identifiability of any parameter set of interest depends on the number and location of sensors on the
monitored system.
In this dissertation we study the identifiability of the mass and stiffness parameters of shear-type
systems, including 3-dimensional laterally-torsionally coupled rigid floor systems, with incomplete
instrumentation, simultaneous to the development of algorithms to identify the complete mass and
stiffness matrices of such systems. Both input-output and output-only situations are considered, and
mode shape expansion and mass normalization approaches are developed to obtain the complete mass
normalized mode shape matrix, starting from the incomplete modal parameters identified using any
suitable experimental or operational modal analysis technique. Methods are discussed to decide ac-
tuator/sensor locations on the structure which will ensure identifiability of the mass and stiffness
parameters. Several possible minimal and near-minimal instrumentation set-ups are also identified.
The minimal a priori information necessary in output-only situations is determined, and different
scenario of available a priori information are considered. Additionally, tests for identifiability are
discussed for both pre- and post-experiment applications. The different theoretical discussions are
illustrated using numerical simulations and experimental data. It is shown that the proposed identi-
fication algorithms are able to obtain reliably accurate physical parameter estimates even under the
constraints of minimal instrumentation, minimal a priori information, and unmeasured input. The
different actuator/sensor placement rules and identifiability tests are useful for both experiment de-
sign purposes, to determine the necessary number and location of sensors, as well as in identifying
possibilities of multiple solutions post-experiment. The parameter identification methods are applied
for structural health monitoring using experimental data, and an approach is discussed for proba-
bilistic characterization of structural damage location and severity. A perturbation based uncertainty
propagation approach is also discussed for the identification of the distributions of mass and stiffness
parameters, reflecting the variability in the test structure, using very limited measured and a priori
information.
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CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
The use of representative finite element (FE) models forms an integral part of present day engineering
analysis and design. While these models aim to predict the behavior of actual systems, inherent
modeling assumptions may often cast doubts on the reliability of such predictions. Furthermore, an
initial system may change with time: gradually due to aging effects, periodically due to diurnal or
seasonal loading and environmental variations, and even suddenly due to changes incurred during
extreme events. It is thus often desirable, and even necessary, to update the initial model or to create
a new one to represent the current condition of the system.
Current research trends in vibration based structural identification and health monitoring (SHM)
show a sustained effort in developing algorithms to solve the inverse problem of identifying the pa-
rameters of an assumed analytical model of a true physical system, so that the identified model mimics
the real structure in terms of some response quantities (e.g. the measured response from the actual
structure subjected to operational or well-defined experimental excitations, or some derivatives of it,
like extracted modal parameters). Such an experimentally identified model may be assumed to rep-
resent the structure in its current state, and can be used for response prediction, reliability analysis,
etc., as well as in timely detection of structural damage/deterioration and the consequent planning
and validation of retrofitting operations.
Model identification techniques usually involve the solution of some nonlinear optimization prob-
lem(s), which can efficiently identify (optimize) only a limited number of model parameters, hence
requiring a considerable amount of dependence on the a priori analytical model. Moreover, such
techniques usually work on the premise that “sufficient” information is available for a successful
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identification. In situations where the representative model may not be very reliable, leading to an
increase in the number of unknown parameters, and/or in situations of incomplete information often
encountered in practice, the inverse problem may become ill-conditioned, and the parameter set of
interest globally/locally unidentifiable, resulting in multiple physically admissible solutions to the
inverse identification problem [1–6]. It is thus important to quantify what constitutes “sufficient” in-
formation in a given situation, and what should be measured and what should be (assumed) known a
priori, so that an identification algorithm may converge to a unique identified system.
In practice it is usually not feasible to instrument the monitored system at all the degrees of
freedom (DOFs) defining the model. This situation of incomplete instrumentation results in “spatial
incompleteness” [7] in modal information, with the mode shape estimates extracted from any exper-
imental data being initially available only at the measured DOFs. In such cases, either an expansion
of these incomplete mode shapes from the observed to the unobserved DOFs [8, 9], or a reduction of
the model to the instrumented DOFs [9–11] may emerge as a prerequisite to the physical parameter
identification step. Limitations in controllability and/or observability of the monitored system may
result in the identification of a reduced number of modes from the experimental data compared to
the analytical model, leading to a second type of incompleteness, “modal incompleteness” [7], in
modal information. Moreover, in many cases of vibration based health monitoring, it is not feasi-
ble to perform an experimental modal analysis consisting of planned forced vibration experiments.
Instead, one has to perform the identification using ambient vibration response data, under normal
operational conditions of the structure, i.e. operational modal analysis. In these situations, often re-
ferred to as output-only situations, the information of the applied input force data is not available, and
determining the correct mass scaling (normalization) of the identified mode shapes becomes an issue.
While extensive treatment of these issues is by no means trivial, their complete dismissal may lead to
ill-conditioning, solution non-uniqueness, and consequent invalidation of the results.
Studies on identifiability generally deal with the situation of spatial incompleteness, investigating
whether a given set of input-output data allows a locally/globally unique identification of a parameter
set of interest. There have been some attempts to develop generalized tests for identifiability appli-
cable to any model class [2, 6, 12]; such tests do not exploit the specific properties of any particular
model class, and hence, while having the advantage of applicability over a wide range of model types,
they usually tend to be complex and computationally expensive, especially for larger dimensional sys-
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tems. Alternatively, the question of identifiability may be addressed for any particular model class,
enabling the explicit use of the properties of that class. Such an approach will have the advantage
of straightforward applicability to any system, irrespective of its size, belonging to the model class
considered.
The class of shear type systems finds a wide range of applications, modeling structures like “tall
buildings, turbine blades and airplane wings” [13], and has thus gained considerable attention in
structural identification/health monitoring (see, e.g., [13–16] for efforts solely concerning models
belonging to this class, in addition to many other studies considering example applications on such
systems). Naturally the identifiability of such systems under various loading scenarios has garnered
attention as well [1, 3, 17–20]. It is important to note that these different efforts, although concern-
ing the same model class of shear-type systems, have several situation vis-à-vis necessary a priori
information specific distinctions, besides formulating the identifiability problem differently: (i) while
Franco et al. [3] studies the identifiability problem when the force is applied through a single actu-
ator at some point on the superstructure, Udwadia and his co-workers [1, 17] and Katafygiotis and
Beck [18] deal with base excitation inputs; (ii) while Franco et al. [3] does not require any a priori
knowledge of the system’s physical parameters, Udwadia and his co-workers [1, 17], Katafygiotis
and Beck [18] and Gladwell [19, 20] require various amounts of knowledge of the system’s mass;
(iii) while Franco et al. [3] identifies multiple possible instrumentation setups which guarantee global
identifiability, in the studies by Udwadia and his co-workers [1, 17] a single such setup is identified.
While the above studies identify certain instrumentation set-ups which guarantee unique solu-
tions, there is still a need to investigate the issue of uniqueness for more general experimental set-ups,
catering e.g. to situations with multiple actuators, in order to have alternative experiment designs.
Furthermore, while the above studies provide answers to the question of minimal instrumentation,
there still exists a need to develop and validate robust methods for unique mode shape expansion and
consequent parametric identification using input-output data from prescribed minimal instrumenta-
tion set-ups. As Franco et al. [3] clearly states: “...satisfying global identifiability does not mean that
the unique solution is found. Indeed, to find this solution it is usually necessary to solve a nonlinear
optimization problem that can be quite complex...”, and illustrates the complexity one will encounter
using a 3-DOF system at the end of their paper. Finally, most of the literature on identifiability address
the situation of known inputs. However, as stated before, in many situations of structural/mechanical
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testing, it may be only feasible, or at least preferable, to work with output-only data, necessitating an
investigation of the identifiability problem for such situations as well.
Resolution of some of the aforementioned issues is the primary objective of this thesis. In par-
ticular we investigate the problem of structural identification and identifiability of shear-type systems
in various situations: Chapter 2 investigates the global identifiability of shear-type systems for the
situation of known forces applied through actuators, considering more general setups than Franco et
al. [3], including multiple-input multi-output situations. Chapter 3 addresses the situation where the
system is subjected to measured/unmeasured base excitation; the developments in this chapter can be
directly applied to any general output-only situation as well. In Chapter 4, the output-only situation
is revisited, with an approach alternative to that presented in Chapter 3; moreover, while Chapter 3
considers only the question of global identifiability, Chapter 4 also addresses the question of local
identifiability, i.e. when there may be multiple solutions to the inverse problem, but such solutions
will be locally isolated. While Chapter 4 is primarily developed for output-only situations, the ap-
proach can also be applied in input-output situations, e.g. when the structure is excited by known
applied forces from actuators. Finally, while Chapter 3 also explicitly considers 3-dimensional (3-D),
possibly laterally-torsionally coupled, rigid floor building systems, Chapters 2 and 4 only consider
1-dimensional systems; however the developments in these chapters may be easily extended/applied
to 3-dimensional systems.
In all the chapters, the identifiability question is investigated simultaneous to the development of
algorithms to identify the complete M and K matrices of the system, given the realistic constraints
of spatial incompleteness in modal information due to incomplete instrumentation. The measured
responses are however assumed to be sufficiently rich, as in other studies on identifiability, so as
to allow the identification of all the structural modes, viz. the natural frequencies, damping ratios
and non-mass normalized mode shape components at the sensor locations, using any suitable exper-
imental/operational modal analysis technique. While the assumption of richness of data enabling
the identification of a complete set of modal parameters at the sensor locations may not always be
practically realizable, leading to modal incompleteness, one can take recourse, in such a situation
with not-so-rich data, to the suggestion by Gladwell [19]: “in principle one may augment that experi-
mentally determined spectral data with the calculated higher spectral data corresponding to the FEM
model”. This principle of mode-mixing, i.e. complementing the experimentally identified modes with
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the unidentified modes calculated from an analytical FE model of the system, has also been adopted
in several other studies [7]. As will be evident later, the developments in Chapter 4 may be used
to address situations when not all the modes are identified at every instrumented DOF. However, as
shown with an example by Chatzis et al. [6], even with complete instrumentation of the system, if a
mode is not identified at any DOF, then the system may be unidentifiable; hence, even if not all the
modes are identified at every instrumented DOF, every mode must be identified (or assumed using
mode-mixing) at at least one of the instrumented DOFs.
The proposed identification algorithms obtain the mass and stiffness matrices of the system us-
ing the well-known modal orthogonality relations. The pre-requisite for using these orthogonality
relations is the availability of the complete mass normalized mode shape matrix V, which is unavail-
able owing to incomplete instrumentation of the system. Moreover, in output-only/base excitation
situations, even complete instrumentation will not enable a unique solution to the inverse problem;
a priori knowledge of the value of some of the system’s parameters will be necessary. Insufficient
measured and/or available a priori information will lead to unidentifiability of the complete V, and
hence unidentifiability of the mass and stiffness parameters. Thus the identifiability question: “Is
there sufficient information, assumed and/or measured, available for a unique estimation of M and
K?”, may be investigated as the equivalent question: “Is there sufficient information, assumed and/or
measured, available for a unique estimation of V?”. In the proposed identification approaches, mode
shape normalization and expansion procedures are developed for various situations. These mode
shape normalization and expansion approaches incorporate the structural topology information of
the physical system in terms of its modal parameters, except the normalization approach discussed
in Chapter 2 for known input forces; the input-output balance normalization in Chapter 2 does not
utilize any structural topology information, and is hence not limited to shear-type systems, but is ap-
plicable to any linear classically damped system. Since not all instrumentation set-ups and available
a priori information about the system’s physical parameters may give a unique normalization and/or
expansion of the mode shapes, the following issues are investigated: (a) what the minimum necessary
a priori information is, (b) what the minimum number of instrumented DOFs, given certain available
a priori information, should be, and (c) how to determine which should be the instrumented DOFs,
for a unique estimation of the complete mass normalized mode shape matrix? Thus, in the process of
developing the identification methodologies catered to various situations, the present study also pro-
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vides a technique to determine a wide set of instrumentation set-ups guaranteeing unique solutions to
the inverse problem. As will be evident, the proposed identification and instrumentation set-up deter-
mination approaches in Chapters 2 and 3 mainly involve solutions of linear systems of equations, and
hence have the advantage of straightforward implementation. Although the methodology presented
in Chapter 4 involves solving a nonlinear system of equations, even then the implementation is rea-
sonably straightforward, since the involved equations are at most quadratic in the unknowns, and the
Jacobian can be analytically written.
The different tests for identifiability and/or rules for instrumentation assuring identifiability are
illustrated in the different chapters for experiment designs in various situations. The performance of
the identification approaches are discussed at the end of each chapter via numerical simulations as
well as using experimental data, considering different situations of possible structural instrumentation
and available a priori information.
The applicability of the different identification approaches to structural health monitoring and
uncertainty quantification problems are examined, using some preliminary results, in Chapters 5 and
6. The identification approaches of Chapters 2 and 3 are applied for structural health monitoring
purposes using experimental data in Chapter 5, and a method is discussed to characterize the damage
location and severity in a probabilistic sense. In Chapter 6, perturbation based forward uncertainty
propagation is used to extend the identification method of Chapter 4 into a probabilistic framework,
so as to provide probabilistic descriptions of the estimated mass and stiffness parameters, accounting
also for test structure variability.
The thesis ends with four appendices. Appendix A provides a method to determine the centers
of mass and lumped mass parameters (floor masses and mass moments of inertia) of all instrumented
floors in rigid floor building using an actuator-driven forced vibration test with the input-output bal-
ance developed in Chapter 2; it also provides an application of the structural identification method,
developed in Chapter 2 for 1-D shear–type systems, to 3-D rigid floor laterally-torsionally coupled
shear–buildings, using the minimal permissible instrumentation. Appendix B contains the proofs of
some statements made in Chapters 3 and 4. Appendix C provides two pseudo-codes for analytically
constructing the Jacobian matrix and another similar matrix necessary in Chapters 4 and 6. Finally,
Appendix D investigates, for general linear classically damped dynamic systems, how random errors
between identified and “true” mode shapes propagate to the Modal Assurance Criterion (MAC) [21]
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and the Coordinate Modal Assurance Criterion (COMAC) [22] values, as well as to the estimated
flexibility matrix. Comparison of the statistics of these propagated errors identifies the inconsistency
between the magnitude of errors in MAC/COMAC vs. the identified flexibility matrix. Two new
indices, the Flexibility Proportional Modal Assurance Criterion (FPMAC) and the Flexibility Propor-
tional Coordinate Modal Assurance Criterion (FPCOMAC), are also proposed, which try to mimic
the expected error in the estimated flexibility matrix. The use of these indices for structural damage
detection and localization has been considered in Chapter 5 of this thesis, and also within a statistical
pattern recognition framework by Balsamo et al. [23] where the FPCOMACs are used as damage
sensitive features.
CHAPTER 2. STRUCTURAL IDENTIFICATION USING INPUT-OUTPUT DATA: MINIMAL






This chapter attempts to develop a simple methodology, based on solutions of linear systems of equa-
tions, for the identification of the mass and stiffness parameters of damped shear-type structural sys-
tems using input-output measurements, solving the inverse problem under the realistic constraints of
incomplete instrumentation. The proposed algorithm obtains the mass, M, and stiffness, K, matri-
ces of the system using the well-known modal orthogonality relations. The pre-requisite for using
these orthogonality relations is the availability of the complete mass normalized mode shape ma-
trix V: once one or more rows of V are identified from the measurements, the remaining, hitherto
unknown, rows are obtained by expanding the incomplete mass normalized mode shapes from the
observed to the unobserved DOFs. Since not all instrumentation set-ups may give a unique expansion
of the mode shapes, it is necessary at this point to also address the following questions: (1) what is
1This chapter is almost entirely from an article co-authored with Profs. Raimondo Betti and Hilmi Lus in Mechanical
Systems and Signal Processing [4]. The experimental application was presented in the 6th World Conference on Structural
Control and Monitoring, Barcelona, 2014 [24].
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the minimum number of instrumented DOFs, and (2) which should be the instrumented DOFs, for
a unique estimation of the unmeasured rows of V? To this end, a set of statements which address
this uniqueness issue are discussed to determine whether the a priori knowledge of a certain set of
rows of V will guarantee that the other rows can be uniquely determined. As will be self-evident, the
approach employed to address the problem of global identifiability for shear-type systems can itself
be interpreted as a procedure to uniquely obtain the unmeasured rows of V from the measured rows.
Since the mass normalized mode shape components at the sensor locations are required in the algo-
rithm, an input-output balance approach to identify these components of V is also developed. Several
possible minimal and near-minimal instrumentation set-ups which guarantee a unique estimation of
the unmeasured mode shape components from the measured components are identified for various
experimental designs. It is worthwhile to note that, while the proposed input-output balance method
yields the mass normalized mode shape components at any instrumented (sensor and/or actuator) lo-
cation, not all such instrumentation set-ups will guarantee a unique expansion of V. Furthermore,
while the proposed input-output balance approach can be applied to other class of systems as well,
the mode shape expansion itself is tailored exclusively for the class of shear-type systems, although
it may be possible to expand the idea to include other systems. The natural frequencies and modal
damping ratios of the system, necessary in the approach proposed herein, may be obtained using
various modal analysis techniques; the Eigensystem Realization Algorithm Observer/ Kalman filter
Identification (ERA-OKID) approach [25–27] is adopted here for this purpose. The performance of
the proposed solution is discussed via numerical simulations of forced vibration testing of a 7-DOF
shear-type structure for different actuator-sensor placement scenarios. The robustness of the proposed
method to the inevitable presence of measurement noise is also evaluated in the numerical simula-
tions. The method is then applied to experimental data from a 3 storied 1-D frame model, tested in
the Los Alamos National Laboratory. Although this frame is 3 storied, the model is 4-DOF, since the
frame is not fixed at the base (free-free system instead of shear-type), and thus includes a rigid body
translation mode.
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2.1 Problem Statement
Suppose we have an N -DOF classically damped shear-type system; with D denoting the set, with
N elements, of all DOFs; S denoting the set, with Ns elements, of DOFs that are instrumented by
accelerometers with which the response of the system is measured; and A denoting the set, with
Na elements, of DOFs at which there are actuators that excite the system with known inputs. The
experimental setup considered here is such that S ⊆ D (Ns ≤ N ) and A ⊆ D (Na ≤ N ). Our
objectives are (i) to develop a methodology for the identification of the mass, M, and the stiffness,
K, matrices of the system, and consequently the element masses and stiffnesses, using measured
input-output data, and (ii) to identify different minimal and near-minimal instrumentation set-ups that









k1 + k2 −k2 0
−k2 k2 + k3 −k3
. . . . . . . . .





where mi and ki are the ith lumped/floor mass and the ith spring/story stiffness, respectively. These
matrices are related with the systems eigenvalues and mode shapes through the generalized eigenvalue
problem
KV = MVΛ (2.2)
where Λ and V are the eigenvalue and mode shape matrices, i.e.
Λ = diag
(






2, · · · , ω2N
)












v1,1 v1,2 · · · v1,N









Here, λj , ωj and the column vector vj denote the jth modal eigenvalue, frequency and mode shape,
respectively, while vi,j denotes the component corresponding to the ith physical coordinate/DOF of
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the jth mode shape, and the row vector ri denotes the ith row of V. Additionally, if V is mass nor-
malized, then M and K satisfy the modal orthogonality relations and can consequently be evaluated
as:








From here onwards, unless otherwise stated, V will denote the mass normalized mode shape matrix.
The approach that is proposed in this paper is a two-step procedure, with the complete mass
normalized modal information being obtained in the first step, and the modal orthogonality relations
of Eq. (2.4) being used to obtain the system’s M and K matrices in the second.
Although Eq. (2.4) requires the complete mass normalized V, the measured mode shapes are
available, in general, only at the instrumented DOFs in I = A∪S (the clause “in general” is included
because, as will be shown later, if the input time histories are proportional, then only under a restricted
condition it is possible to estimate the mode shapes for all of I). Thus, the expansion of these
incomplete mode shapes from the observed to the unobserved DOFs emerges as a prerequisite to the
M-K identification exercise. (The set of observed DOFs also include the DOFs with actuators. This
is because, as will be evident in the section on input-output balance, in general, it is equivalent to have
a known input or measured output at a DOF; this concept of input-output equivalence is also discussed
in [28].) Since not all instrumentation set-ups may yield a unique expansion, it is also necessary to
identify what the minimal instrumentation requirement is and which DOFs should be instrumented
for unique estimations. This uniqueness issue is addressed in the next section, and in the process
an attempt to develop a unique mode shape expansion procedure catering to different minimal and
near-minimal instrumentations of the system is also discussed.
2.2 A Procedure of Mode Shape Expansion and Associated Uniqueness
Issue
Assume that the measured responses, obtained from the forced vibration test, are rich enough so
that all the structural modes are identified at the instrumented DOFs I; i.e., assume that all the N
eigenvalues of the system and all the N elements in each of the rows, corresponding to I, of V
are known. Starting with this a priori knowledge of one or more rows of V, the intention is to
estimate the coefficients in the rows corresponding to the non-instrumented DOFs D \ I. To this
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end, a set of statements are proved in this section, which (i) attempt to identify certain rows of V
whose a priori knowledge guarantees a unique estimation of the hitherto unknown rows, and (ii)
provide a methodology to obtain the unique estimates of the unknown rows as solutions to sets of
linear simultaneous equations. These statements are provided below, with the conclusions that follow
at the end of this section.
2.2.1 Some statements on the uniqueness of mode shape expansion
Statement 1: For any i ∈ {2, 3, · · · , N − 2}, knowing the ith and (i + 1)th rows of V, i.e. ri and
ri+1, it is possible to uniquely determine:
1. the (i− 1)th row of V, i.e. ri−1, and
2. the (i+ 2)th row of V, i.e. ri+2.
Proof of Statement 1 Case 1: For any mode j, the eigenvalue problem of Eq. (2.2) can be
written as:
[A− λjI]vj = 0 (2.5)
where











The ith row of Eq. (2.5) yields:
vi−1,j + α1vi,j + α2vi+1,j − α3λjvi,j = 0 ∀ j ∈ {1, 2, · · · , N} (2.7)
where α1 = ai,i/ai,i1, α2 = ai,i+1/ai,i1 and α3 = 1/ai,i1. Since knowing the ith and (i+ 1)th rows
of V means knowing vi,j and vi+1,j ∀ j ∈ {1, 2, · · · , N}, Eq. (2.7) represents N linear equations
in N + 3 unknowns, the unknowns being the N elements of the (i − 1)th row of V (i.e. vi−1,j ∀
j ∈ {1, 2, · · · , N}) and the three unknowns α1, α2 and α3. In a shear-type system we must also have:
ai,i−1 + ai,i + ai,i+1 = 0 ⇒ α1 + α2 = −1 (2.8)
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which is another linear equation in α1 and α2. Finally, since we are trying to obtain the mass normal-







vk,jvl,j = 0 ∀ k ∈ {1, 2, · · · , N − 1}, l ∈ {k + 1, k + 2, · · · , N} (2.9)
Substituting k = i − 1 and l = i and i + 1 in Eq. (2.9) we get two more linear equations for the
components of ri−1, i.e. the (i− 1)th row of V.
Combining Eqs. (2.7) and (2.8) with the two equations obtained from Eq. (2.9) leads to N + 3


































01×N 1 1 0
ri 0 0 0




The N + 3 linear equations in Eq. (2.10) can be solved for the N + 3 unknowns and thereby used
to obtain the (i − 1)th row of V; the solution, however, will be unique if and only if the coefficient
matrix is full rank, i.e. the determinant of P, |P|, is non-zero. To show that |P| 6= 0, let us write |P|
by expanding about the (N + 1)th row of P as:
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= |R1| × |R4 −R3R−11 R2| (2.14)
Applying this expansion to P1 and P2, and noting that the ith and the (i + 1)th rows of V are
































































The first product of sums in the summation above is always positive but, the sign of the second product
of sums is not readily identified owing to the second parenthesis of this term, although the term in the







∀ k ∈ {1, 2, · · · , N} (2.17)















∀ l ∈ {1, 2, · · · , N − 1} (2.18)
Using Eqs. (2.17) and (2.18) in the expression for |P| in Eq. (2.16) finally yields:








Note that this expression implies that the determinant |P| is non-zero since no spring/story stiffness
can ever be zero and no lumped/floor mass can ever be infinity. Thus, the coefficient matrix for our
system of equations of Eq. (2.10) always has a non-zero determinant and hence a full rank. It is
therefore possible to uniquely solve for the (i − 1)th row of V, given the full ith and the (i + 1)th
rows of V, and all the N eigenvalues.
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Proof of Statement 1 Case 2: Considering now the (i + 1)th row of Eq. (2.5), and following
a similar procedure as for Case (i), it can be shown that we again have a system of N + 3 linear
























where the N + 3 unknowns are the N elements of the (i + 2)th row of V, along with the three
unknowns α1 = ai+1,i/ai+1,i+2, α2 = ai+1,i+1/ai+1,i+2 and α3 = 1/ai+1,i+2. The coefficient









01×N 1 1 0
ri 0 0 0






































obtained as in Case (i). |P| can again never be zero due to similar reasoning as in Case (i). Thus, the
coefficient matrix for the N + 3 linear system of equations of Eq. (2.20) always has a full rank and
the (i + 2)th row of V can be uniquely solved given the full ith and the (i + 1)th rows of V and all
the N eigenvalues.
Cases (i) and (ii) under Statement 1 lead to the conclusion that all rows of V may be uniquely
determined knowing any two of its consecutive rows, with Eqs. (2.10) and (2.20) serving as the
necessary equations for the mode shape expansion procedure in such a situation.
Statement 2: Knowing the 1st row of V, it is possible to uniquely determine the 2nd row, but not
vice versa.
Proof of Statement 2: Let us consider the 1st row of Eq. (2.5). We have
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which, for a known 1st row and an unknown 2nd row of V leads to N uncoupled linear equations
in the N unknowns in r2, provided that a1,1 and a1,2 are known. Note that a1,1 may be uniquely
















Furthermore, for a shear-type system, the first element f1,1 of the flexibility matrix F is equal to 1/k1,
which, on using the stiffness orthogonality relation of Eq. (2.4) can be expressed as:









Using Eqs. (2.17) and (2.25), the following expression is obtained:

















which, in conjunction with Eq. (2.24), can be used to solve uniquely for the unknown a1,2. Once the
values of a1,1 and a1,2 are thus determined, they can be substituted in Eq. (2.23) to solve uniquely
for the second row of V. Hence, knowing the 1st row of V, it is possible to uniquely determine its
2nd row; and once the 1st and 2nd rows of V are both known, it is possible to uniquely solve for all
the other rows as claimed in Case (ii) of Statement 1. It should be noted that Eq. (2.23) can also be
written as
rT1 = −a1,2[a1,1I−Λ]−1rT2 (2.27)
which, for a known 2nd row and an unknown 1st row, apparently gives again N uncoupled linear
equations in the N unknowns in r1. However, substituting the expressions for a1,1 and a1,2 from Eqs.
(2.24) and (2.26) into Eq. (2.27), these N uncoupled linear equations become N coupled non-linear



























v2,j = 0 ∀ j ∈ {1, 2, · · · , N}
(2.28)
This equation may in general have multiple possible solutions owing to the non-linearity: although it
is difficult to identify whether or not there indeed are multiple physically admissible solutions, it is
later shown with the example of a 3-DOF system that there can exist multiple physically admissible
solutions to the 1st row of V for a given 2nd row.
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Statement 3: Knowing the N th row of V, it is possible to uniquely determine the (N − 1)th row,
but not vice versa.
Proof of Statement 3: Let us now look at the N th row of Eq. (2.5):




which, for a known N th row and an unknown (N − 1)th row of V, represents N uncoupled linear
equations in the N unknowns in rN−1, provided that aN,N−1 and aN,N are known. Pre-multiplying
Eq. (2.29) by rN and using the fact that the N th and (N − 1)th rows of V are orthogonal by Eq.















Moreover, since the system is shear-type, we have:
aN,N−1 + aN,N = 0 (2.31)
with which aN,N−1 may be uniquely estimated once aN,N is obtained from Eq. (2.30). Finally,
substituting these estimates of aN,N and aN,N−1 in Eq. (2.29), we can uniquely estimate the (N−1)th
row of V. Hence, knowing the N th row of V, its (N − 1)th row may be uniquely determined, and
once both the N th and (N − 1)th rows are known, it is possible to uniquely solve for all the other
rows of V as claimed in Case (i) of Statement 1.
For the case when the (N − 1)th row is known and the N th row is unknown, Eq. (2.29), on




















vN−1,j = 0 ∀ j ∈ {1, 2, · · · , N} (2.32)
Once again, although difficult to identify, this equation may in general have multiple possible solu-
tions owing to the non-linearity. It is next shown with the example of a 3-DOF system that there can
indeed be multiple physically admissible solutions to the N th row of V for a given (N − 1)th row
for N = 3.
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2.2.1.1 Example of non-uniqueness: 3-DOF system with known 2nd row of V – A geometric
interpretation
The problem of the existence of multiple solutions of Eqs. (2.28) or (2.32) becomes more tractable
for a 3-DOF system, especially if the lengthy algebraic expressions are avoided via a slightly different
geometric interpretation based formulation. This example also serves as a validation of the second
parts of both Statements 2 and 3 made regarding all shear-type systems, since a known 2nd row in a
3-DOF system can also be considered as a known (N − 1)th row in an N -DOF system.
Let us denote the known elements of V as: v2,1 = σ1, v2,2 = σ2, v2,3 = σ3, and the unknown
3rd and 1st row elements as: v3,1 = x1, v3,2 = x2, v3,3 = x3, and v1,1 = y1, v1,2 = y2, v1,3 = y3,
respectively. Knowing the 2nd row, and using the orthogonality of the 2nd and 3rd rows by Eq. (2.9),
one has:
σ1x1 + σ2x2 + σ3x3 = 0 (2.33)
For any general N -DOF shear-type system, the nature of the flexibility matrix F is such that, any
(l,m)th element fl,m in F can be expressed as:





∀ l ∈ {1, 2, · · · , N}, m ∈ {l, l + 1, · · · , N} (2.34)
Using this property of F for the 3-DOF system at hand, along with the stiffness orthogonality of Eq.


































Finally, using the last row of Eq. (2.5), with N = 3 leads first to,
a3,2σj + (a3,3 − λj)xj = 0 ⇒ a3,2
σj
xj
+ a3,3 − λj = 0 ∀ j ∈ {1, 2, 3}
and after some algebra to,
σ3(λ1 − λ2)x1x2 + σ1(λ2 − λ3)x2x3 + σ2(λ3 − λ1)x1x3 = 0 (2.36)
For λ1 6= λ2 6= λ3, Eqs. (2.33) and (2.35) represent two different planes, in the (x1, x2, x3) space,
which are not parallel to each other, and the second of which does not pass through (0, 0, 0). Hence
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they must intersect at a line which does not pass through (0, 0, 0). Eq. (2.36) represents an infinite
elliptic cone, with its vertex at (0, 0, 0) in the (x1, x2, x3) space. A line can either intersect such a
cone (i) at a single point, or (ii) at two distinct points, or (iii) at infinite number of points by lying on
the surface of the cone. The third possibility can however be excluded in this case, because the line
formed by the intersection of the planes of Eqs. (2.33) and (2.35) does not pass through the cone’s
vertex at (0, 0, 0). Thus, in this case, the line defined by the intersection of the planes of Eqs. (2.33)
and (2.35) can intersect the cone of Eq. (2.36) at either one or two distinct points. Since, it is not
possible to know whether the line will intersect the cone at one or two distinct points without a priori
knowledge of the coefficients in Eqs. (2.33), (2.35) and (2.33), it can be stated that Eqs. (2.33), (2.35)
and (2.33) can, in general, have two distinct solutions in the (x1, x2, x3) space leading to two sets of
real values to {x1, x2, x3} that correspond to two physically admissible solutions for the 3rd row of
V for a given 2nd row.
Consider now the solution for {y1, y2, y3}, i.e. the 1st row of V, given the 2nd and 3rd rows of
V. Since the 1st row of V is orthogonal to the 2nd and 3rd rows by Eq. (2.9):
σ1y1 + σ2y2 + σ3y3 = 0
x1y1 + x2y2 + x3y3 = 0
(2.37)






































While the two equations in Eq. (2.37) represent two planes, Eq. (2.38) represents an ellipsoid, in
the (y1, y2, y3) space. Note that all these three surfaces pass through the point (0, 0, 0). Since V is
always positive definite, the two planes of Eq. (2.37) cannot be parallel ({σ1, σ2, σ3} 6= {x1, x2, x3})
and hence must intersect in a line. This line of intersection of the planes can intersect the ellipsoid of
Eq. (2.38) in at most two points, which are the two solutions to Eqs. (2.37) and (2.38). One of these
two points must be the trivial solution of (0, 0, 0) since all the three surfaces pass through that point.
This point is trivial and not physically admissible since an entire row of V can never be zero owing
to its positive definiteness. Thus, although Eqs. (2.37) and (2.38) give two solutions to {y1, y2, y3},
only one of them is physically admissible.
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Note that in the above solution for {y1, y2, y3}, the xi in Eq. (2.37) are assumed to be known.
However, as demonstrated earlier, there can, in general, be two physically admissible solutions
to {x1, x2, x3}, leading to two physically admissible solution pairs of {{x1, x2, x3}, {y1, y2, y3}}.
Hence, for a 3-DOF shear-type system for which the 2nd row of V is known, there may exist two
possible sets of 1st and 3rd rows of V, one of which will correspond to the true system, and the other
to an alternative, but also physically admissible, system. An example of such non-uniqueness was
also discussed by Franco et al. [3] who showed that the two 3-DOF systems:
System I: {m1,m2,m3} = {0.85, 1.3, 1.1}; {k1, k2, k3} = {9, 12, 11}
System II: {m1,m2,m3} = {2.369, 1.3, 0.2776}; {k1, k2, k3} = {7.5473, 16.1429, 6.8571}
will have the same response at DOF 2 for the same applied force at DOF 2, and thus will have the
same eigenvalues and the same 2nd row of V.
Statement 4: Knowing only the ith row of V, it is not possible to uniquely determine the other
rows of V, for any i ∈ {3, · · · , N − 2}.
Proof of Statement 4
The proof of this statement is intuitive. Suppose the ith row of V is known. If the (i+1)th row of
V is estimated, then, using Eqs. (2.10) and (2.20), all the other rows of V may be solved for. There
can, however, be different possible estimates for the (i + 1)th row as long as the candidate solutions
are admissible from the structural topology requirements (such as the (i+ 1)th row being orthogonal
to the ith row by Eq. (2.9)). Each of these estimates will lead to different expanded V matrices,
corresponding to different shear-type systems; therefore, it is not possible to uniquely determine all
the rows of V if only the ith row is known to begin with, for any i ∈ {3, · · · , N − 2}.
2.2.2 Summary of expansion statements and nature of estimated M and K
To summarize, it can be concluded that knowing either (1) two consecutive rows, or (2) the 1st row,
or (3) the N th row of V, its remaining rows may be uniquely determined and a unique mode shape
expansion may be accomplished for shear-type systems. Such a mode shape expansion will involve
solving systems of linear equations. Since the mode shape matrix V considered in this discussion is
mass normalized, this unique mode shape expansion to a complete V will enable the use of the modal
orthogonality relations of Eq. (2.4) to determine the M and K matrices of the system.
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Note that the proposed mode shape expansion approach inherently takes into account the diagonal
nature of M, through the use of Eq. (2.9), and the tridiagonal nature of K, through the use of the tridi-
agonal matrix A in Eqs. (2.7), (2.23) and (2.29). Hence, using the V so obtained in Eq. (2.4) would
also provide identified diagonal M and tridiagonal K matrices. The diagonal elements of the thus
identified M (i.e. the estimated lumped masses), Mi,i = mi = (rirTi )
−1, will always be positive ow-
ing to being the reciprocal of an inner product of ri, the ith row of V. Using M−1KM−1 = VΛVT ,
the diagonal elements of the identified K can be expressed as Ki,i = (rirTi )
−2(riΛr
T
i ), which will
again be always positive, being the ratio of an inner product to the product of two inner products. The









i ), whose sign is governed by the sign of the factor (ri+1Λr
T
i ). Pre-
multiplying the first N rows of Eq. (2.10) with ri+1, and using the definitions of the variables α2
and α3 given for Eq. (2.7), we get (ri+1rTi+1)
−1(ri+1Λr
T
i ) = α2/α3 = ai,i+1, which implies that
the sign of (ri+1ΛrTi ) is the same as the sign of ai,i+1 in the matrix A of Eq. (2.6). Given that the
measured data is coming from a shear-type system for which the underlying matrix A will have nega-
tive super and sub-diagonal elements, it can thus be inferred that the super and sub-diagonal elements
of the identified K matrix will also be negative, and hence the estimated spring (story) stiffnesses,
ki ∀ i ∈ {2, · · · , N} will be positive. Similarly, the estimated first story stiffness can be expressed
as k1 = (r1rT1 )
−2(r1Λr
T








1 ); pre-multiplying Eq. (2.23) by r1 and r2
gives respectively (r1rT1 )
−1(r1Λr
T





1 ) = a1,2, using which it can be
inferred that k1 will have the same sign as (a1,1 + a1,2), which, for a shear-type system, will be pos-
itive. Hence, the M and K matrices, estimated using the complete mass normalized V matrix, will
represent a realistic shear-type system with positive lumped masses and spring stiffnesses, provided
the measured input-output data comes from a shear-type system.
The question that still needs to be addressed is how to determine this pre-requisite modal infor-
mation, i.e. two consecutive rows or the 1st row or the N th row of the mass normalized V matrix,
so that the mode shape expansion discussed above may be employed. In Section 2.4 this question is
addressed for different possible sensor-actuator combinations and input scenarios.
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2.3 Comparison with Earlier Studies Based on Symmetric Eigenvalue
Problem
At this stage it would be worthwhile to compare the results obtained until now with those discussed
by Gladwell in [20], who states similar requirements as the first parts of Statements 2 and 3 for the
unitary modeshape matrix (U) of a Jacobi matrix J = M−1/2KM−1/2 (JU = UΛ). Since J is
symmetric, the inverse modal problem formulated using J and the unitary matrix U can be seen as
an “inverse version” of Lanczos’s algorithm. Instead, the formulation in this paper is for the mass
normalized mode shapes involving the non-symmetric matrix A = M−1K, and thus should not
be confused as an inverse variant of Lanczos’s algorithm. While the two eigenvalue problems are
equivalent, being related through a coordinate transformation, the main differences between the two
inverse identification approaches are in: (1) the necessary pre-requisite information for mode shape
expansion, and (2) the necessary a priori knowledge of some physical parameter for the determina-
tion of M and K. The necessary pre-requisite information in the current approach for mode shape
expansion are the system’s eigenvalues, along with the first or last or any two consecutive rows of V
which can be obtained from a single experiment using the input-output balance approach discussed in
the next section. Instead, in [20], the necessary pre-requisite information is the first or last rows of the
unitary matrix U, for which it is necessary to know two sets of eigenvalues: one for the system under
consideration, and the other for the same system but with the first (or the last) mass constrained/fixed;
this second set of eigenvalues may be obtained as the antiresonant frequencies from the frequency
response function estimated using the measured input-output data, thus providing both the necessary
spectra again from a single experiment. The second difference between the two formulations is that,
while the proposed approach does not require any a priori information about the system’s physical
parameters for the estimation of the M and K matrices, the formulation using J instead requires
the knowledge of some a priori information about the system’s mass. This is because, the resulting
modeshape matrix U, in the formulation with J, is a function of the system’s mass matrix M. In fact,
on comparing the two eigenvalue problems: JU = UΛ and AV = VΛ, with J = M−1/2KM−1/2
and A = M−1K, it can be seen that the two mode shape matrices are related via a coordinate trans-
formation U = TV, where T = M1/2. Thus, in general, unless M is known, one will not be able
to transform the realized mode shape matrix U in [20] to the mode shape matrix V, and hence the
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determination of K using the eigenvectors of J will require the a priori knowledge of M. In the
special case of a shear-type system, at least one information about the system’s physical parameters,
for example, the knowledge of the total mass of the system used by Gladwell [20], needs to be known
a priori. While the assumption of known total mass may not be very restrictive in general owing
to masses being usually accurately estimated from an engineering drawing of the structure, in cer-
tain situations where the mass parameters might not be estimated from the geometry with reasonable
confidence, as e.g. in case of a rigid-floor system under torsional vibration, it can be beneficial to
perform the identification, if possible, without using this a priori information. Thus, in the structural
parameter identification problem considered here, neither M nor the total mass is known, and instead
the objective is to find M, along with the usual objective of the identification of K. Formulating the
problem using A enables the direct estimation of the mass normalized mode shape matrix V, thereby
bypassing the need of any transformation and the necessity of any a priori additional knowledge of
the value of any physical parameter. Due to this reason, the formulation of the inverse problem in
this chapter uses the non-symmetric A matrix, instead of the usual treatment of the problem using the
symmetric J matrix adopted in Gladwell [20], Udwadia et al. [1, 17] and Franco et al. [3]. Addition-
ally, the present formulation allows the identification of the simultaneous lower bounds of both the
necessary a priori information (no a priori information necessary) and the necessary instrumentation
(only 1 or 2 instrumented DOFs necessary) for a unique identification of M and K for shear-type
systems.
2.4 Determination of the Necessary Rows of V Using Input-Output
Balance
As in Section 2.2, here also the measured responses are assumed rich enough so as to allow identifi-
cation of all the modal parameters at the instrumented DOFs. Therefore, prior to estimating the mass
normalized rows of V, all the eigenvalues λj and modal damping ratios ζj , ∀ j ∈ {1, · · · , N}, of
the N -DOF shear-type system under consideration, are assumed to be identified from the measured
input-output data using any suitable system identification technique. Starting with these assumptions,
the following scenarios need to be discussed:
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2.4.1 1 sensor and 1 actuator
Scenario 1: Estimation of the ith row of V with a co-located sensor-actuator pair at DOF i
The equation of motion of the system is written as:
Mü + Cu̇ + Ku = f (2.39)
where u = [u1, u2, · · · , uN ]T is the displacement response vector in physical coordinates, with ui
being the displacement response at the ith DOF; f = [0, 0, · · · , fi, · · · ]T is the nodal force vector,
with fi being the applied force at the ith DOF; and M, C, and K are the system’s mass, damping
and stiffness matrices, respectively. Transforming Eq. (2.39) to modal coordinates via u = Vη and
pre-multiplying Eq. (2.39) by VT , one gets:
η̈ + Cmη̇ + Λη = V
T f (2.40)
where η = [η1, η2, · · · , ηN ]T is the modal displacement response vector, with ηj being the jth modal
displacement response, and Cm = VTCV is the diagonal modal damping matrix with any jth term
on its main diagonal being equal to 2ζjωj where ωj =
√
λj is the jth natural frequency of the system.
Since there is a co-located sensor-actuator pair at DOF i, the acceleration response üi and the applied
input force fi at the ith DOF are measured. Consider the jth modal response from Eq. (2.40):
η̈j + 2ζjωj η̇j + ω
2
j ηj = vi,jfi ∀ j ∈ {1, 2, · · · , N} (2.41)
Since the coefficients ri = [vi,1 vi,2 · · · vi,N ]T on the ith row of V are yet unknown, the response
in the jth mode may not be estimated using Eq. (2.41). Define instead a pseudo-modal response, η̃j ,
proportional to the true modal response as ηj = vi,j η̃j and leading to the pseudo-modal equation of
motion:
¨̃ηj + 2ζjωj ˙̃ηj + ω
2
j η̃j = fi ∀ j ∈ {1, 2, · · · , N} (2.42)
Since, by assumption, λj and ζj ∀ j ∈ {1, · · · , N} are known, all the pseudo-modal acceleration
responses, ¨̃ηj ∀ j ∈ {1, · · · , N}, may be obtained by solving Eq. (2.42) in the time domain. Now
writing the measured acceleration response üi at the ith DOF in terms of the pseudo-modal accelera-








⇒ GΨ = Y
(2.43)
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where, Ψ = [v2i,1 v
2




¨̃η1(0) ¨̃η2(0) · · · ¨̃ηN (0)
¨̃η1(∆t) ¨̃η2(∆t) · · · ¨̃ηN (∆t)








and ∆t is the sampling time. The number of equations in Eq. (2.43) is equal to the number of data
points in the measured input and output time-histories, and is thus, in general, more than the number
N of unknowns. Using the least-squares solution of Eq. (2.43), Ψ = G†Y, the ith row of V can
be estimated as vi,j =
√
ψj ∀ j ∈ {1, 2, · · · , N}. Note that, since by definition all the elements of
Ψ are squares, the least squares solution of Eq. (2.43) can be expected to give a vector Ψ with all
non-negative components, hence not affecting the square root operation to estimate vi,j .
Note that using the above procedure it is possible to uniquely obtain the ith row of V. If, however,
there is no co-located sensor-actuator pair but instead a sensor at DOF i and actuator at DOF k, neither
the ith nor the kth row of V may be determined uniquely. In that case the relation between the true
modal and pseudo-modal responses will be ηj = vk,j η̃j , and the least squares solution vector Ψ
will thus be of the form Ψ = [(vi,1vk,1) (vi,2vk,2) · · · (vi,Nvk,N )]T , thereby making it impossible
to determine either vi,j or vk,j uniquely. This constitutes an alternative proof for the well-known
necessity of at least one co-located sensor-actuator pair for unique identification [28, 29]. (Note:
A co-located sensor-actuator pair, while necessary in general, may not always be necessary for an
unique identification. For example, a 3-DOF shear-type system with sensors at DOFs 1 and 2 and an
actuator at DOF 3, or sensors at DOFs 1 and 3 and actuator at DOF 2, is globally identifiable. This
example is discussed in details in Chapter 4 of this thesis using the methodology presented therein,
and was also observed by Chatzis et al. [6].)
It should also be mentioned that, although it is possible to uniquely estimate the ith row of V
using Eq. (2.43) when there is a co-located sensor-actuator pair at the ith DOF it will not be possible
to uniquely estimate the remaining rows of V unless i = 1 or N as per the discussion in Section 2.2.
Thus, if only a single actuator and a single sensor are available, they should be co-located at either the
1st or the N th DOF, such that either the 1st or the N th row may first be determined using Eq. (2.43),
and then the complete V may be obtained using the mode shape expansion discussed in Section 2.2.
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2.4.2 2 sensors and 1 actuator
Scenario 2: Estimation of the ith row along with the (i + 1)th or the (i − 1)th rows of V with 1
co-located pair at the ith DOF and an extra sensor on the (i+ 1)th or the (i− 1)th DOF
Suppose the additional sensor is located at the (i + 1)th DOF. Using Eq. (2.43) of the previous
scenario for input-output balance at the ith DOF, the ith row of V may first be estimated. Then,
writing the measured acceleration response at the (i+1)th DOF as a linear combination of the pseudo-
modal responses, a linear system of equations as in Eq. (2.43) is obtained such that GΨ = Y, where
Ψ = [(vi+1,1vi,1) (vi+1,2vi,2) · · · (vi+1,Nvi,N )]T , Y = [üi+1(0) üi+1(∆t) üi+1(2∆t) · · ·]T , and G
is the same as in Eq. (2.44). Since the ith row of V has already been determined, the elements of the
(i+ 1)th row of V may be estimated from vi+1,j = ψj/vi,j ∀ j ∈ {1, 2, · · · , N} where the ψj’s are
obtained from the least-squares solution vector Ψ = G†Y.
If instead the additional sensor is located at DOF (i − 1), the process is analogous to the one
described above with the index (i + 1) in the expressions for Ψ and Y being replaced with (i − 1).
Thus, with a co-located sensor-actuator pair at DOF i, and an additional sensor at the (i + 1)th (or
(i− 1)th) DOF, the ith and (i+ 1)th (or (i− 1)th) rows of V may be uniquely estimated. Once two
consecutive rows of V are thus determined, Eqs. (2.10) and (2.20) of Statement 1, Section 2.2, may
be used to estimate the remaining rows.
2.4.3 1 sensor and 2 actuators with non-proportional inputs
Scenario 3: Estimation of the ith row along with the (i + 1)th or the (i − 1)th rows of V with 1
co-located pair at the ith DOF and an extra actuator on the (i+ 1)th or the (i− 1)th DOF considering
non-proportional inputs from the actuators
Suppose the additional actuator is located at the (i+ 1)th DOF. Also suppose that the inputs from
the two actuators, fi and fi+1, are not proportional to one another. The modal and pseudo-modal
responses of Eqs. (2.41) and (2.42) now take the form:
η̈j + 2ζjωj η̇j + ω
2
j ηj = vi,jfi + vi+1,jfi+1 ∀ j ∈ {1, 2, · · · , N} (2.45)
and
¨̃ηj,i + 2ζjωj ˙̃ηj,i + ω
2
j η̃j,i = fi
¨̃ηj,i+1 + 2ζjωj ˙̃ηj,i+1 + ω
2




∀ j ∈ {1, 2, · · · , N} (2.46)
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with η̃j,i and η̃j,i+1 being the pseudo-modal responses due to the inputs fi and fi+1, respectively, and
ηj = vi,j η̃j,i+vi+1,j η̃j,i+1. Knowing the two inputs and the λj and ζj ∀ j ∈ {1, · · · , N}, the two sets
of pseudo-modal responses may be solved for from Eq. (2.46). Writing the measured acceleration üi
in terms of the two sets of pseudo-modal responses, as in Eq. (2.43), again leads to a linear system
of equations GΨ = Y. In this scenario however, the least squares solution vector, Ψ = G†Y, is
of the form Ψ = [v2i,1 v
2
i,2 · · · v2i,N (vi+1,1vi,1) (vi+1,2vi,2) · · · (vi+1,Nvi,N )]T with a dimension of
2N × 1. The vector Y = [üi(0) üi(∆t) üi(2∆t) · · ·]T is the same as in Eq. (2.43), containing the




¨̃η1,i(0) ¨̃η2,i(0) · · · ¨̃ηN,i(0) ¨̃η1,i+1(0) ¨̃η2,i+1(0) · · · ¨̃ηN,i+1(0)
¨̃η1,i(∆t) ¨̃η2,i(∆t) · · · ¨̃ηN,i(∆t) ¨̃η1,i+1(∆t) ¨̃η2,i+1(∆t) · · · ¨̃ηN,i+1(∆t)












Using the first N elements of the solution vector Ψ, the ith row of V is first estimated as vi,j =
√
ψj
∀ j ∈ {1, 2, · · · , N}, and, using the remaining N elements, the (i+ 1)th row of V is then estimated
as vi+1,j = ψN+j/vi,j ∀ j ∈ {1, 2, · · · , N}.
If instead the additional actuator is located at DOF (i− 1), the procedure is analogous to the one
discussed above with the index (i−1) replacing (i+1) in the expressions for G, Ψ and Y. Thus, with
a co-located sensor-actuator pair at DOF i, and an additional actuator at the (i + 1)th (or (i − 1)th)
DOF, the ith and (i + 1)th (or (i − 1)th) rows of V may be uniquely estimated, provided that the
inputs from the two actuators are not proportional to one another; one can then use Eqs. (2.10) and
(2.20) to estimate its remaining rows.
Both Scenarios 2 and 3 involve division by vi,j for the estimation of vi+1,j . If however the mode
j has a node at DOF i, i.e. vi,j = 0, then vi+1,j cannot be thus estimated. In this situation, one would
consequently need to perform a second experiment; noting that for the same mode j both DOFs i
and (i + 1) cannot be nodes (since that would indicate either an infinite stiffness, or the existence of
another DOF, between these two DOFs), this second experiment may be performed by shifting the
actuator, for Scenario 2, or the sensor, for Scenario 3, from the ith to the (i+ 1)th DOF.
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2.4.4 Non-uniqueness from proportional inputs
Scenario 4a: Estimation of the ith row along with the (i + 1)th or the (i − 1)th rows of V with 1
co-located pair at the ith DOF and an extra actuator on the (i+ 1)th or the (i− 1)th DOF considering
proportional inputs from the actuators: a non-unique solution
This scenario is similar to Scenario 3, with the exception that the inputs from the two actuators,
fi and fi+1, are proportional to one another, such that fi+1 = βfi, with β being a known time-
independent constant. As in Scenario 3, the modal and pseudo-modal responses are defined via Eqs.
(2.45) and (2.46), and expressing the measured acceleration üi as a linear combination of the pseudo-
modal responses again leads to the set of linear equations GΨ = Y. However, on account of the
inputs being proportional, the pseudo-modal responses also become proportional, with η̃j,i+1 = βη̃j,i
∀ j ∈ {1, 2, · · · , N}. Thus, the modal and pseudo-modal responses are related in this scenario
through ηj = (vi,j + βvi+1,j)η̃j,i. This makes the matrix G of rank N as in Scenario 1, instead of
rank 2N as in Scenario 3. While Y remains the same as in Scenario 3, the solution vector Ψ = G†Y
now has N elements of the form:
v2i,j + βvi,jvi+1,j = ψj ∀ j ∈ {1, 2, · · · , N} (2.48)
which provide N quadratic equations in terms of the elements of the ith and (i + 1)th rows of V.
As in the last scenario, if the additional actuator is located at DOF (i − 1), these equations will be
in terms of the elements on the (i − 1)th row instead of the (i + 1)th. However, using the elements
of the solution vector Ψ, unique solutions may no longer be found for the ith and the (i + 1)th (or
(i− 1)th) rows.
The quadratic nonlinearity in Eq. (2.48) suggests the possibility of the existence of multiple shear
type systems, which can have the same measured response at DOF i, when subjected to the same
proportional loadings at DOFs i and (i + 1) (or (i − 1)). For example, it is possible to see that the
following two 7 DOF shear-type systems:
System I: {m1,m2, · · · ,m7} = {2.5, 2.5, 2.5, 2.5, 2.5, 2.5, 2.0} × 103
{k1, k2, · · · , k7} = {5, 5, 5, 5, 5, 5, 5} × 106
System II: {m1,m2, · · · ,m7} = {2.3578, 3.0528, 2.2376, 2.1481, 3.3262, 2.5000, 1.4249} × 103
{k1, k2, · · · , k7} = {4.3544, 5.9281, 5.5295, 3.9087, 5.3037, 6.2222, 3.5622} × 106
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have the same eigenvalues, and their mass normalized V matrices are such that, 3v26,j + 2v5,jv6,j
∀ j ∈ {1, 2, · · · , N}, are the same for both the systems. Thus, if these two systems are excited
with actuators at DOFs 5 and 6, with 2f6 = 3f5, and the response acceleration history at DOF 6 is
measured, then it will not be possible to differentiate between the two systems since their measured
accelerations will be identical. This shows that non-uniqueness in identification does not only depend
on the number and location of sensors, but also depends on the type of loading. For the same sensor
placement scenario, one type of loading may give a unique identification, whereas a different loading
situation may lead to non-unique identification.
2.4.5 2 sensors and 2 actuators for proportional inputs
Scenario 4b: Estimation of the ith and the (i+ 1)th rows of V with 2 pairs of co-located actuators
and sensors and proportional inputs from the actuators
In this case, the input-output balance approach may be applied to the responses of DOFs i and
(i+ 1) separately, as in Scenario 2, to get the following two linear systems of equations:
GΨi = Yi; GΨi+1 = Yi+1 (2.49)
with Yi = [üi(0) üi(∆t) üi(2∆t) · · ·]T , Yi+1 = [üi+1(0) üi+1(∆t) üi+1(2∆t) · · ·]T , and G given
by Eq. (2.44). The two, N × 1 dimensional, least squares solution vectors, Ψi = G†Yi and Ψi+1 =
G†Yi+1, now have elements of the form:
v2i,j + βvi,jvi+1,j = ψj,i; βv
2
i+1,j + vi,jvi+1,j = ψj,i+1 ∀ j ∈ {1, 2, · · · , N} (2.50)
where ψj,i denotes the jth component of the vector Ψi. Adding and subtracting β times the second
equation from the first equation in Eq. (2.50), and using the formulae (p+ q)2 = p2 + 2pq + q2 and
(p+ q)(p− q) = p2 − q2, one gets:
vi,j + βvi+1,j = ±γj ; vi,j − βvi+1,j = ±δj ∀ j ∈ {1, 2, · · · , N} (2.51)
where γj =
√
ψj,i + βψj,i+1 and δj = (ψj,i−βψj,i+1)/γj . Since ψj,i+βψj,i+1 = (vi,j +βvi+1,j)2
is by definition a square number, the square root operation to estimate γj is admissible. Note that the




; vi+1,j = ±
γj − δj
2β
∀ j ∈ {1, 2, · · · , N} (2.52)
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which are the unique estimates of the ith and (i + 1)th rows of V. It should be noted that in Eq.
(2.52) the relation between the “±” signs in the estimates of vi,j and vi+1,j is bijective; specifically,
choosing the “+” sign for vi,j automatically induces the “+” sign in vi+1,j , and similarly for the “−”
sign. The “±” sign in these estimates are owing to the fact that even scaled (mass normalized) mode
shapes have a non-uniqueness in sign; as such, the negative sign may be left off from the “±” in Eq.
(2.52) without introducing any error. Once the ith and (i+1)th rows are thus estimated, the remaining
rows of V may be constructed using Eqs. (2.10) and (2.20) of Section 2.2.
2.4.6 Multiple sensors and actuators
Scenario 5: Estimation of the instrumented rows of V with multiple actuators and sensors
In this situation suppose that the system is instrumented with Na number of actuators, located at
DOFs ai ∈ A ⊆ D, and Ns number of sensors located at DOFs si ∈ S ⊆ D, with one co-located
sensor-actuator pair, say at DOF c = A∩S. We assume that none of the inputs from the actuators can
be expressed as a linear combination of the other inputs in the time domain. Then, the pseudo-modal
responses can be written, as in Eq. (2.46), in the form:
¨̃ηj,ai + 2ζjωj ˙̃ηj,ai + ω
2
j η̃j,ai = fai ∀ j ∈ {1, 2, · · · , N}, ai ∈ A (2.53)













 ⇒ GΨsi = Ysi ∀ si ∈ S (2.54)
which are a set of Ns least squares problems, with the solution vectors,
Ψsi = G
†Ysi = [(vsi,1va1,1) · · · (vsi,Nva1,N ) · · · · · · (vsi,1vaNa ,1) · · · (vsi,NvaNa ,N )]
T (2.55)




¨̃η1,a1(0) · · · ¨̃ηN,a1(0) · · · · · · ¨̃η1,aNa (0) · · · ¨̃ηN,aNa (0)
¨̃η1,a1(∆t) · · · ¨̃ηN,a1(∆t) · · · · · · ¨̃η1,aNa (∆t) · · · ¨̃ηN,aaNa (∆t)
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For ease of representation, suppose the DOF of co-location to be corresponding to sensor location s1
and actuator location a1, i.e. c = a1 = s1. For the measurement from the co-located sensor one gets,
using the solution vector Ψs1=c:
vc,j =
√




∀ j ∈ {1, 2, · · · , N}, {ai ∈ A : ai 6= c}
(2.57)
Once the elements of V corresponding to the actuator locations, i.e. vai,j ∀ j ∈ {1, 2, · · · , N},
ai ∈ A, are thus determined, the elements of V corresponding to the non-co-located sensor locations,
i.e. vsi,j ∀ j ∈ {1, 2, · · · , N}, {si ∈ S : si 6= c}, can be obtained using the solution vectors from the




∀ j ∈ {1, 2, · · · , N}, {si ∈ S : si 6= c} (2.58)
In this way, it is possible to uniquely estimate the rows of the mass normalized V matrix correspond-
ing to all the instrumented (i.e. either having an actuator or a sensor) DOFs of the system, provided we
have a co-located sensor-actuator pair in at least one DOF, and none of the inputs from the actuators
can be expressed as a linear combination of the other inputs.
In the case that some of the inputs can be expressed as a linear combination of some of the
other inputs, i.e. if some inputs are “dependent”, we will not be able to uniquely determine all the
instrumented rows of V at this stage, and may instead need additional instrumentation for unique
identification as in Scenario 4b. Based on which of the inputs are dependent, it may still be possible
to uniquely determine some of the instrumented rows of V: for example, if none of the inputs are
proportional to the input at the kth DOF, the kth row of V may be determined uniquely. If, however,
the uniquely estimated kth row is the 1st or the N th row of V, then the complete V matrix may be
estimated via the mode shape expansion approach developed in Section 2.2. Similarly, even in the
presence of some dependent inputs, if two consecutive rows of V can be uniquely estimated through
input-output balance, one can still use the mode shape expansion equations developed in Section 2.2
to estimate the remaining rows even though all the instrumented rows of V may not be evaluated
through input-output balance alone.
A special case of the multi-input multi-output scenario is a fully instrumented system, where full
instrumentation implies that each DOF has either an actuator or a sensor, with at least one co-located
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sensor-actuator pair. If there are a full set of sensors such that S = D and there is an actuator at
DOF c, then the cth row of V may first be estimated using the first equation in Eq. (2.57), followed
by the other rows via Eq. (2.58), with Ψsi being the (N × 1) dimensional solution vector obtained
using the measured acceleration response at DOF si, ∀ si ∈ D. If instead the system is instrumented
with a full set of actuators such that A = D and only one sensor at DOF c, and further assuming
that all the inputs from the actuators are linearly independent in the time domain, the cth row of V
may first be estimated using the first equation in Eq. (2.57), after which the remaining rows may be
found via the second equation in Eq. (2.57), with Ψsi = Ψc being an (NN × 1) dimensional vector.
Finally, for a fully instrumented system with each DOF having either an actuator and/or a sensor, i.e.
I = A∪S = D, with a co-located sensor-actuator pair at DOF c, the cth row of V may be identified
with the first equation in Eq. (2.57), followed by the rows corresponding to the actuator locations
ai ∈ A, using the second equation in Eq. (2.57), and finally the remaining rows corresponding to the
sensor locations si ∈ S may be obtained via Eq. (2.58). Thus, for a fully instrumented system, it is
possible to uniquely determine the complete mass normalized V matrix by just using the input-output
balance approach, provided that the inputs are linearly independent in the time domain. If, however,
some of the inputs are not linearly independent in the time domain then additional instrumentation,
as in Scenario 4b, may be necessary for a unique identification.
At this point it should be emphasized that Scenario 5, with multi-input multi-output, has been
discussed only to show the applicability of the proposed input-output balance in situations where
we have multiple actuators and/or sensors. However, from the mode shape expansion procedure of
Section 2.2, and from the input-output balance for Scenarios 1 – 4 in this section, it is evident that:
1. only 1 co-located sensor-actuator pair located at the 1st or N th DOF, or,
2. two consecutive instrumented DOFs, with one co-located sensor-actuator pair and one addi-
tional sensor/actuator, and non-proportional inputs from the actuators, or,
3. two consecutive DOFs instrumented with either actuators and/or sensors, plus one co-located
sensor-actuator pair at any other DOF, and non-proportional inputs from the actuators, or,
4. two consecutive DOFs instrumented with co-located sensor-actuator pairs in case of propor-
tional inputs from the actuators,
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are sufficient for a unique identification and thus define the minimal instrumentation requirement(s).
Any additional sensor/actuator does not increase the amount of information, but may, of course,
decrease the uncertainty and error in situations with considerable measurement noise. Additionally,
while the single actuator – multiple sensors scenario may be the most common practice, the case
of multiple actuators can also be important in certain practical situations where to excite the system
sufficiently one may need to use more than one actuator. Furthermore, studying the case of multiple
actuators also enables the identification of a “non-obvious” source of non-uniqueness in proportional
loading from the actuators, which is practically important for experiments where such a situation
may arise, and it also leads to the important observation that “incorrect” actuator – sensor placement
might not be the only source of non-uniqueness. In Fig. 2.1 we summarize, in a tabulated format,
the theoretical developments of Sections 2.2 and 2.4 into possible instrumentation configurations that
will ensure a unique estimation of the mass normalized mode-shapes (V) and, consequently, the mass
(M) and the stiffness (K) matrices, with minimal instrumentation.
As a conclusion to this section, the following additional observations and comments regarding
the applicability of the input-output balance approach presented above may be stated: First, in the
derivations presented in this section, the output sensor considered was an accelerometer owing to its
wide use in real life systems. This, however, is not a requirement or a necessity, since the approach
may be employed also with velocity and displacement measurements, as well as with mixed types
of outputs; in such cases the input-output balance equations will have to be modified by writing the
G matrices using the pseudo-modal velocity or displacement responses instead of the pseudo-modal
acceleration responses. Second, although the input-output balance approach presented in this section
has been formulated in the time domain, it may be similarly applied in the frequency domain, by
transforming the G and Y matrices to the frequency domain. For a fully instrumented system, the
approach can thus be used to directly obtain the complete transfer function matrix. Finally, it is
noteworthy that no assumption regarding the shear-type nature of the system has been made while
deriving the necessary equations. Thus, while the proposed mode shape expansion procedure in
Section 2.2 is applicable to shear-type systems, the input-output balance approach is applicable to
any linear classically damped dynamic system. This general applicability of the input-output balance
equations, along with the observation for a fully instrumented system discussed under Scenario 5,
implies that for any linear classically damped system, fully instrumented with at least one co-located
CHAPTER 2. STRUCTURAL IDENTIFICATION USING INPUT-OUTPUT DATA: MINIMAL
INSTRUMENTATION AND GLOBAL IDENTIFIABILITY ISSUES 34
sensor-actuator pair, the input-output balance equations can be used to estimate the complete mass
normalized V matrix, and consequently the complete M and K matrices, of the system, as well
as the complete transfer function matrix of the system by writing the equations in the frequency
domain. This final observation is in agreement with the conclusion in [28], where it was shown that
it is possible to estimate the physical parameters of any linear dynamic system by transforming the
identified complex eigenvectors from an identified state-space model of the system to a certain basis,
with the requirements for a successful transformation being that all the DOFs should contain either a
sensor or an actuator with at least one co-located sensor-actuator pair.
2.5 Numerical Validation of Proposed Algorithms
To verify the performance of the equations developed in Sections 2.2 and 2.4, Monte Carlo simula-
tions are performed on a 7-DOF shear-type structure to address the 10 different cases listed in Table
2.1. These 10 cases are chosen to illustrate the different instrumentation and input scenarios discussed
in the preceding sections. The non-uniqueness example given earlier in Scenario 4a is included as
Case 6 here; while the response at DOF 6, for this case, is identical to another shear-type system, also
measuring the response at DOF 5 makes the identification unique. For each case, 100 simulations
for identifying the system parameters are run, and the statistics of the errors in the estimated param-
eters are calculated using the estimation errors from the 100 simulations. The mean floor (lumped)
masses of the structure are taken as E[mi] = 2500 kg ∀ i ∈ {1, 2, · · · , 6}, and E[m7] = 2000
kg, and the mean story (spring) stiffnesses are taken as E[ki] = 5 × 106 N/m ∀ i ∈ {1, 2, · · · , 7},
where E[·] denotes the expected value (mean) of the variable in brackets. For damped systems, modal
damping is assumed, with a mean modal damping of E[ζj ] = 0.05 ∀ j ∈ {1, 2, · · · , 7}. In each
simulation, the lumped masses, spring stiffnesses and modal damping ratios are slightly perturbed, in
order to represent a realistic situation with operational variability, as: mi = U(0.995, 1.005)E[mi],
ki = U(0.95, 1.05)E[ki] and ζj = U(0.95, 1.05)E[ζj ], ∀ i, j ∈ {1, 2, · · · , 7}, where U(ll, lr) denotes
uniform probability distribution between the two limits ll and lr. This slightly perturbed structure in
each simulation is excited by zero-mean Gaussian white noise sequences, applied as input force at
the actuator locations. Thus, in any of the 10 cases, each of the 100 simulations differs from each
other in terms of: (1) the applied input(s), which are different white noise sequences albeit having
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Figure 2.1: Minimal instrumentation configurations for unique estimation of M and K matrices.
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a common underlying Gaussian distribution, and (2) exciting slightly different systems owing to the
slight perturbations in the lumped masses, spring stiffnesses, and modal damping ratios. Finally, in
order to see the performance of the proposed algorithms in the presence of measurement noise, the
true acceleration responses are corrupted by adding zero-mean Gaussian white noise sequences. The
noise sequences are scaled to have root-mean-square (RMS) values equal to a certain percentage of
the RMS values of the corresponding true response signals. It should be noted that the issue of global
identifiability is not related to the presence of measurement noise, but since using “noisy” data is
inevitable in a real-life situation we use such artificially “polluted” data to discuss the performance of
the proposed identification algorithm.
In order to use the algorithm developed in Sections 2.2 and 2.4, the modal frequencies and modal
damping ratios of the system must be initially identified. To this end, we first use the known input and
the “measured” (= true + noise) output data in the Eigensystem Realization Algorithm together with
the Observer/Kalman filter IDentification algorithm (ERA-OKID) [25–27]. The system’s frequencies
and modal damping ratios are estimated from the eigenvalues of the identified state matrix. Once
the eigenvalues and modal damping ratios are thus identified, we next use the input-output balance
equations of Section 2.4 to estimate the instrumented rows of the mass normalized mode shape matrix
V, followed by the necessary mode shape expansion equations from Section 2.2 to get the complete
V matrix (except in cases 9 and 10, where, due to complete instrumentation, input-output balance
itself gives the complete V). Finally, using the modal orthogonality relations of Eq. (2.4) we estimate
the system’s mass M and stiffness K matrices, from which the floor masses and story stiffnesses are
respectively obtained.
While the ERA-OKID method provides good estimates of the system’s natural frequencies even
in the presence of significant measurement noise, the estimated modal damping ratios suffer from
significant amount of errors in case of noisy measurements. Such a significant error in the modal
damping will affect the input-output balance equations of Section 2.4, and this in turn will introduce
errors in the expanded V matrix as well as the final estimated M and K matrices. To avoid this
propagation of error, a nonlinear least squares optimization step is incorporated to obtain improved
estimates of the system’s natural frequencies and modal damping ratios. Suppose that the initial
estimates (from ERA-OKID) of natural frequencies and modal damping ratios for a general N -DOF
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shear-type system, are stored in a parameter vector:
Θ̂ = {ω̂1, ω̂2, · · · , ω̂N , ζ̂1, ζ̂2, · · · , ζ̂N} (2.59)
Also suppose that the reconstructed outputs obtained from the initial realization (from ERA-OKID)
are given by ¨̂usi , where si ∈ S ⊆ D denotes the measured DOFs. It can be shown through numerical
simulations that these reconstructed responses usually have higher Signal-to-Noise Ratios than the
corresponding original measured responses. Using the known input(s) along with the modal param-
eters in Θ̂, the pseudo-modal response matrix Ĝ|Θ̂ of Section 2.4 may be constructed, and an initial
estimate Ψ̂|Θ̂ of the solution may be obtained from the least squares solution of the input-output
balance equations of Section 2.4. Note that this estimated Ψ̂|Θ̂ is affected not only by the measure-
ment error in ¨̂usi , but also by the erroneous modal parameter vector Θ̂ whose effect on Ĝ|Θ̂ may
be thought of as equivalent to having an erroneous model in the linear least squares problem. While
the linear least squares estimate Ψ̂|Θ̂ minimizes, for a fixed Ĝ|Θ̂, the residual between the observed
(reconstructed in our case) ¨̂usi and the model Ĝ|Θ̂Ψ̂|Θ̂, it cannot minimize the error due to erroneous
Θ̂ i.e. the modeling error. Using these initial estimates Ĝ|Θ̂ and Ψ̂|Θ̂ a second set of reconstructed
responses, ¨̂u∗si |Θ̂ = Ĝ|Θ̂Ψ̂|Θ̂ are obtained, which will not match the first set of reconstructed re-
sponses ¨̂usi owing to the modeling error (and also because Ψ̂|Θ̂ is but a least squares solution, and
will not be exact except in simulations). A nonlinear optimization problem is then set up to obtain the
optimal parameter vector Θ̂∗ which will minimize the mismatch between ¨̂u∗si |Θ̂ and ¨̂usi :
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T
(2.61)
This optimization problem is solved here using the nonlinear least squares function lsqnonlin of
MATLABr [30]. This input-output balance - cum - optimization scheme is essentially a two-step
iterative optimization: for a given Θ̂, the optimal Ψ̂ is obtained in the first step with input-output bal-
ance, while Θ̂ is updated in the second step with nonlinear least squares, and the steps are repeated
iteratively till convergence. Once the optimal modal frequencies and damping ratios are obtained,
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these values are used in the necessary equations of Sections 2.2 and 2.4 as described in the previous
paragraphs. An alternative approach would be based on Total Least Squares [31]; this is not adopted
here, but is instead used in the next chapter.
The M-K identification procedure proposed herein involves several steps: (1) obtaining initial
estimates {ω̂j , ζ̂j}, (2) obtaining optimized estimates {ω̂∗j , ζ̂∗j } using Eq. (2.60), in presence of mea-
surement noise, (3) estimating V through input-output balance and mode shape expansion, and (4)
estimating M and K through modal orthogonality. In the numerical simulations discussed in this
section, the errors of the parameter estimates are calculated at each step relative to their true values.
Tables 2.2 – 2.5 show the statistics of these errors obtained from the 100 simulations run for each of
the 10 cases of Table 2.1: For the ith element of parameter class θ, with θi,k and θ̂i,k respectively





× 100 ∀ i ∈ {1, 2, · · · , 7}, k ∈ {1, 2, · · · , 100} (2.62)












The statistics listed in Tables 2.2 – 2.5 are the maximum absolute values, with respect to index i, of








To quantify the errors in the identified complete V matrices, we use the deviations from 1 of the Modal
Assurance Criterion (MAC) [21], calculated for each mode, and the Coordinate Modal Assurance
Criterion (COMAC) [22], calculated for each DOF.
Comparing the errors statistics in Tables 2.2 and 2.3, it is evident that the optimization in Eq.
(2.60) does improve the estimates of the modal frequencies and damping ratios. The error statistics
in Tables 2.4 and 2.5 illustrate that the proposed input-output balance and mode shape expansion
approaches perform reasonably well in estimating the complete V matrix, and the lumped masses and
spring stiffnesses, even under the constraints of very limited instrumentation and no prior information
about the physical parameter values. The maximum mean error in the masses and stiffnesses are
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Table 2.1: Different cases considered in numerical examples.
Case
Damping, E[ζj ] Noise Actuator Location Sensor Location
Notes
(%) (%) (DOFs) (DOFs)
1 0 0 1 1 —–
2 5 0 1 1 —–
3 5 10 7 7 —–
4 5 10 6 5,6 —–
5 5 10 5,6 6 —–
6 5 10 5,6 5,6 2f6 = 3f5
7 5 10 1,3,7 7 —–
8 5 10 3,6 4,6 —–
9 5 10 4 1 to 7 Full set of sensors
10 5 10 1 to 7 6 Full set of actuators
mostly less than 1%, and the maximum standard deviation in error are mostly between 0.5% and
3.5%. When the measurements are not corrupted by noise, the estimates are exact, even with only a
single sensor, as should be expected from a theoretically exact formulation.
2.6 Implementation with Experimental Data2
The structural identification algorithm is applied with experimental data from a set of experiments
conducted in the Los Alamos National Laboratory (LANL) on a 3-story model frame structure [32].
These data have been used for experimental verification in several studies on modal identification,
model updating and damage detection [32–35]. Here we use this data for modal/physical parameter
identification using the minimal instrumentation set-up. The test set-up, shown in Fig. 2.2, consists of
a 3-story aluminium frame model; the base plate of the model slides on rails and is excited by means
of an electrodynamic shaker. Each floor (including the base) are instrumented using accelerometers
located at the centerline, and a load cell measures the input force provided by the shaker. Since the
2I would like to thank the Los Alamos National Laboratory, Engineering Institute, for making the experimental data
publicly available for research purposes.
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Table 2.2: Maximum statistics of estimation errors (%) in ω̂ and ζ̂ estimated using ERA-OKID.
Case µε(ω) σε(ω) µε(ζ) σε(ζ)
1 2.44×10−11 5.31×10−10 —– —–
2 9.18×10−13 1.98×10−11 1.30×10−10 8.87×10−10
3 0.3508 0.6044 7.3643 13.7574
4 0.0051 0.0518 0.6998 1.1394
5 0.0283 0.1425 1.4748 2.7899
6 0.1117 0.5866 4.7269 9.8593
7 0.0127 0.1011 1.8008 1.8108
8 0.0023 0.0461 0.5093 0.9423
9 0.0017 0.0588 0.1516 0.8838
10 0.0442 0.0686 1.2830 1.2084
Table 2.3: Maximum statistics of estimation errors (%) in optimal modal parameters (ω̂∗ and ζ̂∗).
Case µε(ω∗) σε(ω∗) µε(ζ∗) σε(ζ∗)
1 —– —– —– —–
2 —– —– —– —–
3 0.0317 0.1916 2.0221 3.9861
4 0.0029 0.0297 0.5569 0.9898
5 0.0088 0.0693 1.2022 2.2315
6 0.0451 0.2692 1.1521 4.3901
7 0.0044 0.0436 1.5102 1.0431
8 0.0028 0.0272 0.4390 0.8288
9 0.0025 0.0273 0.1338 1.0471
10 0.0194 0.0391 1.0605 1.1510
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Table 2.4: Maximum statistics of estimation errors (%) in expanded mass normalized mode shape
matrix (V).
Case µε(MAC) σε(MAC) µε(COMAC) σε(COMAC)
1 3.00×10−17 2.10×10−16 5.33×10−17 2.51×10−16
2 3.55×10−17 1.96×10−16 3.55×10−17 2.46×10−16
3 0.0010 0.0012 0.0005 0.0005
4 0.0001 0.0001 6.30×10−05 7.36×10−05
5 0.0002 0.0003 0.0001 0.0002
6 0.0114 0.0146 0.0058 0.0075
7 0.0001 0.0001 5.08×10−05 6.48×10−05
8 8.08×10−05 7.18×10−05 5.24×10−05 5.21×10−05
9 0.0002 0.0006 0.0004 0.0007
10 0.0001 0.0001 0.0002 0.0002
Table 2.5: Maximum statistics of estimation errors (%) in estimated lumped masses and spring stiff-
nesses.
Case µε(m) σε(m) µε(k) σε(k)
1 9.01×10−09 2.81×10−07 9.23×10−09 2.86×10−07
2 1.10×10−11 1.38×10−10 8.09×10−12 1.22×10−10
3 0.3881 0.7810 0.2874 0.8187
4 0.2951 2.1706 0.2727 2.1264
5 0.6110 3.3774 0.4974 3.3917
6 1.0706 4.4682 1.4749 4.6020
7 0.0517 0.2826 0.0381 0.2651
8 0.1907 1.8751 0.2206 1.7779
9 0.1698 2.4299 0.8100 5.7811
10 0.1312 1.2441 0.3843 2.8530
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Figure 2.2: LANL test structure (adopted from [32]), and free-free analytical model assumed in this
paper (with known input f1, and measured output ü1).
structure slides on rails (is unconstrained), there exists a rigid body mode in addition to the three
structural modes. The input forces are white noise signals, band limited in 20 - 150 Hz so as not
to excite the rigid body mode (below 20 Hz). In addition to a baseline frame, several other states
of the frame, with added floor masses/changed column cross-sections etc., are also tested; here we
only consider the baseline state, while some of the modified states are considered in Chapter 5 for
structural health monitoring. Each state of the system is tested 50 times.
We model the frame as a 4-DOF free-free system (neglecting the rail friction), as shown in Fig.
2.2. Although the system was completely instrumented in the actual experiments, as a hypothetical
experimental scenario, we consider a single actuator-single sensor set-up, where only the acceleration
response of the base plate is measured along with the applied input force. It should be emphasized
that, for the 4-DOF model, with this set-up we are measuring only 25% of the system.
The measured base acceleration output and the applied input force to the base are first used in the
ERA-OKID method to identify the three sets of structural modal frequencies and damping ratios. The
means and standard deviations of these experimental modal parameters are then computed using the
identifications from the 50 tests. These mean values, and the coefficients of variation (COV (in %) =
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standard deviation/mean ×100) are:
µf = {31.3, 55.0, 72.3} Hz; COVf = {0.1, 0.1, 0.2} %
µζ = {4.1, 0.9, 1.1} %; COVζ = {1.7, 6.1, 18.1} %
The mean estimates compare reasonably well with the corresponding estimates obtained in [32].
From the coefficients of variation, it is evident that the modal frequency estimates from the different
tests are very consistent. While the estimated damping ratios from the different tests show some dis-
persion, with increased dispersion in the higher modes, a high estimation uncertainty associated with
identified damping is often encountered in civil structural identification [36,37]. As [37] shows, noise
contaminated measurement data usually contains much lesser information about damping compared
to frequency. Moreover, structural damping has an inherent variability owing to the “complexity of
damping mechanisms”, and is, in general, a manifestation of the combined effects of several different
types of physical (energy dissipating) phenomenon ( [38, 39]). In fact, as [38] states: “Quantification
of damping is by far the most vexing problem in structural engineering”; although this observation
is made by the authors with regard to damping estimation at the structural design stage, it remains
similarly true in structural identification exercises.
Once the three sets of structural modal frequencies and damping ratios are identified, they are
used in the input-output balance equations, balancing the base acceleration output with the input
force to the base, to obtain the coefficients of the three mass normalized mode shapes at the base. The
input-output balance is performed with only the three structural modes (modes 2 to 4), i.e. excluding
the rigid body translation (mode 1), since, owing to the band limitedness of the applied input, the
acceleration response should not contain any rigid body component [32].
The subsequent identification steps require the mode shape expansion from the base to the three
higher (unobserved) floors, and then the use of the modal orthogonality relations to estimate M and
K. However, in both these operations, we would need the mass normalized rigid body mode shape.
To this end, we use an additional information: the total mass of the system, MT =
∑4
i=1mi. MT
is taken as 6.5 × 4 = 26 kg, using the structural dimensions given in [32] and the mass density of
aluminium. Then, letting the mass normalized rigid body mode shape be: v1 = {c, c, c, c}, and using
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Following this, the Statement 2 of the mode shape expansion is applied to estimate the mass nor-
malized mode shapes at the first floor, with the slight modification of a1,2 = −a1,1 for a free-free
(instead of a shear-type) system, and with λ1,1 = 0 for the rigid body mode. The mass normalized
mode shapes at the second and third floors are then estimated using the Statement 1 of the mode
shape expansion. At this stage, we then have a complete (4× 4) mass normalized mode shape matrix
(including the rigid body mode), and a complete eigenvalue matrix (with λ1,1 = 0) from the identified
frequencies, for the 4 DOF model of the system; using the modal orthogonality relations with these
we estimate the complete (4× 4) M and K matrices of the system. The estimated M and K matrices
are found to be respectively diagonal and tridiagonal symmetric, with K also being singular and hav-
ing the form as for a 1-D free-free system (i.e. sum of the elements in any row/column of K is zero);
such properties of the identified M and K matrices should be expected as the mode shape expansion
equations explicitly utilize these properties. The individual floor masses (including the base mass)
and story stiffnesses are finally estimated from the identified M and K matrices. The means and
coefficients of variation, computed using the estimates from the 50 tests, of these mass and stiffness
parameters are:
µm = {7.0, 7.5, 6.3, 5.2} kg; COVm = {0.6, 0.5, 0.6, 0.7} %
µk = {4.6, 4.3, 3.2} 105 N/m; COVk = {1.0, 0.4, 0.9} %
It is evident from these statistics that the parameter estimates are reasonably consistent across the
different tests. The distribution of the masses/stiffnesses between the different floors/stories are fairly
uniform, as should be expected from the structural geometry, but not exactly uniform, reflecting
the inherent individual variabilities (in geometry, connections etc.) in the different floors/stories.
Even though measurements from none of the higher floors (1st to 3rd) are used in the identification
exercise, the estimated parameter values at these unobserved locations are still realistic. It should
be emphasized that the parameter estimates are intricately dependent on the total mass information
MT . This dependency is not that of just a single scalar factor of proportionality (unlike in the next
two chapters), since MT ’s use here is essentially to determine the rigid body mode; any error in
MT propagates nonlinearly, and not in just a proportional form, to the estimates of the unobserved
rows of V. In this current example, the total mass information MT is not accurate, since we do not
include in it the masses of the attachment mechanism of the base to the rails, of the bumper on the
2nd floor and the extra column on the 3rd floor (as we do not know these masses). Even then the final
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estimates of the mass and stiffness parameters seem reasonable. Moreover, as is evident from example
comparisons in Figs. 2.3 and 2.4, the measured experimental responses are in good agreement with
the simulated responses of the identified systems (with both the measured and predicted responses
corresponding to the same test/input force), even at the unobserved DOFs (Fig. 2.4) whose response
measurements are not used in the identification exercise. Finally, the low coefficients of variation in
Table 2.3 (mostly less than 1%), indicating a low uncertainty in the mass/stiffness parameter estimates
from the different tests, suggests the possibility of using such parameter estimates in reliable detection
of any structural changes, as e.g. in structural health monitoring considered in Chapter 5 with some
of the modified states of the frame.
2.7 Conclusions
An algorithm is developed in this chapter for identifying the physical parameters (lumped masses
and spring stiffnesses) of shear-type systems using input-output data. The proposed algorithm starts
with estimates of the complete sets of modal frequencies and damping ratios. The first major step is
to estimate the components of the mass normalized mode shape matrix at the actuator and/or sensor
locations, for which an input-output balance procedure has been proposed. The input-output balance
attempts to give unique estimates of the mass normalized mode shapes at all the instrumented (with an
actuator and/or a sensor) DOFs in the system. In the derivations of this approach, the non-uniqueness
owing to absence of co-located sensor-actuator pair, possible non-uniqueness caused by inputs not
being independent, as well as the possible unique and complete identification of a fully instrumented
structure have been discussed. The situation of dependent inputs may be practically important, e.g.
when a 3-dimensional building is tested using only a single actuator; such a situation is illustrated
later in the thesis with a numerical example in Appendix A, and as discussed in this chapter, in such
situations the direct input-output balance results will need some post-processing. While the input-
output balance was formulated in the time domain using acceleration response measurements, it may
also be formulated in the frequency domain as well as with velocity or displacement measurements.
Moreover, the approach may be applied not only to shear-type systems, but to any linear classically
damped dynamic system as well. The approach may also be coupled with a nonlinear least squares
optimization step to improve the initial modal frequency and damping ratio estimates in the presence
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Figure 2.3: Comparison of measured base acceleration response with base acceleration response of
estimated system for test 1 of State 1.

























































Figure 2.4: Comparison of measured 2nd floor acceleration response with 2nd floor acceleration
response of estimated system for test 1 of State 1. (This response is considered unmeasured, and not
used in the identification of the structural system.)
CHAPTER 2. STRUCTURAL IDENTIFICATION USING INPUT-OUTPUT DATA: MINIMAL
INSTRUMENTATION AND GLOBAL IDENTIFIABILITY ISSUES 47
of measurement noise; when the ERA-OKID approach was used to obtain the initial estimates, this
optimization step proved to be especially useful to decrease errors in the identified modal damping
ratios.
The second major step comprises a mode shape expansion method which expands the mass nor-
malized mode shapes determined in the first step from the instrumented to the non-instrumented
structural DOFs. This expansion method was developed to address the limitations set forth by in-
complete instrumentation, and it is formulated in such a way that the non-instrumented rows of the
mode shape matrix are successively obtained as solutions to sets of linear simultaneous equations.
While deriving the necessary equations for the expansion, the issue of global identifiability vis-a-vis
instrumentation set-ups has also been addressed, and it has been shown that a knowledge of either the
1st or the last or any two consecutive rows of the mass normalized mode shape matrix guarantees a
unique expansion to a complete mass normalized mode shape matrix for a shear-type system. Once
the complete mass normalized mode shape matrix is obtained by the mode shape expansion proce-
dure, the mass and stiffness matrices of the system are to be estimated using modal orthogonality.
These estimated physical matrices may be considered to represent the current state/condition of the
system, and may be used for model validation and/or damage detection.
Based on the theoretical derivations involved in the input-output balance and mode shape ex-
pansion procedures, minimal and near-minimal instrumentation set-ups for shear-type systems which
guarantee unique estimation of the mass normalized mode shape matrix, and consequently the mass
and stiffness matrices, have also been defined. These optimal instrumentation set-ups require only 1
or 2 actuators and 1 or 2 sensors, and can be summarized as: (i) only 1 co-located sensor-actuator pair
located at the 1st orN th DOF, or (ii) two consecutive instrumented DOFs, with one co-located sensor-
actuator pair and one additional sensor/actuator, and non-proportional inputs from the actuators, or
(iii) two consecutive DOFs instrumented with either actuators and/or sensors, plus one co-located
sensor-actuator pair at any other DOF, and non-proportional inputs from the actuators, or (iv) two
consecutive DOFs instrumented with co-located sensor-actuator pairs in case of proportional inputs
from the actuators. The discussion on instrumentation is intended to help in experiment design by
providing the monitoring personal with an increased flexibility in instrumentation set-ups, using the
minimal amount of instruments but meeting the global identifiability requirements by their proper
placement. While the discussion specifies only the bare minimum necessary instrumentation, addi-
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tional instruments, while not increasing the quantity of information, may be expected to improve the
quality of information and hence decrease the estimation uncertainty/error, especially in situations
with high measurement noise. Moreover, while all the permissible instrumentation set-ups for global
identifiability should provide the same information in an ideal situation, in practice, accounting for
the facts that all DOFs neither respond to the same extent nor can their responses be expected to have
the same signal-to-noise ratio, the quality of information content in the different set-ups will vary,
and hence the estimation uncertainty associated with the different set-ups will vary. Thus, once a
set of permissible set-ups is obtained satisfying the global identifiability requirements, the individual
set-ups in this set may be further ranked according to some information measure ( [40,41]), to decide
on the optimal (most informative) set-up amongst them.
An extensive suite of numerical examples using simulated data from a 7-DOF system is consid-
ered to illustrate the performance of the identification approach. As evidenced by these examples, the
advantages of the approach lies: (a) in its ability to obtain reliably accurate estimates of the mass and
stiffness parameters using measured data from minimal instrumentation, (b) in its non-requirement of
any a priori information of the physical parameter values, and (c) in its reasonable robustness to mea-
surement noise. Additionally, the identification exercise mainly involves solutions of linear systems
of equations, and hence has the advantage of straightforward implementation.
The identification approach is also applied to experimental data from a 3-story aluminium frame
model tested in the Los Alamos National Laboratory [32]. The frame slides on rails, and is hence
modeled as a free-free system in this paper. It is shown that using only the applied input and measured
acceleration output of the base, the approach provides reasonable identification of the floor masses
and stiffnesses, with low estimation uncertainty across different tests. The identified models can
also predict the response well, even at unmeasured DOFs. The reliable performance of the method
even with incomplete instrumentation of the monitored system and no a priori information about the
system’s physical parameters, highlights its potential in structural identificantion/health monitoring
applications.
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Identifiability Requirements under Base
Excitation1
In this chapter we concentrate on the cases in which a shear-type system is excited not through actu-
ators but through ground motions. The difference between the two excitation types is important and
dictates the a priori information necessary for the solution. For example, the global identifiability
problem has been investigated for a single force actuator case by Franco et al. [3], and for more gen-
eral sensor/actuator setups in Chapter 2 [4]; neither requires any a priori knowledge of the system’s
physical parameters. On the other hand, Udwadia nd his co-workers [1, 17] deal with the situation
where the input is base excitation and require knowledge of the complete mass matrix. Moreover,
while in [3, 4] multiple possible instrumentation setups are identified which guarantee unique solu-
tions to the mass and stiffness matrices, in [1, 17] only one such instrumentation setup is identified.
One of the reasons behind this increased complexity may be related to the problem identified in
1This chapter is part of an article co-authored with Profs. Raimondo Betti and Hilmi Lus, currently under review in
Structural Control and Health Monitoring [5]. A preliminary form of the chapter was presented in the 32nd International
Modal Analysis Conference, Orlando, 2014 [42].
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Chapter 2 for the case of proportional inputs: if there are two actuators applying proportional forces at
two DOFs, then one needs to place sensors at both of these two DOFs in order to uniquely estimate the
two corresponding rows of the mass normalized mode shape matrix, whereas only one sensor at either
of the DOFs would suffice were the inputs not proportional; base excitation of shear–type systems is
equivalent to applying proportional inputs at all DOFs. The second reason stems from the fact that
in structures subjected to base accelerations the input is not completely defined unless one knows
the complete mass matrix. This incompleteness of information in terms of the applied input, coupled
with the incompleteness in modal information from limited instrumentation, makes the base excitation
case vis-à-vis the global identifiability problem of the system a complex affair. Other questions that
demand attention in this context are: (i) what is the minimal a priori information necessary for a
unique identification, i.e. is it possible to identify the system knowing some of the masses instead of
the complete mass matrix, or is the knowledge of the complete mass matrix absolutely essential? (ii)
what should be the minimal number and the choice of instrumented DOFs for a unique identification?
This chapter attempts to develop a robust algorithm for the identification of the mass and stiffness
parameters of rigid-floor shear-building type structures subjected to base excitation, using the mea-
sured output along with the base acceleration input (if available), under the constraint of incomplete
instrumentation. It should be highlighted that, although the chapter is written for base excitation,
the different developments can be directly applied to any general output-only situation as well. The
natural frequencies and non-mass normalized mode shape components at the sensor locations that
are prerequisites to the approach proposed herein, may be obtained using any suitable experimen-
tal/operational modal analysis techniques. As in Chapter 2, the measured responses are assumed to
be sufficiently rich so as to allow the identification of all the structural modes at the sensor locations,
and the mass and stiffness matrices are estimated using the modal orthogonality relations. To get
the complete mass normalized mode shape matrix, a mode shape normalization procedure is devel-
oped, and used along with the mode shape expansion method proposed in Chapter 2, and extended
to 2/3-dimensional (2/3-D) systems discussed in this chapter. These mode shape normalization and
expansion approaches incorporate the structural topology information of the physical system in terms
of its modal parameters. Since not all instrumentation set-ups and available a priori information
about the system’s physical parameters may give a unique normalization and/or expansion of the
mode shapes, the following issues are investigated: (a) what is the minimum necessary a priori in-
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formation, (b) what should be the minimum number of instrumented DOFs, given certain available a
priori information, and (c) how to determine which should be the instrumented DOFs, for a unique
estimation of the complete mass normalized mode shape matrix? Thus, in the process of developing
the identification methodology, the study also provides a technique to determine a wide set of instru-
mentation set-ups guaranteeing unique solutions to the inverse problem. The possible implications of
low translational-rotational coupling in 2/3-D systems are also highlighted in this context. Although
the proposed approach mainly involve solutions of linear systems of equations, and hence have the
advantage of straightforward implementation, some practical implementation issues, e.g. induced by
noisy data, which may arise in the solution process are also discussed, along with possible strategies
to address them. The performance of the method is evaluated using an extensive suite of numerical
simulations and shake table experiments.
3.1 Problem Statement and Minimal Necessary A Priori Information
Consider a system that can be modelled as an N–DOF classically damped shear–type model: by
shear–type is meant a building model in which all floors are rigid plates with 3 DOFs comprising two
lateral translations and one in plane rotation. Shear–type models in which only one translation, one
translation and the rotation, and all 3 DOFs per floor are active will be called 1 dimensional (1–D),
2 dimensional (2–D) and 3 dimensional (3–D) models, respectively. Let D denote the set, with N
elements, of all DOFs, and S denote the set, with Ns elements, of DOFs instrumented with sensors
which measure the response (acceleration and/or velocity and/or displacement) of the system. For an
ND-dimensional shear-type model subjected to base excitation, the equation of motion in physical
coordinates has the form:
Mü + Cu̇ + Ku = −Mιag (3.1)
where ag(t) is the vector of ground acceleration input and ι is the influence matrix of dimension
N×ND, constructed by vertically (row-wise) stacking (N/ND) manyND×ND identity (I) matrices.
Our objectives are (i) to identify the mass and the stiffness matrices of the system’s model using
the known/unknown applied ground motion input and the response (output) data measured at Ns
locations with incomplete instrumentation such that S ⊆ D, and (ii) to identify different minimal and
near-minimal instrumentation set-ups that guarantee a unique identification.
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Let Ṽ, with elements ṽi,j , denote any arbitrarily normalized mode shape matrix; while V, as
in Chapter 2, specifically denotes the mass normalized mode shape matrix. We make the following
assumptions in our analysis:
1. The physical coordinates defining u in Eq. (3.1) coincide with the centers of masses of the
mass elements, and hence M is diagonal;
2. The data is sufficiently rich so as to allow the identification of all the N modes such that all the
eigenvalues λj , modal damping ratios ζj , and elements of Ṽ on the rows corresponding to the
DOFs in S, ṽi,j , ∀ j ∈ {1, 2, · · · , N} and ∀ i ∈ S may be determined.
Note that for a base excited system, the identified system would be non-unique even with a complete
set of sensors and known input ag, since the applied force on the right hand side of Eq. (3.1) is
proportional to unknown masses in M. Multiplying both sides of Eq. (3.1) by any matrix T will
not change the response at any of the DOFs for a given ag. This will also be the case in any general
output-only situation, e.g. unmeasured base excitation, ambient vibration etc. Hence, for the cases
of known/unknwon ground motion input and output-only situations, some a priori information about
the system’s mass and/or stiffness parameters, additional to the measured responses, is necessary to
be able to correctly identify M and K. On the other hand any general matrix T will not preserve
the topology of M and K, and hence the model will not be able to represent the physical nature
of the structural system; this additional requirement may be used to arrive at the minimal a priori
information necessary for the unique identification. Assume temporarily that T is a general N ×N
matrix, and an alternative system satisfying the same measured input and output data is given by
M̂ = TM, Ĉ = TC, K̂ = TK. Then, imposing the condition that M and M̂ are both diagonal
leads to a diagonal T: M̂i,j = ti,jMj,j = 0⇒ ti,j = 0 ∀ i 6= j. Additionally, imposing the condition
that K and K̂ are symmetric, one gets that T ∝ I:
K̂i,j = ti,iKi,j




K̂i,j = K̂j,i ⇒ ti,i = tj,j ∀ i, j ∈ {1, 2, · · · , N} (3.2)
From the above it can be inferred that, for a system with diagonal M and symmetric K, properly
instrumented so as to ensure a unique mode shape expansion: (a) it is possible to identify a complete
V∗, proportional to the mass normalized V by a single scalar constant, and (b) this scalar constant
can be estimated using a single a priori information about the system’s physical parameters, e.g. the
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total mass of the system. Hence the minimal necessary a priori information, given sufficient instru-
mentation, for the unique identification of M and K is one, using which an identified proportional
system can be correctly scaled to the true system.
The clause “given sufficient instrumentation” in the last statement is important, since there is
a natural trade-off between the instrumentation on the system and the amount of necessary a pri-
ori information about the system’s physical parameter values: for the minimal necessary a priori
information to suffice, there has to be sufficient instrumentation to identify a unique V∗; and less
instrumentation simply necessitates more a priori information. The limiting case of the latter sce-
nario is Udwadia and Sharma’s [1] proposition that a unique identification of K of a 1–D shear–type
system under known base excitation is possible with only a single sensor at the 1st DOF (1st floor
mass) provided that the full M matrix is known. Here we investigate the possibility of two alternative
scenarios to guarantee a unique identification of a shear–type system subjected to base acceleration.
In these alternatives, we explore the trade-off between the necessary number of sensors and the nec-
essary a priori information, in terms of the element masses. Thus, while Udwadia and Sharma [1]
needs only one sensor but all the floor masses, we consider the two scenarios where:
1. We have Ns number of sensors, but know the masses only at these Ns sensor locations;
2. We have Ns number of sensors, and know only the total mass, MT , of the system.
As will be shown subsequently, these alternatives allow for multiple sensor placement scenarios sat-
isfying global identifiability; these should be expected to help with various issues including working
with sensor locations that minimize noise-to-signal ratio, choosing locations where floor masses may
be estimated more confidently, or considering the total mass of the system as the a priori informa-
tion, which will be beneficial in many practical situations where the accumulated estimation error in
MT , estimated from an engineering drawing of the structure, can be expected to be lower than the
estimation errors in the individual element masses. Finally, while Udwadia and Sharma [1] addresses
1–D systems, we also consider 2–D and 3–D shear–type systems, with possible coupling between the
transverse and rotational DOFs which may often be encountered in real-life systems.
The approach proposed in this chapter is the same two-step procedure as in Chapter 2: (i) con-
structing the complete mass normalized mode shape matrix V, (ii) using the modal orthogonality
relations of Eq. (2.4) to obtain the M and K matrices. Although Eq. (2.4) requires the complete
mass normalized V, the measured mode shapes to be obtained from input–output/output–only data
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would initially be available only at the instrumented DOFs in S (Ns < N ), and they would be non–
mass normalized. The first step therefore involves the estimation of the mass normalization factors
of the mode shapes, and consequent normalization of the measured mode shape components. The
mass normalized mode shapes at the sensor locations are then expanded from the observed to the
unobserved DOFs, using the approach developed for 1-D systems in Chapter 2 but extended here to
2-D and 3-D systems. These theoretical developments are discussed in Sections 3.2 and 3.3, along
with the minimal/near–minimal instrumentations of the system allowing the unique estimation of the
normalizing factors and unmeasured mode shape components. In order to satisfy the assumption
of physical coordinates coinciding with the centers of mass and to estimate the a priori knowledge
required in the first scenario mentioned above, an approach is discussed in Appendix A to identify
the centers of mass and lumped mass parameters, for all instrumented mass elements using a prior
actuator–driven forced vibration test. Some implementation issues which may arise in the solution
process are discussed in Section 3.4, along with possible strategies to address them. The performance
of the proposed solution is then examined in Section 3.5 via numerical simulations of varying com-
plexity. Finally, in Section 3.6, the method is applied to experimental data collected from a 4-story
steel frame tested using a shake table facility, considering different situations of possible structural
instrumentation and available a priori information of the structural mass.
3.2 The Case of One Dimensional Shear-Type System
For N–DOF 1–D shear-type systems (Fig. 3.1(a)), the M and K matrices have the forms as given
in (2.1). If using sufficient measurements and available a priori information one obtains unique
estimates of the matrices M and K, then the unique estimates of the individual lumped masses (mi’s)
and spring stiffnesses (ki’s) can be obtained, respectively from the diagonal terms of the identified M
and the diagonal or super/sub-diagonal terms of the identified K. The response of the system under
ground excitation is governed by Eq. (3.1) with unidirectional input ag = agx, and ι the column
vector 1 with 1 in all its elements. The system is instrumented with Ns sensors located at the DOFs
in S = {s1, s2, · · · , sNs}. With sufficiently rich measured data, the eigenvalues λj and mode shape
components ṽsi,j , ∀ j ∈ {1, 2, · · · , N} and ∀ si ∈ S are assumed to be estimated from the data prior
to the developments explained below.
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Figure 3.1: (a) 1-D (N = Nm DOFs), (b) 2-D (N = 2Nm DOFs), and (c) 3-D (N = 3Nm DOFs)
shear-type systems considered in this chapter.
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3.2.1 Identification with masses known at the Ns locations in S
3.2.1.1 Estimation of the mass normalizing factors
Let us denote the mass normalizing factors as α = {α1, α2, · · · , αN}, where αj is the normalizing
factor for the jth mode, and the mass normalized mode shape matrix V is related to the initial mode
shape matrix Ṽ through
V = Ṽdiag(α) = ṼαD (3.3)
Noting that M, and hence M−1, are diagonal matrices, the mass orthogonality of Eq. (2.4) leads to:
rir
T
k = 0 ∀ i, k ∈ {1, 2, · · · , N} , i 6= k; rirTi = 1/Mi,i = 1/mi ∀ i ∈ {1, 2, · · · , N} (3.4)
where ri is the ith row of V. In [43] the first equation in Eq. (3.4) is used for estimation of the
normalizing factors, assuming that the inverse of the mass matrix associated with the measured DOFs
is diagonal. If the mass coefficients mi are known for the DOFs in S, using Eq. (3.3) in Eq. (3.4)










j = 1/Msi,si = 1/msi ∀ si ∈ S (3.5)
Note that although the first expression in Eq. (3.5) impliesNs(Ns−1) equations, due to symmetry of
M they are in fact a set of only Ns(Ns − 1)/2 equations. Now, using the mass orthogonality relation
in the stiffness orthogonality condition in Eq. (2.4) leads to:
M−1KM−1 = M−1V−TΛV−1M−1 = VΛVT (3.6)
Using the facts that M is diagonal and K is tridiagonal in Eq. (3.6), one gets an additional Ns(Ns −
1)/2 equations, once again accounting for the symmetry of M−1KM−1, in terms of the identified





j = 0 ∀ si, sk ∈ S such that si and sk are not of adjacent floors (3.7)
Eqs. (3.5) and (3.7) may be combined, as in Eq. (3.8), to construct a linear non-homogenous system
of N2s equations in the N unknowns α
2
j , whose least squares solution, y = L
†b, will give the mass
normalizing factors αj = ±
√
yj . Note that the “±” sign implies a non-uniqueness in sign; as such,
the negative sign may be left off from the “±” without introducing any error. When the number
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of equations are equated to the number of unknowns in Eq. (3.8), the minimum number of sensors
necessary for unique results is revealed to be equal to
√




N will not be a whole number for most values of N , in such cases, we will thus need to choose the
next higher whole number after
√
N as the minimal number of sensors.


ṽs1,1ṽs2,1 · · · ṽs1,N ṽs2,N
... · · ·
...
ṽsNs−1,1ṽsNs ,1 · · · ṽsNs−1,N ṽsNs ,N
ṽ2s1,1 · · · ṽ
2
s1,N
... · · ·
...
ṽ2sNs ,1 · · · ṽ
2
sNs ,N
ṽs1,1ṽs2,1λ1 · · · ṽs1,N ṽs2,NλN
... · · ·
...





























3.2.1.2 Expanding mode shapes to the unobserved DOFs
Once all the N mass normalizing factors are thus determined, vsi,j may be calculated using Eq. (3.3)
for all modes and ∀ si ∈ S. The next step is to expand the mass normalized mode shapes from the
observed (S) to the unobserved (D \ S) DOFs. To this end, the expansion methodology developed in
Chapter 2 (Section 2.2) for 1–D shear-type systems may be used. Recall that the mode shape expan-
sion statements in Section 2.2 imply that, for 1–D shear–type systems an a priori knowledge of either
(1) two consecutive rows, or (2) the 1st row, or (3) the N th row of V will ensure unique estimates of
its remaining rows by solving systems of linear equations. Since the mode shape matrix V considered
in this discussion is mass normalized, this unique mode shape expansion will consequently enable the
use of the modal orthogonality relations in Eq.(2.4) to determine unique estimates of M and K.
3.2.2 Identification with only total mass MT known
3.2.2.1 Estimation of the proportional mass normalizing factors
Consider now the case when only the total mass of the system,MT =
∑N
i=1mi, is known or estimated
with some confidence instead of the individual masses at theNs sensor locations. Since the individual
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masses are not known, the available equations for the estimation of the αj’s in this case will include
all the equations from Eq. (3.7) (assuming that no two consecutive DOFs are instrumented), and
only the first set of equations from Eq. (3.5), constituting a total of Ns(Ns − 1) linear simultaneous
equations in the N unknown α2j ’s. These equations are, however, homogenous and hence cannot be
solved to obtain a non-trivial solution of α2j ’s. One can treat α1 = α as an undetermined coefficient
and obtain a “solution” for (N − 1) many β2j = (αj/α)2 for j ∈ {2, · · · , N} (with β1 = 1):


ṽs1,2ṽs2,2 · · · ṽs1,N ṽs2,N
... · · ·
...
ṽsNs−1,2ṽsNs ,2 · · · ṽsNs−1,N ṽsNs ,N
ṽs1,2ṽs2,2λ2 · · · ṽs1,N ṽs2,NλN
... · · ·
...


























where L∗, y∗ and b∗ are of dimensions (Ns(Ns−1))× (N −1), (N −1)×1 and (Ns(Ns−1))×1,
respectively. The least squares solution y∗ = L∗†b∗ will give the (N − 1) unknown β2j ’s, and thus
βj = ±
√
yj ∀ j ∈ {2, · · · , N} (once again the negative sign may be left off from the “±” without
introducing any error). Using these values and defining βD = diag(β1 = 1, β2, · · · , βN ), the mass
normalized mode shapes of Eq. (3.3) may be expressed as V = αṼβD = αV∗, and the elements
of V∗ can be obtained at the sensor locations. α need not be determined at this stage and will be
evaluated at the very final stage. Equating the number of equations to the number of unknowns in
Eq. (3.9) leads to the minimal sensor requirement of Ns ≥ (1 +
√
4N − 3)/2. Compared with the
requirement of Ns ≥
√
N in the previous case of masses known at the sensor locations, more sensors
are needed for this scenario; on the other hand, less a priori information about the system’s physical
parameters (only MT as compared to Ns known masses) are needed, owing to the natural trade-off
between the necessary instrumentation and the necessary a priori information.
3.2.2.2 Mode shape expansion and scaling
The next step is to expand V∗ from the observed to the unobserved DOFs. The mode shape expansion
equations of Section 2.2 will, by inspection, be seen to remain invariant under a scalar multiplicative
transformation of the mode shape matrix; hence, these equations may still be used with the ri’s being
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replaced by r∗i , where r
∗
i is the ith row of V
∗, to obtain the complete proportional mode shape matrix
V∗.
If the purpose is to detect structural changes, e.g. due to damage, then the proportionally normal-
ized mode shapes in V∗ may directly be used in appropriate damage detection algorithms [23,44,45].
However, if the objective is the identification of the M and K matrices, then the scaling factor α
must be evaluated using some known system information. Here it is assumed the total mass of












−1. Since V = αV∗, the scalar constant of proportionality can be
estimated as: α =
√
M∗T /MT . Once α, and consequently the complete mass normalized mode shape
matrix V, are thus estimated, unique estimates of the system’s M and K matrices can be obtained
by using the orthogonality relations of Eq. (2.4). It is important to note that the use of MT as the
a priori information rather than some other information such as the mass of a specific floor is not a
necessity but rather a choice based on the expectation that the estimation errors for specific various
floors would be more pronounced than the error in their sum.
3.2.3 A note on sensor placement
Given that (a) Ns ≥
√
N for the case with known masses at sensor locations, or (b) Ns ≥ (1 +
√
4N − 3)/2 for the case with known total mass MT , the following issues should be considered
while placing the Ns sensors:
1. If Ns is simply equal to the minimal requirement, then Eq. (3.7) dictates the sensors be placed
such that no two consecutive DOFs are instrumented.
2. If Ns is more than the minimal requirement, then it may be allowed to place one or more sen-
sors on consecutive DOFs. Consecutively placed sensors will reduce the number of available
equations in Eq. (3.7), and one should always ensure to have at least N equations in Eq. (3.8)
to solve for the N unknown αj’s for the first scenario, or at least (N − 1) equations in Eq.
(3.9) to be able to solve for the (N − 1) unknown βj’s in the second scenario. Additionally,
with Ns >
√
N in the first scenario, less a priori information may also be used; while this
may improve the estimation accuracy by excluding those floor masses which cannot be reliably
determined, the condition of having at least N equations in Eq. (3.8) must still be satisfied.
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3. While placing sensors at consecutive DOFs may be allowed if Ns is greater than the minimal
number of necessary sensors, some consecutive sensor placement scenarios, while still seem-
ingly giving sufficient equations to solve for all the unknowns, may actually give less than
necessary number of independent equations, leading to rank deficient matrices in Eqs. (3.8)
(rank(L) < N ) and (3.9) (rank(L∗) < N − 1). For example, placing two consecutive sensors
at DOFs (N − 1) and N (or at DOFs 1 and 2), and a third sensor at any other DOF q, will
make the equation rNΛrTq = 0 (or r1Λr
T
q = 0), obtained for si = N (or 1) and sk = q from
Eq. (3.7), a linear combination of the equations rNrTq = 0 and rN−1r
T
q = 0 (or r1r
T
q = 0 and
r2r
T
q = 0), obtained for si = {N,N − 1} (or {1, 2}) and sk = q from Eq. (3.5). It can further
be shown that if q = N − 2 (or 3), i.e the third sensor is also located at a consecutive DOF,
there will only be 5 independent equations in Eq. (3.8) and 3 independent equations in Eq.
(3.9), as opposed to 7 and 5 total equations, respectively. Thus, when placing sensors at con-
secutive DOFs, the possibility of some of the estimation equations becoming redundant should
be considered and it should be checked whether at least N (or N − 1) independent equations
are available to solve for the α2j ’s (or β
2
j ’s) in Eq. (3.8) (or Eq. (3.9)).
4. Finally note that once the α2j ’s (or βj’s) are uniquely determined, the rows of V (or V
∗) cor-
responding to the instrumented DOFs may be obtained. The unique expansion of the mode
shapes from the observed to the unobserved DOFs using the equations of Section 3.2.1.2, how-
ever, also necessitates that the measured rows of V (or V∗) should either contain the 1st row or
the N th row or two consecutive rows of V (or V∗). Thus, certain sensor placement scenarios,
while giving a unique estimation of the unknown α2j ’s (or β
2
j ’s) in Section 3.2.1.1 (or 3.2.2.1),
and consequently unique estimates of the measured rows of V (or V∗), will not guarantee a
unique estimation of the unmeasured rows of V (or V∗) due to possible non-uniqueness during
the mode shape expansion process, and consequently will not guarantee a unique identification
of the M and K matrices of the system. One such inadmissible sensor placement scenario, for
example, would be to place the sensors at DOFs 2, 4, and 6 in a 1-D, 7-DOF shear-type system
subjected to ground acceleration.
The above considerations must be dealt with on a trial–and–error basis and the following method-
ology may be conveniently applied in experiment design to decide the possible alternative sensor
placement configurations on a general N–DOF, 1–D shear–type system subjected to base excitation,
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ensuring the unique identification of the M and K matrices of the system using the minimal num-
ber of necessary sensors. Consider that the system is to be instrumented with Nsmin sensors, where
Nsmin = ceil(
√
N) for the case of Nsmin many known masses, and Nsmin = ceil((1 +
√
4N − 3)/2)
for the case of single a priori information, e.g. known total mass MT , with ceil(.) rounding its ar-
gument to the next whole number towards infinity. The proposed experiment design method then
involves the following steps:
1. Generate random M̂ and K̂ matrices, satisfying the structural topology given by Eq. (2.1), i.e.
M̂ is diagonal with positive diagonal elements, and K̂ is symmetric tridiagonal, with positive
diagonal and negative off-diagonal elements, and
∑N
j=1 K̂i,j = 0 ∀ i ∈ {2, · · · , N}. Perform
an eigenvalue analysis using M̂ and K̂, and scale, if necessary, each eigenvector with a non-
zero multiplicative constant to ensure it is not mass normalized.
2. Generate the set S0 of all possible combinations of the elements in the set D = {1, 2, · · · , N}
choosingNsmin elements at a time (e.g. using the command nchoosek(D, Nsmin) in MATLABr
[30]). The total number of such combinations will be NCNsmin , each of which will be denoted
by Ci, and S0 = {C1, C2, . . .} will be the set of all possible instrumentation configurations of
the N–DOF system using Nsmin sensors.
3. For each of the instrumentation configurations in S0, use the eigenvectors and eigenvalues
from Step (2) above to construct the L of Eq. (3.8) (or the L∗ of Eq. (3.9), whichever is
relevant). Calculate the rank of L (or L∗). Discard all the instrumentation configurations Ci
in S0 for which rank(L) < N (or rank(L∗) < N − 1). The resulting reduced set S1 ⊆ S0
of configurations will contain only the instrumentation configurations that will give a unique
solution to the true (or proportional) mass normalizing factors, and a unique estimation of the
thus instrumented rows of V (or V∗).
4. From the configurations in S1, select those which contain the instrumentation of the 1st DOF
and/or the N th DOF and/or any 2 consecutive DOFs, and store them in the set S2 ⊆ S1. The
configurations in this final set S2 will ensure a unique mode shape expansion to the unobserved
DOFs; i.e., S2 comprises the allowed sensor placement configurations on the N–DOF system
for a unique identification of M and K using the minimal Nsmin number of sensors.
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As an example, Table 3.1 lists permissible configurations for systems up to 7 DOFs. The cardinality
of the set S2, n(S2), will generally show a very rapid growth with N leading to combinatorial ex-
plosion; e.g., even for N = 10, it can be shown that n(S2) = 195 and 166 for the first and second
scenarios, respectively, with Nsmin = 4 for both the scenarios. An upper limit on the total number of
configurations selected in any of the sets (S0, S1, S2) may thus be set by user judgement, if necessary,
to avoid this explosion for large N . This wide array of permissible instrumentation configurations
should provide a greatly increased flexibility in the experiment design stage, e.g. allowing the lo-
cation of sensors at DOFs where better signal quality may be expected, or avoiding DOFs where
a sensor may not be placed owing to some practical constraints, while always ensuring the global
identifiability of the system. Although in the discussions above, only the situation with the minimum
necessary number of sensors has been considered, the same exercise should also be performed if
Ns > Nsmin sensors are available, since having an increased number of sensors may not guarantee
a unique estimation of M and K if the available sensors are not placed correctly. Once such a set
of permissible sensor placement configurations is obtained, they can be further ranked according to
some information measure [40,41] to decide on the optimal (most informative) configuration amongst
them.
3.3 Two and Three Dimensional Shear–Type Systems
For 2–D (translation + rotation) (Fig. 3.1(b)) and 3–D (2 translations + rotation) (Fig. 3.1(c)) shear–
type systems, the M and K matrices can be written in the same way as for 1–D systems:
M = diag
(





k1 + k2 −k2 0
−k2 k2 + k3 −k3
. . . . . . . . .





where Nm is the total number of lumped mass elements/floors in the system, and mi and ki are now
matrices, for the ith floor/story, instead of scalars as in Eq. (2.1) for 1-D systems; i.e., with ND
denoting the number of dimensions (N = NDNm), and the physical coordinates defining u in the
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Table 3.1: Sensor set-ups for unique estimation of M and K of 1-D shear-type systems.
N
Known msi ∀ si ∈ S Known MT
Nsmin S2 n(S2) Nsmin S2 n(S2)
1 1 1 1 1 1 1
2 2 1-2 1 2 1-2 1
3 2 Any 2 DOFs 3 2 1-3 1
4 2 1-3, 1-4, 2-4 3 3 Any 3 DOFs 4







1-3-4, 1-3-5, 1-3-6, 1-4-5, 1-4-6,
10




1-3-5, 1-3-6, 1-3-7, 1-4-6,
8
EXCEPT 1-2-3, 5-6-7, 2-4-6 1-5-7, 2-4-7, 2-5-7, 3-5-7













 for ND = 3 (3.11)
with mi and Ji respectively being the ith lumped/floor mass and its mass moment of inertia about its



























 for ND = 3 (3.12)
For ND = 2: kxxi =
∑
ki, kxθi = k
θx
i = (∆ki)li/2 + (
∑











ki = kiF + kiB and ∆ki = kiF − kiB , with kiF and kiB respectively being
the spring stiffnesses on the two sides (“front” and “back” in the 2-D system of Fig. 3.1(b)) of
the center of mass at the ith level, li being the distance between the two springs, and ei being the
distance of the center of mass above li/2 (i.e. from li/2 towards the spring at the back). Similarly,






kiy, kxθi = k
θx


























(∆kix)liyeiy − (∆kiy)lixeix, where
∑
kix = kiFx + kiBx and ∆kix = kiFx − kiBx, with kiFx and
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Figure 3.2: Stories of 2-D and 3-D systems showing mass eccentricities from geometric center of
springs/frames.
kiBx respectively being the sum of all column/spring stiffnesses in the x-direction on the two sides
(“front” and “back” in the 3-D system of Fig. 3.1(c)) of the center of mass at the ith floor, liy being
the distance between these two equivalent springs, and eiy being the distance of the center of mass
above liy/2; and
∑
kiy = kiRy + kiLy and ∆kiy = kiRy − kiLy, with kiRy and kiLy respectively
being the sum of all column/spring stiffnesses in the y-direction on the two sides (“right” and “left”
in the 3-D system of Fig. 3.1(c)) of the center of mass at the ith floor, lix being the distance between
these two equivalent springs, and eix being the distance of the center of mass to the right of lix/2.
(In Fig. 3.1(c), the additional subscripts to the column stiffnesses, “a”, “b”, “c” and “d”, denotes the
four columns, counterclockwise from front-left, at any floor; thus, for any ith floor of this system,
kiFx = kiax + kibx, kiBx = kicx + kidx, kiRy = kiby + kicy, and kiLy = kiay + kidy. Also note
that, in Figs. 3.1(b) and 3.1(c), the li’s have been shown to be constants for all i only for the ease of
depiction; the theoretical discussions of this section does not require any such constraint on the li’s
and ei’s.)
3.3.1 Unique story stiffness but non-unique spring/frame stiffnesses due to unknown
center of mass
Similar to the 1-D system, once unique estimates of the matrices M and K are obtained using suf-
ficient measurements and available a priori information, the unique estimates of mi and ki, i.e. the
mass and stiffness matrices for an story i, can be obtained, respectively using the diagonal blocks
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of the identified M (Eq. (3.11)), and the diagonal or super/sub-diagonal blocks of the identified
K (Eq. (3.12)). Then, for the 2-D system, the individual spring stiffnesses may be estimated as:
kiF = k
xx
i /2 + (k
xθ
i − kxxi ei)/li and kiB = kxxi /2− (kxθi − kxxi ei)/li; while for the 3-D system, the
stiffnesses of the equivalent springs may be estimated as: kiFx = kxxi /2+(k
xθ
i −kxxi eiy)/liy, kiBx =













The distances between the springs (li, or, lix and liy) may be obtained from the geometric locations
of the stiffness elements (columns/frames) in the plan of the floor (Fig. 3.2). However, the mass
eccentricities (ei, or, eix and eiy) will, in general, not be available. Moreover, using the elements of
ki, the following equations can be obtained for the mass eccentricities in any floor i:









i eix − 2k
xθ
i eiy + (k
θθ




ix/4) = 0 for ND = 3
(3.13)
This implies that, in general, two different mass eccentricities, and consequently two different sets
of {kiF , kiB}, will give the same story stiffness matrix ki for a 2-D system; this makes {kiF , kiB}
globally unidentifiable (but locally identifiable) for unknown ei: e.g. with l = 1, the two systems
{kF , kB, e}A = {1500, 1000, 0.1} and {kF , kB, e}B = {1000, 1500, 0.3} will have the same story
stiffness matrix:






For a 3-D system, an infinite possible combinations of the mass eccentricities {eix, eiy} may, in
general, be obtained satisfying Eq. (3.13); thus the set of spring stiffnesses, {kiFx, kiBx, kiRy, kiLy},
will be both globally and locally unidentifiable for 3-D systems, unless the actual mass eccentricities
are known. For example: With lx = ly = 1, any (ex, ey) lying on the ellipse in Fig. 3.3, (kFx, kBx)
corresponding to that ey (determined from the blue lines in Fig. 3.3), and (kLy, kRy) corresponding









There are infinite {ex, ey} pairs lying on the ellipse, and hence, infinite {kF , kB, kL, kR, ex, ey}
combinations which will give the story stiffness matrix of Eq. (3.14). One such combination,
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Figure 3.3: An example of non-uniqueness in frame stiffnesses for unique story stiffness matrix due
to unknown center of mass in 3-D systems.
{kF , kB, kL, kR, ex, ey} = {1500, 1000, 1500, 2000, 0.1, 0.1}, is shown with the dots in Fig. 3.3.
Hence, for 2-D and 3-D systems, even though unique estimates of the global K matrix as well as the
story ki matrices may be obtained, satisfying the instrumentation and a priori information require-
ments discussed in the remaining part of this section, this will not guarantee the unique estimation of
the individual spring stiffnesses at any story level without knowing the location of the center of mass
of the corresponding floor. While the global K matrix will suffice for simulation/prediction purposes,
for structural damage localization it may be necessary to identify also the individual spring stiffnesses.
In such a case, one may estimate the necessary centers of mass at the floor under consideration using
the approach given in Appendix A. Alternatively, one may ignore the mass eccentricities, i.e. take
ei = 0 (or eix = eiy = 0), while estimating the spring stiffnesses; if the springs at a given story
have similar stiffnesses (kiF ≈ kiB , or {kiFx ≈ kiBx, kiLy ≈ kiRy}), and the true mass eccentricity
is γ percent of the distances between the springs (ei = γli/100), then this will result in an error of
approximately 2γ percent in the individual spring stiffness estimates, which may be a permissible
error for small mass eccentricities.
The response of the 2-D and 3-D systems, under ground excitation, are again governed by Eq.
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{ux1(t), uθ1(t), ux2(t), uθ2(t), · · ·}
T for ND = 2
{ux1(t), uy1(t), uθ1(t), ux2(t), uy2(t), uθ2(t), · · ·}
T for ND = 3
(3.15)
ag being bi- or tri-directional as: ag(t) = {agx(t), agθ(t)}T or {agx(t), agy(t), agθ(t)}T for ND = 2
or 3, respectively; and the N × ND influence matrix being ι = {IND×ND , IND×ND , · · ·}
T , where
IND×ND is the identity matrix. As in the 1-D case, the system is instrumented withNs sensors located
at the DOFs in S = {s1, s2, · · · , sNs}, and using the measured data in an appropriate system iden-
tification method, we identify the eigenvalues λj , and the elements of Ṽ, ṽsi,j , ∀ j ∈ {1, 2, · · · , N}
and ∀ si ∈ S. Starting with this a priori knowledge of the modal parameters, we proceed with the
subsequent identification steps following the same approach as for the 1-D system.
3.3.2 Identification with masses known at the Ns locations in S
3.3.2.1 Estimation of the mass normalizing factors
Since the mass matrix M for the 2 and 3-D systems are still diagonal by Eqs. (3.10) and (3.11),
Eq. (3.4) derived for the 1-D case using the mass orthogonality condition is still applicable for 2
and 3-D systems, with 1/Mi,i in the second equation of Eq. (3.4) now being equal to 1/ml or 1/Jl,
for i being a translational or a rotational DOF corresponding to the lth lumped mass element. Thus,
for Ns instrumented DOFs, with the masses/mass moments of inertia known at these DOFs, we
will again have the set of Ns(Ns + 1)/2 equations of Eq. (3.5) for the mass normalizing factors in
α = {α1, α2, · · · , αN}.
However, since the stiffness matrices for the 2 and 3-D systems are now block tridiagonal by Eqs.
(3.10) and (3.12), we cannot make a general statement as to the number of equations which can be
derived using Eq. (3.6), as was possible for the 1-D case. Let us define P as a matrix of 1’s and 0’s
with the same sparsity pattern as K (i.e. pi,k = 0 ifKi,k = 0, pi,k = 1 ifKi,k 6= 0); since the structure
of K for both the 2-D or 3-D system is known a priori from Eqs. (3.10) and (3.12), the matrix P can
be easily obtained. Then using Eq. (3.6), and accounting for the symmetry of M−1KM−1, we get a





j = 0 ∀ si, sk ∈ S, psi,sk = 0 (3.16)
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Once we have Ns instrumented DOFs such that Ns(Ns + 1)/2 + N∗ ≥ N , using Eqs. (3.5) and
(3.16) we can get a similar linear system, Ly = b, as Eq. (3.8), whose least squares solution will
give the N unknown α2j ’s, and thus the N mass normalizing factors αj ∀ j ∈ {1, 2, · · · , N}.
3.3.2.2 Mode shape expansion to unobserved DOFs
Scaling the identified non-normalized mode shapes with the αj’s determined above using Eq. (3.3),
we will get the rows of the mass normalized V matrix corresponding to the observed DOFs in S.
We next propose a set of statements, analogous to the statements in Section 2.2, for the expansion of
these observed rows of V to the unobserved rows corresponding to the DOFs in D \ S .
Statement 4: Knowing the rows of V corresponding to the ith and (i+ 1)th lumped mass elements,
it is possible to uniquely determine
1. the rows of V corresponding to the (i− 1)th lumped mass element, and
2. the rows of V corresponding to the (i+ 2)th lumped mass element,
for any i ∈ {2, 3, · · · , Nm − 2}.
The rows of V corresponding to the ith lumped mass element/floor are r2i−1 and r2i for a 2-D system,
















for ND = 3 (3.17)
Then, knowing rBi and rBi+1, the rows of V corresponding to the (i − 1)th and (i + 2)th lumped
mass elements, i.e. rBi−1 and rBi+2, can be estimated by solving, respectively, the following two








0ND×N IND×ND IND×ND 0ND×ND
rBi 0ND×ND 0ND×ND 0ND×ND
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0ND×N IND×ND IND×ND 0ND×ND
rBi 0ND×ND 0ND×ND 0ND×ND






























where ã1 = a−1i,i−1ai,i, ã2 = a
−1
i,i−1ai,i+1 and ã3 = a
−1





i+1,i+2ai+1,i+1 and b̃3 = a
−1
i+1,i+2 in Eq. (3.19) are all ND × ND matrices, with ai,j being
the ND ×ND sub-matrices in:











The first set of N (=NDNm) equations in Eqs. (3.18) and (3.19) are obtained respectively from the
ith and (i + 1)th row-blocks of the matrix eigenvalue equation: AV = VΛ, considering all the N
modes, with the ith row-block constituting of the rows (NDi−ND+1) to (NDi), and similarly for the
(i+1)th row-block. The (N+1)th to (N+ND)th equations in Eqs. (3.18) and (3.19) are derived from
the following condition on the matrix A: ai,i−1+ai,i+ai,i+1 = 0ND×ND ∀ i ∈ {2, 3, · · · , Nm − 1},
owing to the nature of the M and K matrices given by Eqs. (3.10) to (3.12). Finally, the last two sets,
each of ND equations, in Eqs. (3.18) and (3.19) are from Eq. (3.4), representing the orthogonality
of the rows of V owing to M being diagonal. The proof of this statement is given in Appendix B;
this proof is slightly different from that of Statement 1 in Chapter 2, as we cannot directly apply the
cofactor expansion of Eq. (2.12) along any block row of a matrix.
Statement 5: Knowing the rows of V corresponding to the 1st lumped mass element, it is possible to
uniquely determine the rows corresponding to the 2nd lumped mass element.
By considering all the N modes in the 1st ND rows of AV = VΛ, knowing the rows of V corre-
sponding to the 1st lumped mass element/floor, rB1, we can estimate the rows corresponding to the
2nd lumped mass element as:
rB2 = −a−11,2[a1,1rB1 − rB1Λ] (3.21)
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−1 − a1,1 (3.22)
The equation for a1,1 above is derived by pre-multiplying Eq. (3.21) with a1,2 and post-multiplying
with rBT1 , and noting that rB2rB
T
1 = 0ND×ND by Eq. (3.4). The second equation in Eq. (3.22)
is derived using Eqs. (3.10) and (3.20) to give a1,1 + a1,2 = m−11 k1, where m1 and k1 are the
elemental mass and stiffness sub-matrices defined respectively in Eqs. (3.11) and (3.12). Using Eq.
(3.4) gives m−11 = rB1rB
T
1 ; moreover for a shear-type system the first ND ×ND sub-matrix, f1, of
the flexibility matrix F = K−1, is equal to k−11 , and hence k1 can be obtained, using the stiffness




−1 to give the expression for a1,2
in Eq. (3.22).
Statement 6: Knowing the rows of V corresponding to the Nmth lumped mass element, it is possible
to uniquely determine the rows corresponding to the (Nm − 1)th lumped mass element.
Similarly, considering all the N modes in the last ND rows of AV = VΛ, knowing the rows of V
corresponding to the Nmth lumped mass element, rBNm , the rows corresponding to the (Nm − 1)th
lumped mass element can be obtained as:
rBNm−1 = −a
−1
Nm,Nm−1[aNm,NmrBNm − rBNmΛ] (3.23)











respectively, and then using rBNm−1rB
T
Nm
= 0ND×ND from Eq. (3.4).
Analogous to the 1-D case, it can be further mentioned that knowing only the rows of V corre-
sponding to the ith lumped mass element will not guarantee the unique estimation of its remaining
rows, for any i ∈ {2, · · · , Nm − 1}. Hence, based on the preceding discussion, it can be sum-
marized that, for an ND-dimensional shear-type system, an a priori knowledge of the rows of V
corresponding to either (1) two consecutive lumped mass elements/floors, or (2) the 1st lumped mass
element/floor, or (3) the N th lumped mass element/floor, enables the unique estimation of its re-
maining rows through the solution of linear systems of equations. Since the complete V matrix thus
obtained is mass normalized, it can then be used in the modal orthogonality relations of Equation
(2.4) to determine the M and K matrices of the system.
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3.3.3 Identification with total mass MT known
For the second scenario where we know the total massMT of the system, we will not have the second
set of equations from Eq. (3.5), i.e. we will now only have Ns(Ns − 1)/2 equations from the mass
orthogonality condition. Combining these equations with the N∗ equations of Eq. (3.16), we will
have a linear system of equations similar to Eq. (3.9); with the Ns instrumented DOFs being such
that Ns(Ns − 1)/2 + N∗ ≥ N − 1, the least squares solution of this linear system will give the
(N − 1) unknown β2j ’s, and thus the unknown proportional mass normalizing factors, βj ∀ j ∈
{2, · · · , N}. With these estimated βj’s, and with β1 = 1, we can get the observed rows of the
proportional mode shape matrix, from the identified non-mass normalized mode shapes, using V∗ =
ṼβD, where βD = diag(β) = diag {β1, β2, · · · , βN}. Subsequently, noting that the mode shape
expansion equations of Section 3.3.2.2 are applicable to a proportional mode shape matrix as well (as
mentioned in Section 3.2.2.2), using these equations we can estimate the unobserved rows of V∗, and
thus get the complete V∗ matrix. While for structural damage detection the proportional mode shapes
in V∗ would suffice with appropriate algorithms, in applications requiring the estimates of the M and
K matrices, the scalar constant of proportionality α relating V to V∗ should be estimated. To this





























−1 for ND = 3
(3.25)
where r∗i is the ith row of V
∗. The constant α can then be estimated, as for the 1-D system in Section
3.2.2.2, using this estimated M∗T and the known true total mass MT : α =
√
M∗T /MT . Once α, and
consequently the complete mass normalized mode shape matrix V = αV∗, are thus estimated, the
system’s M and K matrices can be obtained using the orthogonality relations of Eq. (2.4).
3.3.4 A note on sensor placement
3.3.4.1 Complete instrumentation of a set of lumped mass elements
As mentioned in Section 3.3.2.1, owing to the block tridiagonal nature of the K matrix we are unable
to derive a general expression, as was done for the 1-D case, for the number of equations which can
be obtained in Eq. (3.16) from the stiffness orthogonality condition, given Ns number of sensors.
CHAPTER 3. IDENTIFICATION WITH INCOMPLETE INSTRUMENTATION AND GLOBAL
IDENTIFIABILITY REQUIREMENTS UNDER BASE EXCITATION 72
One possible observation however is that the number of such equations, N∗, will in general be less
than, and at most equal to, Ns(Ns − 1)/2, which was the number of equations obtained for the 1-D
case in Eq. (3.7) with no two consecutive DOFs instrumented. The inability of obtaining a general
expression, in terms of Ns, for the number of equations in Eq. (3.16) also prevents us from deriving
the minimal number of sensors necessary for a unique identification, unlike the 1-D case.
Instead, in this section, we consider the situation where the instrumentation set-up is such that all
the associated ND DOFs are instrumented for a given lumped mass element, and attempt to derive
an expression for the minimum number of such completely instrumented mass elements necessary
to have N equations in Eq. (3.8) or (N − 1) equations in Eq. (3.9). Let us suppose that we have
nm such instrumented mass elements, and thus a total of Ns = NDnm sensors. Then, the total
number of equations which can be obtained in Eq. (3.5) from the mass orthogonality condition will
be: (a) Ns(Ns + 1)/2 = NDnm(NDnm + 1)/2 for the case with known Msi,si at all instrumented
DOFs si ∈ S , and (b) Ns(Ns − 1)/2 = NDnm(NDnm − 1)/2 for the case with known total mass
MT . Similarly, in Eq. (3.16), we will get a total number of N2Dnm(nm − 1)/2 equations for both
ND = 2 and 3, and an additional nm equations for ND = 3 if we consider uncoupling between
the x and y directional spring/elastic forces for the 3-D system (as for the system in Figure 3.1(c)).
For instance, suppose we instrument all the translational and rotational DOFs for the i∗th and k∗th
lumped mass elements: then for the 2-D system, using these 4 sensors at (uxi∗ , uθi∗ , uxk∗ , uθk∗ ), we
will have a total of 4 equations in Eq. (3.16), since psi,sk = 0 will hold for (si, sk) corresponding
to the DOF pairs
{
(uxi∗ , uxk∗ ), (uxi∗ , uθk∗ ), (uθi∗ , uxk∗ ), (uθi∗ , uθk∗ )
}
; similarly for the 3-D system
we will have 11 equations using the 6 sensors at (uxi∗ , uyi∗ , uθi∗ , uxk∗ , uyk∗ , uθk∗ ), with psi,sk = 0
for (si, sk) corresponding to the 9 DOF pairs formed as for the 2-D system, and additionally for the
pairs
{
(uxi∗ , uyi∗ ), (uxk∗ , uyk∗ )
}
due to uncoupling between the x and y directional spring forces.
Equating the number of equations thus obtained with the number of unknowns (mass normalizing
factors) in Eq. (3.8), for the scenario of known Msi,si at the instrumented DOFs si ∈ S, we get the
following condition for the minimum number of completely instrumented lumped mass elements:
nm ≥
(ND − 1) +
√
(ND − 1)2 + 16NDNm
4ND
(3.26)
Note that for ND = 1, this requirement reduces to nm ≥
√
Nm, i.e. Ns ≥
√
N , as was obtained
in Section 3.2.1.1 for 1-D systems. The requirement given by Eq. (3.26) is derived without consid-
ering any uncoupling between x and y directional spring forces; instead considering this uncoupling,
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yielding nm extra equations for ND = 3, we get the requirement: nm ≥
√
Nm/3.
Similarly, for the case of known total mass MT , equating the number of unknowns in Eq. (3.9)
with the number of equations, we get the minimal completely instrumented mass elements require-
ment:
nm ≥
(ND + 1) +
√
(ND + 1)2 + 16(NDNm − 1)
4ND
(3.27)
Again, withND = 1, this requirement reduces to the one obtained in Section 3.2.2.1 for 1-D systems:
nm ≥ (1+
√
4Nm − 3)/2, i.e. Ns ≥ (1+
√
4N − 3)/2. Moreover, while Eq. (3.27) does not consider
any uncoupling between x and y directional spring forces, the requirement on nm considering this
uncoupling for ND = 3 becomes: nm ≥ (5 +
√
108Nm − 11)/18.
3.3.4.2 The issue of uncoupling between translational and rotational DOFs
The discussion in the preceding section on the complete instrumentation of a certain nm number
of mass elements, and the minimal nm necessary for unique identification, assumes the existence
of coupling between the translational and the rotational DOFs. However, in case these DOFs are
uncoupled, i.e. if in Eq. (3.12), ∆ki = 0 and ei = 0 for ND = 2, or ∆kix = 0 and eiy = 0,
and/or, ∆kiy = 0 and eix = 0 for ND = 3, then some of the equations in Eqs. (3.8) and (3.9) will
vanish because of the coefficients (rows in L or L∗) becoming zero. This is because the mode shapes
in such a case will have the elements corresponding to translational–rotational coupling = 0; e.g.,
for a 3-D system with no coupling between the translational and rotational DOFs, if the modes are
arranged such that the first Nm columns in V are the x-directional bending modes, the second Nm
columns are the y-directional bending modes, and the last Nm columns are the torsional modes, then,




v1,1 · · · v1,Nm 0 · · · 0 0 · · · 0
0 · · · 0 v2,Nm+1 · · · v2,2Nm 0 · · · 0










vN−2,1 · · · vN−2,Nm 0 · · · 0 0 · · · 0
0 · · · 0 vN−1,Nm+1 · · · vN−1,2Nm 0 · · · 0
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This will make the coefficients in the Eqs. (3.5) and (3.16), ṽsi,j ṽsk,j and ṽsi,j ṽsk,jλj , equal to zero,
unless si and sk correspond to DOFs in the same direction (x/y/θ). Consequently the number of
equations available in such a case in Eqs. (3.8) and (3.9) will decrease, and the recommendations in
Section 3.3.4.1 as to the minimal number of instrumented mass elements will no longer guarantee a
unique solution to the identification problem. In fact, in such a case the N -DOF ND-D problem will
reduce to ND number of Nm-DOF 1-D problems, and hence, for the scenario with Msi,si known at
all the instrumented DOFs si ∈ S we will need Ns ≥ ND
√
Nm sensors, and for the scenario with
known MT we will need Ns ≥ ND(1 +
√
4Nm − 3)/2 sensors, with the placement of these sensors
determined based on the discussion in Section 3.2.3 for the 1-D case.
Even when the coupling between the translational and rotational DOFs are small, although not
completely uncoupled, the coefficients in the concerned equations of Eqs. (3.5) and (3.16) will be very
small relative to the coefficients in the other equations (since the corresponding mode shape elements
will be small, and, by squaring, become even smaller). This will make the coefficient matrices, L
or L∗, in Eqs. (3.8) and (3.9) ill-conditioned, and will consequently lead to increased errors in the
estimates of the different modal and physical parameters. Such an example situation is illustrated
later in Section 3.4. Since it is usually not possible to know the degree of coupling between the
translational and rotational DOFs prior to the actual experiment and identification exercise, it can be
recommended for a real-life application that:
1. In general the sensor placement requirements obtained by treating the N -DOF ND-D system
as ND number of Nm-DOF 1-D systems should be adopted, as these requirements are more
stringent than the ones in Section 3.3.4.1. Combining this with the notion of instrumenting all
the ND DOFs at a given mass element, the number of such instrumented mass elements should
then be (a) nm ≥
√
Nm for the case of known Msi,si at all the instrumented DOFs si ∈ S, and
(b) nm ≥ (1 +
√
4Nm − 3)/2 for the case of known MT ; the location of these instrumented
mass elements should be chosen following the sensor location guidelines of Section 3.2.3.
2. However, if for a given situation a high degree of coupling is expected based on engineer-
ing/physical judgement, then the necessary minimal number of completely instrumented mass
elements can be obtained following the requirements of Section 3.3.4.1.
3. In both the above two cases of instrumentation, we must ensure that the set of completely in-
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strumented mass elements include (a) the 1st mass element, and/or (b) theNM th mass element,
and/or (c) two consecutive mass elements, in order to have a unique mode shape expansion
using the approach of Section 3.3.2.2.
4. After the experiment, the non-mass normalized mode shapes at the sensor locations can be
estimated using system identification. Then: (a) if these identified mode shape components
depict sufficient translational–rotational coupling, the identification strategy discussed in Sec-
tions 3.3.2 or 3.3.3 should be used to estimate the remaining modal and physical parameters
of the N -DOF ND-D system; (b) if the identified mode shape components depict negligibly
small translational–rotational coupling, the identification of the remaining modal and physical
parameters of the system should be performed by treating the system as ND number of Nm-
DOF 1-D systems, and using Sections 3.2.1 and 3.2.2 to identify each of theseND systems; and
(c) if the identified mode shape components show moderate amount of translational–rotational
coupling, then both the approaches (a) and (b) above should be used to identify two alternative
models of the system, and further engineering judgement used to decide on either of these as
the correct model (or an average of the two if the models are close to one another). Here, by
moderate translational–rotational coupling is meant situations where, for example, in a domi-
nantly translational mode, the θ directional components are small, but not small enough to be
treated as nodes.
3.4 Some Implementation Issues
3.4.1 Weighting of equations from mass orthogonality
While Eqs. (3.8) and (3.9) are theoretically valid for the estimation of the true/proportional mass
normalizing factors, their direct implementation has a numerical limitation. This limitation stems
from the fact that both Eqs. (3.8) and (3.9) contain two sets of equations, one derived from mass
orthogonality (Eq. (3.5)) and the other using stiffness orthogonality (Eqs. (3.7) or (3.16)). The
coefficients in the second set of equations are similar to those in the first set weighted by the system’s
eigenvalues; since the eigenvalues, in the mean sense, have a much higher magnitude than one, the
coefficients in the first set of equations have a much smaller magnitude than the coefficients in the
second set. This makes the coefficient matrices, L and L∗, numerically ill-conditioned, which is
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undesirable from a numerical aspect. This also inadvertently puts more weight on satisfying the
second set of equations compared to the first set, which is unacceptable since we seek that solution
which minimizes the error in all the equations equally well while minimizing the overall error as well.
One way to circumvent this problem is to multiply all the equations obtained using mass orthogonality
with a scalar factor of the same order as the mean of the eigenvalues, thus scaling the coefficients of
the first set of equations to a similar order as the mean of the coefficients of the second set of equations.
The mean of the identified eigenvalues may be used as this scalar factor.
3.4.2 Using total least squares and optimization for noisy data
In real situations the measured data is inevitably corrupted by noise. This will lead to estimation
errors in the modal parameters obtained using system identification, and hence errors in the “known”
parameters in Eqs. (3.8) and (3.9). While in the classical least squares problem, Φc = z⇒ c = Φ†z,
it is assumed that the independent variables in Φ are error–free, with the measurement noise induced
estimation errors, this assumption will not be valid for the matrices L and L∗ in Eqs. (3.8) and (3.9).
Hence, for the solution of these equations in a real situation we must take recourse to alternative
approaches which also account for errors in the independent variables: the Total Least Squares method
is adopted here for that purpose. Using this method, the solution of Eq. (3.8) is given by [31]:
[yT − 1]T = − 1
ψN+1,N+1
ψN+1 (3.29)
where ψN+1,N+1 and ψN+1 are respectively the (N + 1, N + 1)th element and (N + 1)th column
of the matrix Ψ obtained from the singular value decomposition of the augmented matrix [L b]:










 [ψ1 · · ·ψN+1]
T (3.30)
where Neq denotes the total number of equations in Eq. (3.8); the Neq × (N + 1) diagonal matrix Σ
contains the (N + 1) singular values of [L b] in its first (N + 1) diagonal elements, the Neq × Neq
and (N + 1) × (N + 1) unitary matrices, Υ and Ψ, respectively contain the left and right singular
vectors of [L b] as their columns; and σi, υi and ψi are respectively the ith singular value, and ith
left and right singular vectors. Moreover, using the (N + 1)th singular value and singular vectors, the
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corrections to [L b] is given by [31]:
[∆L ∆b] = σN+1υN+1ψ
T
N+1 (3.31)
such that the equation [L−∆L]y = b−∆b, where y is the solution given in Eq. (3.29), is satisfied.
While most efficient system identification techniques usually provide sufficiently accurate esti-
mates of the system’s eigenvalues, the estimated non-normalized mode shapes at the sensor locations
often suffer from significant amount of errors in case of noisy measurements. The total least squares
approach takes this into account, and can thus be assumed to provide a good estimate of the mass
normalizing factors; it does not however directly reduce the errors in these observed components of
the mode shapes. These errors, if allowed to remain, will adversely affect all the subsequent iden-
tification steps, by first propagating to the unobserved mode shape components in the mode shape
expansion stage, and finally to the estimated M and K matrices. In order to reduce this propagated
error, the following optimization step is additionally incorporated to obtain improved estimates of the
non-normalized mode shapes at the sensor locations:








ṽs1,1, · · · , ṽs1,N , · · · · · · , ṽsNs ,1, · · · , ṽsNs ,N
}
contains all the non-normalized mode
shapes at the sensor locations, and ||.||2 is the 2-norm, i.e. the maximum singular value, of the matrix
argument. The optimization problem in Eq. (3.32) takes advantage of the correction matrix of Eq.
(3.31) being a function of Θ, albeit implicit, and may be solved using any suitable optimization
algorithm, starting with the Θ formed of the mode shape estimates from system identification. Note
that [∆L ∆b] should ideally be zero, for the exact theoretical values of the concerned parameters
instead of their erroneous estimates. While Eq. (3.31) is obtained so that [∆L ∆b] has the minimum
Frobenius norm [31] (the square root of the sum of the squares of all the singular values of the matrix),
using the 2-norm in Eq. (3.32) ensures that, through the coupled total least squares – optimization
approach, we obtain that optimal value Θ∗ which gives a correction matrix [∆L ∆b]∗ with the least
norm of the singular values as well as the smallest maximum singular value; since the correction
matrix is like an error matrix, the proposed approach thus attempts to minimize both the mean error
as well as the maximum error. The total least squares - optimization approach can similarly be
applied to Eq. (3.9) for obtaining improved and robust estimates of the observed components of the
non-normalized mode shapes and the proportional mass normalizing factors.
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Finally, note that the total least squares problem is only defined for over-determined systems.
Thus, if the number of independent equations just equals the number of unknowns, i.e if Eqs. (3.8)
or (3.9) constitutes of just N or (N − 1) equations, respectively, then the proposed approach cannot
be applied. This is owing to the fact that with the same number of independent linear equations
as unknowns an apparently “exact” solution of the unknowns can be obtained, with the solution
being “exact” in the sense that the equations will be satisfied with zero error; e.g. with two distinct
points we can define a line which passes precisely through the two points. However, if the “known”
parameters in these equations have errors, then the “exact” solution thus obtained will not be the
“true” solution; e.g. if the two distinct points in the above example are erroneous then the line,
although passing through them, will not be the “true” line one is looking for. However, there will be
no way to reduce the error in the “known” parameters. Hence, although zero equation error does not
imply solution accuracy, in such a situation the thus obtained solution to the unknowns, i.e. y = L−1b
or y∗ = L∗−1b∗ for Eqs. (3.8) or (3.9), will be the only and best possible solution. This also suggests
that, in order to have a robust estimate of the different parameters in a real situation, the system should
not be instrumented with just the bare minimum number of sensors necessary from a theoretical point
of view, so as to have over-determined systems in Eqs. (3.8) and (3.9).
3.4.3 Possible modifications in mode shape expansion equations
While the proposed mode shape expansion provide an accurate estimation of the complete V for
perfectly shear-type systems, in a real scenario a perfect analytical representation of the actual system
is usually non-existent. In such situations it might therefore be more prudent to:
1. Convert the linear systems of equations for mode shape expansion, to over-determined systems
by considering additional equations, and then obtain total least squares solutions to these over-
determined systems of equations. For example, while determining the (i−1)th row of V using
the ith and (i + 1)th rows, if the kth row (k 6= i, k 6= i + 1) is already known because of k
being an observed DOF, then one may include the equation rkrTi−1 = 0, obtained from mass
orthogonality and diagonality of M−1, in the existing system of mode shape expansion equa-
tions. Similarly, for the same case, if the DOFs k and (i − 1) should be elastically uncoupled
(Kk,i−1 = 0), then one may also include the equation rkΛrTi−1 = 0.
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2. The different equations in the mode shape expansion reflect different topological aspects of the
model (the diagonality of M, the sparsity of K), as well as the satisfaction of the eigenvalue
equation. In a practical situation if some of these modeling assumptions seem more reasonable
than others, the different equations may be weighted differently, thereby increasing/decreasing
the relative importance of some model-related constraints vis-à-vis others.
3. If Mi,i is known a priori, but there is no sensor at the ith DOF, then this known mass informa-
tion cannot be used in the estimation of the mass normalizing factors using Eq. (3.8). However,
the information may be used while estimating the ith row of V in the mode shape expansion
stage through the equation rirTi = 1/Mi,i. Since this equation is quadratic in the elements of
the ith row of V, one would need a nonlinear solver (e.g. the Newton-Raphson method) to
solve this equation along with the other linear equations of mode shape expansion; the initial
guess to the solution may be obtained as the solution to only the linear equations.
3.5 Numerical Validation
The proposed approach is applied to numerically simulated data for the 14 example situations listed
in Table 3.2. The systems considered include a 1-D 7-DOF system, two 2-D 6-DOF systems with
l = 1m for all the 3 levels, and a 3-D 12-DOF system with lx = ly = 1m for all the 4 stories. Uniform
mass distributions are assumed for all the lumped mass elements, and hence their respective centroids
and centers of mass coincide. Modal damping is assumed for all the systems. The 14 cases are
chosen to illustrate the different possible instrumentation and a priori available information scenarios
discussed before. The minimal instrumentation set-up necessary for unique identification is adopted
in all the cases, and the two types of a priori information, viz. known masses at sensor locations and
known total mass, are considered for all the instrumentation configurations except Cases 3 and 12 in
which the known total mass scenario makes Eq. (3.9) under-determined.
For each of the 14 cases, 100 simulations for identifying the system parameters are run, and the
statistics of the errors in the estimated parameters are calculated using the estimation errors from
the 100 simulations. In each simulation, the mass and stiffness parameters, and the modal damping
ratios are slightly perturbed, in order to represent a realistic situation, by choosing them from cor-
responding uniform distributions: for any parameter θ, its value in the kth simulation is chosen as
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θi,k = E[θi] + U(−pθ, pθ)E[θi], where E[.] denotes the expected value (mean) of the variable in
brackets, and U(ll, lr) denotes uniform probability distribution between the two limits ll and lr. The
values of these means and limits used in the simulations are given in Table 3.3. The slightly perturbed
structure in each of the 100 simulations, for each of the 14 cases, is excited by applying ND dimen-
sional zero-mean Gaussian white noise sequences, agx, agy and agθ, as input base accelerations to
an ND-D system, and the resulting acceleration responses at the DOFs corresponding to the sensor
locations in Table 3.2 are stored. To simulate the effect of measurement noise the true acceleration
responses are corrupted by adding 10% RMS zero-mean Gaussian white noise sequences. Thus, each
of the 100 simulations is different in terms of: (1) the applied input(s), which are different white
noise sequences albeit having a common underlying Gaussian distribution, (2) exciting slightly dif-
ferent systems owing to the slight perturbations in the lumped masses, spring stiffnesses, and modal
damping ratios, and (3) the added measurement noise sequences. The necessary a priori information
are obtained using the mean value(s) of the involved mass parameters from Table 3.3, and are thus
inaccurate, being the same for all the simulations in a given case.
Note from Table 3.3 that, while System II(a) represents a 2-D system with considerable translational-
rotational coupling, System II(b) represents a similar 2-D system but with much lesser coupling. Sys-
tem II(b) is considered as an example to the discussion in Section 3.3.4.2. In Cases 8 to 11 this
slightly coupled 2-D system is identified considering the coupling, using the estimation equations in
Section 3.3. On the other hand, for Case 12, the 2-D 6-DOF System II(b) is uncoupled to two 1-D
3-DOF systems, one representing the x-directional motion and the other the θ-directional motion,
and the identification is performed for these two 1-D systems individually, using the equations from
Section 3.2, with the identified parameters combined at the end to give the matrices for the 2-D 6-
DOF system. The results of the uncoupled-system identification in Case 12 is then compared to the
coupled-system identification in Cases 8 to 11 to highlight the possible advantages and disadvantages
of an uncoupled-system identification.
To estimate the modal frequencies and non-mass normalized mode shapes at the sensor locations
we use the input base acceleration(s), along with the (noisy) output accelerations at the sensor loca-
tions of Table 3.2, in the ERA-OKID algorithm. Once these initial estimates of the modal parameters
at the sensor locations are thus identified, we next use the proposed approach to get the complete
mass normalized V matrix. Finally, using the modal orthogonality relations we estimate the system’s
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Table 3.2: Different cases considered in the numerical validation.
System ND Nm N S I Case
I 1-D 7 7
x3, x5, x7
m3, m5, m7 1
MT 2
x3, x5, x6 m3, m5, m6 3
II(a) 2-D 3 6
x1, θ1, x3, θ3
m1, J1, m3, J3 4
MT 5
x1, x3, θ3




x1, θ1, x3, θ3
m1, J1, m3, J3 8
MT 9
x1, x3, θ3
m1, m3, J3 10
MT 11
2-D (= 2× 1-D) 3 6 (=2× 3) (x1, x3); (θ1, θ3) (m1, m3); (J1, J3) 12
III 3-D 4 12 x1, y1, θ1, x4, y4, θ4
m1, J1, m4, J4 13
MT 14
ND: no. of dimensions; Nm: no. of lumped masses; N : no. of DOFs (= NDNm); S: instrumented
DOFs; I: a priori information
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Table 3.3: Parameters of the structural systems considered in the numerical validation.
System E[θ] pθ
I
E[mi] = 2500 kg ∀ i ∈ {1, · · · , 6}; E[m7] = 2000 kg pmi = 0.005 ∀ i ∈ {1, · · · , 7}
E[ki] = 5× 106 N/m ∀ i ∈ {1, · · · , 7} pki = 0.05 ∀ i ∈ {1, · · · , 7}
E[ζi] = 0.05 ∀ i ∈ {1, · · · , 7} pζi = 0.05 ∀ i ∈ {1, · · · , 7}
II(a)
E[m1] = E[m2] = 2500 kg; E[m3] = 2000 kg pmi = 0.005 ∀ i ∈ {1, 2, 3}
E[Ji] = (1/12)E[mi] kg-m2 ∀ i ∈ {1, 2, 3} pJi = 0.005 ∀ i ∈ {1, 2, 3}
E[kiF ] = 2.5× 106 N/m ∀ i ∈ {1, 2, 3}
pkiF = pkiB = 0.05 ∀ i ∈ {1, 2, 3}
E[kiB ] = 0.5E[kiF ] ∀ i ∈ {1, 2, 3}
E[ζi] = 0.05 ∀ i ∈ {1, · · · , 6} pζi = 0.05 ∀ i ∈ {1, · · · , 6}
II(b)
E[kiB ] = 2.375× 106 N/m ∀ i ∈ {1, · · · , 3}
Same as System II(a)
All other parameters same as System II(a)
III
E[mi] = 2500 kg ∀ i ∈ {1, 2, 3}; E[m4] = 2000 kg pmi = 0.005 ∀ i ∈ {1, · · · , 4}
E[Ji] = (2/12)E[mi] kg-m2 ∀ i ∈ {1, · · · , 4} pJi = 0.005 ∀ i ∈ {1, · · · , 4}
E[kicx] = E[kidx] = 1.25× 106 N/m ∀ i ∈ {1, · · · , 4}
pkiax = pkibx = pkicx = pkidx
E[kiax] = E[kibx] = 0.6E[kicx] ∀ i ∈ {1, · · · , 4}
= pkiay = pkiby = pkicy = pkidy
E[kiby] = E[kicy] = 1.5× 106 N/m ∀ i ∈ {1, · · · , 4}
= 0.05 ∀ i ∈ {1, · · · , 4}
E[kiay] = E[kidy] = 0.6E[kiby] ∀ i ∈ {1, · · · , 4}
E[ζi] = 0.05 ∀ i ∈ {1, · · · , 12} pζi = 0.05 ∀ i ∈ {1, · · · , 12}
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mass M and stiffness K matrices, and subsequently the element masses and stiffnesses.
The estimation errors in the different parameters identified using the proposed method are calcu-
lated in each simulation relative to their true values in that simulation. Table 3.4 show the statistics
of these errors obtained from the 100 simulations run for each of the 14 cases. These statistics are
calculated in the same way as in the numerical examples in Chapter 2 (Section 2.5), viz. for any
parameter class θ, consisting of Nθ elements: (a) the relative percentage error is first computed for
each element in each simulation (Eq. (2.62)), (b) the means and standard deviations of these rel-
ative percentage errors are then computed over all the 100 simulations (Eq. (2.63)), and (c) the
maximum (over all the Nθ elements) absolute values of these means and standard deviations are
computed (Eq. (2.64)), and reported in Table 3.4. The number of elements Nθ for parameter class
θ = {MAC,COMAC} is equal to the number of modes/DOFs of the system under consideration,
i.e. 7 for System I, 6 for Systems II(a) and II(b), and 12 for System III. For the parameter class
m̂, Nθ equals 7 for System I (m̂1, · · · , m̂7), 6 for Systems II(a) and II(b) (m̂1, Ĵ1, · · · , m̂3, Ĵ3),
and 8 for System III (m̂1, Ĵ1, · · · , m̂4, Ĵ4); while for the parameter class k̂, Nθ equals 7 for Sys-
tem I (k̂1, · · · , k̂7), 6 for Systems II(a) and II(b) (k̂1F , k̂1B, · · · , k̂3F , k̂3B), and 16 for System III
(k̂1Fx, k̂1Bx, k̂1Ry, k̂1Ly, · · · , k̂4Fx, k̂4Bx, k̂4Ry, k̂4Ly). For the 3-D system of System III, using the
elements of the global K matrix, it is not possible to recover all the individual column stiffnesses in
the x and y directions, i.e. kiax, kiay etc. Instead, it is only possible to estimate the equivalent column
stiffnesses kiFx = kiax + kibx, kiBx = kicx + kidx, kiRy = kiby + kicy, and kiLy = kiay + kidy.
However, this will not be a limitation in most situations, since, (a) if the purpose of the identification
exercise is to have an updated model to be used for reliability analysis/structural response prediction,
then the identified K matrix should suffice for most response variables, while (b) if the objective is
structural health monitoring, then the identified equivalent column stiffnesses can be used for this
purpose, e.g. if both the estimated k2Fx and k2Ly are less than expected, then that will indicate a
possible damage in the column a of the 2nd floor (Fig. 3.1(c)).
From the error statistics in Table 3.4, it is evident that the proposed algorithms perform reliably
well in estimating the complete V matrix, as well as the mass and stiffness parameters of the systems.
Even with considerable measurement noise and erroneous a priori information, for Systems I, II(a)
and III, the maximum estimation errors in the mass and stiffness parameters have means and standard
deviations mostly in the range of 0.1−2% and 0.5−5%, while the estimated V matrix have minimum
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Table 3.4: Maximum statistics of estimation errors (%) in identified parameters.
Case
Complete mass normalized mode shape matrix (V) Mass parameter (m̂) Stiffness parameter (k̂)
µε(MAC) σε(MAC) µε(COMAC) σε(COMAC) µε(m̂) σε(m̂) µε(k̂) σε(k̂)
1 0.002 0.002 0.001 0.001 0.153 2.642 0.200 2.184
2 0.001 0.002 0.001 0.001 0.191 1.113 0.114 0.712
3 0.003 0.004 0.003 0.003 1.432 6.532 1.378 5.475
4 0.000 0.000 0.000 0.000 0.111 0.513 0.094 0.730
5 0.000 0.000 0.000 0.000 0.203 0.974 0.090 0.559
6 0.002 0.003 0.002 0.002 0.285 1.886 0.129 2.654
7 0.002 0.002 0.002 0.002 0.320 2.858 0.355 3.345
8 0.006 0.016 0.152 0.338 2.550 8.780 1.844 4.671
9 0.009 0.018 0.106 0.288 3.899 13.208 0.483 3.816
10 0.010 0.017 0.222 0.398 0.789 9.826 0.458 3.016
11 0.012 0.027 0.238 0.412 0.770 12.591 0.309 2.495
12 0.016 0.011 0.001 0.001 0.164 0.821 2.641 2.065
13 0.002 0.002 0.004 0.005 2.002 2.390 0.915 3.382
14 0.003 0.003 0.005 0.008 2.766 5.012 2.601 9.344
MAC and COMAC values in the order of 0.99.
Comparing the estimation errors in the mode shapes and mass and stiffness parameters for Cases
8-11 with the corresponding estimation errors for Case 12, it is evident that, for System II(b) with
low translational-rotational coupling, treating the system as two uncoupled 1-D systems instead of a
coupled 2-D system leads to an increased estimation accuracy, when there is measurement noise and
uncertainty in the a priori information. In fact, the maximum standard deviation of the errors in the
estimates of the mass parameters is 8.780% for Case 8, while the corresponding value for Case 12
is only 0.821%, even though both the cases have the same instrumentation configuration and use the
same a priori information. Similarly, the maximum standard deviation of the errors in the estimates
of the stiffness parameters is 4.671% for Case 8, as compared to 2.065% for Case 12. However,
in situations with no measurement noise and accurate a priori information, the estimates of the pa-
rameters obtained in Case 12 are not exact, unlike all the other cases (including Cases 8-11), with
µε(MAC) = 0.014, σε(MAC) = 0.011, µε(COMAC) = 0.001, σε(COMAC) = 0.001, and µε(m̂) = 0.051,
σε(m̂) = 0.149, µε(k̂) = 2.337, σε(k̂) = 2.188 (all values in %). This is because, while the pro-
posed algorithm has the efficiency of identifying the exact values of the different parameters if the
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necessary inputs to the algorithm are exact and compatible with the true system, for Case 12 the re-
quirement of compatibility gets violated, with the exact eigenvalues and non-normalized mode shapes
at the sensor locations of the actual 2-D system being not compatible with the uncoupled systems.
Nonetheless, since “no noise” situations are purely hypothetical, it will in general be beneficial to
treat such systems with low translational-rotational coupling as uncoupled 1-D systems. A second
apparent limitation of uncoupling of the system in Case 12 is that the maximum mean error in the
stiffness estimates is higher as compared to Cases 8-11. This is expected since the assumption that
the system is uncoupled for a coupled system will invariably introduce some bias in the estimates
of the spring stiffnesses, with one of the springs at a given level always having a negative error and
the other spring at the same level having a positive error, the errors being approximately of the same
magnitude (≈ |kiF − kiB|/2; e.g. 2.64% in Case 12 where, E[kiB] = 0.95E[kiF ]). However, if
the translational-rotational coupling in the actual system is indeed small, the error induced by the
assumption of uncoupling will also be consequently small, and hence the analysis of such systems as
uncoupled 1-D systems will, in general, be advantageous.
It is also seen that Case 14 has higher estimation errors than Case 13. This is owing to the fact
that, in spite of having sufficient translational-rotational coupling, the equations in Eqs. (3.8) and
(3.9) derived using two rows of the mode shape matrix corresponding to DOFs in different directions
(x/y/θ) will have “weaker” coefficients than the equations derived using two rows corresponding to
DOFs in the same direction. For the 3-D 12-DOF System III, we have a total of 12 modes, with 4
modes dominating in each of the 3 directions, and thus 12 unknown mass normalizing factors. In
Case 13, for the 4 dominating modes in any of the 3 directions, we have 4 corresponding “strong”
equations, three from the mass matrix and one from the stiffness matrix, obtained using rows of the
mode shape matrix corresponding to DOFs in the same direction. In Case 14, the number of such
“strong” equations, corresponding to the 4 dominating modes in any of the 3 directions, reduces to 2,
one from the mass matrix and one from the stiffness matrix. In other words, in Case 13 we have 12
independent “strong” equations for the 12 unknown mass normalizing factors, 4 equations for each
of the 3 sets of 4 dominating modes, with each set corresponding to one of the 3 directions; whereas,
in Case 14, although we have enough independent equations for the 11 unknown proportional mass
normalizing factors, only 6 of them are “strong”, 2 for each set of 4 dominating modes in each of the
3 directions. This introduces some ill-conditioning in Eq. (3.9) for Case 14, and leads to less accurate
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parameter estimates as compared to Case 13. Thus, in general, one should ensure that in a ND-D
system with N = NDNm DOFs, there are at least Nm “strong” equations for each of the ND sets
of Nm dominating modes. This requirement will automatically get satisfied if one follows the first
recommendation made in the discussion at the end of Section 3.3.4.2. As per this recommendation,
the number of sensors on System III for Case 14 should be 9, with 3 in each direction, and for Case
13 should be 6 with 2 per direction; while Case 13 satisfies this requirement, Case 14 does not.
In the above simulations the measurements are assumed to be available at the centers of mass
of the mass elements. To see how an error in the center of mass location affects the parameter
estimates, the situation of Case 4 is used again, with the true center of mass of the third mass element
shifted towards the front of the geometric center (i.e towards the springs denoted as kiF in Fig.
3.1(b)) by 0.05l = 0.05m. The responses, üx3 and üθ3 , are however measured at the geometric
center of the third mass element, and the “incorrect” assumption that this geometric center coincides
with the center of mass is made in the solution. As before, 100 simulations are run, with 10%
measurement noise and inaccurate a priori information used in the different simulations. The physical
parameter estimation error statistics are: µε(m̂) = 7.024%, σε(m̂) = 4.840%, µε(k̂) = 9.135%,
σε(k̂) = 7.722%. Comparing these with the values for Case 4 in Table 3.4, the considerable increase
in estimation error owing to an error in the center of mass is evident. This increased error is owing
to the fact that, with the physical coordinates not coinciding with the center of mass, some of the
equations for estimating the mass normalizing factors in Eqs. (3.8) and (3.9) have modeling errors,
which propagate through the different identification steps. In fact, excluding the equations rT5 r6 = 0,
rT5 r5 = 1/m3 and r
T
6 r6 = 1/J3, which are the ones with modeling error due to the center of mass
error in the third mass element, we get: µε(m̂) = 2.834%, σε(m̂) = 1.256%, µε(k̂) = 0.151%,
σε(k̂) = 1.719%. Also, the error µε(m̂) = 2.834% corresponds to J3, and is approximately equal
to (2000 × 0.052)/(2000 × 13/12) ≈ 2.99%, which is the percentage difference in J3 defined at
the geometric center with respect to J3 defined at the center of mass, for this scenario. Thus, one
approach to increase the accuracy of results, when the center of mass of some mass elements are
known with less confidence, is to exclude the equations which may be affected by this uncertainty
while estimating the mass normalizing factors; this will however require over-instrumentation of the
system so as to have, even after excluding the uncertain equations, at least the necessary number
of equations for solving the normalizing factors. An alternative approach, which will not require
CHAPTER 3. IDENTIFICATION WITH INCOMPLETE INSTRUMENTATION AND GLOBAL
IDENTIFIABILITY REQUIREMENTS UNDER BASE EXCITATION 87
over-instrumentation, is to estimate the centers of mass using the method of Appendix A.
3.6 Shake Table Experimental Study2
For the experimental application of the structural identification approach, a 4-story single bay labora-
tory scale A36 steel frame structural model is considered. The frame has an interstory height of 533
mm, floor plate dimensions of 610× 457× 12.7 mm, and is diagonally braced in one direction. The
columns and the diagonal braces have cross-sectional dimensions of 50.8 × 9.5 mm and 50.8 × 6.4
mm, respectively. All the structural connections are bolted using connection plates and angles. The
frame is excited in the weak direction of bending, i.e. along the direction without bracing and smaller
(9.5 mm) column dimension. The base excitation is provided using the 1.5 × 1.5 sq. m platform
uniaxial hydraulic shaking table facility available at the Carleton Laboratory of Columbia University,
New York. The frame is mounted on the table and the structure-table connection is sufficiently bolted
to reproduce a fixed-base behaviour. The frame is fully instrumented with accelerometers magneti-
cally attached to the column connection plates at each floor, at the height of the respective floor plates,
as well as reference accelerometers located on the shake table platform. In the discussion herein, we
use the structural acceleration response measurements from 8 channels; 4 of these (a9, a15, a3, a4)
are located as shown in Fig. 3.4, and the other 4 are located at the floor plate levels on the column
connection plates of the South-West (S-W) columns. With rigid floor assumption, the accelerations
at the center of the floors in the weak direction are estimated using the measurements of these 8
channels; since these accelerations are along the centerlines of the floors they will contain minimal
torsional effects, assuming that the centers of mass lie approximately along these centerlines. The
base excitation is also oriented so as to induce minimal torsional excitation on the structure. Thus
we consider the frame to be modeled as a 1-D 4-DOF system. Six different types of input ground
motions, listed in Fig. 3.4, are each applied thrice to the table, thus constituting a total of 18 dynamic
tests of the frame. The measured acceleration responses of the table are used as the inputs in the
identification exercise.
For analysis using the experimental data, six scenarios of instrumentation and available a priori
2I would like to thank Ms. Luciana Balsamo, Mr. Adrian Brugger, Prof. Manolis Chatzis and Prof. Andrew Smyth for
their collaboration and support during the shake table experiments.
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information are considered, as listed in Fig. 3.4. Two of these scenarios consider complete instru-
mentation, while in three scenarios the second DOF (second floor) is considered to be unobserved,
and in one scenario only the first and last DOFs are considered to be instrumented. As available
a priori knowledge, the first three scenarios assume a complete knowledge of the mass matrix, i.e.
all four floor masses known, while the fourth scenario considers a situation where some of the floor
masses are known, and in the last two scenarios only the total mass of the system is assumed to be
known. The analytical model of the frame is adopted here from [46], and the floor masses of this
analytical model is used to get the necessary a priori knowledge in any experimental scenario. This
4-DOF analytical model, hereafter denoted as A, has uniform floor masses of 37 kg, and uniform
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0.0 37.0 0.0 0.0
0.0 0.0 37.0 0.0
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The measured responses (at the center of the floors) at the instrumented DOFs are used, along
with the measured table response as the input, to estimate the modal parameters at the measured floors
using ERA-OKID. Using these estimated modal parameters in the proposed identification approach,
the complete mass normalized mode shape matrix V, the M and K matrices, and the floor masses
and story stiffnesses, are subsequently obtained (note that the mode shape expansion is not necessary
in scenarios CI and CV owing to complete instrumentation). From the identified K matrices in this
study, as well as from the K identified in [46], it is evident that the K matrix of the frame, although
dominantly tridiagonal, is not strictly shear-type in nature. Thus, for all the scenarios excepting CIII ,
in the estimation of the mass normalizing factors, the set of equations derived using the tridiagonality
of K is not used. For scenario CIII , however, this will lead to an undetermined system (3 equations
and 4 unknowns), and hence the equation r1ΛrT4 = 0 given by this condition is also included. In
the mode shape expansion in scenarios CII , CIV and CV I , the 2nd (unobserved) row of the mode
shape matrix is estimated from the 1st row (Statement 2 in Chapter 2); for scenario CIII the 2nd and
3rd rows are estimated respectively from the 1st and 4th rows (Statements 2 and 3 in Chapter 2).
Note that these equations inherently take into account the shear-type nature of K. However, owing
to the fact that K is not strictly shear-type, in the mode shape expansion we give more importance
CHAPTER 3. IDENTIFICATION WITH INCOMPLETE INSTRUMENTATION AND GLOBAL
IDENTIFIABILITY REQUIREMENTS UNDER BASE EXCITATION 89
to the equations derived using the condition of diagonality of M than the other equations which
involve the condition of shear-type nature of K. This reflects that we have more confidence in the
diagonality of M, which seems to be a more reasonable modeling assumption, than in the shear-type
nature of K. This increased dependence of the mode shape expansion procedure on the diagonality
of M vis-à-vis the shear-type nature of K is achieved, following Section 3.4.3, by: (1) including
the orthogonality of the unobserved rows to all the observed rows of the mode shape matrix, and (2)
weighting the equations depicting the diagonality of M by 10, as compared to the weight of 1 for
the other equations involved in the mode shape expansion. Additionally, for scenarios CII and CIII ,
the estimates of the unobserved rows of V obtained as above are treated as initial estimates, and a
Newton-Raphson procedure starting from these estimates is employed to get the final estimates; in this
Newton-Raphson solution step the quadratic equations (weighted by 10) representing the condition
of known a priori masses at the unobserved DOFs also get included.
After estimating the different parameters in each of the 18 runs (6 inputs, each run thrice), the
statistics (mean µ, standard deviation σ and coefficient of variation (COV = σ/µ in %)) of these
estimates are computed, for each instrumentation - available a priori information scenario. The COV
is a measure of the dispersion between the parameter estimates from the different test runs, and reflects
the uncertainty induced by ambient effects/measurement noise and variability of the input excitations
in the different tests.
Table 3.5 lists the statistics of the modal frequencies and damping ratios identified using ERA-
OKID, along with the analytical model’s modal frequencies (A), and those identified in [46] for the
completely instrumented healthy system and known M = MA situation (E). (The identification
results from [46], referred here and also later in this section, correspond to a different set of ex-
periments, conducted earlier on the same frame.) It is evident that while the identified frequencies
are reasonably consistent across all the three instrumentation set-ups considered, the damping ratios
show some dispersion between the different instrumentation set-ups. Also, the uncertainty in the fre-
quency estimates is reasonably small, with the COV being mostly less than 1%, signifying a robust
estimation of the structural frequencies. The uncertainty in the damping ratio estimates is however
considerable. This high uncertainty can be primarily attributed to the variability in input excitation;
as reported in [46] the identified modal damping ratios “depend strongly on the type of input exci-
tation”. Ambient effects/measurement noise, and possible variability in the structural connections
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Inputs: 
Band limited white noise, EC8, El Centro, 
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Figure 3.4: Experimental 4-story frame model on the shake table, and lists of inputs and instrumen-
tation - available a priori information scenarios.
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Table 3.5: Statistics of modal frequency (Hz) and damping ratio (%) estimates using ERA-OKID.
Scenario µf (Hz) σf (Hz) COVf (%)
A 3.75, 10.79, 16.53, 20.27 —————– —————–
E 3.68, 10.60, 18.21, 25.81 0.03, 0.09, 0.07, 0.12 0.82, 0.85, 0.38, 0.46
CI , CV 3.59, 10.76, 17.96, 25.45 0.02, 0.15, 0.07, 0.07 0.68, 1.38, 0.40, 0.29
CII , CIV , CV I 3.59, 10.77, 17.96, 25.44 0.03, 0.15, 0.07, 0.07 0.70, 1.39, 0.40, 0.26
CIII 3.59, 10.76, 17.96, 25.45 0.03, 0.15, 0.07, 0.08 0.79, 1.36, 0.40, 0.31
µζ (%) σζ (%) COVζ (%)
E 0.95, 0.51, 0.47, 0.61 0.19, 0.11, 0.10, 0.17 20, 21.57, 21.28, 27.87
CI , CV 0.57, 0.54, 0.36, 0.36 0.10, 0.16, 0.08, 0.05 16.95, 29.63, 21.24, 13.26
CII , CIV , CV I 0.63, 0.54, 0.36, 0.35 0.08, 0.16, 0.08, 0.04 12.89, 30.36, 21.36, 12.66





















Figure 3.5: Phase angles of the complex mode shape components identified using ERA-OKID for a
Kobe earthquake excitation and complete instrumentation.
during and between experiments due to slight loosening of bolts, also add to this dispersion. How-
ever, since the damping ratios are not involved in the identification approach used in this chapter, this
high uncertainty will not affect the identified V, M and K matrices.
The mode shape components identified using ERA-OKID are initially complex. Since this may
suggest non-proportional damping, to check how complex the modes are, we follow the approach
used in [47]: after normalizing each mode shape so as to have the maximum component equal to one,
the phases of the different components are calculated and plotted on the unit circle. Fig. 3.5 shows
such an example plot for one of the Kobe earthquake runs and complete instrumentation. The phases
of each component are denoted by asterisks on the unit circle, and the ±0.1π bounds are shown
by dashed lines. While for “real modes” the phase should be 0 or π, accounting for the effects of
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Table 3.6: Statistics of MAC between OKID/ERA estimates of complete non-normalized modes and
estimates of complete mass-normalized modes from proposed approach.
Scenario µMAC σMAC (10−2) COVMAC (%)
CI 0.99, 0.99, 1.00, 1.00 0.31, 0.33, 0.11, 0.04 0.31, 0.33, 0.11, 0.04
CII 1.00, 0.99, 0.99, 1.00 0.16, 0.54, 0.31, 0.09 0.16, 0.55, 0.32, 0.09
CIII 0.97, 0.96, 0.99, 0.99 1.21, 1.52, 0.20, 0.49 1.24, 1.58, 0.20, 0.50
CIV 0.99, 0.99, 0.99, 1.00 0.21, 0.32, 0.31, 0.10 0.21, 0.32, 0.31, 0.10
CV 1.00, 1.00, 1.00, 1.00 0.02, 0.01, 0.01, 0.02 0.02, 0.01, 0.01, 0.02
CV I 0.99, 1.00, 0.99, 0.99 0.02, 0.02, 0.22, 0.11 0.02, 0.02, 0.22, 0.11
measurement noise etc., variations within these±0.1π bounds may be considered acceptable. As can
be seen, all the components of all the modes, lie within these bounds, and this is found to be true also
for other inputs and sensor set-ups (except at nodes where both the real and imaginary parts of the
identified modes are close to zero). This suggests that the system is proportionally damped, and the
identified modal frequencies and the real mode shapes obtained by minimizing the imaginary parts of
the initial complex modes, may be used in the subsequent steps of identification.
Once the identified real mode shapes are normalized and, if necessary, expanded using the pro-
posed approach, the MAC values comparing these with the non-normalized real mode shapes iden-
tified through ERA-OKID for complete instrumentation, are calculated, and their statistics presented
in Table 3.6. Although scenarios CI and CV represent complete instrumentation, the MAC values cor-
responding to these scenarios are slightly different from 1, owing to the optimization exercise in Eq.
(3.32). As per the MAC values, the normalized complete mode shapes estimated across the different
scenarios are consistent with each other, with MAC values close to 1. Also, in any given scenario, the
estimated mode shapes from the 18 different test runs are consistent, with the COV being less than
1% in general. Fig. 3.6 compares the mean of the complete mass normalized mode shapes (scaled by
a factor of 4 to aid in representation) obtained in Scenarios CI and CV I . Based on the first modes in
Fig. 3.6, it is seen that in scenario CI the 4th story seems to be almost infinitely stiff as compared to
the rest of the structure, unlike in scenario CV I ; while scenarios CII to CIV show a similar behaviour
as CI , scenario CV is similar to CV I on this issue. This behaviour may be owing to the assumption
of the known 4th floor mass value of 37 kg (same as the other floors) in scenarios CI to CIV . As can
be seen later from Table 3.8, when we do not make this assumption (in scenarios CV and CV I ), the
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 with m4 = 30
Figure 3.6: Comparison of mean mass normalized mode shapes in scenarios CI , CV I , and CI with
m4 = 30 kg.
4th floor mass is estimated as around 29 - 30 kg. Assuming the presence of a larger mass at the 4th
floor, than what actually is, will force any algorithm to assign a “larger than the actual stiffness” to
the 4th story, in order to produce the same response. This is again seen in Table 3.8, where the 4th
story stiffness estimates are larger in scenarios CI to CIV than in scenarios CV and CV I . This over
estimation of the stiffness may be reflected in the apparent non-deformability of the 4th story in the
1st mode for scenarios CI to CIV . In fact, as seen from Fig. 3.6, when we assume m4 = 30 kg in
scenario CI , the deformation of the 4th story in the 1st mode is closer to scenario CV I , than to the
original scenario CI with m4 = 37 kg.
Table 3.7 presents the statistics of the identified M and K matrices obtained, using the complete
mass-normalized V matrices and the identified eigenvalues (frequencies), in the two scenarios CI
and CV I (the matrices identified in the other scenarios are similar). The K matrix of the healthy
system identified in [46], using the M-L-K algorithm [28] with complete instrumentation and known
M = MA, is also shown for comparison purposes. From these identified matrices it is evident that
K, although dominantly tridiagonal, is not strictly shear-type in nature. Also, although the MAC
values in Table 3.6 are all close to 1, there is noticeable dispersion between the identified M and K
matrices across the different experimental scenarios. This indicates that a near 1 value of MAC does
not necessarily imply a good match between the two systems, as shown in Appendix D [48]. The dis-
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Table 3.7: Statistics of mass and stiffness matrix estimates for experimental scenarios CI and CV I .
Scenario µM (kg) σM (kg) µK (105 N/m) σK (105 N/m)
E
37.00 0.00 0.00 0.00
————–
5.94 -3.43 0.83 -0.14 0.05 0.09 0.02 0.02
0.00 37.00 0.00 0.00 -3.43 5.02 -2.75 0.40 0.09 0.12 0.06 0.03
0.00 0.00 37.00 0.00 0.83 -2.75 4.21 -2.03 0.02 0.06 0.06 0.03
0.00 0.00 0.00 37.00 -0.14 0.40 -2.03 1.67 0.02 0.03 0.03 0.03
CI
37.03 0.22 -0.09 -0.02 0.11 0.92 0.36 0.09 5.14 -2.92 0.50 -0.11 0.09 0.12 0.08 0.06
0.22 37.14 0.10 -0.09 0.92 0.58 0.43 0.39 -2.92 5.00 -2.84 0.58 0.12 0.09 0.05 0.15
-0.09 0.10 37.20 0.11 0.36 0.43 0.87 0.46 0.50 -2.84 3.96 -2.06 0.08 0.05 0.07 0.09
-0.02 -0.09 0.11 36.77 0.09 0.39 0.46 0.97 -0.11 0.58 -2.06 1.91 0.06 0.15 0.09 0.10
CV I
38.08 -0.00 -0.00 0.00 0.63 0.00 0.00 0.00 5.22 -3.09 0.00 0.00 0.06 0.06 0.00 0.00
-0.00 38.98 6.14 -0.42 0.00 1.05 0.26 0.73 -3.09 5.45 -2.28 0.41 0.06 0.09 0.02 0.02
-0.00 6.14 42.70 -0.07 0.00 0.26 0.76 0.11 0.00 -2.28 3.58 -1.80 0.00 0.02 0.04 0.06
0.00 -0.42 -0.07 30.13 0.00 0.73 0.11 2.28 0.00 0.41 -1.80 1.51 0.00 0.02 0.06 0.13
persion between the different identified systems in the different scenarios may be expected owing to
the different modeling assumptions and amounts of measured experimental data used in the different
scenarios. The different amounts of measured data, owing to different levels of instrumentation, also
introduce a source of discrepancy in terms of the relative importance given to the model vis-à-vis the
data. In spite of these sources of discrepancies, the differences in the diagonal terms of M and the
diagonal and super/subdiagonal terms of K identified in the different scenarios, are not significant
enough to classify any of the identified models as an outlier. Figs. 3.7 and 3.8 compare the measured
acceleration responses, their autocorrelations, and the frequency response function magnitudes of the
frame, with the corresponding quantities of the estimated system under a Hachinohe earthquake run.
While Fig. 3.7 considers the 4th floor acceleration and Scenario CV I , with the 4th floor being an ob-
served DOF in this scenario, Fig. 3.8 considers the 2nd floor acceleration and Scenario CII in which
the 2nd floor is unobserved. From these figures it is evident that for an observed DOF the estimated
system can reconstruct the responses with a high accuracy; while for the unobserved DOF considered
in Fig. 3.8, the responses are slightly underestimated, the estimated responses still capture the dom-
inant frequencies and the pattern of the measured responses with reasonable accuracy. These results
illustrate the potential of the proposed approach in identifying reliable structural models which may
be used for response prediction purposes.
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Once the M and K matrices are identified, the floor masses of the frame are estimated as the diag-
onal terms of the identified M matrices, i.e. mi = Mi,i, and the story stiffnesses are estimated as the
super/subdiagonal terms of the identified K matrices, i.e. ki = −Ki,i+1 (with the first story stiffness
calculated as k1 = K1,1 + K1,2). The statistics of the estimated floor masses and story stiffnesses
are respectively listed in Table 3.8. Although there exists a variability between the different (mean)
models identified in the six different experimental scenarios, the mean mass and stiffness distributions
(amongst the floors and stories) in the different identified models bear reasonable resemblance, given
the aforementioned discrepancies in the amount of data and modeling assumptions in the different ex-
perimental scenarios. The COVs are mostly around 0−2% for the estimated floor masses, and around
0 − 3% for the estimated story stiffnesses, indicating that the uncertainty in these estimates are not
unreasonably high in general, given the obvious presence of unknown/uncontrolled variables in any
experimental application. This in turn highlights the reasonable robustness of the proposed structural
identification algorithm in handling real data and in realistic situations comprising of incomplete in-
strumentation of the monitored system, uncertain and/or incomplete a priori information about the
system etc. Moreover, from these coefficients it can be inferred that, even for low levels of damage,
it is less likely that the uncertainties in the story stiffness estimates would mask the damage induced
stiffness reduction. This observation propounds the possibility of using the proposed identification
algorithm in structural health monitoring/damage detection exercises, as done in Chapter 5.
Note that, in spite of using known floor mass values of 37 kg in some of the scenarios, the es-
timated masses are not exactly 37 kg. This is because, in the estimation of the mass normalizing
factors or in the mode shape expansion, these a priori information are used along with other con-
ditions obtained from imposing structural topology requirements and satisfaction of the eigenvalue
problem. The unknown normalization factors or mode shape components are then solved for in a
least squares sense. In this way, the a priori known mass values are not strictly imposed, and that
solution is sought which optimally satisfies all the conditions considered together. This should be
seen as an advantage of the proposed method, as it inherently allows for uncertainties in the available
a priori information as well as uncertainties in the other conditions like structural topology require-
ments. The non-shear type nature of the identified K matrices illustrate the ability of the method,
primarily developed for the identification of shear-type systems, to identify near-shear type systems,
thus allowing for uncertainty in the structural topology requirements. Also, as mentioned earlier, and
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Table 3.8: Statistics of floor mass (in kg) and story stiffness (in 105 N/m) estimates.
Scenario µm (kg) σm (kg) COVm (%)
A 37.00, 37.00, 37.00, 37.00 ——————– ——————–
E 37.00, 37.00, 37.00, 37.00 ——————– ——————–
CI 37.03, 37.14, 37.20, 36.77 0.11, 0.58, 0.87, 0.97 0.29, 1.55, 2.33, 2.64
CII 37.00, 37.49, 37.12, 37.03 0.00, 0.17, 0.02, 0.01 0.00, 0.46, 0.07, 0.03
CIII 37.98, 39.68, 39.13, 38.31 0.30, 0.60, 0.73, 0.38 0.78, 1.51, 1.87, 0.99
CIV 37.00, 41.45, 37.13, 37.03 0.00, 1.82, 0.03, 0.01 0.00, 4.38, 0.08, 0.04
CV 36.90, 39.65, 41.26, 30.19 0.70, 0.65, 1.16, 2.42 1.90, 1.63, 2.80, 8.02
CV I 38.08, 38.98, 42.70, 30.13 0.63, 1.05, 0.76, 2.28 1.64, 2.71, 1.77, 7.57
µk (105 N/m) σk (105 N/m) COVk (%)
A 1.70, 1.70, 1.70, 1.70 ——————– ——————–
E 2.51, 3.43, 2.75, 2.03 ——————– ——————–
CI 2.22, 2.92, 2.84, 2.06 0.05, 0.12, 0.05, 0.09 2.20, 4.16, 1.62, 4.61
CII 2.44, 2.95, 2.50, 2.05 0.13, 0.04, 0.09, 0.07 5.15, 1.25, 3.67, 3.22
CIII 2.46, 3.66, 3.60, 2.87 0.16, 0.06, 0.12, 0.24 6.45, 1.74, 3.42, 8.45
CIV 2.29, 3.10, 2.62, 2.05 0.07, 0.04, 0.05, 0.06 2.88, 1.27, 1.87, 3.14
CV 2.07, 3.05, 3.16, 1.91 0.02, 0.03, 0.06, 0.01 0.92, 0.95, 1.94, 0.75
CV I 2.13, 3.09, 2.28, 1.80 0.01, 0.06, 0.02, 0.06 0.53, 1.89, 0.86, 3.56
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Figure 3.7: 4th floor (observed DOF) acceleration under a Hachinohe earthquake: (a) measured
response, (b) estimated response in Scenario CV I , (c) measured and estimated responses during strong
shaking, (d) autocorrelations of measured and estimated responses, (e) autocorrelation up to time lag
= 10 s, and (f) measured and estimated frequency response function magnitudes.
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Figure 3.8: 2nd floor (unobserved DOF) acceleration under a Hachinohe earthquake: (a) measured
response, (b) estimated response in Scenario CII , (c) measured and estimated responses during strong
shaking, (d) autocorrelations of measured and estimated responses, (e) autocorrelation up to time lag
= 10 s, and (f) measured and estimated frequency response function magnitudes.
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implemented in this experimental application, the different levels of confidence that one may have
in the different conditions can be imposed using different weighting factors. A second observation
from Table 3.8 is that, in scenarios CV and CV I , where the total mass MT is used as the only available
a priori information, the estimated 4th floor mass is lower than the estimated masses of the other
floors. This can be expected to be a more realistic picture of the mass distribution between the dif-
ferent floors, since the 4th floor mass can be expected to have contribution from approximately only
half the 4th story columns, braces and connections, while the other floors will have a contribution
from approximately a full story’s columns, braces and connections (one-half from the story below
and one-half from the story above). Using a mass density of 7800 kg/m3 for A36 steel, the mass of
any of the floor plates is approximately 27 kg, i.e. approximately 10 kg mass is contributed in each
floor by the columns, braces and connections. Finally, it should be mentioned that, amongst the six
experimental scenarios considered in this study, scenario CV possibly provides the most ideal condi-
tions for identification, since it involves the least a priori information and complete instrumentation,
and hence relies almost exclusively on experimental data. This increased reliance on experimental
observation is also evidenced by the MAC values reported in Table 3.6, where the mean MAC values
corresponding to scenario CV are all equal to 1, with COVs in the range 0.00− 0.02%, the minimum
COVMAC amongst all the six scenarios. Hence, the identified models in scenario CV are possibly the
closest representations of the true system, in the premise that we trust the experimental data more
than any modeling assumption(s).
To test the performance of the identification approach with error in the center of mass/a priori
mass information, an additional set of 18 tests were performed with an added eccentric 5 kg mass
on the 2nd floor. This mass was attached at the center of the north side (N ) of the floor, and thus
shifts the center of mass of the 2nd floor towards the north side, in addition to increasing its mass by
5 kg. In the identification using the measured data, two different cases are considered to obtain the
a priori information necessary in any scenario: (a) MA = diag(37.00, 37.00, 42.00, 37.00), and (b)
MA = diag(37.00, 37.00, 37.00, 37.00) (same as before); these two cases are respectively denoted
by II and III . While case II is affected only by the error in the 2nd floor’s center of mass, case
III is additionally affected by the errors in the 2nd floor mass value m2 (in scenarios CI to CIII )
and the value of the total mass MT (in scenarios CV and CV I ). An error in the center of mass in a
1-D model does not explicitly affect the proposed approach by introducing modelling errors in some
CHAPTER 3. IDENTIFICATION WITH INCOMPLETE INSTRUMENTATION AND GLOBAL
IDENTIFIABILITY REQUIREMENTS UNDER BASE EXCITATION 100
of the normalizing factor estimation and mode shape expansion equations, unlike in 2-D and 3-D
models (see the discussion at the end of Section 3.5). However, in this case, such an error affects the
responses used in the identification, which are calculated by averaging the measured responses from
accelerometers located at the corners of the floors, and hence correspond to the accelerations at the
geometric centers of the floor; with a sufficiently shifted center of mass, the accelerations at the center
of floor and center of mass will no longer be even approximately the same. Table 3.9 lists the means
and standard deviations of the different floor masses and story stiffnesses for both cases II and III .
Comparing Tables 3.9 and 3.8 it is evident that the stiffness estimates for all the stories, as well as
the mass estimates for floors 1, 3 and 4, are not affected to any significant extent by the shift in the
2nd floor’s center of mass or the errors in the a priori information. Also, in all the scenarios except
CIV , only the shift in the center of mass does not introduce any considerable error in the estimate of
m2. Additionally, in scenarios CV and CV I , even the error in the a priori information MT does not
affect the estimate of m2 significantly, while for scenarios CI to CIII , the error in the a priori value
of m2 is reflected in the estimates of m2, as may be expected. In scenario CIV , the mean estimate
of m2 is considerably larger (38% overestimation with respect to the analytical value of 42 kg), as
is the associated standard deviation. The estimates in scenario CIV are identical for both cases II
and III , since in this scenario, the same measurements and the same a priori information are used in
both cases. The high error in the estimate of m2 in scenario CIV may be attributed to the effects of
(a) neither measuring the 2nd floor’s acceleration, which has a considerable disturbance in its mass
owing to the added 5 kg (≈ 13.5% of 37 kg), (b) nor using the mass of the 2nd floor as an a priori
information, (c) but, at the same time, putting too much constraints on the solution process through
the a priori information of all the other floor masses, instead of allowing sufficient latitude to explore
different mass distributions while still controlling the mass through the single a priori information
MT (as in scenarios CV and CV I ). Nonetheless, even in scenario CIV , the reasonable estimates of the
other floor masses and all the story stiffnesses ensure that the identified model may be reliably used
for both response predictions at floors 1, 3 and 4 and in structural damage detection.
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Table 3.9: Floor mass and story stiffness estimates with an added eccentric mass on the 2nd floor.
Scenario µm (kg) σm (kg) µk (105 N/m) σk (105 N/m)
CI (II ) 36.97, 42.27, 37.19, 36.79 0.15, 1.13, 0.82, 0.90 2.46, 2.83, 2.69, 2.08 0.02, 0.10, 0.03, 0.07
CII (II ) 36.99, 43.46, 37.88, 36.68 0.11, 0.53, 1.01, 0.44 2.91, 2.76, 2.29, 2.05 0.26, 0.13, 0.12, 0.02
CIII (II ) 37.84, 44.70, 39.13, 38.06 0.02, 0.05, 0.06, 0.03 2.82, 3.32, 3.22, 2.71 0.03, 0.03, 0.02, 0.02
CIV (II ) 36.99, 58.77, 37.92, 36.70 0.11, 7.46, 1.04, 0.43 2.47, 3.20, 2.62, 2.04 0.11, 0.04, 0.01, 0.02
CV (II ) 36.01, 47.75, 40.85, 28.39 0.22, 0.28, 0.43, 0.07 2.15, 3.02, 3.07, 1.84 0.02, 0.03, 0.02, 0.01
CV I (II ) 36.79, 48.19, 42.30, 28.40 0.27, 0.24, 0.45, 0.15 2.16, 3.09, 2.21, 1.75 0.03, 0.04, 0.02, 0.01
CI (III ) 36.80, 38.52, 37.51, 36.02 0.39, 2.94, 0.98, 1.89 2.61, 2.60, 2.48, 2.03 0.02, 0.17, 0.08, 0.13
CII (III ) 36.99, 38.50, 37.87, 36.68 0.11, 0.40, 1.01, 0.44 3.07, 2.60, 2.16, 2.06 0.26, 0.12, 0.11, 0.02
CIII (III ) 37.85, 39.64, 39.14, 38.03 0.02, 0.04, 0.06, 0.03 3.02, 3.14, 3.04, 2.70 0.03, 0.03, 0.02, 0.02
CIV (III ) 36.99, 58.77, 37.92, 36.70 0.11, 7.46, 1.04, 0.43 2.47, 3.20, 2.62, 2.04 0.11, 0.04, 0.01, 0.02
CV (III ) 34.84, 46.19, 39.51, 27.46 0.22, 0.27, 0.41, 0.07 2.08, 2.92, 2.97, 1.78 0.02, 0.03, 0.02, 0.01
CV I (III ) 35.59, 46.61, 40.92, 27.47 0.26, 0.23, 0.44, 0.15 2.09, 2.99, 2.14, 1.69 0.03, 0.04, 0.02, 0.01
3.7 Conclusions
An algorithm is developed for the identification of the mass and stiffness parameters of 1, 2 and
3-D rigid–floor shear–type structural systems subjected to base excitation. The proposed algorithm
starts with estimates of the complete sets of eigenvalues and non-normalized mode shape components
at the sensor locations, obtained using any suitable system identification technique. The structural
identification involves a two-step procedure, with the complete mass normalized mode shape matrix
being obtained in the first step, and the modal orthogonality relations employed in the second step
to estimate the system’s mass and stiffness matrices. The first step in turn involves two stages: the
estimation of the mass normalizing factors followed by the expansion of the mode shapes from the
observed to the unobserved DOFs. It is assumed that the physical coordinates coincide with the
centers of mass of the floors; the input–output balance method of Appendix A may be used to estimate
the thus necessary centers of mass, along with the lumped masses and mass moments of inertia, of all
instrumented floors, using data from a prior actuator–driven forced vibration test.
Since in base excitation the input is not completely defined, some a priori information is neces-
sary to uniquely identify the system’s mass and stiffness parameters. It is shown that, for any system
with diagonal mass matrix, only a single such information is sufficient for a unique identification, and
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this defines the minimal a priori information requirement for such systems. Two different scenarios,
based on available a priori information, are studied: (a) with the masses known at all the sensor
locations, and (b) with the total mass of the system known. For each of these two scenarios, the
minimal number of sensors necessary for a unique identification is derived. Additionally, different
considerations regarding instrumentation of the system are discussed, and guidelines are provided for
determining different possible instrumentation set-ups necessary for global identifiability. The possi-
ble implication of low translational-rotational coupling in 2 and 3-D systems vis-à-vis instrumentation
requirements is also highlighted, and possible measures to address this issue are discussed in view
of a realistic situation with no prior knowledge of the amount of translational-rotational coupling.
The discourse on instrumentation presented throughout this chapter is aimed to help in experiment
design by providing multiple choices of possible instrumentation set-ups, using the minimum number
of sensors while assuring global identifiability.
Some practical implementation issues and strategies are discussed. An extensive set of numerical
simulations is considered for validating the proposed identification approach. As evidenced by these
simulations, the approach has the ability to obtain reliably accurate estimates of the system’s physical
parameters under the constraints of minimal instrumentation and minimal a priori information of the
system’s mass. In fact, since the mode shape normalization and expansion approaches are based on
the structural topology, a near perfect estimation of the mass and stiffness parameters can generally
be obtained for truly shear-type systems, even with noisy measurements.
In the experimental phase, a 4 storied laboratory scale steel frame, and three damaged versions
of the frame, are tested on a shake table facility. The identification method is applied to the mea-
sured data, considering different scenarios of instrumentation and available a priori information. It is
shown from the identified stiffness matrices that the frames under study are not perfectly shear-type.
Nonetheless, reasonably consistent identification of the mass and stiffness parameters are obtained,
highlighting the ability of the method to also work with near-shear type systems, inherently allow-
ing for some amounts of modeling uncertainty. The responses and frequency response functions of
the identified models agree very accurately with the measurements at observed DOFs and reason-
ably well at unobserved DOFs. The reliable performance of the method even with non-stationary
earthquake inputs, incomplete instrumentation of the monitored system, and incomplete and uncer-
tain available a priori information, highlights its potential in structural identification applications in
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realistic scenarios.
In the applications considered in this chapter, the input base acceleration(s) are known, and thus
an input-output system identification technique is used to get the necessary non-normalized modal
parameter estimates at the sensor locations. These parameters can also be estimated with output-only
identification techniques using only the “measured” acceleration response data. Hence, the structural
identification method developed here can also be used in output-only (unmeasured ground motion,
ambient vibration) situations. Also, while structural accelerations are considered as outputs in this
chapter, system identification methods like ERA-OKID can also work with velocity or displacement
measurements, and hence the proposed technique is also suitable for use with such outputs.
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Chapter 4
Output-Only Structural Identification
with Incomplete Information and
Local/Global Identifiability
Requirements1
While most studies on identifiability analyze the situation of known inputs, in structural/mechanical
testing it may often be feasible/preferable to work only with output (response) data. The identification
method and identifiability requirtements/tests in Chapter 3, albeit developed for base excitation, can
also be directly applied to general output-only situations. In this chapter, the problem of identifiability
of the mass and stiffness parameters of shear-type systems in output-only situations is revisited, with
an approach alternative to that in Chapter 3. Moreover, while Chapter 3 considers only the question
of global identifiability, here we also consider the question of local identifiability, i.e. there may be
multiple solutions to the inverse problem, but such solutions will be locally isolated. The relaxation of
the identifiability requirement to local from global can be expected to relax to some extent the instru-
mentation requirements prescribed in Chapter 3, while still being functional, especially when used
1This chapter is to be submitted as a journal article co-authored with Profs. Raimondo Betti and Hilmi Lus. A very
preliminary form of the chapter was presented in the 31st International Modal Analysis Conference, Garden Grove, 2013
[49].
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Figure 4.1: Shear-type system under dynamic loads.
in conjunction with engineering judgement to exclude improbable local solutions. The first objective
of this chapter is to develop a method for the identification of the mass and stiffness parameters of a
shear-type system under the constraints of output-only data, incomplete instrumentation, and minimal
available a priori information about the system’s physical parameters; this is pursued by extending
the preliminary ideas in [49]. The second objective is to develop a method of analysis to determine
the amount of independent information that is contained in the measurements from a given sensor
set-up, and to use this analysis to define some rules for selecting the necessary number and location
of sensors from the point of view minimum necessary information. The third and final objective
of this chapter is to develop some tests for local and global identifiability for given sensor set-ups,
which may be used both in the experiment design stage to find the allowed sensor set-ups, as well as
post-experiment to identify the possible existence of multiple solutions. In the following section we
outline the scope of the chapter by formally stating the problems that we address here, and the general
solution strategy that we adopt.
4.1 Problem Statement and Solution Strategy Outline
Suppose we have a system that can be modelled as an N–DOF 1–D classically damped shear–type
model (Fig. 4.1), subjected to some dynamic loading. Its equation of motion in physical coordinates
is:
Mü + Cu̇ + Ku = f (4.1)
The M and K matrices have the forms as given in Chapter 2 (Eq. (2.1)), and may be obtained using
the modal orthogonality relation of Eq. (2.4). As in Chapter 3, let V specifically denote the mass
normalized mode shape matrix, and let Ṽ denote any arbitrarily normalized mode shape matrix.
Let the system in Eq. (4.1) be instrumented with Ns sensors which measure the response (accel-
eration and/or velocity and/or displacement) of the system at Ns DOFs. Let S = {s1, · · · , sNs} be
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the set of these observed DOFs, andD be the set of all theN DOFs. We consider the situation when f
is unknown (output-only) and S ⊆ D (incomplete instrumentation). Our first objective is to identify
the matrices M and K in this situation, and consequently estimate all the mi’s and ki’s. We make
the assumption that the measured responses are sufficiently rich so as to allow the identification of all
the structural modes at the sensor locations, i.e. using the measured responses at the Ns DOFs in any
operational modal analysis technique, we can identify the eigenvalues, λj , and arbitrarily normalized
mode shape components, ṽi,j , ∀ j ∈ {1, 2, · · · , N}, i ∈ S . While such an assumption may not
always be practically realizable, in practice one may use analytical (FE) modes, corresponding to the
unidentified ones, to complement the identified experimental modes at the sensor locations (mode-
mixing) [7, 19]. Moreover, as will be evident at the end of Section 4.4, it is not strictly necessary to
be able to identify the ṽi,j , ∀ j ∈ {1, 2, · · · , N}, i ∈ S; the developments in Section 4.4 may be used
to address situations when not all the modes are identified at every DOF in S. However, as shown
with an example in Chatzis et al. [6], even with complete instrumentation of the system, if a mode is
not identified at any DOF then the system may be unidentifiable; hence, even if not all the modes are
identified at every DOF in S , every mode must be identified (or assumed using mode-mixing) at at
least one of the DOFs in S.
Since the input is unknown, along with the measured modal information, we will also need to
have some a priori information about the values of some physical parameters of the system to be
able to identify unique M and K matrices. As shown in Chapter 3, for systems with diagonal M
and symmetric K, given sufficient instrumentation, the minimal amount of such necessary a priori
information is one. In other words, assuming that the system is sufficiently instrumented, we can
identify a complete normalized mode shape matrix, V∗, proportional to the mass normalized V by a
single scalar factor. Hence, our solution to the inverse problem first involves a method to estimate this
complete V∗, starting from the measured modal information and expressing the structural topological
requirements in terms of modal parameters. The scalar factor of proportionality is then estimated
using one additional information; we consider two types of additional information: (a) the sum-total
of all the lumped masses in the system, or (b) a second set of measured data obtained from the system
with some added masses, with the sum-total of all the added masses known. Using this scalar factor,
the complete V∗ is then scaled to the true mass normalized V. The M and K matrices are finally
obtained using V in the orthogonality relations of Eq. (2.4). The identification algorithm is discussed
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in details in Section 4.2.
The identification framework of Section 4.2 also sets the stage for investigating the question of
mass and stiffness parameter identifiability. In the first step of this framework we have made the
assumption that there is sufficient instrumentation to identify a complete V∗. Insufficient measured
information will lead to unidentifiability of the complete V∗, and hence unidentifiability of the mass
and stiffness parameters. Hence, the question: “Is this instrumentation set-up sufficient for unique
estimation of all the mi’s and ki’s?”, is equivalent to the question: “Is this instrumentation set-up suf-
ficient for unique estimation of V∗?”; in Sections 4.3 to 4.5 we attempt to address this latter question.
Section 4.3 illustrates, using a simple 3-DOF system instrumented with 2 sensors, that the sufficiency
of measured information depends not only on the number of sensors but also on their location on
the structure, and highlights the importance of identifiability in the context of structural health mon-
itoring. In Section 4.4 we attempt to develop a method of analysis to determine the minimum inde-
pendent information carried by any given sensor set-up; using such analysis one may check whether
the total available independent information, from measurements and structural topology, meets the
minimum information necessary to uniquely solve for V∗. While insufficient measured information
would result in global unidentifiability, the parameter set of interest may still be locally identifiable,
i.e. when the multiple solutions to the inverse problem are locally isolated. A globally unidentifiable,
but locally identifiable, parameter set may be practically useful; e.g. in situations where one may
exclude most of the local solutions based on engineering judgement. Hence, it would be useful to
test whether a given instrumentation set-up makes the mass and stiffness parameters at least locally
identifiable, and if the parameters are globally identifiable as well. This is attempted in Section 4.5,
where the implicit function theorem and the strong real Jacobian conjecture are respectively used to
develop tests for local and global identifiability. The developments in Sections 4.4 and 4.5 can be
used for experiment design to find different possible sensor set-ups, using the minimal/near-minimal
number of sensors, but satisfying local/global identifiability. The tests in Section 4.5 can also be used
post-experiment to test whether there may be more solutions around an identified solution; signalling
the possible presence of multiple solutions will encourage the engineer to look for these alternative
solutions, instead of blindly trusting only the identified solution. It is emphasized that, although our
treatment of the identifiability issue is based on the identification framework of Section 4.2, the final
answers are general. This is firstly because, identifiability is only dependent on the measured data
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and assumptions on the model class, and independent of the identification algorithm; using different
algorithms will not make an unidentifiable parameter set identifiable or vice versa. Moreover, our
treatment of the problem is in terms of modal parameters, which are the basic components making
up the structural response; hence investigating identifiability using directly the measured response
data should be equivalent to investigating identifiability using the modal information extracted from
the measured data. The different theoretical discussions are illustrated in Section 4.6 using an ex-
tensive suite of numerical simulations, and in Section 4.7 using the 4-story steel frame shaking table
experimental data considered in Chapter 3.
4.2 M-K Identification Methodology
4.2.1 Estimation of proportional mode shape matrix
For the system in Eq. (4.1), instrumented with Ns sensors, suppose using the measured output data in
any output-only system identification method we have identified the eigenvalues, λj , and arbitrarily
normalized mode shape components, ṽi,j , ∀ j ∈ {1, 2, · · · , N}, i ∈ S , where S = {s1, · · · , sNs} is
the set of DOFs with sensors. In this section we discuss a method to estimate the complete mode shape
matrix V∗, which is proportional to the mass normalized mode shape matrix V by a single scalar
factor. Let any (i, j)th element of V∗ be denoted by v∗i,j . Since V
∗ can be any matrix proportional
to V, we choose V∗ such that V∗s1,1 = 1, i.e. V = vs1,1V
∗. We next proceed to determine the
remaining N2 − 1 elements of V∗. To this end, we first derive two sets of equations involving the
unknown elements in V∗.
4.2.1.1 Equations from structural topology
The first set of equations is derived from the structural topology of a shear type system, namely the
nature of the mass M and flexibility F matrices. Let us first consider the M matrix. Since we are
trying to obtain the mass normalized mode shapes, and since M, and thus M−1, are diagonal, from





k,j = 0 ∀ i ∈ {1, 2, · · · , N − 1}, k ∈ {i+ 1, i+ 2, · · · , N} (4.2)
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i.e. the rows of V∗ are orthogonal to each other. Eq. (4.2) gives us N(N − 1)/2 quadratic equations
in terms of the elements of V∗. Now let us consider the flexibility matrix of a shear type system,
which has the form such that any (j, l)th element of F is given by: Fj,l = Fj,j =
∑j
i=1 1/ki, ∀ l ≥ j,
and j ∈ {1, 2, · · · , N}. Using this nature of F = K−1 in the stiffness orthogonality of Eq. (2.4), we







= 0 ∀ i ∈ {1, 2, · · · , N − 1}, k ∈ {i+ 1, i+ 2, · · · , N} (4.3)
The terms in Eq. (4.3) involve division by the eigenvalues, which, in the mean sense, having a much
higher magnitude than one. This will make the terms in Eq. (4.3) much smaller than the terms
in Eq. (4.2), which may lead to numerical ill-conditioning of the system of equations, as well as
inadvertently put more weight on satisfying Eq. (4.3) compared to Eq. (4.2). To circumvent this
problem, all the equations in Eq. (4.3) may be multiplied with the harmonic mean of the identified
eigenvalues, thus scaling the mean of the terms in Eq. (4.3) to a similar order as the terms in Eq.
(4.2).
4.2.1.2 Equations from measured mode shape components
With Ns sensors we have Ns components of all the N identified mode shapes. Since these modes are
arbitrarily normalized, we can get N(Ns − 1) linear equations, in terms of the elements of V∗, from




v∗s1,j = 0 ∀ j ∈ {1, 2, · · · , N}, si ∈ S, si 6= s1 (4.4)
The measured DOF s1 is not necessarily the lowest (or highest) of the measured DOFs, and the
choice of s1 should be governed by s1 not being a node in any mode. Thus, one way to choose
which of the measured DOFs should be s1, is to treat each measured DOF in turn as s1, construct
an (Ns − 1) × N matrix of the ratios ṽsi,j/ṽs1,j for this s1, and choose that measured DOF as s1
for which the above matrix has the minimum norm. Also, writing the equations as in Eq. (4.4) is
just one way; the information contained by the measured mode shape components can of course be




ṽsi,j/ṽs1,j = 0 may be written as v
∗
s1,j
− v∗si,j ṽs1,j/ṽsi,j = v
∗
s1,j
= 0. Finally, given
sufficient sensors, some of the equations from Eq. (4.4) may be excluded from the analysis; this may
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be useful in cases where all the measured DOFs have a node in some mode or the other, and one would
like to discard the equations involving these nodes so as to avoid any numerical ill-conditioning.
4.2.1.3 Solution using modified Newton-Raphson method2
Let us now store all the unknowns, i.e. the elements of V∗ with v∗s1,1 arbitrarily assumed to be 1, in
a (N2 − 1) × 1 vector θ, and all the known parameters, i.e. the identified modal parameters, in a
NNs × 1 vector α:
θ = {v∗1,1, · · · , v∗1,N , v∗2,1, · · · · · · , v∗N,N}T \ {v∗s1,1}
α = {λ1, · · · , λN ,
ṽs2,1
ṽs1,1
, · · · ,
ṽs2,N
ṽs1,N





Eqs. (4.2), (4.3) and (4.4) can be augmented to get a nonlinear system of N(N + Ns − 2) total
equations in the (N2−1) unknown elements of V∗. Let us denote this nonlinear system of equations
as:
g(α,θ) = 0N(N+Ns−2)×1 (4.6)
Although Eq. (4.6) appears to be a homogenous system, the assumption of v∗s1,1 = 1 makes it
non-homogenous. Eq. (4.6) can be solved using any nonlinear equation solver, e.g. the damped
Newton-Raphson method as used here. In this case, the estimate of the unknown vector θ in the kth
iteration is given as:
θk = θk−1 − γk[Jk−1]†gk−1 (4.7)
where,







and γk is a scalar damping parameter obtained by solving the constrained optimization problem:




where ‖ · ‖ represents the Euclidean norm of the concerned vector argument, and ε is an arbitrarily
chosen very small positive number. For the vector of nonlinear functions g involved in this problem,
2I would like to thank Mr. Luc Berger-Vergiat for helpful discussions on choosing the initial guess for the Newton-
Raphson solution.
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the elements of the Jacobian matrix J can be easily defined analytically, and incorporated in a com-
puter program without much difficulty; this will avoid any numerical approximation, as e.g would
be introduced by finite difference schemes, in the computation of J. A pseudo-code for analytically
constructing the Jacobian is given in Appendix C. The initial guess for the Newton-Raphson method
can be obtained by solving the eigenvalue problem for any arbitrary N -DOF shear-type system and
taking the elements of the resultant eigenvector matrix as the elements of θ for the 1st iteration. Al-
though a random non-zero assumption for the initial guess would also suffice, the guess using the
modes of any arbitrary shear-type system is found to lead to a more controlled convergence of the
iterations in this chapter, as in this way we incorporate the expected nature of the mode shapes of a
shear-type system in our initial guess. The convergence criterion can be set in any conventional way,
e.g. through a maximum number of iterations and/or through a tolerance on the Euclidean norm of the
error ‖gk−1‖, etc. The different equations in Eq. (4.6) may also be weighted with different factors,
reflecting different amounts of confidences in the different types of information (see the experimental
application in Section 4.7).
4.2.2 Scaling V∗ to V
In Section 4.2.1 we first estimate the complete Λ using any output-only system identification method,
and then the complete V∗, which is proportional to the true mass normalized V as V = vs1,1V
∗. If
our sole purpose is to detect structural changes, e.g. induced by damage, then at this stage itself we
can use the proportional mode shapes in V∗, in appropriate damage detection algorithms [23,44,45],
or to identify a proportional system whose comparison with an initial proportional system would
enable the detection of damage locations and severities. However, if our objective is to estimate the
true M and K matrices, as in model updating/validation tasks, then we need to estimate the scaling
factor vs1,1 using some additional information. Different types of such information are discussed
below. Once vs1,1, and consequently the complete mass normalized V matrix, are estimated, the
system’s M and K matrices can be obtained using the orthogonality relations of Eq. (2.4).
4.2.2.1 Some/all individual lumped masses known
Suppose we know some, say nm, lumped masses: mp ∀ p ∈ P = {p1, · · · , pnm}, where P is the
set of known lumped mass locations (DOFs). Then, we can write Eq. (4.6) directly in terms of
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v2p,j = 1/mp ∀ p ∈ P (4.10)
The resulting system of nonlinear equations can then be solved directly for the N2 elements of V.

















by minimizing, in the least squares sense, the mismatch between the estimated and known lumped
masses at the nm locations.
4.2.2.2 Total mass of structure known
Suppose instead that we know the total mass of the structure, MT =
∑N
i=1mi. This information was
also used in Chapter 3 to find the final scalar proportionality factor, and has the advantage that, while
each floor/lumped mass can be approximately estimated from an engineering drawing, the estimation
errors in the various floors can be assumed to have a cancelling effect with each other, thus reducing
the final estimation error in the total mass MT . In this case, the factor is given as:
vs1,1 =
√






Here M∗T is the total mass of the proportional system, and the proportional lumped masses, m
∗
i ’s, can
be evaluated as in Eq. (4.11).
4.2.2.3 Second set of measured data with added masses and total added mass known
In this case we suppose that we do not have any information on the value of the physical parameters of
the system. However, we have an additional set of measured data, recorded from a slightly modified
structure; the modified structure is obtained by adding some lumped masses on the lumped masses
of the original structure. Let us define a vector of the added masses at the N locations: 4m =
{4m1, · · · ,4mN}; if there is no mass added at DOF i then4mi = 0, otherwise4mi is the value
of the mass added at DOF i. Also, let us denote the total added mass by4mT =
∑N
i=14mi. Using
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the two sets of measured data, we can obtain the proportional mode shape matrices, V∗ and V∗b ,
respectively of the original and the modified structures, following Section 4.2.1. Then, we can first
obtain the mass and stiffness matrices of the two proportional systems as:















where the subscript b denotes quantities belonging to the modified system. From the diagonal terms
of M∗ and M∗b , and the diagonal or super/sub-diagonal terms of K
∗ and K∗b , we can now get the
proportional lumped masses and spring stiffnesses of the two systems: {m∗i , k∗i ,m∗bi, k∗bi} ∀ i ∈
{1, · · · , N}. Although the true (not proportional) masses and stiffnesses of the two systems are not
known at this point, they can still be expressed in terms of their proportional masses and stiffnesses
and their scalar factors of proportionality. The scalar factor of proportionality of the original system
can then be estimated, by equating the modified system’s total mass to the sum of the original system’s



















where α is obtained by minimizing, in the least squares sense, the mismatch between all the corre-
sponding spring stiffnesses of the original and modified systems:











The factor α is the square of the ratio of the scalar factor of proportionality of the original system to





At this point some remarks need to be made: (1) The sensor location s1 does not need to be the same
in the two systems, i.e. if s1 is DOF i in the original system, it can be DOF i or DOF j 6= i in
the modified system. (2) The modified system’s proportionality factor, (vs1,1)b, does not need to be
computed, since we are interested in identifying only the original system. However, computing this
factor, estimating the Mb and Kb matrices of the modified system, and comparing these with the es-
timated M and K matrices of the original system, can give an idea about the uncertainty/errors in the
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estimates; if the differences between the estimated matrices of the two systems are explainable, e.g.
by the added masses, then the estimates can be regarded to be reliably accurate, otherwise signalling
the possible presence of high estimation errors and the need for cautious use of such estimates. (3)
When estimating vs1,1 in Eq. (4.14) we use the total added mass 4mT ; it is also possible to instead
consider each individual added mass separately and solve for the factor in a least squares sense (as in
Eqs. (4.11) and (4.15)). Using the total added mass has a similar advantage as using the total struc-
tural mass in the last section, with the error in the known value of 4mT being expected to be less
pronounced than the errors in the known values of the individual added masses. (4) The accuracy of
the estimate of the scalar factor of proportionality using the above equations will depend on the modes
of the two systems being noticeably different, beyond the measurement noise and ambient fluctua-
tions effects. Thus, while adding mass only at a single location is theoretically sufficient, such an
added mass will need to be significant so as to introduce noticeable difference in the modes. Adding
such a very large mass at a single location will make the dynamics of the modified structure badly
behaved. Hence, to get both a noticeable difference in the modes, as well as maintain good dynamics
of the modified system, it may be recommended that a more uniform distribution of the masses be
added at many locations. However, there is no requirement that the distribution of the added masses
be strictly uniform or that it needs to be proportional to the lumped mass distribution in the original
structure, i.e. 4M does not need to be proportional to I or M. (5) Starting with the first paper by
Parloo et al. [50], using an added mass experiment for mass normalizing the modes in output-only
situations has been considered in a number of studies [51–54]. Here however the modes are already
normalized in Section 4.2.1 up to an unknown scalar factor; the data from the modified structure is
only used to find this single factor of proportionality. Hence the formulation above is different from
the formulations in [50–54], not involving any sensitivity based expression or any direct projection
of the modes of the modified system on the modes of the original system. Avoiding any sensitivity
based formulation also allows us to add larger masses so as to induce noticeable changes in the modes,
above any noise/ambient effects.
4.2.2.4 Case of known input: Base excitation/Actuator generated
While this chapter is on output-only situations, the formulation in Section 4.2.1 can also be used
in input-output situations. When the input is a measured base excitation, the arbitrarily normalized
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modes at the sensor locations can be obtained using any input-output system identification method,
Section 4.2.1 can be used to estimate V∗, and the scalar factor of proportionality may be estimated
as in any of the aforementioned cases. If the known input force(s) are generated by actuator(s), with
at least one co-located actuator-sensor pair on the system, then the mass normalized modes at all
the DOFs instrumented with either an actuator and/or a sensor can be obtained using input-output
balance (Chapter 2); the mass normalized mode shapes at the non-instrumented DOFs may then be
obtained by writing Eqs. (4.2) and (4.3) in terms of the elements of V and solving for the unknown
elements. In this way it will be possible to directly solve for the elements of V in the case of actuator
generated force inputs. Of course the uniqueness of the solution to Eqs. (4.2) and (4.3) will depend
on the actuator - sensor placement on the structure, i.e on which rows of V have been identified using
input-output balance; the instrumentation set-ups identified in Chapter 2 for global identifiability can
be used to assure solutions uniqueness.
4.3 3-DOF System with 2 Sensors: An Example of Non-Unique Solu-
tion
In this section we use the identification framework of Section 4.2 to illustrate the problem of solution
non-uniqueness using the example of a 3-DOF system with 2 sensors. The equations from structural


































































3,3/λ3 − v∗22,1/λ1 − v∗22,2/λ2 − v∗22,3/λ3 = 0
(4.17)
Case 1: S = {1, 3}— Assume that the 2 sensors are located on the lumped masses m1 and m3 (see
Fig. 4.1 for the numbering); from the measurements of these 2 sensors we identify {λj , ṽ1,j , ṽ3,j} ∀
j ∈ {1, 2, 3}. Then, with s1 = 1, i.e. v∗1,1 = 1, and αj = ṽ3,j/ṽ1,j , the equations: v∗3,j − αjv∗1,j = 0
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∀ j ∈ {1, 2, 3}, along with Eq. (4.17), can be solved after some algebra to give:
v∗1,2 =
√
λ2[α1α3(λ3 − λ1) + α1λ1 − α3λ3]

































Case 2: S = {1, 2} — Assume now that the 2 sensors are located on the lumped masses m1 and
m2. Again taking s1 = 1, i.e. v∗1,1 = 1, and αj = ṽ2,j/ṽ1,j , the equations: v
∗
2,j − αjv∗1,j = 0 ∀
j ∈ {1, 2, 3}, along with Eq. (4.17), can be solved to give:
v∗1,2 =
√
λ2[α1α3(λ3 − λ1) + α1λ1 − α3λ3]

































Case 3: S = {2, 3}— Finally, assume the 2 sensors to be located on the lumped masses m2 and m3.
With s2 = 2, i.e. v∗2,1 = 1, and αj = ṽ3,j/ṽ2,j , the equations: v
∗
3,j − αjv∗2,j = 0 ∀ j ∈ {1, 2, 3},
along with Eq. (4.17), is now solved to give:
v∗2,2 =
√
λ2[α1α3(λ3 − λ1) + α1λ1 − α3λ3]







1/λ1 + (α1 − α3)/[λ2(α3 − α2)] + (α2 − α1)/[λ3(α3 − α2)]





















Although as per Eqs. (4.18) to (4.20), all the elements of V∗ have a unique parametric expression
in all the three cases, the sensor configuration in Case 3, S = {2, 3}, actually results in a, globally
as well as locally, unidentifiable parameter set. This is because the denominator in the expression for
v∗2,2 in this case, i.e. λ1[α2α3(λ2−λ3)+α3λ3−α2λ2], is identically zero for any 3-DOF system. This
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can be shown by considering the last equation (row) in the eigenvalue problem: [A − λjI]ṽj = 0,
where A = M−1K. Denoting the (i, l)th element of A by ai,l, we have:
a3,2ṽ2,j + (a3,3 − λj)ṽ3,j = 0 ⇒ a3,2 + (a3,3 − λj)αj = 0 ∀ j ∈ {1, 2, 3} (4.21)
where αj = ṽ3,j/ṽ2,j . Using that fact that a3,2 = −a3,3 for a shear-type system, and after some









⇒α2α3(λ2 − λ3) + α3λ3 − α2λ2 = 0
(4.22)
This implies that, in Case 3, we can choose v∗2,2 to be any real number and solve for the remaining
elements of V∗, resulting in an infinite number of physically admissible shear-type systems, which
will have the same eigenvalues, {λ1, λ2, λ3}, and the same ratios between the modes at DOFs 3 and
2, {ṽ3,1/ṽ2,1, ṽ3,2/ṽ2,2, ṽ3,3/ṽ2,3}. As an example, two such systems are:
System I :{m1,m2,m3} = {2.4468, 2.2678, 2} × 103 kg;
{k1, k2, k3} = {5.0592, 4.3870, 5} × 106 N/m
System II :{m1,m2,m3} = {2.5684, 2.7798, 2} × 103 kg;
{k1, k2, k3} = {5.0524, 5.6525, 5} × 106 N/m
(4.23)
The fact that the set-up S = {2, 3} results in an unidentifiable parameter set is in agreement with
Chatzis et al. [6], where it was shown that, with a known input at DOF 1, and known displacements
at DOFs 2 and 3, a 3-DOF shear-type system is unobservable, and hence unidentifiable; the case of
a single applied input at DOF 1 falls within the general output-only situation, and if, even with this
input known the system is unidentifiable, then with it unknown it is definitely unidentifiable.
Evidently, the consequences of such unidentifiability can be significant, especially in the con-
text of structural health monitoring. For example, let System II of Eq. (4.23) represent an initial
healthy state of a structure, and let System I denote its current damaged state, with damage in the
2nd story/spring. If we monitor the system via its modal parameters extracted from output-only data
recorded at DOFs 2 and 3, then the measured non-mass normalized modal parameters from the cur-
rent damaged state will be the same as those from the initial healthy state, thereby wrongly signalling
the current state as healthy, illustrating a case of false safety due to unidentifiability. This will also
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be the case if we monitor the system using any modal parameter derivatives, e.g. flexibility/stiffness
proportional damage sensitive features [23, 44].
It should be highlighted that, unidentifiability in output-only situations does not necessarily imply
that the responses at the measured DOFs will be identically equal for all the alternative systems, but
only that the non-normalized modal parameters identified from the measured responses will be the
same for all such systems. However, under certain loading conditions, even the responses at the
measured DOFs will be identically equal. For example, let the two systems of Eq. (4.23) be excited
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where f I1 (t) is the input at DOF 1 (floor 1) of System I, etc. Further, let f











 in this example (4.24)





third row (i.e. corresponding to DOF 3) of VI , and similarly for System II. In this loading situation
the responses of the two systems will be identically equal at both DOFs 2 and 3, and hence, not
only the identified non-normalized modal parameters, but no derivatives of such measurements (e.g.
AR coefficients [55], cepstral features [35], etc.) should be able to distinguish between the two
systems. Since the scenario is output-only, and we have no control on the applied inputs, such a
loading scenario cannot be ruled out in practice. This is especially true since, by Eq. (4.24), both
f I(t) and f II(t) will have similar power content, time-frequency characteristics etc., making such a
loading situation physically realizable in practice. Moreover, the requirement f II(t) = f I(t)G may
be relaxed to FII(ω) = FI(ω)G, i.e. the two sets of inputs are only related in the frequency domain;
in such a case, the responses of the two systems at DOFs 2 and 3 will no longer be identical in time,
but they will still be identical in the frequency domain (e.g. their PSDFs will be same). Such a
scenario can be visualized as: the initial system II has suffered damage, changing into System I, and
at the same time, the initial loading conditions of FII(ω) has changed into FI(ω). If now, we assume
that we have several sets of measured data from DOFs 2 and 3, then these data will be statistically
similar for both the systems, and hence, statistical models of any response derivatives, constructed
using these measured data sets, should not be able to distinguish between the two systems. This last
operation defines the main underlying principle of several statistical pattern recognition based SHM
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schemes [35, 44, 55, 56]; hence, in such situations, not only model identification based methods, but
also such solely data based statistical schemes may fail to provide reliable results.
4.3.1 Nonnecessity of collocated actuator–sensor in input–output identification
Most structural identification methods using input-output data require at least one collocated sensor-
actuator pair to uniquely scale the identified mode shapes. This requirement was also shown as
necessary in the input-output balance approach of Chapter 2 (Section 2.4) to obtain the mass normal-
ized mode shapes at all the instrumented DOFs. However, in specific cases this requirement may be
violated, yet resulting in the identification of an unique system. For example, consider the Case 1
above, i.e. S = {1, 3}, with an actuator located at DOF 2 applying a known input force. Then, using
input–output balance of Chapter 2, we can identify the following products:
v1,1v2,1 = β1; v1,2v2,2 = β2; v1,3v2,3 = β3
v3,1v2,1 = γ1; v3,2v2,2 = γ2; v3,3v2,3 = γ3
(4.25)
where any vi,j is an element of the mass normalized V. Then, αj = v∗3,j/v
∗
1,j = v3,j/v1,j = γj/βj ,
are also known for all j ∈ {1, 2, 3}, and the elements of the proportional mass normalized mode
shape matrix V∗, with v∗1,1 = 1, can be uniquely estimated as Eq. (4.18). In the output-only case we
use some assumed a priori information to solve for v1,1, and scale V∗ to V. But in this input-output
case, since we already know that v1,1v2,1 = β1, the scaling factor v1,1 may be estimated as:





thus leading to an unique estimation of V, and consequently of M and K, without requiring a collo-
cated actuator-sensor pair or any assumed a priori information of the system’s physical parameters.
Such an unique identification is similarly possible for the Case 2 above, with S = {1, 2} and an
actuator at DOF 3; but not possible for Case 3, with S = {2, 3} and an actuator at DOF 1, due to the
unidentifiability of the V∗ matrix in this case, as discussed before. These observations on the global
identifiability/unidentifiability of a 3-DOF shear–type system, in input–output scenarios without any
collocated sensor-actuator pair, agree with the results of an identifiability test performed on the same
system in Chatzis et al. [6].
The nonnecessity of any collocated sensor-actuator pair is not only limited to 3-DOF systems.
By a similar analysis as above, in any N -DOF system if a certain sensor set-up satisfies local/global
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identifiability in the output–only scenario, then this sensor set-up plus an actuator located at any,
not necessarily collocated, DOF will satisfy local/global identifiability in the input–output scenario:
(a) first, using input–output balance with the known input and the measured outputs we will be able
to find similar unique products as in Eq. (4.25); (b) next, using these products we will be able to
find the mode shape ratios, similar to the αj’s above; (c) since the sensor set-up satisfies local/global
identifiability in the output–only situation, using these mode shape ratios and the equations from
structural topology in the approach of Section 4.2.1, we will be able to solve for an unique V∗; and
finally (d) using any one of the known products obtained in step (a) above, we will be able to solve
for the unknown scaling factor, thereby scaling V∗ to an unique V.
4.4 Independent Measured Information from a Sensor Set-Up
The example in Section 4.3 shows that the issue of correctly locating sensors on the monitored sys-
tem is related to its identifiability and is crucial for the success of any structural identification/health
monitoring activity. In this and the next section, we study the identifiability of the proportional mode
shape matrix V∗. If an unique solution for V∗ is obtained, scaling it to V will just require one more
information; the absence of any such information will of course make the system unidentifiable, since
there can be an infinite number of systems with the same V∗. However, this latter case of unidenti-
fiability is not solvable via proper instrumentation, and is unavoidable in output-only/base excitation
situations, unless one has some such information as discussed in Section 4.2.2. The identifiability
of the V∗ is however directly dependent on sensor locations through the information contained in
the measurements. Thus, in this section we investigate the issue of sensor location by developing a
method of analysis which attempts to answer the following question: What is the amount of indepen-
dent information that is contained in the measurements recorded by any given sensor set-up? Recall
that, with v∗s1,1 = 1, solving for V
∗ means solving for a total of N2− 1 unknowns. Hence, we would
like to have equations which represent at least N2− 1 independent information. Now, from the struc-
tural topology we have a total of N(N − 1) equations in Section 4.2.1.1, each of which represents
a particular information about the M or F = K−1 matrix; hence these equations may be treated as
N(N −1) independent information. Then, we will still need to have N −1 independent information,
which will be in the form of the measured mode shape components used to form the equations in
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Section 4.2.1.2. Thus, we want to locate the sensors in such a way that the mode shape components
extracted from the measurements contain N − 1 independent information. In the following, we study
the amount of independent information contained by the extracted mode shape components extracted
for any given sensor set-up, and decide on the permissibility of the sensor set-up based on the mini-
mum N − 1 independent information requirement. For this purpose, we use some statements on the
mode shapes of shear-type systems. These statements hold for any arbitrary normalization (including
mass normalization) of the modes. The proofs of the statements are given in Appendix B. Although
the method is developed here for output-only situations, it can also be similarly applied for situations
with known input.
4.4.1 Two sensors on an N-DOF system
Statement 1: For an N-DOF shear-type system, for any mode j ∈ {1, · · · , N}, the mode shape

















ṽi1,j = 0 (4.27)
where c̄l,i1 ∀ l ∈ {0, · · · , i1 − 1}, and c̄l,i2 ∀ l ∈ {1, · · · , i2 − 1}, are respectively i1 and (i2 − 1)
number of mode independent constants. (See Appendix B for proof.)
Statement 2: For an N-DOF shear-type system, for any mode j ∈ {1, · · · , N}, the mode shape


















ṽi1,j = 0 (4.28)
where dl,i1 ∀ l ∈ {1, · · · , N − i1}, and dl,i2 ∀ l ∈ {1, · · · , N − i2}, are respectively (N − i1) and
(N − i2) number of mode independent constants. (See Appendix B for proof.)
Now suppose that the system is instrumented with 2 sensors at S = {s1, s2}. Then, the measured
mode shape components at DOFs s1 and s2 are related as per both Statements 1 and 2 above. From
Statement 1, we have a total of s1 + s2 − 1 unknowns (the c̄l,s1’s and c̄l,s2’s) relating the mode shape
components at s1 and s2. Similarly, from Statement 2, we have a total of 2N−s1−s2 unknowns (the
dl,s1’s and dl,s2’s) relating these mode shape components. Let the minimum number of unknowns
relating these mode shape components be denoted as:
Is1,s22 = min(s1 + s2 − 1, 2N − s1 − s2) (4.29)
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So, knowing any Is1,s22 pairs of (ṽs1,j , ṽs2,j), one can solve for these I
s1,s2
2 unknowns, and then solve
for the remaining (N −Is1,s22 ) pairs of (ṽs1,j , ṽs2,j). (Note: each pair corresponds to a distinct mode,
i.e. a distinct value of j ∈ {1, · · · , N}.) Thus, it can be argued that, only Is1,s22 pairs of (ṽs1,j , ṽs2,j)
contain independent information. Since each pair of (ṽs1,j , ṽs2,j) contains one information in the
output-only situation (the ratio ṽs2,j/ṽs1,j or ṽs1,j/ṽs2,j), the sensors located at {s1, s2}will contain a
total of Is1,s22 independent information. Since we need to have at leastN−1 independent information,
the two sensor should be so located such that:
Is1,s22 ≥ N − 1 i.e. min(s1 + s2 − 1, 2N − s1 − s2) ≥ N − 1 (4.30)
Recall that in the last section we showed that S = {2, 3} for a 3-DOF system leads to unidentifiability;
this agrees with Eq. (4.30), as Is1,s22 in this case becomes 1, which is < N − 1 = 2. Considering the
two possibilities in Eq. (4.30) individually, the requirement can also be written as:
N ≤ s1 + s2 ≤ N + 1 i.e. s1 + s2 = N or N + 1 (4.31)
based on which the ≥ sign in Eq. (4.30) actually becomes an = sign. It can further be shown that the
above requirement results in a total of (N − 1) possible sensor placement choices, using 2 senors, for
any N -DOF shear-type system; e.g. S = {1, 2} and {1, 3}, for N = 3, as in Section 4.3.
4.4.2 A rule for Ns sensors
First suppose we have three sensors at S = {s1, s2, s3}. We want to find how much independent in-
formation, in terms of the identified mode shape components, the measurements from these 3 sensors
will contain. We can argue as follows: Selecting any two of these three sensors, e.g. {s1, s2}, they
will contain Is1,s22 independent information; then the addition of the third sensor, s3, will lead to an
increase of information equal to min(Is1,s32 , I
s2,s3
2 ). Repeating this with all the three pairs of sensors
we can write:



















which may be considered to be a measure of the amount of independent information carried by the
three sensors. However, since the addition of a sensor cannot lead to a decrease in information, the
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this into account, the amount of information provided by the three sensors may be written as:









Extending the argument to the case of Ns sensors, located at the DOFs in S = {s1, · · · , sNs}, we
may write the amount of independent information provided by these sensors as:
ISNs = max
{
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and the symbol “\” denotes the set-minus operation. The Ns sensors should be so located as to
provide at least N − 1 independent information, i.e.:
ISNs ≥ N − 1 (4.36)
Given Ns sensors located at the DOFs in S, the recursive formulae of Eqs. (4.34) and (4.35) may
be used to compute ISNs , which can be checked against the requirement in Eq. (4.36). Also, given
Ns sensors to be located on an N -DOF system, all the NCNs possible sensor set-ups using these
sensors may be first determined; ISNs can then be computed for each of these set-ups and checked
using Eq. (4.36), to come up with a final set of permissible sensor set-ups using these Ns sensors,
with permissible being in the sense of providing at least N − 1 independent information as per the
above analysis.
4.4.3 The case of 3 sensors with 2 at consecutive DOFs
The above rule for testing the information content in the measurements from Ns sensors may over-
estimate the information in some cases when there are sensors located on consecutive DOFs. That
consecutively located sensors may decrease the amount of independent information was also observed
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in Chapter 3 in the context of estimating the mass normalization factors vis-à-vis identifiability re-
quirements. The reason behind this decrease in information is the nature of the M and K matrices
in shear-type systems, which makes the sum of the elements in any ith row (i 6= 1) of the matrix
A = M−1K equal to zero, as well as A tridiagonal. Since we want to find the amount of inde-
pendent information contained in the measurements from the sensors, such information should not
include, even implicitly, any information from the structural topological requirements, as we have
already included all possible information from structural topology in our first set of equations in Sec-
tion 4.2.1.1. In other words, while determining the amount of independent information provided by a
given sensor set-up, any information provided already by the structural topology should be carefully
filtered out. The nature of the A matrix stated above, being an information on structural topology,
thus reduces the amount of independent information when we have consecutively located sensors. In
this section we discuss such a case of decreased information, where we have 3 sensors on the system,
with 2 of them located on consecutive DOFs; the decrease in information is reflected in the statement
below.
Statement 3: For an N-DOF shear-type system, for any mode j ∈ {1, · · · , N}, the mode shape com-
ponents at the three DOFs {i− 1, i, i+ k} (respectively {i− k, i, i+ 1}), for any i ∈ {2, · · · , N − 1}
and k ∈ {1, · · · , N − i} (respectively k ∈ {1, · · · , i− 1}), are related as:
ṽi+k,j =
(






































where p0,k, ql,k ∀ l ∈ {1, · · · , k − 1}, and rl,k ∀ l ∈ {1, · · · , k}, are 2k number of mode independent
constants. (See Appendix B for proof. Also note: the p0,k, ql,k’s and rl,k’s are particular to i as well,
and should indeed be written as p0,i,k, ql,i,k’s and rl,i,k’s; however, for ease of presentation, we do not
explicitly show this dependence on i, here as well as in Appendix B.)
Suppose we have the 3 senors at the DOFs in S = {s1, s2, s3} = {i− 1, i, i+ k}. Then, for
any mode j, the measured mode shape components are related via 2k number of mode independent
constants, as per Statement 3. Knowing any 2k number of {ṽi−1,j , ṽi,j , ṽi+k,j} triplets, one can solve
for these 2k unknowns, and then solve for the remaining (N−2k) triplets of {ṽi−1,j , ṽi,j , ṽi+k,j} from
Eq. (4.37). Hence, only 2k number of {ṽi−1,j , ṽi,j , ṽi+k,j} triplets contain independent information.
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Since each triplet of {ṽi−1,j , ṽi,j , ṽi+k,j} contains two information in the output-only scenario (e.g.
ṽi,j/ṽi−1,j and ṽi+k,j/ṽi−1,j), the sensors located at DOFs {i− 1, i, i+ k}, when considered all
together, will provide a total of 4k independent information, as per Statement 3.
Alternatively, one can also consider the three sensors as follows: consider any 2 of the 3 senors,
e.g. the ones at s1 and s2. Then, as per Section 4.4.1, using any Is1,s22 pairs of (ṽs1,j , ṽs2,j), one can
first determine the involved Is1,s22 number of mode independent constants, and then the remaining
pairs of (ṽs1,j , ṽs2,j). Once all the pairs of (ṽs1,j , ṽs2,j) are thus determined, one can then use any 2k
number of the mode shape components, ṽs3,j , from the third sensor at DOF s3, to first solve for the 2k
unknowns in Eq. (4.37), and then determine the remaining ṽs3,j components. Thus, in this case the
three sensors will provide a total of Is1,s22 +2k independent information. Since any 2 of the 3 sensors
can be chosen to begin with, the amount of information from the 3 sensors at DOFs {i− 1, i, i+ k},




2 ) + 2k.
Combining the above two ways of counting the information provided by the sensors at DOFs
{i− 1, i, i+ k}, along with the information count given by Eq. (4.32), we can write:











where J̃ i−1,i,i+k3 is evaluated using Eq. (4.32). The J
i−1,i,i+k
3 , computed as above, can then be used
in Eq. (4.33) to get the amount of independent information, Ii−1,i,i+k3 , provided by the 3 sensors at
DOFs {i− 1, i, i+ k}. One can similarly find the amount of independent information when the 3
sensors are located at DOFs {i− k, i, i+ 1}. This computed Ii−1,i,i+k3 (or I
i−k,i,i+1
3 ) can finally be
checked for the minimum N − 1 independent information requirement, as in Eq. (4.36).
In Table 4.1 we give some examples of the above analysis, with 3 sensors on different N -DOF
shear-type systems; these examples include both cases when none of the sensors are placed on con-
secutive DOFs, as well as cases when 2 or all the sensors are consecutively located. The last column
in this table shows whether the sensor placement meets the N − 1 minimum information requirement
of Eq. (4.36): a X indicates that it meets the requirement, while a X mark indicates that it doesn’t.
The examples are carefully chosen so as to illustrate the different cases when different counts of the
information become the final governing condition: e.g. in the first case (N = 7, S = {1, 6, 7}) the
final information count is governed by the J̃ from Eq. (4.32); in the last case (N = 10, S = {2, 5, 6})
the J from Eq. (4.38), specifically, the count of 4k, governs the final information count; while in the
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Table 4.1: Examples of 3 sensors on different N -DOF shear-type systems.
N S k J̃ (Eq. (4.32)) J (Eq. (4.38)) I3 (Eq. (4.33)) Check Requirement (Eq. (4.36))
7 {1, 6, 7} 5 7 7 7 X
9 {3, 8, 9} 5 7 7 7 X
6 {1, 2, 3} 1 5 4 4 X
6 {2, 3, 4} 1 9 4 5 X
8 {2, 4, 8} — 9 9 9 X
8 {4, 6, 8} — 6 6 6 X
7 {4, 5, 6} 1 7 4 5 X
10 {2, 5, 6} 3 13 12 12 X
fourth and seventh cases (N = 6, S = {2, 3, 4}; and N = 7, S = {4, 5, 6}) the I3 from Eq. (4.33),
specifically, the maximum of the I2’s, govern the final information count.
4.4.4 Some general comments
We end this section with some general comments on the analysis discussed herein. Firstly, it should
be emphasized that, although throughout this section we talk about different mode shape components
being related through a number of mode independent constant (the c̄l,i’s, dl,i’s, p0,k’s, ql,k’s and
rl,k’s), these constants do not need to be actually evaluated. We just need to know that there exists
some constants which relate the mode shape components as in the above statements; then, in any
scenario, we just use the number of such constants to count the number of independent information
provided by the corresponding mode shape components.
The analysis presented in this section provides a framework to choose the location of sensors, such
that the total amount of independent information, represented through the linear/nonlinear equations
of Section 4.2.1, is at least equal to the number of unknowns that we want to determine. However,
since the involved equations are nonlinear, having the same number of information as the number
of unknowns does not guarantee solution uniqueness; e.g. a circle and a parabola, representing
2 independent sources of information in the x-y plane, may intersect at 0 to 4 points. Similarly,
we may, in some cases, have a unique solution to a nonlinear system of equations even with an
apparently less number of information than unknowns; e.g. 2 spheres, representing 2 independent
sources of information in the x-y-z space, may intersect at 0, 1 or infinitely many points. (In the
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last sentence we use the term “apparently” since such cases of less information than unknowns with
an unique solution should usually be reducible to a lesser dimensional space with same number of
information as unknowns; e.g. the case of 2 spheres - 1 point of intersection in x-y-z (3-D) space
may be reduced to a 2 circles - 1 point of intersection problem in a 2-D space.)
In the next section we attempt to directly address the issue of solution uniqueness. But as would
be evident later, this direct treatment is only possible by numerically defining a region within which
the system’s physical (mass and stiffness) parameters must lie. On the other hand, although in this
section we do not directly address the question of solution uniqueness, we do address the question
of necessary and available independent information, which is related to identifiability; moreover, our
treatment in this section is more global, being not limited to any given structure or any given region
within which the physical parameters must lie. In addition, this section, based on the algebra of the
eigenvalue problem of the underlying A = M−1K matrix, also provides us with an understanding of
how much information we gain/loose on placing/removing sensors from certain DOFs. Irrespective
of identifiability, such an understanding may be used to locate sensors at DOFs where we may expect
to have the most independent information.
In practice it may be suggested that, given an Ns number of available sensors, one first employs
the developments in this section to find the different sensor set-ups using theNs sensors which satisfy
the minimum (N − 1) independent information requirement. Then, for each of these sensor set-ups
one can apply the identifiability tests of the next section, after defining from engineering judgements a
particular region within which the system’s physical parameters must lie. Those sensor set-ups which
pass these region-specific identifiability tests may then be adopted for the structure in question. Note
that the region specific tests of the next section are particularly important to address the presence of
nodes, which may lead to ill-conditioning of the system of equations. Since the presence of nodes is
particular to a structure, it will be governed by the particular region in which the physical parameters
belong, and will not be a general property of all models in the model class of N -DOF shear-type
systems; hence the presence of nodes will go undetected using the developments in this section,
which are based only on the general properties of N -DOF shear-type systems.
Besides the application for which the method discussed here is developed, it may also find some
other applications. Two such applications may be in evaluating (a) the accuracy of identified mode
shapes, or (b) the validity of the model class assumption. In experimental modal analysis, frequencies
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can usually be estimated with a higher accuracy than mode shapes, especially in output only scenar-
ios [57]. The usual tests for the reliability/accuracy of experimentally obtained mode shape are via
their direct comparison with corresponding analytical mode shapes, using some inner product norms,
e.g. the Modal Assurance Criterion or Coordinate Modal Assurance Criterion, testing their linear
dependence (Cauchy-Schwarz inequality); however, as shown in Appendix D [48], the differences
reflected by such measures can be expected to be of a lower order than the actual differences in the
structural flexibility matrix. Given the model class, the analysis discussed here may be applied to test
the reliability/accuracy of the experimentally identified mode shapes by: (a) first using the necessary
number of identified frequencies and corresponding identified mode shapes to compute the different
involved mode independent constants, and (b) then using these known constants with the remaining
identified frequencies to estimate the corresponding semi-analytical mode shapes. These mode shapes
are “semi-analytical” since they are dependent both on the experimentally identified frequencies, and
on the theoretically derived equations/statements. The mismatch between these “semi-analytical”
mode shapes and the corresponding experimentally identified ones may be interpreted as a measure
of inaccuracy in the identified modes, and/or a measure of error in the model class assumption. Fi-
nally, such a set of “semi-analytical” mode shapes may also be used to complement the experimentally
identified mode shapes, in a situation when not all the modes are identified at every sensor location.
This can often occur in practice, e.g. when different DOFs are instrumented with different types of
sensors; such heterogenous sensing and data fusion is often desirable since different sensors work
well at different bandwidths [6]. Assume that in such a case, the complete spectrum of eigenvalues
have been identified considering all the measurements, but only the low frequency mode shapes are
identified at some of the instrumented DOFs (with say displacement sensors), while the high fre-
quency mode shapes are identified at the other instrumented DOFs (with say accelerometers). Then,
the “semi-analytical” modes shapes obtained as above may be used to complement these identified
mode shapes so as to complete the spectra of the non-normalized mode shapes at all the DOFs with
sensors.
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4.5 Tests for Identifiability
Given that the measured data comes from a system which can be reliably modeled as a shear-type
system, the unknown parameters of the model (θ in Eq. (4.5), Section 4.2.1) will exist somewhere
in the solution space, thus ensuring the existence of solution to the system of equations g(α,θ) = 0
(Eq. (4.6), Section 4.2.1). While it is reasonable to assume that there exists at least one solution,
owing to the nonlinearity of g(α,θ), the uniqueness of such a solution cannot be guaranteed merely
by the fact of having sufficient number of independent equations. For a nonlinear system of equations
defined only parametrically, guaranteeing uniqueness of solution is generally an untractable problem,
especially when the number of equations are not very small. The question of solution uniqueness for
any nonlinear system of equations is thus usually answered with the parameters numerically defined
and the unknowns lying within some defined region. In this section we use such an approach to
investigate identifiability in our problem; specifically, we define a region in which the mass and
stiffness parameters may lie, and test whether any system within this region is identifiable given a
certain sensor set-up, i.e. whether, for a given parameter vector α (see Eq. (4.5) in Section 4.2.1),
the solution to the elements of V∗ is unique within this region. Although the tests are discussed
here for output-only situations, they may be similarly applied in input-output situations by suitably
modifying Eq. (4.5) following Section 4.2.2.4, as well as in situations when some a priori information
is included in Eq. (4.5) (e.g. including Eq. (4.10) from Section 4.2.2.1).
4.5.1 Implicit function theorem and local identifiability
The implicit function theorem [58, 59] may be used to test whether, for a given instrumentation set-
up, the solution to g(α,θ) = 0 will be locally unique, i.e. unique in a neighborhood around a
solution θ = θ0. With Ns instrumented DOFs, we have (N2 − 1) unknowns in the vector θ ∈
RN
2−1, and NNs known parameters in the vector α ∈ RNNs ; thus θ and α respectively contain our
dependent and independent variables. The equations g(α,θ) = 0 implicitly relates these dependent
and independent variables. Suppose that there are a total of (N2 − 1) equations (= the number of
unknowns) in g(α,θ) = 0, i.e. g(α,θ) : U → RN2−1 for the open set U ⊂ RNNs+N2−1. Also let
(α∗,θ∗) be a fixed point of g(α,θ), i.e. g(α∗,θ∗) = 0. Then, for our purpose, the implicit function
theorem can be stated (adopting the phraseology of [59, Theorem 1.3.4, pp. 11]) as:
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then there exists a product neighbourhood V × W ⊆ U , with α∗ ∈ V ⊆ RNNs and θ∗ ∈ W ⊆
RN
2−1, and a unique, continuously differentiable function, h(α) : V → W , such that θ∗ = h(α∗),
and g(α,h(α)) = 0 for all α ∈ V .
The implication of the local existence and uniqueness of such a function h(α) = θ is the local
uniqueness of the solution θ to the system of equations g(α,θ) = 0; given any parameter set α ∈ V ,
the unique function h(α) will map it to a unique solution θ ∈ W . It is not necessary, and in fact
may not be generally possible, to determine this function h(α); just ensuring, as per the theorem, that
such a function exists and is unique in a local region is sufficient for our purpose, which is to ensure
the uniqueness of the solution vector θ∗, given a parameter vector α∗, in the local region.
4.5.1.1 Continuous differentiability of g(α,θ)
The implicit function theorem requires the differential of g(α,θ), with respect to α and θ, to exist
and be continuous everywhere in the local region containing the fixed point (α∗,θ∗). This property
of continuous differentiability may be ascertained by observing the different functions, Eqs. (4.2) to
(4.4), in g(α,θ). These functions are (a) multivariate quadratic or linear polynomials in the unknown
v∗i,j’s in θ, (b) reciprocal functions of the known λj’s in α, and (c) linear functions of the known
ṽsi,j/ṽs1,j’s in α. Hence, their derivatives, with respect to any element of θ or α, will always exist
and be continuous, unless any v∗i,j = ∞ or any λj = 0 or any ṽs1,j = 0. All eigenvalues, λj’s, of a
properly constrained system are positive; any mode shape component, v∗i,j , being infinity is physically
meaningless; ṽs1,j is zero if DOF s1 is a node for mode j. However, if s1 is a node in any mode j, the
concerned equations in Eq. (4.4) may either be expressed in a different way or excluded (see Section
4.2.1.2). (Also, see Section 4.2.1.2 for a way to select s1 which minimizes the possibility of s1 being
a node.) Thus, with Eq. (4.4) being properly written so as to exclude any division by zero, g(α,θ)
will be continuously differentiable in any physically meaningful parameter space.
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4.5.1.2 Same number of equations as unknowns
The application of the implicit function theorem also requires having the same number of equations
as unknowns. However, with Ns sensors we have a total of N(N + Ns − 2) equations, which is
more than the (N2 − 1) unknowns. So we need to rewrite these equations in a reduced form of
only (N2 − 1) equations to be able to apply the theorem. This reduction should be such that we do
not loose any independent information. Since all the equations from structural topology represent
independent information, each particular to a distinct element of the M or F = K−1 matrix, let
us keep the N(N − 1) equations in Eqs. (4.2) and (4.3) unchanged. Then, we need to reduce the
N(Ns−1) equations in Eq. (4.4) to (N −1) equations. This can be done by first re-writing Eq. (4.4)
as the N equations:
θa − Γ†θb = 0N×1 (4.40)
where: θa = {v∗s1,1, v
∗
s1,2
, · · · , v∗s1,N}
T is an N × 1 vector with its first element v∗s1,1 = 1, θb =
{v∗s2,1, · · · , v
∗
s2,N
, · · · , v∗sNs ,N}




ṽs2,1/ṽs1,1 · · · ṽsNs ,1/ṽs1,1
. . . · · · . . .





Each equation in Eq. (4.40) correspond to a different mode. As shown in Section 4.4, mode shape
components belonging to the same mode may be related via some mode independent constants, i.e.
any mode is equivalent to another in terms of independent information content in the mode shape
components. Thus, any arbitrary (N − 1) of the N equations in Eq. (4.40) may be selected, and
augmented with the N(N − 1) equations from structural topology, to get a reduced set of (N2 −
1) nonlinear equations, g(α,θ) = 0, on which the implicit function theorem can be used. The
continuous differentiability of g(α,θ) does not change with this re-definition; this can be verified by











= 0 ∀ j ∈ {1, · · · , N} (4.42)
and then following similar arguments as in Section 4.5.1.1. Finally, note that the re-definition of
g(α,θ) is only necessary for the application of the implicit function theorem (and the real Jacobian
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conjecture in Section 4.5.2); the identification of V∗ may be performed using the original g(α,θ) as
in Section 4.2.1.2.
4.5.1.3 Pre-experiment use for experiment design
The local uniqueness of solution test using the implicit function theorem may be applied in the exper-
iment design stage to find sensor set-ups assuring local identifiability of the system. Since this has to
be performed prior to the actual experiment, we will need to use a nominal model which exists prior to
identification. Let this nominal model be characterized by the structural matrices (M̄, K̄). We choose
a model spaceM around our nominal model (i.e. (M̄, K̄) ∈M), with all models inM belonging to
the same class of shear-type systems. Then, using any sampling technique, we generate NM models
from M: (Mi,Ki) ∈ M, ∀i ∈ {1, 2, · · · , NM}. For each model, we solve the eigenvalue prob-
lem to get the corresponding mode shape and eigenvalue matrices: (V,Λ)|M ∀ i ∈ {1, 2, · · · , NM}.
Now, let us choose a set of instrumented DOFs S. Given this sensor set-up, we can getNM sets of in-
dependent and dependent parameter vectors: (αi,θi)|M,S ∀ i ∈ {1, 2, · · · , NM}, where |M,S denote
that the concerned parameters are particular to the model spaceM and sensor set-up S. Unlike in the
actual identification exercise, the dependent parameters in θi|M,S , being obtained from solving the
forward eigenvalue problem, are known in the experiment design. Once the NM sets of (αi,θi)|M,S
are obtained, we can compute the determinants of the corresponding Jacobian matrices, det[Ji|M,S ],
with Ji|M,S evaluated at (α,θ) = (αi,θi) for the ith model. If each of these NM determinants is
non-zero, then we can say that, given the sensor set-up S, the system is locally identifiable if it be-
longs to the model spaceM; otherwise it may not be locally identifiable inM with the sensor set-up
S. Different sensor set-ups can be similarly tested to find those which assure local identifiability in
M. The model spaceM is similar to the search space of parameters in an optimization problem, and
should be exhaustive enough to include all possible and feasible sets of physical parameters’ values
that, from an engineering judgement, may describe the current state of the system; a larger model
space should correspond to a larger number of generated models NM.
It may be argued that all the NM det[Ji|M,S ]’s being 6= 0 does not necessarily imply that no
other Jacobian matrix, for the same spaceM and set-up S , can have a zero determinant. A stricter
condition will of course be to ensure that all the NM det[Ji|M,S ]’s be of the same sign. However, the
latter condition should not be treated as necessary. This is because, for a given model class, the eigen-
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values and mode shape components do not vary continuously with the mass and stiffness parameters;
i.e. even though M defines a continuous space of the mass and stiffness matrices, the associated
space of the eigenvalues and mode shape components is not continuous. Hence, the determinant of
the Jacobian matrix will not be a continuous function in M, and so the requirement that the NM
det[Ji|M,S ]’s be of the same sign is not necessary. Note that, the space U in the statement of the the-
orem is not the same as the space of the eigenvalues and mode shape components associated withM,
and hence the discontinuity of the eigenvalues, mode shape components and Jacobian determinant in
M, does not violate any hypothesis of the theorem. In the experiment design discussed above, we
consider NM number of Ui|M,S , each containing a distinct (αi,θi)|M,S’s; i.e. we apply the implicit
function theorem individually to each of the NM models inM. If the theorem gives a positive result,
det[Ji|M,S ] 6= 0, for all these NM models, we infer that, since all the NM models inM are locally
identifiable, any model in M should be locally identifiable. While this is certainly not necessary,
since there can still be some un-sampled models for which the test fails, ascertaining that the test is
positive for a sufficiently large number NM of sampled models, decreases the likelihood of such a
negative situation.
4.5.1.4 Post-experiment use
Suppose that after an experiment with a given sensor set-up, we have identifiedα∗ from the measured
data, and θ∗ using Section 4.2.1. We would like to know whether this solution θ∗ is the only pos-
sible solution satisfying our equations, for the identified α∗. This can be checked by computing the
determinant of the Jacobian matrix J evaluated at (α,θ) = (α∗,θ∗); if this determinant is non-zero
then we can say that our solution θ∗, given the identified α∗, is the only solution in a neighbourhood
around θ∗. If, on the other hand, the determinant is equal to zero, then we have to conclude that
there may exist other solutions in the neighbourhood of our identified solution θ∗. The latter case
will imply that there may exist an infinite number of systems, with exactly the same frequencies and
measured mode shape components but different, albeit close to one another, mode shape components
at the unmeasured DOFs.
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4.5.1.5 Two remarks on the inferences from local identifiability test
(1) The implicit function theorem gives a sufficient, but not necessary, condition for the local unique-
ness of solution. Hence, for any (α∗,θ∗), the Jacobian determinant being non-zero definitely implies
the local uniqueness of the solution θ∗, but the Jacobian determinant being zero does not imply the
non-uniqueness of θ∗. (2) Even if the implicit function theorem is satisfied, i.e the determinant of the
Jacobian is non-zero, everywhere in U , that does not guarantee that θ is globally identifiable in U ; it
just implies that, if there are multiple solutions to g(α,θ) = 0, these solutions are locally isolated in
U [60].
4.5.2 Real Jacobian conjecture and global identifiability
While we can not use the implicit function theorem to test for global identifiability, since the equations
in g(α,θ) = 0 are at most of degree 2, we may use the real Jacobian conjecture to develop such a
test. For our problem, this conjecture can be stated as:






6= 0 ∀ θ ∈ W ⊆ RN2−1 (4.43)
and g(α∗,θ) is at most degree 2 in θ, then g(α∗,θ) is injective inW .
The original (real or complex) Jacobian conjecture requires det[J] to be not only 6= 0, but a
non-zero constant everywhere in W; it is still a conjecture and its proof/disproof remains an open
problem [61], except in special cases [62,63]. The real Jacobian conjecture requiring only det[J] 6= 0
has been proved to be generally false in [64], by a counterexample of two polynomials of degrees
10 and 35; however, the conjecture is true, for any number of polynomials, if the degree of any
polynomial is at most 2 (see Appendix B for a proof from [65], or [62, 63] for alternative proofs).
Hence, for our problem, we can treat the Real Jacobian Conjecture stated above as a theorem, since
this statement includes the requirement that any polynomial in g(α∗,θ) is at most degree 2 in the
elements of θ, and this requirement is indeed satisfied by our g(α∗,θ) (Section 4.2.1).
If g(α∗,θ) is injective inW , then every unique θ ∈ W will be mapped to an unique g(α∗,θ).
Hence, in such a situation, corresponding to g(α∗,θ) = 0, there will be an unique solution θ = θ∗
in W , i.e. θ will be globally identifiable in W . Note that we cannot claim θ to be simply globally
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identifiable, as there may be some θ outsideW satisfying g(α∗,θ) = 0; we can only claim that, in
the above situation, there will be only one θ inW which will satisfy g(α∗,θ) = 0.
4.5.2.1 Post-experiment use
Suppose using the measured data from a given sensor set-up, we have identified α∗ using system
identification, and θ∗ using Section 4.2.1. Let us first define a space W around θ∗. The space
W should cover the expected range of variation of the solution vector θ; such a range may, for
example, be estimated as the range of values θ takes for a range of possible values, from engineering
judgement, of the physical parameters. Next, using any sampling technique, we generateNW number
of θ vectors, say θi ∀ i ∈ {1, · · · , NW}, fromW; a largerW should correspond to a larger NW . For
each θi, we compute the determinant of the corresponding Jacobian evaluated at (α∗,θi). If all these
NW determinants are of the same sign (either strictly positive or strictly negative), then we can say
that, the parameter vector θ is globally identifiable in W , with θ∗ being the unique solution in W;
otherwise it may not be globally identifiable inW for the given measured data. The latter situation
will be a signal that we should solve g(α∗,θ) = 0 multiple times starting from different initial
guesses of θ (Section 4.2.1.3). If we converge to the same θ∗ from all the initial guesses, then again
we may assume that this θ∗ is the unique solution to g(α∗,θ) = 0 inW; if, however, we converge
to more than one solution, then all these solutions may be taken to be equivalent given the measured
data and structural topology requirements. In the latter case, engineering judgement and/or additional
measurements from a different sensor set-up will be necessary to distinguish the “true” model from
the pool of equivalent models.
Although seemingly similar, the above application is different from the implicit function theorem
application of Section 4.5.1.3. Firstly, in Section 4.5.1.3 we consider different models sampled from
a model space M (pre-experiment), whereas above we consider different θ vectors sampled from
a space around a solution θ∗ (post-experiment). While all the models sampled from M belong to
the same class of models (here shear-type), the different θ vectors sampled from W are arbitrary;
in fact, the sampled θ’s may not even correspond to any physically meaningful structural model.
This definitely makes the satisfaction of the real jacobian conjecture rarer than the satisfaction of
the implicit function theorem, as should be expected given that they respectively test global and
local identifiability. Secondly, for the implicit function theorem we only ensure that the Jacobian
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determinant is non-zero for each of the NM models inM; whereas here we want to ensure that the
Jacobian determinant is non-zero for all θ inW , and hence ensure that the determinant is of the same
sign for all the NW sampled θ vectors. This difference is a consequence of the continuous variation
of θ inW , as against a discontinuous variation of θ inM (see Section 4.5.1.3).
In some cases when θ is not globally identifiable, the solution strategy of Section 4.2.1.3 in-
volving Newton-Raphson iterations may fail owing to the Jacobian matrix becoming singular at an
intermediate iteration. This of course follows directly from the real Jacobian conjecture. Again, such
an occurrence does not necessarily imply multiple solutions; e.g. a single variable monotonic func-
tion f(x) will have a single zero but may have a saddle point at which its derivative vanishes. But it
does signal the possibility of multiple solutions, which should be checked by solving g(α∗,θ) = 0
multiple times starting from different initial guesses of θ.
4.5.2.2 Possible pre-experiment use
The test for the local identifiability of the system inM discussed in Section 4.5.1.3, may theoretically
be extended to test also for global identifiability in M. This extension will simply involve: (a)
generating a spaceWi around each of the θi’s, i ∈ {1, · · · , NM}, corresponding to the NM sampled
models in Section 4.5.1.3; (b) sampling NW number of θi,j vectors, j ∈ {1, · · · , NW}, from Wi;
and (c) assuring that, for each i ∈ {1, · · · , NM}, all the corresponding NW Jacobian determinants,
det[J]i,j evaluated at (αi,θi,j), j ∈ {1, · · · , NW}, are of the same sign. (Note: the det[J]i,j’s ∀
i ∈ {1, · · · , NM}, j ∈ {1, · · · , NW}, need not be of the same sign, but, for any given i, the det[J]i,j’s
∀ j should be of the same sign; this is following the argument of θ being continuous in W , but
discontinuous inM.) If the above test is satisfied, then we can say that, with the sensor set-up under
consideration, the system is globally identifiable inM. However, based on our experience, we do not
recommend the above test in assessing global identifiability pre-experiment. This is because, since
the sampled θi,j’s are arbitrary, it is very likely that there is (at least) oneWi in which the condition
of everywhere non-singular Jacobian is not satisfied; this leads to the test usually failing, especially
for larger systems. However, since the real Jacobian conjecture gives a sufficient, but not a necessary,
condition for the involved polynomial map to be injective, for any sensor set-up, the failing of the
above test does not rule out global identifiability of the system inM. In fact, Chapter 3 shows that
there are sensor set-ups which will guarantee the global identifiability of the system in the model
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spaceM, and also provides a method to determine such sensor set-ups; thus for experiment design
requiring guaranteed global identifiability inM, we recommend the use of Chapter 3, at the cost of
using an increased number of sensors.
4.5.2.3 Other Jacobian based tests for global identifiability
We close this section by noting some other possibilities for assessing global identifiability: (1) An
alternative to the real Jacobian conjecture is Hadamard’s theorem which asserts that g(α∗,θ) is
injective inW , the interior ofW , if (a) g(α∗,θ) is continuously differentiable with respect to θ inW ,
(b) its Jacobian matrix is non-singular ∀ θ ∈ W , and (c) |g(α∗,θ)| → +∞ when θ approaches the
boundary ofW [63]. The first condition is satisfied since no element of θ, i.e. no v∗i,j , can be infinity
(see Section 4.5.1.1); the second condition is the same as the real Jacobian conjecture, and hence is
satisfied whenever the conjecture is satisfied; however, the third condition is obviously not satisfied in
our case. Hence we cannot apply this theorem in our problem. (2) Yet another test can be satisfying
Samuelson’s conjecture that, for some arrangement of the equations and variables, if all the leading
principal minors of the Jacobian are non-zero ∀ θ ∈ W , then the system of equations have a unique
solution [60]; while this conjecture is not generally true [66], it is true for rational (and so polynomial)
maps [67]. However, all tests that we have performed, on systems of different DOFs with different
sensors set-ups, have failed to guarantee uniqueness as per this conjecture, possibly owing to the more
stringent conditions as compared to the real Jacobian conjecture. Again, since this conjecture provides
a sufficient, but not necessary, condition for solution uniqueness, such failures do not rule out the
possibility of solution uniqueness. (3) Finally, there is the Gale-Nikaido theorem [66], by which if all
the principal minors of the Jacobian matrix is positive then the function is univalent, i.e. the system of
equations will have a unique solution. Since Samuelson’s conjecture has failed to give any conclusive
result in our case, this theorem will lead to inconclusive results as well. Moreover, for our system of
N2−1 equations, the application of this theorem will require the evaluation of 2N2−1−1 determinants
(principal minors), which, with increasing N , will be very soon computationally infeasible. Based
on this discussion, we may conclude that the real Jacobian conjecture seems to be the one ideally
suited for assessing global identifiability using the Jacobian matrix; it is computationally feasible,
has the least conditions on the Jacobian or the function, while providing the same assertion on global
identifiability (sufficient, but not necessary) as the other approaches.
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4.6 Numerical Examples
4.6.1 Experiment design using Sections 4.4 and 4.5.1
In this section we illustrate the method discussed in Section 4.4 and the local identifiability test of
Section 4.5.1.3 using four example situations: a 3 DOF system with 2 sensors (N = 3, Ns = 2), a 7
DOF system with 2 sensors (N = 7,Ns = 2), an 8 DOF system with 2 sensors (N = 8,Ns = 2), and
a 7 DOF system with 3 sensors (N = 7, Ns = 3). Recall that the method of independent information
from measurements (Section 4.4) does not require the definition of any model space M. On the
contrary, we need to define a model spaceM within which the local identifiability of the system can
be tested using the implicit function theorem. In these examples, we defineM as follows: (a) Define
a nominal model with mi = 2500 kg ∀ i ∈ {1, · · · , N − 1}, mN = 2000 kg, ki = 5 × 106 N/m
∀ i ∈ {1, · · · , N} (this model can be an existing FE model); (b) Define a range for each of these
parameters as [pl, pu] = [0.70, 1.30]p, where p ∈ {m1, · · · ,mN , k1, · · · , kN} as defined in (a), and
pl and pu are respectively the lower and upper bounds of the range of p. The model space M is
defined as the space of all models whose parameters belong in the above ranges, i.e. a space covering
± 30% around the nominal model’s parameter values. We then generate NM = 10, 000 models in
M, using latin hypercube sampling (LHS) to sample the parameter values from the above defined
ranges; this is done using the function lhsdesign in MATLABr [30]. The test of Section 4.5.1.3 is
applied with these 10, 000 models. In each example, all the NCNs possible sensor set-ups are tested.
Fig. 4.2 presents the results of the tests: a X sign indicates that the corresponding sensor set-
up is allowed as per the requirement tested, while a x sign indicates otherwise. It is noteworthy
that the results from the two different tests agree in all the cases, although Section 4.4 tests only
the independent information content, and does not depend on M, while Section 4.5.1.3 tests local
identifiability in M. This highlights the very definite connection between parameter identifiability
and the amount of available information. Both the tests also corroborate the observations of Section
4.3 on the 3-DOF 2-sensor problem. Comparing the Ns = 2 and Ns = 3 cases for N = 7, it is seen
that the number of allowed set-ups increase with the number of sensors, as may be expected.
In any example, for each sensor set-up, the maximum and minimum values of the ranks of all
the 10, 000 Jacobian matrices are computed, and plotted in Fig. 4.3. In these plots, the sensor set-
ups are in lexicographic ordering, as in Fig. 4.2. It is seen that, in any given case, the minimum
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and the maximum ranks of the Jacobians are the same, i.e. all the 10, 000 Jacobians have the same
rank. Hence, for any given sensor set-up, either all models are locally identifiable inM, or all are
unidentifiable. In other words, if any 1 model inM is locally identifiable, then all models inM are
locally identifiable, and vice versa; this means that testing any 1 of the 10, 000 models would have
been sufficient to assess local identifiability. While this is indeed a very strong statement, and should
be merely treated as an observation pertaining to the example discussed here, it is also possibly the
reason why, in Fig. 4.2, the results of the two different tests match, even when one of the tests is
model independent.
Fig. 4.3 also shows the N(N −1) +I2 (or N(N −1) +I3) values in the different sensor set-ups,
where I2 (or I3), computed as per Section 4.4, is the amount of independent information provided
by the sensors in any set-up. Since N(N − 1) is the number of equations from structural topology
(Section 4.2.1.1), N(N − 1) + I2 (or N(N − 1) + I3) denotes the total information available in
any set-up. It is interesting that these values match the corresponding Jacobian ranks, in all cases
of 2 sensors and in all cases when the total information count is less than the minimum necessary
N2 − 1 (= the number of unknowns). This implies that the analysis of Section 4.4 may be used to
detect situations of unidentifiability whenever the total available information becomes less than the
minimum necessary, the available information being the rank of the Jacobian and thus indicating the
Jacobian becoming rank deficient, hence singular. The total information counts in all the cases with 2
sensors also show that we can have at most the minimum necessary information with 2 sensors. For
the case of 3 sensors however, in many cases we do have more than N2 − 1 available information;
some such additional information may be redundant, especially given the way we reduce the number
of equations in Section 4.5.1.2 for the identifiability tests of Section 4.5. Having such redundant
information may be beneficial in decreasing the uncertainty in the estimated parameters. Also, with
some redundant information, some equations pertaining to nodes may be excluded, only in case they
tend to make the problem numerically ill-conditioned; any such exclusion should involve caution so as
not to remove any essential information. One way to exclude such potential sources of ill-conditioning
without loss of essential information is to use the Γ matrix of Eq. (4.41) (Section 4.5.1.2), removing
any row(s) of Γ with numerically too small/too large an entry as compared to the other rows, ensuring
that such a removal reduces the condition number of Γ but does not make it rank deficient (rank< N ).
The equations corresponding to such removed row(s) may then be excluded from Eq. (4.4).
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Figure 4.3: Maximum (black square) and minimum (red circle) ranks of Jacobians; total available
information = N(N − 1) + I2 (or N(N − 1) + I3) (blue stars); number of unknowns = N2 − 1
(green line), in different sensor set-ups, for different N and Ns combinations.
4.6.2 Structural identification using Section 4.2
In this section we validate the structural identification algorithm of Section 4.2 using numerical simu-
lations of ambient vibration testing. 10 example cases are considered, with a 7 and an 8-DOF system,
instrumented with 2 or 3 accelerometers in different set-ups (see Table 4.2). Note: for the N = 8
DOF system, both Ns = 2 and 3 sensors are less than the prescribed minimum number of sensors,
(1 +
√
4N − 3)/2, necessary for global identifiability as per Chapter 3; for the N = 7 DOF system,
Ns = 2 is below this minimal sensor requirement; the set-ups S = {1, 3, 4} and {2, 3, 4} for N = 7
violate the sensor placement guideline: “no consecutive sensors when Ns = the minimum necessary
number of sensors”, given in Chapter 3; only the sensor set-up S = {1, 3, 4} for N = 7 satisfies
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all the requirements of Chapter 3. The cases here are chosen to illustrate that even when sensors are
placed violating the guidelines of Chapter 3, it may still be possible to identify the system if it is
locally identifiable, even though the system may not be globally identifiable in such a case.
Both the systems are assumed to have modal damping characteristics. In each case, 100 simula-
tions are run; in each simulation, the mass, stiffness and damping parameters are slightly perturbed,
to represent a realistic situation, by choosing them from uniform distributions: for any parameter φ,
its value in the kth simulation is chosen as φi,k = U(1 − pφ, 1 + pφ)E[φi], where E[.] denotes the
mean value of the variable in brackets, and U(ll, lr) denotes uniform probability distribution between
ll and lr. The mean values and limits used here are: E[mi] = 2500 kg ∀ i ∈ {1, · · · , N − 1},
E[mN ] = 2000 kg, E[ki] = 5 × 106 N/m ∀ i ∈ {1, · · · , N}, and E[ζj ] = 5 × 106 N/m ∀
j ∈ {1, · · · , N}, where ζj is the modal damping ratio in the jth mode; and pmi = 0.005, pki = 0.05,
pζj = 0.05, ∀ i, j ∈ {1, · · · , N}. The slightly perturbed structure in each simulation is excited by
applying zero-mean Gaussian white noise input forces at all the DOFs, and the resulting acceleration
responses at the DOFs with accelerometers are stored. To simulate the effect of measurement noise
the true acceleration responses are corrupted by adding 10% RMS zero-mean Gaussian white noise
sequences. Thus, each simulation differs in terms of: (1) the applied input(s), which are different
white noise sequences, (2) exciting slightly different systems owing to the slight perturbations in the
system parameters, and (3) the added measurement noise sequences. Two different scenarios are
considered based on the available a priori information: (1) the total mass of the system is known as
MT = 2500(N −1) + 2000 kg (Section 4.2.2.2), and (2) two sets of measured data are available, one
from the original structure, and the other from the structure with masses of ≈ 500 kg added on all the
floors, i.e. 4mT = 500N kg (Section 4.2.2.3). The second set of (noisy) output data is simulated
in the same way as the first set, with added masses in each simulation being also perturbed between
±0.5% of 500 kg, as is done for the floor masses. The a priori information used in identification
are based on the mean parameter values, as would be in a realistic situation, and are thus not strictly
accurate, being uninformed of the parameter perturbations.
The modal frequencies and non-mass normalized mode shapes at the sensor locations are esti-
mated using the (noisy) output accelerations at the sensor locations in the Enhanced Canonical Cor-
relation Analysis (ECCA) [68], a recently developed system identification technique in the stochastic
subspace identification framework. The proposed approach of Section 4.2 is next used to get the
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Table 4.2: Maximum statistics of estimation errors (%) in identified parameters.
N S
Known MT Second experiment with known added mass
µε(m) σε(m) µε(k) σε(m) µε(m) σε(m) µε(k) σε(m)
7
{1, 7} 0.39 1.32 0.21 1.46 0.28 2.35 0.44 2.37
{1, 6} 0.52 2.96 0.46 3.07 0.40 2.99 0.40 2.92
{1, 3, 4} 0.19 1.61 0.16 1.85 0.12 2.18 0.22 2.26
{1, 4, 7} 0.62 3.35 0.43 2.17 0.55 4.27 0.39 2.93
{2, 3, 4} 0.24 2.57 0.31 2.34 0.14 4.07 0.28 3.54
8
{1, 8} 0.43 2.22 0.22 2.21 0.45 3.39 0.31 3.36
{3, 5} 0.63 2.53 0.29 2.44 0.87 3.03 0.67 2.88
{4, 5} 0.29 2.62 0.48 3.29 0.87 3.55 1.52 4.37
{1, 4, 6} 0.62 2.73 0.32 3.03 0.55 3.32 0.58 3.90
{2, 7, 8} 0.26 3.03 0.48 2.38 0.69 3.17 0.59 2.76
complete mass normalized V matrix; the initial guess for the Newton-Raphson method is obtained as
the elements of the mode shape matrix of a 7 (or 8) DOF shear-type system with all mi = 1 and all
ki = 10. Finally, the modal orthogonality relations are used to estimate the M and K matrices, from
which the floor masses and story stiffnesses are estimated.
Table 4.2 show the statistics of the estimation errors in the identified mass and stiffness param-
eters, obtained from the 100 simulations run for each case. These statistics are calculated in the
same way as in the numerical examples in Chapters 2 and 3 (see Section 2.5), viz. for any mi or ki,
i ∈ {1, · · · , N}: (a) the relative percentage error is first computed in each simulation (Eq. (2.62)),
(b) the means and standard deviations of these relative percentage errors are then computed over all
the 100 simulations (Eq. (2.63)), and (c) the maximum (over all i ∈ {1, · · · , N}, i.e. across all
floors/stories) absolute values of these means and standard deviations are computed (Eq. (2.64)), and
reported in Table 4.2. It is evident from Table 4.2 that the proposed algorithm performs reasonably
well in estimating the floor masses and story stiffnesses, with the maximum absolute mean errors
being mostly less than 1%, and the maximum absolute standard deviations in the errors being mostly
between 1.5 and 4%, even with noisy measurements, very limited number of sensors, and very limited
a priori information of physical parameter values.
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4.6.3 Heterogenous sensing and estimation of unobserved modes
In this section we present two examples of the possible use of Section 4.4 in estimating the complete
mode shape spectra at some DOFs with sensors, when not all the modes are identified directly from
the measurements at every DOF with sensor. Such a possibility is briefly discussed at the end of
Section 4.4.4. Treating the different modes identified at the different DOFs as complementary infor-
mation, one may be able to estimate the unobserved mode shape components at some/all of the DOFs
with sensors.
Consider a 4-DOF shear-type system withmi = 2500 kg and ki = 5×106 N/m, ∀ i ∈ {1, · · · , 4},
and with accelerometers at DOFs 1 and 2, and a displacement sensor at DOF 4. The system is ex-
cited with white noise forces applied at all the DOFs. The true acceleration and displacement re-
sponses at the DOFs with sensors are now corrupted by adding colored noise sequences, scaled to
have 10% RMS of the corresponding true signals: (a) in the accelerations we add red noise (power
spectral density ∝ 1/f2, where f is frequency), adversely affecting the low frequency modes, and
(b) in the displacement we add violet noise (power spectral density ∝ f2), adversely affecting the
high frequency modes. Moreover, the displacement measurements are sampled at 20Hz, so that the
Nyquist frequency is less than the third modal frequency of the system. The acceleration and dis-
placement signals are used separately in ECCA for modal identification. As expected, using the two
“noisy” acceleration signals we identify only modes 2, 3 and 4, while using the single displacement
record we are only able to consistently (based on 100 simulations) identify mode 1. Statement 1
of Section 4.4.1 is then applied, with DOFs i1 = 1 and i2 = 2, as follows: (a) using the identi-
fied {λj , ṽ1,j , ṽ2,j}, ∀ j ∈ {2, 3, 4}, we first find the 3 involved mode independent constants; and
(b) using these constants, along with the λ1 identified from the displacement record, we estimate
ṽ2,1/ṽ1,1, or ṽ2,1 for any assumed ṽ1,1. This gives the complete non-normalized modal spectra at
DOFs 1 and 2. Using the estimates from 100 such simulations, the identified ṽ2,j/ṽ1,j has a mean:
{1.90, 0.98,−0.26,−1.58}, and standard deviation: {0.02, 0.01, 0.01, 0.02}, where the components
respectively correspond to modes j = 1 to 4. Thus, while the last three components are from the
ECCA estimates, the first component is from the estimates using Section 4.4.1. Comparing with the
true ṽ2,j/ṽ1,j = {1.88, 1.00,−0.35,−1.53}, it is evident that the estimate of the first mode shape
is reasonably accurate, and as accurate as the ECCA estimates of the other mode shapes. Also, the
standard deviations show that the estimates, for all the modes, are consistent across different runs.
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The same example is repeated with displacement sensors at DOFs 3 and 4, and a single accelerom-
eter at DOF 1. With DOFs i1 = 4 and i2 = 3, Statement 2 of Section 4.4.1 is now applied as follows:
(a) using the ECCA identified {λ1, ṽ3,1, ṽ4,1} we first estimate the single involved mode independent
constant; and (b) we next use this constant, along with the λj’s identified from the acceleration signal,
to estimate the corresponding ṽ3,j/ṽ4,j’s, ∀ j ∈ {2, 3, 4}. The mean and standard deviation of the
estimated ṽ3,j/ṽ4,j’s, from 100 such simulations, are respectively: {0.88, 0.05,−1.28,−2.37}, and
{0.00, 0.01, 0.02, 0.03}; the first component is from ECCA estimates, while the remaining three com-
ponents are from the estimates using Section 4.4.1. The true ṽ3,j/ṽ4,j = {0.88, 0.00,−1.35,−2.53}.
In this example, we were also able to identify the second mode from the displacement signals at DOFs
3 and 4 using ECCA, with a mean of −0.03 and standard deviation of 0.01, based on the 100 simu-
lations. Note that the 2nd mode has a node at DOF 3. From these results, it is evident that Section
4.4.1 is able to identify the mode shape ratios ṽ3,j/ṽ4,j , for all modes j = 2 to 4, with reasonable
accuracy and consistency, using only the measured information pertaining to mode 1 at DOFs 3 and
4, but complemented with the measured information on modes 2 to 4 from DOF 1. Such fusion of
modal information may be a possible approach to combine information contained in heterogenous
measurements, and may serve as a necessary precursor to subsequent structural identification and/or
damage detection operations.
4.7 Experimental Application
For the experimental application, we again use the shaking table experimental data from the 4-story
laboratory scale steel frame (Fig. 3.4) considered in Chapter 3 (Section 3.6). Recall that the exper-
imental campaign included six different input ground motions (Fig. 3.4), each applied thrice, thus
constituting a total of 18 dynamic tests of the frame.
In the identification, we use various sub-sets of the weak direction measured acceleration re-
sponses transformed to the centerline of the floors. While the input to the structure (table acceler-
ation) was measured in the experiments, we do not use them in the identification. We consider the
frame, along the weak direction, to be modeled as a 4-DOF shear-type system. As in Chapter 3, the
analytical model of the frame adopted here is from [46]: this model has uniform floor masses of 37
kg, and uniform story stiffnesses of 1.7 × 105 N/m. This analytical model is used (1) to test local
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Table 4.3: Pre-identification determination of allowed sensor set-ups, using Sections 4.4 and 4.5.1.3.
Ns S Section 4.4 N(N − 1) + INs Section 4.5.1.3 rank(J)
2
{1, 2} X 14 X 14
{1, 3} X 15 X 15
{1, 4} X 15 X 15
{2, 3} X 15 X 15
{2, 4} X 14 X 14
{3, 4} X 13 X 13
3
{1, 2, 3} X 16 X 15
{1, 2, 4} X 16 X 15
{1, 3, 4} X 16 X 15
{2, 3, 4} X 15 X 15
4 {1, 2, 3, 4} X 17 X 15
identifiability for various sensor set-ups pre-identification, (2) to get the initial guess of the elements
of V∗ for the Newton-Raphson method, and (3) to get the a priori information of known total mass,
MT = 148 kg, for scaling V∗ to V.
First, the concept of independent information of Section 4.4, and the local identifiability test of
Section 4.5.1.3, are used to decide permissible sensor set-ups. For the application of Section 4.5.1.3,
the same procedure as Section 4.6.1 is followed: the model space M is defined covering ± 30%
around the analytical model’s parameter values [46], and a latin hypercube sample of 10, 000 models
is generated fromM; the test of Section 4.5.1.3 is applied on these 10, 000 models. Table 4.3 presents
the results of these tests, for all possible set-ups with Ns ≥ 2 observed floors; e.g. S = {1, 2} means
the acceleration responses at the centerlines of the 1st and 2nd floors are observed, etc. A X sign
indicates that the corresponding set-up is allowed, while a X sign indicates otherwise. Table 4.3
also shows the total information, N(N − 1) + INs , from Section 4.4, and the rank of the Jacobians
computed in the local identifiability test; note that, for any set-up, all the 10, 000 Jacobians had the
same rank. The results here agree with those in Section 4.6.1. As per Table 4.3, we have a total of 8
sets of observed floors which satisfies local identifiability requirements. These set-ups are considered
for identification in the remaining part of this section. In a real situation, such a test will be performed
prior to the actual data collection, and will govern the sensor placements on the structure.
For each of the allowed set-ups, the corresponding floor accelerations in each test are used in
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Table 4.4: Statistics of modal frequency (in Hz) and damping ratio (in %) estimates using ECCA.
S µf (Hz) COVf (%) µζ (%) COVζ (%)
{1, 3} 3.6, 10.7, 17.9, 25.4 0.7, 1.4, 0.5, 0.3 0.3, 0.6, 0.6, 0.6 37.2, 27.4, 58.4, 27.7
{1, 4} 3.6, 10.7, 17.9, 25.4 0.7, 1.3, 0.7, 0.3 0.3, 0.7, 0.6, 0.7 31.2, 28.6, 59.4, 32.0
{2, 3} 3.6, 10.7, 17.9, 25.4 0.6, 1.3, 0.4, 0.3 0.3, 0.4, 0.4, 0.5 29.2, 20.1, 49.0, 18.3
{1, 2, 3} 3.6, 10.7, 17.9, 25.4 0.7, 1.3, 0.5, 0.3 0.3, 0.4, 0.6, 0.5 39.2, 22.7, 59.1, 28.0
{1, 2, 4} 3.6, 10.7, 17.9, 25.4 0.7, 1.2, 0.5, 0.3 0.3, 0.6, 0.5, 0.6 32.8, 23.3, 54.2, 28.4
{1, 3, 4} 3.6, 10.7, 17.9, 25.4 0.6, 1.3, 0.4, 0.3 0.2, 0.7, 0.5, 0.6 35.1, 27.5, 52.7, 24.0
{2, 3, 4} 3.6, 10.8, 17.9, 25.4 0.6, 1.2, 0.5, 0.3 0.3, 0.5, 0.4, 0.5 26.7, 19.4, 48.3, 18.8
{1, 2, 3, 4} 3.6, 10.7, 17.9, 25.4 0.6, 1.2, 0.4, 0.3 0.2, 0.5, 0.5, 0.5 38.4, 22.8, 52.7, 25.2
Table 4.5: Statistics of MAC between ECCA estimates of complete non-normalized modes and esti-
mates of complete mass-normalized modes using proposed approach.
S µMAC COVMAC (%)
{1, 3} 1.00, 0.90, 0.96, 0.95 0.01, 0.69, 0.65, 1.00
{1, 4} 1.00, 0.92, 0.99, 0.81 0.02, 1.09, 0.16, 3.18
{2, 3} ————- ————-
{1, 2, 3} 1.00, 0.96, 0.99, 1.00 0.01, 0.45, 0.40, 0.05
{1, 2, 4} 1.00, 1.00, 0.99, 1.00 0.00, 0.04, 0.25, 0.13
{1, 3, 4} 1.00, 1.00, 1.00, 1.00 0.01, 0.09, 0.01, 0.22
{2, 3, 4} 1.00, 1.00, 0.98, 1.00 0.07, 0.02, 0.58, 0.07
{1, 2, 3, 4} 1.00, 1.00, 1.00, 1.00 0.00, 0.00, 0.00, 0.00
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ECCA to identify the modal frequencies, damping ratios and non-mass normalized mode shapes at
the observed floors. These mode shapes are initially complex. Using the same data in an input-
output identification algorithm, it was shown in Chapter 3 that the structure may be assumed to be
proportionally damped. Hence, the real mode shapes, obtained by minimizing the imaginary parts
of the corresponding identified complex modes, are used in further analysis. The initial guess for
the Newton-Raphson solution, and the a priori information of total mass for scaling, are obtained
from the analytical model [46]. In the Newton-Raphson solution, the equations from the measured
mode shape components (Eq. (4.4)) are weighted by a factor of 100, as compared to a weight of
1 for the other equations; this reflects that we have more confidence in the experimental data as
compared to the assumed model topology. For each set-up, after estimating 18 sets of the different
parameters, corresponding to the 18 tests (6 inputs × 3 runs), the mean µ, standard deviation σ, and
coefficient of variation (COV = σ/µ in %), of these estimates are computed. Tables 4.4 to 4.7 lists the
estimation statistics, respectively for: (a) the modal frequencies and damping ratios identified using
ECCA; (b) the MAC values comparing the non-mass normalized modes identified using ECCA for
S = {1, 2, 3, 4}, with the complete mass-normalized modes obtained using the proposed approach
for different S; (c) the identified M and K matrices; and (d) the identified floor masses, obtained as
the diagonal elements of M, and story stiffness, obtained from the super/sub-diagonal elements of K
(with k1 estimated as K1,1 + K1,2). Note: for the case S = {2, 3}, the Newton-Raphson solution
failed owing to the Jacobian becoming singular at an intermediate step; as mentioned at the end of
Section 4.5.2.1, this indicates that there may be multiple solutions to V∗ for this set-up.
The following observations can be made from these results: (1) The different mean parameter
estimates are, in most cases, reasonably consistent across the different observation set-ups. (2) The
uncertainty in the different parameter estimates, represented by the COV or σ values, are also not
unreasonably high, excepting in case of the damping ratios. The high COVs in the damping ratios
may be due to input variability [46], and possible variability in the structural connections during and
between experiments (see also Chapter 3); however, since these ratios are not used in the further
steps of identification, this high uncertainty does not propagate to the other parameters. (3) The
estimates obtained here agree well with the estimates obtained from the same same data, but using a
different approach with the input known, in Chapter 3. This agreement with results from a different
approach, and the reasonable consistency across different tests and different set-ups, indicate a robust
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Table 4.6: Statistics of mass (in kg) and stiffness (in 105 N/m) matrix estimates.
S µM (kg) σM (kg) µK (105 N/m) σK (105 N/m)
{1, 3}
25.62 0.02 -0.03 0.01 0.42 0.00 0.00 0.00 3.99 -2.32 0.86 -0.52 0.06 0.04 0.03 0.02
0.02 38.78 0.04 -0.11 0.00 1.32 0.00 0.01 -2.32 3.88 -2.33 0.55 0.04 0.06 0.03 0.02
-0.03 0.04 32.36 -0.02 0.00 0.00 0.61 0.00 0.86 -2.33 4.26 -2.48 0.03 0.03 0.05 0.03
0.01 -0.11 -0.02 51.24 0.00 0.01 0.00 0.70 -0.52 0.55 -2.48 2.27 0.02 0.02 0.03 0.04
{1, 4}
21.53 0.02 -0.04 0.03 0.69 0.00 0.00 0.00 3.87 -2.09 1.10 -0.71 0.05 0.02 0.04 0.03
0.02 50.90 0.08 -0.05 0.00 0.67 0.01 0.00 -2.09 3.58 -2.42 0.64 0.02 0.09 0.08 0.02
-0.04 0.08 42.35 0.00 0.00 0.01 2.12 0.00 1.10 -2.42 4.53 -2.71 0.04 0.08 0.06 0.04
0.03 -0.05 0.00 33.23 0.00 0.00 0.00 1.76 -0.71 0.64 -2.71 2.47 0.03 0.02 0.04 0.04
{2, 3} ————- ————- ————- ————-
{1, 2, 3}
30.93 -0.40 0.26 -0.08 0.41 0.10 0.06 0.04 4.34 -2.72 0.62 -0.07 0.10 0.05 0.02 0.02
-0.40 35.39 1.25 -0.08 0.10 0.67 0.22 0.03 -2.72 4.62 -2.68 0.37 0.05 0.08 0.06 0.03
0.26 1.25 39.27 -0.02 0.06 0.22 0.46 0.01 0.62 -2.68 4.41 -2.23 0.02 0.06 0.05 0.03
-0.08 -0.08 -0.02 42.51 0.04 0.03 0.01 1.09 -0.07 0.37 -2.23 1.99 0.02 0.03 0.03 0.03
{1, 2, 4}
31.11 0.87 0.35 0.05 0.77 0.11 0.05 0.06 4.25 -2.58 0.56 -0.08 0.15 0.06 0.02 0.02
0.87 39.08 0.64 1.55 0.11 0.79 0.02 0.14 -2.58 5.21 -3.46 0.73 0.06 0.09 0.08 0.02
0.35 0.64 48.92 0.52 0.05 0.02 0.90 0.02 0.56 -3.46 4.95 -2.16 0.02 0.08 0.06 0.02
0.05 1.55 0.52 29.11 0.06 0.14 0.02 0.57 -0.08 0.73 -2.16 1.63 0.02 0.02 0.02 0.02
{1, 3, 4}
36.21 0.29 0.98 0.86 1.25 0.02 0.12 0.09 5.03 -2.92 0.65 0.00 0.12 0.05 0.08 0.06
0.29 37.45 0.40 0.37 0.02 1.30 0.02 0.02 -2.92 4.97 -3.15 0.37 0.05 0.07 0.03 0.06
0.98 0.40 43.46 1.81 0.12 0.02 0.75 0.07 0.65 -3.15 4.61 -1.84 0.08 0.03 0.04 0.05
0.86 0.37 1.81 31.17 0.09 0.02 0.07 0.71 0.00 0.37 -1.84 1.49 0.06 0.06 0.05 0.03
{2, 3, 4}
28.34 -0.01 -0.02 -0.05 0.51 0.02 0.08 0.07 3.90 -2.57 0.49 -0.11 0.03 0.05 0.04 0.02
-0.01 41.31 1.47 1.47 0.02 0.54 0.08 0.11 -2.57 5.42 -3.46 0.64 0.05 0.06 0.03 0.02
-0.02 1.47 47.00 0.84 0.08 0.08 0.51 0.02 0.49 -3.46 5.00 -2.10 0.04 0.03 0.04 0.03
-0.05 1.47 0.84 31.61 0.07 0.11 0.02 0.49 -0.11 0.64 -2.10 1.60 0.02 0.02 0.03 0.04
{1, 2, 3, 4}
35.12 0.36 0.71 1.01 0.66 0.22 0.35 0.18 4.88 -2.99 0.60 -0.02 0.15 0.06 0.03 0.02
0.36 40.78 0.73 1.21 0.22 0.50 0.23 0.15 -2.99 5.37 -3.20 0.44 0.06 0.05 0.05 0.03
0.71 0.73 42.19 1.97 0.35 0.23 0.23 0.28 0.60 -3.20 4.46 -1.82 0.03 0.05 0.05 0.03
1.01 1.21 1.97 30.34 0.18 0.15 0.28 0.39 -0.02 0.44 -1.82 1.45 0.02 0.03 0.03 0.02
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Table 4.7: Statistics of floor mass (in kg) and story stiffness (in 105 N/m) estimates.
S µm (kg) COVm (%) µk (105 N/m) COVk (%)
{1, 3} 25.6, 38.8, 32.4, 51.2 1.6, 3.4, 1.9, 1.4 1.7, 2.3, 2.3, 2.5 1.8, 1.7, 1.5, 1.4
{1, 4} 21.5, 50.9, 42.3, 33.2 3.2, 1.3, 5.0, 5.3 1.8, 2.1, 2.4, 2.7 2.3, 1.1, 3.3, 1.4
{2, 3} ————- ————- ————- ————-
{1, 2, 3} 30.9, 35.4, 39.3, 42.5 1.3, 1.9, 1.2, 2.6 1.6, 2.7, 2.7, 2.2 4.6, 2.0, 2.2, 1.3
{1, 2, 4} 31.1, 39.1, 48.9, 29.1 2.5, 2.0, 1.8, 2.0 1.7, 2.6, 3.5, 2.2 6.2, 2.3, 2.2, 0.9
{1, 3, 4} 36.2, 37.5, 43.5, 31.2 3.4, 3.5, 1.7, 2.3 2.1, 2.9, 3.1, 1.8 4.0, 1.7, 1.1, 2.8
{2, 3, 4} 28.3, 41.3, 47.0, 31.6 1.8, 1.3, 1.1, 1.6 1.3, 2.6, 3.5, 2.1 3.4, 2.0, 0.9, 1.3
{1, 2, 3, 4} 35.1, 40.8, 42.2, 30.3 1.9, 1.2, 0.5, 1.3 1.9, 3.0, 3.2, 1.8 5.9, 2.1, 1.4, 1.5
estimation of the different parameters. This is further validated in Fig. 4.4, which compares the
measured frequency response function magnitudes with those of the estimated systems in two of the
set-ups, under a Northridge earthquake run. The reasonable matching between the frequency response
functions, at both observed and unobserved DOFs, validates the identified models, and highlights the
ability of the proposed method to identify reliable complete structural models even with incomplete
measured information. Note: Fig. 4.4 is included only as a validation of the proposed approach;
since it requires the input, such a validation will not be possible in real-life output-only situations;
it is possible here as we have actually measured the inputs (table accelerations), although we did
not use them in the identification. (4) From the estimated M and K matrices, it is evident that the
structure is not perfectly shear-type, as also noted in Chapter 3 and [46]; this shows that the proposed
method may also work when the model class assumption is not strictly valid, i.e with near-shear type
structures. In such cases, as done here, the experimental data should be weighted more than structural
topology requirements. (5) From the identified M matrices, the structure looks more non-shear type
when more floors are observed; this is owing to the fact that more experimental data is used with
more observed floors, and highlights the trade-off between assumed and measured information. (6)
This trade-off between measured and assumed information also creates some variations between the
identified M-K matrices, and floor masses/story stiffnesses, across the different observation set-ups,
owing to different amounts of measured data being used in the different set-ups. (7) From Tables
4.5 to 4.7, it is evident that some of the estimated parameters in set-ups S = {1, 2} and {1, 4} are
significantly different when compared with the other set-ups. This is owing to the fact that these
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set-ups do not result in global identifiability of the system, and the identified solutions in Tables 4.5
to 4.7 for these set-ups are not the true solutions. This issue is further discussed next.
The post-identification local and global identifiability tests, discussed respectively in Section
4.5.1.4 and 4.5.2.1, are performed with the converged solutions to V∗, for each of the 18 experi-
ments (6 inputs × 3 runs). Table 4.8 presents the results of these tests for the different set-ups. These
results are presented in a fractional form, where the fraction x/18 means that the test declares the
set-up to be identifiable in x of the 18 experiments. The parameter spaceW necessary in the global
identifiability test is defined as the space around the converged solution θ∗, such that any element θi
of any θ ∈ W is within the range [0.80, 1.20]θi, i.e. W covers a space of ±20% around the solution
θ∗. Note that such a variation in θ, which contains the elements of V∗, corresponds to an approxi-
mate variation of±40% in the proportional mass and stiffness parameters, and hence such a variation
in W may be considered to be exhaustive enough. NW = 20, 000 θ vectors are sampled from W
using LHS, and the global identifiability test in performed with these 20, 000 θ’s. From Table 4.8 it is
seen that the converged solutions, in all the set-ups and experiments, are at least locally identifiable,
agreeing with the pre-identification results of Table 4.3. The global identifiability test however fails
for all the 18 experiments for set-ups S = {1, 3}, {1, 4}, {1, 2, 3}, and {2, 3, 4}. This corroborates
the last observation, concerning set-ups S = {1, 2} and {1, 4}, made in the preceding paragraph.
While the failure of the global identifiability tests do not necessarily mean that these set-ups result
in globally unidentifiability, they indicate that the system may be unidentifiable with these set-ups.
Hence, as per Section 4.5.2.1, for these cases, as well as for S = {2, 3} where the Jacobian becomes
singular at an intermediate step, we will need to repeat the identification starting with multiple initial
guesses for the Newton-Raphson solution, in order to confirm solution uniquness/non-uniqueness.
We next repeat the identification multiple times corresponding to multiple initial guesses for the
Newton-Raphson solution. These multiple initial guesses are generated as follows: (a) A spaceM
is defined around the analytical model of [46], such that any parameter (floor mass or story stiffness)
pi of any model inM lies in the range [0.5, 2.0]p0, where p0 is the corresponding parameter of the
analytical model of [46]; (b) 50 models are generated fromM using LHS, and the corresponding 50
sets of mode shapes are used as the initial guesses. Fig. 4.5 shows the corresponding 50 sets of floor
masses and story stiffnesses, obtained from the identified M and K matrices as before, in four of the
observation set-ups. The following comments can be made from Fig. 4.5: (1) For set-up S = {1, 3},
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Figure 4.4: Comparison of measured frequency response function magnitudes at different floors,
with those corresponding to the estimated systems in set-ups S = {1, 2, 4} and {1, 3, 4}, under a
Northridge earthquake.
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Figure 4.5: Mean (over 18 tests) floor mass and story stiffness estimates corresponding to 50 different
initial guesses for the Newton-Raphson solutions.
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Table 4.8: Local and global identifiability check at solution.
S Local identifiability (Section 4.5.1.4) Global identifiability (Section 4.5.2.1)
{1, 3} X (18/18) X (0/18)
{1, 4} X (18/18) X (0/18)
{2, 3} ————- ————-
{1, 2, 3} X (18/18) X (0/18)
{1, 2, 4} X (18/18) X (18/18)
{1, 3, 4} X (18/18) X (18/18)
{2, 3, 4} X (18/18) X (0/18)
{1, 2, 3, 4} X (18/18) X (18/18)
there are indeed multiple locally distinct solutions to the inverse problem, the possibility of which
was indicated in Table 4.8. The same was also observed for S = {1, 4}. (2) The Newton-Raphson
solutions now do converge for S = {2, 3}; again, there are multiple solutions for S = {2, 3}, which
possibility was indicated by the Jacobian becoming singular at an intermediate step before. (3) All
the 50 solutions are identical in set-ups S = {1, 2, 3} and {1, 3, 4}, and the same was also observed
for S = {1, 2, 4}, {2, 3, 4} and {1, 2, 3, 4}, although for S = {1, 2, 3} and {2, 3, 4} the global iden-
tifiability test indicated the possibility of multiple solutions. This exemplifies that the real Jacobian
conjecture provides a sufficient, but not necessary, condition for global identifiability (see Section
4.5.2). (5) For set-ups which result in a globally unidentifiable parameter set, when finding multiple
solutions, corresponding to multiple initial guesses, the most occurring solution is not necessarily the
“true” solution. For example, in Fig. 4.5, the most occurring solutions for S = {1, 3} and {2, 3} have
some parameters significantly different from those identified in the cases with 3 or more observed
floors; thus, although these models apparently have the largest basins of attraction, they are not the
“true” models. In such cases, the identification approach should involve methods with superior global
search capabilities, e.g. heuristic optimization schemes [69], so as to effectively and efficiently scan
the entire parameter space, finding as many distinct solutions as possible. Distinguishing the “true”
model will then require engineering insight, some weighted combination in case of closely spaced
models, or even additional data using more/rearranged sensors.
We end this section by presenting an application of Section 4.2.2.3. An additional set of 18 tests
(6 inputs × 3 runs) were performed with an added ≈ 7.5 kg mass on the 2nd floor of the structure.
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The proportional mode shape matrices of this modified structure were obtained in the same way as
for the original structure discussed before. The method of Section 4.2.2.3 was then applied to scale
the V∗ matrices of the original structure to the mass normalized V matrices. The identification was
only carried out for the globally identifiable observation set-ups; Table 4.9 presents the statistics,
computed over the 18 tests, of the thus identified M and K matrices of the original structure. The
mean matrices in Table 4.9 agree reasonably well with the corresponding matrices in Table 4.6 in all
the set-ups except S = {1, 2, 3}. As expected, the dominant entries (diagonal of M, diagonal and
super/sub-diagonal of K), as well as most other entries, in the mean matrices, differ between Tables
4.6 and 4.9 in terms of a multiplicative factor, which is relatively constant across the different entries,
in any given set-up. This is also true for set-up S = {1, 2, 3}; while the factor is ≈ 1 for the other
set-ups, it is ≈ 1.3 for S = {1, 2, 3}. The factors are not strictly constant across all the entries of a
matrix, since the matrices are the mean of the identified matrices, and not the actual identified ones.
Note however that the standard deviations in Table 4.9 are much higher than those in Table 4.6 for
all the set-ups, and especially for S = {1, 2, 3}. As mentioned in Section 4.2.2.3, an added mass
at a single location may not induce a sufficiently discernible difference in the identified proportional
modes, especially given the presence of other effects, e.g. ambient effects/measurement noise etc., in
the measured data. This is possibly the reason behind the high standard deviations in all set-ups, and
the over-estimation of the M and K matrices for S = {1, 2, 3}.
4.8 Conclusions
An algorithm is developed for the identification of all the lumped masses and spring stiffnesses of
shear-type structures using ambient vibration response data. The proposed algorithm starts with the
complete spectra of eigenvalues and non-normalized mode shape components, identified only at the
DOFs with sensors using any suitable system identification technique. A mode shape expansion-cum-
normalization approach, based on satisfying the structural topology requirements and the measured
modal information, is next used to estimate a complete mode shape matrix, proportional to the mass
normalized mode shape matrix by a single scalar. The proportionality constant is then estimated
using any one additional information, e.g. a set of known floor masses, or known total mass of the
system, or a second set of measured data with some known added masses, etc. The situations of
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Table 4.9: Statistics of mass (in kg) and stiffness (in 105 N/m) matrix estimates of original system,
obtained using second experiment with known added mass (Section 4.2.2.3).
S µM (kg) σM (kg) µK (105 N/m) σK (105 N/m)
{1, 2, 3}
39.78 -0.52 0.34 -0.11 10.27 0.19 0.08 0.06 5.56 -3.48 0.80 -0.09 1.39 0.91 0.22 0.04
-0.52 45.56 1.61 -0.10 0.19 12.33 0.48 0.05 -3.48 5.93 -3.45 0.49 0.91 1.60 0.95 0.15
0.34 1.61 50.37 -0.03 0.08 0.48 13.39 0.01 0.80 -3.45 5.66 -2.86 0.22 0.95 1.49 0.74
-0.11 -0.10 -0.03 54.34 0.06 0.05 0.01 13.11 -0.09 0.49 -2.86 2.55 0.04 0.15 0.74 0.64
{1, 2, 4}
32.32 0.96 0.37 0.07 5.64 0.15 0.05 0.07 4.40 -2.67 0.58 -0.09 0.72 0.47 0.11 0.02
0.96 40.46 0.68 1.70 0.15 7.99 0.13 0.29 -2.67 5.36 -3.56 0.74 0.47 1.05 0.71 0.14
0.37 0.68 49.77 0.54 0.05 0.13 8.93 0.12 0.58 -3.56 5.06 -2.20 0.11 0.71 0.96 0.40
0.07 1.70 0.54 29.82 0.07 0.29 0.12 5.65 -0.09 0.74 -2.20 1.66 0.02 0.14 0.40 0.29
{1, 3, 4}
35.19 0.29 0.94 0.81 4.52 0.04 0.19 0.15 4.86 -2.83 0.62 0.02 0.58 0.32 0.07 0.04
0.29 36.35 0.38 0.36 0.04 3.59 0.06 0.04 -2.83 4.83 -3.06 0.34 0.32 0.54 0.33 0.04
0.94 0.38 42.04 1.73 0.19 0.06 5.08 0.22 0.62 -3.06 4.46 -1.76 0.07 0.33 0.48 0.18
0.81 0.36 1.73 29.83 0.15 0.04 0.22 3.02 0.02 0.34 -1.76 1.43 0.04 0.04 0.18 0.15
{2, 3, 4}
25.92 -0.02 -0.08 -0.09 2.96 0.02 0.09 0.08 3.58 -2.33 0.47 -0.08 0.37 0.27 0.07 0.02
-0.02 37.42 1.35 1.35 0.02 4.26 0.20 0.22 -2.33 4.87 -3.12 0.57 0.27 0.56 0.34 0.06
-0.08 1.35 42.36 0.76 0.09 0.20 4.29 0.09 0.47 -3.12 4.50 -1.88 0.07 0.34 0.46 0.19
-0.09 1.35 0.76 28.23 0.08 0.22 0.09 2.88 -0.08 0.57 -1.88 1.43 0.02 0.06 0.19 0.14
{1, 2, 3, 4}
33.94 0.44 0.69 0.95 4.91 0.24 0.38 0.25 4.69 -2.87 0.58 -0.02 0.63 0.43 0.11 0.02
0.44 39.43 0.69 1.26 0.24 6.44 0.29 0.23 -2.87 5.17 -3.10 0.43 0.43 0.81 0.51 0.08
0.69 0.69 40.67 1.84 0.38 0.29 6.24 0.21 0.58 -3.10 4.31 -1.75 0.11 0.51 0.69 0.29
0.95 1.26 1.84 29.11 0.25 0.23 0.21 4.57 -0.02 0.43 -1.75 1.40 0.02 0.08 0.29 0.22
CHAPTER 4. OUTPUT-ONLY STRUCTURAL IDENTIFICATION WITH INCOMPLETE
INFORMATION AND LOCAL/GLOBAL IDENTIFIABILITY REQUIREMENTS 157
known applied input forces or base excitation is also discussed. Once the complete mass normalized
mode shape matrix is estimated, the modal orthogonality relations are used to estimate the complete
mass and stiffness matrices of the system. Application of the method in several numerical examples,
as well as with experimental data from shake table testing of a 4 story steel frame, show the potential
of the method in identifying structural parameters with reasonable accuracy, under the constraints of
very limited number of sensors, unmeasured input, minimal a priori information, and noisy data.
Using an example of a 3-DOF system with 2 sensors, the effect of sensor locations in the identifi-
ability of the system is highlighted. It is shown that there may be multiple structures, which are close
enough for one to be a damaged version of the other, with the same frequencies and non-normalized
mode shapes at certain DOFs. Observing these DOFs and monitoring the system using extracted
modal parameters or their functions may lead to false indications of the structural health. Moreover,
if the loading pattern also changes, then there can be instances when the structural response of these
systems become identical at the observed DOFs; in such situations no model-based or data-based
health monitoring techniques would be able to distinguish the damaged system. With the same exam-
ple, it is also shown that the requirement of at least one collocated actuator-sensor pair in input–output
identification may be violated in specific cases, while still giving an unique identification without us-
ing any assumed a priori information.
Two approaches to investigate the issue of sensor locations vis-à-vis identifiability of the system
are explored. First, a method is developed which aims to determine the amount of independent
information contained by the measurements from a given sensor set-up. This method considers the
algebra of the eigenvalue problem, and is based on a set of statements relating the modal information
between different DOFs. Alternatively, tests for (a) local identifiability, using the implicit function
theorem, and (b) global identifiability, using the real Jacobian conjecture, are developed. The real
Jacobian conjecture can be treated as a theorem in our problem, since the involved polynomials are
of at most degree 2. The method based on measured independent information is general, in the
sense that its application does not require the knowledge of any nominal model and definition of
any parameter space; the tests for identifiability however require the definition of a parameter space,
within which the identifiability of the parameters are tested. On the other hand, while the former
only assesses the amount of available independent information, which is related to identifiability, the
latter tests directly address the issue of identifiability. The local identifiability test may be applied
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both prior to the actual data collection, for deciding the sensor location on the structure, as well as
post-experiment, testing local identifiability around an identified solution. The global identifiability
test is however recommended only for post-experiment applications, identifying situations where
there is a possibility of multiple solutions in a region around the identified solution. It is emphasized
that both the tests provide sufficient, but not necessary, conditions for identifiability; hence, failing
the tests do not imply that the system is locally/globally unidentifiable. The method of measured
independent information may be seen more as a necessary condition, since it attempts to balance the
number of unknowns with the available independent information. These approaches were applied
to both numerical examples and the shake table experimental data. The results of the method of
independent information were found to always agree with the implicit function theorem based local
identifiability test. The global identifiability test was able to identify situations with multiple locally
isolated solutions using the experimental data.
The statements relating the modal information between different DOFs may also be applied to
estimate the complete non-normalized mode shape spectra, at some/all observed DOFs, in situations
where not all modes are directly identified from the measurements at every observed DOF. Such a
situation may be envisaged as when different types of sensors are located at different DOFs; since
different sensors work well at different bandwidths, some, e.g accelerometers, may measure the high
frequency modes better, while others, e.g. displacement sensors, may measure the low frequency
modes better. The application of the proposed statements in the fusion of modal information, extracted
from such heterogenous measurements, was shown with some numerical examples. However, this
issue will need to be investigated more formally, especially in relation to the identifiability question.
Broadening the applicability of the ideas discussed in this chapter by possible extensions to other
model classes will be another potential direction of future research.




This chapter focuses on the application of the structural identification methods of Chapters 2 and 3
for structural health monitoring. In Section 5.1, the method of Chapter 3 is applied to shake table
experimental data collected from different “damaged” versions of the 4-story steel frame used in
Chapters 3 and 4, considering different situations of possible structural instrumentation and available
a priori information of the structural mass. The effects of damage on the identified modal and physical
parameters are discussed. A fundamental axiom for structural health monitoring states: “Damage
assessment requires a comparison between two system states” [56]. We successively consider the
viability of the mean identified modal parameters and the mean identified physical parameters, as
comparative measures for damage assessment purposes. Attempts are made to detect the existence
and location of damage using the modal parameter comparative measures of Appendix D. The mean
of the identified story stiffnesses are used to detect the existence, location and severity of damage.
A method is also discussed to characterize the damage location and severity in a probabilistic sense,
based on the identified story stiffnesses from each individual test, rather than their mean estimates
from several tests. Finally, in Section 5.2, damage assessment is performed, with the mean identified
physical parameters and the probabilistic approach, using experimental data from different damaged
versions of the 3 storied Los Alamos National Laboratory frame, whose healthy version was used in
Chapter 2; the method of Chapter 2 is used for the necessary structural identification.
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5.1 4-Story Steel Frame Shake Table Experimental Study
Shaking table experimental data from a 4-story laboratory scale steel frame were used in Chapters
3 and 4 as applications of the identification approaches discussed in those chapters. Recall that the
experimental campaign included six different input ground motions, each applied thrice, thus con-
stituting a total of 18 dynamic tests of the frame. To assess the applicability of the identification
approach of Chapter 3 for structural damage detection purposes, in addition to the above frame, here
onwards referred to as the “healthy” system (DS0), three different “damaged” frames (DS1 to DS4)
are also tested using the same set of 6 inputs, each applied thrice. In these damaged frames, struc-
tural damage is simulated as stiffness reduction, by replacing one or more columns of the “healthy”
frame with columns of reduced cross-sectional area (50.8 × 7 sq. mm). The same six scenarios of
instrumentation and available a priori information, as considered in Chapter 3, are also used here for
analyses using the damaged frames. Fig. 5.1 lists these experimental scenarios, along with the in-
puts and damage states’ descriptions. The same identification methodology used in Chapter 3 on the
“healthy” frame, is used here with each of the damaged states of the frame. Details of the identifica-
tion method, and further details of the experiment is given in Chapter 3 (Section 3.6). In the remaining
parts of this section, we present the identification results of the damaged frames; for convenience in
comparison, we also include the identification results of the healthy frame. The effect of damage
on the different identified modal/physical parameters are studied, and the possible use of different
parameters for different levels of structural damage assessment, viz. damage existence, location, and
severity assessment, are explored.
5.1.1 Identified frequencies and damping ratios of damaged frames
Table 5.1 compares the statistics of the modal frequencies of the different frames identified using
ERA-OKID from the 18 tests. These statistics agree with the observations in Section 3.6, viz. con-
sistent identification across all instrumentation set-ups, and reasonably small estimation uncertainty.
As expected, the identified frequencies, in general, show a decreasing trend with damage. For DS3
however, the identified frequencies for the second mode, f2, are comparable to/slightly more than
those identified for the healthy system DS0. A possible reason for this may be that for this frame, the
damage induced in DS3 does not affect the second mode to any noticeable extent. This is seen in Fig.
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Inputs: 
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Figure 5.1: Experimental 4-story frame model on the shake table, and lists of inputs, damage states
and instrumentation - available a priori information scenarios.
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Table 5.1: Statistics of modal frequency estimates (in Hz) using OKID/ERA.
State Scenario µf (Hz) COVf (%)
DS0
CI , CV 3.59, 10.76, 17.96, 25.45 0.68, 1.38, 0.40, 0.29
CII , CIV , CV I 3.59, 10.77, 17.96, 25.44 0.70, 1.39, 0.40, 0.26
CIII 3.59, 10.76, 17.96, 25.45 0.79, 1.36, 0.40, 0.31
DS1
CI , CV 3.55, 10.47, 17.58, 23.90 0.24, 0.23, 0.06, 0.09
CII , CIV , CV I 3.55, 10.48, 17.58, 23.90 0.19, 0.23, 0.06, 0.09
CIII 3.55, 10.47, 17.58, 23.90 0.22, 0.24, 0.06, 0.10
DS2
CI , CV 3.41, 10.02, 16.97, 22.70 0.23, 0.44, 0.21, 0.12
CII , CIV , CV I 3.41, 10.02, 16.97, 22.70 0.40, 0.43, 0.21, 0.12
CIII 3.41, 10.02, 16.98, 22.70 0.34, 0.43, 0.18, 0.12
DS3
CI , CV 3.50, 10.98, 17.66, 23.98 1.10, 0.51, 0.09, 0.22
CII , CIV , CV I 3.51, 10.98, 17.66, 23.98 1.17, 0.52, 0.09, 0.22
CIII 3.54, 10.98, 17.66, 23.96 0.51, 0.42, 0.09, 0.23
5.2, which compares the theoretical frequencies obtained for DS1 to DS3, by introducing the theo-
retical level of damage (15% reduction in story stiffness for damage in each column) in the healthy
frame’s identified story stiffnesses, and using the healthy frame’s identified floor masses (see Scenario
CI in Table 3.8 for the values of these identified masses and stiffnesses of the healthy frame). It can
be seen from Fig. 5.2 that, the second modal frequency for DS3 is almost 98% of that for DS0, and
so there is a strong possibility that the estimated second modal frequencies in these two cases appear
comparable to each other, especially given the effects of other factors like measurement noise, actual
level of damage etc. From Fig. 5.2 it is also evident that for modes 1, 3 and 4, the modal frequencies
for DS1 and DS3 are almost indistinguishable from each other, which is also apparent in Table 5.1.
Table 5.2 lists the statistics of the modal damping ratios of the different frames identified using
ERA-OKID from the 18 tests. Again, as observed in Section 3.6, the identified modal damping ratios
show some dispersion across the different instrumentation set-ups show some dispersion, and also the
estimate uncertainty is considerable. Possible reasons for this high uncertainty were noted in Chapter
3; since these ratios do not appear in the subsequent steps of identification, the high uncertainty does
not affect the identified V, M and K matrices. Although there is a slight decreasing trend of the
identified damping ratios with damage for modes 2 to 4, and a slight increasing trend for mode 1,
these trends are neither very dominant nor consistent. Note however that, for DS3, the fourth mode’s
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Figure 5.2: Ratio of theoretical modal frequencies of the different damaged states to corresponding
identified frequencies of the healthy state.
damping ratio is distinctly higher than for the other states. This may be owing to the fact that, the first
torsional mode of the frame (around 25% Hz as reported in [46]) interacts with the fourth bending
mode in this case, and this leads to an increased energy dissipation at the connections. This is because,
with torsion, tangential forces will develop at the interface connected by the bolts, and this will lead
to an increase in energy dissipation at the connections [70, 71].
5.1.2 A note on damage induced frequency changes
To see if the damage induced reductions in the structural frequency estimates of Table 5.1 are consis-
tent with the damage level, we consider the damage states DS1 and DS2. Since the damage in each
column is introduced in the same way, the total damage in DS2 should be approximately twice that in
DS1. Then, noting that the sum of the eigenvalues should equal the trace of the matrix M−1K, and















































Indeed, using the mean identified frequencies of Table 5.1, this ratio comes out to be 1.90 (for sce-
narios CI and CV ), 1.91 (for scenarios CII , CIV and CV I ) and 1.90 (for scenario CIII ).
Now, if we assume that all the frequencies get affected by damage in the same way, then for any
mode j, the modal frequency (fj) should be related with the total damage (x) as:
f2j = −ajx+ bj (5.2)
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Table 5.2: Statistics of modal damping ratio estimates (in %) using OKID/ERA.
State Scenario µζ (%) COVζ (%)
DS0
CI , CV 0.57, 0.54, 0.36, 0.36 16.95, 29.63, 21.24, 13.26
CII , CIV , CV I 0.63, 0.54, 0.36, 0.35 12.89, 30.36, 21.36, 12.66
CIII 0.56, 0.61, 0.40, 0.39 20.24, 16.89, 21.30, 10.97
DS1
CI , CV 0.67, 0.50, 0.29, 0.32 12.65, 16.61, 24.26, 5.63
CII , CIV , CV I 0.65, 0.49, 0.29, 0.32 8.27, 11.96, 23.13, 6.21
CIII 0.63, 0.52, 0.29, 0.33 9.96, 18.07, 24.89, 5.73
DS2
CI , CV 0.70, 0.50, 0.23, 0.31 9.00, 23.44, 42.29, 11.38
CII , CIV , CV I 0.69, 0.49, 0.23, 0.31 13.49, 21.89, 40.92, 11.60
CIII 0.73, 0.55, 0.26, 0.30 9.49, 24.16, 42.24, 10.68
DS3
CI , CV 0.92, 0.38, 0.28, 0.70 22.16, 25.28, 27.16, 8.96
CII , CIV , CV I 0.66, 0.38, 0.27, 0.69 35.77, 24.33, 29.42, 8.86
CIII 0.77, 0.49, 0.28, 0.79 30.98, 52.89, 27.95, 10.64
where aj and bj are positive constants, with bj = f2j |x=0. To see if indeed the squares of each modal
frequency decrease linearly with damage severity, we consider the mean identified frequencies for
scenarios CI and CV from Table 5.1, and the damage severities of x = 0, 0.30, and 0.60, respectively
for the states DS0, DS1 and DS2. In Fig. 5.3 we plot the squares of these frequencies against the dam-
age severity x, along with the best fit line (in a least squares sense) describing the f2–x relationship.
As evident from the R2 values (coefficients of determination), these best-fit lines approximate the
relationships reasonable well. Moreover, the squares of the frequencies of the healthy (DS0) system
are 12.89, 115.78, 322.56 and 647.70, respectively for modes 1 to 4, and they compare reasonably
well with the bj values of 13.00, 116.29, 323.82 and 644.27, obtained as coefficients in corresponding

















If aj is indeed a constant independent of the damage severities, then the first relation would suggest
that: as the damage (x) increases, fj will decrease, and hence |dfj/dx|will increase, i.e. the (absolute
value of) the rate of change of the modal frequencies with damage will increase with damage. This
means that higher levels of damage can be more easily detected from the absolute frequency changes
than lower levels of damage. Similarly, from the second equation above, we can say that as damage







































y = −57.63x + 323.82
R2 = 0.98
y = −220.69x + 644.27
R2 = 0.99
y = −2.10x + 13.00
R2 = 0.91
y = −25.63x + 116.29
R2 = 0.99
Figure 5.3: Relationship between square of structural frequencies and damage severity.
x increases, the absolute value of the denominator inn the right hand side expression will decrease,
and hence the absolute value of dfj/fj will increase; this again implies that, any incremental damage
can be more easily detected from the relative changes in frequency at higher levels of damage than
at lower levels of damage. Finally, from the equations of the best-fit lines in Fig. 5.3, we can see
that aj is higher for higher modes. Based on the third relationship above, this indicates that the
(absolute value of the) rate of change of the eigenvalues/square of frequencies with damage is higher
for higher modes, i.e. damage may be more easily detected by the changes in the higher mode
eigenvalues/square of frequencies than changes in the lower mode ones.
5.1.3 Identified mode shapes and damage detection
The complete mass normalized V matrix is obtained for each of the damage states and experimental
scenarios following the approach detailed in Section 3.6. Fig. 5.4 compares the mean of the complete
mass normalized mode shapes (scaled by a factor of 4 to aid in representation) for the different damage
states, in two of the experimental scenarios. While there is no discernible difference between the first
mode shapes of the different damage states of the system, for modes 2 to 4 there is an obvious damage-
induced difference, evidencing that damage affects the higher modes more, as may be expected from
localized damage [56]. However, for modes 3 and 4, there is a considerable mismatch between the
damaged and the undamaged mode shapes at the first floor level, which is an undamaged location
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Figure 5.4: Comparison of mean mass normalized mode shapes (scaled by 4), estimated in scenarios
CI and CV I , for different damage states.
removed from the damage location (story 3 in case of DS1 to DS3, and story 2 as well for DS3). This
indicates that just by observing the mismatch between the mode shapes, while it may be possible to
identify the existence of damage, it may not be possible to accurately locate the damaged zone(s) and
quantify the severity of damage.
Table 5.3 compares the corresponding mean mass normalized mode shapes of the different dam-
aged states with those of the healthy state using MAC and FPMAC (Appendix D, Eq. D.48). Note
that, the values of FPMAC over 1 indicate an increase in modal flexibility. Again it is evident that
comparing the mode shapes, especially through FPMAC, it is possible to say whether or not the struc-
ture is damaged, even for low damage levels; e.g. while for DS2 and DS3 the MAC values comparing
damaged to healthy states are near 1, the FPMAC values indicate a change in the state of the system.
Table 5.4 compares the corresponding mean mass normalized mode shapes of the different dam-
aged states with those of the healthy state at the different DOFs using COMAC and FPCOMAC
(Appendix D, Eq. D.52). Note that the deviation of FPCOMAC from 1, as defined in Appendix D, is
expected to give an approximate value of the relative change in the corresponding diagonal element





where Fk,k and F̂k,k are respectively the flexibility matrices of the healthy and the possibly damaged
states; a greater than 1 value of FPCOMACk would signal an increase in the kth diagonal element of
the flexibility matrix. It can be seen from Table 5.4 that the COMAC values may also indicate the
existence damage in the structure, especially for severe and localized damage (DS2). Nonetheless,
the maximum deviation of the COMAC values occur at DOF 1 (the first floor), possibly reflecting the
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Table 5.3: Comparison of damaged and healthy states using mean mass normalized mode shapes:
MAC and FPMAC for different modes.
Index Scenario DS1 vs. DS0 DS2 vs. DS0 DS3 vs. DS0
MAC
CI 1.00, 0.99, 0.98, 0.98 1.00, 0.95, 0.88, 0.89 1.00, 1.00, 1.00, 1.00
CII 1.00, 0.99, 0.97, 0.97 1.00, 0.95, 0.88, 0.88 1.00, 1.00, 1.00, 1.00
CIII 1.00, 0.99, 0.98, 0.97 0.99, 0.96, 0.88, 0.88 1.00, 1.00, 1.00, 1.00
CIV 1.00, 1.00, 0.97, 0.96 0.99, 0.97, 0.88, 0.86 1.00, 1.00, 1.00, 0.99
CV 1.00, 0.99, 0.97, 0.98 0.99, 0.95, 0.87, 0.89 1.00, 1.00, 1.00, 1.00
CV I 1.00, 0.99, 0.98, 0.97 1.00, 0.96, 0.88, 0.88 1.00, 1.00, 1.00, 1.00
FPMAC
CI 0.97, 1.01, 1.08, 0.96 0.91, 1.02, 1.19, 0.88 0.97, 1.00, 1.03, 1.04
CII 0.97, 0.99, 1.09, 0.97 0.91, 1.00, 1.21, 0.86 0.97, 0.99, 1.03, 1.05
CIII 0.95, 0.99, 1.09, 0.89 0.88, 0.98, 1.21, 0.76 0.95, 0.99, 1.03, 1.02
CIV 0.95, 1.01, 1.10, 0.98 0.88, 1.04, 1.21, 0.86 0.96, 1.00, 1.03, 1.06
CV 0.96, 1.03, 1.08, 0.95 0.90, 1.07, 1.19, 0.86 0.97, 1.00, 1.03, 1.03
CV I 0.95, 1.04, 1.07, 1.00 0.88, 1.09, 1.16, 0.94 0.97, 1.01, 1.03, 1.07
mode shape mismatch at DOF 1 noted earlier in Fig. 5.4, although this is an undamaged location.
Thus, while COMAC may be used to identify the existence of damage in a system, for severe and
localized damage, it may not be used to identify the damage location. On the other hand, noting the
instances where FPCOMAC > 1 helps us to identify damage existence, as well as possible damage
locations, even for milder and distributed damage (DS3); note that the FPCOMAC values at DOF 4
are also expected to be more than 1, although the 4th story is undamaged, since the flexibility at DOF
4 is also affected by the third story stiffness, which is damaged. There are however some instances
where the FPCOMAC values become less than 1, indicating an apparent decrease in flexibility, espe-
cially at DOF 1. This is also noted later in the Section 5.5, where the mean story stiffness estimates
are used for damage detection, along with possible reasons for this apparent stiffness increase.
While FPCOMAC is only defined for the diagonal terms of F in Appendix D, using a similar
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Table 5.4: Comparison of damaged and healthy states using mean mass normalized mode shapes:
COMAC and FPCOMAC at different DOFs.
Index Scenario DS1 vs. DS0 DS2 vs. DS0 DS3 vs. DS0
COMAC
CI 0.98, 0.99, 0.99, 0.99 0.87, 0.97, 0.92, 0.95 1.00, 1.00, 1.00, 1.00
CII 0.97, 0.99, 0.99, 0.99 0.87, 0.97, 0.92, 0.95 1.00, 1.00, 1.00, 1.00
CIII 0.97, 1.00, 0.99, 0.99 0.86, 0.98, 0.94, 0.93 1.00, 1.00, 1.00, 1.00
CIV 0.97, 0.99, 0.99, 0.99 0.87, 0.96, 0.92, 0.95 1.00, 1.00, 1.00, 1.00
CV 0.98, 0.99, 0.98, 0.99 0.87, 0.97, 0.92, 0.95 1.00, 1.00, 1.00, 1.00
CV I 0.97, 0.99, 0.99, 0.99 0.87, 0.96, 0.93, 0.95 1.00, 1.00, 1.00, 1.00
CI 1.00, 0.98, 1.06, 1.04 0.97, 0.99, 1.19, 1.15 0.96, 1.04, 1.08, 1.03
CII 0.96, 1.03, 1.01, 1.05 0.95, 1.03, 1.18, 1.13 0.95, 1.06, 1.05, 1.04
FPCOMAC CIII 0.96, 0.98, 1.10, 0.98 0.93, 0.95, 1.31, 1.04 0.93, 1.02, 1.09, 0.95
(= FPCOMACk,k) CIV 1.00, 0.87, 1.04, 1.09 1.02, 0.86, 1.20, 1.17 0.97, 0.97, 1.06, 1.06
CV 0.98, 0.97, 1.05, 1.04 0.95, 0.98, 1.24, 1.12 0.95, 1.05, 1.07, 1.04
CV I 0.99, 0.98, 1.04, 1.04 1.01, 0.98, 1.20, 1.13 0.96, 1.02, 1.06, 1.04
CI 1.00, 0.99, 1.06, 1.05 1.01, 0.99, 1.20, 1.20 1.00, 1.06, 1.08, 1.06
FPCOMACIIk CII 1.02, 1.03, 1.04, 1.05 0.98, 1.03, 1.18, 1.18 1.02, 1.07, 1.05, 1.07
= max
i
(FPCOMACi,k) CIII 0.96, 0.99, 1.10, 1.04 0.96, 0.98, 1.31, 1.18 0.93, 1.05, 1.09, 1.02
CIV 1.01, 0.94, 1.06, 1.09 1.02, 0.93, 1.21, 1.21 1.02, 1.02, 1.07, 1.07
i, k = {1, 2, 3, 4} CV 0.98, 0.98, 1.06, 1.06 0.98, 0.98, 1.24, 1.21 1.00, 1.06, 1.07, 1.07
CV I 0.99, 0.98, 1.05, 1.05 1.01, 0.98, 1.20, 1.19 0.99, 1.05, 1.06, 1.06
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where Nm is the number of available modes, {λj ,vj} are the jth modal eigenvalue and mode shape
of the healthy system, with vi,j being the ith element of vj , and {λ̂j , v̂j , v̂i,j} being the corresponding
parameters of the damaged system. Then, as per Appendix D, eFPCOMACi,k = 1−FPCOMACi,k ≈(
Fi,k − F̂i,k
)





common approach [56, 72] for damage detection using a matrix of flexibility change: ∆F = F− F̂,
is to compute the δ̄k = max
i
‖∆F i,k‖’s, i.e. the maximum number in each column of ∆F, for all
the columns; then the column k corresponding to the maximum δ̄k should give the damage location.





should also give the damage location. Table 5.4 also lists the values of the FPCOMACIIk ’s computed
using the mean mass normalized mode shapes obtained in the different experimental scenarios. Ev-
idently, the damage location results obtained with this second definition of FPCOMAC (Eq. (5.5))
is very similar to those obtained with the first definition (Appendix D, Eq. D.52). Figs. 5.5 and
5.5 show the FPCOMACi,k − 1 = −eFPCOMACi,k values, for all i, k = {1, 2, 3, 4}, computed in
Scenarios CV and CV I , for all the damage states. (The negative of the eFPCOMACi,k’s were plotted
in these figures for ease of representation.) From these figures it is clear that using the FPCOMAC
values one may be able to detect a region containing the damaged elements with reasonable accuracy.
Recall that: in state DS1, two 3rd story columns are damaged; in state DS2, all four 3rd story columns
are damaged; while in state DS3, one 3rd and one 2nd story columns are damaged. Comparing the
three damage states in these figures, we can also infer that the severity of damage is greatest in DS2;
while the damage severity at story 3 seems comparable in DS1 and DS3, DS3 also has a similarly
severe damage at story 2. Note also the better damage localization in Scenario CV than in Scenario
CV I ; while both the scenarios use the same a priori information (total mass MT ), in Scenario CV we
measure all the 4 floors, while in CV I we do not measure the 2nd floor.
5.1.4 Damage detection using mean identified story stiffnesses
Once the M and K matrices are identified using the complete mass-normalized V matrices and the
identified eigenvalues (frequencies), the floor masses and story stiffnesses of the frame are estimated
as in Section 3.6: mi = Mi,i, k1 = K1,1 + K1,2, and any other ki = −Ki,i+1. The identified
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physical parameters in the different damage states are similar in nature to the identified parameters of
the healthy state in Section 3.6, i.e.: diagonal M and tridiagonal K, but not strictly shear–type nature;
dispersion between the identifications in the different instrumentation/a priori information scenarios,
owing to the differences in modeling assumptions and amounts of measured data, etc. The individual
identification results are not essential in the following discussion on damage detection, and hence are
not presented here.
The ratios of the mean (over the 18 tests) identified story stiffnesses in the different damage states
(DS1 to DS3) to the corresponding mean stiffnesses in the healthy state (DS0) of the frame, listed in
Table 5.5, are used here for this comparison. From these ratios it is evident that, if the identification
exercise of the undamaged and damaged structure is consistent in terms of instrumentation, modeling
assumptions and solution strategy, then the damage location and severity can both be identified with
reasonable accuracy. For example, in the case of DS1, replacing two 50.8 × 9.5 mm columns in
the 3rd story with two 50.8× 7 mm columns introduces a stiffness reduction of approximately 30%,
and hence a stiffness retention of approximately 70% in the damaged 3rd story with respect to the
undamaged 3rd story. Similarly, in DS2 the stiffness retention in the 3rd story is approximately 40%,
while in DS3 the stiffness retentions in the 2nd and 3rd stories are each 85%, with respect to the
story stiffnesses in DS0. These theoretical approximates of story stiffness retention in the damaged
frames are also listed in Table 5.5 (first row) for comparison purposes, and may be expected to serve
as approximate lower bounds of the ratio of the damaged to the undamaged frames’ damaged story
stiffnesses, since they ignore the stiffness contribution from the braces, and the fact that the column
cross-sections were not uniformly reduced throughout the interstory height as additional plates were
inserted between the damaged columns and angles at the connections to maintain proper fixity. From
Table 5.5 it can be seen that this ratio for the 3rd story varies between 0.71 and 0.79 in case of DS1
for the different scenarios considered, thus identifying both the damage location and severity with
reasonable accuracy. Similarly, this ratio for the 3rd story in case of DS2 varies between 0.44 and
0.55, while in case of DS3 these ratios for the 2nd and 3rd stories respectively vary between 0.82
to 0.91 and 0.81 to 0.90. Note that scenario CIII represents a situation where measurements from
the damaged floor are not available; the accurate damage location and severity assessment even in
this case exemplifies the potential of the proposed method for structural health monitoring in realistic
situations where incomplete instrumentation may lead to unavailable measurements from potentially














































































































Figure 5.5: Computed−eFPCOMACi,k = FPCOMACi,k−1 values between the three damage states
(DS1 to DS3) and the healthy state (DS0)in scenario CV .
damaged region(s). Also, in scenarios CV and CV I , for the purpose of structural damage detection,
the a priori information of the total mass of the system (MT ) may not be unnecessary; as long as the
total mass of the system remains unchanged between the healthy and the damaged states, the story
stiffness ratios in Table 5.5 are independent of the exact value of MT , and any assumed value of MT
may be used to scale the proportional systems (with this value being the same for both the healthy
and damaged states).
From the ratios of the story stiffnesses of the other stories it is observed that, while in most cases
the ratios are close to 1, in some cases the stories above and below a damaged story show some
reduction is stiffness, while in some cases the ratios for the the 1st story indicate an increase in
stiffness. The stiffness reduction in the stories above and below a damaged story may be owing to the




































































































Figure 5.6: Computed−eFPCOMACi,k = FPCOMACi,k−1 values between the three damage states
(DS1 to DS3) and the healthy state (DS0) in scenario CV I .
Table 5.5: Ratio of damaged to healthy mean story stiffness estimates.
Scenario µkDS1/µkDS0 µkDS2/µkDS0 µkDS3/µkDS0
Theoretical 1.00, 1.00, 0.70, 1.00 1.00, 1.00, 0.40, 1.00 1.00, 0.85, 0.85, 1.00
CI 1.07, 0.97, 0.73, 0.95 1.18, 0.93, 0.47, 0.90 1.08, 0.87, 0.85, 0.97
CII 1.18, 0.93, 0.71, 0.94 1.19, 0.90, 0.49, 0.90 1.11, 0.86, 0.84, 0.97
CIII 1.14, 0.86, 0.71, 0.86 1.25, 0.75, 0.44, 0.73 1.08, 0.82, 0.81, 0.91
CIV 1.06, 1.03, 0.79, 0.94 1.05, 1.02, 0.55, 0.90 1.06, 0.91, 0.88, 0.97
CV 1.12, 0.98, 0.73, 0.95 1.24, 0.94, 0.47, 0.90 1.11, 0.88, 0.86, 0.97
CV I 0.99, 1.00, 0.78, 0.94 0.99, 0.99, 0.53, 0.89 1.02, 0.90, 0.90, 0.96
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reduction of the joint stiffnesses at the columns–floor plate connections of the damaged story to the
stories above and below. It may also imply some leaking of damage sensitive information from the
damaged to the neighbouring stories, since we are primarily working with modal information which
represents global information about the system. This will signal to us that the structure is damaged,
and will indicate a possible damaged zone consisting of a particular story, where damage is most likely
present based on the estimated severity, and also of the neighbouring stories, where damage may be
present, but with less likelihood based on their estimated severities. The apparent increase in the 1st
story stiffness is greater if the damage is localized and severe (e.g. {1.08, 1.11, 1.08, 1.11} in case of
µkDS3/µkDS0 vs. {1.18, 1.19, 1.25, 1.24} in case of µkDS2/µkDS0), and may also be due to the global
picture given by the estimated modal parameters, whereby a significant (true) decrease in some story
stiffness also shows up as a relative (fictitious) increase in the 1st story stiffness. Another possible
explanation of this increase stiffness in the 1st story may be the activation of some strengthening
mechanism (e.g. increased participation of the braces in load resistance) in the 1st story when there
is damage at some other story. A similar unexpected increase in stiffness has been observed for
the same structure also in [44, 73], where the stiffness identification/damage detection have been
performed using different, though modal parameter based, approaches.
Similar to the ratios of the mean identified story stiffnesses in Table 5.5, we also compute the
ratios of the mean of the identified floor masses in the different damage states to the corresponding
mean floor masses of the healthy frame, as listed in Table 5.6. Since structural damage, in the form
of story stiffness reduction (reduction in some columns’ cross-sectional area), should not affect the
mass matrix to any significant extent, the ratios of the mean identified floor masses are expected
to be approximately 1.00. This is verified from Table 5.6, where all these ratios (excepting for the
2nd floor mass in Scenario CIV ) are near 1.00. In case of Scenario CIV , the 2nd floor masses are
overestimated in the damaged states. Recall that such overestimation was also observed in Section
3.6 for the test with an added eccentric 2nd floor mass. As per Section 3.6, such overestimation is
possibly owing to neither measuring the 2nd floor acceleration, nor assuming a priori the 2nd floor
mass, while putting too much constraints on the solution process through the a priori assumption of
all the other floor masses. Moreover, noting that the 2nd floor is a location just next to the damaged
story in any damaged state of the frame, measured data from such a location may be expected to be
more informative than expanded mode shape components obtained using theoretical considerations.
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Table 5.6: Ratio of damaged to healthy mean floor mass estimates.
Scenario µmDS1/µmDS0 µmDS2/µmDS0 µmDS3/µmDS0
Theoretical 1.00, 1.00, 1.00, 1.00 1.00, 1.00, 1.00, 1.00 1.00, 1.00, 1.00, 1.00
CI 1.00, 1.00, 1.00, 1.00 1.00, 1.00, 1.00, 1.00 1.00, 1.00, 1.00, 0.99
CII 1.00, 1.02, 1.01, 0.99 1.00, 1.02, 1.00, 0.99 1.00, 1.01, 1.01, 1.00
CIII 0.99, 0.98, 1.00, 0.99 0.98, 0.97, 1.00, 0.98 0.99, 0.98, 1.00, 0.99
CIV 1.00, 1.25, 1.01, 0.99 1.00, 1.30, 1.00, 0.99 1.00, 1.14, 1.01, 1.00
CV 1.02, 1.00, 1.00, 0.98 1.03, 1.01, 0.97, 0.99 1.02, 0.99, 1.01, 0.98
CV I 0.98, 1.09, 0.95, 0.95 0.97, 1.17, 0.89, 0.93 0.99, 1.06, 0.98, 0.95
Nonetheless, as evident from Tables 5.6 and 5.5, even in Scenario CIV , we are able to estimate the
damage locations and severities with reasonable accuracy, along with the assurance that the other
floor masses do not suffer any significant change. While the computation of the mean identified floor
mass ratios do not directly help us in damage detection, these ratios being close to 1.00 in most cases
do help us in gaining some confidence in the identified models, and hence confidence in the damage
detection results obtained using such models.
5.1.5 A method of probabilistic damage characterization1
It has been widely reported in the literature that modal parameters are significantly affected by “non-
damage” related structural variations, induced, for example, by temperature changes, or other envi-
ronmental/operational fluctuations [13,33,74–80]. Moreover, the data from the healthy and damaged
states may correspond to different inputs, e.g. ambient inputs for the healthy system vs. earthquake
input for the damaged system. Hence: (1) identification results from different tests performed on a
single state of the system will show some variability, not only induced by estimation errors, but also
introduced by exogenous factors like input/environmental/operational condition variability, and thus
(2) the difference in the identification results between two states of the system may not only be owing
to damage induced changes, but also due to the above mentioned exogenous disturbances. It may thus
be more appropriate if the damage assessment is performed in a probabilistic framework, accounting
for the effects of these exogenous, often unmeasured, variables.
1I would like to thank Ms. Luciana Balsamo for many helpful discussions on structural damage detection using statistical
methods, and particularly for the idea of using ECDFs for the distributions of the kR ratios.
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Let us first compare each test on the damaged state with each and every test on the healthy state,
as well as, for the purpose of building a benchmark, compare each test on the healthy state with each





where ki represents the story stiffness estimate, for any story, in the ith test on any state DS# (# =
{0, 1, 2, 3}), while kjH represents the story stiffness estimate, for the same story, in the jth test on state
DS0 (the healthy or baseline state), with i 6= j when # = 0. Thus, in any experimental scenario, for
the damage states DS1 to DS3, we have a total of 18 × 18 = 324 sets of the above ratio, while for
the healthy state DS0, we have a total of 18 × 17 = 306 sets of the ratio. Table 5.7 lists the means,
standard deviations and coefficients of variations of these kR values. These coefficients of variation
are, in most cases, less than 5%, indicating that the approach may be used to reliably detect even
low levels of damage (e.g. 5 − 10% reduction in story stiffness), with the damage assessment being
more reliable if measurements from the damaged region are available. Also, the mean values in Table
5.7 for the damaged stories match reasonably well with the theoretical estimates of story stiffness
retention, and the values of µkDS#/µkDS0 , listed in Table 5.5 previously, thus indicating that the severity
of damage may also be well estimated, in the mean sense, even if only single sets of test data are
available for the comparison of the healthy and the damaged states. We next evaluate the empirical
cumulative distribution functions (ECDFs) of the computed kR values (see e.g. [44,81,82] for ECDF
computation); the ECDFs of the kR values comparing the baseline state to itself are denoted as FH ,
while, for any of the damaged states DS# (# = {1, 2, 3}), the ECDFs of the kR values comparing
it to the baseline state are denoted by F#. Fig. 5.7 illustrates the comparison of the ECDFs obtained
for the different states in scenario CV I . These ECDFs show that, while for undamaged stories the
distributions for the damaged states have significant overlap with those of the healthy state, for the
damaged stories the overlaps are minimal, signifying that the probability of classifying a damaged
story as undamaged is negligibly small.
Based on the above discussion, it is evident that the present approach has the potential for suc-
cessful application, through Eq. (5.6), in structural damage detection problems. We now attempt to
develop a method to probabilistically characterize the presence of damage at a given location, as well
as the severity of damage, if present. To detect the presence of damage at a location in a possibly
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Table 5.7: Statistics of kR comparing different states with healthy state.
State Scenario µkR COVkR (%)
DS0
CI 1.00, 1.00, 1.00, 1.00 3.05, 6.37, 2.34, 6.85
CII 1.00, 1.00, 1.00, 1.00 7.52, 1.76, 5.07, 4.68
CIII 1.00, 1.00, 1.00, 1.01 9.70, 2.49, 5.00, 13.05
CIV 1.00, 1.00, 1.00, 1.00 4.14, 1.81, 2.62, 4.57
CV 1.00, 1.00, 1.00, 1.00 1.31, 1.34, 2.78, 1.06
CV I 1.00, 1.00, 1.00, 1.00 0.76, 2.71, 1.22, 4.93
DS1
CI 1.07, 0.97, 0.73, 0.95 2.14, 4.83, 1.70, 5.48
CII 1.18, 0.93, 0.72, 0.94 10.52, 3.50, 5.77, 3.32
CIII 1.14, 0.86, 0.71, 0.87 7.05, 1.77, 3.57, 9.63
CIV 1.06, 1.03, 0.79, 0.94 5.26, 2.40, 1.79, 3.28
CV 1.12, 0.98, 0.73, 0.95 1.10, 0.99, 2.00, 0.76
CV I 0.99, 1.00, 0.78, 0.94 0.65, 1.95, 1.03, 3.32
DS2
CI 1.18, 0.93, 0.47, 0.91 2.27, 4.69, 1.77, 4.99
CII 1.19, 0.90, 0.49, 0.90 6.50, 1.72, 4.03, 3.35
CIII 1.25, 0.75, 0.44, 0.73 7.13, 1.77, 3.58, 9.63
CIV 1.05, 1.02, 0.55, 0.90 3.48, 1.59, 2.00, 3.27
CV 1.24, 0.94, 0.47, 0.90 1.37, 0.97, 2.26, 0.92
CV I 0.99, 0.99, 0.53, 0.89 0.87, 1.91, 1.08, 3.41
DS3
CI 1.08, 0.87, 0.85, 0.97 3.20, 6.20, 2.35, 6.31
CII 1.12, 0.86, 0.84, 0.97 10.45, 3.27, 5.52, 3.50
CIII 1.08, 0.82, 0.81, 0.92 7.11, 1.90, 3.74, 9.78
CIV 1.06, 0.91, 0.88, 0.97 5.68, 2.78, 2.38, 3.48
CV 1.11, 0.88, 0.86, 0.97 1.63, 1.14, 2.01, 0.96
CV I 1.02, 0.90, 0.90, 0.96 2.82, 2.06, 2.67, 3.37
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Figure 5.7: ECDFs of kR comparing different states with healthy state in scenario CV I .
damaged state #, we define a measure to compare the the ECDFs F# and FH . Let XL and XU re-
spectively be the kR values corresponding to the 2.5th and 97.5th percentiles of FH . The comparative
measure, P , is then defined as a a degree of mismatch between F# and FH , determined as:
P = 1− P (XL < Y < XU ) = 1− (F#(kR = XU )− F#(kR = XL)) (5.7)
where Y = kR in state DS#, and P (XL < Y < XU ) is the probability that kR values in the state
DS# will lie between XL and XU , i.e. within the central 95% probability region of the kR values
in the baseline state. A P value of p will indicate that the kR values in state DS# will fall outside
the XL − XU range with a probability of p, and within this range with a probability of (1 − p);
thus higher the value of P more is the chance that the kR in state DS# will lie outside the central
95% probability region of kR in the baseline state. The measure P thus denotes how much the kR
ratios in the two states differ in a statistical sense, with a higher P indicating a possible change in
the state of the structure from the healthy state, and thus the possibility of the presence of damage in
the structure at the location under consideration. Fig. 5.8 illustrates the calculation of the P values,
for stories 2 (undamaged) and 3 (damaged) in the damage state DS1, for scenario CV I . Table 5.8
lists the P values obtained for the different damage states in the different experimental scenarios.
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To classify a given location as damaged or healthy using the P values, we would need to select a
threshold for P; in this discussion, we select this threshold as 0.90, i.e. P > 0.90 would indicate
that the story under consideration is damaged, otherwise healthy. Considering the classification for
each of the 4 stories in each of the 3 damaged states and 6 scenarios as a separate event, we have a
total of 4 × 3 × 6 = 72 such events, 24 of which should be damaged (story 3 in states DS1 to DS3,
and story 2 as well in state DS3, for all 6 scenarios), and the remaining 48 should be undamaged.
Using the threshold of 0.90 with the P values in Table 5.8, we classify correctly all the damage cases
except one (DS3, story 2, scenario CI ), while 10 healthy cases are misclassified as damaged; thus the
misclassification rates are 4% false-negative (damaged classified as healthy) and 20% false-positive
(healthy classified as damaged) [56], indicating a conservative damage detection. Note that, out of the
10 misclassifications of healthy locations, 4 are at the first story, where the stiffness estimate shows an
apparent increase relative to the healthy state, thus classifying the current state as healthier; this issue
was also highlighted at the end of Section 5.1.4. The remaining 6 false-positive misclassifications
incorrectly indicate the presence of damage in the neighbouring stories of a true damaged story; this
issue was also discussed at the end of Section 5.1.4, and as will be shown later, the severity of damage
in these misclassified cases are in fact much lower compared to the severity in the correctly classified
damaged stories. Both the false-positive and false-negative error rates will of course depend on: (a)
the percentiles of FH defining XL and XU , and thus defining P in Eq. (5.7), and (b) the threshold
value for P . However, it should be mentioned that, although the false-positive error rate of 20% may
seem high, in the context of structural health monitoring, the consequences of a higher false-negative
error are “potentially even more severe” [56]; in fact, as stated in [56]: “If a damaged system is
allowed to continue to operate in a misdiagnosed damaged state, there will be a threat to safety and
there may even be complete loss of the structure and consequent loss of life.”
Once a given location/story is classified as potentially damaged using the above procedure, the
damage severity, in terms of percentage reduction in kR, may also be assessed in a probabilistic sense
by comparing different percentiles of the two ECDFs, FH and F#. An example of such an assessment
is shown in Fig. 5.9, for the damage in the 3rd story in state DS1, using the ECDFs obtained in
scenario CV I . From this figure we can say: (a) there is a 95% probability of at least 20.4% damage
with respect to the median kR ( = 1.00) in the healthy state, (b) there is a 50% probability of at least
21.8% damage with respect to the median kR in the healthy state, (c) there is a 95% probability of at
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Figure 5.8: Calculation of P values for stories 2 (undamaged) and 3 (damaged) in State DS1, using
ECDFs obtained in scenario CV I : P = 1− (F1|kR=XU − F1|kR=XL).
least 18.8% damage with respect to the 5th percentile kR ( = 0.98) in the healthy state, (d) there is a
50% probability of at least 20.2% damage with respect to the 5th percentile kR in the healthy state, etc.
In general: let XγH be the value of kR corresponding to the γH th percentile of FH , and XγD be the
value of kR corresponding to the γDth percentile of F#. The damage severity may then be expressed
in a probabilistic sense as: there is a γD percentage probability of at least d percentage damage with
respect to the γH th percentile baseline (healthy) kR, where d = (XγH −XγD)/XγH × 100, denotes
the percentage reduction in kR due to damage. In other words, if Y represents the kR values in state
DS#, then [44, 82, 83]:




× 100 ≥ d
)
(5.8)
i.e. γD is the probability that the percentage decrease in kR in state DS#, with respect to the healthy
state, is at least d. Note that, for any given damage severity d, we do not have a single associated
probability of exceedance γD, but a set of associated (γD, γH) values, with γH representing the
inherent variability, induced by noise/estimation error/environmental and operational fluctuations etc.,
in the healthy state. Using all possible values of γH and γD ∈ (0, 1), we can express the damage
severity using a color surface plot as in Fig. 5.10. In this figure, FD denotes the probability of
exceedance for any given damage severity, while FH , as before, denotes the different percentiles of
kR in the healthy state. As expected, the damage severity increases with: (a) decreasing probability
of exceedance for any given percentile in FH , and (b) increasing percentiles in FH for any given
probability of exceedance. While such a color surface plot would contain the complete information
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Table 5.8: Mismatch between damaged states and healthy state ECDFs of kR given by P values.
Scenario P(DS1/DS0) P(DS2/DS0) P(DS3/DS0)
CI 0.31, 0.00, 1.00, 0.00 1.00, 0.00, 1.00, 0.00 0.40, 0.12, 1.00, 0.06
CII 0.44, 0.81, 1.00, 0.02 0.61, 1.00, 1.00, 0.84 0.28, 1.00, 0.99, 0.00
CIII 0.17, 1.00, 1.00, 0.00 0.68, 1.00, 1.00, 0.84 0.17, 1.00, 1.00, 0.00
CIV 0.37, 0.48, 1.00, 0.06 0.21, 0.19, 1.00, 0.84 0.32, 0.97, 1.00, 0.01
CV 1.00, 0.42, 1.00, 1.00 1.00, 1.00, 1.00, 1.00 1.00, 1.00, 1.00, 0.82
CV I 0.10, 0.00, 1.00, 0.17 0.42, 0.00, 1.00, 0.71 0.85, 0.99, 1.00, 0.17
of a probabilistic assessment of damage severity, it may also be helpful to derive from such a plot,
probability of exceedance vs. damage severity curves corresponding to some particular percentiles in
FH . Such curves, for the 5th, 50th (median) and 95th percentiles of FH are also shown in Fig. 5.10,
with the 95th percentile curve being the most conservative (safe), corresponding to a “very stiff”
condition of the healthy state, and the 5th percentile being the least safe, corresponding to a “very
flexible” condition of the healthy state, amongst the three. Finally, in Fig. 5.11, a similar damage
severity assessment is performed as in Fig. 5.10, but for a story which was misclassified as damaged
using the P value. As is evident, although erroneously declared damaged, the estimated damage
severities in this case is much lower, as compared to the damage severities in Fig. 5.10.
The probabilistic approach to assess the existence and location of damage using P values, and
to estimate the probability of exceedance vs. damage severity curves, may be expected to help in
decision making for maintenance and retrofitting operations, prioritizing emergency response after
earthquakes etc. The approach takes into account the inherent variability in kR values in both the
healthy and possibly damaged conditions, and would thus, in a continuous health monitoring scheme,
help in a robust assessment of damage, accounting for the uncertainties induced by measurement
noise, environmental/ambient fluctuations etc. Note however that the performance of the approach
will depend on: (a) how reliable the ECDFs of kR are, and (b) the choice of the threshold for P
and the different percentiles necessary in the approach. In continuous health monitoring, it may be
expected that several sets of data will be available from the baseline/healthy system. An initialization
phase would first need to be performed using sufficient number of such data sets, to construct an
initial set of stable and reliable ECDFs of kR of the healthy system [83]. Once this initial set of
ECDFs for the healthy system is obtained, the ECDFs obtained using any current sets of data can be
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Figure 5.9: Probabilistic characterization of damage severity at 3rd story using ECDFs of kR in
scenario CV I .
Figure 5.10: Probabilistic characterization of damage severity at 3rd story in state DS1, using ECDFs
of kR in scenario CV I .
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Figure 5.11: Probabilistic characterization of damage severity at 2nd story in state DS2, using ECDFs
of kR in scenario CV (a case of false alarm).
compared against this initial set. If the current state is found healthy, then the current sets of data
may be augmented with the initial set. Note that the number of data sets constituting the current data
may be much smaller than the number of data sets used in the initialization process; as long as a
sufficient number of story stiffness estimates are available using the initial sets of data, we can get a
sufficient population of kR ratios comparing the current state of the structure to the initial state. For
example, if the initialization phase uses 20 data sets, then these will give 20 sets of story stiffness
estimates, and the initial ECDF will be constructed using 20×19 sets of reference kR ratios; from the
current state, if we now have 5 data sets, then these will give 5 sets of story stiffness estimates, and
5× 20 sets of kR ratios comparing the current to the initial (reference) state. While the choice of the
threshold for P and the different necessary percentiles can be from the engineer’s judgement, these
parameters may also be chosen using other objective techniques when a large enough initial data set
is available [35, 84]. Since the structural identification approach of Chapter 3 employed here only
requires the non-normalized modal parameter estimates at the sensor locations, it may be applied
with both known/unknown ground excitations, as well as in other output only (ambient vibration)
situations. Thus, the multiple data sets necessary in the present probabilistic approach, would not
require multiple experiments, but may be simply obtained from a sufficiently long length of ambient
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vibration data, by breaking up the data into several windows and performing the modal and structural
identification for each of these windows individually. In continuous monitoring, sufficient lengths of
ambient vibration data would, in general, be available.
5.2 3-Story LANL Frame Experimental Study2
In this section we consider the applicability of the structural identification approach of Chapter 2
in damage assessment problems. Experimental data from a 3-story frame model, tested in the Los
Alamos National Laboratory (LANL) [32], was used in Chapter 2 (Section 2.6) as an application of
the identification approach. Here, we consider different modified versions of this frame, also tested
in the LANL; these modified states are listed in Table 5.9, and were obtained by adding a floor mass
or replacing column(s) with column(s) of reduced cross-section. Like the healthy state, each of the
modified states were tested 50 times, using band limited white noise signals as input forces applied
to the base. The test set-up, the structural model assumed to represent the frame, and the assumed
instrumentation set-up, is again shown in Fig. 5.12. As in Section 2.6: (a) all the states of the frame
are modeled as 4-DOF free-free systems, owing to the base being allowed to slide on rails (neglecting
rail friction), and (b) the applied input force at the base and only the base acceleration output are
used for identification. Using these input and output data in the structural identification approach of
Chapter 2, we identify the complete physical model of the frame, in the different experiments and for
the different states. Further details of the experiment and the identification procedure can be found in
Section 2.6.
5.2.1 Comparing identified modal parameters
While the damping ratios in Table 5.10 do not show any consistent trend with damage, the mean
frequency estimates, as expected, show a mostly consistent decrease with damage (story stiffness re-
duction), and may thus be used to signal the existence of damage in the system. However, they may
not be used to locate/assess the severity of damage. Moreover, the decrease in modal frequencies may
also be induced by an increase in mass (State 2), and this will be indistinguishable from a stiffness
2This section was presented as a conference paper, co-authored with Profs. Raimondo Betti and Hilmi Lus, in the 6th
World Conference on Structural Control and Monitoring, Barcelona, 2014 [24].
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Figure 5.12: LANL test structure (adopted from [32]), and free-free analytical model assumed in this
paper (with known input f1, and measured output ü1).
Table 5.9: Different states of the LANL test structure (from [32]) considered in this paper.
State Description
Approximate (theoretical) effect
on baseline condition model
DS0 Baseline condition
DS1 1.2 kg mass added at base m1 = 1.19m1State 1
DS2 Stiffness of column 1BD reduced k1 = 0.78k1State 1
DS3 Stiffness of column 2BD reduced k2 = 0.78k2State 1
DS4 Stiffness of columns 2AD and 2BD reduced k2 = 0.56k2State 1
DS5 Stiffness of column 3BD reduced k3 = 0.78k3State 1
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Table 5.10: Statistics of modal frequency and damping ratio estimates using OKID/ERA, for modes
2 to 4 of the LANL test structure.
State µf (Hz) COVf (%) µζ (%) COVζ (%)
DS0 31.3, 55.0, 72.3 0.1, 0.1, 0.2 4.1, 0.9, 1.1 1.7, 6.1, 18.1
DS1 30.5, 53.9, 71.8 0.2, 0.0, 0.1 4.3, 0.8, 0.8 2.4, 7.7, 17.8
DS2 31.0, 51.8, 70.3 0.3, 0.1, 0.1 4.3, 1.1, 0.5 2.9, 7.2, 19.3
DS3 30.4, 55.2, 68.1 0.3, 0.1, 0.2 3.8, 0.9, 1.7 2.1, 6.2, 17.4
DS4 27.7, 54.8, 63.1 0.3, 0.0, 0.1 4.5, 0.7, 2.0 2.1, 6.3, 12.4
DS5 30.1, 51.7, 70.5 0.2, 0.1, 0.1 3.8, 1.2, 0.6 2.3, 5.8, 12.6
reduction. In Fig. 5.13 we plot the squares of the frequencies against the damage severity x, for states
DS0, DS3 and DS4, along with the best fit line (in a least squares sense) describing the f2–x rela-
tionship. Note that both DS3 and DS4 have second story damage of different severities. This figure
agrees with the discussion in Section 5.1.2, i.e.: (a) the squares of each modal frequency decrease
linearly with damage severity, for damage at any single floor, (b) the squares of the frequencies of
the baseline (DS0) system, {979.69, 3025, 5227.29}, are comparable to the corresponding constant
terms (bj in Eq. (5.2)) in these linear relationships, and (c) the slopes (aj in Eq. (5.2)) are higher for
higher modes, i.e. damage may be more easily detected from changes in the higher mode eigenvalues
(see the third relationship in Eq. (5.3), Section 5.1.2). Although the third modal frequency seems
to contradict this discussion on the linear f2–x relationship, from the frequencies in Table 5.10 and
the slope to constant term ratios for the best-fit lines in Fig. 5.13, it is evident that this mode is not
significantly affected by damage in the second floor.
Fig. 5.14 compares the mean (from the 50 tests) identified complete mass normalized mode
shapes of the healthy state, with those identified in states DS3 and DS4 (both having a 2nd story
stiffness reduction, with different severities). Evidently, by just looking at the mode shape plots,
although it may be possible to infer that the three depicted states are different, it is not possible to
decipher what/where are the changes. The mode shapes obtained in the other states are similar, and
are not included here as they do not provide any additional information. To condense the information
in mode shape comparison, we again use the MAC, COMAC, FPMAC and FPCOMAC values. Table
5.11 lists these measures comparing the different states with the baseline (healthy) state. Note that:
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Figure 5.13: Square of structural frequencies vs. damage severity for LANL frame.
(a) the MAC and FPMAC values are only presented for modes 2 to 4, since for the rigid body mode,
MAC and FPMAC are always identically 1.00, (b) in the COMAC and FPCOMAC computations we
have not used the rigid body mode, and (c) FPMAC/FPCOMAC values over 1 indicate an increase
in modal/coordinate flexibility. Evidently, these measures (especially FPCOMAC) may be used to
signal a departure from the baseline state, although it is still not possible to distinguish between
structural mass changes and structural stiffnesses changes. The maximum of the FPCOMAC values
({1.12, 1.13, 1.39, 1.19} in States {DS2,DS3,DS4,DS5}) also seems to indicate an approximate
location of structural damage. In State DS5, the FPMAC values do not show an increase in modal
flexibility induced by damage; this is possibly due to FPMAC not including the effect of frequency
changes, unlike FPCOMAC. Although FPMAC/FPCOMAC signals the presence of damage in this
example, for free-free systems the use of these measures may not be very suitable, since they were
defined to mimic the changes in the structural flexibility matrix, which is undefined for a free-free
system due to K being singular. This is found to be especially true when evaluating (using Eq. (5.4))
and plotting the complete eFPCOMAC matrix, i.e. the FPCOMACi,k−1 = −eFPCOMACi,k values,
for all i, k = {1, 2, 3, 4}, as in Section 5.1.3. Fig. 5.15 shows this plot for the different damaged states
of the LANL frame; it is apparent that we cannot correctly detect the possible location of damage from













Figure 5.14: Comparison of mean mass normalized mode shapes estimated for States DS0 (baseline),
DS3 (≈ 20% damage in k2) and DS4 (≈ 40% damage in k2).
Table 5.11: Comparison of baseline state (State DS0) with other states using mean mass normalized
mode shapes.
State MAC FPMAC COMAC FPCOMAC
DS1 1.00, 0.99, 1.00 0.98, 1.02, 0.96 1.00, 0.99, 1.00, 1.00 0.99, 1.02, 1.09, 1.08
DS2 1.00, 0.98, 0.97 0.94, 1.04, 1.01 0.99, 0.98, 0.97, 1.00 1.12, 0.96, 1.01, 1.03
DS3 1.00, 0.99, 0.99 1.13, 0.98, 1.21 1.00, 1.00, 0.99, 0.99 0.99, 1.05, 1.13, 1.07
DS4 0.98, 0.95, 0.93 1.35, 0.96, 1.53 0.98, 0.99, 0.94, 0.95 1.13, 1.29, 1.39, 1.21
DS5 0.99, 0.99, 0.99 0.90, 0.97, 0.95 1.00, 0.99, 0.99, 0.99 0.98, 1.02, 1.05, 1.19
this plot, unlike the earlier case of the 4-story fixed-base frame (Figs. 5.5 and 5.6 in Section 5.1.3).
5.2.2 Comparing mean identified physical parameters
Table 5.12 lists the ratios of the mean identified floor masses and story stiffnesses in the different
states to the corresponding mean estimates in the healthy state. Comparing the stiffness ratios with
the theoretical approximates listed in Table 5.9, it is evident that the mean of the identified story stiff-
nesses may be used to detect both the damage location and severity with reasonable accuracy. On the
other hand, from the ratio of the floor masses, although the location and amount of an increase in the
base mass is accurately reflected in State DS1, even in the other states (especially for State DS4 with
severe damage) the floor mass ratios show some departure from 1.00. This may be attributed to the




















































































































































Figure 5.15: Computed −eFPCOMACi,k = FPCOMACi,k − 1 values between the four damaged
states (DS2 to DS5) and the healthy state (DS0) of the LANL frame.
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Table 5.12: Comparison of baseline state (State DS0) with other states using mean floor mass and
story stiffness estimates.
State µmState#/µmState1 µkState#/µkState1
DS1 1.15, 1.00, 1.01, 1.01 0.99, 1.01, 1.02
DS2 0.97, 1.07, 0.99, 0.95 0.81, 1.03, 0.97
DS3 0.99, 1.05, 1.04, 0.90 1.01, 0.82, 0.99
DS4 0.99, 1.01, 1.16, 0.79 0.95, 0.60, 0.97
DS5 1.03, 1.01, 0.99, 0.96 0.98, 1.00, 0.79
error induced by the inaccuracy in the total mass information MT , whose use in the identification is
not simply for scaling purposes (see Section 2.6). Moreover, the “fictitious” change in the estimated
floor mass being more pronounced in case of severe damage, in the neighbourhood of the damage
location, indicates that a “true” severe decrease in story stiffness possibly also shows up as a “ficti-
tious” increase in the floor mass at the same location; this may be due to the fact that an increase in
mass and decrease in stiffness affect the system’s dynamics (especially eigenvalues) in a similar way.
Nonetheless, unlike the modal parameter based damage assessment discussed previously, comparing
the mean identified physical parameters provide us with a more complete and accurate damage as-
sessment, detecting the existence, location and severity of story stiffness reduction, as well as letting
the “true” stiffness change estimation be uncorrupted by any “true”/“fictitious” mass change.
5.2.3 Probabilistic damage assessment
The probabilistic damage assessment approach discussed in Section 5.1.5 is applied on the data from
the LANL frame in this section. This approach attempts to account for the inherent variability within
any given state of the system by characterizing the damage location and severity in a probabilistic
sense. In this section, we additionally consider the situation where we may have a lot of test data
from the healthy state, but a much reduced set of data from a possibly damaged (or healthy) state.
This may be a very realistic scenario, where any incipient damage in the structure needs to be detected
as soon as possible, to avoid further deterioration or even structural failures leading to casualties. Thus
it is necessary that a damage detection method be able to perform reliably well even with limited data
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from the possibly damaged state of the system.
Based on the above discussion, out of the 50 tests performed on the healthy state (DS0), we
randomly choose 40 tests for which we know that the system is healthy (baseline state). The remaining
10 tests on DS0 are treated as tests where we do not know whether or not the system is healthy. (These
10 tests are treated as unknown state since it is as important to be able to identify an undamaged
structure as undamaged, as it is to be able to classify a damaged structure as damaged, so as not to
unnecessarily interrupt the normal operations on the structure, leading to economic losses and reduced
confidence in the health monitoring system [56].) Similarly, 10 tests are randomly picked (from the
50 tests) for each of the other states (DS1 to DS5). The identified story stiffnesses in each test are
then used to compute the kR values using Eq. (5.6); in this way, we have a total of 40 × 39 = 1560
kR values comparing the baseline state to itself, through different tests; and 10× 40 = 400 kR values
comparing the unknown states to the baseline state. The means and coefficients of variation of the
1560 kR values comparing the baseline state to itself are respectively {1, 1, 1} and {1.38, 0.56, 1.31}.
Table 5.13 lists the means and coefficients of variation of the 400 kR values comparing the unknown
states to the baseline state, for each of the 6 states considered in this example. The mean values in
Table 5.13 being close to the ratios in Table 5.12 indicates that the kR values can be used for accurate
detection of damage location and severity, even when much lesser data is available from the unknown
state. The low coefficients of variation of the kR values suggest that even significantly low levels of
damage may be detected using the kR values. Fig. 5.16 shows as an example the comparison of the
ECDFs obtained for the unknown States DS0, DS3 and DS4, with the baseline ECDF FH ; note that
the ECDFs in State DS0 (baseline state treated as unknown) almost overlap with the corresponding
FH ’s.
To detect the presence of damage at a story in an unknown state #, the P values are computed
using Eq. (5.7), as in Section 5.1.5. Such a calculation is also illustrated in Fig. 5.17 for State
DS5, and the P values for all the 3 stories in the 6 states are listed in Table 5.13. Recall that these
P values denote the mismatch between an ECDF of kR values comparing an unknown state to the
baseline state, F#, and the corresponding ECDF of kR values comparing the baseline state to itself,
FH ; the higher the P value the greater is the mismatch between the involved ECDFs and higher is the
probability of damage existence at that location. We again arbitrarily select 0.90 (same as in Section
5.1.6) as a threshold for the P values to classify a given location as damaged or healthy, i.e. P > 0.90
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Table 5.13: Statistics of kR, and P values of mismatch between ECDFs of kR in different states (10
tests) with baseline ECDF (40 tests).
State µkR COVkR (%) P
DS0 1.00, 1.00, 1.00 1.48, 0.52, 1.39 0.06, 0.05, 0.07
DS1 0.99, 1.01, 1.02 1.19, 0.57, 1.12 0.10, 0.33, 0.19
DS2 0.81, 1.03, 0.97 1.31, 0.75, 1.33 1.00, 1.00, 0.73
DS3 1.01, 0.82, 0.99 1.64, 0.65, 1.48 0.12, 1.00, 0.27
DS4 0.95, 0.60, 0.97 1.15, 0.67, 1.04 1.00, 1.00, 0.80
DS5 0.98, 1.00, 0.79 1.05, 0.55, 1.04 0.23, 0.11, 1.00











































Figure 5.16: ECDFs of kR comparing States DS0 (baseline), DS3 (≈ 20% damage in k2) and DS4
(≈ 40% damage in k2), with baseline ECDFs.
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Figure 5.17: Calculation of P values for 2nd and 3rd stories in State DS5: P = 1 − (F5|kR=XU −
F5|kR=XL).
would indicate that the story under consideration is damaged, otherwise healthy. Considering the
classifications for each of the 3 stories in each of the 6 damaged states as separate events, we have a
total of 3 × 6 = 18 such events, 4 of which should be damaged (story 1 in states DS2, and story 2
in states DS3 and DS4, and story 3 in state DS5), and the remaining 14 should be undamaged. With
the threshold of 0.90, the P values in Table 5.13 correctly classify all the 4 damaged stories, while
2 healthy stories are misclassified as damaged; thus the misclassification rates are 0% false-negative
(damaged classified as healthy) and 14% false-positive (healthy classified as damaged).
Finally, the damage severity assessment is also performed as in Section 5.1.5, by comparing
different percentiles of the ECDFs of the healthy-to-healthy and damaged-to-healthy kR values, FH
and F#. Figs. 5.18 show some example percentile comparison for the 3rd story in State DS5; the
color surface plot obtained by comparing all the percentiles of FH and F5 is shown in Fig. 5.19,
along with the exceedance probability (FD(d)) vs. damage severity (d) curves corresponding to the
5th (least safe), 50th and 95th (most conservative) percentiles of FH . As in Section 5.1.6, here too we
see the increase of damage severity with decreasing probability of exceedance for a given percentile
of FH , and increasing percentiles of FH for a given probability of exceedance. Fig. 5.20 shows the
color surface plots for the damage severities at the 1st and 2nd stories in State DS4; note that the
range of damage severity is much lower in the 1st story, which is actually an undamaged location,
CHAPTER 5. STRUCTURAL HEALTH MONITORING APPLICATIONS 193





































Figure 5.18: Probabilistic characterization of damage severity at 3rd story in State DS5. There is:
(a) a 95% probability of at least 20.1% damage with respect to the median baseline kR ( = 1.00),
(b) a 50% probability of at least 21.5% damage with respect to the median baseline kR, (c) a 95%
probability of at least 18.4% damage with respect to the 5th percentile baseline kR ( = 0.98), (d) a
50% probability of at least 19.8% damage with respect to the 5th percentile baseline kR, etc.
classified as damaged using the P value threshold of 0.90 in Table 5.13.
5.3 Conclusions
In this chapter the applicability of the structural identification methods, discussed in Chapters 2 and
3, in structural health monitoring is studied. Experimental data from different damaged versions of
a 4 story steel frame subjected to base excitation on a shake table facility are used with the method
in Chapter 3; while experimental data from different damaged versions of a 3 story frame tested in
the LANL are used with the method of Chapter 2. The healthy versions of these two frames were re-
spectively used in Chapters 3 and 2 earlier as experimental applications. Structural damages in these
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Figure 5.19: Complete probabilistic description of damage severity at 3rd story in State DS5, includ-
ing baseline variability; and probability of exceedance vs. damage severity curves for some particular
percentiles of FH .
Figure 5.20: Comparison of complete probabilistic descriptions of damage severity at 1st and 2nd
stories in State DS4.
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frames are simulated by replacing some columns of the healthy frames with columns of reduced
cross-sectional area; for the LANL frame, a case of mass modification, with an added mass on the
base plate of the frame, is also included. The structural identification methods are applied to these ex-
perimental data, considering different scenarios of instrumentation and available a priori information.
The different identified modal and physical parameters are then used for different levels of structural
damage assessment. It is seen that, using the modal parameter comparative measures defined in Ap-
pendix D, one may be able to identify the existence and location of damage in a system. Moreover,
while the discrepancies in the available amount of data and modeling assumptions in the different ex-
perimental scenarios, as well as the different types of inputs used in different tests and the presence of
measurement noise/ambient effects, introduce discrepancies in the identified physical models, if the
instrumentation, modeling assumptions, and operations in the identification exercise are consistent
between the healthy and the damaged states of the system, reasonably accurate estimation of both the
damage location and severity is achieved using the mean identified physical parameters. A probabilis-
tic damage detection framework based on the structural identification results is also proposed, which
intends to account for the uncertainties induced by exogenous factors like environmental/operational
fluctuations, measurement noise etc. This framework considers the ratio between estimated story
stiffnesses from two tests for damage assessment. The possible existence/location of damage is de-
tected using a measure of mismatch, P , between the distributions of these ratios obtained comparing
the possibly damaged state to the healthy state, and the healthy state to itself. The reasonably low
misclassification rates, and the generally wide separation of the P values between the damaged and
most of the undamaged locations, highlights the potential of the present analysis in meeting both the
requirements of a useful classification tool, i.e. classifying undamaged as undamaged and damaged
as damaged; the simultaneous satisfaction of both these requirements is necessary for the successful
application of any algorithm solving classification problems, and damage detection problems are a
subset of such problems. The severity of damage is also expressed in a probabilistic sense. The ad-
vantages of such a probabilistic description of damage severity are: (a) accounting for the uncertainty
in the baseline (healthy) state and the current state, and (b) providing exceedance probability vs. dam-
age severity curves, for different levels of confidence in the baseline state, which may be expected to
help the concerned authorities in the decision making process. The reasonable accuracy in damage
detection even with incomplete instrumentation, lack of measurements from a damaged story, and
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incomplete and uncertain available a priori information about the system, highlights the potential of
the structural identification approaches in structural health monitoring applications.
5.3.1 Directions for future research
While this chapter presents some preliminary attempts on structural damage assessment in a proba-
bilistic framework, using the ratios of identified story stiffnesses (kR) from different tests, there exists
an extensive scope of possible future research and improvements in this direction. Firstly, the use
of the P values for classifying a story as damaged or undamaged requires the selection of a thresh-
old to define the boundary between damaged and undamaged; this threshold is selected arbitrarily in
this chapter, and hence suffers from a degree of subjectivity. An objective selection criteria needs to
be investigated, possibly using the kR values comparing the baseline state to itself, and employing
statistical distance calculations as in [35, 84]. Secondly, while the statistical damage detection here
considers each story individually, it may be better to consider all the stories together, using a vector of
kR ratios and multivariate statistical analysis. This is because, non-damage induced variability in the
story stiffnesses may often be expected to have a similar nature or moderately well-defined pattern,
e.g. ambient mean temperature changes should affect all the columns approximately alike, heating
due to facing the sun should affect all the columns at the sun-facing side in much the same way,
etc. Thirdly, while the color plots of damage severity and/or the exceedance probability vs. damage
severity curves may be expected to help in making decisions on whether or not to indulge in repair-
ing/retrofitting the current state of the system, the appropriate way to interpret these plots/curves to
arrive at a finite set of numbers or indices for decision making still needs to be explored. It needs to
be studied whether the information contained by such plots/curves may be incorporated in remain-
ing service life assessments, and in cost-benefit analyses of possible intervention (maintenance and
repairing) strategies. Fourthly, the approach discussed here should also theoretically be applicable
with other damage sensitive features (here the kR values), e.g. simply the identified story stiffnesses,
as long as sufficient data is available to construct stable ECDF representations of the variability in
the features considered. However, performance of the approach with other features needs to be veri-
fied using experimental data. Applying the approach with other features may also help in identifying
the sensitivity of different features to (a) exogenous factors, e.g. environemntal/operational variabil-
ity, vis-a-vis damage, as well as (b) different types of damage; this in turn would help in choosing
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appropriate features for damage detection. Finally, an alternative probabilistic damage assessment
procedure, which also attempts to account for non-damage induced variabilities, involves the use of
lower and upper bound ECDFs of damage sensitive features to define a normal (non-damage induced)
range of variability of such features [44]. This approach is similar to the one discussed here, in that
the damage detection is performed by comparing the ECDFs obtained from tests on the current state
of the system with the baseline ECDFs built from tests on the baseline (healthy) system. However, the
two approaches differ in the way they attempt to account for the inherent (non-damage induced) vari-
ability in the different states of the system, and consequently they also differ in their final probabilistic
representation of damage severity. The comparative advantages/disadvatages of the two approaches,
and their possible integration needs to be studied.
CHAPTER 6. UNCERTAINTY PROPAGATION IN OUTPUT-ONLY STRUCTURAL
IDENTIFICATION WITH INCOMPLETE INFORMATION 198
Chapter 6
Uncertainty Propagation in Output-Only
Structural Identification with Incomplete
Information1
The inevitable presence of measurement noise, uncertainties introduced by environmental/ambient
fluctuations, incompleteness in the measured information, and incomplete and uncertain available
a priori information about the system, often necessitates that the identification of the structural pa-
rameters be performed in a probabilistic framework [86]. In this chapter, we consider a possible
probabilistic description of the problems of mode shape expansion, normalization, and subsequent
physical parameter identification, under the constraints of incomplete measured/assumed informa-
tion and ambient vibration testing condition, by extending the structural topology based identification
approach of Chapter 4 to a probabilistic framework. The proposed extension starts from a proba-
bilistic description of the incomplete non-normalized modal parameters at the sensor locations; this
description contains the uncertainty in these parameters induced by measurement noise and ambient
fluctuation effects. This uncertainty is next propagated through the nonlinear system of equations in-
volved in the mode shape expansion (Section 4.2.1), and through the subsequent nonlinear parameter
estimation equations (Section 4.2.2), using a mean centered first order perturbation approach (see,
1A preliminary form of this chapter was presented as a conference paper, co-authored with Profs. Raimondo Betti and
Hilmi Lus, in the 11th International Conference on Structural Safety and Reliability, New York, 2013 [85].
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e.g., [87]). This forward propagation of uncertainty also takes into account the uncertainty in any
assumed a priori information, e.g. the total mass of the system, necessary for scaling the identified
proportional system. The performance of the perturbation approach, in quantifying the uncertainty in-
duced by measurement noise and ambient structural variability, is evaluated using simulated data and
comparing the estimated probability distributions with those obtained from Monte Carlo simulations.
6.1 Uncertainty Propagation Using Mean Centered First Order Per-
turbation
We make two assumptions in our analysis: (1) the distributions of the different involved modal and
physical parameters can be well approximated by Gaussian distributions, i.e. these distributions may
be described using only the means and variances, and (2) the uncertainties in the different parameters
are not very high, i.e. a first order perturbation may be applied. The second assumption may be
expected to be valid for estimates obtained from tests on the same state of the structure, so that the
variability in the parameters result mainly from estimation errors and environmental/ambient fluctua-
tions, and there is no severe damage induced change.
Let us first consider the proportional mode shape matrix estimation approach of Section 4.2.1.
For an N -DOF shear–type system, instrumented with Ns sensors located at the DOFs in S =
{s1, · · · , sNs}, we have the following nonlinear system of N(N +Ns − 2) equations:
g(α,θ) = 0 (6.1)
where:
θ = {v∗1,1, · · · , v∗1,N , v∗2,1, · · · · · · , v∗N,N}T \ {v∗s1,1}
α = {λ1, · · · , λN ,
ṽs2,1
ṽs1,1
, · · · ,
ṽs2,N
ṽs1,N





are respectively the (N2 − 1) × 1 and NNs × 1 vectors of unknown and known parameters; the
v∗i,j’s are the unknown elements of the proportional normalized mode shape matrix V
∗, with v∗s1,1
arbitrarily assumed to be 1; the λj’s are the known (identified) eigenvalues; and the ṽsi,j’s are known
(identified) non-normalized mode shape components at the sensor locations in S . The symbol “\” in
Eq. (6.2) denotes the set difference operation. In Section 4.2.1, we solve Eq. (6.1) for the unknowns
in θ, given the known parameters in α.
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We now attempt to cast the above deterministic equations in a probabilistic framework. To that
end, assume that we have an estimate of the mean vector, µα, and of the covariance matrix, Cαα, of
the modal parameter vector α. Such estimates may be obtained by statistical processing of multiple
sets of output records [88], or even from a single set of output time histories [89, 90]. Let θ = θ∗
satisfy Eq. (6.1) for α = µα, i.e. let g(µα,θ
∗) = 0. Knowing µα, θ
∗ can be estimated following
the Newton-Raphson procedure discussed in Section 4.2.1. Then, approximating g(α,θ) through a
first–order Taylor series expansion about (µα,θ
∗), for any (α,θ) in the neighborhood of (µα,θ
∗)
and satisfying Eq. (6.1) (i.e. g(α,θ) = 0), we get:






















From Eq. (6.3), the statistics of vector θ, and hence those of the elements of the proportional mode
shape matrix V∗, can be estimated as:
µθ ≈ θ∗; Cθθ = SCααST (6.5)
The proportional and mass normalized mode shape matrices are related as V∗ = vs1,1V. The
scaling factor vs1,1 can be estimated using some assumed a priori information, as discussed in Section
4.2.2. Here we consider the total mass of the system, MT , as this a priori information, so that vs1,1 =
√














, as per Section 4.2.2. Let µMT
and σMT respectively denote the expected value and standard deviation of the total mass; µMT may
estimated from an engineering drawing of the structure, while σMT , reflecting the uncertainty in this
estimate, may be assumed depending on the confidence in the a priori system model/drawing. Then,
applying a similar analysis as for θ, i.e. through a first–order expansion of vs1,1 about its estimate
using µθ and µMT , followed by taking the statistical moments, with the statistical independence of
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After the mean and variance of the scaling factor vs1,1 are estimated, the estimates of the mean
vector and the covariance matrix of a vector φ of the elements of V:
φ = {v1,1, · · · , v1,N , v2,1, · · · · · · , vN,N}T (6.7)





where the indices in the subscripts denote the position of elements in the concerned vector/matrix,
i.e. for any matrix Π, Πi:j,k:l denotes the sub-matrix constituted by the ith to jth rows and kth to lth
columns of Π. The rearrangement in (6.8) is only necessary for the ease of discussion and computer
implementation of the equations, and accounts for the fact that the measured DOF s1 is not necessarily
DOF 1. The statistics of the rearranged vector z can be obtained from the first–order Taylor series













































The mean vector and covariance matrix of the vector φ of Eq. (6.7) can then be obtained by rear-
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Eq. (6.11) provides the means and variances/covariances of the elements of the mass normalized
mode shape matrix V. Recall that, from the nature of the M and F = K−1 matrices, any Mi,i = mi
and any Fl,l =
∑l
i=1 1/ki, where mi and ki are the ith lumped (floor) mass and ith spring (story)




























∀ i ∈ {2, · · · , N}
(6.13)
From the first-order expansion of the above expressions, the means and variances/covariances of these
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where, λ = {λ1, · · · , λN}T , µλ = µα(1 : N), Cλλ = Cαα(1 : N, 1 : N), Cλφ = −Cαα(1 :

















































6.1.1 Analytical expressions for the derivatives
The different derivatives involved in the perturbation approach may be expressed analytically. In Ap-
pendix C, pseudo-codes are provided for analytically constructing the matrices [∂g(α,θ)/∂θ] and
[∂g(α,θ)/∂α]. The expressions for the remaining derivatives are listed here to enable a straightfor-
ward implementation of the approach.
Given a vector θ of the N2 − 1 proportional mode shape components, with v∗s1,1 = 1, the floor
masses, m∗i ’s, and total mass, M
∗
T , of the proportional system may be computed using modal orthog-
onality (Section 4.2.2). Then, for the vector θ arranged as in Eq. (6.2), the derivatives of the scaling
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{θ ◦m∗ ◦m∗} (6.20)
where ◦ denotes the element-by-element (Hadamard) product, and m∗ is the (N2 − 1)× 1 vector:
m∗ = {m∗11N ,m∗21N , · · · ,m∗s11N−1, · · · ,m
∗
N1}T (6.21)
with 1N being the N × 1 dimensional vector with all elements equal to 1, and similarly 1N−1.
Again, given a vector φ of the N2 mass normalized mode shape components, and a vector λ of
theN eigenvalues, the floor masses and story stiffnesses may be computed from modal orthogonality.
Then, for the vector φ arranged as in Eq. (6.7), the derivatives of the floor masses with respect to the







−2m2iφl for N(i− 1) + 1 ≤ l ≤ Ni
0 otherwise
(6.22)


















∀ l ∈ {1, · · · , N}
(6.23)























∀ l ∈ {1, · · · , N}
(6.24)
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6.2 Numerical Examples
To evaluate the performance of the perturbation approach in quantifying the uncertainties induced by
test structure variability, e.g. due to ambient/environmental effects, we consider a 7-DOF shear-type
system. We assume the structure to be instrumented with 2 sensors, located at DOFs S = {1, 7}, i.e.
s1 = 1 and the vector of known non-normalized modal parameters in Eq. (6.2) is:
α = {λ1, · · · , λN ,
ṽ7,1
ṽ1,1




The floor masses and story stiffnesses of the structure are assumed to be independent random vari-
ables, defined by the Gaussian distributions: mi ∼ N (2500, 1252) kg ∀ i ∈ {1, · · · , 6}, m7 ∼
N (2000, 1002) kg, and ki ∼ N (5 × 106, (25 × 104)2) N/m ∀ i ∈ {1, · · · , 7}, where N (µ, σ2)
denotes a Gaussian distribution with mean µ and standard deviation σ. Note that the assumed stan-
dard deviations are 5% of the corresponding mean values. First, we generate 5000 realizations of the
masses and stiffnesses from these distributions, i.e. create 5000 sample structures; next, we perform
an eigenvalue analysis of each of these structures, resulting in 5000 sets of the eigenvalues and mode
shape matrices; from these, we compute the mean vector, µα, and covariance matrix, Cαα, corre-
sponding to the α defined in Eq. (6.25). Using these µα and Cαα in the perturbation approach, we
then successively compute the statistics of all the subsequent parameters; in these computations we
assumed µMT = 17×103 kg (i.e. the sum of all the mean masses), and σMT = 0. For comparison pur-
poses, we also perform a Monte Carlo simulation by first generating 500 sample α vectors from the
distributionN (µα,Cαα), and then identifying the corresponding 500 structures using the identifica-
tion approach of Chapter 4. Figs. 6.1 and 6.2, respectively for the floor masses and story stiffnesses,
compare the true distributions, in terms of the probability density functions, with those obtained from
the perturbation approach, and from fitting normal distributions to the identified parameters in the
Monte Carlo simulation; the histograms of the parameters identified in the Monte Carlo simulation
are also shown, after scaling them so as to match the corresponding density functions. From this com-
parison it is evident that the density functions obtained using the perturbation approach approximate
the corresponding true distributions reasonably well, and as well as the distributions obtained from
the Monte Carlo simulation. It should be emphasized however that, to obtain the simulation results
shown in Figs. 6.1 and 6.2, the time spent in the Monte Carlo simulations was approximately 500
times the time spent in the perturbation approach. This is because the Monte Carlo results are based
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on 500 sets of identified parameters, and thus require the execution of the identification algorithm
500 times, while in the perturbation approach we only need to run the identification approach once,
corresponding to the mean vector µα; although the perturbation approach involves some additional
computational effort, this extra effort is negligible when compared to the computations involved in
the identification approach, owing to the latter involving the solution of a moderately large system of
nonlinear equations.
6.2.1 Possible updating of σMT
In the above example we considered the uncertainty in the a priori information of the total mass, σMT ,
to be zero. To first see the effect of σMT on the estimated distributions, we repeat the perturbation
approach with σMT = 0.01%µMT and σMT = 0.02%µMT ; Fig. 6.3 shows, for some example masses
and stiffnesses, the comparison of the actual distributions, with those obtained using the perturbation
approach for the different σMT ’s. The closeness of the estimated distributions for the different σMT ’s
in these plots suggest their relative insensitivity to reasonable levels of uncertainty in the a priori
information of total mass vis-a-vis the uncertainty induced by structural variability.
The true σMT will be non-zero owing to the variability of the test structure. It should emphasized
that, remaining mathematically correct, it is not possible to identify the true σMT ; this is because
σMT , being in some sense analogous to the minimal a priori information necessary for scaling the
system, is unidentifiable, just as MT is unidentifiable and has to be assumed in the deterministic case
(see Chapters 3 and 4). It may also be numerically verified that the assumed σMT and the estimated











which is expected since MT is the sum of the N normally distributed mi’s. Now, if we make the





where the right hand side is not equal to the assumed σ2MT . Then, we can update the initially assumed
σMT with the σMT computed from Eq. (6.27), and repeat the perturbation approach; this process
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Monte Carlo (500 samples) Histogram (scaled) from Monte Carlo























































Figure 6.1: Comparison of probability density functions of the true floor mass distributions, with
those obtained from the perturbation approach and the Monte Carlo simulation. Also shown are the
histograms (scaled to match the density functions) from the Monte Carlo simulation.
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Monte Carlo (500 samples) Histogram (scaled) from Monte Carlo























































Figure 6.2: Comparison of probability density functions of the true story stiffness distributions, with
those obtained from the perturbation approach and the Monte Carlo simulation. Also shown are the
histograms (scaled to match the density functions) from the Monte Carlo simulation.
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Figure 6.3: Comparison of the true probability density functions, with those obtained using the per-
turbation approach assuming σMT = 0, σMT = 0.01%µMT and σMT = 0.02%µMT , for the 1st, 3rd
and 5th floor masses and story stiffnesses.
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Figure 6.4: Convergence of σMT updates starting from assumed σMT = 0.
can then be executed iteratively. Note that, in this way the process will be adjusting the estimates
of the variances/covariances of the different parameters trying to satisfy Eq. (6.27), while at the
same time always identically satisfying (6.26). For the example considered before, implementing
such an iterative computation leads to the convergence of the σMT updates as shown in Figs. 6.4
and 6.5, with the initial assumed σMT ’s being respectively 0 and 5%µMT . It is evident that using
this strategy one is able to improve on the initial guess of the assumed σMT . Since the assumption
of independent floor masses is true in this example, the converged σMT indeed approximates the
true σMT with reasonable accuracy, having an error of 4.8% and 2% respectively in the cases of
Figs. 6.4 and 6.5. As will be shown later, the approximation is not as good in case the masses are
correlated; but even in these cases, the converged σMT may be expected to be a better approximation
of the true σMT than the initial assumption, since the initial assumption will be affected by lack of
knowledge, and hence subjectivity. Fig. 6.6 compares the true distributions of some example masses
and stiffnesses, with the corresponding distributions estimated using the perturbation approach, for
σMT = 0 (iteration 1) and the converged value of σMT (iteration 10) in Fig. 6.4. Fig. 6.6 agrees with
the earlier observation from Fig. 6.3, i.e. the updating of σMT does not have any significant effect
on the estimated distributions, even though it definitely improves the value of σMT . This seems to
indicate that the updating mainly affects the covariances between different floor masses as compared
to the variances; this will be illustrated in a later example concerning correlated floor masses.
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Figure 6.5: Convergence of σMT updates starting from assumed σMT = 5%µMT .
6.2.2 Effect of errors in µα and Cαα
In the last example, the statistics of the initial non-normalized modal parameters, µα and Cαα, are
computed from the eigenvalue analyses of the 5000 structures whose parameters are sampled from
the true distributions. So these initial statistics are free from any errors, as, for instance, would be in-
troduced if they were identified from measured data. To evaluate the performance of the perturbation
approach vis-a-vis the Monte Carlo simulations, with errors in µα and Cαα, we now: (a) randomly
pick 100 structures from the set of 5000 sample structures; (b) excite each of these 100 structures
at all the DOFs using Gaussian white noise inputs; (c) pollute the true acceleration responses at the
sensor locations, DOFs 1 and 7, using 10% RMS Gaussian white noise sequences; (d) use these noise
corrupted acceleration responses in ECCA [68] to identify 100 corresponding sets of eigenvalues and
non-normalized mode shapes at DOFs 1 and 7; and (e) compute µα and Cαα from these 100 sets
of identified modal parameters. Figs. 6.7 and 6.8 compare the marginal distributions of these modal
parameters obtained based on the identified 100 sets, with the true marginal distributions obtained
from the eigenvalue analyses of all the 5000 sample structures. It is apparent that the distributions
based on the identified parameters show some deviation from the corresponding true distributions, es-
pecially in case of the ratios between the mode shape components at DOFs 7 and 1. The perturbation
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Figure 6.6: Comparison of the true probability density functions, with those obtained from the per-
turbation approach with assumed σMT = 0 (iteration 1) and converged σMT (iteration 10) from Fig.
6.4, for the 1st, 3rd and 5th floor masses and story stiffnesses.
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approach is next applied with the µα and Cαα obtained from the identified parameters; µMT is again
taken as 17 × 103 kg, and σMT is iteratively updated, as in Section 6.2.1, starting from σMT = 0.
Also, for the Monte Carlo simulation, 500 realization of α are sampled from the distribution de-
scribed by these µα and Cαα, and 500 corresponding structural systems are identified. Figs. 6.9 and
6.10 respectively compare the true probability density functions of the floor masses and story stiff-
nesses, with the corresponding distributions obtained from the perturbation approach (with σMT = 0
and converged σMT ), and from fitting normal distributions to the parameters identified in the Monte
Carlo simulation. Although the discrepancy between the estimated and true distributions are more
pronounced in this case, owing to the errors in the initial modal parameter statistics µα and Cαα,
the estimated distributions from both the Monte Carlo simulations and the perturbation approach still
approximate the true distributions reasonably well.
6.2.3 An example of correlated mi’s and ki’s
As a final example we consider a case where the floor masses and story stiffnesses have the same
means and variances as in the preceding examples, but now they are correlated with the following
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Figure 6.7: Comparison of the marginal probability density functions of the true eigenvalues, ob-
tained from eigenvalue analyses of 5000 sample structures, with the corresponding density functions
obtained from the 100 sets of identified eigenvalues.
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Figure 6.8: Comparison of the marginal probability density functions of the true ṽ7,jṽ1,j ratios, obtained
from eigenvalue analyses of 5000 sample structures, with the corresponding density functions ob-
tained from the 100 sets of identified ṽ7,jṽ1,j ratios.
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Figure 6.9: Comparison of true probability density functions with those obtained from the perturba-
tion approach (with σMT = 0 and converged σMT ) and the Monte Carlo simulation, for the different
floor masses, in the case of estimation errors in µα and Cαα. Also shown are the histograms (scaled
to match the density functions) from the Monte Carlo simulation.
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Figure 6.10: Comparison of true probability density functions with those obtained from the perturba-
tion approach (with σMT = 0 and converged σMT ) and the Monte Carlo simulation, for the different
story stiffnesses, in the case of estimation errors in µα and Cαα. Also shown are the histograms
(scaled to match the density functions) from the Monte Carlo simulation.
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1.00 0.50 0.10 0.05 0.05 0.10 0.05
0.50 1.00 0.50 0.10 0.05 0.05 0.10
0.10 0.50 1.00 0.50 0.10 0.05 0.05
0.05 0.10 0.50 1.00 0.50 0.10 0.05
0.05 0.05 0.10 0.50 1.00 0.50 0.10
0.10 0.05 0.05 0.10 0.50 1.00 0.50






1.00 0.50 0.10 0.05 0.05 0.10 0.05
0.50 1.00 0.50 0.10 0.05 0.05 0.10
0.10 0.50 1.00 0.50 0.10 0.05 0.05
0.05 0.10 0.50 1.00 0.50 0.10 0.05
0.05 0.05 0.10 0.50 1.00 0.50 0.10
0.10 0.05 0.05 0.10 0.50 1.00 0.50






0.50 0.30 0.10 0.05 0.05 0.10 0.05
0.30 0.50 0.30 0.10 0.05 0.05 0.10
0.10 0.30 0.50 0.30 0.10 0.05 0.05
0.05 0.10 0.30 0.50 0.30 0.10 0.05
0.05 0.05 0.10 0.30 0.50 0.30 0.10
0.10 0.05 0.05 0.10 0.30 0.50 0.30




By Eq. (6.28), any ith floor mass/story stiffness is moderately correlated with the (i+1)th and (i-
1)th floor masses/story stiffnesses, and any ith floor mass is also moderately correlated with the ith
story stiffness. We follow the same procedure as before, i.e. generate 5000 sample structures from the
multivariate Gaussian distribution describing the mass-stiffness variability, and computeµα and Cαα
from an eigenvalue analyses of these structures. These µα and Cαα are then used in the perturbation
approach, as well as to generate 500 sample α vectors used in the Monte Carlo approach; as before,
we assume µMT = 17 × 103 kg. Fig. 6.11 shows the convergence of the σMT updates on using
the approach discussed in Section 6.2.1. Figs. 6.12 and 6.13 respectively compare the true marginal
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Figure 6.11: Convergence of σMT updates starting from assumed σMT = 0, in the case of correlated
mi’s and ki’s.
distributions of the floor masses and story stiffnesses with the estimated marginal distributions from
the perturbation approach and the Monte Carlo simulations; Figs. 6.14 to 6.16 compare the true
and the estimated correlation matrices, respectively for ρmm, ρkk and ρmk. Note in Fig. 6.11 that
the converged value of σMT is no longer a good approximation of the true standard deviation in the
total structural mass, having an error of 37.8%; nonetheless it is still a better approximation that
the initial guess of σMT = 0. Interestingly, the error between the converged σMT and the square
root of the sum of the variances in the floor masses is much less, 8.6%, indicating that the updated
σ2MT possibly attempts to converge to the sum of the variances. Another observation that needs to be
highlighted, based on Fig. 6.14, is that updating the σMT tends to decrease the correlations between
different masses, i.e. the off-diagonal terms of ρmm. It is also worth noting that the estimated ρmm
from perturbation with σMT = 0 matches more closely with the Monte Carlo estimate; this may be
expected owing to the fact that in the Monte Carlo simulations, each of the 500 structures is identified
with the same given value of MT = µMT = 17 × 103 kg, and thus the standard deviation of the
total structural mass in the Monte Carlo simulations is zero. While the effect of updating σMT is
not apparent in the marginal distributions in Figs. 6.12 and 6.13, the correlation matrices in Figs.
6.14 to 6.16 instead show a noticeable improvement with updating, with the matrices obtained using
perturbation with the converged σMT being closer to the true matrices than those obtained from the
Monte Carlo simulations and perturbation with σMT = 0.
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Figure 6.12: Comparison of true marginal probability density functions with those obtained from the
perturbation approach (with σMT = 0 and converged σMT ) and the Monte Carlo simulation, for the
different floor masses, in the case of correlated mi’s and ki’s. Also shown are the histograms (scaled
to match the density functions) from the Monte Carlo simulation.
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Figure 6.13: Comparison of true marginal probability density functions with those obtained from the
perturbation approach (with σMT = 0 and converged σMT ) and the Monte Carlo simulation, for the
different story stiffnesses, in the case of correlated mi’s and ki’s. Also shown are the histograms
(scaled to match the density functions) from the Monte Carlo simulation.
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Figure 6.14: Comparison of the true correlation matrices for the floor masses, with those obtained
from the perturbation approach (with σMT = 0 and converged σMT ) and the Monte Carlo simulation.
CHAPTER 6. UNCERTAINTY PROPAGATION IN OUTPUT-ONLY STRUCTURAL
IDENTIFICATION WITH INCOMPLETE INFORMATION 223
























































































Figure 6.15: Comparison of the true correlation matrices for the story stiffnesses, with those obtained
from the perturbation approach (with σMT = 0 and converged σMT ) and the Monte Carlo simulation.
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Figure 6.16: Comparison of the true correlation matrices between the floor masses and story stiff-
nesses, with those obtained from the perturbation approach (with σMT = 0 and converged σMT ) and
the Monte Carlo simulation.
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6.3 Conclusions
In this chapter a perturbation based forward uncertainty propagation method is discussed to quan-
tify the uncertainty in parameter identification of shear–type systems using output-only data. The
uncertainty propagation is achieved by casting the deterministic mode shape expansion – parameter
estimation equations of Chapter 4 in a probabilistic framework, through first-order mean centered
expansion of these nonlinear equations followed by estimation of the statistical moments (mean vec-
tors and covariance matrices) of the different parameters. These statistical moments are then used
to quantify the estimation uncertainty through approximate Gaussian distributions of the parameter
estimates. This perturbation based method requires the mean vector and covariance matrix of the
initial non-normalized modal parameters, i.e. the eigenvalues and ratios of mode shape components
at the measured DOFs, and the mean and variance of the a priori information. Using numerical
simulations and comparing with Monte Carlo simulations, it is shown that the perturbation approach
can obtain reliably accurate probabilistic descriptions of the physical parameters using the minimal
necessary instrumentation (only two sensors), and the minimal necessary a priori information about
the physical parameters (only the total mass of the system). Importantly, the approach can account
for test structure variability, induced e.g. by ambient/environmental fluctuations, as well as correla-
tions between the floor masses and story stiffnesses. A method is also suggested to iteratively update
the variance of the a priori information, based on the assumption of uncorrelated floor masses; even
when the masses are correlated, the converged variance of the a priori information may be expected
to be a better approximation of the true variance, given the lack of knowledge induced subjectivity
that would be involved in an initial guess of the variance. The final probabilistic descriptions, in terms
of marginal probability density functions and correlation matrices, of the element masses and stiff-
nesses of the system, may be expected to help in health monitoring/damage detection [44], reliability
analysis [91], etc.
6.3.1 Directions for future research
There exists an immense scope of future research starting from the discussions in this chapter. Firstly,
with an example in this chapter, the perturbation approach is shown to perform reasonably well in
the presence of errors in the initial non-normalized modal parameter statistics. However, the said
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example involved 100 sets of measured data; in a real situation the available sets of measured data
may be very limited. Hence, the proposed perturbation approach needs to be combined with a preced-
ing probabilistic modal identification technique (e.g. [89, 90]), which would enable the identification
of the initial modal parameter statistics using very limited sets of measured data. The estimation
errors in such statistics may be expected to be different from the errors in the example considered
in this chapter, owing to the reduction in the measured data. The performance of the perturbation
approach with such errors remains to be assessed. Secondly, the perturbation approach is based on
the assumption that the parameter distributions are Gaussian; the case of non-Gaussian distributions
needs to be addressed, e.g. using Laplace’s method of asymptotic approximation for the integrals
defining the different parameter statistics [87, 92, 93]. Thirdly, the method discussed to iteratively
update the variance of the a priori information needs to be studied in more details with respect to
its convergence properties, e.g. the rate of convergence, the converged value, whether there can be
some other assumption than Eq. (6.27) which leads to an improved converged value etc. Fourthly, the
proposed approach should be compared with some other existing uncertainty quantification methods
with similar objectives, e.g. the Bayesian approach discussed in [94]. While Bayesian approaches
would have certain advantages, e.g. they may not require the re-formulation of the involved estima-
tion equations of the inverse problem for different model classes, they would also be computationally
more intensive and would, in general, require more a priori information. Finally, the proposed per-
turbation approach needs to be tested with experimental data, and its performance in structural health
monitoring applications remains to be examined.
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Chapter 7
Concluding Remarks
While chapter specific conclusions, contributions, and future research scope have been identified at
the end of each chapter, here we reiterate the important findings, and list the general contributions of
this dissertation, its general limitations and the ensuing scope of future research.
7.1 Contributions
The primary objective of this dissertation has been to investigate the structural identification prob-
lem under the constraint of incomplete information, and to specifically attempt to answer the fol-
lowing question: “Is the available information, assumed and/or measured, sufficient for an unique
estimation of the structural mass, M, and stiffness, K, matrices?”. This question and the associated
identification problem have been addressed for shear-type structural systems, including 2-D and 3-D
laterally-torsionally coupled rigid-floor systems (2 translations and 1 rotation per floor), under dif-
ferent testing scenarios. The general identification framework adopted in this study has involved the
following successive steps: (a) identifying the complete spectrum of modal parameters, i.e. natural
frequencies, modal damping ratios, and non-mass normalized mode shape components at the DOFs
with sensors/actuators using any appropriate experimental/operational modal analysis technique, (b)
mass-normalizing the measured mode shape components, (c) expanding the mode shape components
to the unobserved DOFs to get the complete mass normalized mode shape matrix V, and (d) using
the modal orthogonality relations to estimate the complete M and K matrices. Thus, the identifi-
ability question framed above has been reframed and investigated as: “Is the available information,
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assumed and/or measured, sufficient for an unique normalization and expansion of the vibration mode
shapes of the structure?”. The normalization and expansion strategies have been formulated express-
ing the information available from the structural topology in terms of the modal parameters, and
conditions/tests attempting to ensure unique normalization and expansion have been discussed for
various testing scenarios.
In Chapter 2, the scenario when a shear-type structure is excited using actuator generated known
input forces has been considered. An input-output balance approach has been introduced to obtain
mass-normalized mode shape components at all the instrumented, with an actuator and/or a sensor,
DOFs of the system. This approach is not limited to only shear-type structures, but is applicable to
any linear classically damped structural system. In Chapter 3 the scenario when a 3-D rigid floor
shear–building type structure is excited by known/unknown base excitation has been considered. The
discussions in this chapter are however applicable to any output-only situation. Mass normalizing the
observed mode shape components has involved satisfying the structural topology requirements and
any available a priori information. An approach to expand the mass normalized mode shapes from
the instrumented to the non-instrumented DOFs has been developed for 1-D systems in Chapter 2,
and extended to 2-D and 3-D systems in Chapter 3, to get the complete mass normalized mode shape
matrix. An alternative approach has been studied in Chapter 4, where a simultaneous mode shape
expansion-cum-mass normalization approach to obtain the complete mass normalized mode shape
matrix has been developed. This approach involves the solution of a system of nonlinear equations,
derived from structural topology requirements and the measured non-normalized mode shape com-
ponents. The performance of the different identification schemes have been assessed using numerical
examples of various complexities as well as using experimental data. These example applications
have illustrated the ability of the proposed approaches to obtain reliably accurate estimates of the
system’s mass and stiffness parameters, even under the constraints of very limited and noisy mea-
sured data, unmeasured input, and minimal assumed a priori information of the system’s physical
parameters.
For a test with known inputs applied through actuators one does not need to assume a priori the
value of any physical parameter. On the other hand, for systems with diagonal M, it has been shown
that a single a priori information of the value of any physical parameter is sufficient for a unique
identification, given sufficient measured information, in output-only/base excitation situations. This
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implies that, given sufficient measured information, one can always estimate a system proportional
system to the true system by a single scalar factor. The single a priori information can then be used to
scale the proportional to the true system. Different alternatives of available a priori information have
been considered: (a) a set of known lumped/floor masses, or (b) the known total mass of the system,
or (c) an additional set of measured data from a modified system with known added lumped masses.
As shown in Appendix A, the input-output balance method of Chapter 2 may be used with a prior
forced vibration test to identify the centers of mass and lumped mass parameters of all instrumented
floors, providing necessary a priori information for a base excitation/output-only test.
The importance of actuator/sensor locations in identifiability has been established through various
discussions/examples appearing throughout this thesis. Moreover, the importance of identifiability
in health monitoring has been highlighted through an example of a 3-DOF system in Chapter 4.
The mode shape expansion method developed in Chapters 2 and 3 has simultaneously addressed
the problem of global identifiability through a set of statements, from which it is concluded that
a knowledge of either the 1st or the last or any two consecutive rows (or block rows for 2-D/3-D
systems) of the mass normalized mode shape matrix V guarantees a unique expansion to the complete
V matrix for a shear-type system. Considering the input-output balance along with the mode shape
expansion statements, several minimal and near-minimal instrumentation set-ups have been identified
for a unique estimation of the mass and stiffness matrices of rigid floor shear-type buildings, from tests
with known input forces applied through actuators. These set-ups have been listed in Chapter 2 for
1-D systems and Appendix A for 3-D systems; for a general ND system with Nm floors/lumped
masses, these set-ups require instrumenting: (i) only the 1st or the Nmth floor with one actuator
and ND sensors, or (ii) two consecutive floors, with one actuator and ND sensors at one floor, and
an additional ND actuators/sensors at the other floor, with independent inputs from the actuators,
or (iii) two consecutive floors with either ND actuators and/or ND sensors per floor, and any other
additional floor with one actuator and ND sensors, with independent inputs from the actuators, or
(iv) two consecutive floors, with one actuator and ND sensors per floor, for dependent inputs from
the actuators. For 1-D systems these set-ups require only 1 or 2 actuators and sensors. The case of
dependent inputs from the actuators leading to possible solution non-uniqueness has been identified
while studying the input-output balance approach, and highlights the fact that non-uniqueness in
identification does not only depend on the instrumentation, but also on the type of loading.
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For the output-only/base excitation situations, theoretical constraints regarding minimal instru-
mentation, given some available a priori information, have been addressed in Chapter 3, vis-à-vis the
requirements for global identifiability. Some guidelines and an experiment design method have been
discussed to decide sensor placement configurations ensuring global identifiability, and possible im-
plications of low translational-rotational coupling in 2-D and 3-D systems have been highlighted. It
has also been shown that an unique estimation of the story stiffness matrix does not imply an unique
estimation of the individual frame stiffnesses, if one does not know the floor center of mass. In
Chapter 4, a different approach has been explored to determine the minimum necessary number and
location of sensors from the point of view of minimum necessary information. This approach is based
on a set of statements and a method of analysis to determine the minimum independent information
contained in the measurements from any given sensor set-up. Additionally, tests for local and global
identifiability, using the implicit function theorem and the real Jacobian conjecture, have also been
discussed for pre- and post-experiment applications; these tests provide sufficient, but not necessary,
conditions for identifiability.
The different sensor placement rules and identifiability tests appearing in Chapters 2 to 4 are
expected to be useful for experiment design purposes, in determining the necessary number of sen-
sors/actuators, and identifying a wide array of alternative choices for sensor/actuator locations. Hav-
ing such alternative choices will provide the engineer with an increased flexibility in avoiding lo-
cations where placing instruments may be difficult due to physical constraints, or where one may
expect to have a low signal-to-noise ratio in the measurements, etc., while still satisfying the require-
ments of global/local identifiability. While all the sensor/actuator placement configurations satisfying
global identifiability requirements would contain at least the minimal necessary information to iden-
tify a unique system, the quality of information for the different configurations would be different,
and would depend on the particular structure under consideration. Hence, the individual configura-
tions may further be ranked according to some information measure [40,41] to find the optimal, in the
sense of most informative, instrumentation configuration, given a nominal model of the structure. The
identifiability tests developed in Chapter 4 may also be used in identifying possibilities of multiple so-
lutions post-experiment. The different identifiability requirements/tests have been verified using both
numerical and experimental examples, by performing structural identification with the permissible
instrumentation set-ups obtained from satisfying these requirements/tests.
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The structural identification approaches developed in Chapters 2 and 3 have been applied to struc-
tural health monitoring problems in Chapter 5, using experimental data from two different sets of
experiments. In these experiments, structural damage has been represented by a reduction in the
cross-sectional area of some columns of the corresponding “healthy” system. Different modal and
physical parameter comparative measures have been considered for damage detection. It has been
shown that just using modal parameters (frequencies and mode shapes), while one may be able to
detect whether the structure is damaged or not, in general one may not be able to identify the pos-
sible location and extent of any damage. The only exception to this is possibly the FPCOMAC, a
modal parameter comparative measure introduced in Appendix D, using which one may also be able
to locate a likely region containing the damaged element(s). On the other hand, it has been shown
using the mean identified physical parameters that, if the instrumentation, modeling assumptions, and
operations in the identification exercise are consistent between the healthy and the damaged states of
the system, reasonably accurate estimation of both the damage location and severity can be achieved.
An approach has also been discussed to characterize the damage location and severity in a probabilis-
tic sense. This approach aims to account for the inherent variability, induced by exogenous factors
like environmental/operational fluctuations etc., in both the healthy and possibly damaged states of
the structure, providing different damage severity vs. exceedance probability curves corresponding
to different conditions of the healthy state.
The deterministic structural identification approach developed in Chapter 4 has been extended to a
probabilistic framework in Chapter 6, using a mean-centered perturbation based forward uncertainty
propagation approach. With numerical examples it has been shown that this approach can quantify the
uncertainty in the mass and stiffness parameter estimates with reasonable accuracy, using the minimal
necessary instrumentation and a priori information. The source of uncertainty considered in this
chapter has been the inherent structural variability, induced e.g by ambient fluctuations, represented
through Gaussian distributions of the structural parameters. Cases with correlations between the
different masses and stiffnesses have also been considered. The estimated marginal distributions and
correlation matrices, statistically defining the parameters of the monitored system, may be expected
to help in structural health assessment and reliability analysis problems.
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7.2 Directions for Future Research
Some possible directions for future research particular to the works presented in Chapters 5 and 6 have
been respectively included at the end of these chapters. Here instead we list some general potential
future research directions, stemming mainly from the limitations of the research conducted in this
thesis.
Firstly, the entire study in this dissertation has been concerned with shear-type systems, including
2-D/3-D laterally-torsionally coupled rigid floor building systems. A natural next step would be to
investigate if similar analysis, as presented in this dissertation, may be extended to other classes
of linear structural systems. The general framework discussed here involved explicitly using the
information available from structural topology in developing the identification schemes and studying
identifiability. Since for a given model class, the structural topology, in terms of connectivity, sparsity
pattern in the M and K matrices, etc., would be known from a FE model, there certainly exists the
possibility of generalizing the framework of this dissertation.
Secondly, in this study we have always considered classically damped systems, with the damping
represented via modal damping ratios. The case of non-classically damped systems may be consid-
ered in the future. For such systems, a complete instrumentation, with every DOF having either an
actuator and/or a sensor and at least one co-located actuator-sensor pair, will ensure the unique es-
timation of the complete mass, damping and stiffness matrices [28]. If however only Ns number of
DOFs are instrumented, assuming the identification of the complete spectrum at the measured DOFs,
one would have a total of 2N(N − Ns) unknowns in the mode shape matrix, considering the real
and imaginary parts, which would need to be estimated. Finding the minimal Ns, and their allowed
locations, which will ensure a unique estimation of these 2N(N −Ns) unknowns, can be a direction
of future research.
Thirdly, we have consistently made the assumption that the complete spectrum of modal parame-
ters have been identified at the instrumented DOFs. While this assumption is very common in studies
on identifiability, it will seldom be satisfied in practice. Thus, the situation of unidentified modes
certainly needs to be considered in the future. While this is possibly going to be the most challenging
direction of future research amongst the ones listed here, there are some potential courses one may
follow, e.g.: (a) Investigating whether knowing a certain set of modes would allow an unique identi-
fication, and any associated conditions which would need to be satisfied in such a case; (b) Whether
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identifying certain modes at certain DOFs, e.g using heterogenous sensing, would ensure identifia-
bility (see e.g. Section 4.6.3 and [6]); (c) Whether one can use mode mixing, i.e. complementing the
identified modes with analytical modes from a FE model, to account for unidentified modes, and how
much error does such a strategy introduce in the solution, etc.
Finally, it will also be interesting to investigate strategies which would enable the identification
of all the solutions, within a feasible space defined from engineering judgements, in cases where the
parameter sets of interest are globally unidentifiable but locally identifiable. It should be emphasized
that identifiability of the parameter set of interest is exclusively dependent on the instrumented DOFs
(measured data) and available a priori information. Even if these information do not ensure identi-
fiability, one can still obtain a single solution by discarding the other solutions using regularization
techniques, limiting the search space, or using informative priors in Bayesian updating; however, this
does not mean that the identified solution is the correct one, as the correct solution may in fact be
amongst the ones discarded. One possible way to identify all the solutions within a feasible model
space would be to use a non-informative (uniform) prior in Bayesian updating, thereby letting only
the measured data influence the identification; in this case the posterior probability density function
may be expected to be multi-modal, with the different peaks corresponding to the different solu-
tions. An alternative method may be to engage in multi-model FE model updating/identification
techniques [95, 96]. The crucial requirement will be to employ efficient identification schemes, pos-
sibly using optimization methods with good global search capabilities [97, 98], which will attempt to
find all the possible solutions at a reasonable computational expense.
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[49] Mukhopadhyay S, Betti R, Luş H. Output only structural identification with minimal instru-
mentation. Proceedings of the 31st International Modal Analysis Conference, Garden Grove,
CA, USA, 2013.
[50] Parloo E, Verboven P, Guillaume P, Overmeire MV. Sensitivity-based operational mode shape
normalization. Mechanical Systems and Signal Processing 2002; 16:757–767.
[51] Brincker R, Andersen P. A way of getting scaled mode shapes in output only modal analysis.
Proceedings of the 21st International Modal Analysis Conference (IMAC), Orlando, USA,
2003; 141.
BIBLIOGRAPHY 239
[52] Bernal D. Modal scaling from known mass perturbations. ASCE Journal of Engineering Me-
chanics 2004; 130(9):1083–1088.
[53] Bernal D. A receptance based formulation for modal scaling using mass perturbations. Me-
chanical Systems and Signal Processing 2011; 25:621–629.
[54] Lopez-Aenlle M, Brincker R, Pelayo F, Canteli A. On exact and approximated formulations
for scaling mode shapes in operational modal analysis by mass and stiffness change. Journal
of Sound and Vibration 2012; 331:622–637.
[55] Gul M, Catbas FN. Statistical pattern recognition for structural health monitoring using time
series modeling: Theory and experimental verifications. Mechanical Systems and Signal Pro-
cessingl 2009; 23:2192–2204.
[56] Farrar CR, Worden K. Structural health monitoring: A machine learning perspective. John
Wiley & Sons, Ltd, Chichester, UK, 2013.
[57] Friswell MI. Damage identification using inverse methods. Philosophical transactions of the
Royal Society A 2007; 365:393–410.
[58] Spivak M. Calculus on manifolds. Addison-Wesley/WA Benjamin, New York, 1965.
[59] Krantz S, Parks H. The implicit function theorem: History, theory, and applications. Springer,
2002.
[60] Samuelson P. Prices of factors and goods in general equilibrium. The Review of Economic
Studies 1953-54; 21:1–20.
[61] Smale S. Mathematical problems for the next century. The Mathematical Intelligencer 1998;
20:7–15.
[62] van den Essen A. Polynomial automorphisms and the Jacobian conjecture. Algbre non com-
mutative groupes quantiques et invariants: Septiemes Rencontres du contact Franco-Belge en
Algebre, Societe Mathematique de France: Reims, France, 1995.
BIBLIOGRAPHY 240
[63] Parthasarathy T, Ravindran G. Global univalence and the Jacobian conjecture. Applied Math-
ematics in the Golden Age, Misra J (ed.). Narosa Publishing House: New Delhi, India, 2003;
378–409.
[64] Pinchuk S. A counterexample to the string real jacobian conjecture. Mathematische Zeitschrift
1994; 217:1–4.
[65] Kurdyka K, Rusek K. Polynomial rational bijections of Rn. Proceedings of the American
Mathematical Society 1988; 102:804–808.
[66] Gale D, Nikaido H. The Jacobian matrix and global univalence of mappings. Mathematische
Annalen 1965; 159:81–93.
[67] Campbell LA. Rational Samuelson maps are univalent. Journal of Pure and Applied Algebra
1994; 92:227–240.
[68] Hong AL, Ubertini F, Betti R. New stochastic subspace approach for system identification and
its application to long-span bridges. ASCE Journal of Engineering Mechanics 2013; 139:724–
736.
[69] Sun H, Betti R. Simultaneous identification of structural parameters and dynamic input with in-
complete output-only measurements. Structural Control and Health Monitoring 2014; 21:868–
889.
[70] Padmanabhan KK, Murty ASR. Damping in structural joints subjected to tangential loads.
Proceedings of the Institution of Mechanical Engineers, Part C: Journal of Mechanical Engi-
neering Science 1991; 205:121.
[71] Ouyang H, Oldfield JE, Mottershead JE. Experimental and theoretical studies of a bolted
joint excited by a torsional dynamic load. International Journal of Mechanical Sciences 2006;
48:1447–1455.
[72] Pandey AK, Biswas M. Damage detection in structures using changes in flexibility. Journal of
Sound and Vibration 1994; 169:3–17.
[73] Fraraccio G, Brugger A, Betti R. Identification and damage detection in structures subjected to
base excitation. Experimental Mechanics 2008; 48:521–528.
BIBLIOGRAPHY 241
[74] Sohn H, Dzwonczyk M, Straser E, Kiremidjian A, Law K, Meng T. An experimental study of
temperature effect on modal parameters of the Alamosa Canyon bridge. Earthquake Engineer-
ing and Structural Dynamics 1999; 28:879–897.
[75] Peeters B, Roeck GD. One-year monitoring of the Z24-bridge: Environmental effects versus
damage events. Earthquake Engineering and Structural Dynamics 2001; 30:149–171.
[76] Clinton J, Bradford S, Heaton T, Favela J. The observed wander of the natural frequencies in a
structure. Bulletin of Seismological Society of America 2006; 96:237–257.
[77] Sohn H. Effects of environmental and operational variability on structural health monitoring.
Philosophical Transactional of the Royal Society A 2007; 365:539–560.
[78] Soyoz S, Feng M. Long-term monitoring and identification of bridge structural parameters.
Computer Aided Civil and Infrastructure Engineering 2009; 24:82–92.
[79] Yuen KV, Kuok SC. Ambient interference in long-term monitoring of buildings. Engineering
Structures 2010; 32:2379–2386.
[80] Moser P, Moaveni B. Environmental effects on the identified natural frequencies of the Dowl-
ing Hall footbridge. Mechanical Systems and Signal Processing 2011; 25:2336–2357.
[81] Hanselmann A, Schrempf O, Hanebeck U. Optimal parametric density estimation by mini-
mizing an analytic distance measure. Proceedings of the 10th International Conference on
Information Fusion, 2007.
[82] Balsamo L. Statistical pattern recognition based structural health monitoring strategies. PhD
Thesis, Columbia Univeristy, NY, 2014.
[83] Vanik MW, Beck JL, Au SK. Bayesian probabilistic approach to structural health monitoring.
ASCE Journal of Engineering Mechanics 2000; 126:738–745.
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Appendix A
Actuator-Driven Test of 3-D Buildings
and Floor Centers of Mass Identification
A.1 Identification of Centers of Mass and Lumped Mass Parameters of
Instrumented Floors from a Prior Actuator-Driven Forced Vibra-
tion Test1
In the approach discussed in Chapter 3, we assume that structural response measurements are avail-
able at the centers of mass of the instrumented mass elements. As illustrated with a numerical ex-
ample in Chapter 3, this assumption plays a vital role in the identification of the 2-D and 3-D sys-
tems, since the mode shape normalization and expansion approaches explicitly use this condition,
expressed through the diagonality of M. As per this assumption, the a priori knowledge of the
lumped masses/mass moments of inertia of the instrumented mass elements, necessary in the first
scenario, also need to be defined with respect to the centers of mass of these elements. However, in
general, the centers of mass may be unknown. To address this issue we present here a method to esti-
mate the centers of mass, as well as the lumped masses/mass moments of inertia defined with respect
to the centers of mass, of all the instrumented mass elements. For this we need to perform a separate
forced vibration test, prior to the base excitation test, using actuator generated force inputs, and use
1This section is part of an article co-authored with Profs. Raimondo Betti and Hilmi Lus, currently under review in
Structural Control and Health Monitoring [5].
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these known input force(s) with the measured responses at the instrumented DOFs, to first identify
the individual mass matrices, and then identify the centers of mass and lumped mass parameters, of
all the instrumented mass elements. Although in Chapter 3 the physical coordinates of the structural
system are defined with respect to the centers of mass at all the mass elements, both instrumented
and non-instrumented, for the application of the method we need to know the centers of mass of only
the instrumented elements; once these are known, using the proposed method we can estimate the
complete M and K matrices, defined at the centers of mass of all the mass elements, even though the
centers of mass of the non-instrumented elements are not explicitly known.
We present the center of mass/lumped mass parameter estimation methodology for a 3-D system
consisting of Nm lumped mass elements, i.e. N = 3Nm DOFs (it can be similarly applied for a 2-D
system). Suppose: (a) we completely instrument nm of these mass elements (total 3nm measured
DOFs), and (b) we apply known input forces at any one of these nm instrumented mass elements.
Fig. A.1(a) shows such a lumped mass element (floor of a building), containing applied inputs (fx3 ,
fx4 , fy4) and measured outputs (üx1 , üy1 , üy2). In this prior test, we use the applied input force(s)
and the measured output responses defined at the centroids of the instrumented mass elements, since
centroids can be easily determined from geometry (engineering drawing/architectural floor plan).
However, it may not always be possible to physically locate sensors at the centroids, e.g. in a square
floor with a central cut-out; here too, the actuators and sensors do not need to be physically located at
the centroids (Fig. A.1). If the centroid (O) is the origin of the X–Y coordinate system, using rigid
floor assumption, the forces and responses at O may be written as:
fxO = fx3 + fx4 ; fyO = fy4 ; f θO = −fx3y3 − fx4y4 + fy4x4




where (x1, y1) to (x4, y4) are known from the actuator/sensor locations. The mass matrix with phys-
ical coordinates defined at centroids is: MO = diag
(














is the mass matrix of the ith mass element/floor defined at its centroid, withmi being the ith lumped/floor
mass, and Ji its mass moment of inertia defined at its center of mass located at (xGi , yGi). Hence, if
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Figure A.1: Completely instrumented lumped mass with (a) three applied inputs, and (b) a single
applied input.
we can estimate the mass matrices, defined at the centroids, of all the nm instrumented mass elements,
then, using Eq. (A.2), we can determine their corresponding centers of mass (xGi , yGi), lumped
masses (mi) and mass moments of inertia at the centers of mass (Ji). Let us denote by VO the mass
normalized mode shape matrix of the system for the physical coordinates defined at the centroids, by







the set of rows of VO corresponding
to the DOFs of the ith mass element/floor. Then, using mass orthogonality (M−1O = VOV
T
O), and





, · · · ,m−1ONm
)
, the matrix mOi





The problem then reduces to the estimation of the rBOi’s for all the completely instrumented mass
elements, for which we use the input–output balance method of Chapter 2.
Let mS = {ms1,m s2, · · · ,m snm} denote the set of nm completely measured mass elements; here
msi is the ith instrumented floor, but not necessarily the ith floor. Then, the set of all measured DOFs,
S = {s1, s2, · · · , sNs} with Ns = 3nm, is related to mS as: {s3i−2, s3i−1, s3i} being the measured
DOFs, respectively in the {x, y, θ} directions, at the centroid of the ith instrumented mass element
msi. Let the 3 inputs be located on the lth instrumented element msl, and let us denote the 3 DOFs
with these collocated inputs as cx(= s3l−2), cy(= s3l−1) and cθ(= s3l). Let us also denote the 3
responses of any ith instrumented mass element by {(üxO)msi , (üyO)msi , (üθO)msi}, and the 3 input
forces by {(fxO)msl , (fyO)msl , (f θO)msl}. We first use these known inputs and outputs in any system
identification algorithm to identify {ωj , ζj} ∀ j ∈ {1, 2, · · · , N}. Three sets of N pseudo-modal
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responses are then computed by solving the following differential equations:
(¨̃ηj)x + 2ζjωj( ˙̃ηj)x + ω
2
j (η̃j)x = (fxO)msl
(¨̃ηj)y + 2ζjωj( ˙̃ηj)y + ω
2
j (η̃j)y = (fyO)msl
(¨̃ηj)θ + 2ζjωj( ˙̃ηj)θ + ω
2




∀ j ∈ {1, 2, · · · , N} (A.4)
where (¨̃ηj)x, (¨̃ηj)y, (¨̃ηj)θ are all nt × 1 dimensional vectors, nt being the length of the input/output
records. We next solve the least squares problem, GΨ = Y, where G is the nt × 3N matrix:
G = [(¨̃η1)x (¨̃η2)x · · · (¨̃ηN )x (¨̃η1)y (¨̃η2)y · · · (¨̃ηN )y (¨̃η1)θ (¨̃η2)θ · · · (¨̃ηN )θ] (A.5)
and Y is the nt × 3nm matrix of the measured responses at the centroids of the instrumented floors:
Y = [(üxO)ms1 (üyO)ms1 (üθO)ms1 · · · (üxO)msnm (üxO)msnm (üxO)msnm ] (A.6)




v̆s1,1v̆cx,1 v̆s2,1v̆cx,1 · · · v̆2cx,1 v̆cy ,1v̆cx,1 v̆cθ,1v̆cx,1 · · · v̆sNs ,1v̆cx,1
v̆s1,2v̆cx,2 v̆s2,2v̆cx,2 · · · v̆2cx,2 v̆cy ,2v̆cx,2 v̆cθ,2v̆cx,2 · · · v̆sNs ,2v̆cx,2
...
... · · ·
...
...
... · · ·
...
v̆s1,N v̆cx,N v̆s2,N v̆cx,N · · · v̆2cx,N v̆cy ,N v̆cx,N v̆cθ,N v̆cx,N · · · v̆sNs ,N v̆cx,N
v̆s1,1v̆cy ,1 v̆s2,1v̆cy ,1 · · · v̆cx,1v̆cy ,1 v̆2cy ,1 v̆cθ,1v̆cy ,1 · · · v̆sNs ,1v̆cy ,1
v̆s1,2v̆cy ,2 v̆s2,2v̆cy ,2 · · · v̆cx,2v̆cy ,2 v̆2cy ,2 v̆cθ,2v̆cy ,2 · · · v̆sNs ,2v̆cy ,2
...
... · · ·
...
...
... · · ·
...
v̆s1,N v̆cy ,N v̆s2,N v̆cy ,N · · · v̆cx,N v̆cy ,N v̆2cy ,N v̆cθ,N v̆cy ,N · · · v̆sNs ,N v̆cy ,N
v̆s1,1v̆cθ,1 v̆s2,1v̆cθ,1 · · · v̆cx,1v̆cθ,1 v̆cy ,1v̆cθ,1 v̆2cθ,1 · · · v̆sNs ,1v̆cθ,1
v̆s1,2v̆cθ,2 v̆s2,2v̆cθ,2 · · · v̆cx,2v̆cθ,2 v̆cy ,2v̆cθ,2 v̆2cθ,2 · · · v̆sNs ,2v̆cθ,2
...
... · · ·
...
...
... · · ·
...




where v̆i,j is the (i, j)th element of VO. Remembering that the DOFs cx, cy and cθ are the ones with
collocated inputs and outputs, we can first solve for the elements of any of the corresponding three
rows of VO, i.e. v̆cx,j (or v̆cy ,j or v̆cθ,j) ∀ j ∈ {1, 2, · · · , N}, from the (3l − 2)th (or (3l − 1)th
or (3l)th) column of Ψ, considering the first (or the second or the third) set of N rows of Ψ. Once
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one of these three rows of VO is estimated, the remaining 3nm − 1 measured rows of VO may be
estimated from the remaining 3nm − 1 columns of Ψ, considering the same set of N rows of Ψ (e.g.
the first N rows if the cxth row was estimated in the previous step). Once all the instrumented rows
of VO are thus determined, one can use Eqs. (A.3) and (A.2) to estimate the centers of mass, lumped
masses and mass moments of inertia at the centers of mass of all the instrumented mass elements.
In practical situations, the modal frequencies and damping ratios identified using system identi-
fication will contain estimation errors due to noisy measurements. To limit the propagation of these
errors through the different steps of identification one can implement a coupled optimization/input-
output balance technique as discussed in Chapter 2. Additionally, to reduce the errors from mea-
surement noise, as well as to address the issue of unknown coupling between the translational and
rotational DOFs in the different modes, it will be more prudent to estimate the instrumented rows of
VO using all the 3N rows of Ψ, instead of using only one set of N rows. The issue of unknown
coupling is important, since in case there is low level of coupling between the x, y and θ directional
DOFs, the estimated v̆cx,j’s will be close to zero for the j’s corresponding to the y directional and
torsional modes, and hence one will not be able to estimate, in this situation, the other vsi,j’s for these
j’s. To instead use all the 3N rows of Ψ, we define a reduced matrix, ΨR, obtained by element-wise
summing of the matrices defined by the three sets of N rows in Ψ:
ΨR = Ψ(1 : N, :) + Ψ(N + 1 : 2N, :) + Ψ(2N + 1 : 3N, :) (A.8)
Then, any (j, i)th element of ΨR, can be written as:
ψRj,i = v̆si,j(v̆cx,j + v̆cy ,j + v̆cθ,j) ∀ si ∈ S, j ∈ {1, 2, · · · , N} (A.9)
Once
{
v̆cx,j , v̆cy ,j , v̆cθ,j
}
∀ j ∈ {1, 2, · · · , N} are obtained, the remaining 3nm − 3 measured rows
of VO (v̆si,j ∀ si ∈ S \{cx, cy, cθ} , j ∈ {1, 2, · · · , N}) can be estimated using Eq. (A.9). Using the
formulae (p+ q + r)2 = p2 + q2 + r2 + 2(pq + qr + rp) and (p+ q)(p− q) = p2 − q2, we obtain:
















v̆cx,j − v̆cy ,j + v̆cθ,j =









∀ j ∈ {1, 2, · · · , N} (A.10)
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whose solutions will give the estimates of
{
v̆cx,j , v̆cy ,j , v̆cθ,j
}





j,3l can be expected to be always non-negative since it equals the square number
(v̆cx,j + v̆cy ,j + v̆cθ,j)
2; it may however be zero if the jth mode has a node in all the three directions
(x,y and θ) at the lth instrumented mass element msl, in which case the actuators will need to be
shifted to a different instrumented mass element.
The method discussed above needs actuators at only one of the instrumented floors to estimate
the centers of mass/lumped mass parameters of all the instrumented floors. Moreover, the location
of the sensors for this prior actuator-driven test can be the same as their locations in case of the base
excitation test; once the centers of mass have been obtained, the measured responses during the base
excitation test may be transformed to the centers of mass using Eq. (A.1) with (xi, yi) replaced with
(xi − xG, yi − yG) ∀ i ∈ {1, 2, 3, 4}. These observations highlight the advantages of the method
in its simplicity in experimental implementation. However, one still needs to have three actuators
providing three independent inputs on one of the instrumented floors. It would be more useful if the
same can be accomplished using a single actuator. Such a situation is illustrated in Fig. A.1(b), where
a single input f is applied on a completely measured mass element. As before, (xf , yf , φ) are known
from the actuator’s location and orientation. The transformed forces at the centroid are now written
as: fxO = f cosφ; fyO = f sinφ; f θO = (xf sinφ − yf cosφ)f , and hence the inputs at the centroid
are no longer independent, but instead proportional in the time domain. The input-output balance
procedure needs some adjustments for proportional inputs (Chapter 2), as the matrix G becomes rank
N (instead of 3N ). Hence, let us now compute only one set of pseudo-modal responses:
¨̃ηj + 2ζjωj ˙̃ηj + ω
2
j η̃j = (f)msl ∀ j ∈ {1, 2, · · · , N} (A.11)
Then we construct G = [¨̃η1 ¨̃η2 · · · ¨̃ηN ], of dimension nt × N ; Y is the same as in Eq. (A.6); and
the N × 3nm least squares solution, Ψ = G†Y, has any (j, i)th element of the form:
ψj,i = v̆si,j(v̆cx,j cosφ+v̆cy ,j sinφ+v̆cθ,j(xf sinφ−yf cosφ)) ∀ si ∈ S, j ∈ {1, 2, · · · , N} (A.12)
Using the same algebraic expansion formulae as used for Eq. (A.10), we get the linear systems:


cosφ sinφ (xf sinφ− yf cosφ)
cosφ sinφ −(xf sinφ− yf cosφ)






















∀ j ∈ {1, 2, · · · , N} (A.13)





ψj,3l−2 cosφ+ ψj,3l−1 sinφ+ ψj,3l(xf sinφ− yf cosφ)
d2j =
ψj,3l−2 cosφ+ ψj,3l−1 sinφ− ψj,3l(xf sinφ− yf cosφ)
d1j
d3j =





∀ j ∈ {1, 2, · · · , N}
(A.14)
One can first estimate
{
v̆cx,j , v̆cy ,j , v̆cθ,j
}
∀ j ∈ {1, 2, · · · , N} from Eq. (A.13), and then the remain-
ing 3nm − 3 measured rows of VO from Eq. (A.12). Again, the term ψj,3l−2 cosφ+ ψj,3l−1 sinφ+
ψj,3l(xf sinφ − yf cosφ) equals the square number (v̆cx,j cosφ + v̆cy ,j sinφ + v̆cθ,j(xf sinφ −
yf cosφ))
2, and would always be non-negative; if any jth mode has a node in all the three direc-
tions at the floor msl, this term will be zero, and the actuator will need to be placed on a different
instrumented floor. In this single actuator test, the angle φ cannot be 00 or 900 or tan−1(yf/xf ), as
otherwise the coefficient matrix in Eq. (A.13) will have a column of zeros.
To validate the method, we consider the 3-story building shown in Fig. A.2, with the DOFs
defined at the centroid. For all the floors, lx = ly = 1 m. The stiffnesses of the columns are:
kicx = kidx = 1.25 × 106 N/m, kiax = kibx = 0.6kicx, kiby = kicy = 1.5 × 106 N/m, and kiay =
kidy = 0.6kiby, ∀ i ∈ {1, 2, 3}. The first and second floors have a uniform mass distribution, with
m1 = m2 = 2500 kg; hence the centroids and centers of mass of these floors coincide ((xG, yG) =
(0, 0)), and J1 = J2 = 416.67 kg-m2 at their centers of mass. The third floor has a non-uniform mass
distribution as shown in Fig. A.2, with (xG, yG) = (0.2,−0.15) m with respect to its centroid at
(0, 0); m3 = 2000 kg, and J3 = 208.33 kg-m2 with respect to its center of mass, and 333.33 kg-m2
with respect to its centroid. 5% modal damping is assumed in all the 9 modes. The first and third floors
are completely instrumented, i.e. we measure {(üxO)1, (üyO)1, (üθO)1, (üxO)3, (üyO)3, (üθO)3}.
We consider both the multiple and single actuator cases discussed above, with input force(s) applied
on the third floor: in the first case, three independent Gaussian white noise inputs are applied at the
centroid of the third floor, while in the second case, a single Gaussian white noise input is applied
at an angle of φ = 300 at the point (xf , yf ) = (−0.5,−0.5) with respect to the centroid at (0, 0).
To simulate the effect of measurement noise, the true acceleration responses are corrupted by adding
zero-mean Gaussian white noise sequences with root-mean-square (RMS) values equal to 10% of
the RMS values of the corresponding true signals. In both cases, 100 simulations are run, with each
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simulation differing in (1) the applied input(s), which are different white noise sequences from a
common underlying Gaussian distribution, and (2) the additive measurement noise sequences. For
each simulation, the ERA-OKID approach is first used to identify the modal frequencies and damping
ratios using the input - (noisy) output sequences, following which the centers of mass, lumped masses
and mass moments of inertia (at the centers of mass), of the first and third floors, are estimated using
the proposed approach. The means and standard deviations of the estimates from the 100 simulations
are then computed. For the multi–actuator case, the mean of the parameter estimates for the first
floor are: µxG = −0.0003 m, µyG = 0.0002 m, µm1 = 2489.92 kg, and µJ1 = 416.22 kg-m2, and
the standard deviations are: σxG = 0.0011 m, σyG = 0.0011 m, σm1 = 33.84 kg, and σJ1 = 1.23
kg-m2; while for the third floor, the mean estimates are: µxG = 0.2005 m, µyG = −0.1504 m,
µm3 = 1995.01 kg, and µJ3 = 207.99 kg-m
2 (at the center of mass), with standard deviations of:
σxG = 0.0014 m, σyG = 0.0010 m, σm3 = 13.39 kg, and σJ3 = 0.83 kg-m
2. For the single
actuator case, the estimation statistics for the first floor are: µxG = 0.0002 m, µyG = −0.0001 m,
µm1 = 2498.62 kg, and µJ1 = 416.39 kg-m
2; σxG = 0.0004 m, σyG = 0.0004 m, σm1 = 3.15
kg, and σJ1 = 0.95 kg-m
2; and for the third floor are: µxG = 0.2000 m, µyG = −0.1502 m,
µm3 = 1998.27 kg, and µJ3 = 207.99 kg-m
2; σxG = 0.0005 m, σyG = 0.0003 m, σm3 = 2.40 kg,
and σJ3 = 0.81 kg-m
2. Thus, even with 10% measurement noise, the method performs reasonably
well (with no noise, the mean estimates are numerically exact, with standard deviations of the order
of 10−10 − 10−15).
A.2 Minimal/Near-Minimal Instrumentation for 3-D Rigid Floor Build-
ing Identification Using Actuator-Driven Forced Vibration Test
Different minimal/near-minimal instrumentation set-ups for global identifiability in actuator driven
forced vibration tests of 1-D shear-type systems were identified in Chapter 2. These set-ups can be
extended to 2 and 3-D systems following the recommendation in Chapter 3: the complete instrumen-
tation (i.e. measurement of all the active DOFs) of a set of floors for ND-dimensional rigid-floor
systems, with the set of floors to be completely instrumented being the same as the set of DOFs
(lumped masses) to be necessarily instrumented in 1-D systems. Thus, in an actuator driven test of an
ND-dimensional N -DOF rigid-floor system with Nm floors/lumped masses, instrumenting:
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Figure A.2: Three storied building with non-uniform mass distribution on third floor: an example of
3-D shear-type system (N = 3Nm = 9 DOFs) considered in the present study.
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1. only the 1st or Nmth floor with one actuator and ND sensors, or,
2. two consecutive floors, with one actuator and ND sensors at one floor, and an additional ND
actuators/sensors at the other floor, with independent inputs from the actuators, or,
3. two consecutive floors with either ND actuators and/or ND sensors per floor, and any other
additional floor with one actuator and ND sensors, with independent inputs from the actuators,
or,
4. two consecutive floors, with one actuator and ND sensors per floor, for dependent inputs from
the actuators,
is sufficient for a unique identification of the complete mass normalized V, and consequently the M
and K matrices, of the system, and hence the above list defines the minimal/near-minimal instrumen-
tation requirement(s) for global identifiability. In case of 2/3-D systems the single actuator in any
floor needs to be so located and oriented as to excite all the 2/3 active DOFs (i.e. eccentrically located
and oriented in a direction not parallel to the two translational DOFs).
As an example, consider again the 3-storied building of Fig. A.2, with the masses in all the
floors uniformly distributed. The structure is excited by applying a zero-mean Gaussian white noise
force, through a single actuator located on the 3rd floor (roof), at an angle of φ = 300 at the point
(xf , yf ) = (−0.5,−0.5) with respect to the centroid at (0, 0). Only the three 3rd floor responses
of the system are measured; the ”measured” responses are the true responses corrupted with 10%
RMS Gaussian white noise. Using the same approach as before (i.e. ERA-OKID + input-output
balance) with the applied input and “measured” output data, the modal frequencies, damping ratios
and mass normalized mode shape components at the 3rd floor are first identified. The mode shape
expansion equations of Chapter 3 (Statements 6 and 4) are then used to estimate the complete mass
normalized V matrix. The individual floor masses, mass moments of inertia and story stiffnesses
(kL = kay + kdy, kR = kby + kcy, kF = kax + kbx, kB = kcx + kdx) are then estimated from the
M and K matrices identified using modal orthogonality. 100 such simulations are run; Tables A.1
and A.2 show the means and coefficients of variation of the physical parameter estimates from the
100 simulations. Evidently, even with 10% RMS measurement noise and only a single instrumented
floor (only 1 actuator and 3 sensors), reliably accurate estimates of the mass and stiffness parameters
are obtained using the proposed approach, with the maximum (amongst all 6 parameters) error in
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Table A.1: Statistics of identified floor mass parameters.
Floor µm COVm µJ COVJ
1 2.48 (2.5) 0.01 4.15 (4.17) 0.10
2 2.48 (2.5) 0.02 4.15 (4.17) 0.09
3 2.00 (2.0) 0.01 3.33 (3.33) 0.05
µm in 103 kg; µJ in 102 kg-m2; COV in %; true values in parenthesis.
Table A.2: Statistics of identified story stiffness parameters.
Story µkL COVkL µkR COVkR µkF COVkF µkB COVkB
1 1.78 (1.8) 0.47 2.98 (3.0) 0.51 1.50 (1.5) 0.79 2.49 (2.5) 0.94
2 1.77 (1.8) 0.62 2.97 (3.0) 0.50 1.49 (1.5) 0.79 2.49 (2.5) 0.89
3 1.78 (1.8) 0.46 2.98 (3.0) 0.27 1.50 (1.5) 0.31 2.49 (2.5) 0.33
µk in 106 N/m; COV in %; true values in parenthesis.
the mean estimates being 1.7% (in kL), and the maximum COV being 0.94%. It is also interesting
that the COVs tend to increase from the 3rd to the 1st floor, indicating that the estimation uncertainty
increases as one moves away from the instrumented location, as may be expected.
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Appendix B
Proofs of Some Statements from
Chapters 3 and 4
B.1 Proof of Statement 4 from Chapter 3
For the first case, to show that the estimate of rBi−1 is unique, we need to show that the determinant
of the coefficient matrix in Eq. (3.18) is non-zero. To this end, we repeatedly apply the block matrix







0ND×N IND×ND IND×ND 0ND×ND
rBi 0ND×ND 0ND×ND 0ND×ND
rBi+1 0ND×ND 0ND×ND 0ND×ND
∣∣∣∣∣∣∣∣∣∣∣∣




































∣∣−m−1i+1kim−1i + m−1i+1mim−1i [ki + ki+1] m−1i
∣∣






which cannot be zero as neither any floor mass matrix can have an infinite determinant, nor any story
stiffness matrix can have a zero determinant.







0ND×N IND×ND IND×ND 0ND×ND
rBi 0ND×ND 0ND×ND 0ND×ND







which is again non-zero, and so the estimate of rBi+2 is unique.
B.2 Proof of Statement 7 from Chapter 4
Statement 7 used in Chapter 4 is a corollary of another statement; so, we first give below this state-
ment, and its proof by induction.
Statement 10: For a shear-type system, for any mode j ∈ {1, · · · , N}, the mode shape component










where cl,i ∀ l ∈ {0, · · · , i− 1}, are i number of mode independent constants.
Proof of Statement 10: Consider the eigenvalue problem, for any mode j ∈ {1, · · · , N}:
[A− λjI]ṽj = 0 (B.4)
where A = M−1K, and let any (i, k)th element of A be denoted by ai,k. (Note: even though M and
K are symmetric, A is not necessarily symmetric.) Then, considering the first row of Eq. (B.4), it
APPENDIX B. PROOFS OF SOME STATEMENTS FROM CHAPTERS 3 AND 4 258
can be shown that Statement 10 is true for i = 2:
(a1,1 − λj)ṽ1,j + a2,2ṽ2,j = 0 ⇒ ṽ2,j = (c0,2 + c1,2λj)ṽ2,j (B.5)
where c0,2 = −a1,1/a1,2 and c1,2 = 1/a1,2. Assume that Statement 10 is true for i = i∗ − 1 and


















Then, considering the i∗th row of Eq. (B.4), we get:






































−(ai∗,i∗−1cl,i∗−1 + ai∗,i∗cl,i∗)/ai∗,i∗+1 for l = 0
−(ai∗,i∗−1cl,i∗−1 + ai∗,i∗cl,i∗ − cl−1,i∗)/ai∗,i∗+1 for l ∈ {1, · · · , i∗ − 2}
−(ai∗,i∗cl,i∗ − cl−1,i∗)/ai∗,i∗+1 for l = i∗ − 1
cl−1,i∗/ai∗,i∗+1 for l = i∗
(B.8)
Eq. (B.7) shows that Statement 10, if true for i = i∗ − 1 and i = i∗, is also true for i = i∗ + 1. This
completes the proof of Statement 10 by induction.
The proof of Statement 7 follows directly from Statement 10.
























































where c̄l,i1 = cl,i1/c0,i2 and c̄l,i2 = cl,i2/c0,i2 .
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B.3 Proof of Statement 8 from Chapter 4
Statement 8 used in Chapter 4 is again a corollary of another statement. We first give below this
statement, and its proof by induction.
Statement 11: For a shear-type system, for any mode j ∈ {1, · · · , N}, the mode shape component











where dl,k ∀ l ∈ {1, · · · , k}, are k number of mode independent constants.
Proof of Statement 11: Considering the N th row of the eigenvalue Eq. (B.4), and using aN,N−1 =
−aN,N for a shear-type system, it is evident that Statement 11 is true for k = 1:
aN,N−1ṽN−1,j + (aN,N − λj)ṽN,j = 0 ⇒ ṽN−1,j = (1 + d1,1λj)ṽN,j (B.11)




















Then, considering the (N − k∗)th row of Eq. (B.4), we get:
























































ṽN,j (collecting like powers of λj)
(B.13)







−aN−k∗,N−k∗dl,k∗) /aN−k∗,N−k∗−1 for l = 1
(dl−1,k∗ − aN−k∗,N−k∗+1dl,k∗−1
−aN−k∗,N−k∗dl,k∗) /aN−k∗,N−k∗−1 for l ∈ {2, · · · , k∗ − 1}
(dl−1,k∗ − aN−k∗,N−k∗dl,k∗)/aN−k∗,N−k∗−1 for l = k∗
dl−1,k∗/aN−k∗,N−k∗−1 for l = k∗ + 1
(B.14)
Eq. (B.13) shows that Statement 11, if true for k = k∗ − 1 and k = k∗, is also true for k = k∗ + 1.
This completes the proof of Statement 11 by induction.
The proof of Statement 8 follows directly from Statement 11.
Proof of Statement 8: Consider k = k1 = N − i1 and k = k2 = N − i2 in Statement 11. Then:































































B.4 Proof of Statement 9 from Chapter 4
This proof will also be by induction. We will consider here the case of the DOFs {i− 1, i, i+ k}; the
proof for the case of the DOFs {i− k, i, i+ 1} is similar. To show that Statement 9 is true for k = 1,
consider the ith row of the eigenvalue Eq. (B.4):
ai,i−1ṽi−1,j + (ai,i − λj)ṽi+1,j + ai,i+1ṽi+1,j = 0
⇒ṽi+1,j = (1 + p0,1)ṽi−1,j − (p0,1 + r1,1λj)ṽi,j
(after rearrangement and using ai,i−1 + ai,i + ai,i+1 = 0)
(B.16)
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where p0,1 = ai,i/ai,i+1 and r1,1 = −1/ai,i+1. Since the ql,k terms don’t appear for k = 1, we also
need to show that Statement 9 holds for k = 2. Hence, from the i+ 1th row of Eq. (B.4):
ai+1,iṽi,j + (ai+1,i+1 − λj)ṽi+1,j + ai+1,i+2ṽi+2,j = 0
⇒ṽi+2,j = −
{ai+1,i − (ai+1,i+1 − λj)(p0,1 + r1,1λj)}ṽi,j + (ai+1,i+1 − λj)(1 + p0,1)ṽi−1,j
ai+1,i+2
(rearranging and using Eq. (B.16))
⇒ṽi+2,j = (1 + p0,2 + q1,2λj)ṽi−1,j − (p0,2 + r1,2λj + r2,2λ2j )ṽi,j
(after some algebra and using ai+1,i + ai+1,i+1 + ai+1,i+2 = 0)
(B.17)
where:
p0,2 = −1− (1 + p0,1)ai+1,i+1/ai+1,i+2; q1,2 = (1 + p0,1)/ai+1,i+2;
r1,2 = (p0,1 − r1,1ai+1,i+1)/ai+1,i+2; r2,2 = r1,1/ai+1,i+2
(B.18)
Assume that Statement 9 holds for k = k∗ − 1 and k = k∗, i.e.:
ṽi+k∗−1,j =
(





































Then, from the (i+ k∗)th row of Eq. (B.4), we get:
ai+k∗,i+k∗−1ṽi+k∗−1,j + (ai+k∗,i+k∗ − λj)ṽi+k∗,j + ai+k∗,i+k∗+1ṽi+k∗+1,j = 0
⇒ṽi+k∗+1,j = (1 + e1)
(


















− (e1 + e2λj)
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−e2(1 + p0,k∗) + (1 + e1)ql,k∗−1 − e1ql,k∗ for l = 1
(1 + e1)ql,k∗−1 − e1ql,k∗ − e2ql−1,k∗ for l ∈ {2, · · · , k∗ − 2}
−e1ql,k∗ − e2ql−1,k∗ for l = k∗ − 1





−e2p0,k∗ + (1 + e1)rl,k∗−1 − e1rl,k∗ for l = 1
(1 + e1)rl,k∗−1 − e1rl,k∗ − e2rl−1,k∗ for l ∈ {2, · · · , k∗ − 1}
−e1rl,k∗ − e2rl−1,k∗ for l = k∗
−e2rl−1,k∗ for l = k∗ + 1
(B.23)
Eqs. (B.20) and (B.22) show that Statement 9, if true for k = k∗ − 1 and k = k∗, is also true for
k = k∗ + 1. This completes the proof of Statement 9 by induction.
B.5 Proof of Real Jacobian Conjecture for Degree 2
g(α∗,θ) : RN
2−1 → RN2−1 is a polynomial map in the elements of θ, with any polynomial being
at most of degree 2. Let us choose two θ’s, viz. θa 6= θb, and let θc = (θa + θb)/2. Then:
g(α∗,θ = θa) = g(α
∗,θ = θc) + J|θc{θa − θc}+ p(θa,θc)
g(α∗,θ = θb) = g(α
∗,θ = θc) + J|θc{θb − θc}+ p(θb,θc)
(B.24)
where, since any polynomial in g(α∗,θ) is of degree at most 2 and θc = (θa + θb)/2, the vectors
p(θa,θc) and p(θb,θc) are equal. Subtracting the two equations above:
g(α∗,θa)− g(α∗,θb) = J|θc{θa − θb} (B.25)
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by which, since θa 6= θb, g(α∗,θa) = g(α∗,θb), if and only if J|θc is singular, i.e. det[J|θc ] = 0.
Hence, if det[J] 6= 0 ∀ θ ∈ W , then g(α∗,θ) is injective inW .
The above proof is a direct result of the mean-value theorem represented by Eq. (B.25) [65].
There is also an alternative proof, a proof by contradiction, given in [62, 63].
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Appendix C
Constructing the Matrices Jθ and Jα
In this appendix, pseudo-codes are provided for analytically constructing the matrices [∂g(α,θ)/∂θ]
and [∂g(α,θ)/∂α] necessary in Chapters 4 and 6. The pseudo-codes are written for an N -DOF
shear–type system, instrumented with Ns sensors located at the DOFs in S = {s1, · · · , sNs}. The
N(N +Ns− 2) nonlinear equations in g(α,θ) = 0 are arranged such that: (a) the first N(N − 1)/2
equations are from the diagonality of M, (b) the next N(N − 1)/2 equations are from the nature of
F = K−1, and (c) the last N(Ns − 1) equations are from the measured mode shape components,
ṽsi,j’s (see Section 4.2.1 for the equations). The unknown and known parameters are respectively
arranged in the vectors θ, of dimension (N2− 1)× 1, and α, of dimension NNs× 1, as in Eqs. (4.5)
or (6.2). Given an estimate of θ, and with v∗s1,1 = 1, one can construct the matrix V
∗. The Jacobian
matrix J = Jθ = [∂g(α,θ)/∂θ], necessary in Chapters 4 and 6, may then be obtained as:
Jθ = 0N(N+Ns−2)×N2
l = 1
for i = 1 to N − 1 do
for k = i+ 1 to N do
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l = l + 1
end for
end for
for i = 2 to Ns do









The matrix Jα = [∂g(α,θ)/∂α], necessary in Chapter 6, may be obtained as:
Jα = 0N(N+Ns−2)×NNs
l = N(N − 1)/2 + 1
for i = 1 to N − 1 do
for k = i+ 1 to N do
for j = 1 to N do
[Jα]l,j = −(v∗i,jv∗k,j − v∗2i,j)/λ2j
end for
l = l + 1
end for
end for
for i = 2 to Ns do
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Appendix D
Propagation of Mode Shape Errors in
Structural Identification1
D.1 Introduction
Experimentally identified modal parameters are often used in structural damage detection, for ex-
ample by directly comparing them with the corresponding ones obtained from an initial analytical
model of the structure, or by using them to estimate the stiffness/flexibility matrices of the structural
model. In assessing structural damage, an increase in structural flexibility has often been considered
as indicative of damage (see, e.g. [72, 99–102], amongst others).
Another approach, especially for ascertaining the presence of damage and for damage localiza-
tion, has been the direct comparison of experimental and analytical modal parameters. In [103] the
authors have shown that the comparison of mode shapes gives a better indication of damage in the
structure than the comparison of natural frequencies. The comparison of two mode shapes obtained
from different sources but corresponding to the same mode of vibration is conventionally conducted
via the Modal Assurance Criterion (MAC) [21]. MAC is a scalar constant which expresses the consis-
tency between two selected mode shapes. It can take values between 0 and 1; if the two mode shapes
are consistent, i.e. they differ only by a scalar factor of proportionality, MAC takes a value of 1; if the
1This appendix is almost entirely from an article, co-authored with Profs. Raimondo Betti and Hilmi Lus, and Dr. Ah
Lum Hong, in the Journal of Sound and Vibration [48].
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two mode shapes are orthogonal to each other, MAC takes a value of 0. On the other hand, a com-
monly used criterion to test how two sets of mode shapes (obtained from different sources) compare
at a given degree of freedom (DOF) is the Coordinate Modal Assurance Criterion, or COMAC [22].
The COMAC also takes a value between 0 and 1 and, for a given DOF, gives us a global index in-
dicating how all the corresponding mode shapes from the two different sets compare at that specific
DOF. A low value of COMAC implies that the two sets of mode shapes, at the selected DOF, are not
consistent or similar to each other, while a high value of COMAC implies a concordance between the
two sets of mode shapes for that DOF. [103] used MAC values to ascertain the presence of damage,
and COMAC values to indicate the location of damage in a multispan reinforced concrete highway
bridge, whereas [104] used COMAC values to assess the quality of repair and damage localizations
in a prestressed concrete bridge. [105] used MAC values to identify changes in the modal parameters
obtained from vibration measurements from both damaged and undamaged metallic and composite
panels. Comparing the natural frequencies, mode shapes and modal flexibility, [106] found the modal
flexibilities to be most sensitive to damage.
For algorithms using mode shapes for damage detection, it is ideal that the experimental mode
shapes be error free; it is, however, not possible to obtain error free estimates. It is thus important
that one should be able to quantify how errors that occur in the mode shape estimates propagate to the
estimates of the structural flexibility matrix, as well as to the calculation of MAC and COMAC values
for these estimated mode shapes and the corresponding exact ones. From a different perspective, if
“error” in any estimated mode shape is the change due to damage, this error propagation analysis
will show how the changes in mode shapes due to damage show up in the estimated structural flex-
ibility matrix and MAC/COMAC values. Since both changes in the flexibility matrix as well as the
MAC/COMAC values are used for damage detection purposes, it will also be interesting to compare
these propagated errors, i.e. how changes induced in the modal parameters by damage propagate to
the estimated structural flexibility matrix and the MAC/COMAC values.
One stream of research has tried to address how changes in the structural parameters affect the
structural frequencies and mode shapes using sensitivity analysis (see, e.g. [107] for eigenvector
derivatives). In this appendix, we instead try to address a somewhat inverse issue, namely how
changes in the mode shapes of linear classically damped systems affect the structural flexibility matrix
and the MAC/COMAC values obtained from comparing the corresponding changed and unchanged
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mode shapes. To this end, a random multiplicative error in each component of each estimated mode
shape is assumed, and the nonlinear functions thus obtained are simplified by expanding them in
Taylor series around the mean values of the random parameters, as for instance done in classical reli-
ability analyses. The results obtained show analytically how the variance of the errors propagated to
the MAC/COMAC values and the structural flexibility matrix relate to the variance of the errors that
occur in the mode shape estimates. The results are also validated numerically through a Monte Carlo
simulation using an 8 story shear–building model.
The implications of this mismatch in the order of propagated error can be interpreted from two
differing points of view. For the first point of view, one may assume that the error-free analytical
mode shapes of the structure are available beforehand, and one uses the estimated experimental mode
shapes for damage detection and/or model updating purposes. In this case, the mismatch would imply
that the error in the estimated flexibility matrix would be different than that suggested by the MAC
and COMAC values comparing the estimated mode shapes with the true ones. Although the true
mode shapes are not available in practice, this scenario can be analyzed in numerical simulations to
evaluate the relative efficiency of different mode shape estimation and expansion techniques. For the
second interpretation, one can assume that the error free mode shapes represent the undamaged state
of the structure, and the estimated mode shapes represent the damaged state. In this situation, the
estimated mode shapes are also error free and their difference from the undamaged ones is represen-
tative of damage. Thus, in this case, error propagation from the mode shapes to the flexibility matrix,
and to MAC and COMAC values, is in essence the propagation of “damage severity information”.
The mismatch of the propagated error in this case will therefore suggest that the severity of damage
indicated by the MAC and COMAC values is not the same as the severity of damage indicated by a
change in the structural flexibility matrix.
After the propagation analysis, two new indices are proposed, both of which try to mimic the
order of “error” that is to occur in the flexibility matrix. The first complements MAC; it can be
used to compare two different mode shapes, but it will provide a measure of the difference one can
expect in the flexibility matrices obtained using the two different mode shapes. The second index is
complementary to COMAC; it can be used to compare corresponding mode shapes from two different
sets at the same DOF, and it will also give a measure of the difference one can expect in the flexibility
matrices obtained using the two different sets of mode shapes.
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D.2 Error Propagation Analysis: MAC, COMAC and Flexibility Ma-
trix
In this study it is assumed that the mode shapes are real, as for instance the mode shapes that can be
obtained for a classically damped system, and that they are evaluated at every DOF. Let vi ∈ RN×1
and v̂i ∈ RN×1 denote, respectively, the analytical and experimental mode shapes for the ith mode of
vibration for an N DOF system. Here the subjective “analytical” refers to an initial model, obtained
possibly through a finite element analysis, and “experimental” refers to the actual in situ situation.
Also, let vi and v̂i be related as
v̂i = βivi (D.1)
where βi is an N × N diagonal matrix representing the mismatch, due to error and/or damage,
between vi and v̂i. In the case of no damage or if the analytical model perfectly matches the real
structure, the matrix βi becomes equal to
βi = αiI (D.2)
where αi is a scalar constant.



























where βi,k is the kth element in the principal diagonal of βi, corresponding to the kth element vk,i in
the vector vi. Remembering that MACi should ideally be 1 if vi and v̂i match perfectly, the error in
MACi, denoted by eMACi, can then be written as
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It should be noted that the eMACi becomes zero (i.e. MACi becomes 1) when all βi,k for k =
1, 2, ..., N , are equal to each other, in which case vi and v̂i differ only by a scalar multiplicative
constant, and thus are exactly the same mode shape. On the other hand, if the differences between the
different βi,k values become very large eMACi tends to go to 1.
The N ×N estimated flexibility matrix F̂ for an N -DOF system can be expressed in terms of the










In this expression, M is the N × N mass matrix of the system, Φ̂ is the experimental mode shape
matrix defined as
V̂ = [v̂1 v̂2 · · · v̂N ] (D.7)
and Λ̂ is the N ×N diagonal experimental eigenvalue matrix
Λ̂ = diag
(
λ̂1, λ̂2, · · · , λ̂N
)
(D.8)
with λ̂i being the ith experimental eigenvalue, and ω̂i =
√
λ̂i being the ith natural frequency of the
system obtained through the experiment. Here it is assumed that the mass matrices of the analytical
and experimental system are equal: this is a widely used assumption, especially where changes in
modal parameters are due to damage, as evidenced in several papers (see, e.g., [108–111]). Further-
more, mode shape changes due to modeling errors are less likely to be indicative of a change in mass
rather than a change in flexibility, as the initial estimate of mass is generally accepted to be more
reliable than an initial estimate of flexibility. Due to the same reason, mode shape mismatch due to
measurement errors will be more likely to be reflected as errors in the updated/identified flexibility
matrix.





V = [v1 v2 · · · vN ] (D.10)
is the analytical mode shape matrix, and
Λ = diag
(
λ1, λ2, · · · , λN
)
(D.11)
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is the diagonal matrix of analytical frequencies. Since the mass matrix M is unaltered, both the
experimental and analytical mode shapes are orthogonal with respect to M. It is furthermore assumed
that the analytical mode shapes are mass normalized, so that,
VTMV = I (D.12)
while the experimental mode shapes satisfy the following mass normalization condition:
V̂
T
MV̂ = S (D.13)










where mjk is the (j, k)th element, i.e. the element on the jth row and kth column, of the mass matrix
M.
Using Eqs. (D.12) and (D.13) in Eqs. (D.9) and (D.6), the analytical and experimental flexibility




















The expressions in Eq. (D.15) describe the total analytical and experimental flexibility matrices as
sums of the corresponding flexibility matrices obtained from each mode, whereas the expressions in
Eq. (D.16) describe the contribution of a single mode to the analytical and the experimental flexibility
matrices. Thus, the error in the flexibility matrix from the contribution of the ith mode due to βi of
Eq. (D.1) can be written as
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The representative error in the flexibility matrix associated with the ith mode, refi, is defined here as









If it is further assumed that the changes in natural frequencies are insignificant as compared to the







Although natural frequencies do change due to damage and/or measurement errors, our main purpose
is to quantify how errors in the mode shapes propagate to MAC/COMAC and the flexibility matrix.
Furthermore, since MAC/COMAC values depend only on the mode shapes and not on frequencies,
neglecting the frequency changes will provide a more consistent comparison when the errors in flex-
ibility are compared with the errors in MAC. It has also been discussed (see, e.g., [103]) that mode
shapes are more sensitive to damage than natural frequencies, with changes in natural frequencies
becoming significant only when there is substantial structural damage.
The βi,k, for all k, are assumed to be independent and identically distributed normal random
variables with unit mean and standard deviation equal to σi:
E{βi,k} = 1, Var{βi,k} = σ2i ∀ k ∈ {1, 2, · · · , N} (D.22)
σi is the standard deviation corresponding to the ith mode and it may be expected to have higher
values for higher modes. The means and variances of the error in MACi (given by Eq. (D.5)) and
the error in the flexibility matrix for no error in natural frequency (given by Eq. (D.21)) can now
be calculated. To this end, both eMACi and r̃efi are expanded in a Taylor series about E{βi,k} ∀
k [112, chap. 4]. It is found that, for a first order Taylor series approximation of eMACi, both the


















In order to get a dependence of Var{eMACi} on σi, a second order Taylor series approximation of




























































Since βi,k are normally distributed for all k,
E{(βi,k − E{βi,k})3} = 0; E{(βi,k − E{βi,k})4} = 3σ4i (D.29)
The fact that the mean of eMACi is not equal to zero can be explained by the fact that MACi is
a variable which is bounded upwards by 1 and for the ideal case of zero estimation error in the
ith mode shape it should be equal to 1. Therefore eMACi should also have a distribution which is
bounded downwards by zero, and thus should have a mean slightly greater than zero. Also, from Eq.
(D.27) it can be said that the variance in eMACi is always less than σ4i /2 as
N∑
k=1
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Similarly using a first order Taylor series expansion, the mean and variance of the flexibility error



































Comparing the variances in eMACi and r̃efi and noting that σi would, in most cases, be expected to
realize a value between 0 and +1, the errors in flexibility are identified to be of a higher order than the
error in MAC. Of course, this comparison also involves the coefficients of σ4i and σ
2
i in Eqs. (D.27)
and (D.31). It will later be demonstrated, via Monte Carlo simulations, that the variance of the error
in flexibility as defined by Eq. (D.21) is indeed of a higher order than the variance of the error in
MAC defined by Eq. (D.5).
It should be noted that, if a second order Taylor series expansion for r̃efi is assumed, it will result
in only adding an expression containing σ4i to the σ
2
i expression of Eq. (D.31). Remembering that
variance is never negative, a second order expansion for r̃efi will even further increase the variance
of r̃efi given by Eq. (D.31). As the resulting expressions involve too many terms, and do not add any
significant information to that already obtained by comparing Eqs. (D.27) and (D.31), these second
order expansion expressions are not included here.
Until this point the focus has been on how any error in the estimation of a single mode shape
affects the contribution of that mode to the estimate of the structural flexibility matrix, and how this
error changes the MAC value obtained by comparing this estimated mode shape with the correspond-
ing actual one. It would also be interesting to know how the estimation errors in several estimated
mode shapes propagate to any (k, k)th element of the estimated flexibility matrix, and whether this
propagated error correlates well with the COMAC value at the kth DOF. To this end, it is assumed
that Nm estimated mode shapes and natural frequencies are available for the N DOF system being
considered (Nm ≤ N ). The COMAC value for the kth DOF, calculated using the estimated and the
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Noting that COMACk should ideally be 1 when all βi,k (for i = 1, 2, ..., Nm) are equal to each other,
the error in COMACk can be written as






















Furthermore, from Eqs. (D.15) and (D.16), the error in the (j, k)th element of the flexibility matrix













If this error is scaled with the value of the true flexibility coefficient that would be obtained with the
























where the superscript (Nm) denotes the number of modes used in the computation.
Since COMACk indicates the degree of agreement between the estimated and actual mode shapes
at the kth DOF, it may be interesting to see whether the order of error in COMACk due to the estima-
tion error in the mode shapes is the same as the order of error in the (k, k)th element of the flexibility
matrix derived using these mode shapes, since this term indicates the “flexibility” for the kth DOF.
To this end, eCOMACk and reF
(Nm)
kk are compared in an analysis similar to the one undertaken for
comparing eMACi and r̃efi. It is assumed here for simplicity that all βi,k, for k = 1, 2, ..., N and
i = 1, 2, ..., Nm, are independent and identically distributed normal random variables with
E{βi,k} = 1, Var{βi,k} = σ2 (D.37)
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The first order Taylor series expansion about E{βi,k} lead to zero mean and variance for eCOMACk,



















On the other hand, the first order Taylor series expansion of reF(Nm)kk about E{βi,k} leads to:
E{reF(Nm)kk } ≈ 0 (D.39a)







































, if j = k
(D.40)
Once again the results of the second order Taylor series expansion for reF(Nm)kk are not presented,
since this expansion simply adds a σ4 term to the σ2 term in Eq. (D.39b), and thereby further increases
the variance of reF(Nm)kk given by Eq. (D.39b) for 0 < σ < 1. Based on Eqs. (D.38b) and (D.39b),
the error in the (k, k)th element of the flexibility matrix estimated from the Nm estimated mode
shapes can, in general, be expected to be of a higher order than the error in COMACk, the variance
of the former being proportional to σ2 while that of the latter being proportional to σ4.
D.3 Monte Carlo Simulation
To numerically compare the order of the errors in MACi and COMACk with the order of the errors
in r̃efi and reF
(Nm)
kk , respectively, Monte Carlo simulations using an 8 DOF shear–type system are
performed: the lumped masses are taken asmi = 2500kg for i = 1, 2, ..., 7, andm8 = 2000kg, while
the spring stiffnesses considered are ki = 5× 106N/m for i = 1, 2, ..., 8. First an eigenvalue analysis
APPENDIX D. PROPAGATION OF MODE SHAPE ERRORS IN STRUCTURAL
IDENTIFICATION 277























































Figure D.1: Distribution of (a) β1,2 and (b) β4,5 for the 500 realizations.
of this 8 DOF system is performed to obtain its frequencies and mode shapes. It is assumed that only
the first 5 mode shapes have been estimated from experiments; i.e. Nm = 5 for the COMACk and
reF(Nm)kk calculations. The estimated mode shapes are obtained by perturbing the true mode shapes
as in Eq. (D.1) for 500 sets of random realizations of βi,k (for i = 1, 2, ..., 8 and k = 1, 2, ..., 5)
from a normal distribution with unit mean and σ = 0.2. Fig. D.1 shows the distributions of the
500 realizations of β1,2 (with a mean of 1.0046 and variance of 0.0443) and β4,5 (with a mean of
1.0070 and variance of 0.0380), i.e. the multiplicative perturbations for the mode shape components
of second DOF for the first mode, and fifth DOF for the fourth mode, respectively.
Figs. D.2 and D.3 respectively show the distributions of the eMACi and r̃efi values, obtained
from the true and the estimated 500 realizations of the first and the fourth mode shapes. It is evident
from these figures that the variances of errors in MACi are of a lower order than the variances of r̃efi,
as could be anticipated from comparing Eqs. (D.27) and (D.31) in the last section. In fact, eMACi
has a mean of 0.0314 and a variance of 0.0004 for the first mode, and a mean of 0.0325 and a variance
of 0.0004 for the fourth mode, whereas r̃efi has a mean of −0.0111 and a variance of 0.0082 for the
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Figure D.2: Distributions obtained for (a) eMAC1 and (b) eMAC4.
first mode, and a mean of −0.0123 and a variance of 0.0085 for the fourth mode. Fig. D.4 shows the
comparison of MACi with r̃efi for the first and the fourth modes.
Figs. D.5 andD.6 respectively show the distributions of the eCOMACk and reF
(Nm)
kk values, ob-
tained for the second and the fifth DOFs from the 500 realizations of the first 5 estimated modes
shapes and the corresponding first 5 true mode shapes. These figures also validate the reasoning of
the last section that the variances in eCOMACk can be expected to be of a lower order than the vari-
ances in reF(Nm)kk . In these figures, eCOMACk has a mean of 0.0325 and a variance of 0.0004 for the
second DOF, and a mean of 0.0317 and a variance of 0.0004 for the fifth DOF, while reF(Nm)22 has
a mean of −0.0175 and a variance of 0.0561, and reF(Nm)55 has a mean of 0.0018 and a variance of
0.1101. Fig. D.7 compares COMACk with reF
(Nm)
kk for the second and fifth DOFs.
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Figure D.3: Distributions obtained for (a) r̃ef1 and (b) r̃ef4.



























Figure D.4: Comparisons of (a) eMAC1 with r̃ef1 and (b) eMAC4 with r̃ef4.
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Figure D.5: Distributions obtained for (a) eCOMAC2 and (b) eCOMAC5.










































Figure D.6: Distributions obtained for (a) reF(5)22 and (b) reF
(5)
55 .
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Figure D.7: Comparisons of (a) eCOMAC2 with reF
(5)




D.4.1 Flexibility Proportional MAC and COMAC
From the preceding sections it is concluded that the error in the estimated flexibility matrix, due to an
error in an estimated experimental mode shape, is of a higher order than the error in the MAC value
comparing this estimated mode shape with the corresponding “true” mode shape. In this section an
attempt is made to develop a criterion complementary to MAC, for comparing an estimated mode
shape with its corresponding true mode shape, which at the same time also gives a measure of the
error in the flexibility matrix that one can expect when comparing the flexibility matrices obtained
using the two different mode shapes. Thus, in essence this section tries to define a mode shape
comparison criterion whose deviation from 1 tries to mimic the flexibility error of Eq. (D.21), with
the criterion being equal to 1 signifying that the two mode shapes are exactly similar,differing at most
by a scalar multiplicative constant. This alternative criterion is named Flexibility Proportional Modal
Assurance Criterion (FPMAC).
APPENDIX D. PROPAGATION OF MODE SHAPE ERRORS IN STRUCTURAL
IDENTIFICATION 282
From an analysis of Eq. (D.21) it can be seen that, to be well correlated with the error in flexibility
r̃efi, FPMAC for the ith mode may be of the form






Eq. (D.41) involves normalization by Si, which in turn involves the mass matrix of the system.
However the mass matrix may not be known in certain situations, or may have errors introduced from
mass matrix reduction [113]. Thus, it may be useful if the normalization through Si in Eq. (D.41) is
replaced by a similar normalization not involving the mass matrix. To this end, normalized analytical
and experimental mode shapes, v∗i and v̂
∗
i , respectively, are first defined such that these normalized









where ‖.‖ denotes the Euclidean norm of the concerned vector argument. v∗i and v̂
∗












Also, from Eq. (D.43) it can be said that
(v̂∗i )
T (v̂∗i ) = 1 (D.46)











On comparing Eq. (D.47) with Eq. (D.14) for Si, it can be realized that the left hand side of Eq.
(D.47) may serve as a potential replacement of Si to be used as the normalization in Eq. (D.41), as
both Eq. (D.14) and Eq. (D.47) have the same form. For instance, both Eqs. (D.14) and (D.47) will
give the same value of α2 when the estimated mode shape differs only by a constant multiplicative
scalar, α, from the analytical mode shape, and thus all βi,k will be equal to the constant α. Similarly,
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both will give a value of 1 when the estimated and true mode shapes are exactly the same and are
mass normalized, i.e. when all βi,k = 1. Note that the expression ‖v̂i‖2/‖vi‖2 in Eq. (D.47)
is exactly equal to Si if the mass matrix is proportional to the identity matrix; otherwise it is an
approximation.2 The discrepancy introduced by this approximation is examined later in this section.
Using this normalization based on Eq. (D.47) in Eq. (D.41) instead of Si, and remembering that












The error term, which is defined as the deviation of FPMACi from 1 and expressed as,








should then indicate the measure of flexibility matrix error r̃efi of Eq. (D.21). Fig. D.8 compares
eFPMACi with r̃efi for the two cases of (a) first mode, and (b) fourth mode, from the Monte Carlo
simulation discussed in the last section. A comparison of Fig. D.8 with Fig. D.4 illustrates that the
FPMACi values perform appreciably better than MACi values, through their respective deviations
from 1, in indicating the error that would be incurred in the flexibility matrix, r̃efi, due to an estimation
error in the ith mode. In fact as indicated by Fig. D.8, eFPMACi almost exactly replicates the error
in flexibility r̃efi.
It should be noted that, unlike MACi, FPMACi is not bounded upwards by 1. Since eFPMACi
tries to mimic r̃efi, and since flexibility error can be both positive and negative, FPMACi can take
values both greater and lesser than 1. When vi and v̂i are exactly the same mode shape and hence
all βi,k are equal to each other, FPMACi takes a value of 1. Also, FPMACi cannot be negative
since its numerator is a product of a sum of squares with the square of an Euclidean norm, while
its denominator is also a product of two positive numbers. This is in line with expectations since if
FPMACi were to assume a negative value, it would entail that some diagonal terms of the flexibility
matrix were to take on negative values, which is physically not possible. This also implies that
eFPMACi would always be lesser than 1. In order to ensure that FPMACi becomes zero when the
2I would like to thank Ms. Luciana Balsamo for bringing this issue to my attention.
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Figure D.8: Comparisons of (a) eFPMAC1 with r̃ef1 and (b) eFPMAC4 with r̃ef4 (based on the
FPMACi of Eq. (D.48)).
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Figure D.9: Comparisons of (a) eFPMAC1 with r̃ef1 and (b) eFPMAC4 with r̃ef4 (based on the
modified FPMACi of Eq. (D.50)).
two mode shapes being compared are orthogonal to each other, one can redefine FPMACi as the

























As can be seen from Fig. D.9, this definition of FPMACi can also be used to estimate r̃efi from the
value of eFPMACi almost accurately, although the dispersion in this case is slightly higher than that
presented in Fig. D.8.
The definitions of FPMACi as per Eqs. (D.48) and (D.50) suffer from a limitation in that if any
component of the analytical mode shape vi is very close to zero, then the ratio v̂k,i/vk,i becomes
extremely large for that k value, and consequently the FPMACi becomes very high, making the
eFPMACi very high as well. This is a consequence of the objective of obtaining a mode shape com-
parison criterion whose error reflects the error in the flexibility matrix and the definition of flexibility
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error used, which is relative to the true flexibility. The (k, k)th element of the true flexibility matrix
estimated from the ith analytical mode shape is approximately zero if vk,i ≈ 0, and in such cases
the error in the (k, k)th element of the estimated flexibility matrix becomes misleadingly large when
considered relative to this “close to zero” value. One possible way to overcome this limitation is to
drop the v̂k,i/vk,i term for which vk,i ≈ 0 in the expression for FPMACi. This seems a reasonable
approach in the sense that vk,i ≈ 0 does not contribute anything to the (k, k)th element of the true
flexibility matrix, and so calculation of the error including the corresponding v̂k,i/vk,i is not mean-
ingful to begin with. In following this approach, the eFPMACi will give a measure of r̃efi involving
all the degrees of freedom except for the one for which vk,i ≈ 0.
Just as eMACi is of a lower order than r̃efi, the preceding sections also show that the error in any
(k, k)th element of the estimated flexibility matrix from a set of Nm estimated modes, due to errors
in the Nm estimated mode shapes, is of a higher order than the error in the COMAC value comparing
these Nm estimated mode shapes with the corresponding true mode shapes at the kth DOF. Here it
is now attempted to develop a criterion complementary to COMAC, hereonwards referred to as Flex-
ibility Proportional Coordinate Modal Assurance Criterion, or FPCOMACk, whose deviation from
1 gives a measure of the error in the (k, k)th element of the estimated flexibility matrix constructed
using the Nm mode shapes. In order that the deviation of FPCOMACk from 1 mimics the flexibility













It can be seen that, as in case of Eq. (D.41), Eq. (D.51) too depends on the mass scaling factors Si,
and thus on the mass distribution of the system. Following the same procedure as for FPMACi, the


























For the FPCOMACk of Eq. (D.52) to meet this study’s objective, the error defined as the deviation of
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Figure D.10: Comparison of (a) eFPCOMAC2 with reF
(5)




FPCOMACk from 1 as














should reflect the measure of the error in the (k, k)th element of the estimated flexibility matrix,
reF(Nm)kk , as defined by Eq. (D.36). Fig. D.10 illustrates the comparison of eFPCOMACk with
reF(Nm)kk , with Nm = 5 (using the first 5 modes), for the two cases of (a) second DOF, and (b) fifth
DOF of the 8 DOF shear–type system from the Monte Carlo simulations described in the last section.
On comparing Fig. D.10 with Fig. D.7, it is observed that eFPCOMACk is a much better indicator
than eCOMACk of the error in the flexibility matrix due to an estimation error in the Nm estimated
modes. In fact, eFPCOMACk almost accurately replicates reF
(Nm)
kk .
Just like FPMACi, FPCOMACk is also not bounded upwards by 1 as eFPCOMACk tries to
mimic the reF(Nm)kk , which can be both positive and negative, thus making FPCOMACk also capa-
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ble of assuming values both greater than as well as less than 1. When all v̂i differ from the cor-
responding vi only by constant multiplicative scalars, FPCOMACk takes a value of 1. It should
be noted that for COMACk to be equal to 1 it is necessary that all these constant multiplicative
scalars differentiating vi from v̂i be equal to each other. Also, based on reasons similar to those
put forth for FPMACi, FPCOMACk cannot be negative, i.e. eFPCOMACk would always be lesser
than 1 (the case of eFPCOMACk = 1 will indicate inifinte rigidity, a practically unlikely possibility).
FPCOMACk is less likely to become zero when compared with FPMACi since this would require all
the Nm estimated modes to have a node at the same kth DOF. Furthermore, by virtue of its definition,
FPCOMACk is not affected to any significant extent if any one/some of the Nm true mode shapes has
a zero component at the kth DOF.
D.4.2 Effect of non-uniform mass distribution
As stated before, Si of Eq. (D.14) is exactly equal to ‖v̂i‖2/‖vi‖2 of Eq. (D.47) if the mass ma-
trix is proportional to the identity matrix. In general, using this normalization from Eq. (D.47) to
replace Si is an assumption. To see how this assumption affects the computed eFPMAC’s and eFP-
COMAC’s, we consider a similar 8-DOF system as used before (Section E.3), but with the lumped
masses: {m1,m2, · · · ,m8} = {5000, 3500, 3000, 4000, 2500, 4500, 2000, 1500} kg. As in Section
E.3, 500 sets of estimated mode shapes are computed by perturbing the true mode shapes with ran-
dom realizations of βi,k from a normal distribution with unit mean and σ = 0.2 (Eq. (D.1)). In the
computations of FPCOMAC and reF(Nm)kk it is again assumed that only the first 5 modes are available.
Figs. D.11 and D.12 respectively compare the resulting (a) eFPMACi with r̃efi for all the modes, and
(b) eFPCOMACk with reF
(Nm)
kk at all the DOFs. These figures also show the correlation coefficients
(ratio of covariance to product of standard deviations) between the computed eFPMACi’s and r̃efi’s,
and eFPCOMACk’s and reF
(5)
kk ’s, for all the modes and DOFs. From these figures and correlation
coefficients, it is evident that using the normalization of Eq. (D.47) for a system with non-uniform
mass distribuition does not introduce any serious discrepancy in the computed eFPCOMACk’s, i.e.
the eFPCOMACk’s still mimic the corresponding reF
(5)
kk ’s with reasonably high accuracy. This is
also true for the computed eFPMACi’s corresponding to the higher frequency modes; albeit for low
frequency modes the eFPMACi’s do not strictly mimic the corresponding r̃efi’s, they still show mod-
erate to high positive correlations. While the above example considered a case of moderate (rea-
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sonable) non-uniformity in the mass distribution, we also consider two cases of extreme localized
mass differences by repeating the above example with: (a) m1 = 50000 kg and m8 = 15000 kg,
and (b) m1 = 50000 kg, m4 = 40000 kg and m8 = 15000 kg. In the first case, the correla-
tion coefficients between the eFPMACi’s and r̃efi’s are {0.66, 0.76, 0.69, 0.95, 0.99, 0.98, 0.95, 0.97}
for modes 1 to 8, while the correlation coefficients between the eFPCOMACk’s and reF
(5)
kk ’s are
{0.81, 0.94, 0.94, 0.95, 0.96, 0.93, 0.96, 0.97} at DOFs 1 to 8; in the second case, the correlation co-
efficients between the eFPMACi’s and r̃efi’s are {0.40, 0.69, 0.92, 0.96, 0.99, 1.00, 1.00, 0.98}, while
those between the eFPCOMACk’s and reF
(5)
kk ’s are {0.93, 0.94, 0.94, 0.93, 0.94, 0.94, 0.95, 0.88}.
Evidently, even in these extreme cases, there are strong positive correlations between the correspond-
ing eFPCOMACk’s and reF
(5)
kk ’s at all DOFs, while the eFPMACi’s and r̃efi’s are strongly positively
correlated at higher modes, and show moderate positive correlations in the low frequency modes.
The strong correlations between the corresponding eFPCOMACk’s and reF
(m)
kk ’s, even withNm ≤ N
available modes, and even when the uniform mass distribution assumption, made by replacing Si with
‖v̂i‖2/‖vi‖2, is violated, suggest the possible use of eFPCOMAC as a damage sensitive feature in
structural health monitoring, with structural damage represented as localized increase in flexibility.
D.4.3 An example with a 2-D Pratt truss
As a final example, we consider the 12-DOF Pratt truss of Fig. D.13; the properties of the truss
elements, and the DOFs (numbered arrows), are also shown in the figure. It is assumed to be an ideal
truss, i.e. all members are two-force members, only subjected to axial stresses. In order to obtain a
reasonable fundamental frequency, additional lumped masses, as listed in Fig. D.13, are added to the
top and bottom chord nodes; these lumped masses may be seen as the weight of the deck and deck
girders (for the bottom chord), and the weight of the roof truss (for the top chord). The mass matrix
is constructed by adding these lumped masses to the FE consistent mass matrix; the fundamental
frequencies with and without these lumped masses are respectively 6.22 Hz and 14.84 Hz. Note that
the addition of the lumped masses make M diagonally dominant, although not strictly diagonal; it
also makes the mass distribution non-uniform, with the lumped masses at the bottom nodes being 10
times those at the top nodes.
As before, after obtaining the analytical frequencies and mode shapes of the system, the estimated
mode shapes are obtained by perturbing the analytical ones using Eq. (D.1), for 500 sets of random










































































ρ = 0.69 ρ = 0.76
ρ = 0.82
ρ = 0.98
ρ = 0.99ρ = 0.97
ρ = 0.92
ρ = 0.79
Figure D.11: Comparison of eFPMACi with r̃efi for the 500 realizations (dots), for all the modes
(based on the FPMACi of Eq. (D.48)). The line is the 450 line. Also shown are the correlation
coefficients (ρ) between the computed eFPMACi’s and r̃efi’s.










































































































ρ = 0.99 ρ = 0.99
ρ = 0.99 ρ = 0.99
ρ = 0.99 ρ = 0.99
ρ = 0.99ρ = 0.99
Figure D.12: Comparison of eFPCOMACk with reF
(5)
kk for the 500 realizations (dots), at all the
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E (Young’s modulus, all members) 2 × 1011 N/m2 
ϱ (mass density, all members) 8 × 103 kg/m3 
A (c/s area, all members) 25 × 10 – 4 m2 
l (length, horizontal and vertical members) 10 m 
mb (additional lumped mass, bottom nodes) 3000 kg 
mt (additional lumped mass, top nodes) 300 kg 














Figure D.13: The 2-D Pratt truss used in the numerical example.
realizations of βi,k (∀ i,k = 1, 2, · · · , 12) from a normal distribution with unit mean and σ = 0.2.
In the computations of FPCOMAC and reF(Nm)kk , it is assumed that only 4 modes, viz. the modes 1,
2, 4 and 5, are available from the experimental data. Figs. D.14 and D.15 respectively compare the
thus computed (a) eFPMACi with r̃efi for all the 12 modes, and (b) eFPCOMACk with reF
(4)
kk at all
the 12 DOFs, and also show the corresponding correlation coefficients. Fig. D.16 shows a similar
comparison, but using eMAC/eCOMAC instead of eFPMAC/eFPCOMAC, for 3 of the modes and
3 of the DOFs; the comparisons for the other modes and DOFs are similar. From these figures, it
is evident that the results for the Pratt truss example corroborate the different analytical discussions,
and the observations from the 8-DOF shear–type system examples, made earlier. (Note: in the case
without the additional lumped masses, the correlation coefficients between the proposed indices and
the corresponding flexibility errors are much stronger, viz. 1.00 between the eFPCOMACk’s and
reF(4)kk ’s at all the DOFs, and from 0.87 to 1.00 between the eFPMACi’s and r̃efi’s for the different
modes.)

































































Mode i = 12
ρ = 0.74 ρ = 0.89 ρ = 0.74
ρ = 0.85
ρ = 1.00
ρ = 1.00ρ = 1.00ρ = 1.00
ρ = 1.00 ρ = 0.85
ρ = 0.64 ρ = 0.99
Figure D.14: Comparison of eFPMACi with r̃efi for the 500 realizations (dots), for all the modes of
the example Pratt truss (using FPMACi of Eq. (D.48)). The line is the 450 line. Also shown are the
correlation coefficients (ρ) between the computed eFPMACi’s and r̃efi’s.





































































DOF k = 12
ρ = 0.99 ρ = 0.95 ρ = 0.98
ρ = 0.94 ρ = 0.95ρ = 0.98
ρ = 0.98 ρ = 0.98
ρ = 0.98 ρ = 0.97
ρ = 0.97
ρ = 0.99
Figure D.15: Comparison of eFPCOMACk with reF
(4)
kk for the 500 realizations (dots), at all the DOFs
of the example Pratt truss. The line is the 450 line. Also shown are the correlation coefficients (ρ)
between the computed eFPCOMACk’s and reF
(5)
kk ’s.











































DOF k = 10
Figure D.16: Comparison of eMACi with r̃efi for modes i = 1, 2 and 5, and eFPCOMACk with
reF(4)kk at DOFs k = 1, 2 and 10, for the Pratt truss example, based on the 500 realizations (dots). The
line is the 450 line.
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D.5 Conclusions
This study is an attempt to analyze how “errors” in the estimated mode shapes of linear classically
damped systems propagate to the structural flexibility matrix and to quantify how these errors are
reflected in the MAC and COMAC values obtained by comparing the estimated mode shapes with
the corresponding exact (analytical) ones. The analyses are undertaken in a probabilistic framework
wherein multiplicative errors in each component of each mode shape are treated as random variables.
Both analytical derivations and Monte Carlo simulations are employed to show that, in terms of the
variances, the orders of the errors in MAC and COMAC are lower than the orders of the correspond-
ing errors in the structural flexibility matrix. This discrepancy leads to significant inconsistencies
between the results obtained from comparison of identified mode shapes and the results for the struc-
tural flexibility matrix obtained using these estimated mode shapes: the general trend is that the
flexibility terms are in more significant error even when the identified mode shapes correlate well, in
the MAC/COMAC sense, with the analytical ones. To overcome this inconsistency, two criteria to
complement MAC and COMAC, namely FPMAC and FPCOMAC, are proposed. These new criteria
may be used for direct comparison of mode shapes, and they attempt to mimic the expected flexibility
error that will be observed due to the mismatch of the estimated and the “true” mode shapes. Through
numerical simulations it is shown that these criteria perform with reasonable accuracy in predicting
the error in the flexibility matrix. Applying these complementary indices in model updating problems,
possibly integrated with the traditional MAC/COMAC/frequency change based objective functions,
define a direction of future research.
Since these new indices relate directly to changes in the flexibility matrix, it is expected that these
indices may be used for damage detection purposes, where the damage is characterized by localized
increase in flexibility. This is especially true for FPCOMAC, whose deviation from 1, based on
the numerical examples, is shown to bear a strong positive correlation with changes in the elements
of the structural flexibility matrix; both FPCOMAC and the flexibility matrix are constructed using
only a reduced set of modes, and are affected by modal truncation to the same extent. While the
FPMAC values, being particular to modes, may be used to detect if the structure has suffered any
damage, the FPCOMAC values, being particular to structural DOFs, may even possibly be used to
identify the most likely damage location(s)/damaged element(s). Moreover, while FPMAC includes
only the effect of mode shape changes, FPCOMAC additionally includes also the effect of frequency
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changes. In Chapter 5 of this thesis, and also within a statistical pattern recognition framework in [23],
some preliminary damage detection applications using these indices have shown reasonable success.
Further applications and comparisons with other popular modal parameter based damage detection
methods (e.g. [72, 101, 102, 114, 115]) are however necessary, and defines another potential direction
of future research.
