Adaptive equalizers for multipath compensation in digital microwave communications by Wong, Wai-ki
ADAPTIVE EQUALIZERS FOR MULTIPATH COMPENSATION 
IN DIGITAL MICROWAVE COMMUNICATIONS 
A thesis submitted to the Faculty of Science of the 
University of Edinburgh, for the degree of 
Doctor of Philosophy 
by 
Wai-ki WONG ( BSc MSc C Eng MIEE ) 
September 1987 
UNIVERSITY OF EDINBURGH 
ABSTRACT OF THESIS (Regulation 7.9) 
Vameof Candidate ..............Waik.i...QN.G........................................................................................................................... 
4ddress
'egree .................b.D Date ...?.8 	. p•t 	.9..7.................................... 
ritleofThesis 	 .... 	 c.92.e 
........................... i.cra'.e...Rad.io...C.oinmuai.cat.i.on. ...................................................................................... 
Vo. of words in the main text of Thesis ........ 3.Q.,..Q.P.Q....ap.p.r.Q.c............................................................................................ 
This thesis ãompares various digital implementations of 
baseband transversal equalizers for combating multipath 
fading effects in Line Of Sight (LOS) digital microwave radio 
communication systems. 	A general Quadrature Amplitude 
Modulation NAM) radio system is used, and both symbol (T) 
spaced and half symbol (T/2) spaced transversal equalizer 
designs have been addressed. 
Various degradations like: finite step size; number of quan-
tization levels in the analogue to digital converter; 
demodulation phase error and rounding error in the arith-
metic, in particular the early, termination effect have all 
been evaluated and verified by computer simulations. As a 
result, the required number of taps, input quantization 
level; and arithmetic accuracy requirements for practical 
T-spaced equalizer designs are proposed for QPSK to 1024QAM 
radio systems. 
The effect of sampling phase error is investigated. Although 
the non-overlapped sampling spectrum characteristics of the 
T/2-spaced equalizer yields lower sampling phase sensitivity, 
an analysis, shows this equalizer to suffer from an ill-
conditioning problem which degrades its overall performance 
and makes it a non-optimum choice for the present 
application. 
Finally; during non-stationary conditions, the local minima 
phenomenon in the decision directed operation is analysed and 
the importance of the choice of step size is further dis-
cussed. A preliminarily investigation into the use of two 
equalizers to combat the phase transition problems during 
multipath fading is also presented. 
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9 	 : demodulation phase 
0 	 : sample phase 
correction factor for the degradation •due to finite 
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result from the decision directed operation 
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U : 	step size 
u' : 	step size corresponds to maximum convergence 
rate during initial start up condition 
Umax : maximum step size 
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x : 	quantization error in ADC 
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positive integer 
XI" 
CHAPTER 1 	INTRODUCTION 
The growth of LOS digital radio has been rapid since the 
early 1970's. Compared with optical fiber; it is much cheaper 
to install digital radio systems 	particularly over rugged 
terrains. Compared with satellite; digital radio provides 
much better bandwidth efficiency, ie it offers higher bit 
rate per frequency bandwidth; as well, as providing a much 
smallerLiopagation delay. It is anticipated that these 
features will result in LOS digital radio continuing to grow 
in application at least over the next two or three decades. 
The main trend in LOS digital radio technology development is 
to increase the bandwidth efficiency; and this can be 
accomplished by two separate techniques. 
(1) Frequency Re-use 
The most common re-use technique is dual-polarization where 
the horizontal and vertical polarizations are deployed to 
achieve simultaneous transmission with dual channels and 
hence doubling the bandwidth efficiency. Co-channel or 
overlapping interleaved arrangements [35] are both possible 
transmission methods. 	The current antenna technique can 
provide a Cross Polarization Discrimination (XPD) of 	0dB 
under normal conditions, which is adequate for existing radio 
systems like 16 QAM. 	However, as the number of modulation 
levels increases beyond 16, improved antenna design and the 
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incorporation of a cross polarization canceller t67,72,861 
are likely to be required 
Another possible technique which is under development is to 
use co-frequency transmission and reception on the same link; 
This also relies on the high performance antenna design and 
the use of interference cancelling techniques. 
(2) High Order Modulation 
As the number of modulation levels increases, higher Carrier 
to Noise (C/N) ratio is required for a given Bit Error Ratio 
(BER); This can be implemented by increasing the system gain 
or simply the transmitting power. However, high level QAM 
systems, like 614QAM, have multi-amplitudes and hence are 
sensitive to the non-linearity effect of power amplifiers. 
Post-distortion or particularly pre-distortion are the most 
common techniques [1414] used to overcome this problem, where a 
pre-defined distortion is added to compensate for the 
non-linearity of the power amplifier. Furthermore, the 
developments in GaAs FET amplifiers are expected to give 
further improvements, particularly for under 6GHz operation.- ; 
As for modulation levels above 614, the imperfection due to 
the equipment starts to increase the residual: error rate; 
This can be overcome by employing coding technique such as 
Forward Error Correcting (FEC) [651 66]. 
Under normal conditions, these imperfections can be 
controlled well within 10dB of C/N when compared with ideal 
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case. It was discovered in the 1970's that the major 
technical problem in high level modulation development was on 
the propagation path distortion and that frequency selective 
multipath fading effects would be responsible for significant 
outages. 
Various countermeasure techniques such as combining of two 
diversity signals; IF amplitude and time domain equalizers 
have been developed since the 1970's. As the number of 
modulation levels increases, the complex signal processing 
capabilities of the time domain equalizer is expected to play 
an increasingly important role in radio development because 
only limited improvements can be achieved from IF amplitude 
equalizers anddiversity techniques. 
Although both baseband and IF equalizer implementations are 
possible; the baseband structure is normally preferred 
because of its lower frequency operation. It is anticipated 
that this type of equalizer will be required equipment in all 
the future radio systems. They will not only compensate for 
the multipath distortion; but also for some of the 
imperfections of the equipment such as filter limiting; 
carrier phase offset; cross polarization distortion . etc. 
The use of digital baseband transversal equalizers for 
combating multipath fading is the primary subject area of 
this thesis. In chapter 2, after a brief review of microwave 
radio and international standards; various modulation 
techniques are discussed and compared. Following a discussion 
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on the propagation degradation; multipath fading models are 
described and their characteristics compared. 
Chapter 3 deals with current diversity systems and IF 
amplitude equalizers which appear to be the 1st generation 
equalizer technology for multipath compensation. The 
importance of the more sophisticated transversal equalizer is 
also outlined here and its benefits are discussed. 
In chapter 14, the basic theory of the symbol spaced adaptive 
equalizer and the Least Mean Square Algorithm (LMS) are 
described for a generalized QAM system: The effects of finite 
step size, limited number of quantization levels, finite 
precision arithmetic; demodulation phase and sampling phase 
error are all addressed: 
Chapter 5 extends this to the half symbol spaced equalizer 
which provides superior filtering and equalizer properties: 
The only evident problem in this structure; susceptibility to 
ill-conditioning behaviour; is explained in detail: 
Chapter 6 extends these structures to decision directed 
operation; investigating and analysing the existence of the 
local minima: It is shown that these minima correspond to 
the low values of equalizer gain. The importance of setting 
an appropriate step size value during non-stationary 
conditions is also discussed. 
Finally in chapter 7, overall conclusions, future trends and 
further application for the transversal equalizers in 
microwave digital radio are reported. 
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CHAPTER 2 	PRINCIPLES OF DIGITAL MICROWAVE COMMUNICATION 
SYSTEMS 
2.1 	Background History 
Digital transmission by means of electric telegraph was 
probably the earliest method of transmitting information 
electronically. The earliest known transmission was in 1753, 
when an electrostatic generator was used as the transmitter 
which was connected to an acoustic receiver via 26.wires; one 
for each letter of the alphabet. This system was modified by 
s: r: Sommeririg in 1809 and provided successful transmission 
over a 2000ft path-.- : 
In 1837, Wheaton and Cooke developed the needle telegraph; 
their system was adopted by the Great Western Railway company 
in England in 1840. On May 1844, the first public link using 
Morse Code telegraph apparatus was demonstrated between 
Washington DC and Baltimore MD: Since then, the electric 
telegraph has become available to the general public: In 
1876; Alexander Graham Bell invented the telephone; and 
opened the area of analogue transmission: 
During the period when telephone and telegraph cable systems 
were growing in the late 19th century; the development of 
wireless communication was also initiated. In 1896; Guglielmo 
Marconi successfully transmitted a Morse Code message over a 
distance of 2 miles by using a spark gap transmitter and a 
receiver based on the Lodge coherer. By 1901, he had 
transmitted signals between Poldu, England and St. Johns; 
Newfoundland-.-  
The early systems normally used carrier frequencies below 
300MHz. The invention of the triode vacuum tube by Lee de 
Forest in 1907 marked the birth of microwave technology One 
of the first microwave links was set up by Clavier in March 
1931; across the English channel between Dover and Calais. 
The system (called the Micro-Ray radio) used an amplitude 
modulated 1.7GHz carrier. It was soon found that Amplitude 
Modulation (AM) did not provide the quality required for 
telephone traffic, so developments on Frequency Modulation 
(FM) were started. One of the first commercial FM links was 
set up by Telefunken in 1939. Since then; most commercial 
analogue microwave links have used frequency modulated 
carriers. 
With the 2nd World War came the development of Radar and as-
sociated microwave devices.-- The invention of the Travelling 
Wave Tube (TWT) at that time by Rudolph Kompfner gave another 
breakthrough in microwave technology. It was first applied to 
a microwave radio by International Telephone and Telegraph 
Corporation (ITT) in 1952; and has been extensively used 
since then. 
During the 19301 s; Frequency Division Multiplexing (FDM) was 
widely used in microwave radio. In FDM, the allocated 
frequency band is divided into small segments with one 
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assigned to each voice band. However, noise and distortion 
accumulate over a long multi-hop system. Initial studies into' 
sampling and Time Division Multiplexing (TDM) were also made 
at that time. In TDM, time is divided into a number of time 
slots one for each transmitted channel. 	It was found that 
TDM was best suited to the transmission of digital signals. 
In 1937, Reeves from the Paris laboratories of ITT invented 
Pulse Code Modulation (PCM) The French patent was filed in 
1938; and was followed by British and American patents in 
1939 and 1942 respectively': In PCM, the analogue signal is 
first sampled; then quantized', and encoded; to generate a 
digital signal representing the quantized analogue signal. 
Unlike FDM; the overall performance of PCM is virtually in-
dependent of distance if regenerative repeaters are used. 
However this requires precise timing between transmitter; 
repeaters and receiver. Although it occupies more bandwidth; 
the required extra bandwidth was cheap and easily obtainable 
at that time: 
Little further work was done until 1948, when studies at Bell 
Laboratories demonstrated that PCM was well understood: 
However, the international acceptance of FDM systems and the 
hardware complexity of PCM hindered its development into a 
marketable product: Furthermore, advancements in analogue 
systems also delayed the shift in emphasis to digital. With 
the advent of the transistor and semi-conductors in the 
1950 1 s; realistic development of PCM became possible: By the 
late 1950's; the American Telephone and Telegraph Corporation 
(AT&T) began to develop the Ti carrier system (1.5144Mb/s) 
which has a capacity of 24 voice channels: The first 
commercial application was in Ohio; in 1962: 
The success of the Ti carrier system created a milestone for 
digital transmission. Since then, PCM has been widely accep-
ted and adopted all over the world; the Japanese .24-channel 
PCM system went into service in 1965: One of the first. PCM 
Quaternary Phase Shift Keying 	(QPSK) 	radio 	system was 	also 
developed there El]. In 	Europe; 	most 	countries .use.d 	a 
24-channel format initially and changed in the 1970's to a 
30-channel format (2.048Mb/s) to accommodate more signalling 
facilities. 
The growth of PCM and data communications led to the rapid 
development of digital communication. The motivation for 
"going digital" has grown steadily and a lot of effort has 
gone into LOS digital microwave radio since the 19601 s-.*The 
early systems used Pulse Amplitude Modulation (PAM) and 
multi-Phase Modulation (PM): 5e 	to advances in technology 
and studies on propagation paths; the modulation scheme 
switched from QPSK in the early 1970's to 16QAM in the late 
1970's, with a doubling of bandwidth efficiency. Recent 
developments in semi-conductors and applications of signal 
processing to adaptive equalizers have even enabled the use 
of the 614QAM scheme; with a further 50% increase in bandwidth 
efficiency compared with 16QAM. This provides efficiencies 
comparable to that of FM radio. A 256QAM scheme is also under 
development at Nippon Telegraph and Telephone (NTT) [2]. The 
introduction of such high level modulation schemes will give 
further advances in digital microwave radio. 
Although the capacities* of existing digital microwave radio 
are still far below that of Single Side Band (SSB) AM sys-
tems, the capabil,ity of handling various types of data vir- 
tual independence of path length and greater economy per 
kilobit of transmitted data make digital transmission more 
attractive than the corresponding analogue system in most 
conditions 
22 Digital Microwave System Configurations 
2.2.1 Transmitter & Receiver 
A 	typical simplified block diagram of a multi - channel radio. 
transmitter is shown in Fig 2.1. The input traffic streams 
enter a scrambler 	 to eliminate the transmission of 
discrete spectral line components. The scrambled data is then 
encoded to a proper format for application to the digital 
modulator. Normally differential encoding is used to get 
round the need for a coherent reference signal at the 
receiver. Furthermore; Gray coding may also be incorporated 
to reduce the Bit Error Ratio (BER). Fig 2.2 [3] shows the 
constellation diagram of a 614QAM system. The first two bits 
are differential encoded to denote a quadrant signal. The 
remaining four bits are represented as a decimal number 
*number of voice circuit per RF channel (one polarity) 
10 
Fig 21 Block Diagram of a multi-channel transmitter 
11 
corresponding to the Gray code; such that adjacent states 
differed in only one bit position. 
The baseband low pass filter (LPF), Intermediate Frequency 
(IF) bandpass filter (BPF1) and Radio Frequency (RF) baridpass 
filters (BPF2 & BPF3) are all used to control the transmit 
spectrum; any combination of them may be used in a practical 
radio system. The encoded data passes through a modulator and 
varies the amplitude (AM); frequency (FM); phase (PM) or a 
combination of these parameters; on a high frequency sine 
wave carrier. For practical reasons, it is advisable to use 
the 'same intermediate frequency already recommended for 
oi ' 	' 10 01 
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Figure 2.2 Constellation Diagram of a 64QAM 
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analogue systems - 70MHz or 1140MHz E 1I1. Modulation schemes 
will be discussed in detail in section 2i. 
The modulated signal is then up-converted to RF and 
amplified: The RF signal is connected to other channels via 
RF circulators to cross polarization filters which provide 
combined polarization diversity signals to the transmit an-
tenna: This dual polarization scheme can be used for indepen-
dent transmission at the same frequency or adjacent channels 
can be overlapped on a given route: The channel capacity is 
thus doubled without increasing bandwidth: 
The radio waves are concentrated into highly directional 
beams by the antenna: For sufficient transmission quality, 
the path between the transmit and receive antennae must have 
adequate clearance to obstacles which cause obstructive 
fading: Hence such antennae are normally mounted on towers: 
At the receiver side; the reverse process is employed in or-
der to retrieve the original data: 
2:2:2 Repeater 
For long distance transmission; repeaters are normally 
required: The distance between repeaters is typically from 
ten to a few tens of kilometers (km) for under 10GHz, depend-
ing on the radio system design, terrain factor..etc. 
In some countries, e.g. the U.S.A., the spacing between 
repeaters is limited by regulations. Table 2.1 [5] lists the 
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minimum transmission path length for different frequency 
bands. Most digital microwave radio systems use regenerative 
repeaters; the received signal goes through the complete 
demodulation-regeneration.modulation process. Noise and dis-
tortion are largely removed by this process, and so are not 
accumulated: 
---------------------------------------- 
I 	 I I I 
	
Frequency Band (GHz) 	Distance (km) 
.- ..................--.-.,, 
2.110 - 2.130 
	
5 












Table 2.1 Minimum Repeater Spacing in U.S.A. 
23 	International Standards for Telecommunications 
With the need for telecommunication services to cross nation-
al boundaries, the requirement for co-ordination of systems 
became significant: It is widely recognized that the 
International Telecommunication Union (ITU), has profoundly 
influenced the development and evolution of 
telecommunications -.'Even though it does not have regulatory 
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power, its recommendations are highly respected and 
implemented by most nations. A brief history of the ITU is as 
follows [6;7;8]: 
1865 	International Telegraph Union established 
by 20 European states 
1923 - 	International Telephone Consultative Commit- 
1925 	tee (CCIF) and International Telegraph Con- 
sultative Committee (CCIT) established: 
1927 
	
	International Radio Consultative Committee 
(CCIR) established: 
1932 	International telegraph and radiotelegraph 
conference combined to form ITU. The new 
term "Telecommunication" was first defined 
as "Any telegraphic and telephonic communi-
cation of signs; signals; writing; facsimile 
and sounds of any kind; by wire; wireless or 
other systems or processes of electric sig-
nalling or visual signalling (semaphores)." 
1956 	CCIF and CCIT combined to form Internat- 
ional Telegraph and Telephone Consultative 
Committee (CCITT)-.- : 
The ITU has four permanent organs; the General Secretariat, 
the International Frequency Registration Board (IFRE), CCIR; 
and the CCITT: Among them; CCIR is responsible for technical 
matters and operating questions relating to radio communica-
tions, and CCITT covers the standardization of techniques and 
operations in telecommunications: Currently there are 11 and 
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15 study groups in CCIR and CCITT respectively, and two joint 
study groups from CCIR and CCITT. Study groups 5 and 9 of 
CCIR are in the area of "Propagation in Non-ionized Media" 
and "Fixed Service using Radio-Relay Systems" respectively; 
and study group XVIII of CCITT is in "Digital Networks". The 
results of the study groups are mainly presented in the for 
of reports and recommendations, and are published in a series 
of volumes which are re-issued and brought up to date after 
each Plenary Assembly. The XVth and VilIth Plenary Assemblies 
of CCIR and CCITT were held in 1982 and 19814 respectively. 
The English version of the CCIR documents consist of green 
covered volumes and are always referred to as "The Green 
Books". 	The colour of the CCITT documents' covers changes 
after each Plenary Assembly, and it is quite common to refer 
to each issue by its colour. 
In Europe; the Conference of European Posts and 
Telecommunications Administrations (CEPT) was formed in the 
late 1950 1 s. It has two committees -- the Post Committee and 
the Telecommunications Committee: 	Its Working Groups work 
closely with CCITT, and provide collaboration in Europe. 
The frequency allocations recommended by CCIR for digital 
microwave systems are shown in Table 2.2 [9-114]: Due to the 
rapid growth of digital systems; more frequency allocations 
are to be established: This was agreed after the Interim 
meeting of study group 9 of CCIR in 1984. [14]. Recommendation 
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* if dual polarization is used 
** dual polarization is used in the co-channel arrangement 
Table 22 Frequency Allocations Recommended by CCIR 
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objective of digital radio systems were also revised after 
this meeting. The new drafted recommendation 5914, for a 
2500km hypothetical reference digital path (HRDP) of 614kb/s 
channel; is as following: 
BER should not exceed 10 6  during more than 04% of 
any month with integration time one minute'. 
BER should not exceed 10 3 during more than 0.0514% 
of any month with integration time one second. 
total error seconds 	should 	not 	exceed 0.32% 	of 	any 
month: 
Some countries have their own regulations and frequency al-
locations, such as the Federal Communications Commission 
(FCC) in U.S.A. The FCC regulations are probably the most 
stringent at the present time. Table 2.3 lists the allowable 
bandwidths* and minimum capacities for voice transmission 
below 15GHz [5]. Dual polarization is allowed to achieve the 
required minimum capacities: AT&T in U.-'S-.'A also provides 
technical guidelines; see for examples in Bell 143501 [17]1  
43502 [18] where the requirements and objectives of 6 and 
11GHz digital microwave radios respectively are specified: 
Not only the frequency allocations and regulations; but also 
the digital hierarchies are different in some countries. 
There are now at least four hierarchies; dominated by North 
America;' Japan and Europe, as shown in Table 2.4 [19]: This 
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Table 2.4 Principle Digital Hierarchies 
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divergence is a significant impediment to efficient 
communication on a global basis. 
2.14 	General Modulation Techniques 
2.1L1 Amplitude Modulation (AM) 
AM is the most familiar modulation process. For a binary sig-
nal, the general form of Double Sideband carrier (DSB) AM is 
A(t) = G [ 1 + m(t) ] cos(wt) 
where m(t) is the modulating signal and may be O or 1; w and 
G are respectively the frequency and amplitude of the car-
rier. Since the carrier contains no information, efficiency 
can be increased by using the Double Sideband Suppressed 
Carrier (DSB-SC) technique, which has the form 
A(t) = G m(t) cos(wt) 
For digital modulation, the carrier is switched on and off to 
implement On-Off-Keying (00K). 
Another form of AM is known as PAM. 	Here the binary input 
signal is coded several bits at a time and converted into a 
multi-level PAM signal. This technique was used in an early 
radio system [20]. 
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Although the hardware realizations for the above modulation 
methods are simple compared with others, they are seldom 
applied to new digital radio systems, for the following 
reasons: 
(1,) poor utilization of the transmitted power, i.e. they 
require high C/N for a given BER 
Sensitivity to non-linearity of power amplifiers 
sensitivity to multipath fading 
2.2 Frequency Modulation (FM) 
Unlike AM, FM keeps the amplitude constant but changes the 
frequency of the carrier. For digital transmission, the 
simplest FM waveform is two level Frequency Shift Keying 
(FSK). Two separate frequencies will be switched in the 
modulator according to the input signal states (0 or 1). 
There are many versions of FSK, e.g. Minimum Shift Keying 
(MSK) [21]. Unfortunately; their wide main lobes give them 
poor efficiency when compared with the corresponding Phase 
Shift Keying (P3K) technique in application to LOS digital 
radio. 
However; FSK and its variations still have application in 
many area of communications.- For example, two level FSK is 
commonly employed in voiceband modems for transmission over 
voice grade telephone lines at rates of 1800 b/s and below, 
where bandwidth is not a serious problem. See for example, 
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the V.23 recommendations of CCITT [22]. However; at rates of 
21100 b/s to 14800 b/s, phase modulation is standard because it 
offers efficient spectral utilization with acceptable insen-
sitivity to noise and phase jitter. 
2.14.3 Phase Modulation (PM) 
PM is one of the most popular techniques in digital microwave 
radto systems. the generalised form for Phase Shift Keying 
(PSK) is 
A(t) = G eos(wt-4) 
where the instantaneous phase; 0, may have any of the 
discrete set of values 21tk/M, ok<M; where M is the number of 
states in the modulator. The simplest modulation scheme is 
binary PSK (BPSK) 	where M2 LOS microwave radio systems 
usually use Quaternary PSK (QPSK) where M&4 and octal PSK 
(8PSK) where M=8. 
PSK can be detected coherently or Differentially (DPSK). 
Coherent detection requires a synchronised phase reference 
signal. This signal can be obtained from a separate pilot 
tone [23], or more normally extracted from the incoming sig- 
nal by some non-linear method, eg 	a Costas Loop [214]. In 
this case,. differential encoding is often employed to 
eliminate the difficulties of distinguishing constant phase 
offset; e.g.'00 and 1800 in BPSK In differential encoding; 
the present phase is chosen with respect to the previous 
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phase; The constant offset problem can thus be eliminated.-
This 
l ;
results in a slight degradation in C/N, since a current 
bit decision error will induce another error on the sub-
sequent bit; 
In DPSK, the phase reference is provided by the previous bit, 
so no absolute phase reference is required; This introduces 
noise on both ports of the demodulator: For a given BER, DPSK 
will require a higher C/N than normal PSK. Differential en-
coding is also used in DPSK. The difference between DPSK and 
differentially encoded PSK is in the phase detector: No at-
tempt is made to extract a coherent phase reference in DPSK. 
With normal QPSK, an abrupt phase transition of 1800  may oc-
cur when the In-phase channel (I) and Quadrature channel (Q) 
are added together; The carrier envelope may then go to zero 
after bandpass filtering. This is overcome in Offset Keyed 
QPSK (OK-QPSK), or so-called staggered QPSK, where the sym-
bols in the Q channel are shifted by T/2 with respect to the 
I-channel; T being the symbol duration. Hence when I and Q 
are added together; the possibility of 180°  phase change is 
avoided; but phase changes will occur every T/2 instead of T. 
Another significant improvement of OK-QPSK is its lower value 
of signal to phase reference noise ratio [25]. This offset 
scheme can be applied to other two dimensional modulation 
systems e.g. M-QAM. 
However it has been shown that offset keying increases the 
degradation caused by a given amplitude slope in a distorted 
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channel [26]. 	Using a first order complex polynomial, model 
of the fading channel; the inferiority of the offset scheme 
has been reported by Greenstein et al [271'.- 
2.4.4 Hybrid Modulation Schemes 
The most common hybrid scheme is the combination of AM and 
PM. 	This class includes Quadrature Amplitude Modulation 
(QAM) and Quadrature Partial Response Signalling (QPRS). 
Although combinations of AM and FM [28] or PM and FM [29] are 
also reported; their bandwidth efficiencies are poor in LOS 
application 
2.4:4L1 Quadrature Amplitude Modulation (QAM) 
QAM is obtained by adding two 900  out of phase AM signals 
together. It has the form 
A(t) = G [ a(t) cos(wt) 	b(t) sin(wt) ] 
where a(t); b(t) are the symbols in the I and Q channels 
respectively, are normally chosen within the set 
1)}; N E Z 	For practical reasons, the total 
number of states is M = 2P 	where p is the largest integer 
satisfying the equation 
(2N)2  
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For N equals i, this reduces to the same format as QPSK. 
M-QAM system can also be implemented by superimposing four 
M/'-QAM, one in each quadrant: See for example in [30], where 
16QAM is constructed from four QPSK. This modulation scheme 
is commonly employed in the design of new radios because of 
its high bandwidth efficiency and acceptable hardware 
complexity: 
2.'t.Il..2 Quadrature Partial Response Signalling (QPRS) 
QPRS involves summing two duobinary signals which are 
generated with relative phase displacements of 90°. Since the 
system is linear; the same result can be obtained by passing 
a QAM signal through a partial response filter; which has the 
form 
M(jw) = Y cos(wT/2) 	for w 	1T/T 
= 0 	 for other w 
where Y is a constant and T is the symbol duration 
See for example in [31], where 149QPRS is generated by passing 
a 16QAM signal through a partial response filter: 
Unlike other modulation schemes, it has finite memory rather 
than zero memory: This implies that there is a correlation 
between the present bit and the previously transmitted bit 
and results in spectral re-shaping [32]. 
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2 1L5 Reduced Bandwidth Quaternary Phase Shift Keying 
(RBQPSK) 
In RBQPSK, the bandwidth efficiency is increased by reducing 
the overall channel bandwidth (3dB)  to about half of the 
Nyquist bandwidth. This inevitably causes a great amount of 
Inter-Symbol Interference (ISI) to such an extent that normal 
channel operation is not possible. This kind of 151 is deter-
ministic and can be eliminated to some degree by an equaliza-
tion method; decision feedback is found to be the most ap-
propriate 133,341. This type of modulation can be classified 
as a finite memory scheme since a decision on the present 
symbol will depend on the previous received symbols. 
fo 
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Fig 23 Frequency Allocation of RBQPSK in 6GHz 
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The proposed plan for radio frequency channel allocation is 
shown in Fig 2.3 [35], for a 140Mb/s system. The channel 
spacing is 60MHz about one half of that used in standard 
QPSK and 0.8 of the Nyquist bandwidth. 	This results in a 
doubling of the bandwidth efficiency. The 3dB bandwidth of 
the RF filter and baseband filter at the demodulator is ap-
proximately 60MHz and 15MHz respectively 1341. Although the 
channel spacing is comparable to that recommended for 
analogue systems -i- 59.3MHz if co-polar channel planning is 
used [36], it is not recommended that this planning scheme be 
used in conjunction with an analogue system on the same 
route: This is because of its wide spread RF spectrum -.- : 
2.5 The Comparison of Representative Modulation 
Methods 
Although many modulation techniques exist in digital micro-
wave transmission, only a few are well suited to LOS radio 
systems. These include M-PSK, M-QPRS, M-QAM and RBQPSK. 
Reference [37] provides a survey of Japanese & North American 
digital microwave radio systems with their modulation methods 
and channel capacities in the late 1970's. 
The chief reasons for the widespread use of these techniques 
are: relative simplicity of modulator /demodulator design, 
bandwidth efficiency and performance in an additive white 
Gaussian noise environment: In Fig 2.41 the relationship 
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illustrated. All the curves, with the exception of RBQPSK 
[34], are plotted with ideal brick wall. Nyquist filters with 
double sided Gaussian noise. However, the actual BER will be 
higher at the descrarnbler output because of the error multi- 
plication. 	A completed Gray coding scheme is assumed. If 
non-Gray coding is used, the required C/N may need to be in-
creased by 0.5dB and 1.4dB for QPSK and 64QAM respectively 
at BER1O 3. 
These figures will be degraded by typically 2-6dB for a prac-
tical system because of the limitations imposed by the real 
world, e.g. imperfect filter design, sampling phase er- 
ror. .etc. 	For the RBQPSI< curve, overall filtering including 
equalization has been considered. The measured result is very 
close to the theoretical value [34]. For a practical QAM 
radio system with 16 states or above, a non-complete Gray 
coding is normally used with differential encoding. An extra 
ldB degradation in C/N is likely to be required. 
Only coherent P3K has been plotted since DP$K requires -3dB 
higher C/N typically for M4 [38]. The choice between 
coherent or differential detection depends on the importance 
of the necessary additional transmitted power. 	However the 
non-ideal extraction and generation of the carrier frequency 
will slightly degrade the performance of coherent P3K. The 
detection efficiency of DPSK may approach that of coherent 
P3K under noisy phase estimation conditions. Further studies 
into the performance of coherent and differential P3K in 
practical systems can be found in [38]. Again, if 
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differential encoding is used, the C/N ratio will be degraded 
by 0.5dB at BER = 10, for a QPSK system. 
The bandwidth efficiency of 9QPRS lies between that of QPSK 
and 8PSK. 	It requires only -3dB more C/N than QPSK, but 
2.2b/s/Hz can be obtained practically 1391. The most impor-
tant advantage of 9QPRS is its hardware simplicity as com- 
pared to QPSK [140]. 	Furthermore, it can detect errors 
without requiring redundant bits. For a given C/N, M-QPRS 
normally can give comparable performance to the corresponding 
QAM systems. 
In the mid 1970's, QPSK and 8PSK dominated the market. 	The 
demand for high capacity, bandwidth efficient schemes in the 
late 1970's led to the development of high level modulation 
methods. Among them, five modulation schemes are likely prac-
tical candidates. The first is RBQPSK and the next four all 
use 16-state constellations, as shown in Fig 2.5. a,b,c,d. 
.They are 16QAM, 16PSK, the V.29 recommendation of CCITT [41], 
and the constellation proposed by Fosehini et al [142]. Among 
the four 16 state schemes; 16QAM is preferred in LOS digital 
microwave applications; because: 
(1) The states in 16QAM are evenly packed in two dimen-
sions. This means 16PSK and the V.29 recommenda-
tion will be more sensitive to noise and ISI 
under the same peak power condition. 16PSK 
requires -3dB higher C/N typically. 
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(a) 1 6QAM 
	
(b) 16PSK 
(c) V.29 	 (d) Optimun 
Figure 25 Four 16 Constellation Schemes 
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(2) Modulation and Demodulation are simple. Although 
the constellation in Fig 2.5d can provide the 
best possible resistance to Gaussian noise, the 
improvement is only 0.5dB compared to that of 
16QAM and the hardware will be more complex to 
implement 
However, in a voiceband modem when phase jitter is the impor-
tant degradation factor; V.29 is recommended. 
This led to the development of 16QAM and RBQPSK. In the U.K., 
RBQPSK was adopted because of: (1) the previous experience 
gained in the design and operation of existing QPSK, (2) 
basically the same equipment as a conventional QPSK is 
required; except for the narrow channel filters and 
equalizer. As a result; RBQPSK appeared to be the simplest 
and cheapest, and could provide an economical solution in the 
1980 1 s. However; further development of this modulation 
scheme will be limited. For example; further reducing the 
bandwidth to increase the efficiencies not only increases the 
1S1 but also causes severe pattern dependent demodulated 
symbol level variations. 
Although the number of voice channels per RF channel of 
RBQPSK is comparable to that of 16QAM, its transmit spectrum 
spreads very widely. When the FCC bandwidth [5] is used as a 
measurement standard; its bandwidth efficiency is less than 
that of 16QAM. Therefore RBQPSK does not appear to be an ap-
propriate solution for the US.A. and countries where digital 
and analogue links may co-exist on the same route. 
32 
Furthermore, the performance of RBQPSK was initially 
uncertain; this led to the development of 16QAM in most 
countries in the late 1970's. 
The success of 16QAM in the early 1980's and the increased 
demand for digital transmission led to the development of 
149QPRS and 614QAH. This made the transmission of 3XDS3 streams 
(3X44.7Mb/s) in a 30MHz bandwidth* become practicable. An 
even higher order modulation scheme -- 256QAM is also under 
development at NTT E21 in Japan. The success of this will 
greatly depend on the equalizer design and the non-linear 
compensation technique needed for the power amplifier. This 
perhaps places a limit on QAM(256) and QPRS(225) scheme in 
this decade. Further increases to 1024QAM or 961QPRS in 30MHz 
bandwidth* sound impractical at present. 
2.6 	Microwave Line-Of-Sight Propagation 
Under normal atmospheric conditions, with the refractive in-
dex of air close to 1, the free space attenuation between two 
isotropic antennae is given by [145]: 
20 log ( -- ) = ( 92.5 + 20 log d + 20 log f ) dB 
where d : distance (km) 
\ : wavelength (km) 
f : frequency (GHz) 
*FCC bandwidth [5] 
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This type of attenuation can be simply overcome by using 
directional antennae and high transmission power. However; 
it is the anomalous behaviour of the atmosphere that gives 
the major problems in LOS transmission: The radio waves do 
not in fact travel in exactly straight lines: This is because 
the refractive index n of the lower atmosphere is a function 
of atmospheric pressure P (mb), water vapour pressure e (mb) 
and absolute temperature Tt (°K), related as [146]  follows: 
77:6 	 e 
(n-i) iOL 	 ( P + 14810 	) 
Tt 	 Tt 
Normally the refractive index has a negative vertical 
gradient and is not a function of horizontal distance in most 
conditions: This means the radio wave may be refracted and 
undergo bending in the vertical plane. However this propaga-
tion path can be considered as being rectilinear above a 
hypothetical earth of effective radius "ka" where "a" is the 
nominal value of the earth radius and "k" is a correction 
factor: This "k" value varies according to atmospheric condi- 
tions and the length of the path 	For a 50km long path in a 
continental temperate climate; "k" will be greater than 0.8 
for more than 99:9% of the time [143]. 
Variations in atmospheric conditions may produce a positive 
gradient of refractive index. The radio waves will then bend 
in such a way that the earth becomes an obstructive object 
and introduces diffraction fading: This is equivalent to a 
low value of "k" for a rectilinear radio wave. This type of 
fading can be alleviated by installing antennae at sufficient 
34 
height so that 60% of the first Fresnel Zone radius is 
cleared even with a minimum value of "k" E431. 
2.6.1 Multipath Fading 
Due to the imhomogeneous refractive index and non-ideal 
characteristics of the antennae, the frequency response of 
the radio path can be expressed as 
00 
M(jw) = a +a b i exP(-wTd) 
where "a" is the amplitude of the main ray (the strongest 
ray), "a b r" and "Td11' are the amplitude and phase of 
the interference rays respectively and 
Under normal conditions, the main ray is dominant, the ef-
fects of interference rays are negligible, i.e. b/a << 1. An 
anomalous propagation may occur when there is a rapid varia-
tion or discontinuities in the refractive index, or when 
reflections from the ground become significant . The main ray 
may diverge from the receive antenna and the magnitude of the 
interference rays may increase. This results in so-called 
multipath fading. 
Investigations on multipath properties for LOS microwave 
links started in the 1950's at AT&T, using the swept 
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frequency [147] and the short pulse response [148] method for a 
path of 22.6 mile over-water. The results showed that more 
than three significant interference rays with delay time up 
to llns might occur. Since then, experimental studies have 
been undertaken in other countries. 
In 1971,  Ruthroff from AT&T [149] estimated that the maximum 
path delay time caused by a layer of air having anomalous 
refractive index, equals 3.7 ( L/20 )3 	with L being the 
path length in miles. This seems to be corroborated by some 
measured results. Early studies emphasised on path length 
differences or path delay times; and their impact on FDM-FM 
systems It was soon found that multipath would mainly 
degrade the received signal level in FDM-FM systems; and 
could be overcome by simply increasing the transmitted power. 
The term "Fade Margin" is applied to the maximum allowable 
fade depth for a given criterion; and is often used as a per-
formance factor in FDM-FM systems. 
With the growth of digital LOS microwave radio systems in the 
1970's; it was soon found that this concept could no longer 
be universally applied. Multipath fading will not only 
decrease the received signal power but also causes inband 
amplitude and delay distortions. This introduces 181 and 
cross talk in quadrature channels; and is responsible for 
most of the outage in digital systems during multipath 
fading. See for examples in [50], where the experimental out-
age distribution (BER10-3) of 'a 145Mb/s; 8p8K; 14GHz radio was 
plotted; as shown in Fig 2.6. Only 1/6 of the total outage 
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is caused by fades deeper than the "Fade Margin". The 
system outage is not sensitive to the transmitted power 
This was also confirmed by experiments carried out in the 
U.K. [51]. Various authors introduced new concepts like 
"Effective Fade Margin" [52], "Composite Fade Margin" [6241 or 
"Net Fade Margin", to compare with the traditional "Fade 
Margin" or the so-called "Flat Fade Margin". The probability 
density function of fading characteristics also depends on 
path length, terrain factor..etc., and can be found in [53]. 
In dual polarization schemes, multipath fading also intro-
duces cross talk between orthogonal channels. Cross' 
Polarization Discrimination (XPD) and Cross Polarization 
Isolation (XPI) are often used as a measure of this cross 
talk. XPD is defined as the ratio of the co-polarized to the 
cross-polarized received signal with only one polarization 
channel being transmitted. XPI is defined as the ratio of the 
co-polarized signal to the cross-polarized signal in that 
channel with both the orthogonal polarization channels trans-
mitted at the same power. Propagation experiments normally 
used XPD for ease of measurement. 
Normally the decrease of XPD in clear weather conditions is 
due to multipath fading [514]. This could be a problem for a 
dual polarization schemes. Fortunately, the two orthogonal 
channels rarely fade simultaneously for the majority of time; 
Detailed distributions of XPD can be found in 153,551.- 
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2.6..2 Fading Models 
Radio system performance in the presence of multipath fading 
conditions can be predicted if the statistics of the fade 
frequency response is known. This can be done by direct 
measurement of the IF spectrum of a radio link under multi-
path fading. In most fading conditions, a notch can be found 
in the IF spectrum. The exact evaluation sounds impossible 
because the refractive index of the air is uncontrollable. 
However some simplified versions do give good approximations 
in most conditions. These are the 2-ray, 3-ray and polynomial 
models. 
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2621 2.-Ray Model 
The 2-ray model is perhaps the earliest model and was widely 
adopted in the 1970's. It consists of a main ray and one in 
terference ray; From equation 2.1, with a1* , this becomes 
M(jw) =l+bexp(-jwTd) 
In most multipath fading conditions, this simple 2-ray model 
will give a reasonable prediction. The main advantages of 
this model are: 
simple for theoretical evaluation 
gives reasonably good predictions 
is easy to implement in laboratory simulations 
4) provides a physical meaning 
However; the over simplification of this model does cause 
some constraints. For example, the delay time, Td, of the in 
terference ray depends on the notch position; The shape of 
the fade notch is described by fade depth, b, only, which is 
insufficient in most conditions. 
In order to evaluate the performance of the radio systems un-
der multipath fading, the idea of signature is often used; A 
signature is normally referred to the contours of BER with 
notch depths against notch positions. For BER at i0 ', the 
speech is not noticeably affected; but at 10 	or worse; the 
*the value of "a" is not significant in most multipath 
fading conditions 
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Therefore circuit cannot be regarded as serviceable.*  
BER=10 	and especially 1O 3 are often used as contours for 
signature plotted; and 10 	will be used throughout this 
thesis unless otherwise specified Furthermore, all the sig-
nature calculations are based on assuming the Probability 
Density Function (PDF) of ISI is a Gaussian distribution** 
and Gray coding is used. 
Curve A in Fig 2.7 represents the signature of a 90.4Mb/s 
16QAM radio with overall 0.3 raised cosine filtering,226MHz 
bandwidth and 70MHz IF frequency; Normally an "M" shape will 
be obtained; This is because the cross talk between quadra- 
i gn aLtu re R, IF=7CIMHz 
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Fig 2:7 Signatures of a 16QAM Radio (2-ray model) 
*BER104 can also be used as an early warning signal for 
BER=10 3 during fading conditions. 
**Refer to section 7.3 for the validation of this assumption; 
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ture channels is less when the notch is near the center 
frequency 	IF, and will be higher as it moves to the band 
edge. Normally the cross talk or 151 will be high for a long 
delay time (assuming the delay time is much less than a sym-
bol duration) if the notch is within the Nyquist bandwidth, 
and vice versa. As a result, the signature will rise more 
quickly and drop more sharply for negative notch offsets than 
positive notch offsets; as shown in Fig 2.7, and will be 
asymmetric about its center frequency (IF). 
Similarly, the signature will also change for a different 
center frequency. This arises from the delay time of the in-
terference ray being different even for the same offset notch 
frequency. This causes a change of distortion pattern and 
results in a different signature. Normally for a higher cen-
ter frequency, the signature will be lower but wider, as in 
curves A,B in Fig 2.7, where curve B has the same parameters 
as curve A except that the center frequency is 1140MHz. 
The above analysis casts severe doubt on using this 2-ray 
model for high reliability evaluation of multipath fading. 
2:622 3-ray Model 
The inconsistencies of the 2-- ray model led to the development 
of other models, and a normal 3-ray model seems to be the 
next candidate. This model consists of a main ray and two in 
terference rays; the equation 2.1 can be reduced to: 
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M(jw) = a [ 1 + bj exp(-jwT 1) + b2 exp(-jwTd2) ] 	(2.3) 
This undoubtedly will be more accurate. However; the 
degeneracies for the value of a; bj; b2; Td 1 ; Td2 in practi-
cal measurement conditions hindered its further development: 
In 1978; Rummier from AT&T [5657] proposed his simplified 
3-ray model based on statistical data derived from a 26.4 
mile hop near Atlanta; Georgia, U.S.A. In this model; two 
rays having approximately the same path length are assumed: 
Let us represent the amplitude and phase of this vector sum 
by "a" and "w0 d.- T - " 	respectively, where 11w0  It is the radian 
frequency of the notch frequency and "Td"  is the delay dif-
ference between the third ray and the first two rays: With 
the amplitude of the third ray equals "ab", the channel 
frequency response is found to be 
M(jw) = a [1.-b exp+(j(w-w0)T)] 	b<1 * 
The plus and minus signs in the exponent* correspond to non-
minimum and minimum phase states respectively. When the mag-
nitude of the third ray is greater than the first two rays; a 
non-minimum phase occurs. 
In this 3-.ray model; the shape of the notch can be described 
by b and Td, and is completely independent of the notch 
frequency: The signature no longer depends on the center 
frequency and will have a symmetric "M" shape: This however; 
*The non-minimum phase can also be described by setting b>1 
and a -ye sign in the exponent: This may be more appropriate 
for a minimum to non-minimum phase transition analysis; or 
vice versa: 
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does require an ideal radio with no cross talk between the 
quadrature channels under non fading conditions and no 
correlations between I and Q data. The detailed proof can be 
found in Appendix 1. 
Rummler further suggested a statistical fixed delay time of 
6.3ns for the 30MHz, 6GHz radio with 26.14 mile path. However; 
it is questionable whether this fixed delay can be applied to 
other radio paths and frequencies; since it is not a physical 
delay time. Consider the case of the same radio route at 6GHz 
using a 16QAM system with different bandwidths; ie 11.3, 
22.6 9 33.9MHz. The signatures are plotted in Fig 2.8 with a 
fixed delay time of 6.3ns, minimum phase conditions; and nor-
malized bandwidth; ie (notch offset frequency)/(Nyquist 
Bandwidth). They are all different; the 11.3MHz system having 
the best. signature, and the 33.9MHz system the worst, when 
the notch frequency is within the Nyquist Bandwidth. No 
further analytic experiments have been done to prove the ap-
plicability of this 6.3ns delay time to other bandwidths. 
Another approach which is widely used is to assume that the 
distortion will be same for all bandwidths. This means the 
signature will be the same for the normalized frequency plot. 
In such cases; the fixed delay is modified to 
Td=6.3X30/BW ns, where BW is the bandwidth* of the radio in 
MHz. 
*Strictly speaking this means FCC bandwidth; however 3dB 
bandwidth can be used without losing too much generality. 
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Fig 28 Signatures of a 16QAM Radio (3-.ray model) 
However, neither of these fixed delay times will be a good 
approach for a reliable muitipath fading evaluation. 
Undoubtedly the actual delay time will depend on path length, 
-terrain factor..etc., even if it is only a statistical param-
eter instead of a physical delay time. The best approach is 
to measure it on an actual radio link. 
Although the 3-ray model is not a physical model, it has been 
widely adopted -in the 1980's because of its simplicity and 
accuracy. 	Most radio manufacturers use it to give estima- 
tions of their radio equipment performance under multipath 
fading conditions. Various researchers may prefer to call it 
a 2-ray model because equation 2.14 can be regarded as having 
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one interference ray with delay time Td and phase 11 w0Td-7"9 
as shown: 
M(jw) = a t 1 + b exp(-jwT) exp(j(w0Td-TT)) ] 
a E 1 - b exp(-j(w-w0)T) ] 
where only the minimum phase condition has been considered, 
and the non-minimum phase case will be similar. However, the 
term "3-ray" model will be used to describe equation 2.14 
throughout this thesis. 
2.6.2.3 Polynomial Model 
Based on the same set of fading data as used by Rummler, 
Greenstein from AT&T proposed his Polynomial Model [591 in 
1978, which takes the form: 
00 
M(jw)AO+ C n(jw)  .............................(2.5) 
n=1 n 
where C 	A + jBn and A01 An,  Bn  are all real numbers, A0 
is the gain at the center frequency (w=0), and all the 
frequencies are referenced to the center frequency. 
From the power calculation, it was shown that a first order 
approximation is sufficient to describe a fading channel 
[59]. However, this model did not draw too much attention 
from the public, because: 
(1) When compared with Rummler's 3-ray model, it is com-
pletely non-physical, and is purely a statistical 
model. The coefficients are difficult to comprehend 
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whereas parameters in the 3-ray model -- b w0 and 
Td are well understood. 
If a higher order polynomial series is required to 
describe a multipath fading chanel, it will be sen-
sitive to noise. 
It is difficult to implement in the laboratory as a 
fading simulator to check the radio performance. 
(14) It seems more tedious when compared with Rummler's 
fixed delay 3-ray model to extract the coefficients 
for outage analysis. 
2.6.3 The Effects of Hydrometeors 
Attenuation 
Due to the frequency congestion below10GHz, one development 
trend has been towards using higher carrier frequencies. 
However, as well as multipath 'fading; attenuation by 
hydrometeors (rain; cloud; snow, fog) becomes significant 'at 
higher frequencies and is responsible for most of the outages 
at frequencies above 18GHz. Of these effects, rain attenua-
tion is dominant. Fig 2.9 shows a typical curve of attenua-
tion coefficient A, against frequency for different rainfall 
rates [60]. Spherical drops are assumed; and A can be ap-
proximated by the well known formula A = p R'1, where R is the 
rain rate in mm/hr and p, q are functions of frequency and 
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Fig 29 Attenuation Coefficient against Frequency 
47 
links, an empirical formula 	A L K 	may be used; where L is 
the path length in km and K is the appropriate reduction 
coefficient: Different K values have been proposed: 
90 
CCIR [53], K = 
	
	 .:::::: ;:: :: :: ..: :: 	(2:6) 
90 + 4 L 
1 
Lin [61], K 	 (R>lOmm/hr) 
1 + [ L ( B 	6:2 )/2636 ] 
:::;:::.::::;:::;:::: (2.7) 
Garcia-Lopez & Peiro [62], 
1 
K 	--L____.-.___L . (2.8) 
a + [ L ( b B + c L + d )/e I 
where a; b, c, d, e depend on the integration time of 
the rain rate measurement and geographical area 
The K value from CCIR seems to be the simplest but may not 
provide accurate results. Lin's model is based on the long 
term (over 20year) distribution of 5 minute rain rates.-
Garcia-Lopez 
a :
Lopez & Peiro's model is just an extension of Lin's 
using 1 minute rain rate distribution and with a correction 
factor for geographical area: It may be more accurate; but 
the poorly defined values for a; b; c, d e make it the least 
generally applicable: 
On the other hand; rain drops donot only fall at an angle 
with respect to the vertical but[aisoarenotperfectly spheri-
cal: Because of their asymmetric oblate spheroidal shape; 
they cause more attentuation of horizontal polarization than 
vertical: The difference may be as great as 14dB. 
The attenuation coefficient due to fog and cloud is normally 
less than 05dB/km below 30GHz, which is much less 
significant than that of rain: Although wet snow may cause 
higher attenuation than rain, it does not dominate the at-
tenuation statistics in most countries; dry snow is similar 
to fog and cloud in its effects. However, the accumulation 
of snow on the reflecting surfaces of an antenna may cause a 
major degradation The snow adheres to the antenna even when 
the snow has stopped falling in the path. 	The attenuation 
will depend on the antenna design and may be 520dB [63]. 
Since attenuation increases linearly with distance, the 
repeater spacing will be less than when using lower frequen-
cies; e.g*. 6GHz. This leads to the requirement for more 
repeaters, more radio equipment and higher maintenance costs 
for a given path length. There are, however; some advantages 
in using high frequencies: Small, high gain antennae can be 
used and hence smaller supporting structures and repeater 
sites are possible. There is also no frequency congestion 
problem and the requirement for bandwidth efficiency is less 
stringent than for low frequency channels. This implies that 
simpler modulation techniques can be used: Furthermore, a 
closer repeater spacing also reduces the outage due to multi-
path fading. 
2.6.3.2 Cross-Polarization 
Hydrometeors not only cause attenuation; but also introduce 
cross talk between two orthogonally polarized signals. This 
phenomenon is likely to put a constraint on the frequency 
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reuse technique particularly when the number of modulation 
levels increases. Again, rain is the dominant problem. In 
order to predict cross-polarization statistics from rain fall 
statistics; the following model may be applied [55]: 
XPDU - Vlog(CpA) 	. 	 (2.9) 
where CPA is the Co-Path-Attenuation, v depends primarily on 
frequency and U is a function of : frequency; rain drop size; 
raindrop orientation distribution; rain drop tem-
perature..etc. Normally the relationship between XPD and CPA 
is an exponential curve. XPD decreasing as -201og(frequency) 
between 4-35GHz is quite typical. 
Although dry snow produces less path attenuation than rain; 
it causes more depolarization: In contrast; wet snow normally 
produces more path attenuation but less depolarization than 
rain: The accumulation of snow on an antenna may also con-
tribute to the depolarization effect: Obviously it is better 
to adopt a design that minimizes the chance of snow accumula-
tion; e.g. having smooth surfaces and the use of a radorne. 
2:7 Summary 
The for the high 	bandwidth 	efficiency has 	pushed 
the 	development of LOS digital microwave radio 	from constant 
amplitude modulation in 1970's to the multi-amplitude 
modulation in 1980's: 
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The use of high level QAM starts to be popular since the late 
1970's. It is anticipated that QAM will be dominant or even 
to be a standard in the LOS digital microwave communication 
in this few years. 
Recent investigations show that most of the outage is due to 
the multipath fading and the improvement by simply increasing 
the flat fade margin is very limited. 	This is because the 
multipath will generate severe ISI and corrupt the normal 
data pattern. A lot of investigations have been conducted 
over the last twenty years about multipath phenomena, and 
Rummier's 3-ray model has become well accepted by researchers 
and radio manufacturers because of its simplicity and 
accuracy: 
Apart from multipath fading, the attentuation due to 
hydrometeors starts to be significant for over 10GHz opera-
tion: This effect is not as severe as multipath fading; and 
it can be mostly overcome by simply increasing the flat fade 
margin of the radio system: However, in the dual polarization 
operation; the cross polarization, effect of hydrometeors 
starts to be significant as the number of modulation levels 
increases above 16QAM. 
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CHAPTER 3 	CURRENT TECHNIQUES FOR MULTIPATH COMPENSATION 
Apart from rain fading above 11GHz, it is well known that 
multipath fading is a major contributor to degradation in 
radio system performance. The radio is not serviceable undr' 
severe multipath fading especially when high level modulation 
is used. To ensure high reliability and the objectives set 
by CCIR or individual countries* , a number of techniques are 
often employed. These include: frequency diversity, space 
diversity, frequency domain equalization; time domain 
equalization and combinations of these techniques. 
31 	Frequency Diversity 
In frequency diversity, a few channels are reserved for 
protection. This technique has commonly been adopted in 
analogue radio. The data stream is switched to the protection 
channel from an unserviceable channel. The improvement 
relies on the frequency selective behavior of multipath 
fading. This has been confirmed by measured data in the 
U.S.A.- [68]. 
Although the performance factor in analogue systems was 
evaluated empirically by Vigants and Pursley [69] from AT&T 
in 1979, little work has been done on digital systems. 
Generally, performance will be improved with increasing 
*See the descriptions in section 2.3 
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frequency separation between the protection and unserviceable 
channels; and with the ratio of the number of protection 
channels to the number of working channels. 
However'; there are some practical factors which will degrade 
its overall performance: 
A burst of error may occur during switching. 
The requirement of feedback from the receiver site 
will slow down the response. 
It make less efficient use of the frequency 
spectrum. 
Currently, one protection channel for several working chan-
nels, up to 11, is quite typical. This spare channel can also 
serve for routine equipment maintenance and testing as well 
as protection diversity. In some countries, e.g. the U.S.A., 
the number of protection channels is limited by regulations. 
	
Table 3.1 lists the requirements in 	6; 11GHz frequency 
band [5]. 
---------------------------------------------------------- 
Frequency Band 	No of protection 	Comment 
Channels 
- --'-----'-''-' I 
I - 
 
--------------- - ------------- - I 
1 3.700 	4.200 	 1 at least 3 working 
I 	 I 	 channels 
- --'''-'''''.'- I'_'_''' '•"''""'' - '__'' I'_____'_ -' '.-'---'-''--'--- I 
I ---------------- - --------------- - -' I 
5.925 -6. 	 1 	 at least 3 working 
channels 
- 	I''-  ---- -------- - - ---- ---------- ---I  
110.700 	11.700 	N.A. ' 	max. ratio of 1/3 ofI 
protection channels 
to working channels 
---------------------------------------------------------- 
Table 321 The number of protection channels in different 
frequency bands 
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3i2 	Space Diversity 
Space diversity prOvides an alternative or additional form of 
multipath compensation. Although both transmitting diversity 
and receiving diversity are possible, receiving diversity is 
the normally employed technique in LOS microwave radio and is 
termed space diversity. This definition is also used in this 
thesis. 
In receiving diversity, normally two receiving antennae are 
used; The received signals can be processed in any desired 
way according to some suitable criterion. 	In transmitting 
diversity; a single antenna is used at the receiver site and 
two or more vertically separated transmitting antennae are 
used in the transmitter site. The 	q~_irementj.for the feed- 
back control from the receiving site is neither practical nor 
feasible, this has hindered it.s application in diversity sys- 
tems. 	Since the diversity antenna is normally vertically 
separated from the main antenna; various radio manufacturers 
may use the term height diversity.* 
The outage improvement obtained from space diversity depends 
on the multipath activity, the method of processing the 
diversity signal; antenna separation; etc.; and is typically 
a factor of 2 to 5 	Due to the fact that the correlation of 
multipath distortion in the two receiving antennae decreases 
with their height separation; the improvement due to space 
*Although the use of horizontal space diversity is also 
reported [83], its usage is far less common. However it may 
be applied when the vertical diversity is difficult to 
achieve or expensive. 
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diversity normally increases with this separation. However, 
too wide a separation will cause other problems; e.g. a high 
mounting tower is required which causes mechanical problems; 
and the received signal level at the diversity antenna will 
be decreased because of the highly directional transmitting 
antenna. A separation of 10 meters is typical for existing 
diversity systems. 
Switching and combining are the two major techniques used to 
process the diversity signal. Theoretically they can be im-
plemented at RF, IF or baseband. However; not all of these 
are adopted in current radio designs. 
3.2.1 Switching Techniques 
By monitoring the two received signals and choosing the one 
with better performance; switching can be controlled. IF and 
even more so RF switching appear to be more economical than 
baseband switching. Switching can be activated by detecting 
signal levels. 	Since no attempt is made to equalize the 
phase or delay of the received signals, a burst of errors may 
occur during this hard switching. This will degrade the per-
formance of the radio system directly; so these techniques 
are not normally adopted in current radio system designs. 
Baseband switching requires a complete demodulation process 
on each receiver and is the most expensive method; However; 
hitless switching is possible because the baseband frequency 
is much lower. Switching is normally activated by detecting 
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the BER of the two signals. Hysteresis is used to reduce 
switching activity near the threshold point. The baseband 
switching technique is normally employed when hot-standby 
receiver equipment is available.- : 
3.2.2 : : Combining Techniques 
3221 RF Combining 
A typical combining technique is to align the phase of the 
received signal from the diversity antenna to that from the 
main antenna. An endless phase shift network is normally in- 
serted in the diversity path to implement the phase adjust-
ment: In order to take full advantage of this technique; the 
absolute time delay of the signals at the combiner input 
should be properly equalized: 
In the UK an 1W combiner was proposed by Robinson et al. 
[70] in 1981; based on an idea from Lewis [71] in 1962: The 
schematic diagram of their endless phase shift network is 
shown in Fig 3.1a [70]. By controlling the currents in the 
PIN diodes with an 8 bit D/A converter; it is possible to ob-
tain the required phase shift: The control algorithm is im-. 
plemented by adding a 1400Hz oscillation at the endless phase 
shifter about the required mean value. Thus the resultant 
combined signal has a 1400Hz AM component; as shown in 
Fig 3'.- lb [70]: Minimum AM value will be obtained if the two 
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Fig 3.1a Schmatic of the Endless Phase Shift Network 
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Fig 3.1b Vector Diagram of the Combined Signal 
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The performance of this technique depends an its tracking 
capability under dynamic conditions. At 6GHz operation; a 
0.1ns delay difference* between the two received signals im-
plies a 2160 phase change. Even under normal atmosperic con-
ditions, subnanosecond delay difference between the paths are 
very likely to occur. 
At 400Hz modulation rate, Robinson et al. [70] claim that the 
tracking rate of their combiner is about 10000/s. In other 
words, it corresponds to a delay time changing rate of 
0.16ns/s at 6GHz. The adequacy of this figure is questionable 
even under shallow selective fading. On the other hand, if 
the modulation rate is increased; the combiner will become 
sensitive to noise. This results in severe limitation in the 
performance of this RF combining technique. 
312.2.2 IF Combining 
The lack of adequate tracking capability in an RF combiner 
can be eliminated by employing the IF combining technique. A 
1000°/s tracking rate implies rate of change of delay of 
140ns/s, if 70MHz IF is used This is adequate in most condi-
tions. Since the combining process is done at IF duplication 
of both the RF and IF sections is required; so the cost will 
be higher than when using an RF combining technique. 
Principal methods in IF combining include in-phase combining 
[52] and interfering ray cancelling [73]. 
*IJnder normal atmospheric conditions, the long delay is 
equalized by a fixed delay network 
In-phase IF combining techniques have been widely adopted in 
North America since the late 19701 s. The basic principle is 
similar to the in phase RF combining technique. An endless 
phase shifter is inserted in the diversity signal path at the 
IF stage to maintain the two IF signals in phase at the com-
biner; This method also aims to maximize the power at the 
combiner output. Thus the term "maximum power combiner" is 
frequently used: 
However; in-band dispersion is not minimized during multipath 
fading when the in-phase method is used: This spurred the 
development of another method in Japan. In 1980 1 s, Komaki et 
al. [73;84] from NTT proposed an interfering ray cancelling 
method for their 200Mb/s 16QAM radio; 
Again, an endless phase shifter is inserted in one of the 
received signal paths in the IF stage; and the two signals 
are combined at IF. Here, the level of the two IF signals and 
the amplitude slope at the combiner output are monitored. The 
amplitude slope is obtained by monitoring two frequencies; 
one above the center frequency (IF frequency) and the other 
below; The control reaches equilibrium when the amplitude 
slope becomes zero; Thus the term "amplitude slope combiner" 
may be preferable; The term "minimum dispersion combiner" is 
also used by some researchers to distinguish it from the in-
phase combiner; 
If both antennae suffer from the same depth of fading, the 
improvement is much greater than that obtained from the 
in phase method; as shown in Fig 3;2 [73]; where the combiner 
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Fig 3.2 Response of Interfering Ray Cancelling Methods 
output exhibits a completely flat spectrum. On the other 
hand, its hardware implementation is more complex and care 
must be taken to prevent the combiner cancelling all the main 
signals instead of the interfering signals. 
However, when only one antenna experiences the selective 
fading, as happens the majority of times; the performance of 
these two methods are similar and depends on the fading ac-
tivity, e.g.. the position of the notch. This is because 
amplitude dispersion is not a completely valid criterion for 
comparison* of the methods. The outage due to 10dB amplitude 
dispersion at band-center and at band-edges are different. 
*Nevertheless, it is a convenient and simple method for a 
rough estimation. 
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The overall system improvement will be heavily dependent on 
the type of equalizer incorporated with the combiner. This 
will be discussed in detail in section 33 
3.2.2.3 Baseband..Combining 
In addition to RF and IF combining; baseband combining is 
also possible [714]. The two received signals go through the 
whole demodulation process to baseband before they are 
directly combined together. No control signal is required be-
tween them. This technique is the simplest but is not the 
most effective. The performance is worse than that of an IF 
combiner during frequency selective fading. With RF or IF 
combining; the combiner output spectrum is altered according 
to some criterion. Inter-Symbol Interference (ISI) and cross 
talk is normally reduced after the combiner. However in 
baseband combining; no attempt is made to change the 131 pat-
tern or reduce the cross talk between the quadratic channels. 
Although the performance of a baseband combiner may be better 
than that of an IF combiner under normal atmospheric condi-
tions; this improvement is not critical to most radio links. 
Thus simple baseband combining does not seem to be a suitable 
candidate for implementation space diversity. If it is affor-
dable; baseband switching is far superior. 
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3.3 Frequency Domain Equalizers 
The limited improvement from frequency and space diversity 
techniques has led to the development of adaptive equalizers. 
The frequency domain equalizers were the earliest solution. 
Prior to the 1980's, the phenomenon of multipath was not well 
understood Various researchers over optimistically predicted 
that amplitude slope was the main degradation factor caused 
by multipath fading [75], and ignored the importance of group 
delay distortion. The fading models proposed by Rummler and 
Greenstein from AT&T [56,59] also used solely amplitude 
characteristics for fading channels. This led to the 
development of a series of amplitude equalizers -- simple 
linear slope, multi_burnp* and movable notch; to compensate 
for amplitude distortion. Therefore these classes of 
equalizers are referred to as "amplitude equalizers". 
Virtually all these kinds of equalizer were implemented at IF 
and appeared as the first generation of adaptive equalizers 
in LOS digital radio. The equalization is implemented by 
flattening the overall spectrum. Even now; this type of 
equalizer still attracts the attention of radio manufacturers 
because of its simplicity; effectiveness under minimum phase 
multipath condition and the possibility of its being used in 
combination with time domain equalizers; 
*The multi-bump equalizer was developed in the early 1980's, 
the possibility of handling both minimum and non-minimum 
phase is discussed in [76]; 
62 
3.3:1 Simple Linear Slope Equalizer 
This type of equalizer simply corrects the overall amplitude 
slope in the IF stage. Typically two frequencies are 
monitored by bandpass filtering, with one at the high end and 
the other at the low end of the signal band. The equaliza-
tion is done by adjusting the amplitude slope such that the 
two frequencies have the same level. Normally amplitude slope 
of 1/3 to 2/3 dB/MHz can be compensated adequately: The term 
"amplitude tilt" equalizer is also used frequently. 
This type of equalizer is the\ simplest and provides a first 
order correction factor. The outage is typically improved by 
a factor of 2 to 5 [52,77,78]. Surprisingly, when used in 
conjunction with in-phase combining space diversity; the 
overall improvement exceeds the product of the separate 
diversity and adaptive equalizer improvement factors of 5 to 
20 [52;77,78] are typical. This is because normally only one 
received signal experiences severe frequency selective 
fading. When an in phase combiner is used; one side of the 
spectrum will be added in phase while the other side will be 
added out of phase. Consequently, the combiner is able to 
replace in band notches with a coarse linear slope. This is 
the best condition that can be corrected by a simple linear 
slope equalizer. 
On the other hand; this type of equalizer is not suitable for 
use in combination with interfering ray cancelling space 
diversity: This is because the zero amplitude slope algorithm 
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has already been implemented in the combiner. I predict that 
the overall improvement will be less than the product of the 
separate diversity and adaptive equalizer improvements in 
most of the fading conditions 
3.3.2 Multi-Bump Equalizer 
Multi-bump equalizers were an enhancement of frequency domain 
equalizers developed in the early 1980's 	The major improve 
ment involves correcting band notches without requiring space 
diversity. While a simple amplitude slope equalizer will only 
work effectively with space diversity. 
Each bump circuit provides a gain to compensate for the notch 
due to selective fading. A few bumps are cascaded and set at 
different frequencies. Three and five bump systems were 
developed in GTE Lenkurt Inc [79] and Farinon [76] 
respectively. 
Based on the 2-ray and 3-ray models; if the notch frequency 
is the same as one of the bump frequencies; the response of 
the equalizer will be good as long as the fade depth is less 
than the maximum gain of the bump circuit. The improvement 
will be degraded if the notch frequency is half way between 
the two bump frequencies as shown in [76]. 
Nevertheless the improvement gained from this type of 
equalizer is limited; because: 
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The maximum gain of the bump circuit is 
constrained to 25dB because of the limitations of 
existing analogue techniques. 
The number of bumps is limited, otherwise very 
high Q circuitry is required which is expensive. 
If the shape of the multipath distortion differs 
from that of the 2-ray or 3-ray models; the per-
formance of the equalizer will be degraded. 
3.3.3 Movable Notch Equalizer 
During the development of the linear slope equalizer in North 
America, Komaki et al.. from NTT proposed their movable notch 
equalizer [58]. Three frequencies are monitored -. low end, 
center and high end of the IF spectrum; A variable resonator 
is used to implement the equalization; The tuning frequency 
can be controlled by detecting the difference betweeen the 
high end and low end spectrum; The Q factor can be adjusted 
by detecting the difference between the center frequency 
spectrum and the average of the high end and low end spectra; 
The improvement depends on the accuracy of the resonator set-
ting and the shape of multipath distortion; The performance 
will be good when used in conjunction with interfering ray 
cancelling space diversity instead of in-phase combiner space 
diversity. This is because the equalizer is inherently good 
at correcting in-band notches. 	This type of equalizer 
appears to be the most cost effective frequency domain 
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equalization solution without employing the space diversity. 
However, care should be taken with its stability during 
multipath fading. 
Time Domain Equalizers 
The significance of group delay distortion was realized in 
the late 1970's. The performance of amplitude equalizers was 
found to be highly degraded during non-minimum phase fade 
conditions because of the increased group delay distortion 
[58]. 	The remedy is to employ a different technique such 
that both amplitude and group delay distortions can be equal-
ized properly. Time domain equalizers appear to be the best 
candidate and are the present countermeasures being developed 
for digital radio systems. 
The theory and principles of time domain equalizers have been 
known for some time, and they have been widely adopted in 
voice band telephony in the last ten years. With the advent 
of high speed digital technology; the implementation of them 
at 10's MHz has become practical for digital microwave radio 
applications 
The main aim of the time domain equalizer is to reduce the 
131 and cross talk such that the original data can be res-
tored accurately. It tries to equalize the impulse response 
of the channel in the time domain. In other words; the 
frequency response of the overall channel is equalized. 
Basically; it can be classified into two categories 	linear 
and non-linear. 
3.I1 Linear Equalizer 
There are a number of alternative structure for linear 
equalizers in the time domain. However; the transversal fil-. 
ter structure appears to be the simplest effective arrange-
ment; the basic block diagram is shown in Fig 33. It con-
sists of a tapped delay line, tap weight multipliers and a 
summer. 
L : delay 
it 
Fig 33 Block Diagram of Transversal Equalizer 
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A number of investigations have been performed to assess the 
optimum equalizer tap spacing [80]: Symbol spacing (T) or 
half symbol spacing (T/2) seem to be the most applicable due 
to the ease of clock extraction. Although a T-spaced 
equalizer requires about half the number of taps to span a 
given channel dispersion; it is sensitive to the timing phase 
or delay in the channel. Its performance will also be 
degraded when the fading notch is near to the band-edge. On 
the other hand; the T/2-spaced equalizer suffers from ill 
conditioning [81]. These effects will be discussed in detail 
in chapter 14 and 5 
Although both IF and baseband implementations are possible, 
the baseband approach is normally adopted at ,the present time 
because of the low frequencies involved; see for example in 
[82]. Here a nine tap baseband transversal equalizer is used 
in a 64QAM system. The equalization is done by adjusting the 
tap weights to correct the overall response of the channel; 
using an estimation algorithm. 
3.11.2 Non-Linear Equalizer 
The most common non-linear equalizer is the decision feedback 
equalizer [85]. In general; it consists of two parts, feed-
forward and feedback section as shown in Fig 314 Feedforward 
can be used to combat pre-echoes and feedback for post-
echoes. Since the data are quantized after the decision 
circuitry; multiplication with the feedback tap weights is 
Fig 3.4  Block Diagram of Decision Feedback Equalizer 
easily implemented. However, this advantage decreases as the 
number of modulation levels increase. This technology was 
widely adopted in voice grade telephony and was first applied 
to LOS digital radio by Dudek and Robinson 1341 in 1980 for 
their RBQPSK system. 
However; this design requires a high carrier to noise ratio 
to avoid incorrect decisions, perturbing the weight conver-
gence. On the transition between minimum and non-minimum 
phase fades, the equalizer may lose its stability because of 
changes in the tap weight values. Care must be taken to con-
trol the stability of the equalizer under deep fading condi-
tions when the tap weights of f'edback or feedforward taps 
are close to the main tap value; This puts a severe contraint 
on its application in LOS digital radio. 
3.5 Summary 
Frequency diversity and space diversity with baseband switch-
ing have been employed in analogue radio for a considerable 
time. They were quickly adopted in digital radio particular-
ly in the early stage when the multipath phenomena was not 
well understood; 
From theoretical studies and experimental work on multipath 
fading, various combining techniques for space diversity were 
conceived and a series of IF amplitude equalizers were 
developed in the late 1970's and the beginning of 1980 1 s. 
The combining technique is inherently hitless and with a 
suitable IF amplitude equalizer; the overall performance can 
be better than the product of the individual improvement. 
However all these techniques aim at amplitude equalization 
only and the performance is very dependent on the fading 
parameters. 
The discovery of the importance of group delay distortion in 
the late 1970's spurred the development of time domain 
(transversal) equalizers. The use of combining technique at 
IF with transversal equalizers at baseband to improve the 
overall performance then started to become popular see for 
example in r231. 
UK 
The main attractions of transversal equalizer are: 
unconditional stability 
the performance is loosely dependent on fading para-
meters and it can compensate both minimum and non-
minimum phase fades 
a lot of experience has been gained in voice-band 
frequency applications can now be trarisfered to mic-
rowave radio systems 
It is anticipated that this type of equalizer will become in-
creasingly popular in digital radio application and it ap-
pears to form the basis of the next generation of equalizer 
techniques for combating multipath fading. 
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CHAPTER 11 	T-SPACED TRANSVERSAL EQUALIZER 
An equalizer is a device which performs the function of data 
equalization or reconstruction at the output of a distorting 
channel. One of the earliest transversal equalizers was in-
vestigated by Kallmann [90]; using cable as the delay line 
medium. Many of the later developments were aimed at 
equalization of telephone channels in data communications. In 
1965; Lucky from AT&T demonstrated his automatic equalizer 
[91], where a training signal was first applied to train the 
equalizer and then the equalizer's tap weights were fixed 
during data transmission 	Subsequent developments focused on 
equalizers which could be readjusted continuously. Such an 
equalizer is known as an adaptive equalizer and is widely 
used in digital communications. 
T-spaced, or the so-called symbol spaced synchronized adap-
tive transversal equalizer is the most commonly used con-
figuration, where the tap spacing is equal to the symbol 
spacing. A theoretical study 9.n/   its performance under sta- 
 
V 
tionary multipath fading will be discussed in this chapter. 
4.1 	Basic Theory 
First of all; let us start with the baseband equivalent model 
of a radio channel The effect 	the upconverter and 
downoonverter operations on a multipath channel is small 
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because their frequencies are much higher than the baseband 
frequency and their operation is basically independent of the 
baseband data. It is difficult to be general about problems 
in the demodulator carrier recovery circuit; they will be im-
plementation dependent. However its operation will not be 
affected too much under normal fading conditions unless the 
inbarid fade depth is very high, e.g. 50dB. It will be shown 
in section 4.6 that a small frequency offset can be compen-
sated by the equalizer without too much difficulty. The only 
problem is in the clock recovery circuitry, it will produce a 
certain amount of degradation, like timing jitter. In order 
to simplify the analysis, a constant sampling phase is used 
to evaluate the effect of timing problems. 
Therefore we make the following assumptions: 
The overall operation of the upconverter/downconverter 
will be ideal. 
A coherent carrier frequency can be established in the 
receiver.  
The baseband received filter will completely reject all 
the unwanted high frequencies produced by demodulation. 
() The clock recovery circuit will work correctly, i.e.. the 
receiver can sample the data properly, with a certain 
amount of phase error. 
(5) The I and Q channels are identical. This assumption is 
used to simplify the calculations and computations. The 
73 
physical difference is small if we consider them 
separately. 
Consider the frequency response, H(jw), of the whole baseband 
equivalent channel: 
H(jw) = T(jw) M(jw) R(jw) 
where T(jw) and R(jw) are the overall baseband equivalent 
frequency responses of transmitter and receiver respectively, 
M(jw) is the overall baseband equivalent frequency response 
of the multipath channel. In order to get high bandwidth ef-
ficiency, T(jw) ,- R(jw), and the product of T(jw)R(jw) is often 
set to a raised cosine filter shape.** The raised cosine 
filter is deployed because it can produce ISI free digital 
transmission E931. The frequency response of the raised 
cosine filter is: 
T(jw)R(jw) = 1/siric(wT/2) 	for 0 	w < 1T(1-a)/T 
T(jw)R(jw) = 1/[2sinc(wT/2)] {1 - sinE(w-Tc/T)T/(2a)]} 
for T(1-a)/T . w < Tt(1+a)/T 
T(jw)R(jw) = 0 	 for other frequencies 
where 0 	a 	1 is the fraction of excess Nyquist bandwidth, 
and sinc(x):sjn(x)/x is the correction factor for the trans- 
mit data with symbol period 	T, 	as the 	raised 	cosine function 
is defined 	for 	an infinitely narrow 	pulse 	with infinite 
height. 
**Although some radio manufacturers like GEC in the U.K. tend 
to use combinations of Bessel, Butterworth and Chebychev 
filters together with a phase equalizer, their overall 
responses are quite close to a raised cosine filter type. 
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The use of a = 0.3 and 0.5 were quite common for the North 
American and the Japanese radio manufacturers respectively. 
Recent developments tend to use 15%.or less excess bandwidth, 
i.e. a < .15, for some narrowband transmission systems. 
However, the narrower the bandwidth, the more degradation 
will result from sampling phase error, especially in a high 
level modulation scheme. This is shown in Fig 4.1, where the 
"eye" diagrams for a 16QAM radio are plotted with a.1 and 
a..5. 	Normally most of the raised cosine filtering is per- 
III lip 
a= 05  




14 	 lT 
Fig 'Li "Eye" Diagram for 16QAM Radio Transmissions 
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formed at baseband because of the relatively easy design 
compared with that in IF or RF stages. 	This type of filter 
will be used for all the calculations and simulations in the 
thesis. 
Let A(t) be the complex transmit data as defined in section 
2.4L4.1. The receiver output, Q(t), which is sampled at sym-
bol rate l/T, is as follows: 
Qj 	Ak P°0j...k + Vj 
where Qj = Q(jT); Ak = ANT); 
V(jT) is the added White Gaussian Noise component 
with zero mean distribution; 
0j-k = P 90((j-k)T) is the complex pulse response of 
H(jw) evaluated at (j-k)T with sample phase 
0, demodulation phase Q,**  and it is 
normalized such that the summation of the 
mainlobe plus all the 151 terms equals 1. 
According to the sampling theorem, the frequency response of 
a T-spaced equalizer is periodic and the period is equal to 
l/T. With different tap weight settings, it is possible to 
control its frequency response. Generally, two criteria are 
used -- Zero Forcing and Least Mean Square (LMS) error, for 
calculating the correct tap weights. 
**sample phase =0 is defined as the maximum "eye" opening 
phase for an ideal channel and demodulation process; 
demodulation phase =0 is defined by zero cross talk between I 
& Q channels at sampling instant, i.e. time slot zero, for an 
ideal channel. 
76 
11.1.1 Zero Forcing Algorithm 
The zero forcing algorithm forces the overall pulse response 
of the equalizer and the combined channel to be zero at all 
time slots except the main one, satisfying the Nyquist zero 
151 criterion. It is simply an inverse filter and neglects 
the noise performance. In 1965, Lucky [91] also showed that 
the zero forcing equalizer is not guaranteed to converge if 
the peak distortion before equalization is greater than 1. 
Thus this algorithm is not recommended for highly distorted 
or noisy channels. 
However, due to its implementation simplicity, it was one of 
the early popular algorithms for equalization and for multi-
path compensation over the last few years [3,924,95]. 
1 .1.2 Least Mean Square (LMS) Algorithm 
Instead of performing inverse filtering, the LMS algorithm 
minimizes the Mean Square Error (MSE) at the equalizer out- 
put. 	Here both the ISI terms and noise are minimized. This 
leads to a more robust structure. One of the earliest 
proposals was by Widrow and Hoff in 1960 [96]. This algorithm 
has been widely adopted in data communications since the late 
1960's when the limited performance of the zero forcing algo-
rithm became evident. 
With the equalizer structure shown in Fig. 3.3, the error at 
the equalizer output at time mT will be: 
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N 
em = 	Cn Qm-n - Am 
n:-N 
Assuming the noise and data are uncorrelated, the ME 
becomes: 
h 	 h 	h 
C (ii + V) C - D C CD + E<AmAm*> 
........................(14.2) 
where 	represents the matrix format, * and h are the con- 
jugate and the combination of conjugate & transpose of the 
matrix respectively. E<.> is the statistical expectation 
operator. 
C is the (2N+1)xl tap weight matrix 	........ (14.3a) 
U is the (2N-,-1)x(2N+1) covariance matrix of the received 
00 	 CO 
signal samples, Uij = E<(AkP°0m_j_k) (kP m_i_k)*> 
........................(1 .3b) 
If is the (2N+1)x(2N+1) covariance matrix of the noise present 
in the received samples, Vjj 	E<VV*> ........(Ll3c) 
00 
D is the cross-correlation matrix, Di 
....................................(14.3d) Applying the LMS criterion to the tap weight, i.e. 
0; 
Solving the above linear equations gives the following matrix 
equation for the optimum tap weight opt: 
(U + ) Copt = D ....................................(14.14) 
Assuming the transmit data 	Am 	is random 	( i.e. 
E<AA*>, 	where 	Sij is 	the Kronecker 	delta, 
defined by Sij=O if Uj and Sij=l if 	ii 	), Gaussian noise 	is 
bandlimited to the 	Nyquist bandwidth 	and E<VjVi*>= 
where 	n is 	the Gaussian 	noise 	power 	level. 	The 	following 
result can be obtained: 
uij 	 Qø E<AkAk*> E<P 1_P 90 1-i *> 
Di = E<AkAk*> P j* 
V ii  
c E<AkAk*>/r 	where c is a constant depending on the 
overall channel (excluding the 
equalizer) and r is the carrier to 
noise ratio. 
2 1 1 + 32 + 	+ (2L-1) 2 J 	2 1 (2L) 2 - 1 1 
E<AkAk*> 
L 	 3 
(14.5)  
where 2L is the total number of levels In the I or Q channel. 
Re-arranging equation (4.14), 
copt = . 	.f • .......................................(146a) 
where B = U + V .................................(.6b) 
or E<AkAk*> 1 Rt opt I = E<AkAk*> ID' 
where R1t = E<Pl_jPQ01_1*> + c/rjj 
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i.e. .Copt  =R' 1 	 . (14.6c) 
The existence of the inverse of R or R' is already proved in 
E981. The matrix R' or D' are channel parameters only and do 
not depend on the number of transmit levels. Thus for a 
given carrier to noise ratio, the optimum tap weights are in-
dependent of the number of levels in the QAM system. 
The Minimum Mean Square Error (MMSE) achieved is: 
h 
&min = E<AkAk*> 1 1 - 	opt ] ...............(14.7) 
h -1 
or 	&min = E<AkAk*> El - 2' RI  211 ................ (14.8) 
Equation (14.8) means that for a given carrier to noise ratio, 
the MMSE is directly proportional to E<AkAk*>.** 
There is an interesting result from equation (14.7). Let us 
separate D' and Copt into real and imaginary parts. The 
overall imaginary part of the right hand side will be: 
t 	 t 
E<AkAk*> [(real D')(img opt) - (1mg 2')(real ..opt.)] 
..........................
(14.9) 
where t is the transpose of the matrix 
Since &miri is real, the terms in (14.9) must be zero. 
However, (real 2') and (-img 2') are the real and imaginary 
parts of the pulse response of the channel. The two terms in-
side the bracket I ] are just the convolution process of the 
combined pulse responses (imaginary part) of the overall 
**In this thesis, the thresholds of the QAM radio systems are 





channel and the equalizer. 	This implies there is no cross 
talk between I and Q channels at this point, independent of 
the number of taps and number of levels in the QAM systems** 
A constellation display demonstrates the effect of 	cross 
talk, as shown in Fig 	The magnitude of the cross talk 
can be calculated by the simple trigonometric equation: 
t 	 t 








-Z---- t t 
(real D')(real Copt) + (img D')(img Copt) - 
	(4'.'10) 
Channel. 
Fig 11.2 Constellation display for a 16QAM Signals 
**the number of taps is greater than or equal to 1 
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The numerator and denominator are respectively the imaginary 
and real parts of the overall pulse responses of the combined 
channel and equalizer at time slot zero. 
4L2 Least Mean Square (LMS) Algorithm with Gradient 
Estimate 
From the above discussion, the optimum tap weights can be 
solved by inverting the matrix R or R' . However, this gives 
two major problems: 
It is impractical to solve the inverse of a matrix 
The channel characteristics may not be constant. It will 
affect the accuracies for matrix element estimation. 
Widrow and Hoff [97,100] suggest a gradient estimation 
method. Here the tap weights are estimated as the opposite 
direction of the gradient of MSE with respect to that tap 
weight, and is normally replaced by a -u ej 	estimator 
where u is the step size of positive value. As shown in equa-
tion ( 14.11), the tap weight C at iteration j+1 is: 
- 	u e 	Q* 	........................ 
This gives the fairly simple iteration method to solve for 
the optimum tap weights. By re-arranging equations (14.2) and 
( 14.6a) , the MSE at iteration 1 becomes: 
E<e12> 	&min + E<(Ci_Cjt)*Qi*Qj(Cj_Cj?)> 
(14.12)  
where Cj' is the optimum tap weight. 
Once the equalizer converges to its final MSE, the tap weight 
will still have a finite variance about Copt if finite step 
size u is used. This will cause the so called Gradient noise. 
Gitlin and Weinstein [98] from AT&T investigated the upper 
bound of this excess error in 1979. However there are two 
basic limitations: 
If the channel is highly distorted, the upper bound 
limit which is dependent on the maximum and average 
eigenvalues of matrix R' may not be a good estimate. 
For a given distorting channel, the eigenvalues of 
matrix B or R' are not obvious. 
At the same time, Mazo [99] from AT&T solved this excess er-
ror problem by simply considering one dimensional binary 
transmission without Gaussian noise. In this thesis, a solu-
tion is provided for a general QAM system with additive 
Gaussian noise. 	The basic methodology will be similar, but 
no co-ordination transformation for the eigenvalues will be 
used. 
Substituting equation (4L11) into (4.12), as shown in 
Appendix 3, the MSE at iteration 1+1 will be: 
N 
E<e1+1 2> 	E<e1 2[1-u( 	QiQi*)]2> + 
i=-N 
N 
E<u( > QiQi*)(emine1*+e1e min  *)> .... (4.13) 
where emin is the instantaneous error for the optimum tap 
weights. 
1L21 Convergence Properties 
Let us consider the convergence properties first. The second 
term in equation (14.13), E<u(.)(.)>, is less effective when 
compared with the first term, E< . C. 3>, because le1 is nor-
mally much higher than jemjn  1 for the start up condition. 
Furthermore, the second term is always a positive value for a 
positive step size. Therefore, if the MSE converges, then the 
maximum step size should satisfy the following: 
C 1 - 	
2 
Umax (iNQiQi*) ] 
2 








av = E<QjQi*> = E<AkAk*> E<P 90  P  90  1* + c/r> .. ( 14.15b) 
or Pav = B E<AkAk*> ..............................(14. 15c) 
where Pav is the average sampling power at demodulation phase 
9 and sampling phase 01 on a one ohm resistance, and B is 
purely the channel parameter. 	Fig 14.3  shows the B value of 
equation ( 14.15c) against fade position with different fade 
depths for a 22.6MHz M-QAM radio with 30% excess bandwidth 
(i.e. a.3). 	A 3-ray model with a delay time of 8ns was 
used. 	No Gaussian noise is added because of its 
insignificant effect in most conditions. The sampling phase 
1.0 
	 5dB fade depth (b=9.4377) 
- - -- 10dB fade depth (b0.6839) 
20dB fade depth (b=0.9000) 
.9 
	 .50dB fade depth b=0.9968) 
.6 
- 
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Fig I.3 The "B" value of the Channel 
and demodulation phase are chosen for the maximum B value. 
Other calculation procedures and definitions can be found in 
Appendix L 	All the curves show a "W" shape as the 131 in- 
creases when the fade notch is at band-edges. For- fade depth 
greater than 20dB, the curve is basically unchanged because 
the "eye" is completely closed already. 
From equations (4L1 24) and (4L15a): 
2. 
-----  a 	
(2N+1)Pav 
This result is similar to that obtained by Mazo. During the 
start up condition, :ell, is much greater thanemin . 	As 
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shown in Appendix 5, the convergence rate will be maximum for 
step size u' if: 
1 	 1. 
(14.17a) 
N 	 (2N+1)Pav 
QiQi 
i=-N 
or 	u' 	1/2 j ................................(14. 17b) 
The result is similar to that proposed by Gitlin [98]. 
However, average power is used instead of eigenvalue bound. 
Thus maximum convergence can be obtained by using half of the 
maximum step size for the start up conditions. Equations 
(4.16) and ( 14.17a) also imply that for a given Pav,  the con-
vergence properties are independent of the number of levels 
in the QAM system. 
Consider the following channel for a 22.6MHz 16QAM radio sys-
tem with a = 0.3: 
3 ray model with delay time 	= 8 ns; 
	
fade depth 	= 20 dB; 
fade position = 20 MHz; 
Gaussian Noise = 0; 
A 7 tap equalizer is used. From Fig 4.3, 3:0.2463, and u' can 
be obtained from equations (24.5), (4.15c) and (4.17a). Five 
curves have been plotted, as shown in Fig 24•14, with u=7u'/5, 
5u'/24, u', u'/2, u'/5. All the initial tap weights are (0,0) 
with the exception of the center tap weight equals (1,0). The 
convergence curves are plotted with an ensemble average of 
100 runs. These definitions will be used for all the 
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Fig 14.4 Convergence Plots with different Step Size 
convergence plots in this thesis. For small step size, u, 
the MSE convergence rate will increase with u until uu'. 
Further increase in u will not only decrease the convergence 
rate but may also introduce instability. 
4.2.2 The Effect of Finite Step Size 
When the MSE reaches its final value, the correlation between 
the input data and e1 is small. The following can be 
established: 
N 	 N 
QiQi*)> - E<e1 2> E<( 2  QiQi*)> 
i=-N 	 i=-N 
:(2N+1)pavE<:e1 2> ...........(LL18a) 
Similarly 
E<:e1:2( 	QiQi*)2> - E<e1:2> E<( 	QQ1')2> 
i=-N 	 i=-N 
LIM 
- (2N+1)2Pav2E<ie1 2> 	 . (1 .18b) 
N 
E<e min el* 	QQ*> 	(2N+1)Pav E<e min ei*> ........(LL18c) ic-N 
N 
E<eiernjn* > QQ*> 	(2N+1)Pav E<eie min *> ........(Ll..18d) 
i.e. 	from equation (4.13) 
E<e 	 _!! i!_ 	 (L9) final! 	
1 	U(2N+1)Pav/2 
for a small degradation factor, 
E<e min  eçjnai> 	L'min ...........................(14.20a) 
the following can be achieved: 
E<efm
. a l 	- 
	------ 
-
&m-- 	...... -----------(14.20b) 
1 - U(2N+1)Pav/2 
The denominator is the degradation factor. For a very small 
degradation factor, e.g. u = u'/20, equation (4.20b) can be 
expressed as: 
	
E<Ie final' > 
	
min E 1 + 1/2 U(2N+1)Pav ] ........(.2Oc) 
This turns out to be the result proposed by Widrow and Hoff 
in 1976 [97]. 
When the denominator approaches zero, the MSE tends to 
approach infinity. 	Equation (4.20b) gives the same maximum 
step size as in (4.16). In order to reduce the excess error, 
u should be as small as possible. A standard practice is to 
use a large u for the start up conditions and reduce it after 
the MSE converges to predetermined value. 
Consider the same fading channel and radio system as in 
Fig 4•14•  Let us compare the MMSE result with the simulation 
and theoretical value. The simulation result is obtained by 
averaging the MSE of the last 50 iterations, each iteration 
is done with 100 ensemble average.** This definition will be 
used for all the other simulation MMSE unless otherwise 
specified. 
The "Theoretical MMSE All is obtained by solving equations 
(4.7), (4L15c) and (4L20b) 	Since the computation of 
theoretical MMSE and simulated MMSE are done by two different 
"programs", there exists different computation error between 
them, particularly the theoretical &min calculation involves 
matrix inversion. The column "Theoretical MMSE B" is done by 
adding or substracting a small offset to theoretical &miri 
such that it equals simulate MMSE when uu'/50. This offset 
is typically less than 0.4dB if ,jfl/E<AkAk*> is higher than 
-140d8 and the number of taps is less than 13.  It will always 
be added or subtracted for the latter&mjn calculation. 
**The MMSE is reached before the last 50 iterations. This 
definition will be used for all the simulation MMSE unless 
otherwise specified. In this example, 1400 iterations are used 
for uu'/5 and 200 iterations for all the other 24 curves. 
***Refer to Appendixes 4 - 
 
9 & 10 for all the calculation accuracies; 
to evaluate the theoretical and simulation MMSE 
u' 	0.031 24.5 	dB 
curve u 
-----------------------------------------------------------
Theoretical 1 	Theoretical 1 	Simulation 
MMSE A MMSE B MMSE 
(dB) 1 	(dB) (dB) 
19.2 ------ 
i: ___ 	.----- 
1 -20.2 1 	-20.1 1 	-18.6 
I ----B --- - --5u--
'-/4 
- --1 ------------- - ------------- - -------- ----- 
-  --  --
'- 











-- - ----- 
-23.3 
I 
-23.2 1 -22.9 
I 
I -------- 
u'IS 	1 ----------------------------------------------------------- 
-------- ---------------------------- 
-24.0 	1 -23.9 
------------- I 
1 	-23.9 
Table 4.1a Comparison between the Theoretical and Simulat- 
ion MMSE with 7 tap T-spaced equalizer 
From Table 4. la,* we find that the theoretical MMSE is 
reasonably close to - the simulation result for u < u'. For a 
larger u value, the theoretical MMSE will deviate considerab-
ly from the simulation result. This is because the ap-
proximation involves equations ( 14.20a) and (14.18b),** where 
the right hand terms are always less than their left hand 
term. As a result, the degradation factor in equation (4.20b) 
is always less than the actual condition. The deviation will 
increase as the step size increases. Furthermore, as the MSE 
increases, the correlation between the error and the input 
data Qj increases for an equalizer with smaller number of 
taps. 
**The error in equation (4.18b) is normally less than 20% if 
the number of equalizer taps is greater than 5, 
e, min/E<AkAk> less than -20dB. 
am 
Actually, equation (4L20a) can also be approximated as 
follows: 
lef. 	i 	0.5 
E<e finale m.n i> 	E<(1--- l emjn > .........(24.21a) 
I er I 
So it is quite reasonable to assume E<e 
finale ii>/&. is 
depend on the power of ( E<efinal 2>/,min ), and the follow-
ing can be obtained: 
2 	 ttnin E<e final 1 -------------------------. 	.......('4.21b) 
i 1 - u(2N+1)Pav/2 
]P 
where P is a function of,mjn, step size; number of taps and 
channel parameters. The error in equation ( 14.18b) can also be 
included with different choice of 	. However, from most of 
the simulation results, the following simplification of P  may 
hold: 
1 + p(u/u') ..................................(14.21c) 
where ,p lies within the range 0.2 to 0.4L 31 * 
With p0.3, Table 11.1b shows the comparison between modified 
theoretical MMSE and the simulation MMSE. They are very close 
together. 
------------------------------------ 
E 	D 	C 	B 	A 
Modified Theoretical 1 -23.91 -23.0 -20.5 -1851 -17.0 
I MMSE (dB) 	 1. 
I 	
- 
	 I 	 I 	 I 	 I 
Simulation MMSE (dB) 1 




Table 4.- lb Comparison of the Modified Theoretical MMSE 
and Simulation MMSE as in Table 1L1a 
**With pO, equations (4.21b)  and (4L20b) will be identical. 
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Gitlin replaced Pav in (4.20b) by the product of Pav  and 
where 	is the ratio of the maximum eigenvalue to average 
eigenvalue. For a highly distorted channel, ' may be quite 




1 	fading 	parameters 	1 step 	1 simulat- 	I Lu' 
I taps - ------------------- - size 1 ion MMSE 
b 	(dB) 	1W0/2 	(MHz)! (dB) 	1 (dB) 
u' 	1 -6.1 
A 	1 3 1 	20.0 	20 - -------------------3•9 
I 	 I 
I - ------------------------------ 
u1/50 






B 	1 7 1 20.0 	1 20 --------- - ----------1 3.7 
I I 	 I 
u1/50 	I 
I 	 I 
-24.4 
I 
I --- - ------- - -------- - ---------- - ------- - ---------- - --------  
C 17 1 	20.0 	1 20 -------- - ---------- - 3.9 
I I 	 I 
u1/50 
I • 	 I 
-46.1 
I 
I I 	 I 
I I 
----------------------------------------------------- 
I 	 I u I - .'._,.i 	I 
D 	1 17 1 23.9 	1 10 -------- - ---------- - 4.0 
I I 	 I 
u1 /50 
I 	 I 
-24.1 
I 
I I I I I 
I --- - ------- - -------- - ---------- - ------- - ---------- - --------  I I u 
	
-i, ir .7 	I , I 
E 	1 3 2.2 	20 - ------- - -------- -- I 35 
------------------------------------------------------------- 
u 1 /50 -23.2 
(MMSE)ut 	- (MMSE)U'/50 
Table 1L1c Comparison of Lu' with different Channel Para- 
meters and Number of Taps 
Consider the examples in Table 1.1c, with the same radio sys-
tem as in Table 14.la. Let L ut be the difference of MMSE with 
uu' and uu'/50. Cases A, B, C are all with the same fading 
parameters as in Table 4.1a but with 3, 7 and 17 tap 
equalizers respectively. The MMSE with step size u'/SO is of 
the same order in cases B, D and E. However 7, 17 and 3 tap 
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equalizers are used in cases B, D and E respectively, their 
channel distortion will be significantly different and so are 
their ' value. Thus a significant difference of L u t will be 
obtained if Gitlin's bound is used. However, the simulation 
results show IL u' are broadly equivalent in all cases. 
4L3 The Effect of Quantization Noise in the Analogue 
to Digital Converter (ADC) 
In a digital implementation of the adaptive algorithm, quan-
tization noise cannot be avoided. The demodulated baseband 
signal is sampled and converted into digits by the analogue 
to digital converter (ADC). Let 	be the notation for quan- 
tization, and x be the corresponding noise. The received 
baseband data can be represented as: 
Q 	j + xi  
The matrix element of D and R in equations (4.3b,c,d) and 
( 14.6b) are: 
DiE<Amm_i*>+E<Amx.*> ......................('4.22a) 
Rij = E<m_jm_i*> + E<Xm jXm 1*> + 
+ E<xmj m_i*> 	.......... (4.22b) 
The exact evaluation of this quantization noise is impracti-
cal in general. However we can take the following 
assumptions to get a rough estimate: 
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( 1 ) The insignificant correlation of (1) quantization level 
and quantization noise, (ii) different quantization 
noises. 
The signal is evenly distributed for each quantization 
level. 
The ADC is ideal, i.e there are no non-linearity, off- 
set..etc. 	errors. 
So the equations (4.22a,b) can be expressed as: 
D1 	5i f Rijjj+Lq'ij ......................(14.23a) 
or similarly 
.....................(.23b) 
where L q is E<xx*>, the quantization noise power for each 





	 (4.2 4) 
where 2(2L-1) is the peak to peak level in the I or Q channel 
and n1 is the number of bits in the ADC ( 2L is the total 
number of levels in I or Q channel ). Thus for a fixed num-
ber of bits in ADC, the quantization noise power will in-
crease as number of level increases. 
From equation (4.23a),  the modified average power after quan-
tization will be: 
av = av - d q ....................................(4.25) 
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With the same approach as in section 14.1, the optimum MSE 
will be: 
h 	 -1 
5mm 	E<AkAk*> E 1 - D' (B' -q'. ) D' ] 
I., 	 - 	 - 	(4.26) 
where I is the identity matrix. 
If the number of bits in the ADC is high or the channel is 
not highly distorted, then equation (14.26) may not be valid 
because it cannot satisfy the assumptions (1) & (2). The ex-
act comparison of the optimum MSE between equation (14.8) and 
(4.26) is not obvious. An alternative technique is to assume 
the changes of the optimum tap weight due to quantization 
noise are small, i.e. .opt 	.opt Since the quantization 
noise for each tap weight is uncorrelated with each other, 
each tap weight symbol will generate its own quantization 
noise. The overall quantization noise, Nq, at the equalizer 
output will be: 
N 	 "C qq Copt opt .................................(427) 
i.e. 	min 	&min + L q Copt 
1 C 	..................(4.28) 
Compared with (14.26), equation (4.28) is more accurate and 
reliable as it is not dependent on matrix behavior of R' and 
D'. Furthermore it provides a simple estimation of&min. 
By substituting equation (4.26) or (4.28) into (4.21b), the 
degradation due to step size can also be obtained: 
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12 	 ------------ 
min 	 . (14.29) finals 
t 1 - u(2N+1) av/2 ] 
Consider the same radio system and fading channel as in 
Fig 4•14•  Four curves have been plotted, as shown in Fig 245 
With the same step size, the MSE convergence properties are 
basically identical compared with that in Fig 14•14• Since 
Pav>> q, i.e 	avav in equation (4.25). This implies the 
convergence properties will basically not be affected, as 
shown in equations (4.16) and ( 14.17b). 
The final MSE is compared with theoretical calculation using 
equations (4.21c); (4.28) and (14.29), as shown in Table 14.2. 
With p.3 in equation (14.21c), the theoretical MMSE is 
reasonably close to that from the simulation result. 
curve 	step 1 	ADC ---------------------------------------------------- Theoretical Simulation 
size bits MMSE 	(dB) MMSE 	(dB) 
(u) 1 (i ) 
p0 	{ 	p:.3 
-------------------------------------------------- 




1 C 	1 u'/2 
I 	 I ------ I -----  - 
1 6 	1 
I 	 I 
-20.0 	-19.8 	1 
I 	 I 
-19.7 
I 
D 	1 u'/S 
- ----- - 
1 6 	1 
--------- - -------- 





Table 42 Comparison between the Theoretical and 
Simulation MMSE with Finite ADC Resolution 
At voice band frequencies, the quantization noise problem 
will not be too serious because 10 to 16 bits definition in 
the ADC are easily obtainable. However in the digital radio 
96 
uSu/4, S bit ADC 
S bit ADC 
uu/2, 6 bit ADC 
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Fig 4.5 Convergence Plots with different Step Size and 
Precision ADC 
application, the typical frequency is normally of the order 
of 10's MHz, and commerical ADC accuracy at such frequencies 
is typically 14 to 8 bits. The quantization noise may thus 
contribute significant degradation under such conditions par-
ticularly when high level modulation is used. 
4.4 	The Effect of Finite Precision Arithmetic 
4.4.1 Minimum Mean Square Error 
Apart from the quantization noise in the ADC, the round off 
errors' in the arithmetic also contribute to degradations in 
performance. 	Let 	be the notation for the round off 
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condition in arithmetic. From equation ( 14.12), the following 
can be obtained: 
N 	 N 
	




v 	 N 	 N 
E<:e1:2> 4'min + E< 
i-N 
(4.3Ob) 
when the number of bits in arithmetic is. large 
A rough estimate on MMSE, &mjn, can be obtained if we make 
the following assumptions: 
The optimum tap weight, Copt ' can be reached and the 
maximum deviation from Copt is less than half the 
least significant digit (LSB). 
The number of tap weights is large enough such that 
6ijcRij ..............(4.31) 
where SCi is the deviation of tap weight element C1 
from Ci l , Lc is the round off noise power. With the 
same approach as in Appendix 6, 
1c2  
A 0 	 ---fl- .....................(432a) 
6 [2 	2 
( LSB )2 
or 	. 	A c ----------- ----- ------- - --- --- ------(14.32b) 
6 
where lc is the maximum range for tap weight value 
and n2 is the number of bits employed. 
n2 is large enough such that most of the tap weight 
elements are non-zero. Otherwise it will correspond to 
an equalizer with fewer taps. 
The desired response, Am, is exactly one of the quan-
tization levels.** 
So the following can be achieved from equations ( 14.28) and 
( 14.30a,b) 
,min 	&min + 	c(2N+1)av ............. . ............. (Ll.33a) 
&min +AL q( opt)1'.c.opt + 	c(2N+1)Pav .......(1433b) 
where the quantization noise due to finite arithmetic effects 
is: 
Nc 	Ac(2N+1)Pav ..................................(L314) 
11.1L2 Gradient Noise 
Denoting f(ueQ*)*** to be the quantization representation of 
gradient estimator ueQ*, and y, to be its rounding error, 
then 
ueQ* = f(ueQj*) + .................................(14.35a) 
**This implies for a 16QAM radio system, the levels may not 
be exactly equal to that within the set { ±3,  ±1 I. 
***Here the subscript of error signal, e1, has been 
dropped in order not to be confused with the matrix element 
subscript. 
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To evaluate the degradation due to the gradient estimate, we 
make the following assumptions: 
Double precision ( 2Xn2 bits ) 	is used to evaluate 
.2 CQ and there is no intermediate overflow. 
The correlation between Yj; e and Qj is negligible. 
So the degradation due to the step size can be obtained by 
using equations ( 14.33a,b) and with the same approach as in 
section 14.2.2. 
2 	 &min -- E<e final 
	
.... ---.... --....... - (4.36a) 
E 1 	1/2 u(2N+1)Pav ] 
L'min + Lq (2opt)'.opt + 	c(2N+1)av 
or ---------------------------------------- ('4.36b) 
E 1 	1/2 u(2N+1)av ] 
and the convergence properties will be basically unchanged. 
U = 0.027 (0.86u') 
curve ADC 	: arithmetic 
----------------------------------------------------------- 
Theoretical Simulation 
bits bits MMSE (dB) MMSE 	(dB) 
(n1) (n2) 


















I ------- - ------- - -------------------- - ------- - ------------I 
7 	1 
I 
-17.0 1 -16i 	1 -15.14 
I 
D 	1 6 	1 
I ------- - -------------------- - ------- - ------- - ------------I 
8 	1 -18.2 1 	-17.6 -17.0 
Table 4.3 Comparison between the Theoretical and Simul-
ation MMSE with Finite ADC and Arithmetic Resolution 
With the same fading channel, radio system and 7 tap 
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Fig 14.6 Effect of Finite Precision Arithmetic and ADC 
Accuracy as defined in Table 14.3 
of bits in the ADC and arithmetic have been plotted, as shown 
in Fig 4.6. The step size 	is 	fixed 	to be 0.027, 	so the MSE 
convergence rate is basically the same for all curves. With 
p=0.3 in equation (4.21c), the simulation result is reasonab-
ly close to the theoretical estimation using equation 
(4.36b), as shown in Table 14.3. 
14.143 Early Termination 
As from •equations ( 14.36a,b), the degradation factor can be 
reduced by simply using a small step size. However as point-
ed out by Gitlin [98], the tap weight will virtually stop up-
dating if u is too small. This will result in a MSE which is 
significantly larger than the MMSE as predicted by equations 
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( 1L36a,b). Let us call this an "early termination effect". 
From equation (.11), the tap weight will stop the 
convergence if: 
ueQi* <1/2LSB ...............................(14.37a) 
oru2 eQi* 2 <(1/2LSB)2 .........................(14.37b) 
Let 	E<e early 2
> be the final MSE due to the early termina- 
tion of the tap weight adaptation, and "A E<e 
early!  2> T? be 
the upper bound of square error after convergence to its 
final value. The approximation of E<eeari y 2> can be 
achieved by using equations (4.37b) and ( 14.15a): 
2 	 2 
1 	1 
E<e 	,--------------------- ....... - ...... ( 14.38a) early A Pav 	2n3 
where n3 is the number of LSB's for the step size, and the A 
value depends on channel and equalizer parameters. However 
we can assume the PDF of the error is close to a Gaussian 
distribution but with a bounded limit. Then the value of A is 
typically 10 and the following result can be obtained: 





Equation (4.38b) shows that the MMSE due to the early ter-
mination will only depend on average power and the n3 value. 
Table 11.14 shows the simulation result by using a step size of 
1 LSB with an 8 bits ADC, using the same radio channel char-
acteristic as in Fig 14•14•  
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-------------------------------------------------------- 
number of taps 	1 9 	1 	9 	1 	13 	13 
------------------------------------------------------ 
arithmetic bits 1 	10 	12 	i 	10 	1 	12 
------------------------------------------------------ 
Simulation 	-222 -22.2 -23.2 1 -22.0 
MMSE (dB) 
I 
: 	 ::: ::I:::I I:EE :E ::: 




&min A is calculated by equation (11.7) 
&min B is obtained by adding offset to ,min A, 
as described in section 14.2.2 
The summation of the tap weight square (S): 2.6 in all cases 
Table 11.14 The effect of early termination on MMSE 
The MMSE estimate from equation (14.38b) is -22.7dB. The 
simulation result is achieved by averaging over the last 1000 
iterations of an 100000 iteration** convergence plot with an 
ensemble average of 20 runs. The E<Ie 	is calculated 
by solving equations ( 14.36b) and (4L21c) with p=.3. The 
result given in Table 14•14 demonstrates the loose dependency 
of E<eeariy2> on N, 'in' E<'tfina1{2> and n2 when the step 
size is small. 
Apart from the degradation of MMSE, the early termination 
also affects the convergence properties. When the MSE is 
about 3dB above MMSE, the convergence slows down dramatical-
ly, as the tap weight is only updated when high MSE occurs, 
corresponding to a low PDF value. Table 14.5 shows this 
**After 100000 iterations, the MMSE will basically remain 
unchanged. 
1.03 
effect, for the same channel and radio system as in Fig LLII., 
w'ith a 9 tap equalizer and 8 bits ADC. The step size is 1 
LSB, 12 bits arithmetic is used. The result is obtained from 
an ensemble average of 20 runs. 
------------------------------------------------------------ 
iterations 1 500- 11000- 5000- 31000- 1 9000 	99000- 
520 1 1020 1 5020 1 32000 1 50000 1100000 
I 
I -------------- 
I -------------------------------------------- I 
average MSE 1 -6.6 -17.0 _19.4 1 -21.5 1 -21.9 1 -22.2 
f-ID\
UD/ 	
I 	 I 
I I 	 I 	 I 	 I
------------------------------------------------------------ 
Table 14•5  The effect of early termination on convergence 
Care should be taken in applying equations (4L38a,b), as the 
estimation of MSE is for the early termination effect only. 
When it is lower than the estimate of equations ( 1 .36a,b), 
which assesses finite step size effects, no early termination 
effect will occur. The final MSE will follow the the estimate 
from gradient noise, i.e. equations (4.36a,b). The MMSE will 
not be reduced by simply increasing the step size, u, as 
predicted in equations (4.38a,b). 
Consider the step size such that the MMSE due to early ter-
mination is equal to the MMSE due to finite step size. From 
equation (3.35a), with A10, the minimum step size in terms 
of LSBs can be approximated as follow: 
1 
3 - ------------------- T7 ....................(14.38c) 
('40 av E<efjflal >) 
where n3' = 0, 1 1 2 .. 
If n3 is less than n31 , the early termination effect occurs, 
with the converse conditions, gradient noise starts to 
dominate. 
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4L5 The Effect of Finite Tap Weight Elements 
Let us re-arrange equation (4.6e) as R'C0pt=D'. Under Fourier 
transformation for an infinite tap weight equalizer, i.e. 
N=infinity, the following can be established: 
CHf(jw) 2 + n ) C(jw) = Hf(jw)* ..............(39) 
Hf ( jw) * 
or C(jw) = 
	 (4.39b) ----- - - - - --------- -f (jw) H 	+ 
CO 
where Hf(jw) = 2 Htj(w-2k/T)] is the overall folded 
k=-oo 
frequency response of the channel at 0 to l/T Hz. When the 
white Gaussian noise, n, approaches zero, equation ( 14.39b) 
becomes an inverse filter of Hf(jw) and can compensate for 
all the linear distortions if Hf(jw) does not completely 
vanish. However only a finite number of tap weights can be 
used in practice, this puts a constraint on the equalizer 
performance. Furthermore, as shown in the previous sections, 
the degradation due to the gradient noise, finite arith- 
metic..  etc. , will be increased with N 	All these factors, 
including the costs should be carefully considered before the 
implementation of the equalizer is finalized. 
4.5.1 Minimum Mean Square Error 
Generally speaking min will decrease as N increases, and the 
equalizer will approach the ideal condition. This can be 
proved by applying equation (4.7) and assuming the tap 
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weights will not change when N increases.** This can also be 
explained by using the time or frequency domain method. In 
the former case, only the ISI which is within the +N time 
slot of the main lobe can be equalized. When N increases, the 
total unequalized ISI will be reduced. Consider the latter 
case, the frequency resolution between 0 to l/T is 1/(2N+1) 
t1011. The overall equalized frequency response will approach 
the Nyquist channel as N increases. This will result in 
reducing ,min as N increases. 
The improvement gained from increasing the equalizer order 
from 2N+1 to 2M+1 ( M>N ) depends on channel parameters. 
However, some interesting relationships are obtained as&mjn 
is plotted against N. A log linear curve can be obtained, as 
shown in Fig 4.7, for the four different channels as shown in 
Table 4.6. 
------------------------------------------- 
I Curve 	 Fading Parameters 
I ---------------------------------
--------------------------------- 
A 	1 	8.0 	i 	20 	 20 
I I I ------------- 
1 	B 	8.0 	 15 	 20 
I 	 I 	 I 
------ - ----------------------- 
C 	I 8.0 	 10 	 20 
I 	 I 	 I 
------------------------------ 
D 	6.3 	I 10 	1 	20 
------------------------------------------- 
Table 4.6 Channel Paramters for Figure 4.7 
**However, in the actual condition, the tap weights will be 
changed as N increases because a finite tap equalizer is 
equivalent to a infinite tap equalizer with the constraint --
0 for i<-N and i>N. 
Curve 
Cur'e B 
- 	 Curve C 
Curve D 
Number of Taps 
Fig 11.7 &min against Number of Taps for Channel Parameters 
given in Table 11.6 
Although it is an empirical result and no analytic evaluation 
has been established, simulation data supports this log 
linear relationship 2N+1 values in the range 5 to 13 when 
in is higher than -35dB. 	This may be a useful criterion 
for prediction of&min with various numbers of tap weights. 
145.2 Quantization Error at ADC 
The quantization- error at the ADC has been evaluated in sec- 
tion 14.3. 	Generally speaking, the quantization noise is 
loosely related to the number of taps in the equalizer when 
2N+1>5. This is because the center few taps are dominant in 
equation (14.27). As shown in the following table, the 
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( opt)h( opt) is evaluated for different number of taps The 
channel we use is still as in Fig 14•14 •  
------------------------------------------------------- 
noof taps l 	3 	1 	5 	7 	1 	13 	17 
-- - ---------------------------------------- 
S 	1 2.514 	2.67 	2.70 1 2.70 1 2.70 
------------------------------------------------ 
S _opt (.opt 
Table 11.7 	The effect of Number of Taps on S 
1 .5.3 Quantization Error with Finite Precision 
Arithmetic 
As from equation (14.32), the degradation in &min due to the 
quantization noise of finite arithmetic, N 0 , is proportional 
to the number of taps -- 2N+1. Nevertheless for a 16QAM 
radio system with a number of equalizer taps less than 11, an 
N 0 of -15dB or better is easily obtainable if n2>7. Compared 
with &mjn, Nc is less sensitive to channel distortion. Under 
	
severe multipath fading, 	will increase dramatically but 
with only a small change of av, as shown in the "B" value of 
Fig 14.3. Consequently a small change of Nc has negligible ef-
fect when compared with 
Generally speaking, for a good equalizer design, the degrada-
tion of the equalizer signature due to N 0 is insignificant, 
even if the value of N is doubled. 
4.5.'I Step Size and Convergence Properties of MSE 
This will be the major factor which needs to be considered as 
the number of taps is increased from 2N+1 to 2M+1. In order 
to maintain the same degradation caused by the step size as 
in equations ( 14..36a,b), u should be reduced by (2N+1)/(2M+1). 
However, recall that in section 24.4.3, care should be taken 
to avoid the early termination effect as u reduces.** The 
reduced step size also implies slowing of the MSE convergence 
rate. To gain the full benefit of increasing the number of 
taps weights ( &min reduction ), greater resolution in arith-
metic is likely to be required. 
The MSE convergence properties are also changed when the num-
ber of taps changes. Let U' and Um' be the step size for the 
maximum convergence rate in 2N+1 and 2M+1 tap equalizers 
respectively (M>N). As from equation (24.17a) Un'>Urn'. The 
convergence properties in both cases (M and N) will be basi-
cally unchanged if the step size u is less than urn'. 
However, when u is greater than Urn', the convergence rate for 
2M+1 tap equalizer will start to slow down while it is still 
increasing for the 2N+1 tap equalizer. 
Fig 24.8 plots the convergence properties with u0.019 and 
0.027 in both 7-and 11 tap equalizers'. The radio system and 
channel are the same as in Fig 11.14, where U' and Convergence 
**the early termination effect may not be a serious problem 
if the signature plot of the radio system is the sole 
determination factor, because the signatue corresponds to 
high BER. In other words high E(ly 	
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Fig 14.8 Convergence Property with different Number of Taps 
Property are equal to 0.031 and 0.020 respectively. The 
initial convergence rate for both 7 and 11 tap equalizers are 
basically the same for uO.019, but it is faster for the 7 
tap equalizer when u±0.027. The longer equalizer ultimately 
offers lower MMSE. 
14.6 	The Effect of Demodulation Phase 
Incorrect demodulation phase will only cause a rotation of 
the constellation at the equali.zer input; as shown in 
Fig 4.2, with the total 131 around each constellation point 
remaining unchanged. Comparing the channel pulse response 





90 	 -I 
P H1(jw) exp(jQ) ] 	: inverse Fourier transform 
exp(jO) 00 
= 	------ - ------------------------------------ - 	(14.140) 
Ng/N0 
where Ng, N0 is the normalization constant at demodulation 
phase 9 and 0 respectively, such that the summation of the 
mainlobe plus all the ISI terms equals 1. 
Consider the matrices Copt,  R and 0 in equations (4.3b,c,d, 
and 14.6a,b) and adding the demodulation phase and sampling 
phase superscript, we get: 
90 	1 2 00 
R 
	
= ( -----) R ........................ (14.LIla) 
Ng/N0 
90 	exp(jQ) 	00 
D=I -------] D ..............................(14.141b) 
Ng/N0 
90 	 00 
i.e. Coptlexp(iQ)Ng/No)] C0pt ..................(14.'Ilc) 
and from equations ( 14.6a,c), we can conclude that 	will 
not be changed for various values of demodulation phase 9. 
However, different demodulation phase values affect the. 
degradation due to quantization error in the ADC and finite 
arithmetic, from equations (1..27, 11.15b and 14.314): 
90 2 00, 
Nq ( 	Ng/N0) Nq 	.................................(4.142a) 




90 1 	200 
N c ) 
N9/N0 
Nc 	................................(14.142c) 
assuming fixed range arithmetic, i.e. same LSB value, is used 
during both conditions. 
Fortunately the effect is small because (Ng/N0)2 should be 
within the range 0.5 to 2. Furthermore, the changes in Nq 
and N 0 tend to cancel each other, as shown in equations 
(4.142a,c). Again, care should be taken on gradient noise 
degradation, earlj termination effect and changes in conver-
gence properties because of the changes in av 
However in a typical carrier recovery circuit, the rotation 
angle, @ (refer to Fig 14.2) of the equalizer input signal can 
be set to Zero (or +900) by detecting either the peak levels 
in the I and Q channels or the received sample data power. 
When @=O0, the received sample data power will be a maximum 
if the maximum peak level at the I or 'Q channel is always 
normalized. Actually the effect of demodulation phase error 
will be insignificant to the overall equalizer responses and 
any rotation of constellation at the equalizer input can be 
compensated without difficulty. As shown in section 4.1.2, 
is always zero at the equalizer output. 
14.7 	The Effect of Sampling Phase 
14.7.1 The Problems of Excess Bandwidth 
Compared with demodulation phase, the effect of sampling 
phase is more serious. The input signal to the equalizer 
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comprises samples of the filtered received signal at time 
tnT+øT/360, where 0 is the sampling phase in degrees. Assume 
that a raised cosine filter structure is used, the overall 
folded frequency response from 0 to l/T is: 
Hf(jw)H(jw)exp(jwt)+H[j(w_21T/T)]exp[j(w_2.ç/T)] .. (14.143) 
where lc= ØT/360 
Under ideal conditions, with 00, Hf(,jw) equals a constant 
for 0w<27/T. If 0 	0 and H[j(w-2/T)] i O f H'(jw) is no 
longer a constant value for 0w<27t/T. Fig 14.9 shows the 
Hf(jw)l for a 0.3 raised cosine filter and 900 sampling 
phase error. 
The effect of sampling phase for an infinite tap equalizer 
was solved by Mazo [102] who estimated that 2 to 14 dB 
degradation might be incurred for a 0.1 to 0.15 raised cosine 
filter. However, for a finite tap equalizer, the degradation 
may exceed 30dB. Fig 4.10 shows for the same fading condition 
and radio system as Fig 14•14, on a plot of &mjn against sam- 
pling phase. 	In this figure, 0.1 1 03, 0.5 2 0.7 raised 
cosine filters are used with an 7 tap equalizer. The 
response of an ideal channel with 0.3 raised cosine filter 
and 7 tap equalizer is also plotted as the dotted reference. 
From the curves, the worst &min values for all the filters 
are of broadly similar magnitudes and are approximately in-
dependent of the excess bandwidth of the raised cosine fil- 
ter, a, and the channel distortion. This arises from all the 
plots experiencing a deep null in the folded spectrum as well 
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as severe group delay distortion by the sampling phase error. 
On the other hand; the variation of 	with optimum timing 
is decreased as the excess bandwidth is increased, as shown 
in Fig 4L10. 	In other words; the raised cosine filter with 
increased excess bandwidth will be more sensitive to the sam-
pling phase because the overlapped region in Hf(jw) is in.- 
creased. 	Nevertheless; the optimum timing not only depends 
on channel characteristics; but also on the amount of excess 
bandwidth of the raised cosine filter, as shown in Fig 4.10. 
The importance of the sampling phase is demonstrated when 
the curves with the fading channel and an ideal channel are 
compared; with a.3 in both cases; The performance of an 
equalizer with a fading channel is better than an ideal chan-
nel when 0 is between _1700  to _800,_as shown in Fig 4.iO. 
When the signature is used as a performance evaluation fac-
tor; the effect of sampling phase is not too serious for 14QAM 
( or QPSK ), because at a BER of 10 3, the channel distor-
tions dominate. However for 16QAM or above; the overall 
channel distortion and sampling phase degradation should be 
reduced by a factor of 2/{E<AkAk*>} for the same BER, as 
shown in equation (4.8). The sampling phase effect thus be--
comes significant. 
Two curves in Fig 4.11a have been plotted to illustrate this 
effect. Curve A corresponds to QPSK with 26.0dB fade depth; 
while curve B corresponds to 64QAM with 17.7dB fade depth. 
Both radios have a bandwidth of 22.6MHz and with a 7 tap 
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equalizer.** The delay time of the 3-ray model is set at 8ns 
and the notch is 5MHz above the center frequency. The op-
timum &min  of the two curves from -2610 to 2700  have broadly 
similar magnitudes. However, the difference between the op-
timum and the worst &min sampling phase is 6.6dB and 21.4dB 
for curves A and B respectively. Local minima may also occur 
for every n3600 ( n = +1 2 ±2•. ) apart from the global 
minimum, as shown in Fig 1 .11a. 
Another important characteristic is that under severe fading; 
the global minimum will be a few samples away from the 
original time slot; as shown in Fig 14.11b. A 64QAM 22.6MHz 
radio system with 9 tap equalizer is used. The delay time of 
the 3-ray model is set at 8ns and the 20dB fade notch is at 
the center frequency. 	The optimum sampling phase is at 
1180°. Although there is over 10dB improvement in MSE when 
compared with the sampling phase within + 2000  under 
practical environment this global minimum may be difficult to 
obtain. 
Optimum Phase Estimation Algorithm 
Several timing estimation methods have been proposed; but 
most of them are not suitable in our application. 
**The use of 22.6MHz QPSK is just for comparison purposes. 
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The mean location of the zero crossing is estimated as an op-
tirnum timing. This is not an appropriate method in our ap-
plication since the eye will be completely closed at the 
equalizer input under deep fading. 
Zero Forcing the first post-echo 11071 
This is. a good and simple estimate if post-echo is the main 
degradation factor and a 1-dimensional modulation scheme has 
been used. As for 2-dimensional modulation scheme like QAM, 
the implementation will become complex. Furthermore, in some 
multipath conditions pre-echo may dominate and both amplitude 
and delay distortion will occur. 
Zero Forcing the combined first pre- and pOst - echo [107] 
This will be a good estimate for a 1-dimensional baseband 
transmission when amplitude distortion is dominant. However 
in multipath fading, both amplitude and group delay distor-
tion may occur. Again, the complexity will increase for 
2-dimensional modulation scheme. 	Thus this method is also 
not appropriate. 
Equalizer Approach [92,88] 
With this method; the timing estimate is controlled by the 
error signals at the sampling instant; just like an equalizer 
structure. It may reach the optimum timing based on the MMSE 
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criteria. However it will be too complicated to implement 
particularly when jointly operated with the receiver 
equalizer described in this chapter. Furthermore; it may 
converge to a local minima; as shown in Fig 4L11a,b.. 
(E) Maximum mainlobe 
Although this is not a good estimation technique [89], it 
will prevent the sampling phase moving to an inferior condi-
tion. The exact implementation may not be easy particularly 
when deep fading occurs'.- curs: 
Here, ; the author proposes another scheme based on the sampled 
data power, as mentioned in the beginning of this section: 
The sampling phase error may introduce a null in the folded 
frequency response; H(jw). Effectively it may reduce over-
all sampled signal power. If the sampling phase is adjusted 
such that the overall sampled data power is maximum; then the 
large null which introduced by the severe phase error will 
normally be relaxed. Consequent1yj will be reduced -.- educed: 
In Fig 4..12, the sampled data power and &min are plotted 
against the sampling phase: The maximum power criteria will 
be close to the optimum when fade depth is decreased because 
sampling phase error starts to be dominant: However; care 
should be taken to make sure the demodulation phase is op. 
timized before the equalizer; i:e: = o0: As shown in 
Fig 4.12, with 	the change of sampled data power with 
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Fig 4.12 Sample Data Power against Sampling Phase 
the maximum input level to the equalizer is limited by the 
receiver gain circuitry. Any rotation (0) will reduce the 
input receiver gain which effectively reduces the power 
measured. On the other hand, it will be acceptable if the 
receiver gain value has. been considered for the power 
calculation. 
Since the received data will have already been sampled in the 
equalizer section, they can be re-utilized again for the 
power measurement. The implementation of this extra hardware 
for the timing control may thus not be too difficult. 
A 	similar approach may 	be applied to 	the third 	or fourth 
power 	of the 	sample data. This 	may converge faster, but 	it 
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will be more sensitive to noise and on the sequence of 
correlation data; Furthermore, increased arithmetic 
processing is likely to be required. 
'L8 	Proposed Complexity 
First of all; let us consider the degradation due to quan-
tization noise in the ADC, Nq and the finite precision 
arithmetic; N0. Generally speaking; the tap weight magnitude 
will increase as channel distortion increases. The following 
gives an estimated value of the arithmetic range, l, and the 
summation of the tap weight square; s; for BER10 3 and 
excess bandwidth ( a ) ~ 30%. 
------------------- .QFSK 16QAM 	{6I1QAM 256QAM 1O?14QAM 
----------------------------------------------------------- 
1 14:0 	i 3.5 3.0 	1 2.5 
I --------------- - ------ - -------------------------- - ---------I 
,.. 	
,.. 
S 	 60 
------------------------------------------------------------- 
501 145 401 30 
Table 4.7 Estimated Value of Arithmetic Range and Summation 
of Tap Weight Square 
With ( 	 ** being the ideal MMSE corresponding to BER of 
10 3, the degradation due to Nq and N0 for various QAM system 
can be evaluated by equations (14.27, 14.314) with the normal-
ized average power ( B ) of 0.3, and are shown in Fig 14.13 
and 14.114a-e respectively. 
E<AkAk>/(C/N) where (C/N) 
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As from Fig 14.1a-e, the degradation within 1dB can be 
obtained easily with reasonably short word length arithmetic. 
However it is the gradient noise that causes most of the 
degradation. Table 14.8 shows the minimum number of bits 
required in the arithmetic if the step size equals 1 LSB of 
the tap weight element; In order to maintain stability, the 
maximum step size chosen is less than 3umax/4 under all 
conditions; 
no of QPSK 
-----------------------------------------------------------
16QAM 6'IQAM 256QAM 10214QAM 




Table p4.8 Minimum Number of bits in Arithmetic if Step 
Size equals 1 LSB 
Compared with Fig 4L14a_e, Table 14.8 shows that a few more 
bits [e required to handle the finite step size degradation 
for modulation levels over 16QAM. A possible technique is to 
use step size of less than 1 LSB of the tap weight element; 
However the "early termination effect" may become significant 
if the step size is too low, as shown in equations (14.38a,b). 
If the bound of E<eear1y2>  is set to be better than -18dB 
under normal atmospheric conditions, i.e. no fading, then the 
following complexity can be evaluated: 
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QPSK 1 	16QAM 
------------------------------------------------------------- 
1 	64QAM 1 	256QAM 	1 102I4QAM 
taps 
u 1 	LSB 1/2 LSB 1/'l 	LSB 1/8 LSB 1/16 	LSB 
Table 14.9 Complexity Requirement for the T--spaced Equalizers 
Designs 
The overall degradation due to Nq; Nc and finite step size is 
of the order of 1 to 3dB. This will roughly degrade the sig-
nature by the same order 
It has already shown in [101 ] that a 5 tap structure is 
adequate for QPSK. 	Now let us consider the number of taps 
required for 16QAM to 10211QAM. Since most of the fading ac-
tivites are with notches of less than 20dB, an equalizer with 
an ideal signature better than 20dB is preferable as 2 to 6 
dB degradation is quite typical. Fig 14.15a shows the signa-
ture plots of a 3,' 5, 7, 9 tap equalizer for a 22.6MHz 16QAM 
radio with flat fade margin of 40 dB.** A 3-ray model with 
8ns delay time is used. Although the signature will be im-
proved with a longer equalizer,' the improvement from 7 tap to 
9 tap is not very great. Even a 5 tap equalizer can give ac-i 
ceptable performance. So 54 tap complexity seems to be an 
appropriate tap, length for 16QAM radio systems. 
**As shown in Appendix 8, the signature plot is identical for 
both minimum and non-minimum phase fades if ideal raised 
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For 6I4QAM, a longer equalizer may be required because it is 
more sensitive to distortion. Fig 4L15b shows the signature 
plots of a 5, 7 9 9, 11 tap equalizers with the same condi-
tions as in Fig 14.15a. It indicates that the best design is 
around 7L9 tap. 
As shown in Fig 14.15c,d, the required number of taps is in-
crease for 256QAM and 10214QAM. However the improvement is 
small for every 2 taps increases in complexity. The choice 
for the number of taps will thus very dependent on the cost 
and the performance objective. 
Based on the complexity as described in Table 14.9, 
Fig 14.16a,b show the signature plots of 16QAM and 614QAM with 
finite quantization levels and arithmetic where 5 & 7 tap are 
used for 16QAM and 7 & 9 tap are used for 614QAM. The same 
order of degradation in signature will also be applied for 
256QAM and 102I1QAM if the complexity in Table 14.9  is used. 
If one more bit can be used on both ADC and arithmetic; the 
signature will be basically identical to that with infinite 
resolution: 
14.9 	Various Delay Time and Raised Cosine Filters 
With different channel parameters or excess bandwidth in the 
raised cosine filter, the signature will also be changed; 
Normally; if the delay time of the 3-ray model is reduced; a 
better overall signature plot should be obtained; Fig 14.17 
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shows the signature plots with delay time of 5, 8; and lins 
for a 22.6MHz 16QAM radio system with a 7 tap equalizer. The 
effect of different delay time will basically move the signa-
ture up or down but with the width unchanged; The overall 
signature is progressively improved as delay time is reduced, 
and is about ldB/ns. for a 7 tap equalizer'.- qualizer: 
The effect of excess bandwidth is shown in Fig 4L18, where 
the signatures with 	 0:3 and 0.5 are plotted; It is 
predictable that if excess bandwidth increases; a better sig-. 
nature will be obtained; Compared to Fig L17, the signature 
shows little difference when the notch is at band-center; but 
significant difference as the notch moves away from band-
center; This arises from one side of the overlapped spectrum 
experiencing severe multipath fading: As the excess bandwidth 
increases, the overall Hf(jw) will be less distorted: 
:io Summary 
The performance of the T-spaced equalizer with LMS algorithm 
under stationary fading condition is described. Various equa-
tions have been evaluated for estimating degradations like 
quantization in ADC and arithmetic; finite step size and ear 
ly termination effect; Then the complexity of equalizer has 
been proposed for QPSK to 1024QAM. 
The number of quantization levels in the ADC and arithmetic 
are all close to optimum in the calculation. Under practical 
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conditions; one extra bit is normally required in the ADC to 
provide enough dynamic range for the received data and to 
compensate for the non-ideal characteristics of the ADC.'As 
for the arithmetic; one more bit is also required to prevent 
overflow in tap weight and early I Lrninioreffect, and three 
to four bits is normally the minimum requirement for. the ac-
cumulator to prevent intermediate overflow in calculations. 
The most severe practical problem in the T-spaced equalizer 
is its sensitivity to sampling phase. None of the current 
techniques including the maximum power approach described in 
this thesis, attempt to find the global minimum of MMSE which 
may be a few samples away from the original time slot zero. 
This remains an unsolved problem and is the major degradation 
factor for the T-spaced equalizer. 
The superior performance of 0.5 raised cosine compared with 
that of 0.3 raised cosine was demonstrated in Fig 4L18. 	It 
is questionable therefore whether the 15% reduction in 
bandwidth is worthwile for 0.3 raised cosine filter. 
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CHAPTER 5 	T/2-SPACED TRANSVERSAL EQUALIZER 
As mentioned in section 24.7, one of the most problematical 
factors in the T-spaced equalizer is its sensitivity to sam-
pling phase. Fractionally spaced transversal equalizers 
[89,103,105], nevertheless; are inherently less sensitive to 
sampling phase. If the tap spacing, T' is less than T/(1+a), 
then there will be no overlapped frequency from 0 to l/T' as 
the frequency response is periodic and repeats every lIT'. 
The problems caused by the cancellation of the overlapped 
frequency response and its associated group delay distortion 
are avoided. 	 A 
The choice of tap spacing does not only depend on equalizer 
performance but also on hardware implementation. 	Compared 
with the T-spaced equalizer a (LIP)T fractional spaced 
equalizer (where L and P are relatively prime positive in-
tegers and L<P) normally requires P times higher sampling 
rate and consequently P times more memory and P times higher 
speed in some logic circuitry, if the gradient estimate algo-
rithm is used. 
Among these algorithms; T/2-spaced seems to be the most 
suitable because of the ease of timing extraction and rela-
tively simple hardware implementation. The speed and memory 
storage will be less, than any other fractional spaced 
equalizer. Presently this type of equalizer is receiving more 
attention in the LOS digital microwave radio application 
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For a given number of tap weights, the superiority of the 
fractional spaced equalizer against T-spaced equalizer was 
reported [103], even though the former only covers half of 
the time span for equalization. However, this may not always 
be true for a multipath channel; The performance not only 
depends on channel distortion, but also on the number of taps 
and the radio systems design details, e.g. the excess 
bandwidth of the raised cosine filter; 
51 	Least Mean Square (LMS) Algorithm with Gradient 
The background theory behind the T/2-spaced equalizer is 
similar to the T-spaced equalizer with the exception that R 
(or R') is no longer a Toeplitz matrix; However, Gitlin and 
Weinstein [106] show that with excess bandwidth of less than 
100%, i.e. a<1, the matrix R' is nonsingular even if the 
noise is vanishingly small: Thus the equations regarding op-
timum tap weights and &nin  for the T-spaced equalizer ( 1L1 to 
;8) are also valid for the T/2 equalizer if a<1.** 
As with the T-spaced equalizer; the gradient estimate (refer 
to section 14.2 and equation 14.11) can be used to update the 
tap weight elements: Although both l/T or 2/T updating rates 
are possible; l/T is normally employed because of the 
**Assuming the White Gaussian Noise density is evenly 
distributed from 0 to 1/TI. 
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difficulty in interpolating signal levels at the mid-symbol 
interval. 	This is particularly true when the equalizer 
operates in the decision directed mode** where no training 
signal is applied. 
5.1.1 Ill-Conditioning Problem in R' 
When equation (4L6c) is used to solve for the optimum tap 
weights, it is found that the result is very sensitive to the 
accuracy of the computation This demonstrates the ill.-
conditioning behaviour in R' where small changes in Rij will 
result in big changes in the Copt expression in equation 
( 14.6c) 
Let us illustrate this characteristic by the following 
example: 
radio system 	: 16QAM with 5 raised cosine filter, 
22.6MHz bandwidth 
multipath channel : 3-ray model with 8ns delay time; b.8; 
f0 is 10MHz above center frequency 
equalizer 	 : T/2 with 13 tap 
Two sets of Copt and 	are shown in Table 	5.1 and they are 
calculated by 	using 	equations 	( 14.6c and 	L7). Set 	A cor- 
responds to normal calculation; and set B corresponds to add-
ing small perturbation terms in the cross-correlation matrix 
D', which is equivalent to adding a small perturbation in the 
auto-correlation matrix R'. 	The magnitude of these 
**This is the operating mode that is normally employed in LOS 
digital microwave transmission. Details will be discussed in 
the next chapter. 
136 
perturbation terms is less than 	of the maximum term in 
D'. The dramatic difference in Copt between the A and B sets 
clearly illustrates the ill-conditioning problem. When the 
same perturbation terms are added for the T-- spaced equalizer 
with the same fading channel; number of taps and radio sys-
tern; the maximum deviation term in Copt is less than o;ooi 
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&min for condition A is less than -15 dB 
&min for condition B is -32.2 dB 
Table 5.1 Demonstration of how the Ill-conditioning be-
haviour in R affects the Optimum Weight Values 
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The reasons behind this ill-conditioning problem can be ex-
plained from a frequency domain approach. 
(A) l/T Updating Rate in Gradient Estimate 
It is obvious that l/T updating rate simplifies the adaptive 
algorithm implementation. However it also has a side effect 
on the evaluation of Copt.  The equalizer will tend to 
equalize the overall folded response, i.e Ef(jw) ( or 
C(jw)H(jw)+C[j(w-211/T)]H[j(w-21r/T)] ), to the Nyquist equiv-
alent channel in the 0 to l/T region. This implies that even 
if C(jw)H(jw) is different from the ideal channel, Ef(jw) may 
still be close to the Nyquist equivalent channel. In other 
words, based on C(jw) alone; we may not be able to 
reconstruct H(jw) accurately from a T/2 transversal 
equalizer. 
Let us demonstrate this effect in Fig 5.1a,b. Curves A and B 
correspond to tap weight set A and B of Table 5.1 respective-
ly with the same channel distortion specified for Table 5.1. 
Curve C corresponds to an ideal 0.3 raised cosine filter 
without channel distortion. In Fig 5.1a, C(jw)H(jw)!** is 
plotted. 	Curve A is broadly symmetric against l/T axis, 
while curve B is obviously not symmetric. However, they all 
correspond to a low tmin value even though their tap weights 
are completely different. As shown in Fig 5.l b, Ef(jw)** is  
**The gain of the receiver is also considered in the 
calculation, such that under ideal condition C(jw)H(jw) 
equals to 0dB at 0Hz and Ef(jw)l equals to 0dB for the 
whole frequency range. 
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Fig 5.1a 	C(jw)H(jw)l Plots with different Tap Weight 
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Fig 5.1b 	Ef(jw)l Plots with different Tap Weight 
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0.0 
plotted, curves A and C are basically identical while curve B 
is within 0.1dB to an ideal condition. 
(B) The Zero Spectral Density Region 
With a 2/T sampling rate, the overall frequency response 
repeats every 2/T. Let us separate this 'into two regions: 
S(jw) and N(jw). 	S(jw) is from 0 to (1+a)/(2T) and 
(3-a)/(2T) to 2/T, and N(jw) is from (1+a)/(2T) to 
(3-a)/(2T). If the excess bandwidth is less than 100% and the 
noise is vanishingly small, the overall response of 
C(jw)H(jw) will approach zero in N(jw) region. 
A small change of C(jw) in the (jw) region or a large change 
in the N(jw) region will change the equalizer response 
slightly, but affect the tap weight dramatically. Curves A 
Curve 
'I 	 ------- Curve  
/ 
/ 
.5 	 1.0 	 1.5 
Frequency 	 X 1'T 
Fig 5.2 IC(jw)l Plots with different Tap Weights 
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and B in Fig 5.2 show the!C(jw) with the tap weight sets A 
and B from Table 5.1 respectively. The curve corresponds to 
set B tap weights reaches a maximum in N(jw) region while 
that with the set A tap weights reaches a minimum in N(jw). 
Nevertheless &mifl is very low in both cases. 
If the noise density in N(jw) is not vanishingly small; a 
high value of C(jw) in this region will result in noise en-
hancement and affect the equalizer response; However; the 
LMS algorithm will minimize the mean square error and thus 
C(jw) will be under control within the N(jw) region. The 
higher the noise density in N(jw), the better controlled is 
CCjw) in the N(jw) region. For example, with a C/N ratio of 
40dB before the multipath fading channel; the same condi-
tions as described for set B tap weights in Table s.i; a com-
pletely different set of tap weights and C(jw) can be ob-
tained, as shown in Table 5.2. The spectral responses for 
C(jw)F1(jw) I, 	1 Ef(jw) 1 and 	C(jw){ are plotted in 
Fig 5.3 a,b,c respectively. The ideal responses of 
C(jw)H(jw) and Ef(jw) are plotted as the dotted 
reference. Although C(jw)l is much stable in N(jw) region 
when compared with curve B in Fig 5'.- lb ? 	C(jw)H(jw) 1 still 
shows asymmetry against 1/T axis; as shown in Fig 5.3a,c. 
The above two reasons perhaps can explain why Gitlin et al.'s 
T/2 equalizer [1061 has many distinct sets of tap weights 




I 	real 	: 1mg 
::::::::: 1:E 
C_5 1 	0.038 	1 _0.094 
I ------------  I - -------- --------- 
 0.138 0.299 
C...3 
C....2 -0.398 	1 -0.321 
I ------------ - -------- - -------- I 




Cl 1 	0.885 	1 0.060 
I ------------ - -------- - --------  
I I I 
I 
C2 0.015 0.784 	1  
C3 -0.262 0.182 
Ci 
C5 1 	0.237 	1 -0.021 
Table 5.2 Tap Weight value with added Gaussian Noise 
Channel with Gaussian Noise 
1.25 
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Fig 5.3a 	C(jw)H(jw)l with added Gaussian Noise 
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Fig 5.3c 	C(jw): with added Gaussian Noise 
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In order to simulate a practical system and reduce the effect 
of truncation or rounding error in the computation, a 60dB 
C/N is always added for the latter Copt and &min calculation 
unless otherwise specified. 
5.1.2 The Effect of Finite Step Size 
Unlike the T-spaced equalizer, there exists a strong correla-
tion in the matrix element R1 (ij). So the approximation 
taken in equation (4.18b) does not always hold well and 
should be modified as: 
N 
E<{e1 2(7 QiQi*)2) 	(1+d) Ptotal2E<e1:2> .. 	(5J) 
i-N 
where d is the correction factor and 
N 	 N 
T'tota]. 	QQ* + 	QiQi* ................(5.2a) 
i=-N 	i-N 
i is even i is odd 
including zero 
The first term in equation (5.2a) is equivalent to the summa-
tion of Pav in the T-spaced equalizer, and the second term 
represents the summation of the average power with T/2 offset 
to av• Thus equation (5.2a) can be re-expressed as: 
total = (N1)Pav + N 1'av' 	if N is even 
	
or Ptotal = N Pav + (N+1) 9av' 	if N is odd .......(5.2b) 
wher.e 'av' = E<AkAk*> E<P001_112P 90 1_112* + c/r> 
(5.2c) 
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The correction factor d in equation (5.1) depends on the 
radio systems and the channel characteristics. A value of 
over 20% is quite common if the number of tap weights is less 
than 11. Equations ( 14.21b) and (4.21c) may still be applied 
but with a larger range of 	value, e.g. 0.1 to 0.6. Hence 
it is hard to determine the 	value. An alternative way is 
to estimate the d value from the received samples. With the 
same approach in section 4.2.2, the degradation due to the 
finite step size can be achieved as follows: 
E<e 	2- - -------&m
------------------(5.3) 
final 	





where a is the excess bandwidth 
Here the estimator dt consists of d and the approximation 
holds in equation ( 14.20a). The d! estimator in equation 
(5.4) is reasonably accurate when a0.3, 	,jfl/E<AkAk*> is 
between -20dB to -50dB and the number of taps larger than 7. 
This finds support from Table 5.3 for various fading and ex- 
cess bandwidth paramters. 	All the theoretical E<e 
final!  2> 
values are reasonably close to that of the simulated values 
if the step size is less than u'. For a larger step size, 
the estimation of d' value basing on the received sample 
power may not be accurate. 
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b9 (20dB fade notch) 
------------------------------------------------------------- 
simulated 1 	theoretical  
no 	a 	1 Td 	1 fçj 1 	step E<efjflal 2> E<eiinaii 	>! 
I 	0 i i size I 
taps 	ns MHz 
I 	I 	I I 	I 
I I I 	I I 




I 	 I 
---------------- 
u' /2 -21.1 -21.0 
11t
IA 	I 	I 	I 	0 	I 
I I .) 	I U I 	0I 
I 	 I ------ - -------------- - -------------I I 	 I 
-180  
I 	I 	I 	I 	I 	 I I I I 
_: 	 -- 
u'/2 -18.2 -18.1 
B938 1 0 1 I 	 I ------ 
I 	I 	I 	I I 
I I I I ut 
I 	I 	I 	I 	 I 
I 	I 	I 
	
-15.2 	1 	-15.6 
-13.7 	_114.3 
21.0 :i-------------- 
u'/2 	-21.8 	-21.8 
I 
I 	I 	
•.) 	I 	U 
I 0 	I 	6I 	I 	 - I I  
U 	 -19.0 	-19.3 I 	I 	I 	I 	 I 	 I 	 I I I I ----------------------------------- 
5u /4 1 -17.8 	-18.0 
u'/S 	-21.1 -21.3 
I 	I 	I 	I 	 I 	 I 	 I I I I ------ - ---------------------------- 
u'/2 -22.0 	-22.1 
1-/ 
I 	11 	I 	II 	I 	( 	I 	) 	I 	 I 	 I I It I • I I 
u' -18.6 	-19.5 
I 	I 	I 	 I 	 I 	 I I I I 
5u'/41 -16.3 	1 	-18.3 
Table 5.3 Comparison of the Simulated Result with, the 
Theoretical Calculation for different Parameters 
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5.1.3 Convergence Properties of MSE 
The strong correlation existing in the matrix element Rij 
(iii) does not only affect the degradation due to the finite 
step size, but also imposes influence on the MSE convergence 
property. Following the approach used in section 14.2.1 and 
Appendix 5, the Umax and u' can be obtained as follows: 
2 
Umax --------------.  . . 	 () 
(l+d')Ptotai 
1 
U, - ------------ -- -• • .............................(5.6) 
(l+d')Ptotal 
Here d' estimator is applied instead of d so that the actual 
Umax and u' are normally slightly higher than the values cal-
culated from equations (5.5, 5.6). Compared with the 
T-spaced equalizer, the T/2-spaced equalizer exhibits ex-
traordinary characteristics. Fig 5.14 shows, for the same 
multipath channel and radio system as in Fig 4•14, the perfor-
mance of a 7 tap equalizer with step size of 0.5148u'. The MSE 
convergence curve of a 7 tap T-spaced equalizer with same 
step size in terms of u' is also plotted for comparison. The 
same sampling phase which is optimized for the T-spaced 
equalizer is used for both curves. The T/2 spaced equalizer 
converges very fast initially, just like the T-spaced 
equalizer. After 20 iterations, it starts to slow down 
slightly and then considerably after the MSE reaches -27dB. 
This is because the ill-conditioning behaviour in R' causes 







200 	 400 
number of iterations 
Fig 5.11 Convergence behaviour of 1/2-spaced Equalizer 
large changes in C and consequently it will slow down the 
convergence rate. The changes in the center 3 tap elements 
and 	&min  of the simulation are shown in Table 5.4 with 
iteration number. The result is obtained by ensemble average 
of 20 runs. The &min  is averaged from n-20 to n,- where n is 
the stated iteration number. The change of C..1 and Cl  with 
&min demonstrates this effect thoroughly. 
Gitlin et al. [106] also report that the instability of tap 
weights may cause them to drift into high value regions and 
introduce overflow in the arithmetic. This instability may be 
due to the bias in the non-ideal hardware; time drift of the 
sampling phase; change of the channel parameters, or a long 
sequence of highly correlated data. This problem can be over-
come by employing the tap leakage algorithm [106]: 
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.j+i = ci - U ( ejj* + f ( 	) 
By adding a term opposed to the tap drift direction, the tap 
weight will be forced to converge into a low value region for 
a proper choice of f However there are three major 
drawbacks: 
the MSE convergence rate may be slowed down 
more calculation steps are needed for each iteration 
an excess error is introduced 
	
iterat-1 ,min 	 CO 	 --Cl 
ions 	(dB) 
I real I img 1.  real 	img 	real 	img --------------------------------------------------------- 
- 
50 1 -6.2 	0.4121-0.1171 1.8251-0.0171 0.4141 0.1381 
I 	 I 	 I 	 I I ---------------------------------------------------------I I 
100 1-10.71 0.1 15_0.1641 1.9LMI_0.0231 0.141'H 0.1871 
I 	 I 	 I 	 I 	 I I -------- _____________________ ------------- ------------- 
1 	2001-19.01 0i001-0.1951 2.0241-0.0251 0.3991 0.2171 
I I 	 I . 	 I 
I   I
I 
1 300 ------ - ------------- -.---------- ------ ----- 1  
I 	-------------  ------------- _____________ 
5001-27.41 
 
0.3901-0.2091 2.0781-0.0211 0.3891 0.2301 
I 	 I 	 I 	 I 	 I 	 I I ________________________________________ 
1000 1-27.5 10.3901-0.2161 2.0841-0.0211 0.3871 0.2371 
I 	 I 	 I 	 I - ----------------------  -  -------------- - - ------------ 
1 	3000 -27.8 1 0.3831-0.2391 2.0921-0.0241 0.3791 0.2631 
I 	 I 	 - I --------- 
I 
----------------------------------- I ------------ I -
I  
1 18000 1-28.9 1 0.3321-0.36U 2.1791-0.0371 0.3231 0.4111 
I 	 I 	 I 	 _I_ 	 I 	 I I -------- - ------ -------------- - ------------- - ------------- I 
1 50000 1-30.81 0.1931-0.4711 2.3611-0.0631 0.1891 0.5621 
------------- 
I 	 I 	 I 	 I 	 I 
1 100000 1-34.1 .!-0  0021-0.5271 2.5931-0.0921 0-- 0081 0.6661 
** 	1-41.1 1-0.51U-06151 3.1951-0.168-0.4571 0.8771 
----------------------------------------------------------- 
** Theoretical value 
Table 5.4Covergence Characteristics of the Center 
three taps 
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Furthermore the background theory behind this algorithm is 
not well established and high resolution arithmetic is prob-
ably required to implement it. Thus this algorithm will not 
be considered further in this thesis. 
5.2 	The Effect of Quantization Noise in the ADC and 
Finite Precision Arithmetic 
The equations regarding degradation due to quantization in 
the ADC and finite precision arithmetic ( 14.24 to 4.28, 4.30a 
to 14.32b) of the T-spaced equalizers are also valid for the 
T/2-spaced equalizers. So the overall degradation due to 
finite step size, quantization in the ADC and finite preci-
sion arithmetic is as follows: 
&min + Lq ..opt—opt + Lctotal 
final' > 
1 - u(l+d')rtotal/? 	. 
.....................(5.8) 
Let us consider the same fading channel and radio system as 
in Table 4. 3. With the same n1, n2 and N value as for the 
T-spaced equalizer, the simulated and theoretical estimates 
for the T/2-spaced equalizer are shown in Table 5..5. 
The theoretical 	 2> and &min are found using equa- 
tions (5.8) and (4.8) respectively. 	Since the S value is 
much higher than that in the T-spaced equalizer, the degrada-
tion due to quantization noise of the ADC is higher in the 
T/2-spaced equalizer. Although Ptotal is about half of that 
in the T-spaced equalizer, a large range of arithmetic is 
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required for the T/2-spaced equalizer and results in the same 
order of degradation of Nc. Thus even the L'min is much lower 
for the T/2-spaced equalizer, the T-spaced equalizer gives a 
better E< 
final 2>, as shown in Tables 4.3 and 5.5. 	The 
simulation result of case C is unexpectedly lower than case 
D. There might be a possibility that the two errors due to 
the ADC and finite precision arithmetic respectively cancel 
each other. 
N 	= 7, Ptotal = 	13.2 
u 	= 0.049 (0.91u'), 	,rnjn 13.0dB 
ADC arithmetic 
--------------------------------------------------------
S Theoretical Simulation 
bits bits MMSE 	(dB) MMSE 	(dB) 
(n1) (n2) 
------------------------------------------------------ 
I 	B 1 	5 
I I 
8 	I 










-- - - ----- ----- 	I 








Table 5.5 Comparison between the Theoretical and Simul-
ation MMSE with finite ADC and Arithmetic Resolution 
The equations regarding the early termination effect ( 14.37a 
to )4.38b) are also valid for the T/2-spaced equalizer, but 
av should be replaced by Max(Pav,Pav?),** as shown in the 
following: 
1 	 1 	2 
E<Ie 	,2------------------ early 	
40 Max(Pav,Vav?) 
**Max(A,B)A if A>B; Max(A,B)B if B>A 
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Considering the same radio system and fading condition as in 
Table 14.5, the early termination effect for the T/2-spaced 
equalizer is shown in Table 5.6. With the same sampling 
phase as that in the T-spaced equalizer, the theoretical 
E<eeariy 2> and E< final 2> are calculated by using equa-
tions (5.9) and (5.8) respectively. 
u = 1 LSB 	E<eearly2> = -18.9dB 
------------------------------------- 
	
A 	B 	C 	D 
number of taps 	1 9 	i 	9 	13 	13 
------------------------------------------------------ 
arithmetic bits 	10 	12 	10 	12 
------------------------------------------------------ 
Simulation 	i -19.14 1 -19.3 1 -20.1 	-20.0 
MMSE(dB) 
I 	 I 	 I 
-------------- 
&minA(dB) ----3.3 	- --60.0 





&,min A is calculated by equation (14.7) with C/N = 100dB 
before multipath fading 
&min B is obtained by adding offset to&mjn  A, 
as described in section 14.2.2 
The summation of tap weight square ( S ) 	4.1 in all cases 
Table 5.6 The effect of early termination on MMSE 
The simulation result is achieved by averaging over the last 
1000 iterations with an ensemble average of 20 runs. 150,000 
iterations were used in cases A and C, while 1400,000 itera-
tions were required in cases B and D as the MSE convergence 
rate is slower. The results on Table 5.6 also demonstrate 
the loose dependency of E<e early!  2> on N and n2, as with the 
T-spaced equalizer. 
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5.3 	Equalizer Length Considerations 
With the same approach as section 4L5, the following can be 
established for an infinite tap T/2-spaced equalizer: 
( 	H(jw) 1 	+ n ) C(jw) = H(jw)* 	........... 	... (5. 10a) 
or 
H(jw)* 
C(jw) - -------- -------------------- - ----- - --------(5. lOb) 
{H(jw) 	+ n 
if H(jw) is not zero 
Instead of equalizing the folded frequency response, Hf(jw), 
like the T-spaced equalizer, it directly equalizes H(jw). 
Thus the extra distortion due to the sampling phase (spectral 
null and group delay) does not exist and the equalizer can 
work more effectively on H(jw). Just like the T-spaced 
equalizer, &min  decreases as N increases. However, the log-
normal behaviour Of&mjn against N does not hold very well. 
As mentioned in section 5.1.1, the ill-conditioning behaviour 
in R' may result in a very high value tap weight set. This 
becomes more serious if the number of taps increases. 
Therefore the degradation due to Nq and Nc are not well 
defined under such a condition. 
Unlike the T-spaced equalizer, the matrix characteristic for 
2N+1 tap and 2N+3 tap is entirely different** 	So the MSE 
convergence characteristic for 2N+1 tap and 2N+3 tap 
T/2-spaced equalizers is completely different. As shown in 
**with the same sampling phase 
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Fig 5.5, the MSE convergence curves of a 7 tap and 9 tap 
equalizer are plotted with the same radio system and fading 
channel as in Fig 4.4. The optimum sampling phase for the  
tap equalizer is also used for the 9 tap equalizer. 
7 tap, u0.03 
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Fig 5.5 Convergence Property with different Number of Taps 
5•14 	The Effect of Demodulation and Sampling Phase 
The response under demodulation phase is basically the same 
as for the T-spaced equalizer and will not cause any major 
degradation. Equations (Llr.!W) to (4L42) are also valid. With 
the same number of taps, the T/2-spaced equalizer performance 
is superior to the T-spaced equalizer when fade notch is near 
bandedges as there is no overlapped spectral response in the 
T/2-spaced equalizer. Fig 5.6a shows &min  against sampling 
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phase, with the same radio system, multipath channel and 
number of equalizer taps as employed in Fig 4.1O. Over the 
range of 170° to 1800,  the change in MSE is less than 14dB 
for a=0.1 to 0.7.. The result also reflects that when compar-
ing with the T-spaced equalizer with a0.3, &min exhibits 
over 15dB improvement. Moreover, &min  is loosely dependent 
on the "a" value under such fading conditions. 
But if the fade notch moves towards band-center, the perfor-
mance of the T/2-spaced equalizer starts to degrade, in a 
sense that the &min  gradually lags behind that of the 
T-spaced equalizer, and the sensitivity to the sampling phase 
starts to increase. For a 7 tap T/2-spaced equalizer, over 
lOd.B difference in &min  is quite common within 3600 sampling 
phase range, as shown in Fig 5.6b with different excess 
bandwidth. The fading notch is 10dB at band-center with 8ns 
delay time in the 3-ray model and 22.6MHz 16QAM radio system. 
The response of the T-spaced equalizer with the same number 
of taps is also plotted for comparison. 
Fig 5.7a,b show the &min  against sampling phase with the 
same radio system, multipath channels and number of equalizer 
taps as employed in Fig 14.11a,b.respectively. The performance 
of the T-spaced equalizer is plotted for comparison as well. 
From the figures, the relative insensitivity to sampling 
phase is demonstrated for the T/2-spaced equalizer but with a 
higher optimum &min  value. Again, similar to the T-spaced 
equalizer, the optimum sampling phase is a few samples away 
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a=.I , 1/2-spaced equalizer 
. 	,. 	------ a.3, 1/2-spaced equalizer 
.• 	 a.5, 1/2-spaced equalizer 
- 	 - - - .a=.7, 1/2-spaced equalizer 
.............................. a.3. 1-spiced equalizer 
a.1, distorted channel 
-- a.3, distorted channel 
-30 	 •a.5, distorted channel 
- - - a.7, distorted channel 
a.3, ideal channel 
------------------ 
-50 
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Fig 5.6a 	,min  Values for different Sampling Phase with Fade 
Notch at Band-edge 
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Fig 56b ,mjfl Values for different Sampling Phase with Fade 
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Fig 5.7b Effect of Sampling Phase .on ,#mjn under severe 
Fading 
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from the original time slot and is hard to achieve in a 
practical environment.- ; 
5.5 :	Complexity Considerations 
As expressed in section 5.19 the ill-conditioning behaviour 
of R may result a very high value tap weight set. 
Consequently, an enormous degradation due to Nq and Nc may be 
obtained; Although the quantization noise of the ADC in some 
sense can lessen the tap weight value, in general it is hard 
to estimate a reasonable Nq and Nc degradation; 
Curves in Fig 5.8a,b,c,d,e plot the signatures of QPSK, 
16QAM, 6QAM; 256QAM, 10214QAM respectively. All are 22.6MHz 
bandwidth with 30% excess bandwidth and 1 0dB f'lat fade mar- 
gin; The signatures are progressively improved as the number 
of tap increases. Apart from QPSK for every 2 tap increase 
in complexity; the improvement is small. The choice for the 
number of taps will thus depend",  on the cost; expected fading 
activity on the radio channel and the performance objective'.-- bjective;
When compared with the corresponding signatures of T-spaced 
equalizers C Fig 11.15a,b,c,d ), Fig 5.8b,c,d,e reflects the 
superior performance of the T/2-spaced equalizer when the 
fade notch is near band-edges but inferior performance when 
the fade notch is near to band-center. Under ideal condi-
tions, the comparison of these two structures is determined 
by the radio systems; delay time of the fading channel; and 
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tap 1/2-spaced equalizer 
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Fig 5.8a Signature Plots for a QPSK Radio System with 
different Numbers of Taps 
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Fig 5.8b Signature Plots for a 16QAM Radio System with 
different Numbers of Taps 
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the number of taps. See for examples in Fig .15a and 
Fig 5:8b; for 16QAM radio with 30% excess bandwidth, the 
T/2-spaced structure shows better performance for a 3 tap 
equalizer, on the other hand; the T-spaced is better for a 7 
tap equalizer design. However, neither of them shows over-
whelming performance advantages for either a T-spaced or 
T/2-spaced design. 
56 	Various Delay Time and Raised Cosine Filters 
With different delay time in the 3-ray model or excess 
bandwidth in raised cosine filter; a similar performance to 
the T-spaced equalizer can be achieved. A better signature 
will be obtained for a shorter delay time in the 3-ray model; 
as shown in Fig 5.9, with the same radio system and number of 
taps as in Fig 4.17. Again; the effect of different delay 
time will move the signature up or down but with the width 
basically unchanged; at 1dB/ns for a 7 tap T/2-spaced 
equalizer design. 
Fig 5.10 showed the signatures with various excess bandwidths 
on the same radio system and number of taps as in Fig 4.18. 
The T/2-spaced signatures exhibit less sensitivity to the ex-
cess bandwidth when the notch is near band-center; and the 
sensitivity increases progressively as the notch moves away 
from band-center. When the excess bandwidth is 10%; i.- e-.-  
a= 1 1, the signature is far superior than the T-spaced 
equalizer, as shown in Fig 5.10 and Fig 4.18. Fig 5.11 also 
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demonstrates the above fact but with different number of tap 
weights and radio system; It is expected that the importance 
of the T/2-spaced equalizer will draw more attention to such 
narrow band transmission; 
5;7 	Summary 
The performance of the T/2-spaced equalizer with LMS algo-
rithm under stationary fading condition has been examined. 
Most of the equations regarding degradations due to the prac-
tical contraints studied in Chapter 14 have been extended to 
the T/2-spaced structure; with the exception of the finite 
step size effects; A new correction factor was proposed to 
take account of the strong correlations in matrix elements 
Rij (1); 
The most significant problem in the T/2-spaced equalizer is 
the ill-conditioning behaviour in R'. A large value tap 
weight set may be obtained which results in noise enhancement 
and requires high precision arithmetic. This is the major 
constraint that hinders the widespead usage of T/2-spaced 
equalizer designs in LOS digital radio application at present 
and it requires further investigation. 
Compared with the T-spaced equalizer designs, the T/2-spaced 
equalizer is relatively insensitive to sampling phase; On the 
other hand if the fade notch is near band-center, over 10dB 
difference in MSE is possible within 3600 sampling phase. 
164 
Again the optimum sampling phase is also a few samples away 
from the original time slot. 	In order to gain full benefit 
of the T/2-spaced equalizer, an algorithm is required to cal-
culate the optimum sampling phase. This will present a new 
potential research area if the high performance of the 
T/2-spaced equalizer is to be further investigated. 
Under ideal conditions; the performance of. these two struc-
tures depends on radio systems fading parameters and the 
number of equalizer taps. However as the excess bandwidth 
becomes narrow, e.g.. a=0.1, the performance of the T/2-spaced 
equalizer is usually superior to the T-spaced design; thus 
the former merits further investigation. 
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CHAPTER 6 	NON-STATIONARY SIGNAL CONDITIONS 
Unlike the cable or twisted wire transmission medium, where 
the channel distortion is almost constant, in LOS !microwavei 
transmission the multipath distortion is basically unpredict-
able. The equalizer performance under non-stationary condi-
tions is thus quite important and worthy of investigation. 
This thesis only provides a preliminary investigation of per-
formance under non-stationary signal conditions as this topic 
is the primary subject of an on going thesis in the 
Electrical Engineering Department of the University of 
Edinburgh 
6.1 	Decision Directed Equalization 
Fortunately the LOS path is close to an ideal Nyquist channel 
for the majority of the time: 	A training sequence for the 
equalizer is thus not necessary and the equalizer can always 
be operated in the adaptive mode or the so-called decision 
directed mode where the desired response is replaced by the 
estimated data from the equalizer output.- : 
Let 	be the notation of the estimated value for the decision 
directed operation, then 
N 
Ak = bit slice of ( 
	
	 to the nearest constellation 
i=-N 
point which can be expressed as: 
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N 
A  = 2 1 n {t( > CiQi) + LL]/2} - LL 	:::: (61) 
i=-N 
where LL = Complex value (2L-1, 2L-1), is the maximum mag-
nitude of the constellation point and Int{d} is the integer 





2k+1 	 . ; ; : : : : . : : 	: : : . : .:::: : (6:3) 
The equalizer response will be identical to that using a 
training signal if no decision error has been made for the 
estimated data. However during the non-stationary condition 
when multipath fading is changing rapidly or under severe 
multipath fading, the equalizer may not track the channel 
properly and incorrect estimation of the data will occur. 
This will directly affect the equalizer performance. 
Although decision directed operation has been widely used for 
many years, very little work has been published on its be-
haviour particularly on the tracking characteristics during 
non-stationary conditions: 
6:1;1 The Effect on Minimum Mean Square Error 
Let us separate the entire region into correct and wrong sub-
regions. With a finite probability of incorrect estimates, 
the MSE can be evaluated as follows: 
**Int{d} = P if and only if P-.5 < d < p+5 
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Let 	ERR= 	 (6 .14) 
E<tk2> = E<;.> CiQi Aki>c 	 - 
where c: correct; w: wrong 
(6.5a) 
N 
E<ek2> + E< I I ERR 2> + 2Real E<(CiQi - Ak)ERR*> 
1=-N 
N 
or 	E<ek2> - E<{ERR 2> + 2Real E<( > CiQi 
1=-N 
.......................- ......- • . 	. (6 .5c) 
N 
Since {Real E<( 
	
	 - Ak)ERR*>} 	ERR! /2 for decision 
1=-N 
directed detection, 
E<11 ek 12 	< > E<jek 2> 	 (6.-5d) 
Equation (6.5d) implies that the expectation of the MSE for 
the decision directed operation is always less than the ac-
tual value with the same tap values. This is reasonable be-
cause the maximum magnitude of the error in each channel is 
restricted to 1. 
6J1.2 The Existence of Local Minima 
The existence of local minima has already been pointed out by 
Mazo r115]. 	In this thesis, a more analytic explanation is 
given. With the same algorithm as in section (4.1), the op-
timum tap weight can be obtained by differentiating the MSE 
with respect to C to achieve the expression: 
,.opt 1 LD_E<ERR . *> ) :::::::::::::::::::;:::: (6:6) 
With different PDFs of ERR, there may exist local minima. In 
the case of QPSK, the ERR is limited to ±2;  but for higher 
level modulations, the ERR constitutes with more cömbina- 
tions, e.g. 	+4 -9- ±6 or, even +8,* thereby resulting in more 
local minima: So high level QAM suffers more from the local 
minima problem: 	Furthermore; as the number of taps in- 
creases; the equalizer will also suffer more from this 
problem: 
Consider the similar example as in [115], for an ideal 
Nyquist channel with a 3 tap T-spaced equalizer and QPSK 
radio system. With the center data always positive for I and 
Q channels; the set of data {.(-1;x),n;x);(-1;xn and 
((x;_1);(x,1);(x;_1)}** will cause wrong decisions on I and Q 
channels respectively; but no problems will be encountered 
for the rest of the data Qj. This represents an error ratio 
of 0.25 on the I or Q channel: Then from equation (6:6); 
opt = {(1/2;o);(1/2;o);(1/2;o)} 
The conditions for the different center data value will be 
similar. 	It is this behaviour that causes most of the 
trouble in decision directed operation: The equalizer may 
latch into a high error region: Although Mazo[115] shows that 
it is possible to escape from local minima, this may not be 
true in a practical system where a small step size is 
**)( is the don't care state 
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normally used and a long sequence of high correlation data 
may not occur. 
In some conditions, this effect may be eliminated by monitor-
ing the received sample power. 1f the received sample power 
is high enough (which implies a low distortion channel) but 
the tap weights and equalizer error output are unreasonable; 
then all the tap weights should be reset to zero with the ex-
ception of the center tap weight which is preset to (1,0). 
Equation (6.6) also shows an interesting result; With 100% 
wrong decisions; one of the solutions for E<ERR Q*> is 2D. 
This implies 	opt is also an optimum tap weight set in the 
decision directed mode of operation. With the same approach, 
for every local or global minimum; there will exist a mirror 
image which corresponds to negative tap weights set (1800  
phase offset) or with ±900 rotations. 	However these error 
images may not be a problem because differential encoding is 
normally employed in the modulation/demodulation process; 
thus the effects of the constant phase offsets can be 
eliminated. 
613 Equalizer Gain 
Fig 6.1 shows the typical PDFs of the constellation points in 
the I channel. 	The individual PDF is close to a Gaussian 
distribution; Here; let us introduce the equalizer gain con-
cept; The equalizer gain equals 1 if the mean value of the 
PDF passes through its corresponding constellation point. It 
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-1 	 1 	 3 
I Channel 
Fig 6.1 Typical PDF of I Channel Constellation Points 
is less than 1 or greater than 1 respectively if the PDF mean 
value is less or greater than its constellation point. For 
example, the equalizer gain is less than 1 in Fig 6.1. 
This idea is important when high level QAM is used. Consider 
an ideal Nyquist channel with a 1 tap equalizer. For an ini-
tial tap weight of (0,0), all the estimated data from the 
equalizer output will be within the set {(+1,+1)} even for a 
61 QAM radio system. This corresponds to an error ratio of 
0.75 on I or Q channel.** From equation (6.6) there exists a 
local minima with .opt(4/21 1 0), corresponding to an 
equalizer gain of 4/21. 
**Assume differential encoding is used. 
L. 
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From the simulation results, it is discovered that all such 
local minima correspond to low values of the tap weights, 
i.e. low equalizer gain: This can be explained based on the 
equalizer gain concept: 
In order to simplify the mathematical notation, only the I 
channel is considered here: The Q-channel will be similar'.-
In 
imilar:
the following; let us consider the MSE provided the 







where y. = Real ( 	CjQj) for each constellation point j 
i-N 
is the PDF of y, 
For a linear system with random data input, Pj can be ap- 
proximated as follows: 
1 	y(2j-1) 2 
P 1 = A exp  
2 	v 
where A and v are respectively the normalization constants 
and MSE of I channel at g=1. 
The minimum MSE corresponding to g; g', can be found by dif-
ferentiating equation (6:7) with respect to g and setting it 
equal to zero: The following can be obtained from Appendix 7: 
1 
g ' 	 :.:::::::::::: 
1 + 3v2/[(2L)2 1] 
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i.e. g' 	1 
Consider an example of a QPSK radio system and ideal Nyquist 
channel with 5 tap T-spaced equalizer. 	If the carrier to 
noise ratio equals 10dB, which is equivalent to a v2 value of 
o.i, the equalizer gain of 0.91 can be evaluated from equa-
tion (6.9).  This corresponds to an equalizer with center tap 
of (0.91,0) and all the rest equal to zero. The same solution 
can be obtained by soliring the matrix equation (4.6c). Thus 
when the equalizer converges to its MMSE, the equalizer gain 
is less than 1 The typical PDF distribution of y is shown 
in Fig 6.1. 
The case for the decision directed operation will be similar 
but more tedious since the MSE is very dependent on the PDF 
of ERR. The actual derivation of ' is outwith the scope of 
this thesis. However it is expected that ' will be less than 
g' as v2 will be much higher for the decision directed 
operation. 
This is perhaps the main reason why the decision directed 
equalizer traps into a low level constellation point instead 
of a high level, which corresponds to g>1 	In the case where 
the equalizer is trapped into the low level constellation 
point, one of the possible solutions is to increase all the 
tap weight values to pull the equalizer operation into the 
g>1 region. 
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62 	Dynamic Tracking Characteristics 
Widrow et a1J971 suggest a large step size, u for better 
tracking capability during non-stationary operation. However 
this may create side effects when decision directed operation 
is employed 	convergence into local minima. The optimum 
step size will not only depend on the channel characteristics 
but also on the initial set up of the tap weight elements. 
Basically there are two characteristics that needed to be 
considered --- the abrupt change and slow variation of fading 
parameters; 
6.21 Abrupt Change in Fading Parameters 
Although most fading activities have slowly varying para-
meters; an abrupt change of parameters is also possible. 
Equation (6.3)  can be re-expressed as: 
Ckl> 	u { E< ekQk*>c + E< ek,qk*>w 
U ( E< ekQk*> + E<ER .2k  *>  
If there is no local minimum near by; then the decision error 
will only affect the convergence rate if 
sign { E< ekQk*> + E<ERR .Sk*> I 	sign t E< ekQk> I 
(6.11) 	3 
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The importance of equation (6.11) is its independency of step 
size, u. 
The condition is much more complicated if only some of the 
tap weight elements have the same sign. However, if most of 
the tap weight elements have the same sign, then the 
equalizer will still converge into the MMSE. The exact 
evaluation of equation (6.11) depends on the initial tap 
weight values and the channel characteristics. However most 
of the simulation results show that for an initial error 
ratio of .15 or less and with the initial equalizer gain 
greater than 0.9, the equalizer will have a high probability 
of converging but at a slower rate. 
Radio System : 22.6MHz 16QAM with 0.3 raised cosine 
filter 
Fading Channel: b.8, Td8ns, f028MHz (3-ray) 
Equalizer 	: 5 tap T-spaced with all tap weights pre- 
set to zero with the exception of center 
tap weight which is set to (1,0). This 
corresponds to an equalizer gain of 0.75. 




Step Size Operation Mode 
I --------- - -------------- - -------------------- 
A 0.0011 Decision Directed 
I --------- - -------------- - -------------------- I 
B 00014 Training Signal 
I --------- - -------------- - -------------------- I 
C 0.0114 Decision Directed 
I --------- - -------------- - -------------------- I 
D 
----------------------------------------------- 
0.0114 Training Signal 
Table 61 Equalizer, Radio System and Fading Parameters 
for Fig 6.2a 
For a large step size with low equalizer gain, the equalizer 
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Initial Equalizer Gain of 1.80 
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because a small sequence of correlated data will move the 
equalizer • into the local minimum. On the other hand if a 
small step size is used; a rather long sequence of correlated 
data is required. This results in less probability of being 
trapped in the local minimum. Consider the example shown in 
Fig 6.2a and with the parameters as in Table 61 
The MSE convergence rate of decision directed operation is 
less than that of obtained with training signals initially. 
For a small step size, i.e. u0.12u' for curves A and B in 
Fig 6.2a, both curves reach the same final MMSE. This implies 
curve A reaches the same optimum tap weight for every en-
semble average. With a large step size, i.e.. u0.40u' in the 
curves C and D of Fig 6.2a, the final MMSE of curve C is much 
higher than that of curve D. This indicates some of the en-
semble average data is trapped into a local minimum. 
The problems in curve C can be eliminated if high equalizer 
gain is used during the start up condition. Using the same 
fading channel; radio system and equalizer parameters but 
with the equalizer center tap weight set to (2.4,0) instead 
of (1,0). This corresponds to an equalizer gain of 1.80 with 
an initial error rate of 0.17 (double that in Table 6.1). 
The four MSE convergence plots in Fig 6.2b showed that the 
final MMSE of decision directed operation is basically iden-
tical to the one using a training signal. This implies that 
none of the ensemble data was trapped into local minima 
during decision directed operation. 
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622 Slow Variation in Fading Parameters 
Let us consider a 16QAM 22.6MHz radio under a dynamic fading 
condition. 	A constant notch of 16dB at -100MHz is moving 
linearily to +100MHz The total time taken is 16000 
iterations,** and then all the fading parameters remain the 
same for another 16000 iterations-.- The delay time of the 
3-ray model is fixed at 6ns. Two curves have been plotted in 
Fig 6.3a,b, which correspond to the step size of 0.008 and 
0.020 respectively. The theoretical MMSE for the static con-
dition, with the same sampling phase is also plotted for 
reference in Fig 6."- 3c.-  
8 
2 0 8
28808 	 2.5000 	 38888 
number of iterations  
Fig 6.3a Tracking Characteristics for a 5 Tap T-spaced 
Equalizer with Step Size of 0.008 
**Iteration cycle is used instead of the real time because 




0 20000 	 25000 	 30000 
number of iterations 
Fig 63b Tracking Characteristics for a 5 Tap T-- spaced 




0 	 soo@ 	lOCiOO 	 1SCIOC 	 20000 	 25000 	 30000 
number of iterations 





0 	 10008 	 1500 	 20220' 	 25000 	 3200' 
nuac5er of Iterations  
Fig 6.11a Tracking Characteristics for a 5 Tap T-- spaced 
Equalizer with Step Size of 0.0110 
0 	 5000 	 10000 	 15000 	 20000 	 25000 	 3000 
number of iterations 	 - - 
Fig 6.4b Tracking Characteristics for a 5 Tap T-spaced 
Equalizer with Step Size of 0.0110 and different 
Transmitted Data 	 - 
It is shown that the curve with small step size cannot track 
the fast changing channel. However; if the step size is 
further increased to 0.014,**  strange behaviour occurs, as 
shown in Fig 6ia,b. Two curves have been plotted with •dif-
ferent random number data sequences which are generated by 
computer, both of them experience a "well" structure but with 
different positions. This is because some of the twenty en- 
semble averages have been trapped into a local minimum 	The 
transition instant depends on the sequence of the random 
data; so the two curves may not be identical. 
63 	Phase Transitions 
One of the major problems caused by multipath fading is the 
phase transition from minimum phase to non-minimum phase as 
the largst signal changes from the direct to refracted ray 
or vice versa. Unfortunately this is also a problem for the 
transversal equalizer. Although the equalizer can track both 
individual minimum or non-minimum phase conditions very well; 
it cannot handle the phase transition properly. This is be-
cause the phase transition is normally occurs during deep 
fading. The normal process is as follows: 
-- deep fading -- phase transition -- deep fading 
**less than the worst case 0.71u max and with the final 
value of 0.65U 
am 
67 0 0 CI • 	 1E0 	 201380 	 2S000 	 38880 
number of itr.ticr 
Fig 65 Equalizer performace during phase transition 
During deep fading or phase transition the equalizer will 
probably lose track of the channel and converge to a local 
minimum. Thus even after the fading disappears; the equalizer 
may not recover; The recovered equalizer may also introduce 
a constant time or phase offset The following table is a 
typical tap weight set for a 5 tap equalizer (T or 
T/2-spaced) after deep fading or phase transitions: 
---------------------------------------------------- 
C-2 	 C-i 	Co 	 ci 	C2 I_-• 
 --- . I 
I — 
 
------------------- ----------- ---------- --------- I 
(o;o) 	(o;-i) 	(0 0) 	(0 0) 	(0,0) 
Table 	One of the Typical Tap Weight Set after deep Fading 
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Fig 6.5 shows a typical tracking characteristic for a 22.6MHz 
16QAM radio system with 5 tap equalizer. The fading chan-
nel starts with b3,** for a delay time of 6ns; fading notch 
at 60MHz, and changes linearily to b0, with a delay time of 
8ns and fading notch at -20MHz over 30000 iterations: Thus 
the phase transition occurs at 22500 iterations, with a delay 
time of 7ns and the notch frequency at 0 MHz. Although the 
equalizer is still in the decision directed adaptive mode for 
another 2000 iterations after the fading disappears, it is 
trapped in a local minimum. 
One of the possible methods to overcome this problem is to 
employ two equalizers: While the first one is tracking for a 
particular phase condition, the othr will operate with the 
mirror conjugate tap weight, i.e. Cn  of the second equalizer 
equals to C...n* of the first equalizer: 	During the phase 
transition, the first equalizer will be replaced by the 
second equalizer. 
As shown in Appendix 8; .copt  for the minimum and non- minimum 
phase channel will be a mirror conjugate pair if 
( 1 ) all the other fading parameters except the phase are 
identical 
(2) the pulse response under no fading condition is symL 
metric, and there is no cross talk between the I and Q 
channels 
**b>1 is used to demonstrate the non-minimum phase here 
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Even the above conditions cannot be fully satisfied in most 
of the conditions. This approach can provide a better chance 
of tracking capability during phase transition because the 
mirror conjugate tap weight will be close to the required tap 
weight if the above conditions (1) and (2) can be closely 
met'.*The major constraint for the hardware implementation is 
obtaining the correct sampling phase corresponding to the op-
timum tap weight set. 
However, before phase transition the tap weight of the first 
equalizer needs to be .frozen when the MSE reaches a certain 
value, this prevents it from trapping into a local minimum. 
The second equalizer will only start to operate when its er-
ror is less than a certain value or when phase transition has 
been detected by some other mechanism Additional circuitry 
will be required to implement these functions. 
6.4 	Summary 
The idea of equalizer gain is proposed to explain the most 
problematic factor in the decision directed operation -- the 
existence of local minima: It is found that all such local 
minima correspond to having an equalizer gain 	g' 	i 	Thus 
one of the possible solutions is to use high equalizer gain 
during the start up conditions or when the equalizer traps 
into a local minimum: This problem is more serious when high 
level modulation is employed or the number of equalizer taps 
increases, as more local minima will be created under such 
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conditions. Furthermore, it is probably necessary to employ 
the differential encoding scheme to correct the constant 
phase offsets which may be introduced in the decision direc-
ted operation. 
During non-stationary conditions, the choice of the step size 
is quite crucial. It is shown that with a small step size; 
the equalizer .may lose track of the fading channel. On the 
other hand if a large step size is used; the equalizer will 
have a higher chance of being trapped in a local minimum. 
Since most fading activities are slow varying; e.g 	the rate 
of the fade notch position movement is normally less than 
ooMHz/s; a small step size can be used if the adaptive rate 
of the equalizer is fast enough. The optimum approach is to 
use the average received sample power to adjust the step size 
such that it is always within a certain range of u'. 
Finally, the possibility of using two equalizers to compen-
sate the effect of phase transitions during multipath fading 
is preliminary investigated and neeäs to be further examined. 
This is the progress in the form of a separate PhD programme 
at the University of Edinburgh. 
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CHAPTER 7 	CONCLUSIONS AND DISCUSSIONS 
71 Conclusions 
The need to use the transversal equalizer to combat multipath 
fading in LOS digital radio was discussed in chapters 2 and 
3 	These equalizers are attractive as they can compensate 
for both minimum and non-minimum phase multipath fades. 
Appendixes 1 and 8, which use an ideal raised cosine filter, 
have demonstrated the symmetric characteristics of the signa-
ture plot for a 3-ray fade model and the identical behavior 
of minimum and non-minimum signature plots. 
In the chapters that followed; the equalizer response during 
stationary conditions was first assessed. Various degrada-
tions due to finite step size; limited number of quantization 
levels in the ADC and rounding errors in the arithmetic have 
all been evaluated: The MMSE degradations resulting from the 
early termination effect were also investigated: It is found 
that these degradations are broadly equivalent for both the 
T-spaced and T/2-spaced equalizers for the same number of 
taps. 	Furthermore; the use of an equalizer ensures that 
there will be no rotation of the constellation: 
Based on the above evaluations, it has been shown that the 
equalizer complexity (i.e. number of taps, arithmetic ac-
curacy . etc) increases as the number of QAM levels 
increases: Various signatures have been plotted with 
W. 
different equalizer lengths; fading parameters and excess 
bandwidth of raised cosine filters. The required number of 
quantization levels in the ADC and finite precision arith-
metic has been proposed for 4QAM up to 1024QAM T--- spaced 
equalizers. In the T/2-spaced equalizer, the ill-
conditioning problem precludes one obtaining a reasonable es-
timate for the quantization level in the ADC and finite 
arithmetic. 	This hinders the 	widespread usage of the 
T/2-spaced equalizer in LOS digital radio application. 
From the study, it was shown that under ideal conditions with 
the same number of taps; neither T-- spaced nor T/2-spaced 
structure gives overwhelming performance. The T-spaced struc-
ture normally provides superior performance when' the notch is 
near the band-center, but the T/2-spaced structure is better 
if the notch is near the band-edges. However the overall 
performance of T/2-spaced structure was usually superior as 
the excess bandwidth becomes narrow. 
According to theoretical study and computer simulations; the 
effect of demodulation phase was shOwn to be of minor sig-
nificance. However; it is the sampling phase that causes 
most of the problems particularly for the T-spaced equalizer. 
The maximum power criteria for the sampling phase is proposed 
for the T-spaced equalizer. The main - merit is its indepen-
dence of the equalizer tap weight values. 
Although the T/2-spaced equalizer is inherently less sensi-
tive to sampling phase; it still shows a strong dependence on 
this parameter; e.g. over 10dB difference in converged MSE is 
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possible within a 7 tap equalizer design. Furthermore, from 
the simulations and calculations; it was found that the 
optimum sampling phase for both equalizer structures.maybe a 
few samples away from the original time slot: It has also 
been shown that there may be up to 10dB difference in MSE be-
tween the local minimum with sampling phase near 00  and the 
global minimum. In the practicalenvironment this global 
minimum is difficult to obtain. 
Finally; a preliminary investigation was conducted on non-
stationary signal conditions: It was found that although a 
large step size may give better equalizer .tracking charac-
teristics [97], it may cause the equalizer to become trapped 
in a local minimum. One of the possible solutions is to in-
crease the equalizer gain under such conditions. The most 
problematic behaviour during non-stationary conditions is the 
phase transition of the fading activities where the equalizer 
may lose its tracking capabilities: The use of two 
equalizers seems a possible solution in a theoretical sense. 
The actual practical implementation needs to be further 
investigated: 
7.2 Validation of Static Signature Plot 
Although the number of tap weights; quantization accuracy and 
the arithmetic precision required for calculations were all 
based on the static signature plot; this still provides 
adequate indication of the likely radio performance under 
dynamic conditions. 
The exact evaluation of the outage improvement factor not 
only requires a knowledge of the PDF of the fading para-
meters; but also its dynamic characteristics as well as 
knowledge of the out-of-synchronism and tracking characteris-
tics of the equalizer. This will involve considerable testing 
and calculation; but the result may still not be accurate be-
cause of the uncertainties involved in atmospheric condi-
tions. Thus an evaluation based on the static signature plot 
is expected to be of sufficient accuracy for evaluating the 
relative performance of different equalizer designs. 
73 Validation of Simulation Assumptions 
Apart from the minor error due to computer resolution, the 
two basic assumptions used in the calculations 	ideal 
raised cosine filter and a Gaussian type distribution of 
MMSE, may affect the accuracies of the simulation result when 
compared with a practical system. 
(1) Practical Raised Cosine Filter 
All the simulations are based on pulse response of the chan-
nel; which is obtained by performing an inverse Fourier 
transform on H(jw) 	For an ideal theoretical raised cosine 
filter, the pulse response is symmetric about its main lobe. 
OW 
However a practical raised cosine filter has finite group 
delay and the pre-echo energy is normally less than the 
post-echo energy. Thus there may be an over estimation of the 
effects of the pre-echoes. The amount depends on the filter 
characteristics and channel parameters.1 For less than 30dB 
fades, 1 or 2 dB error on the upper portion of the signature 
plot is quite common when the pre-echo distortion dominates 
(2) Bounded Mean Square Error 
The signature plot is based on a MMSE of -6.6dB and -6.3dB 
for 16QAM and 614QAM respectively, which corresponds to a BER 
of 	However; this is based on a Gaussian distribution. 
The •MMSE of the equalizer output is bounded and its PDF is 
not exactly equal to aGaussian type distribution. 
Nevertheless, the error in the signature plot will decrease 
as the number of QAM level increases: The error magnitude 
may be up to 1dB for 16QAM and is normally less than 1dB as 
the number of modulation levels increases beyond 16. 
Adaptive Algorithm Implementation 
After careful examination of the gradient estimate adaptive 
algorithm, one can deduce that there is neither a restriction 
to update all the tap weights in ,a single iteration nor to 
update at every symbol period: In other words; unlike the 
equalizer output; the tap weight updating algorithm need not 
necessarily be performed in real time. Thus the tap weight 
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updating can be performed on a single tap or block mode (or a 
combination of both). 
In the former case; the tap weight updating is performed 
cyclically over all the equalizer tap weights. For the lat-
ter case, instead of updating at the symbol rate, updates can 
be calculated on a block of data samples, and loaded into the 
taps after the adaptive algorithm has completed the calcu.la-
tion of new weight values. 
These techniques may ease the hardware/software design 
requirements for the high frequency equalizer application; at 
the expense of convergence rate. However; this is considered 
to be acceptable since the typical fading rate is less than 
1400dB/sec or 1 00MHz/sec, which is slow compared to the symbol 
rate. 
7.5 The Application of the Cross Polarization 
With the increase in modulation complexity, the effect of 
cross polar distortion becomes significant when dual 
polarization techniques are used to further increase the 
bandwidth efficiency or bits/s/Hz of the radio. This appears 
to be one of the major degradation factors after multipath 
fading. Cross polar distortion becomes more serious if: 
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( 1 ) one of the polarization channels suffers severe 
multipath fading 
(2) a high frequency band, eg 18GHz, is used where the 
cross polar distortion due to hydrometeors starts to be 
significant. Due to congestion in the low frequency 
bands; the use of high frequency bands is expected to 
become increasingly popular in the future. 
The transversal equalizer structure can also be used as an 
interference canceller for such application It is an-
ticipated that this type of canceller will become essential 
equipment for high capacity radio links in the next decade. 
7.6 Future Research 
Apart from the ill-conditioning problem in the T/2-spaced 
equalizer, there are two major areas of possible future 
reserch 	sampling phase and non-stationary conditions, 
which are worthy of further investigation: 
(1) Sampling Phase 
(A) Sampling Phase Criteria for the T/2-spaced Equalizer 
Although the T/2-spaced equalizer is inherently less sensi-
tive to sampling phase; it has been shown in chapter 5 that 
some criterion to determine the receiver sampling phase is 
required if high performance has to be achieved: However 
care should be taken when it is linked to with the tap weight 
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updating algorithm, because of the possibility of creating 
dead zone, instabilities 	etc. 	This subject is now the 
subject of a separate PhD thesis programme in the Department. 
(B) Global Minimum 
It has been shown in chapters 4 and 5 that the global minimum 
may be a few samples away from the original time slot and 
there may exist local minima which are _3600  apart. 	This 
global minimum is difficult to obtain particularly when the 
fading is non-stationary. One of the possible solutions is 
to use two equalizers with the second one operating at _3600 
or 	36O0  away from the main one. The switch over between the 
two equalizers will occur if the performance of the second 
equalizer is superior. 
(2) Non-stationary Conditions 
The Choice of the Step Size 
As shown in chapter 6, the tracking of a fading channel not 
only depends on the step size but also on the equalizer gain: 
Although most of the fading is slow varying and a small step 
size can be used; the relationship between the optimum step 
size and the equalizer gain is still worthy of investigation 
if fast tracking is desirable. 
Phase Transitions during Multipath Fading 
As described in chapter 6; one of the possible method to 
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combat the phase transitions problem during multipath fading 
is to employ two equalizers. The optimum instant to freeze 
the tap weight value and switch over between the two 
equalizers thus requires to be investigated: Furthermore; 
the method of providing the correct sampling phase after the 
phase transition also needs to be resolved before the design 
is implemented: 
An alternative solution is to use some techniques which com-
bines of the two diversity signals; e.g maximum power'.-
Since 
ower:
only one of the diversity signals experiences deep 
fading or phase transitions during most of the multipath ac-
tivities; the abrupt change of group delay distortion pattern 
during phase transitions is avoided at the combiner output 
and the equalizer will give a better tracking characteristic: 
The equalizer response with different combining techniques 
also needs to be further examined: 
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Appendix 1 	The Proof of the Symmetric Characteristics of 
the Signature Plot for a 3-ray Model 
Let us consider the minimum phase fade only, the non-minimum 
phase fade will be identical. The pulse response of the over-
all channel with sampling phase 0 and fading parameters a, b 
and w0 is:** 
P0(a;.b,w0)(t)= 1 {T(iw)R(iw)a[l-bexp(-iwTd+iwoTd)1exp(-jw)} 
where 	is the inverse Fourier transform, T(jw) and R(jw) 
are the equivalent baseband pulse response of transmitter and 
receiver respectively, and ' is the sampling phase in terms 
of symbol period, i.e. 'tT0/36O. 
-ab[exp(jw0T)(T(jw)R(jw)exp[_jw(T+t)]} + 
a 1 ET(jw)R(jw)exp(-jwt)] 
0 
-abtexp(JwQTd)P (0 9 0 9 0)(t-Td-)] + 
a 
............... (A1.1) 
where P°(000)(t) is the pulse response of the overall chan-
nel with fading parameters a0, b0 and w0 0 7 i.e. without 
multipath fading. Similarly, the pulse response with fading 
parameters a, b and -w0 will be: 
P0(a;b;_w0.)(t) = -abrexp(_iwoTd)P°(o,o,o)(t-Td-v)] + 
atP0(010,0)(t..t)] ...............(Al.2) 
**the effect of demodulation phase is not considered here 
because of its insignificant effect. 
For a random data input; the overall degradation due to ISI 
in each of these two cases will be equivalent, if the follow-
ing expressions are satisfied: 
!Real P0(a,b;w0)(t) = 	Real P0(ab_w0)(t)' I 	• . . (A1.3) 
and 	jImg P0(ab,w0)(t)l : 1mg 	P0(ab_w0)(t) .....(A1.q) 
Equations (A1.3) and (A1i) will be true if and only if 
ImgP0(o,o;o)(t_T_tfl 	0 	 (A1.5) 
or 	1 Real P°(o,o,o)(t_Td_'t): =O. ..................A1.6 
Basically, equations (A1.5) and (A1.6) are equivalent since 
there is only a 900  phase shift between them. Thus; the sig-
nature plot for a 3-ray model will be symmetric about its 
° center frequency if jImg P(OOO)(tTdtfl = 0. 
Appendix 2The Program for Calculating the BER from C/N 
100 REM This program will calculate the BER for QAM radio 
1 ,10 REM 	with C/N input 
120 REM For X<2. 75, the exponential function is expanded 
130 REM and 30 terms are taken to give good estimated 
140 REM longreal is used for the accuracies proposes 
150 REM For X>2. 5, then integral is done by parts for- five times 
160 REM 
170 REM Gray code is used and one symbol 
180 REM error will cause onIi one bit error is assumed 
190 REM So the result ma not very accuracy for BER<i0w*-2 
200 REM 
210 REM 	 REV:00 	 16 DEC 84 
220 REM 
300 LONG Q,R,S,T 
310 INTEGER I,J 
320 DIM P$ [101 
1000 PRINT "Type 1 for QPSK, 2 for 1 SQAM, 3 for 640AM, 4 for 2560AM"; 
1010 PRINT " 	otherwise 1 O24QAM will be used; 
1020 INPUT P$ 
1030 Al =582,A2=31/32,A3=10 
1040 IF P$="l" THEN R12,A2=i/2,A3=2 
1050 IF P$ -°2" THEN Al = 1 Ci,A2 =:3/4,A3 =4 
1060 IF P$ ="3" THEN Al =42,R2=7/8,A3=6 
1070 IF P$ ="4 " THEN R1=170,A2=15/16,A3=8 
1 080 PRINT "C/N 
1090 INPUT X 
1100 X= 1 0*+((X- 1 0*LOG(Ai )/LOG(1 0))/20). 
1110 S=X 
1120 IF X>=2.5 THEN 1330 
11 30 REM Do the expanded series here 
1140 N=30 
1150 IF X<.2 THEN N=15 
1160 IF X<. 	THEN N=5 
1170 IF X<.01 THEN N=1 
1180 IF X<.000001 THEN X=0 
1190 FOR 1=1 TO N 
1200 	T=(- 1 )**I/(2*I+l) 
1210 REM direct evaluate x**(2*i+1) is not accurate 
1220 	FOR J=1 TO 2*1+1 
1230 T=T*X 
1240 	NEXT J 
1250 Q=l 
1250 	FOR J=1 TO I 
1270 Q=Q*J 
1280 	NEXT J 
1290 S=S+T/Q 
1300 NEXT I 
1310 R=1 -2*S/SQR(PIX(1)) 	 - 
1320 GOTO 1400 
1330 REM Use different algorithm for 02.75 
1340 T=(1 /2-1 /(4*X*X)+3/(8*X*X*X*X)-1 5/(1 6*X**6)+1 05/(32*X**B))/X 
1 350 T=T*2*EXF(-X*X)/SQR(PIX(i)) 
1360 R=T 
1370 IF R>1E-18 THEN 1400 
1380 P=R 
1390 GOTO 1410 
1400 P=1-(1-R*R2)**2 
1410  PRINT "BER =";P/A3 
9999 END 	 - 
Appendix 3 	The Derivation of Equation ( 11.13) 
Substituting equation (4.11) into (4.12), the MSE at itera-
tion 1+1 will be: 
N 	 N 
bmin + E< (Cj_Cit)*Qi* 2 Q(C_C')> 
ii-N 
2 N 	 N 
+ u E< e1*QiQj* 	QQ*e> 
i-N 
N 	 N- 
- u E< > ei*QjQi* 	Qj(Cj_Cf)> 
N 	 N 
- u E< (Ci_Ci)*Qi* 	QjQ*e1> 
The sum of the first two terms is equal to 101 2. The fourth 
and fifth terms can be represented as: 
N 
	
- u E<e1*(e1 - emjn) 	QiQi*> 
N 	 N 
= - u E<e1 I 2 	QiQi*> + u E<ei*emin 
1=-N 	 1:-N 
and 
N 
- u E<e1(e1* - emjn*) 
j= -N 
N 	 N 
- u E<e1 2 QQ*> + u E<eiemin* 	QQ*> 
So the MSE at iteration 1+1 is: 
N 
E<e1 2[1-u( 	QQ*))2> + 1+1 
1=-N 
N 
' E<u( 	QQ1*)(e mm e *+e 1 	ie min >•' 1=-N 
	
Appendix II 	The Accuracies of all the Calculations and 
Simulations 
HP3000 computer is used with BASIC language. There are two 
main programs -- "MMSECALC" and "EQUALIZE", written for the 
thesis. The "MMSECALC" is used for all the theoretical MMSE 
evaluations. There are three levels of accuracies as follows: 
------------------------------------------------------ 
accuracy 	no of points in Fast 	no of pre-echoes 
Fouier Transform for and post-echoes 
pulse evaluation 	used 
---------------------------------------------------- 




medium 	 128 	 both 1 0 
---------- ----------------------- ------------- ------II 
high 	 256 	 both 1 
------------------------------------------------------ 
and 2 points/symbol is used for all the cases. 
The "EQUALIZE" is used for 'the MSE convergence and MMSE 
simulation. There are also three levels of accuracies as 
follows: 
------------------------------------------------------ 
accuracy 	no of points in Fast 	no of pre-echoes 
Fouier Transform for and post-echoes 
pulse evaluation 	used 
---------------------------------------------------- 
- -- 	 - 	both - 
medium 	 64 	 both 9 





128 	 both 12 
------------------------------------------------------
and 2 points/symbol is used for all the cases. 
The following definitions are used throughout the thesis: 
Sampling Phase 
All the sampling phase is optimized for minimizing the MSE 
unless otherwise specified. 
Demodulation Phase 
All the demodulation phase is chosen such that there is no 
cross talk at time slot zero. 
MMSE and B value Calculations 
"MMSE" with high resolution is used. 
('I) MMSE and E<ejp12>  Simulations 
"EQUALIZE" with high accuracy is used. The result is otained 
by averaging the last 50 iterations after the MSE converge to 
its final value and with an ensemble average of 100 runs 
(5) E<:epriy:2> Simulation 
"EQUALIZE!" with medium accuracy is used. The result is ob-
tained by averaging of the last 1000 iterations after the MSE 
converge to its final value and with an ensemble average of 
20 runs. 
(6) MSE Convergence Plot 
Stationary or Abrupt change of the Channel 
Medium accuracy is used in "EQUALIZE" and with an ensemble 
average of 100 runs. 
Slow Varying Channel 
Low accuracy is used in "EQUALIZE" and with an ensemble 
average of 20 runs. 
Appendix 5 The Derivation of the Step Size Corresponding to 
Maximum Convergence Rate of MSE 
During start up conditions, le1 1 >> lemin , so the following 
can be obtained from equation (4.13): 
N 




The MSE convergence rate will be maximum if: 
E<e 	i2> 	6E<ie i2> 
(A5.2) 
6u 6U 
let E<e1 2E1-u( QiQj32> 
i-N 
N 
Y1E<e1 2>E<E1-u( 	QiQi*)2> . ............(A5.3) 
it-N 
where I 	1, is the correlation factor which depends on the 
number of taps and tap weights. The dependency of 'l  to u is 
small and can be negligible, i.e. 	6 	O. After dif- 
ferentiating equation (A5.1) with respect to step size u, the 
following can be obtained: 
N 	 N 
-211E<e1 2>E<E QIQi*_u ( 	QQ*)2]> = 0 	(A5.) 
i-N 
N 	 N 
E<( 	QiQi*)2> - [E<( 	QiQI*)>]2 	if (2N+1) > 5 	and 
i=-N 





Appendix 6 The Derivation of the Quantization Noise due to 
ADC 
Since the real and imaginary part of Xj are uncorrelated, 
i.e. 
E<real xjI 2 > + E<img Xj 2> 	...... (A6.1) 
Let 	us consider E<real xjj 2 > first. From assumption (2) in 
page 924, the signal is evenly distributed for each quantiza-
tion level, so the PDF of Xj is liz, where z2(2L1)/2'1. 
The following can be obtairiçd: 
+1i(2z) 
E<fteal xjI > 
	
	 !real Xj 2 d(real Xj) ......(A6.2) 
-1i(2z) 
1 
= ---- 	...........................• . . . . 	(A6.3) 
12z 
An identical result can be obtained for E<img Xj 2>, so: 
(2L-1)2 
Appendix 7 	The Derivation of Equation (6.9) 
With the co-ordinate transformation as follows: 
x 	y - (2j-1) ................................... (A7.1) 
The equations (6.7, 6.8) can be re-expressed as: 
~g2 {[x 2 + (2j-1)2 + 2(2i_1)x] - 
j+-L+1 - 
2g(2j-1)[x+(2j-1)] + (2j-1)2} Q(x) dx 
• • 	........................... 	(A7.2) 
1 	x. 2 
where Q(x.) 	A exp r- --- ( -- ) ] 
2 	v 
Since Q(x) is an even function and x is an odd function, 
therefore: 
00 
xQ(x) dx 	0 .- ................................. (A7.3) 
00 i 
The minimum E<e1 2> can be found by differentiating equation 
(A7.2) with respect to g. The following can be obtained: 
L 
j- +1 )_ 
(2j-1)2 Q(x.) dx. 
3 	3 






[(2j-1)2 + x.2] Q(x.) dx. 
1 
Appendix 8 	The Proof of the Identical Signature Plot for 
both Minimum and Non-Minimum Phase Fades 
Wih the same approach as in Appendix 1, under non-minimum 
phase fades, the pulse response of the overall channel with 
sampling phase 0' and fading parameters a, b and w0 is: 
P 101(a,b,w0)(t) 
tT(jw)R(jw)a[ 1-bexp(+jwT_jw0T)]exp(_jw') } 
where ' is the sampling phase in terms of symbol period, 
i.e. 'c'T01/360 





If the pulse response P°(0,0,0)(t) is symmetric against tO, 
i.e. 
... ........ ......(A8.2a) 
and 
. .................• • • • 	................... 	(A8.2b) 
•• .......(A8.2c) 
then the following can be achieved: 
Real P'0t(abw0)(t) = Real P0(abw0)(-t) ......(A8.3) 
and 1mg PI 
Of 
(abw0)(t) = -1mg P0(abw0)(-t) ..... (A8.14) 
Thus the optimum tap weight values for the minimum phase 
fades and the non-minimum phase fades will be a conjugated 
pairs. 
Appendix 9 The "MMSECALC Program for Theoretical MMSE 
Calculation 
General Description 
This program will calculate the MMSE for a given radio system, 
fading •channel and equalizer structure. BASIC language is used 
because of the speed advantage compared with PASCAL in HP3000. 
The user is requested to supply the following data: 
radio system : bandwidth and the excess bandwidth of the 
raised cosine filter 
fading channel : the notch depth and notch position of the 
3-ray model 
equalizer : select of T-spaced or T/2-spaced equalizer, num-
ber of tap weights, sampling phase and carrier to 
noise ratio 
The theoretical tap weight can be stored in a file "TAPSi" for 
other program access, e.g.'"EQUALIZE" in Appendix 10. There are 
two aspects of the program: 
Calculate the .jn/E<AkA> and tap weights value for a par-
ticular parameters as specified above. 
Calculate the 	min/E<AkA which is 	lower than a 	specified 
value 	for a 	given 	sampling phase range 	and fade depth 	step. 
The program will scan the whole sampling phase range and 
decrease the fade depth until the required MMSE/E<AkAk>.. is 
reached. It is useful for signature plot.. 
Apart from these, there are also. some intermediate steps for 
debug proposes; e.g.* subroutine 7000-7700 is the auto plot 
routine for HP2648A graphic terminal. 
The number of points used in Fast Fourier Transform is defined 
in Appendix ' and the variable declaration can be found in the 
beginning of the program. The main algorithm is to evaluate the 
following: 
..opt = RI - 1 DI 
tmin1E<Ak> = 1 - .'opt 
of equation (4.6a) and (14.7) respectively. Since the, matrix in-
version in HP3000 can only handle real number; the following 
procedures are used: 
Real Rj 
	
for i<N1 and j<N1, where N1=2N+1 
1mg R1t 
	
for i>N1 and j<N; where i'=i-Nl 
Mij = - 1mg Rip 
	
for i<N1 and j>N1, where j'=j-Nl 
Mij Real 	R1 for 	i>N1 	and j>N1 
Ui Real D, 	Wi = 	Real 	C'j for 	i<N1 
Ui 1mg 	Wj = 	1mg 	C'1, for 	i>N1 
* 
Flow Diagram of MMSECALC 






---- >1 initial the varibles and 
F >1 cab, the pulse response -------------------------- 
I 	 I 	 I 
---------------------------- 
calc.M 	 and - - -- 
/ single \ yes 
< result is >--------->1 print result 
\ req.? / 
I 	 ' 	 / 
I I 	 / 
no 	E is the calculated ,mifl/E<AkAk> 
El is the requested 	/E<AkAk>l 
< E > E' 	>---------> print result 




 	/ 	 I 
incr. sampling: 	yes 




no / 	\ yes 	Idecr. fade depth:	I 
-------< max. phase>--------->1 and set mm. 
\ ? 	/ 	1 sampling phase 1 
I 	 / 
I 	 I 	 I 
I I I 
/ Finish \<----------------------------- 
/< ------------------------------- 
850 REAL B,F0 
660. REM S3 	is 	the sample 	phase 
670 INTEGER S3 
680 REM 	C,L41 ,L42,N3,N4 	is 	the 	filter 	const 
690 REAL C,W1 ,W2,W3,W4 
700 REM 	T,Bl ,S1 ,F2 	are 	delay 	time, 	notch 	shape, 	phase and 	notch 	positi 
710 REAL T,81,S1,F2 
720 REM 	f3,f4 	are 	the 	starting 	and 	stopping 	freq 
730 REAL F3,F4 
740 REM 	N4 	is 	the 	gaussian 	noise 
750 REAL N4 
760 REM 	Al 	to 	1R4 	is 	temporary 	storage 
770 REAL A1,A2,A3,A4 
780 REM 	o ,o2 	is 	for 	plotting 
790 INTEGER 01,02 
800 REM 	R$ 	is 	the 	flag 	for 	resulotion 
810 REM P$ indicate the phase 	of 	fading 
920 REM 	T$ 	indicates 	T or 	T/2 spacing 
830 REM S$ is 	the 	flag for plotting 
835 REM 	U$ 	is temporary 	string 
840 REM Z$ is 	the 	string for 	T or 	T/2 	elRualizer 
850 DIM 	Z$[1C'O] 
860 REM rem 	0$ 	is 	dynamic 	range 	in 	plotting 
870 REM 	V$ is the string for 	different 	filters 
880 DIM V$[20] 
890 REM 	$ 	is 	the 	single 	phase 	calculation 
892 REM YB is the maximum phase offset 
900 REM 	L4$ 	is 	tap 	weight 	plotting 
910 REM MS is the the 	flag for 	finding 	MMSE 
920 REM 	MS 	is the required MMSE 
930 REM m is 	the 	step 	in 	B 
940 REAL M8,M9 
950 REM 	N? 	is 	the 	summation 	of 	the 	tap 	square 
960 REAL M? 
970 REM 	H2 	is 	the 	mainlobe 
980 COMPLEX H2 
000 us ="N" 
1010 M$ =N" 
1020 V$ =uphase 	angle(degree)=" 
1030 P5=1 
1 040 PRINT 	"No 	perturbation 	terms 	and 	with 	the 	correct img 	Tap 	Weight" 
1050 PRINT 
1 060 PRINT & 
"This program 	will 	do 	a theoretical 	calculation 	on 	the minimum" 
1070 PRINT & 
"mean square 	error 	of 	a tranisuersal 	equalizer 	under rriultipath 	fadi& 
mg' 
080 PRINT 	'Bandwidth 	(doublesided 	Niquist, 	MHz) 	"; 
1090 REM print 	'271'daG" 
1100 PRINT 	" 22.6MHz" 
1110 =22.6 
1120 IF 0>=B THEN 	1080 
130 PRINT 	'IF 	( MHz ) - 
1140 F0=?0 
ii 50 PRINT 	" 70MHz" 
1160 IF 	B/-7>=F0 THEN 	1130 
1 170 PRINT 	"Type- 	R,H for 	rough 	or 	high 	resolution, 	otherwise 	median" 
11 80 PRINT "resolution 	will be 	assumed"; 
1190 INPUT R$ 
1200, IF 	R$ ="r" 	THEN 	R$ 	"R" 
1210 IF R$ ="h" THEN R$ ="H" 




1240 Ml =7 )Pi =2 
1250 P2=50 
1260 N2=1O,N3=10 
1270 GOTO 1360 




1320 GOTO 1380 
1330 Ml =6,P1 =2 
1340 P2=25 
1350 N2=7,N3=7 
1360 PRINT "The raised cosine filter a (0-1]=; 
1370 INPUT C 
1380 IF 0>=C OR C>1 THEN 1380 
1390 PRINT & 
"Type Y if you only want to get the result at a particular fading" 
1400 PRINT & 
"otherwise the result will be plotted against diff notch fre1"; 
1410 PRINT " 
1420 S$ ="Y" 
1 430 IF 8$ =" 	THEN 8$ ="Y" 
1440 PRINT "The shape of the notch (de) 
1450 INPUT 81 
1480 81=1-10**(-81/20) 
1470 IF 0>81 OR B1>=1 THEN 1440 
1480 IF MS ="Y" • THEN 2100 
1490 PRINT & 
"Type Y for non-minimum phase fading, otherwise minimum phase"; 
1 500 PRINT "fading will be assumed"; 
1510 PRINT " n' 
1520 P$ ="n"  
1530 51=1 
1 540 IF P$ = "' OR P$ = "v" THEN Si = -1 
1 550 PRINT 'The delay time (ns) 
1560 INPUT I 
1570 IF 8$ <>"" THEN 16:30 
1 580 PRINT "The fading notch frequency offset from center (MHz) 
1590 INPUT F2 
1600 F2=F0+F2 
1610 IF 0>F2 THEN 1580 
1620 GOTO 1730 
1 6:30 PRINT "Type in the freq range of interest, f mm, 	(MHz) 
1640 INPUT F3 
1.650 IF 0>F3 THEN 1630 
1 880 PRINT " 	 f max (MHz) 
1670 INPUT F4 
1680 IF F3>=F4 THEN 1680 
1690 PRINT & 
"Type Y if 35dB dynamic range is used in plotting, otherwise" 
1 700 PRINT "60 dB dynamic range will be used"; 
1710 INPUT 0$ 
1 720 IF 0$ ="" THEN 0$ ="Y" 
1730 PRINT "Number of taps (3-21) 
1740 INPUT Ni 
1750 IF N1<3 OR N1>21 THEN 1730 
1 760 PRINT "Type Y if T/2 spacing transversal equalizer is used"; 
1770 INPUT T$ 
1780 P3=1 
1790 IF T$ ="" THEN 1$ ="Y" 
1800 IF T$ ="Y" THEN P3=2 
1810 PRINT "Sampling phase (degree) 
1820 INPUT S3 
830 PRINT "Demodulation phase"; 
1840 PRINT " compensate" 
1850 04=0 
1860 IF US ="Y". THEN 2140 
1870 PRINT "Type 'C if you want, to plot tap weight"; 
1880 INPUT N$ 
1 890 IF N$ ="" THEN W$ ="Y" 
1900 PRINT "C/N (dB) before fading &t; 
1910 INPUT N5 
1920 N4=10**(-N5/10) 
1930 PRINT "Type 'r if only 1 sample phase is required"; 
1940 INPUT $ 
1950 IF Y$ =" i" THEN Y$ ="Y" 
1960 07=7,Y8=0 
1970 IF Y$ ="Y" THEN 2090 
1980 PRINT "Required MMSE (dB) 
1990 INPUT M8 
2000 PRINT "Input step in B 0. 01 dB)"; 
2010 INPUT MS 
2020 IF M9<.01 THEN 2000 
2030 M$ ="Y" 
2040 PRINT "Input sampling phase range"; 
2050 INPUT Y8 
2060 PRINT "Input phase step (degree)"; 
2070 INPUT 07 
2080 IF 07<=0 THEN 2060 
2090 PRINT "Phase MMSE 	BX1 000 B'Xi 000 Error(X) N 
2100 REM set up initial condition 




2150 	FOR 1=1 TO P2+1' 
2160 E[11=0 
2170 	NEXT I 
2180 .A=Pi *PIX(2)/N 
2190 	REM set up filter characteristics 
2200 kJl=PlX(1)*(1-C) 
2210 	142 =PIX(1 )*(1 +C) 
2220 143=R/(4*C) 
2230 	L44=PIX(1 )*(1 -C)/(4*C) 
2240 01 [11=(1,0) 
2250 	FOR 1=2 TO N/2+1 
2260 R,1=0-1)*R 
2270 	IF A1>=N1 THEN 2300 
2280 01 EN-1+21=01 [I1=CPX(1 ,0) 
2290 	GOTO 2350 
2300 IF Al >=W2 THEN 2340 
2310 	R1=COS(L43*(l-1)-144) 
2:320 01[N-I+2]=01[I]=CPX(R'l*R1,0) 
2330 	GOTO 2350 
2340 01[N-1-4-2)=01[I]=(0,0) 
2350 	NEXT I 
2360 FOR 1=1 TO N 
2370 	0[[]=01 [I] 
2380 NEXT I 
2390 	F=1 
2400 GOSUB 9000 
2410 	R1=RER(D[1]) 
2420 REM cancel the perturbatcn terms her 
2430 	011 ]=CPX(RER(0[1 D,0) 
2440 FOR J=2 TO N 
2450 	O[J]=CPX(0,0) 
2460 NEXT J 
2470 	FOR J=1 TO N3+P3+1 
2480 U3[P3 *N3+J]=REA(0[1 +(J-  1 )*P1 /P3])/R 1 
2490? 	U4[P3*N3+J)=IMG(0[1 +(J- 1 )*P1 /P3])/R1 
2500 NEXT J 
2510 	FOR J=1 TO P3*N2 
2520 U3[P3*N3+1 -J]=RER(0[N-J*P1 /P3+1 1)/Ri 
2530 	U4[P3*N3+1 -J]=IMG(OIN-J*Pi /P3+1 ])/R1 
2540 NEXT J 
2550 	J  =(8/2)/(N/(2*Pi)) 
2560 IF S$<>"Y' THEN 2590 
2570 	P2=0,11=1 
2580 GOTO 2630 
2590 	REM display the heading 
2600 GOSUB 7000 
2610 	I1(F4-F3)/P2 
2620 F2-F3 
2630 	REM add the multipath fading 
2640 Z$ n' 
2650 04=0 
2660 	FOR 1=1 TO P2+1 
2670 Al =-J1*PIX(2)*. 001 *T*S1 
2680 	A2=(F0-F2-(l-1 )*Ii )*PIX(2)*. 001 *T*Si 
2690 FOR J=1 TO N/2+1 
2700 	A3=(J-1)*Ri-82 
2710 Hi =CPX(1 - Bi *COS(RJ),-Bi *SIN(A3)) 
2720 	0[J]=131 (J)*Hi 
2730 NEXT J 
2740 	FOR J=N TO N/2 STEP -1 
2750 A3(J-N-1)*R1 -A2 
2760 	Hi -CPX(1 -91 *COS(A3),-B1 *SIN(R3)) 
2770 DCJ]=01 [J]*Hi 
2780 	NEXT J 
2790 REM Add demodulation phase and sampling phase 
2800 	Al =06*PIX(2*P1 )/(N*360) 
2810 FOR J=i TO N/2 
2820 	A2=(J-1)*R1+04 
2830 Hi •CPX(COS(A2),-SIN(R2)) 
2840 	D[J]=O(J]*Hi 
2850 NEXT J 
2860 	FOR J-N TO N/2 STEP -i 
2870 R2-(J-N-1)*A1+04 
2880 	Hi =CPX(COS(A2),-SIN(A2)) 
2890 D[J]=D[J]*H1 
2900 	NEXT J 
2910 F=1 
2920 	GOSUB 9000 
2930 IF ZS="'t THEN 3060 
2940 	Z$="' 
2950 04=ATN(0[1]) 
3050 	GOTO 2670 
3060 REM get the pulse response 
3070 	Ri=RBS(O6/180) 
3080 IF Ai>N/2-3 THEN R1=N/2-3 
3090 	IF D6<=-90 THEN 3120 
3100 H2:0[1+A1] 
3110 	GOTO 3130 
3120 H2=0[N-A1+.999] 
3130 	GOTO 3160 
3140 PRINT "mainlobe ";H2 
3150 	PRINT "demodulation phase ";D4*360/PIX(2) 
3160 A3-0 
3170 	FOR J=i TO N-i STEP 2 
3180 A3=A3+ABS(RER(OEJD)+RBS(IMG(D[J])) 
3190 	NEXT J 
3200 GOTO 3220 
3210 PRINT 'total 151 =";A3 -RBS(RER(O[i 1)) 
3220 IF P30.5 THEN 3280 
3230 A2=O 
3240 FOR J=2 TO N STEP 2 
3250 	R2 = A2 +RSS(RER(O[J]))+ABS(IMG(O[J1)) 
320 NEXT J 
3270 IF A2>A3 THEN R3=A2 
3280 REM normalize the amplitude to be summation hi=1 
3290 H2=CFX(A3,0) 
3300 Al =REA(H2) 
3310 A4=i 
3320 IF P4>=0 THEN :3360 
3330 Ui [P3*N3+1 ]=RER(O[N+i +P4])/R1 
3340 U2[P3*N3+1 1=IMG(O[N+i +F4])/Ai 
3350 R4=2 
3360 FOR J=A4 TO N3*P3+i 
3370 	Ui [P3*N3+2-J]=RER(O[i +(J-i )*Pl ./P3+P4])./A1 
3380 U2[P:3*N3+2 -J]=IMG(O[i -1-(J-i )*P1 /P3+P4])/Ri 
3390 NEXT J 
3400 FOR J=i TO F3*N2 
3410 	Ui [P3*N3+1 +J]=REA(D[N-J*Pi /P3+P4+1 1)/Al 
3420 U2[P3*N3+1 +J]=IMG(O[N-J*Pi /P3 -I-P4+1 1)/Ri 
3430 NEXT J 
3440 REM do a T/2 shift for :3,7,1 1,1 5,1 S tap T./2 equalizer 
3450 IF P3<1.5 THEN 3540 
3460 P=(N1+1.0001)/4 
3470 A1=ABS(P-(Ni+i)/4) 
3480 IF Al >. 1 THEN 3540 
3490 FOR J=i TO 2*P3*N2 
3500 	U1[J]=U1[J+1] 
3510 U2[J]=U2[J+i] 
3520 NEXT J 
3530 U  [2*P3*N2+1 ]=U2[2*P3N2+1 1=0 
3540 REM initialization 
3550 REDIM U[2*Ni ],M[2*Ni ,2*Ni ],VE2*Ni ,2*Ni I 
3560 FOR J=i TO 2*N1 
:3570 	UIJ]=0 
3580 NEXT J 
3590 FOR J=i TO 2*N1 
3600 	FOR K=i TO 2*N1 
3610 M[J,K1=0 
3620 	NEXT K 
3630 NEXT J 
3640 FOR Ki=i TO P3 




3690 	FOR K=R2 TO Ni STEP R3 
3700 R1=K-K2 
3710 	FOR L=R4 TO (N2+N3)*P3+1 STEP P3 
3720 IF L+Ri>(N2-4-N:3)*F3+1 THEN 3740 
3730 	 M[K2,K)=M[K2,K]+lJi [L]*U1 [L+Ri ]+U2[L]*U2[L+A1] 
3740 NEXT L 
3750 	MCK2+Ni ,K+Ni I=M[K+Nl ,K2+Nl 1=M[K,K23=MEK2,K1 
3760 NEXT K 
3770 	IF Ki=2 AND .K21=1 THEN 3820 
3780 FOR L=K2 TO (N2+N3)P3+1 STEP P3 
3790 	M[K2,K2 ]=M[K2,K2]+Ui [L]*Ui [L]+U2[L]*U2[L] 
3800 NEXT L 
3810 	M[K2+N1,K2+N11=M[K2,K21 
3820 NEXT K2 
3830 NEXT Ki 
3840 FOR J=P3+1 TO Ni 
3850 	FOR K=J TO Ni 
3860 M[J+Ni ,K+Ni ]=M[J,K]=M[J-P3,K-P3] 
	
3870 	NEXT K 
3880 FOR K=P3+1 TO J 
3890 	M[J+Ni ,K+N1 ]M[J,K]=M[K,J] 
3900 NEXT K 
3910 NEXT J 
3920 FOR Ki=i TO P3 




3970 	FOR K=A2+N1 TO 2*N1 STEP R3 
3980 Al K-K2-N1 
3990 	FOR L=A4 TO (N2-+-N:3)*P3+1 STEP P3 
4000 IF L+A1 >(N2+N3)*P3+1 THEN 4020 
4010 	 M[K2,K]M[K2,K]+Ui [L]*U2[L+Ri 1-U2[L]*U1 EL+Ai] 
4020 NEXT L 
4030 	M[K,K2]=M(K2,K] 
4040 M[K -Ni ,K2+N1 ]=M[K2+Ni ,K-N1 ]= -M[K2,K] 
4050 	NEXT K 
4060 NEXT K2 
4070 NEXT Ki 
4080 FOR JP3+1 TO Ni 
4090. 	FOR K=J+N1 TO 2*Ni 
4100 M[K,J]=M[J,K]=M[J-P3,K-P3] 
4110 	NEXT K 
4120 FOR K=P3+1+Ni TO J+Nl 
4130 	M[K,J]=M[J,K] -MEK-Ni ,J+Ni 
4140 NEXT K 
4150 NEXT J 
4160 REM shift back the 1/2 for 3,7,1 1,15,19 tap T/2 euaIizer 
4170 P(N1+i)/4 
4180 Ai=ABS(P-(Ni+1)/4) 
4190 IF P3<1.5 OR Ri>. 1 THEN 4250 
4200 FOR J=2*N3*P3 TO 1 STEP -1 
4210 	Ui[J+1]=Ui[J] 
4220 U2[J+1]=U2[J] 
4230 NEXT J 
4240 Ui Cl]=U2[1 1=0 
4250 IF N1/2<=N3*P3 THEN 4410 
4260 FOR J=1 TO P3*(N2+N3)+i 
4270 	UEN1/2-N3*P3+J-i]=Ui[J] 
4280 NEXT J 
4290. FOR J=1 TO P3*(N2+N3)+1 STEP P3 
4300 	IF J=F3*(N2+N3)/2+1 THEN 4320 
4310 U[N1 /2-N3*P3+J-i]UEN1 /2-N3*P,3+J-i ]+U3[J] 
4320 NEXT J 
4330 FOR J=i TO P3*(N2+N3)+1 
4340 	U[3*Ni /2-N3*P3+J-i ]=U2EJ] 
4350 NEXT J 
4360 FOR J=i TO P3*(N2+N3)+1 STEP P3 
4370 	IF J=P3*(N2+N3)/2+1 THEN 4390 
4:390 u[3*N1 /2 -N3*P3+J- 1 ]U[3*N1 /2 N3*P3+J 1 ]+U4[J] 
4390 NEXT J 
4400 GOTO 4580 
4410 FOR J=1 TO Ni 
4420 / U[J]=U1 [P3*N3+J-N1 /2] 
4430 NEXT J 
4440 FOR J=i TO Ni STEP P3 
4450 	IF J=(Ni+1)/2 THEN 4470 
4460 U[J]=UCJ]+U3[P3*N3+J-N1 /21 
4470 NEXT J 
4480 FOR J=1 TO Ni 
4490 	UtNi +J]U2[P3*N3+J-Ni /21 
4500 NEXT J 
4510 FOR J=i TO Ni STEP P3 
4520 	IF J(Ni+i)/2 THEN 4540 . 
4530 
	
U[N1 +J]=U[N1 +J]+u4[P3*N3+J-N1 /21 
4540 NEXT J 
4550 FOR J=1 TO 2*N1 
4560 
	
M[J,J]= M[J,J]+N4 /(2 *REA(H2))**2 
4570 NEXT J 
4580 REOIM M[2*N1 ,2*N1 ],V[2*N1 ,2*N1 ],U[2*N1 ],N[2*N1] 
4590 MAT V=INV(M) 
4600 MAT N=V*U 




4630 NEXT J 
4640 A1=0 
4650 FOR J=i TO p3*(N2+N3)+1 STEP P3 
4660 
	
Al =Ai +U3[J]*U3[J]+U4[J]*U4[J] 
4670 NEXT J 
4680 E[I]=A8S(R1 -EEl]) 
4690 IF E[I]<1E-8 THEN E[I]=1E-8 
4700 E[I]= 1 0*LOG(E[I1)/LOG(1 0) 
4710 IF S$<>Yu  THEN 5290 
4720 INTEGER 04,05,06,07,08,09 
4730 R2=A3=0 
4740 FOR J=1 TO 2*N1 
4750 
	





4780 A2 =R2 -M[J,J]*M[J,J] 
4790 
	
R3 A 3 + ME J , J) 





4850 09=1 000*M(2,2] 
4860 07 = 1 00*E[I] 
4870 M7=0 
4880 FOR J=i TO Nl 
4890 
	
M7 =M7+N[J]*N[J]+N[J±N1 1*14J+N1 
4900 NEXT J 
4910 IF Nt7>3200 THEN 117=321:-'O 
4920 06=1 0*M7/(2*REA(H2))**2 
4930 Q4=M7*l0 
4940 GOTO 4960 
4950 PRINT "S = 11;M7,"S' = 11;M7/(2*REA(H2))**2 
4960 PRINT O6;Q7/1 00;08;QS;05;06/1 0;Q4/1 0 
4970 IF NS<>HYU  THEN 5010 
498.0 FOR J=l TO Ni 
4990 
	
PRINT "N ( 	";J;") = ";N[J], - N[J+N 1] 
5000 NEXT J 
5010 IF Y$<>"Y" THEN 5310 
5020 FILES *,* 
5030 ASSIGN "TAPS 1 ",l ,R1 ,NR 
5040 ASSIGN "RRYMP",2,R2,NR 
5050 PRINT "Type i' if you want to store the tap weigth in file TAPSI "; 
5060 INPUT V$ 
5070 IF VS ="" THEN VS ="" 
5080 IF V$<>"Y" THEN 5150 
5090 PRINT #1 ;"Tap weigth from TRESPON5" 
5100 PRINT #1;Ni,1/P3 




51 30 NEXT J 
5140 PRINT #1 ;(FOR J=l TO Ni ,NOEJ]),END 
5150 PRINT & 
"Type Y if you want to store the pulse response in file RAYMP" 
5160 INPUT V$ 
5170 IF VS ="i" THEN, VS ="Y" 
5180 IF V$<>"Y" THEN 5490 
5190 PRINT #2;pulse response from TRESPONS" 
5200 PRINT #2;F0,B,M1 ,P1 ,C,- 1 ,B1 ,F2,T,S1 ,N2,N3 
5210 R1=RER(O[1]) 
5220 FOR J=1 TO N 
5230 	D[J]=O(J]/R1 
5240 NEXT J 
5250 PRINT #2;(FOR J=1 TO N2Pi ,O[N-N2*P1 +J]) 
5260 PRINT #2;(FOR J=1 TO N3*P1 +1 ,OEJ]) 
5270 PRINT #2;ENO 
5280 (33OlD 5490 
5290 PRINT (I-i )*25/P2+6. 25,E[I] 
5300 GOTO 5490 
5310 IF E[I]>M8 THEN 5600 




5360 PRINT "notch offset =";F2-F0, 
5370 PRINT 'notch depth =";-20*L0G(1 -81 )/LOG(1 0) 
5380 PRINT "sample phase =";D6,"Gaussian Noise =";NS;"dB" 
5390 Al =M7/(2*RER(H2))**2 
5400 PRINT "Degradation in C/N =u;1 0*LOG(Ri )/LOG(i 0) 
5410 PRINT "MMSE =";E[I] 
5420 PRINT "Excessive bandwidth in raised cosine filter ";C 
5430 PRINT "Number of Taps =";Nl; 
5440 IF P3<1.5 THEN PRINT "(T-spaced)" 
5450 IF P3>=1.5 THEN PRINT "(T/2-spaced)" 
5480 PRINT "Delay time in fading channel =";T 
5470 PRINT "steps in B ";MS 
5480 06=D6+Y8+07 
5490 R2=A3=0 
5500 FOR J=1 TO 2*N1 
5510 	FOR K=1 TO 2*N1 
5520 A2=R2+M[J,K]*M[J,K] 
5530 	NEXT K 
5540 A2=A2-M[J,J]*M[J,J] 
5550 	A3=R3+MEJ,J] 
5560 NEXT J 
5570 A3=A3/2 
5580 PRINT "Total Power ";R3 
5590 PRINT "Error =";A2/A3/A3 
5600 NEXT I 
5610 NEXT 06 




5560 81 =81 -M9 
5670 PRINT 81 
5680 IF 81>5 THEN 1460 
5890 PRINT "B is less than 5dB" 
5700 IF P2=0 THEN 5970 
5710 PRINT '27"*abG" 
5720 PRINT '27"*aaA" 
5730 A1=1 
5740 IF 0$<>"Y" THEN A1=2 
5750 FOR 1=22 TO 26 
5760 	PRINT I,-P5*1 . 5*A1 
5770 NEXT I 
5780 PRINT '27"*abG"; 
5790 PRINT '27*dcskG"; 
5800 FOR 1=1 TO Ni 
5810 	PRINT N[J],kJ[J+N1] 
5820 NEXT I 
5830 PRINT '27"*ds1 0,-4pG1'; 
PRINT V$; 
I 	PRINT S3 
PRINT '27"*dtlG" 




IF P5>5.5 	THEN 	5970 
PRINT "Type Y if you want 	tc 
INPUT lJ$ 
IF 	Us ="" 	THEN 	US ="Y" 
IF U$<>UY THEN 5970 
GOTO 1810 
END 
IF T$ ='Y' THEN Z$& 
"complex T/2 	spacing 	equalizer 
PRINT "Mean square error of 
PRINT Ni; 




PRINT '27"*ds4O,1 OokG" 
PRINT "Delay 	time 	(ns)"; 
PRINT T; 
PRINT '27"*dsl 80,1 OokG" 
PRINT ", 	a1 , 	b='; 
PRINT '27'*ds240,1 OckG" 
PRINT BI 
PRINT '27"*ds270,1 OokG" 
PRINT "(" 
01 =IRBS(20*LOG(l -81)),'LOGO 0) 
PRINT '27"*ds275,1 OokG" 
PRINT 01 
PRINT '77"*ds300l 0r0." 
PRINT "dB 	)," 
PRINT 127 1 *ds340,1 Ook 
PRINT B 
PRINT '27"*ds370,1 OokG" 
PRINT "MHz 	QPSK 	with 	IF'; 
PRINT FO 
PRINT '27"*d5523,1 OokG' 
PRINT "MHz,"; 
IF C<>i 	THEN 	7347 
PRINT " 1 . 0 raised 	cos 	filter" 
GOlD 7350 
PRINT C; 
PRINT '27"*ds587,1 OokG" 
PRINT "raised 	cos 	filter" 
PRINT '27'*dsl 43,40okG" 
PRINT F3 
PRINT '27"*ds200,30okG" 
PRINT 'I 	notch 	frequency 	)" 
PRINT '27"*ds3BO,4OokG" 
PRINT (17 4 +F3)/2 
PRINT '27"*ds450,30okG" 




































































plot another cur'e'; 
under multpath fading (3-ray)" 
all; 
REM 	this 	routine 	display 	the 	Heading 
IF P5>1.5 THEN 7580 
PRINT '27"*ddG" 
PRINT '27*m1 ml np0" 
PRINT '27"*ds4O,20okG" 
PRINT '27"*ds40,20okG 
Z$ "complex T spacing equalizer under multipath fading (3-ray)"  
7450 PRINT '27*ds7O,35OokG"; 
7500 PRINT "White Gaussian Noie(rrns)" 
7510 PRINT SQR(N4) 
7520 IF P5>1.5 THEN 7550 
7530 PRINT '27'*ds495,36OoksG" 
7540 PRINT DRT$(1,27) 
7550 PRINT f27fl*mlm2nQH 
7560 PRINT '27"*ds3O,i 25okG" 
7570 PRINT "mean square eror 	C dB )" 
7580 PRINT '27"*dttF" 
7590 PRINT '27"*ad2hl i2j" 
7600 IF P5=1 THEN PRINT "1 k" 
7610 IF P5=2 THEN PRINT "8k" 
7620 IF P5=3 THEN PRINT "3k" 
7630 IF P5=4 THEN PRINT 11 2k' 
7640 IF P5=5 THEN PRINT "Bk" 
7650 IF O$="Y" THEN 7680 
7660 PRINT "1.25136. 25m-63n750pi . 25q2Or5sOvOwcA" 
7670 GOTO 7690 
7690 PRINT "1 . 25136. 25m-37n3'50p1 . 25q1 Or2sOvCwcA" 
7690 PRINT '27"*dcG" 
7700 RETURN 
9000 REM THIS SUBROUTINE PERFORM C0OLE'-T'JF(EY FFT 
9010 REM F=1 FOR BACKWARD TRANSFORM AND F=-1 FOR FORWARD TRANSFORM 
9020 REM THE FF1 WILL BE PERFORM ON DO) AND THE RESULT WILL BE RETURNE 
9030 REM IN DCI) 
9040 L2=l 
9050 FOR Ll=1 TO N 
9060 	IF Li>=L2 THEN 9100 
9070 H=D[L2] 
9080 	O[L2]=O[L1] 
9090 D[L1 ]=H 
9100 	REM IMPLEMENT J=J+1, BIT-REVERSED COUNT 
9110 M=N/2 
9120 	IF L2<=M THEN 3160 
9130 L2=L2-M 
9140 M=M/2 
9150 	GOTO 9120 
9160 L2L2+M 
9170 NEXT Li 
9180 L3=1 
9190 IF L3>=N THEN 9330 
9200 L4=2*L3 
9210 FOR L1=1 TO L3 
9220 	Al =PIX(1 )*(F*(L1 -1)) /13 
3230 H=CPX(COS(A1 ),SIN(A1 )) 
9240 	FOR L5=L1 TO N STEP L4 
9250 P=L5+L3 
9260 	Hi =H*D[P] 
9270 D[P]=D[L5]-Hi 
9280 	D[L5]=D[L5]+Hl 
9290 NEXT L5 
9300 NEXT LI 
9310 L3-L4 
9320 GOTO 9190 
9330 IF F=-1 THEN 9370 
9340 FOR Li=i TO N 
9350 	D[Li]=D[Li]/N 
9380 NEXT Li 
9370 RETURN 
Appendix 10 The "EQUALIZE" Program for MSE Convergence 
and MMSE Simulation 
General Description 
This program will simulate the equalizer response for a given 
radio system, fading channel and equalizer structure. Again, 
BASIC language is used because of the speed advantage. The 
simulation is performed by feeding a random data sequence which 
is generated by the computer to the fading channel. 
The program is separated into a main program • and 114 sub-
programs. There are 9 common areas to share with the common 
variables. 	The following is a brief description,.-.  of the 
programs: 
EQUALIZE : the main program 
INPUT : request the user to supply the following data -- 
radio system -- select of QPSK to 256QAM, the 
excess bandwidth of the raised cosine filter 
fading channel -- fading model and its parameters 
equalizer -- T-spaced or T/2-spaced, number of taps, 
intial setup of the tap weights; mode select, 
algorithm select, convergence factor, demodulation 
and sampling phase, quantization levels in ADC and 
arithmetic 
SETFILR : set up radio channel without multipath fading 
SETCHAN : calculate the pulse response with multipath fading, 
various demodulation and sampling phase 
SETPULSE : normalize the pulse response 
SETEQUAL : initialize the equalizer 
SHIFTT : shift the random data by 1 symbol period 
SHIFTG : shift the received data by 1 symbol period 
RANDOM : generate a random data 
ARITUM : quantize the arithmetic calculation 
QUANTIZE : quantize the receive data 
UPDATE : update the equalizer tao weight 
PLOT : plot the MMSE convergence by using HP2648 graphic 
terminal 
SPECTRUM : print the spectrum data of the channel, equalizer 
plus channel and the group .delay distortion of equal-
izer plus channel 
CONSYEL : plot the constellation of the radio with and without 
equalizer 
Flow Diagram of EQUALIZE 
/ Start \ 











Ito change\ yes 	update the pulse 
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\ resp 	/ 	1 new random data 
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/ 	\ ----------------- 
no / max. 	\ yes 	plot or print all 
----< ensemble >------->1 the results as 
\ average/ 	 I requested 
\ ? / 
\/ 
/ Finish \<__________________ 
\ 	 / 
Program Listing 
EQUALIZE 
10 REM This 	program 	will 	perform 	the 	equalizer 	response. with 
20 REM a seperated training 	okk 	decision 	directed method 
30 REM 
40 REM The 	equalizer 	structure 	is Transversal 	type 	with 	T or 	1/2 
50 REM spacing. 
60 REM 
70 REM The 	overall 	transmit 	& receive 	filter 	is raised 	cosine 
80 REM type with 1 /sinc(x) correction factor. 
90 REM 
100 REM • The 	channel 	is either 	a RummIer's 	3-ray 	model 
110 REM or just 	a simplified 2-ray 	model. 
120 REM 
130 REM The 	overall 	pulse 	response 	is done 	by 	32-128. pts 	FF1. 
140 REM Each symbol occupied 	2 points 	in time domain. 
150 REM 
160 REM Gradient 	Search 	or 	Zero 	Forcing 	Algorithm 	is used. 
170 REM The 	channel 	is dynamically changed for 	each iteration. 
180 REM 
190 REM Four Radio System 	- - 	(1) 70Mb/s (70MHz) QPSK 
200 REM 90Mb/s (22. 6MHz) 	150AM 
210 REM 135Mb/s 	(22.6MHz) 640AM 
220 REM 180Mb/s (22.6MHz) 256QAM 
230 REM can be chosen. 
240 REM 
250 REM The 	user 	needed 	to 	defined 	the 	number 	of iterations, 	the 
260 REM initial & final 	conditions 	of the channel. 
270 REM 
280 REM REV:02 	 18 	Oct 86 
290 REM 
300 REM Ml ,M2,M3 	are changed, a small offset:5 have been 	added 
310 REM (1/2 	LSB) 
320 REM display 0 	value 	and 	the 	summation- of 	tap 	weights 
330 REM 
1 000 REM Comm 	area 	0 is 	for 	tap 	arithmetics 
1 01 0 COM COMPLEX E,REAL Ml ,M2,M3,M4,M5 
1020 REM M11-5 	are 	the 	parameters 	for 	calculations 
1030 REM E 	is the entry variables for bit slice 
1 040 REM Common 	area(1) 	is the 	channel 	& filter 	parameters 
1050 COMM R$,C,M$,T1,T2,91,62,F1,F2 
1 060 REM Common 	area(2) is 	the equalizer parameters 
1070 COM(2) INTEGER N,REAL S,COMPLEX 	N01321,L4[321,Ls,As,U,INTEGER M,MO& 
1 080 REM Common 	area(3) is 	the phase & 	arithmetics parameters 
1090 COM(3) O$,REAL 	01 ,S$,INTEGER 	Si ,N1 ,N2,REAL 	N3 
11 00 REM R$ 	is 	the radio 	system 
1 11 0 REM C is the 	raised cosine 	filter 	paramter 
11 20 REM M$ 	is 	the multipath 	fading model 
11 30 REM Ti & T2 	are 	the initial 	& final 	condition 	of 	the 	multipath 
1140 REM delay 	time 
11 50 REM Si 	& 82 	are 	the 	initial 	& final 	condition 	of 	the 	amplitude 	of 
1160 REM the multipath 1 
11 70 REM Fl 	& F2 	are 	the 	initial 	& final 	condition 	of 	the 	notch 	offset 
1180 REM frequencies 
1190 REM N$ 	is 	the 	title 	of 	the 	File 
1200 REM N and S are the number of taps & tap spacing 
1210 REM 140(32) 	and 	14(32) 	are 	the 	initial 	& adaptive 	tap 	weigths 
1 220 REM L$ 	is the equalizer adaptive mode 
1 230 REM R$ is 	the 	equalization 	algorithm 
1240 REM U is the convergence factor 
1 250 REM M 	is the 	number 	of 	iteration 
1 260 REM K is the number of ensemble average 
1270 REM G$ 	is 	the 	auto-gain 	flag 
1 280 REM 0$ is constant 	phase cancelling 
1 290 REM 01 	is 	the 	initial demodulation 	angle 
-1300  REM 8$ is the sampling 	phase 	adjustment 
1310 REM Si 	is 	the 	initial 	sampling angle 
320 REM Ni & N2 are the number of bit 	in 	ADC & Tap Weight 
'1330  REM N3 	is 	the 	range 	of 	the 	arithmetics 
1 340 REM Common area 	(4) is the data 	for 	the 	raised 	cosine 	filter 	& FFT 
1345 REM 02(128) 	is the freq 	response of the overall channel 
1350 REM 01(128) is 	the 	data for 	performing 	FFT 
1360 REM D(1218) 	is the frequency data 	for raised 	cosine 	filter 
1.370 REM P1 	is the 	number 	of 	points/symbol 	in 	time domain 
1 380 REM P2 is 	the total number of 	points for FFT 
1 390 COM(4) 	COMPLEX 	011 28],COMFLEX 01 [1 28],COMPLEX 	0211 28],INTEGER 	P -1,& 
INTEGER P2 
1 400 REM Common 	area(5) is 	the channel parameters 	for 	FFT 
1410 COM(5) 	F5,S5,0$ ,05,P5,T0,B0,F0 
1 420 REM F5 is 	the 	frequnc' 	step 
1 430 REM 55 	is the multipath model 
1 440 REM TO, 80, FO 	are the 	multipath parameters 
1 450 REM 0$ 	is 	the flag 	for constant. demodulation 	cancelling  
1 460 REM 05 is the 	demodulation 	phase 	in 	terms 	of rad 
1 470 REM PS 	is 	the sampling 	phase in terms of delay 	time 
1480 REM Ccm(B) is 	the 	pulse response 	paramters 
1490 COM(S) COMPLEX H[65],INTEGER N6,REAL MB,PEAL RB 
1500 REM H(65) 	is 	the 	pulse 	array 
1510 REM NB 	is the number of 	pre-echoes 	& post 	echoes to be considered 
1 520 REM MB is 	the 	maximum 	sampling 	data 
1 530 REM RB 	is the amplitude of 	the main 	lobe 
1 540 REM Common 	area 	(7) 	is 	transmit 	& receive 	data 
1550 COMM COMPLEX GEl 65],COMPLEX I[l OC],COMFLEX 	R7,INTEGER I? 
1560 REM G065) 	is 	the 	receive 	data 	after 	sampler 
1570 REM 'T(100) is the transmit data 
1580 REM R7 	is the random data generator 
1590 REM I7 is maximum 	level 	value 	of 	radio, 	e. g. 	15 	for 	2513QAM 
1600 REM Common 	area (8) is for equalizer response parameters 
1 61 0 COMM COMPLEX E8,INTEGER 148,08 
620 REM E8 	is 	the 	error 	at 	equalizer 	output 
1 630 REM 148 is the number of wrong decisions 	in 	decision 	direct 	mode 
1 640 REM 08 	is 	the 	number 	of 	overflow 	in 	tap arithmetics 
1 650 REM Common area 	(9) is the 	avarage error 	& tap 	weight 	for 	plotting 
1 660 COM(9) E2[8000],COMPLEX 	1421321 
1670 REM E2(*) 	is 	the 	avarage error 	array 
1680 REM N2(*) is the average 	tap weigth 
1 800 REM H$ 	is 	the 	overall 	accuracies 
1 81 0 REM I,J,L are counters 
'1820 INTEGER 	I,J,L 
1838 INTEGER G1,G2,Ga 
1840 REM Ri -9 	are 	temporary 	variables 
1850 REAL A1,A2,R3,R4 
1860 COMPLEX A6,R7,A8,A9 
1870 REM X$ 	is 	the 	flag 	for 	spectrum 	plotting 
2000 REM Get the input parameter 
2010 INVOKE "INPUT" 
202P PRINT & 
"Type 1 	for 	low 	resolution, 	2 for 	high 	resolution, 	otherwise" 
2030 PRINT "medium resolution will be used"; 
2040 INPUT H$ 
2050 P12,F264 




































































IF H$="2" THEN P2=128 
REM Set up the raised cosine filter paramter 
INVOKE "SETFILR11  
REM Set 'up channel & phase angle 
REM Set up frequency steps 
F5=22. 6*F1 /P2,P5=S1 *1000/(22. 6*360) 
IF R$<>hhlH THEN 2150 
F5 =70*P1 /F2,P5 =81*1 000/(70*360) 
05=01 *PIX(2)/360 
REM Set up multipath parameters 
T0=T1 ,60=81 ,170=171 
S5 =- 1 
IF M$="2' THEN 55=1 
08 =08 
INVOKE "SETCHAN" 
REM Set up the pulse response in t 
REM Set up tap spacing, number of 
N6 = 9 
IF H$="l' THEN N6=6 
IF H$="2" THEN N6=12 
INVOKE USETPULSEII 
REM Set up maximum level value for 
7=15 
IF R$ = "1', " THEN I? = 1 
IF R$=u2H  THEN 17=3 
IF R$="3" THEN 17=7 
REM Set up Ml -3 
Ml =2**(N1 -1 )/(I7*M6) 
M2=17*1`16-. 5/M1 
M 3 M 2 * Mi 
REM Re-Set U with finit arithmetics 
IF N2<:3 OR N2>16 THEN 2540 
REM Set up range 
IF N3<>0 THEN 2460 
N3 = 2 
R0=ABS(i -81) 
IF R0>ABS(1 -82) THEN R0=ABS(1 -B2 
IF R0<.2 THEN N3=2.5 
IF R0<. 1 THEN N3=3 
REM Set up M4,M5 
M5=2**(N2-1 )/N3 
M4=N3*(1 -1/(2**(N2-11)) 
REM Set zero errors 




REM Set up average error array & 
IF M>8000 THEN 2600 
FOR 1=1 TO M 
E = 
NEXT I 
GOTO 2630 	- 
FOR 1=1 TO M/4 
E201= 0 
NEXT I 
FOR 1=1 TO N 
N2 [I] = C P X (0,0) 
NEXT I 
FOR 1=1 TO K 
REM Set up equalizer initially  
INVOKE "SETEQUAL" 
REM Set up initial tap weigths 
FOR J=1 TO N 
IF N2<3 OR N2>16 THEN 2760 
E=NO[J] 
ne domain proprtIi 
pre-echoes $ post-echoes 
radio 
tap weigth 
2730 	INVOKE "RRITHM" 
2740 N(J)E 
2750 	0010 2770 
2760 N[J]No[J] 
2770 	NEXT J 
2760 REM Set up final fading parameters 
2790 	A1=1/M0 
2900 FOR J=1 TO M 




2850 	IF S$="" THEN 2670 
2860 IF (T3=T0) AND (83=90) AND (F3=FO) THEN 2920 
2870 	T0=T3,B0=B3,Fo=F3 
2880 REM Set up the channel again 
2890 	INVOKE "SETCHAN" 
2900 REM Set up the pulse response again 
2910 	INVOKE "SETPULSE" 
2920 R'EM Update the equalize & get the error response 
2930 	INVOKE "UPDATE" 
2940 IF M>8000 THEN 2970 
2950 	E2(.J]=(REA(E8)*REA(ES)+IMG(E8)*IM(.-,(E-9.))+E2(JI  
2960 GOlD 2990 
2970 	REM Since we haven't got enough memory, we used averaging for 
2980 E2[1 .4+J/41=(REA(E5)*RER( B)+IMG(Ea)IMG(E8))+E2[1 ./4+J/41 
299b 	NEXT J 
:3000 REM Update average Tap weight 
3010 FOR J=i TO N 
:3020 	N2[J]=N[J]+N2[J] 
3030 NEXT J 
3040 •REM Monitor the status 
:3050 PRINT l,OAT$(1,27) 
3060 NEXT I 
3070 REM Get the average data 
3080 FOR 1=1 TO N 
3090 	N2[I]=N2[I]/K 
3100 IF. N2<3 OR N2>16 THEN 3140 
3110 	E=N2[I] 
3120 INVOKE °ARITHM" 
3130 	142[I]=E 
3140 NEXT I 
3150 A1=K 
3160 IF M>8000 THEN 3210 
3170 FOR 1=1 TO M 
3180 	E2[I1=E2E11/K 
3190 NEXT I 
3200 GOlD 3240 
3210 FOR 1=1 TO M/4 
3220 	E2[I]=E2[1)/(4*K) 
3230 NEXT I 
:3240 INVOKE 'PLOT" 
3250 81=R2=0 
3260 REM Get average power 
:3270 FOR 1=1 TO 2*N6/S+1 STEP 1./S 
3280 	Al =Ri +H[I]*CNJ(H[I]) 
3290 NEXT I 
3300 IF S>.6 THEN 3340 
3310 FOR 1=2 TO 4*N6 STEP 2 
3320 	A2=A2+H[I]*CNJ(H[I]) 
3330 NEXT I 
3340 PRINT 
3350 PRINT " demodulation phase ';05*360/PIX(2) 
3360 PRINT " B =";Ai ," 81 =";A2 
3370 PRINT ". main lobe (ho) ";H[NB/S+l] 
3380 PRINT " hi =";H[(N6+1)S+1] 
3390 PRINT " h-i =";H[(NS-i)/S+i] 
3400 IF S>.6 THEN 3430 
3410 PRINT 	hi /2 =";H[2*N6+2] 
3420 PRINT " h-1/2 =";H[2*N6] 
3430 REM Get summation of N(i)N(i)* 
3440 A1=0 
3450 FOR 1=1 TO N 
3460 	Al =Ai +L42[I]*CNJ(142[I]) 
3470 NEXT I 
3480 PRINT "Summation of tap weight square is ";Al 
3490 REM Get the average MSE for the last 50 interations 
3500 Ai=M-49,A2=M 
3510 IF M>8000 THEN Ri=M/4-249,A2=M/4 
3520 IF M<50 THEN Al =1 
3530 A3=0 
3540 FOR l=Ri TO A2 
3550 	A3=E2EII+A3 
3560 NEXT I 
3570 IF R3<iE-8 THEN A3=1E-8 
3580 R4=R2-Ai+i 
3590 Ri = i 0*(LOG(R3/R4)/LOG(i 0)) 
3600 IF M<=8000 THEN 3630 
3610 PRINT "Average MSE for the last 1000 iterations os :";Al 
3620 GOTO 3640 
3630 PRINT "Average MSE for the last 50 iterations is :";Al 
3640 PRINT 'Type y if you want to plot the spectrum of equalizer"; 
3650 INPUT X$ 
3660 IF X$ ="Y" THEN X$ ="" 
3670 IF X$<>"i" THEN 3700 
:3680 REM Plot Equalizer Spectrum 
3690 INVOKE "SPECTRUM" 
3700 FILES TAPS1 
3710 PRINT & 
"Type Y if you want to store this set of tap weigth in File TAPS1 "& 
3720 INPUT T$ 
:37:30 IF 1$ K >"" AND T$ <>"V" THEN :3770 
3740 PRINT #1 ;"Tap weigths" 
:3750 PRINT #1 ;N,S 
3760 PRINT #1 ;(FOR 1=1 TO N,42[I]) 
3770 PRINT & 
"Type Y if you want to plot the constel-lation of the equalizer out& 
put"; 
3780 INPUT P$ 
3790 IF P$<>"" AND P$<>"Y" THEN 3810 
3800 INVOKE 'CONSTEL" 
3810 END 
INPUT 
100 REM This module will set up all the input parameters 
110 REM for the main program EQUALIZE 
120 REM 
200 REM Common area (1) is the channel & filter parameters 
210 COM(1) R$,C,M$,T1,T2,81,B2,F1,F2 
220 REM Common area (2) is the equalizer parameters 
230 COM(2) INTEGER N,REAL S,COMPLEX N0[*],N[*],L$,A$,U,INTEGER M,MO,K& 
240 REM Common area (3) is the phase angles & bit arithmetics paramete 
250 COM(3) 0$,REAL 01 ,S$,INTEGER Si ,N1 ,N2,REAL N3 
260 REM R$ is the radio system 
270 REM C is the raised cosine filter parameter 
290 REM M$ is the multipath fading model 
230 REM Ti & T2 are the initial & final condition of the multipath 
300 REM delay time 
310 REM 81 & 82 are the initial & final condition of the amplitude of 
320 REM the multipath 
330 REM Fl & F2 are the initial & final condition of the notch offset 
340 REM frequencies 
350 REM N$ is the title of the File 
360 REM N, S is the number of taps & tap spacing 
370 REM N0(*) & W(*) are the initial tap weigth & adaptive tap weigth 
380 REM L$ is the equalizer adaptive mode 
390 REM A$ is the equalization algorithm 
400 REM U is the convergence factor 
410 REM M is the number of iteration 
415 REM MO Is the number of iteration for the final fading parameters 
420 REM K is the number of ensemble average 
430 REM G$ is the flag for auto-gain control at receiver i/p 
440 REM 0$ is constant phase cancelling 
450 REM 01 is the initial demodulation phase offset 
460 REM 5$ is the sampling phase adjustment 
470 REM Si is the initial sampling angle 
480 REM Ni & N2 are the number of bits in ROC & Tap Weight 
485 REM N3. is the range of tap weigth arithmetics 
490 FILES TAPS1 
800 INTEGER I 
1 000. PRINT "Type 1 for 70Mb/s (70MHz) QPSK" 
1010 PRINT " 	2 for 90Mb/s (22. 6MHz) 1.6QAM' 
1020 PRINT " 3 for 1 35Mb/s (22. 6MHz) 640AM" 
1030 PRINT 	otherwise 1 80Mb/s (22. 6MHz) 2560AM will be used. 
1040 INPUT R$ 
1050 IF R$0"1" AND R$ <>2' AND R$<>"3" THEN R$= 11 4 11 
1 060 PRINT "The overall raised cosine filter a [0-1111; 
1070 INPUT C 
1080 IF C<O OR C>1 THEN 1060 
1090 PRINT & 
"Type 2 for the 2-ray model, otherwise 3 -ray model will be used."; 
ii 00 INPUT M$ 
1110 T1=T2=0,81=92=0,Fi=F2=0 
1120 PRINT & 
"Type Y if you want to set up the initial condition of the channel& 
1130 PRINT & 
"otherwise the channel transfer function is assumed to be 1 + jO"; 
1140 INPUT 	1$ 
1150 IF 	1$ ="Y" 	THEN IS ="" 
1160 IF I$<>"" THEN 1190 
11 70 PRINT 	"The initial delay 	time 	of 	the 	multipath 	ray (ns)"; 
1180 INPUT T1- 
1 190 
i
ii PRINT 	"The final delay 	time 	of 	the 	multipath 	ray (ns)"; 
1200 INPUT 12 
1210 IF 	I$<>"i" THEN 1240 
1220 PRINT 	"The initial amplitude 	of 	the 	multipath 	ray ( 	b )"; 
1230 INPUT 81 
1 240 PRINT "The final amplitude of the multipath ray C b 
1250 INPUT 82 
1260 IF M$=2H THEN 1310 
1 270 PRINT 'The initial offsets of the notch frequency (MHz); 
1280 INPUT Fl 
1 290 PRINT "The final offsets of the notch frequency (MHz)"; 
1300 INPUT F2 
1310 PRINT & 
"Type Y if you want to use the tap value stores in File 'TAPSl 
1320 INPUT T$ 
1330 IF T$ ="Y" THEN T$ ="" 
1340 IF T$<>"" THEN 1390 
1350 READ #1;N$ 
1360 READ #1;N,S 
1370 READ. 	1 ;(FOR 1=1 TO N,L4001) 
1380 GOlD 1620 
1390 PRINT "Input number of Taps [1 -321"; 
1400 INPUT N 
1410 IF N<1 OR N>32 THEN 1390 
1 420 PRINT "Type Y if T/2 tap spacing is used"; 
1430 INPUT P$- 
1440 S=1 
1450 IF P$ = 11 Y11 OR P$ "" THEN S=. 5 
1460 FOR 1=1 TO N 
1470 	W0EI1(010) 
1480 NEXT I 
1490 PRINT & 
"Type Y if you want to preset the tap weigth, otherwise all zero" 
1 500 PRINT "will be used initially"; 
1510 INPUT P$ 
1520 IF PS <>i AND PS <>"" THEN 1620 
1 530 PRINT "Type Y if you ord..' want to preset (1,0) at the center tap"& 
1540 INPUT P$ 
1550 IF P$<>"Y" AND F$<>"" THEN 1580 
1560 140[N/2]=(1,0) 
1570 GOlD 1620 
1580 FOR ki TO N 
1 590 	PRINT "14 
1595 INPUT Al A2 
1 600 	140[l]=CPX(R1 ,A2) 
1610 NEXT I 
1620 PRINT & 
"Type Y if decision direct method is used, otherwise a separated" 
1630 PRINT "training signal will be used"; 
1640 INPUT L$ 
1650 IF L$ ="Y" THEN L$ ="" 
1660 PRINT & 
"Type Y if Zero Forcing Algorithm is used, otherij.iise normal j.MS" 
1 670 PRINT "Gradient Algorithm will he used"; 
1680 INPUT A$ 
1690 IF AS &Y' THEN AS ="" 
1 700 PRINT "Input Convergence factor [0- 1]"; 
1710 INPUT U 
1720 IF U<0 THEN U=O 
1730 IF U>1 THEN U=1 
1740 PRINT "Input number of iteration [1 -320001"; 
1750 INPUT M 
1760 IF M<1 OR M>32000 THEN 1740 
1770 PRINT & 
"Input the number of iteration for which final fading occurred"; 
1780 INPUT MO 
1790 IF M0<1 OR M0>M THEN 1770 
1 800 PRINT "Input number of ensemble average"; 
1810 INPUT 1< 
1820 IF K<1 THEN K=1 
1830 PRINT & 
Y 	if you 	want 	to 	insert 	auto-gain 	control 	at 	receiver 	input"& 
1840 INPUT G$ 
1850 IF 	G$ ="Y" 	THEN 	G$ ="" 
1860 PRINT & 
"Type Y 	if you 	want 	to 	eliminate 	the 	constant 	phase 	offset," 
1 870 PRINT "otherwise no attempt 	will be made 	to cancel it"; 
1880 INPUT 0$ 
1 890 IF 	0$ ="Y" 	THEN 	O$ = 'Y' 
1900 010 
1910 IF 	0$="i° THEN 1940 
1920 PRINT "Demodulation 	phase 	angle 	(degree)"; 
1930 INPUT 01 
1940 PRINT "Type 	1 if 	sample 	phase 	is adjusted 	by 	algorithm 	1,"  
1950 PRINT "otherwise no adjustment will 	be 	made"; 
1960 INPUT S$ 
1970 IF 	5$ ="Y" 	THEN 	S$ ="" 
1980 PRINT "Initial 	sampling 	angle 	(degree)"; 
1990 INPUT Si. 
2000 PRINT & 
"Input number 	of 	bits 	in sampler 	from 	3 to 	12, 	otherwise 	computer" 
2010 PRINT "resolution will be 	used"; 
2020 INPUT Ni 
2030 PRINT & 
"Input number 	of 	bits 	in tap 	weight 	from 	3 to 	16, 	otherwise" 
2040 PRINT "computer resolution will 	be used"; 
2050 INPUT N2 
2060 N3=2 
2070 IF 	N2<3 DR N2>16 	THEN 2110 
2080 PRINT & 
"Input the 	max 	range 	of 	the 	arithmetics, 	tipe 	0 if 	automatic"; 
2090 PRINT & 
"(if autu-gain 	used, 	used 	2 to 	3 for 	low 	& deep 	fading 	resp. )"; 
2100 INPUT N3 	• 
21 1 0 END 
SETFILR 
100 REM This 	module 	will 	set 	Lip 	the 	raised 	cosine filter 	in 	0(1 28) 
120 REM 
200 REM Common 	area 	(1) 	is the 	channel 	& 	filter parameters 
210 COMM 	R$,C,Ms,Ti,T2,81,82,F1,F2 
220 REM R$ is 	the 	radio 	system 
230 REM C 	is the raised cosine 	filter 	parameter 
240 REM M$ is 	the 	multipath 	fading model 
250 REM Ti 	& T2 are 	the initial 	& 	final 	condition of 	the 	multipath 
280 REM delay 	time 
270 REM 81 	& 82 	are 	the 	initial 	& 	final 	condition of 	the 	amplitude 	of 
280 REM the multipath 
230 REM Fl 	& 	F2 	are 	the 	initial 	& 	final 	condition of 	the notch offset 
300 REM frequencies 
310 REM Common area (4) is the data for the raised cosine filter & FFT 
315 REM 02(1 28) is the freq response for the overall channel 
320 REM 01(128) is the data for performing FFT 
330 REM 0(1 28) is the frequency data for raised cosine filter 
340 REM P1 is number of points/symbol in time domain 
350 REM P2 is total number of points in FFT 
360 COM(4) COMPLEX 0[*],COMFLEX 01 [*],COMPLEX 02[*],INTEGER P1,& 
INTEGER P2 
370 REM Al ,A2,A3,A4,A5,A8 are temporary variables 
380 REM I is used as a counter 
390 INTEGER I 
1000 Ri =PIX(l )*(i -C) 
1010 R2PIX(1 )*(i +C) 
1020 A3PlX(2*P1)/F2 
1030 R4R5=0 
1040 IF C=0 THEN 1070 
1050 A4A3/(4*C) 
1060 R5=PIX(1)*(l -C)/(4*C) 
1070 D[1]=CPX(i 3 O) 
1080 0[P2'2+l]=(OM 
1090 FOR 1=2 TO P2/2 
1100 	86=(1-1)*A3 
1110 IF A6>=R1 THEN 1140 
1120 	0[P2-1+23=0[I1=CPX(1 ,0) 
1130 GO.TO 1130 
1140 	IF A6>=A2 THEN 1180 
1150 A6=COS(A4*(I-1)-85) 
1160 	0[P2-l+2]=0[l]=CPX(A6*A6,0) 
1170 GOTO 1190 
1180 	0EP2-I+21=0[l1=CPX(0,0) 
1190 NEXT I 
1200 END 
SET CR FiN 
100 REM This module will first set up the channel parameter and then 
110 REM perform a FFT to get the impulse response in 01(1 28) 
120 REM 
200 REM Common area (4) is the data for the raised cosine filter & FFT 
210 REM 02(1 28) is the overall channel freq response 
220 REM 01(128) is the data for performing FFT 
230 REM 0(128) is the frequency data for raised cosine filter 
240 REM P1 is the number of points/symbol in time domain 
250 REM P2 is the total number of points for FFT 
260 COM(4) COMPLEX D[*],COMPLEX Dl [*],COMPLEX 02(*),INTEGER P1,& 
INTEGER P2 
270 REM Common area(5) is the channel parameters for FFT 
280 COM(5) F5,S5,0$ ,05,P5,T0,B0,F0 
290 REM F5 is the frequncy step 
300 REM S5 is the multipath model 
310 REM 0$ is the constant demodulation angle cancelling flag 
320 REM 05 is the constant demodution angle in term of rad/s 
330 REM P5 is the sampling phase in term's of delay time 
340 REM TO, 80, FO are the multipath parameters 
350 REM I,J are used as counter 
360 REM k,l,m,p are temporary variables 
370 INTEGER I,J,K,L,M,P 
380 REM J1 ,J2 are looping constant 
390 INTEGER J1 J2 
400 REM T & 14 are complex variables for FFT 
41000MPLEX T,14 
420 REM Al, R2 are temporary variables 
1 000 REM Add the channel response 
1010 J2-1,0D5 
1 020 IF D$ -'Y' THEN .12-2,13=0 
1030 FOR J1=1 TO J2 
1040 	F=-F5*PIX(2)*. 001 *TO 
1050 9S5*B0 
1060 	0=-F0*PIX(2)*. 00l*TO 
1070 FOR kl TO P2/2 
1080 	R1.(l-1)*F-O 
1 090 T=CPX(1 +B*COS(A1 ),B*SIN(Al)) 
11 00 	01 (l)=D(I]*T 
1110 NEXT I 
1120 	FOR l=P2 TO P2/2-11 STEP -1 
1130 All =(l-P2-1)*F-O 
1140 	T=CPX(1 +B*COS(R1 ),B*SIN(R1)) 
1150 Dl [l]O[l)*T 
1160 	NEXT I 
1170 REM Add the demodulation phase & sampling phase 
1180 	FF5*PlX(2)*.00l*P5 




1230 NEXT I 
1240 	FOR l=P2 TO P2/2-1 STEP -1 
1250 Al=(l-P2-l)*F+0 
1260 	T=CPX(COS(A1 ),-SIN(Ai)) 
1270 01[1]=01[I]*T 
1280 	NEXT I 
1290 FOR 1=1 TO P2 
1300 	02[1)=D1[1] 
1310 NEXT I 
1320 	GOSUB 4000 
1330 IF J2<1.5 OR J1>11.5 THEN 1450 
1340 	D5=ATN(D1[1]) 
1440 	0-05 
1450 NEXT J1 
1990 END 
4000 REM Perform FFT here 
4010 REM The pulse response 
4020 J-1 
4030 FOR 1=1 TO P2 
4040 	IF I>=J THEN 4080 
4050 1-01(J) 
4060 	D1(J)=D1(I) 
4070 01 [11-T 
4080 	REM implement jj+1, 
4090 M=P2/2 
4100 	IF J<=M THEN 4140 
4110 J-J-M 
4120 M-M/2 
4130 	GOTO 4100 
4140 J-J+M 
4150 NEXT I 
4160 L-1 
4170 IF L>-P2 THEN 4310 
4180 K-2*L 
4190 FOR I-i TO L 
4200 	A  -PIX(1 )*(I-i )'L 
4210 W=CPX(COS(A1 ),SIN(R1)) 
4220 	FOR J=I TO P2 STEP 
4230 P=J+L 
4240 	T-kJ*01(P] 
4250 01 (P3-01 [A-T 
4260 	Dl [J]-01 (J)+T 
4270 NEXT J 
4280 NEXT I 
4290 L-K 
4300 GOTO 4170 
4310 R1.P1*1/P2 
4320 FOR I-i TO P2 
4330 	Dl (13=01 (I3*R1 
4340 NEXT I 
4350 RETURN 
will be restored in Dl (1 28) 
bit reversed count 
SETFULSE 
100 REM This 	module 	will 	output 	a proper pulse 	response 	in H(85) 
110 REM with the 	first data 	corresponds to 	last post-echoe. 
120 REM The 	spacing 	in H(65) follows 	the equalizer 	spacing 
130 REM 
140 REM REV:01 	 23 	Feb 86 
150 REM 
180 REM Rdd 	small 	offset 	at 	MB 	for 	the ease 	of 	quantization 	definition 
170 REM 
200 REM Common 	area 	(2) 	is the 	equalize parameters 
210 COM(2) INTEGER N,REAL S.COMPLEX 	N0[*],N[*],L$,A$,U,INTEGER 	M,M0,K& 
220 REM only 	S & 	G$ 	are 	used 	in 	this 	module, 	S c4ihines 	the 	tap 
230 REM spacing & G$ defines the auto-gain control 
240 REM Common 	area 	(4) 	is the 	data 	for 	the 	raised 	cosine 	filter 	& FFT 
245 REM 02(*) is the freq response of the overall channel 
250 REM 01(128) 	is the 	data 	for 	performing 	FFT 
260 REM 0(1 28) is the frequency data 	for raised 	cosine 	filter 
270 REM P1 	is 	the 	number 	of 	points/symbol 	in 	time domain 
280 REM P2 is the total number of 	points for FFT 
290 COM(4) COMPLEX O[*],COMPLEX 01 [*],COMPLEX 	02[*],INTEGER 	P1 ,& 
INTEGER P2 
300 REM Common 	area 	(B) 	is the 	pulse 	response 
310 COM(B) COMPLEX H[*],INTEGER NB,REAL MB,RERL RB 
320 REM H(85) 	is the 	array 	for 	pulse 	response 
330 REM NB is the number of pre-echoes & post-echoes to be considered 
340 REM MB 	is the 	maximum 	sampling 	data 
350 REM RB is the amplitude of 	the main 	lobe 
800 INTEGER I 
1 000 REM This 	module 	tries 	to 	optmize 	the 	speed 	instead 	of 	program 	size 
1010 IF 	S<.B THEN 1100 
1 020 REM Perform T space pulse response 
1030 FOR 1=1 TO N6+1 
1040 	H[l]=01 [(NB-l)*2-i-3] 
1050 NEXT I 
1060 FOR 1=2 TO N6+1 
1070 	H[N6+1]=01 [P2 -2*1+3) 
1080 NEXT I 
1090 GOlD 1170 
1100 REM Perform T/Z pulse response 
1110 FOR 1=1 TO 2*N8+1 
1120 	H[1]=01[2*N6-1+2] 
1130 NEXT I 
1140 FOR 1=2 TO 2*N6+1 
1150 	H[2*N6+1]=01[P2-I+2) 
1160 NEXT I 
11 70 REM Get the maximum sampling dat 
1180 M6=0,RB=0 
1190 IF S<.6 THEN 1260 
1200 REM Perform T equalizer 
1210 FOR =1 TO 2*N6+1 
1220 	MB=ABS(RER(H[l]))+RBS(IMG(H[lJ))+ME 
1230 NEXT I 
1240 R6=H[N6+1] 
1250 GOTO 1370 
-1260  REM Perform 1/2 equalizer 
1270 R1=1R2=0 
1280 FOR 1=1 TO 4*N6+1 STEP 2 
1 290 	Al =AB.S(REA(H[l)))+ABS(IMG(H[l]))-1-A1 
1300 NEXT I 
1319 FOR 1=2 TO 4*N6 STEP 2 
1320 	R2=ABS(REA(H[I)))+ABS(IMG(H[1]))+A2 
1330 NEXT I 
1340 M6-A1 
1350 IF A2>M6 THEN M6=1`12 
1360 R6=H[2*NB+1) 
& the main lobe data 
1 370 REM Set up auto-gain for the 
1380 REM Add small offsets for the 
1390 REM Refer to file QUANTIZE 
1400 REM Old Program -- IF G$ <>"Y" 
1410 A1=2*N6+1 
1 420 IF S<.6 THEN A1=4*N6+1 
1 430 A2=1 /M6 
1435 IF G$ <>"" THEN 
1440 FOR 1=1 TO Al 
1450 
	
H[l] = H[l]*A2 
1460 NEXT I 
1470 RB =R6*R2 
1480 M6 = 1 
1490 END 
pulse response if necessary 
ease of quantization definition 
THEN 1490 
A2=l /REA(H[A1 '2]) 
SET EQUAL 
100 REM This 	module 	will 	set 	up 	the 	sample 	data 	array for 	the 
ii 0 REM receiver 	in G(165). The transmit random data in stored 	in 
120 REM T(100). The 	lower 	index 	implies 	a newer 	data in 	time 	domain. 
130 REM 
200 REM Comm 	area 	0 is 	for 	tap 	arithmetics 
210 COM COMPLEX E,RERL Mi ,M2,M3,M4,M5 
220 REM M1-5 	are 	the 	parameters 	for 	calculations 
230 REM E 	is the entry variables for bit slice 
240 REM Common 	area 	(2) 	is the 	equalize 	parameters 
250 COM(2) INTEGER N,REAL S,00MPLEX N0C*],N[*],L$,A$,U,INTEGER 	M,M0,K& 
260 REM N is the number 	of taps 
270 REM S 	is the 	spacing parameters 
280 REM The rest variables of common area 2 	are not used 
290 REM Common area (4) is the data for the raised cosine filter & FFT 
295 REM 02(*) is the freq response of the overall channel 
300 REM D1(128) is the data for performing FFT 
310 REM 0(1 28) is the frequency data for raised cosine filter 
320 REM P1 is the number of points/symbol in time domain 
330 REM P2 is the total number of points for FFT 
340 REM Common area (3) is the phase & arithmetics parameters 
350 COMM O$,REAL 01 ,S$,INTEGER Si ,N1 ,N2,REAL N3 
360 REM Ni is the quantization levels 
370 REM the rest variables are not used 
380 COM(4) COMPLEX 0[*],COMPLEX Di [*],COMPLEX 02[*],INTEGER P1,& 
INTEGER P2 
390 REM Common area (6) is the pulse response 
400 COM(6) COMPLEX H[*],INTEGER N6,REAL M6,RERL RB 
410 REM H(65) is the array for pulse response 
420 REM NB is the number of pre-echoes & post-echoes to be considered 
430 REM MS is the maximum sampling data 
440 REM RB is the amplitude of the main lobe 
450 REM Common area (7) is for transmit & receive data 
460 COMM COMPLEX G[],COMPLEX T[*],COMPLEX R?,INTEGER I? 
470 REM G(*) is the receive data after the sampler 
480 REM T(*) is the transmit data at transmitter 
490 REM R7 is the random data 
500 REM I7 is the maximum level value of equalizer 
800 REM Al ,R2,A3 are temporary variables 
810 REM l,J,L are temporary variables 
820 INTEGER I,J,L 
1 000 REM Initialize G(*) first 
1010 FOR 1=1 TO 4*N6/S+N 
1 020 	G[l]=CPX(0,0) 
1030 NEXT I 
1040 FOR I=N+NB*2 TO 1 STEP -i 
1 050 	INVOKE "RANDOM 
1 060 T[l]=R7 
1070 	FOR J=1 TO 2*N6/S+1 
1 080 G[J]=H[J]*T[l]+G[J] 
1090 	NEXT J 
ii 00 REM Shift G(*) data by 1 symbol 
1110 	INVOKE "SHIFTG'- 
1120 NEXT I 
1130 IF N1<3 OR N1>12 THEN 1230 
11 40 REM Perform the quantization here 
1180 FOR 1=2*NS/S+2 TO (2*N6/S+N) 
1190 	E=G[I] 
1200 INVOKE "QUANTIZE" 
1210 	G[l]=E 
1220 NEXT I 
1 230 REM Shift the Transmit data by 1 symbol 
1 240 INVOKE "SHIFTT" 
1250 END 
SHIFTT 
100 REM This 	module 	will 	shift 	the 	T() 	data 	by 	1 symbol 
110 REM 
200 REM Common 	area 	(2) 	is 	the 	equalize parameters 
210 COM(2) 	INTEGER N,REAL S,COMPLEX 	N0[*],N[*],L$,A$,U,INTEGER 	M,M0,K& 
220 REM N is 	the 	number 	of 	taps 
230 REM S 	is the spacing parameters 
240 REM All the 	rest 	vraiables 	in 	common 	area 	(2) 	are 	not 	used 
320 COM(S) COMPLEX Htx- ],INTEGER NB,RERL M6,REAL RB 
330 REM H(65) 	is 	the 	array 	for 	pulse 	response 
340 REM NB 	is the number of pre-echoes & post-echoes 	to be considered 
30 REM MS is 	the 	maximum 	sampling 	data 
360 REM RB 	is the amplitude of 	the main 	lobe 
370 REM Common 	area 	(7) 	is 	for transmit & 	receive 	data 
380 COM(7) COMPLEX G[*],COMPLEX 	T[*],COMPLEX R7,INTEGER 	I? 
390 REM G() 	is 	the 	receive 	data after 	the 	sampler 
400 REM T(*) is the transmit data 	at transmitter 
410 REM R7 	is the random data 
420 REM I7 is the 	maximum 	level 	value 	of 	equalizer 
1 000 REM Shift 	the transmit data by one symbol 
1010 FOR 1=N+N6*2 TO 2 STEP-1 
1020 T[I]=T[1-11 
1030 NEXT I 
1040 END 
SHIFTG 
100 REM This module will shift the G(*) data by 1 symbol 
110 REM 
200 REM Common area (2) is the equalize parameters 
210 COM(2) INTEGER N,REAL S,COMPLEX N0[*],N[]L$ ,$ ,U,INTEGER M,M0,K& 
220 REM N is the number of taps 
230 REM S is the spacing parameters 
240 REM The rest parameters are not used 
320 COM(S) COMPLEX H[*],INTEGER N6,REAL ME,RERL RB 
330 REM H(65) is the array for pulse response 
340 REM NB is the number of pre-echoes & post-echoes to he considered 
350 REM MB is the maximum sampling data 
360 REM RB is the amplitude of the main lobe 
370 REM Common area (7) is for transmit & receive data 
380 COMM COMPLEX G[],C0MPLEX T[*],COMPLEX R7,INTEGER I? 
390 REM G(*) is the receive data after the sampler 
400 REM T(*) is the transmit data at transmitter 
410 REM R7 is the random data 
420 REM I7 is the maximum level value of equalizer 
1 000 REM Shift the sampling data G(*) by one symbol 
1010 IF S<.6 THEN 1080 
1 020 REM Here is the I space equalizer 
1030 FOR l=N+4*N6 TO 2 STEP -1 
1040 	G[l]=G[l- 1] 
1050 NEXT I 
1060 G[1]=CPX(0,0) 
1070 GOTO 1130 
1 080 REM Here is the T/2 eqUalizer 
1090 FOR l=N+8*NB TO 3 STEP -i 
1100 	G[l]=G[l-2] 




100 REM This module Will output a random data, the number of 
120 REM levels depend on the radio system 
130 REM 
200 REM Common area (0) is for arithmetics 
210 COM COMPLEX E,REAL Ml ,112,M:3,M4,M5 
220 REM Mi -5 are the parameters for calculations 
230 REM E is the entry varible for bit slice 
240 REM Common area 3 is the phase and arithmetics parameters 
250 coM(3) 0$ ,REAL 01 ,S$ ,INTEGER Si ,Ni ,N2,RERL N:3 
280 REM 1-42 is the number of quantization level in arithmetics 
270 REM The rest of parameters is not used in this projram 
280 REM Common area 	is for transmit & receive data 
230 COMM COMPLEX G[*],COMFLEX T[*],COMPLEX RT',INTEGER I? 
300 REM G(*) is the receive data after the sampler 
310 REM T(*) is the transmit • data at transmitter 
320 REM R7 is the random data 
330 REM I7 is the maximum level value of radio 
800 REM Al ,Xl ,Yl are temporary variables 
810 INTEGER Xl,Yl 
1000 Xl =(17+1 )*(RND(l )-. 989999/(2+I7+17)) 




1050 IF N2<3 OR N2>16 THEN 1100 
1080 IF N2>10.5 THEN 1100 
1070 X1=REA(R7)*M5 





100 REM This module is used for tap weigth arithmetics 
110 REM 
200 REM Comm area 0 is for tap arithmetics 
210 COM COMPLEX E,REAL Mi ,M2,M3,M4,M5 
220 REM M1-5 are the parameters for calculations 
230 REM E is the entry variables for bit slice 
240 REM Common area(3) is the phase & arithmetics parameters 
250 COM(3) O$,REAL 01,S$,INTEGER S1,N1,N2,REAL N3 
260 REM 0$ is constant phase cancelling 
270 REM 01 is the initial demodulation angle 
280 REM 8$ is the sampling phase adjustment 
280 REM Si is the initial sampling angle 
300 REM Ni & N2 are the number of bits in HOC & Tap Weight 
310 REM N3 is the range of the arithmetics 
320 REM Common area (8) is for error & error count 
330 COM(S) COMPLEX E8,INTEGER 148,08 
340 REM 08 is the overflow count 
350 REM ES & NB are not used in this module 
800 REM I,J are temparor variables 
810 INTEGER l,J 
1 000 I=REA(E)*M5 
1010 J=IMG(E)*M5 
1 020 E=CPX(I,J)/M5 
1030 REM Use +-N3 as overflow detect (it may not be appropriated) 
1040 IF RBS(RER(E))<N3 THEN 1070 
1050 IF 08<32000 THEN 08=08+1 
1060 IF RER(E)<-N3 THEN E=CPX(-N3,IMG(E)) 
1 070 IF ABS(IMG(E))<N3 THEN 11 00 
1080 IF 08<32000 THEN 08=08+1 
1090 IF IMG(E)< -N3 THEN E=CPX(RER(E),-N3) 
1100 IF RER(E)>=N3 THEN E=CFX(RER(M4),IMG(E)) 
iii 0 IF IMG(E)> =H3 THEN E=CFX(RER(E),IMG(M4)) 
1120 ENO 
QUANTIZE 
100 REM This module is used for quantization 
110 REM 
200 REM Comm area 0 is for tap arithmetics 
210 COM COMPLEX E,REAL Ml ,M2,M3,M4,M5 
220 REM Ml -5 are the parameters for calculations 
230 REM E is the entry variables for bit slice 
800 REM l,J are temparory variables 
810 INTEGER l,J 
1 000 1(RER(E)+M2)*M1 
1 01 0 J=(IMG(E)+M2)*M1 
1 020 E=(CPX(I,J)-CPX(M3,M3))/M1 
1030 END 
UPDATE 
100 REM 	This 	module 	is 	for 	equalizer 	updating 
110 REM 
200 REM 	Comm 	area 	0 is 	for 	tap 	arithmetics 
210 COM COMPLEX E,REAL Ml ,M2,M3,M4,M5 
220 REM 	M1 -1 	are 	the 	parameters 	for 	calculations 
230 REM E is the entry variables for bit slice 
240 REM 	Comrrion 	area(2) 	is 	the 	equalizer 	parameters 
250 COMM UITEGER N,REAL S,COMPLEX L40[*],14[*],L$,A$,U,INTEGER M,M0,K& 
,G$ 
260 REM N & S are the number of taps & tap spacing 
270 REM 	140(*) 	& L4(*) 	are 	the 	initial 	tap 	weigth 	& adaptive 	tap weigth 
280 REM L$ 	is the 	equalizer adaptive mode 
290 REM 	A$ is 	the equalization 	algorithm 
300 REM U is the convergence factor 
310 REM 	M is 	the 	number 	of 	iteration 
320 REM K is the number of ensemble average 
330 REM 	G$ 	is 	the 	auto-gain 	control 	at 	the 	receiver 	i/p 
340 REM P5 is the sampling phase 	in terms of delay time 
350 REM Com(B) is 	the 	pulse 	response paramters 
360 REM 	Common area (3) 	is the 	phase 	& arithmetics 	parametics 
370 COM(3) 	O$,REAL 	01 ,S$,INTEGER Si ,Nl ,N2,RERL 	N3 
380 REM 	Ni is 	the number 	of 	quantization 	levels 
390 REM the rest 	variables are not 	used 
400 COM(6) COMPLEX H[65],INTEGER NS,REAL MB,REAL 	RB 
410 REM NB 	is 	the number of 	pre-echoes & post echoes to be considered 
420 REM 	Common area 	(7) 	is transmit 	& receive 	data 
430 REM MB 	is 	the 	maximum sampling data 
440 REM 	RB is the amptilude 	of 	the 	main 	lobe 
450 COMM COMPLEX G[*],COMPLEX T[*],COMPLEX R7,INTEGER I? 
460 REM 	G(165) 	is 	the 	receive 	data 	after 	sampler 
470 REM T(i00) is the transmit data 
480 REM R7 	is the random data generator 
490 REM 	I7 is the 	rriaximum 	level 	value 	of 	the 	radio 
500 REM Common area 	(8) is for equalizer response 	parameters 
510 COM(8) COMPLEX E8,INTEGER N8,08 
520 REM 	E8 	is 	the 	error 	of 	this 	iteration 
5:30 REM W8 is the number of desicion 	errors 	in 	decision 	direct mode 
540 REM 08 	is 	the 	number 	of 	overflow 
BOO REM 	Al, Al are temporary variables 
810 REM H ,12,X1 ,X2 	are 	variables 	for 	decision 	direct 
820 INTEGER 	Il ,12,Xl ,X2 
830 REM 	SO is the 	equalize 	output 
840 COMPLEX SO 
850 REM 	I,J 	are 	integer 	variables 
860 INTEGER l,J 
870 REM 	P0 	is 	the 	position 	of 	the 	expected 	data 
88C' INTEGER P0 
1 000 REM 	Get 	the position 	of 	expected data 
1010 P0=N/2+N6 
1020 IF 	SCB 	THEN F0=(N+l)/4+N6 	 -. 
1030 REM Get the random transmit data 
1 040 INVOKE 	'RANDOM" 
1050 T[l]=R? - 
1 060 REM 	Transfer 	it 	into 	receive 	data 	through 	the 	channel 
1070 FOR 1=1 	TO 2*N6/S+i 
1080 G[I]=H[l]*T[l ]+G[l] 
1090 NEXT I 
11 00 REM Perform the quantization here 
1110 IF 	N1<3 	OR 	N1>112 	THEN 	1200 
1129 E=G[2*N6/S+l] 
1130 INVOKE "QUANTIZE" 
1140 G[2*N6/S+1)=E 
1150 IF S>.6 	THEN 	1200 
















































REM Get the equalizer response 
SO =O 
N8=2*N6 





IF ABS(A-I)<. 001 THEN N°=N8 -1 
FOR 1=1 TO N 
S0=So+N[I]*G(N8+Ij 
NEXT I 
IF L$<>"" THEN 1440 








IF (XI -REA(T[P0]))<>0 AND N8<32000 THEN N8=NB+i 
IF (Yl -IMG(T[F0]))<>0 AND N8<32000 THEN N8=NB+l 
GOTO 1460 
REM Here is the training mode 
EB =S0-T[P0] 
REM Set upper limit for the error 
IF ABS(REA(E8))>2 THEN ES =E8 -CPX(REA(E8),0)+2*CFX(SGN(RER(E8)),O) 
IF ABS(IM(3(EB))>2 THEN ES =E8 -CPX(0,1MG(E8))+2*CFX(C',SGN(IMG(E8))) 




IF A$ ="" THEN 1550 
REM Here is the normal LMS Gradient Algorithm 
FOR 1=1 TO N 
N[l] = N [I] - U * C NJ( GIN B + Iii ES 
NEXT I 
GOTO 1610 
REM Here is the Zero Forcing Algorithm 


























REM Add tap arithmetics 
IF N2<3 OR N2>16 THEN 
FOR 1=1 TO N 








REM Perform bit slice for 
IF A1=0 THEN Al=-1E-77 







decision direct mode 
4060 I2=2*1+1 




100 REM This 	module 	will 	set 	up 	the 	autoplot 	facilities 	of 	2648A 	graph 
110 REM terminal. 
120 REM 
200 REM Common 	area(1) 	is the 	channel 	& 	filter 	parameters 
210 COM(1) 	R$ ,C,M$ ,T1 ,T2,81 ,B2,F1 ,F2 
220 REM Common 	area(2) 	is the 	equalizer 	parameters 
230 COM(2) 	INTEGER 	N,REAL S,COMPLEX 	N0[*],N[*],L$,A$,U,INTEGER 	M,M0,K& 
240 REM Common 	area(3) 	is the 	phase 	& 	arithmetics 	parameters 
250 COM(3) 	O$,REAL 	01 ,S$,INTEGER 	Si ,N1 ,N2,REAL N3 
260 REM R$ is 	the radio 	system 
270 REM C 	is the 	raised cosine 	filter 	paramter 
280 REM M$ is 	the multipath 	fading model 
290 REM Ti 	& T2 	are 	the initial 	& 	final 	condition 	of 	the 	multipath 
300 REM delay 	time 
310 REM 81 	& 82 	are 	the 	initial 	& 	final 	condition 	of 	the 	amplitude 	of 
320 REM the multipath 
330 REM Fl 	& 	F2 	are 	the 	initial 	& 	final 	condition 	of 	the 	notch 	offset 
340 REM frequencies 
350 REM N$ 	is 	the 	title 	of 	the 	File 
360 REM N and S are the number of taps & tap spacing 
370 REM W0(32) 	and 	N(32) 	are 	the 	initial 	& 	adaptive 	tap 	we!gths 
380 REM L$ 	is the equalizer adaptive mode 
390 REM A$ is 	the 	equalization 	algorithm 
400 REM U is the convergence factor 
410 REM N 	is the 	number 	of 	iteration 
420 REM K is the number of ensemble 	average 
430 REM G$ 	is 	the 	auto-gain 	control at the 	receiver 	input 
440 REM 0$ is constant 	phase cancelling 
450 REM 01 	is 	the 	initial demodulation 	angle 
460 REM S$ is the sampling 	phase 	adjustment 
470 REM Si 	is 	the 	initial sampling angle 
480 REM Ni & N2 are 	the 	number 	of bits 	in ROC 	& Tap Weight 
490 REM N3 	is 	the 	range of the arithmetics 
500 COM(8) COMPLEX E8,INTEGER N8,08 
510 REM E8 	is 	the 	error 	at 	equalizer 	output 
520 REM NB is the number of wrong decisions 	in decision 	direct 	mode 
530 REM oB 	is 	the 	number 	of 	overflow 	in 	tap weigth 	iteration 
540 REM Common area 	(9) is the 	avarage error 	& 	tap weight 	for 	plotting 
550 CON(S) 	E2[*],COMPLEX 	N2[] 
560 REM E2(*) 	is the 	avarage 	error 	array 
570 REM N2(*) is 	the average tap weigth 
800 REM Fl, 	P2 & P3 	strings 	are 	radio, 	filter, 	& 	channel 	model 	resp. 
810 DIM P1 $E50],P2$E25],P3$[25J 
820 REM Al $ 	& 	R2$ 	are 	for 	the 	equalizer 	mode 	8: algorithm 
830 DIM Ai$[50],A2$[50] 
840 REM P4$ 	string 	is 	for 	equalizer 
850 DIM P4$[75] 
860 REM Al 	& 	A2 	are 	plotting 	variables 
870 INTEGER Al ,A2 
875 REM X0-4, 	Y0-4 	are 	the 	co-odinates 	of 	writing 	text 
680 INTEGER X0,X1 ,X2,X3,X4,Y0,l ,Y2,Y3,Y4 
890 REM Z -1-8 	are 	for 	auto-plot 
900 INTEGER Zl ,Z2,Z3,Z4 
905 REM C$ 	is 	the 	clear 	graphic 	flag 
910 REM Z$ is input string flag 
920 REM H$ 	is 	the 	input 	string 
930 DIM H$[50) 
940 REM CS 	is the curve number 
950 INTEGER CS 
1 000 REM Set 	up 	radio 	string 	-- 	P1$ 
1010 P1 $ =1 80Mb/s 256QAM radio with" 
1020 IF 	R$="l" THEN Fl $ =70Mb/s QPSK radio with" 
1 030 IF R$="2" THEN P1 $ =90Mb/s 	1 6QAM radio with" 
1 040 IF 	R$="3" THEN Fl $ =1 35Mb/s 640RM radio with" 
1 050 REM Set up filter string -- P2$ 
1 060 P2$ "raised cosine filter" 
1 070 REM Set up channel model string -- P3$ 
1080 P3$ = "(3-ray)" 
1090 IF M$="2" THEN P3$="(2-ray)" 
1100 PRINT '27"*m1 ml npQ" 
ii 02 PRINT "Type y if You want to clear the existing graphic display"; 
1104 INPUT C$ 
11 05 IF C$ ="" OR C$ ="Y" THEN 111 0 
11 07 PRINT '27'*dc70,360oksG" 
1108 GOTO 1120 
1110 PRINT '27"*da70,360oksG" 
1120 PRINT P15; 
1130 IF C<>l AND C00 THEN 1170 
11 40 IF C=1 THEN PRINT " 1 . 0 
1150 IF C=0 THEN PRINT " 0.0 
1160 GOTO 1200 
1 170 REM plot filter other than 0. 0 or 1. 0 
11 80 PRINT C;- 
1190 ii90 PRINT '27"*dc-50,0pkG"; 
1200 PRINT P2$; 
1210 PRINT '27"*dc495,360okG" 
1220 PRINT DAT$(1,27) 
1 230 PRINT '27"dc70,20okG" 
1 240 PRINT "Performance of"; 
1 250 PRINT N; 
1 260 PRINT '27"*dc- 1 4,1 OpG"; 
1270 P4$=& 
"Tap (T complex) Transversal Equalizer under multipath fading 
1280 IF S>.B THEN 1300 
1290 P4$=& 
"Tap (T/2 complex) Transversal Equalizer under multipath fading 
1300 PRINT P4$;P3$ 
1310 PRINT '27"*dc70,1 OokG" 
1320 IF 0$0"" THEN 1350 
1 330 PRINT "demodulation phase : compensated"; 
1:340 GOTO 1360 
1 350 PRINT "demodulation phase (degree) ";Ol; 
1360 PRINT 127"*dc31 0,1 OokG" 
1370 IF S$<>"" THEN 1400 
1 380 PRINT "; sampling phase 	compensated" 
1390 GOTO 1410 
1 400 PRINT "; sampling phase (degree) =";Sl; 
1 402 REM readjust the pos. of the string, prey is 110,30 
1410 PRINT 127"*dc270,30okG" 
1 420 PRINT " number of iterations" 
1423 REM skip 1430-1470 temporary for thesis 
1425 0010 1490 
1 430 PRINT '27*dc300,30okG" 
1433 REM skip 1440-1470 temporary  
1 440 Al $ "decision direct with". 
1450 IF L$ <>" i" THEN R1$ ="separated training signal with" 
1 460 A2$ "Zero Forcing Algorithm" 
1470 IF AS <>"" THEN A2$ ="LMS Gradient Algorithm" 
1480 PRINT Al $;" ";A2$ 
1490 C9=1 
1495 PRINT '27*ddltG" 
1500 PRINT & 
"Type y if you want to input a string for the- curve, otherwise" 
1510 PRINT "fading parameters will be plotted."; 
1520 INPUT Z$ 
1 530 IF ZS ="" OR Z$ ="Y" THEN Z$ "f" 
1540 IF Z$<>"Y" THEN 1582 
1 550 PRINT "Input curve number"; 
1560 INPUT CS 









































































IF A1<3 OR A1>12 THEN Al =24 
PRINT Al ;"bit ADO" 
PRINT 127"*dc";X0;Y0-1 0;uokG 
R2=N2 
IF A2<3 OR A2>16 THEN A224• 
PRINT A2;"bit arithmetics" 
X1=X0,Y1=Y030 
PRINT '27"*dc";X1 ;Yl ;"okG" 
PRINT " 	initial final 
PRINT MO; 
Al =X1 +182 
IF MO>999 THEN A1=A1+7 
PRINT /27*dcH;R1 ;Yi ;"okG" 
PRINT ")" 
Al=lOO*Bl,A2=100*B2 
PRINT '27"*dc";Xl ;Y1 -lO;"okG" 
PRINT b ";Al/100; 
PRINT '2?"*dc";Xl +11 2;Yl -1 0;"okG" 
I PRINT A2/1 00 
I Al=lOO*Tl,R2=lOO*T2 
PRINT '27"*dc";X1 ;Yi -20;"okG" 
PRINT 11 t : ";Al /100; 
PRINT '2?"*dc";Xl +11 2;Y1 -20;"okG" 
PRINT A2/1 00 
IF M$ =2" THEN 2350 
PRINT '2?"*dc";X1 ;Y1 -30;"okG" 
Rl=lO0*Fl,A2=100*F2 
PRINT " fO: ";Ai /1 00 
PRINT '2?"*c4c";Xl +11 2;Y1 -30;"okG" 





IF U<. :3. THEN 2410 
Al = 1 0000*U 
PRINT 	" Convergence 	Factor :";Al /1 0000 
GOTO 2430 
Al = 1 00000*U 
PRINT 	Convergence Factor :";Ai /1 00000 
PRINT " No 	of 	ensemble 	av. :';K 
IF G$<>"" THEN 2460 
PRINT 	" auto-gain 	at 	receiver' 
X3 =X2,Y3 =Y2 -30 
IF G$ <>y THEN Y3='(2-20 
PRINT 	127*dc";X3;Y3;okG" 
IF 	L5 <>"" 	THEN 	2510 
PRINT 	No of wrong 	decision 	:";1.18 
IF N2<3 OR N2>16 THEN 2530 
PRINT 	" No 	of 	overflow :';OB 
PRINT '27*m1 m2nQ" 
PRINT '27*dc3011 2SokG" 
PRINT "mean square error (dB)" 
PRINT '27"*m1 ml npQ" 
PRINT '27'*dcG" 
PRINT '27"*dtIG" 
REM Start Auto-plot here 
PRINT '27"*ddG" 
PRINT & 
"Input Yaxis(min) in terms of dB [-10 to -801 in 5dB steps, or tp& 
2620 PRINT '0 if auto-scaling is required"; 
2630 INPUT A2 
2640 Z4=0 
2650 IF R2=0 THEN 2740 
2660 81=192/5 
2670 PRINT & 
"Input Yaxis(max) in terms of dB [-40dB to 40dB1 in 5dB steps" 
2680 PRINT & 
"( if it is >0, then better used 5dB if Yaxis(min) is -35dB, or" 
2690 PRINT " 	1 0dB if Yaxis(miri) is -25dB"; 
2700 INPUT 24 
2710 Z4=Z4/5 
2720 Z4=5*Z4 
2730 GOTO 2850 
2740 REM Find the minimum mean square error 
2750 M9=.1 
2760 REM Ignore the first 40 points for m>50 
2770 A1=1,A2=M 
2780 IF M>50 FINO M<=8000 THEN A1=2*M/3 
2790 IF M>8000 THEN A1=M/6,A2M/4 
2800 FOR I=A1 TO 82 
2810 	IF E2[I]<M9 THEN M9=E2[I] 
2820 NEXT I 
2830 IF M9<1E-8 THEN M9=1E-8 
2840 Al =LOG(M9)*2/LOG(1 0)-. 5 
2850 PRINT '27"*ad2h1 12j" 
2860 IF C9=1 THEN PRINT "1 k" 
2861 IF C9=2 THEN PRINT "5k" 
2862 IF C9=3 THEN PRINT '6k" 
2863 IF C9=4 THEN PRINT "Bk" 
7864 IF C9=5 THEN PRINT "3k" 
2865 IF C3=6 THEN PRINT "2k" 
2870 REM Get Xmin & <max 
2880 REM Trunc Xmax to the nearest 100 
2890 Zi=1 
2900 Z2=M/100+.- 499 
2910 Z2 =Z2*1 00 
2920 REM Get Ymin to the nearest. 5dB steps 
2930 Z35*R1 
2940 REM Get Ymax 
2950 Z4=Z4 
2960 REM Get XIabeI 
2970 Z5=25 
2980 IF Z2>=200 AND Z2<300 THEN Z5=50 
2990 IF Z2>=300 AND 22<600 THEN Z5=100 
:3000 IF Z2>=600 AND 22<1500 THEN Z5=200 
3010 IF Z2>=1600 AND Z2<3500 THEN Z5=500 
3020 IF Z2>=3500 AND Z2<10000 THEN Z5=1000 
3030 IF Z2> = 10000 AND 22<20000 THEN Z5=2000 
3040 IF Z2>=20000 THEN Z5=5000 
3050 REM Get Xtic 
3060 26=25/5 
3070 REM Get (label 
:3080 Z7=5 
3090 IF (Z4-Z3)>=25 AND (Z4-Z3)<60 THEN Z7=10 
:3100 IF (Z4-Z3)>=60 THEN Z7=20 
3110 REM Get Ytic 
3120 Z8=Z7/5 
3130 PRINT Zi ;"I 1;Z2;"m"; 
3140 PRINT 23;"n";Z4;"o"; 
31 0 PRINT Z5;"p";Z6;"q"; 
3160 PRINT Z7;"r";Z8;"s"; 
3170 PRINT "OvOwcA" 
3180 IF M>8000 THEN 3270 
















































IF E2[I]>1E-8 THEN 3230 
PRINT 1,1_Sot 
GOTO 3250 
A  =1 00*LOG(E2[I1)/LOG(1 0) 
PRINT I,R1 /10 
NEXT I 
GOTO 3340 
FOR kl TO M/4 
IF E2[I1>1E-8 THEN 3310 
PRINT 4*I-2,"-80" 
GOTO 3330 





REM skip the following 8 line 
GOTO 3440 






REM Turn off auto-plot 
IF Z$<>"Y" THEN 3560 
A8=2,IRS=3 
IF Z3<-28 THEN 3490 
R81 2,R92 
IF Z3<-18 THEN 3490 
R8=1,A9=1.5 
FOR I.6*Z2 TO 3*Z2/4 








PRINT '7'i 7 
PRINT 	After ";M;"iterations 
FOR 1=1 TO N 
PRINT '14 ( 	";I;")=';L4CI[l1;L42[I] 
NEXT  
REM PRINT '27"&p5u0C" 
END 
and ";K;'enseri±Ie average" 
SPECTRUM 
100 REM This 	program 	will 	calculate 	the 	spectrum 	of 	the 	equalizer 
110 REM The plotting routine 	is 	not available 	for the time being 
120 REM 
130 REM REV: 00 	 Date: 6/10/86 
140 REM 
1 000 REM Common 	area(l) 	is 	the 	channel 	& filter 	parameters 
1010 COMM R$,C,M$,T1,T2,81,B2,F1,F2 
1 020 REM Common 	area(2) 	is 	the 	equalizer 	parameter's 
1030 COM(2) INTEGER 	N,REAL S,COMFLEX 	140E321,kl[321,L$,A$,U,INTEGER 	M,M0& 
1 040 REM Common 	area(3) 	is 	the 	phase 	& arithmetics 	parameters 
1 050 COM(3) 0$ ,REAL 	01 ,S$ ,INTEGER 	Si ,N1 ,N2,REAL 	N3 
1 060 REM R$ 	is 	the radio 	system 
1 070 REM C is the 	raised cosine 	filter 	paramter 
1 080 REM M$ 	is 	the multipath 	fading model 
1 090 REM Ti & T2 	are 	the initial 	& final 	condition 	of 	the 	multipath 
1100 REM delay 	time 
lii 0 REM 81 	& 82 	are 	the 	initial 	& final 	condition 	of 	the 	amplitude 	of 
11 20 REM the multipath 
11 30 REM Fl 	& 	F2 	are 	the 	initial 	& final 	condition 	of 	the 	notch 	offset 
11 40 REM frequencies 
11 50 REM N$ 	is 	the 	title 	of 	the 	File 
11 60 REM N and S are the number of taps & tap spacing 
ii 70 REM WO(32) 	and 	N(32) 	are 	the 	initial 	& adaptive 	tap 	weigths 
1180 REM L$ 	is the equalizer adaptive mode 
11 90 REM A$ is 	the 	equalization 	algorithm 
1200 REM U 	is the convergence factor 
1 21 0 REM M is 	the 	number 	of 	iteration 
1 220 REM K is the number of ensemble average 
1230 REM G$ 	is 	the 	auto-gain 	flag 
'1240 REM 0$ is constant 	phase cancelling 
1 250 REM 01 	is 	the 	initial demodulation 	angle 
1260 REM 5$ is the sampling 	phase 	adjustment. 
1270 REM Si 	is 	the 	initial sampling angle 
1 230 REM Ni & N2 are 	the 	number 	of 	bits 	in 	ROC 	& Tap 	Weight 
'1290 REM N3 	is 	the 	range of the arithmetics 
1 300 REM Common area 	(4) 	is 	the 	data 	for 	the 	raised 	cosine 	filter 	& FFT 
1 305 REM 02() 	is the freq response for the ouerall channel 
1310 REM D1(128) is 	the 	data 	for 	performing 	FFT 
1 320 REM 0(1 28) 	is the frequency data 	for raised 	cosine 	filter 
1 330 REM Fl 	is the 	number 	of 	points./s'mboI 	in 	time domain 
1 340 REM P2 is 	the total number of 	points for FFT 
1:350 COM(4) 	COMPLEX 	0[*],COMPLEX 01 [*],COMPLEX 	02[*],INTEGER 	P1,& 
INTEGER P2 
1 380 REM Common 	area(S) 	is 	the 	channel 	parameters 	for ..FFT, 
1 370 COM(S) 	F5,S5,0$ ,05,P5,T0,B0,F0 
1 380 REM F5 is 	the 	frequncy 	step 
1 390 REM S5 	is the multipath model 
1 400 REM TO, 80, FO are 	the 	multipath 	parameters 
1 41 0 REM 0$ 	is 	the 	flag for constant demodulation 	cancelling 
1 420 REM 05 is the demodulation 	phase 	in 	terms 	of rad 
1 430 REM PS 	is 	the 	sampling 	phase in terms of delay 	time 
1 440 REM Common area 	(9) is the 	average 	error 	& tap weight 	for 	plotting 
'1450 COM(S) 	E2C80001,COMPLEX 	L42[32] 
.1460 REM E2(*) 	is 	the 	avarage error 	array  
1 470 REM L42(*) is the average 	tap weigth 
1 480 REM H$ 	is 	the 	overall 	accuracies 
1 490 REM l,J,L are counters 
1 500 INTEGER 	l,J,L 
1510 INTEGER G1,G2,G3 
1825 REM Al -AS 	are 	temporary' 	variables 
1530 COMPLEX Al 
1535 REAL A2,A3,R4 
1 550 REM 030) 	is 	the 	data 	for 	equalzier 	spectrum 
1 560 REM 04(i) is the data for the 	overall channel 	spectrum 
1 570 REM d5(i) is the combined spectrum for equalizer and channel 
1580 COMPLEX 03[128] 
1590 COMPLEX 04[1 28] 
1600 COMPLEX 05[1281 
2000 REM Initialize the variables 
2010 FOR 1=1 TO P2 
2020 	03=04=05=CPX(0,0) 
2030 NEXT I 
2040 REM Get the overall folded spectrum 
2050 IF S<.6 THEN 2100 
2080 FOR 1=1 TO P2/2 
2070 	04[i]=02[IH-02[l+P2/2] 
2080 NEXT I 
2090 GOTO 2130 
2100 FOR 1=1 TO P2 
2110 	D4[I]=020] 
2120 NEXT I 
2130 REM Get the equalizer freq response 
2140 FOR 1=1 TO P2/(2*S) 
2150 	R1=CPX(0)0) 
2160 FOR J=1 TO N 
2170 	R2 =(.J-(N+1 )/2)*(I- 1 )*2*S*PIX(2)/P2 
2180 Al =A1+N2[J]*CPX(COS(A2),-SIN(R2)) 
2190 	NEXT J 
2200 03[1]=R1 
2210 NEXT I 
2220 REM Get the freq resp of equalizer and channel 
2230 FOR 1=1 TO P2/(2*S) 
2240 	D5E1]=03El]*04(I] 
2250 NEXT I 
2260 PRINT 
2270 PRINT & 
Channel 	Equalizer 	Combined 	 Group Delay" 
2280 PRINT " SPECTRUM" 
2290 PRINT 
2300 A2=03[1 1-*CNJ(O3[1]) 
2310 R3=04[i1CNJ(D4[11) 
2320 A4=05[1]*CNJ(D5[1]) 
2330 R5 =ATN(IMG(05[1 ])/REA(05[1 ])) 
2340 PRINT A3,A2,A4 






2410 FRIN.T A:3,A2,R4,R6-A5 
2420 NEXT I 
2430 IF S>.6 THEN 2540 
2440 REM Print folded spectrum of T/2 equalizer + channel 
2450 PRINT 
2460 PRINT 
2470 PRINT "Fold spectrum of T/2 due to 1 /T sampling rate" 
2480 PRINT 
2490 FOR 1=1 TO P2/2 
2500 	D3[I]=O5[I]+05[l+P2/2] 
2510 A5=03E11*CNJ(D3[l1) 
2520 	PRINT AS 
2530 NEXT I 
2540 END 
CONSTEL 
100 REM 	This 	module 	plot 	the 	con5ellation of 	the 	equalizer 	output 
110 REM 
200 REM Comm area 0 is for 	tap arithmetics 
210 COM COMPLEX E,REAL M1,M2,M3,M4,M5 
220 REM M1-5 	are 	the 	parameters 	for 	calculations 
230 REM E 	is the entry variables for bit slice 
240 REM Common 	area(i) 	is the 	channel 	& 	filter 	parameters 
250 COMM R$,C,M$,T1,T2,91,B2,F1,F2 
280 REM Common 	area(2) 	is the 	equalizer 	parameters 
270 COM(2) INTEGER N,REAL S,COMPLEX N0[32],t4[32),L$,A$,U,INTEGER M,M0& 
280 REM Common area(3) is 	the phase 	& arithmetics parameters 
290 COM(3) 	O$,REAL 	01 ,S$,INTEGER 	Si ,Ni ,N2,REAL 	N3 
300 REM R$ is 	the radio 	system 
310 REM C 	is the 	raised cosine 	filter 	paramter 
:320 REM M$ is 	the multipath 	fading model 
:330 REM Ti 	& T2 	are 	the initial 	& 	final 	condition 	of 	the 	multipath 
:340 REM delay 	time 
:350 REM 81 	& B2 	are 	the 	initial 	& 	final 	condition 	of 	the 	amplitude 	of 
360 REM the multipath 
370 REM Fl 	& 	F2 	are 	the 	initial 	& 	final 	condition 	of 	the 	notch 	offset- 
380 REM frequencies 
390 REM N$ 	is 	the 	title 	of 	the 	File 
400 REM N and S are the number of taps & tap spacing 
410 REM N0(32) 	and 	4(32) 	are 	the 	initial 	& 	adaptive 	tap 	weigths 
420 REM L$ 	is the equalizer adaptive mode 
430 REM A$ is 	the 	equalization 	algorithm 
440 REM U is the convergence factor 
450 REM M 	is the 	number 	of 	iteration 
460 REM K is the number of ensemble average 
470 REM G$ 	is 	the 	auto-gain 	flag 
480 REM 0$ is constant 	phase cancelling 
490 REM 01 	is 	the 	initial demodulation 	angle 
500 REM 5$ is the sampling 	phase 	adjustment 
510 REM Si 	is 	the 	initial sampling angle 
520 REM Ni & N2 are the number of bits in 	HOC 	& Tap Weight 
530 REM N3 	is the 	range 	of 	the 	arithmetics 
540 REM Common area 	(7) is transmit 	& 	receive 	data 
550 REM Common 	area (6) 	is the 	pulse resposrie parameters 
560 COM(B) COMPLEX HIS 5],INTEGER N6,REAL M6,REAL RB 
570 REM h(*) is 	the array 	response array 
580 REM nB 	in the numb- of 	echoes considered 
590 REM MB is 	the-maxim 	sampling 	data 
BOO REM RB 	is the 	amplitude 	of 	the main 	lobe 
Si 0 COMM COMPLEX Gil 65],COMPLEX T[i 00],COMFLEX R7,INTEGER I? 
620 REM G(165) 	is the 	receive 	data 	after 	sampler 
830 REM T(1 00) is the transmit data 
640 REM R7 	is the random data generator 
650 REM I7 is maximum 	level 	value 	of 	radio, 	e. g. 	15 	for 	2560RM 
880 REM Common 	area (9) is the average error & tap weight for plotting 
670 COM(9) E2[8000],COMPLEX N2[32] 
880 REM E2(*) 	is the 	avarage 	error 	array 
690 REM 142(*) is 	the average tap weigth 
750 REM Fl, 	P2 & P3 	strings 	are 	radio, 	filter 	& 	channel 	model 	resp. 
760 DIM Pl$[501,P2$[25],P3$125] 
770 REM A1$ 	& 	A2$ 	are 	for 	the 	equalizer 	mode 	& 	algorithm 
780 DIM Ri$[501,R2$[501 
790 REM P4$ 	string 	is for 	equalizer 
800 DIM P4$[75) 
810 REM Al 	& 	A2 	are 	plotting 	variables 
820 INTEGER Al A2 
830 REM X0-4, 	Y0-4 	are 	the 	co-odinates of 	writing 	text 
840 INTEGER X0,X1 ,X2,X3,X4,Y0,Yl ,Y2,Y3,4 
850 REM Zi -8. are 	for 	auto-plot 
860 REM SO 	is the equalizer 	output 
870 COMPLEX SO 
880 REM P0 is the position of the' expected data 
890 INTEGER P0 
900 REM Il -4 is the integer for bit slice 
910 INTEGER 11 12,13,14 
920 REM E8 & EQ are bit slice variables 
930 COMPLEX E8,E0 
940 REM N8,149 are the error count for equalizer & without equalizer 
950 INTEGER L48,N9 
960 REM C8.C9 are the random data counter 
970 INTEGER C8,C9 
980 INTEGER l,J 
1 000 REM Set up error count 
1010 N9=N8=0 
1 020 REM Set up radio string -- P1$ 
1030 P1 $ &1 BOMb/s 2560AM radio with" 
1 040 IF R$="1" THEN P1 $ =70Mb/s QPSK radio with" 
1050 IF R$="2" THEN P1 $ =90Mb/s 1 6QRM radio with" 
1060 IF R$="3" THEN P1 $ =1 35Mb/s 640AM radio with" 
1070 REM Set up filter string -- P2$ 
1 080 P25 "raised cosine filter" 
1090 REM Set up channel model string -- P3$ 
11 00 P35 = "(3 -ray)" 
1110 IF M$="2" THEN P3$="(2-ray)" 
1120 PRINT '27"*ml ml npQ" 
1130 PRINT '27"*da7O,36OoksG" 
1140 PRINT P15; 
1150 IF C01 IRNO C00 THEN 1190 
1160 IF C=1 THEN PRINT " 1.0 
1170 IF C=0 THEN PRINT " 0. 0 
1180 GOTO 1220 
11 90 REM plot filter other than 0. 0 or 1 . 0 
1200 PRINT C; 
1210  PRINT '27"*dc-50,OpkG1'; 
1220 PRINT P2$; 
1 230 PRINT '27"*dc495,360okG" 
1240 PRINT ORT$(i,27) 
1 250 PRINT '27"*dc7O,20okG" 
1 260 PRINT "Performance of"; 
1270 PRINT N; 
1280 PRINT '27"*dc-14,lOpG"; 
1290 P4$=& 
"Tap CT complex) Trac,versaI Equalizer under multipath fading 
1300 IF S>.B THEN 1320 
1310 P4$=& 
"Tap (T/2 complex) Transversal Equalizer under multipath fading 
1320 PRINT P4$;P3$ 
1 330 PRINT '27"*dc7O,1 OokG" 
1340 IF O$<>"" THEN 1:370 
1 350 PRINT "demodulation phase : compensated"; 
1360 GOTO 1380 
1370 PRINT "demodulation phase (degree) ";Ol; 
1380 PRINT '27"*dc3 10,1 OokG" 
1390 IF S$<>"" THEN 1420 
1 400 PRINT "; sampling-phase 	compensated" 
1410 GOTO 1430 
1 420 PRINT "; sampling phase (degree) =";Sl; 
1 430 PRINT '27"*dc200,3OokG" 
1 440 Al $ "decision direct with" 
1450 IF L$ <>"" THEN Al $ ="separated training signal with" 
1 460 A2$ "Zero Forcing Algorithm" 
147,0 IF A$0"5)" THEN R2$ ="LMS Gradient Algorithm" 
1480 PRINT Al 5;" ";R2$ 
1490 X0=465,Y0=335 




































































IF 	A1<3 	OR 	R1>12 	THEN 	R1=24 
PRINT Al ;"bit ROC" 
PRINT 127 "*dc;X0;YO -1 0;"okG" 
R2=N2 
IF 	A2<3 OR R2>16 	THEN A2=24 
PRINT A2;"bit 	arithmetics' 
Xl =90,Y1 =55 
PRINT '27"*m2mQ" 
PRINT '27'*dc";X1 ;Y1 ;"okG 
PRINT "with 	equalizer" 
X2 =440,Y2 =Y1 
PRINT '27"*dc';X2;Y2;'okG" 
PRINT 'without 	equalizer' 




REM Start Auto-plot 	here 
PRINT '27*ad2h1 i2j' 
PRINT "9k" 
REM Get Xmin & Xmax 
REM Set X=-1.4 to 1.4 for equalized constellation 
REM Set X=2.5 to 4.5 for un-equalized constellation 
Zi =-1 .4 
Z2=4. 5 
REM Set up Ymin & Ymax 
Z3=-1 .4 
Z4=1.8 
REM Get XIabeI 
Z5=(Z2-Z1)/5 
REM Get Xtic 
Z6=Z5/5 
REM Get Ylabel 
Z7=(Z3-Z4)/4 
REM Get Ytic 
Z8=Z?/5 
PRINT Zi ;"I;Z2;m'; 
PRINT Z3 ;"n";Z4;"o"; 
PRINT Z5;"p";Z6;"q11; 
PRINT Z7 ;"r';ZS ;'s"; 
PRINT "OvOwA" 
REM Turn off auto-plot 
PRINT 27h*ddGu 
PRINT '27"*abG" 
REM Reset the random data counter 
C9=0 
PRINT "Type in number of random data" 
INPUT CS 
REM Get the position of expected data 
P0 = N / 2+ NB 
IF S<.6 THEN P0=(N+1 )/4+N6 
REM Turn on auto-plot 
PRINT '27"*aaA" 
FOR J=1 TO C8 
REM Get the random transmit data 
INVOKE "RANDOM" 
Til ]=R? 
REM Transfer it into receive data through the channel 
FOR 1=1 TO 2*N6/S+1 
G[l]=H[I]*TE1 ]+G[I] 
NEXT I 
REM Perform the quantization here 




2180 	IF S>.6 THEN 2230 
2190 REM Perform one more quantization for 1/2 equalizer 
2200 	E=G[2*N6/S] 
2210 INVOKE "QUANTIZE" 
2220 	G[2*N6/S]=E 
2230 REM Get the equalizer response 
2240 50=0 
2250 N8=2*N6 





2310 	IF ABS(A-I)<. 001 THEN N8=N8-1 
2320 FOR 1=1 TO N 
2330 	S0=S0+N2[l1*G[N8+l1 
2340 NEXT I 
2350 	REM Perform a bit slice process 
2360 E0=S0 
2370 	GOSUB 6000 
2380 E8=E0-T[P0] 
2390 	IF ABS(REA(E8))>. 001 THEN N8=L48+1 
2400 IF ABS(IMG(E8))>. 001 THEN 148 =148+1 
2410 E0=G[N8+N/2] 
2420 	GOSUB 6000 
2430 E8=E0-T[P0] 
2440 	IF ABS(REA(E8))>. 001 THEN 149=149+1 
2450 IF RBS(IMG(E8))>. 001 THEN 149=149+1 
2460 	REM Plot the constellation 
2470 Ri = 1 00*REA(S0)/(17*M6),A2 = 1 00*IMG(S0)/(l7*MB) 
2480 	PRINT A1/100,192/100 
2490 Al = 1 00*REA(G[N8+N/2])/(17*M6)+350 
2500 	A2=1 00*IMG(GEN8+N/2])/(17*M6) 
2510 PRINT R1/100,A2/100 
2520 	REM Shift G(*) & T(*) by 1 symbol 
2530 INVOKE "SHIFTG" 
2540 	INVOKE "SHIFTT" 
2550 NEXT J 
2560 PRINT '27"*ddG" 
2570 PRINT '27"*abG" 
'2580 PRINT 17117 
2590 C9=C9+C8 
2600 PRINT "Type 0 for abort & any number if you want to continue"; 
2610 INPUT C8 
2620 IF C800 THEN 2030 
2630 X3=1 00,Y3=335 
2640 PRINT '27"*dsckG" 
2650 PRINT '27"*dc';X3;Y3;11 okG" 
2660 PRINT "total number of wrong decisions" 
2670 PRINT "with equalizer 	";148 
2680 PRINT "without equalizer :";149 
2690 X4=X0,Y4=Y0-20 
2700 PRINT '27*ds";X4;Y4;11 okG" 
2710 PRINT " number of random data :";2 *C9 
2720 PRINT '27"*ddG" 
2730 PRINT '27"*dtIG" 
2740 PRINT '27"*abG" 
2750 PRINT '7'17 
2760 ENO 
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This paper describes the implementation of adaptive transversal filters and their appli- 
cation in wideband microwave line of sight digital radio systems. 	These filters are 
attractive for use in multipath reduction as they can compensate for both minimum and 
non-minimum phase multipath fades. 	The relative performance of symbol (T) spaced and 
T12 spaced linear transversal equalisers are assessed by computer simulations which compare 
the error reduction obtained with different numbers of equaliser caps and various levels 
of input signal quantisation and arithmetic accuracy in these decision directed equalisers. 
1. 	INTRODUCTION 
989 
The early studies on equalisers for multipath 
fade [1] compensation were based on frequency 
domain 	technigues. 	Amplitude 	slope 
equalisation [2j provides a good first order 
correction when combined with an IF in phase 
combiner. 	If there are notches within the 
signal bandwidth then multiple bump 
equaliabrs [3] are satisfactory provided the 
equaliser bump corresponds to the notch 
frequency and that the fade type, minimum or 
non-minimum, has been correctly preset in 
advance. 	Moveable bumps based on variable 
resonators have also been reported. 
This paper is concerned with linear adaptive 
transversal filters [4] wich can handle both 
of these fade types in one filter structure. 
These filters can be implemented either at IF 
or baseband. 	When implemented at IF the 
delayed samples must feed complex weighting 
networks. Alternatively, after conversion to 
baseband, four separate real filter 
structures are required. 
The most widely used adaptive filter in 
communications is the non-linear decision 
feedback equaliser [5].  This design requires 
a high carrier to noise ratio to avoid 
incorrect decisions perturbing the weight 
convergence. 	On transition between minimum 
and non-minimum phase fades the filter must 
calculate a new set of weight values. This 
introduces a severe step discontinuity in 
long delay multipath. It is for this reason 
that we have elected to study the linear 
transversal, Figure 1, adaptive filter [4] 
with decision directed feedback as this only 
has to time reverse the weight values in the 
filter to accommodate a change in fade type. 
2. 	FUNDAMENTALS 	OF 	TRANSVERSAL 
EQUALISERS 
The IF and baseband equaliser implementations 
are mathematically equivalent once carrier 
phase coherence has been established in the 
receiver. 	Therefore all the computer 
simulation is done at baseband to ease the 
computing effort. 
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Figure I - Finite impulse response 
transversal filter. 
With the notation as used in Figure 1, the 
output sequence is s(i) where - implies 





assuming symbol spaced taps. 	If d(i) 	is 
the desired response and 	(i) is the error 
between the actual output and desired 
responses, the the mean square error C or 
the expectation ofe(i) 2 is given by: 
= E(E (.(i-k)-d(i-m/2fl 2 1 
where in is even. 
We will use c as a measure of equaliser 
performance when investigating aspects of the 
design. In order to minimise the variation 
of the mean square error against tap weight 
Dak  
for all real and imaginary ak. 
This results in a set of 2(m-1) linear 
equations. 	The solution of these gives the 
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Since these equalisers will be operated on 
signals with 10's of MHz bandwidth it is 
impractical in todays technology to fabricate 
structures with greater than eleven taps (ten 
discrete time delays in Figure i). 	Although 
the IF equaliser has lower complexity it is 
difficult to implement digitally. 	Thus an 
equaliser of 5-9 taps appears to be a 
realistic practical design. 	Unfortunately, 
the .performance of an equaliser of this 
length has not been adequately defined for a 
deep fade occurring near the band centre. 
Figure 3 - Shows how the performance 
of 5 tap complex equaliser in Figure 2 
varies with multipath delay times of 
I to 5 ns. 
I 
Figure 2 - 7 spaced equaliser 
performance in multipath fade 
where two almost equal amplitude rays 
provide a 20 dB deep notch. Graphs 
show variation in mean square error 
with notch position for 3 to 11 tap 
complex equaliser designs. 
Figure 2 shows a set of comparative results 
for perfectly synchronised 3 to 11 tap T 
(symbol) spaced equalisers. 	The curves show 
the theoretical mean square error under 3 ray 
fades [i]. These comprised large primary and 
secondary rays of 2 ns delay with relative 
amplitude 0.9 resulting in a single 20 dB 
deep notch at the various positions with 
regard to the 140 MHz band centre as defined 
on the horizontal axis. 	These curves, which 
model a 70 MHz (140 Mb/sec) QPSK system, 
clearly show the progressive performance 
improvement which is obtained by using the 
longer equalisers. In all simulations it was 
assumed that the signals were bandlimited by 
a 0.3 raised cosine filter shape. The effect 
of altering the multipath delay time is shown 
in Figure 3. 	All further simulations are 
set at 2 mm delay. 
.. 	PERFORMANCE 	 A 	_/ 	SPACED 
EQUALISERS 
A number of investigations have been 
performed to assess the optimum equaliser tap 
spacing [6].  Symbol spacing (7) or half 
symbol 	spacing 	(r/2) 	seem- to be most 
applicable due to the ease of clock 
extraction. 	Although a 7 spaced equaliser 
requires about half the number of taps to 
span a given channel dispersion, it is 
sensitive to the timing phase or delay in the 
channel. 	Figure 4 shows results for the T 
spaced 5 tap equaliser (Figure 2) when timing 
inaccuracy up to . T/4 (i  90o ) is included in 
the receiver symbol timing. This 
sensitivity arises from the fact that, unlike 
the 7/2 spaced equaliser, the spectrum of a 7 
equaliser overlaps at Hyquist frequency. 
In comparison with Figure 4 which relates to 
T spaced equalisers, Figure 5 shows similar 
results for 7/2 spaced equalisers with 5 
taps. 	The 7/2 spaced equaliser performance 
is similar when the notch is near the 
bandcentre. 	However, when it is at the 
bandedges or in the adjacent band they offer 
considerable improvement over 7 spaced 
equalisers, showing evidence of their 
improved filtering, even though they cover 
half the time span of the T spaced 
equalisers. 
Figure 4 - 5 tap 7 spaced equaliser 
performance in multipath fade for 
comparison with Figure 2 where the  
receiver synchronisation or timing 
error varies between ± 7/4. 
From these results it has been concluded that 
these 5-9 tap equalisers will provide 
sufficient margin to give an error rate of 
better than 10 	during most of a fading 
period. 	The T spaced equaliser shows much 
more dependence on accurate synchronisation 
than the 7/2 equaliser, which is relatively 
insensitive. 





The sampling phase is referred to the maximum 
eye opening position when there is no 
multipath fading. The amplitude of the I and 
Q data is set to be ± I to represent the QPSK 
signal. 	All the tap weights are preset to 
zero except the centre tap which is set 
initially to I . 	The plotted mean square 
error is the error measured in one channel 
only. Figures 6 and 7 show the convergence 
properties of the equalizers under 20 dB fade 
depth with the notch 20 MHz above bandcentre. 
Although a separate training signal is not 
available in practice it is used in these 
simulations to provide a measure of the 
relative performance of the equalizers. 	The 
convergence rate 	depends on the initial 
and final tap weight values, the latter being 
determined by the Lading conditions. 
However, an equalizer with fewer taps will 
generally converge faster. 
Figure 5 - (a) Effect of different equaliser 
lengths and (b) synchronisation error in a 
5 tap T/2 spaced equaliser with ± T/8 
timing error. - 
However, T/2 equalisers suffer from an ill-
conditioning problem when the tap weights are 
evaluated using the least mean square (LMs) 
or stochastic descent algorithm. Problems 
can arise, especially in the adaptive mode 
when the tap weight is calculated with finite 
length arithmetic as they may converge to a 
local instead of the global minimum. 
Furthermore, they may drift to a high tap 
weight region and cause filter overflow if 
the normal steepest descent algorithm is used 
[7]. These problems may be overcome by 
employing the tap leakage algorithm. 
4. 	SIM!JLATIOU RESULTS WHFN USING 
STEEPEST DESCENT ALGOPITHM 
The steepest descent gradient search 
algorithm provides a simple but effective 
approximate solution to the calculation of 
the optimum tap weight in reel time. It does 
not require any division or matrix inversion. 
The 	tap weight ad3ustment at the (n.1 )th 
iteration is 
ak(n+1) = a,(n) - o.e(n).rk*(n) 
where * implies comlex conjugate and ° is 
the convergence factor. A large wrine o u 
will increase the convergence rate but result 
in more gradient noise. 
In the computer simulations, the overall 
pulse response of the channel is calculated 
using 1024 point ?s with up to 7 post-
echoes and 7 pre-echoes being considered. 
Figure 6 - Convergence plots for T 
spaced complex equalisers with a 20 dB 
deep notch located 20 11Hz above band- 
centre. 	This shows the effect of 
introducing 12, 8 and 6 bit precision 
in both AID and internal arithmetic. 
The convergence plots for the 5 tap F spaced 
equalisers presented in Figure 6 show the 
effect of reducing the accuracy of the input 
quantisation and arithmetic from 12 bits to 8 
bit to 6 bit precision. 	The results for 9 
tap equalisers are similar for 6 bit 
precision but 8 and 12 bit precision gives a 
reduced 	c 	of 	-15 dB. In comparison 
Figure 7 shows performance for a T/2 spaced 
equaliser where the input quantisation was 
fixed at 6 bits but the accuracy of the 
internal arithmetic was varied from 6 to 12 
bit precision. A comparison of these figures 
and other simulations has shown that quite 
acceptable performance can be obtained with 6 
bit quantisation provided 8 bit precision 
arithmetic is used, as the degradations from 
infinite precision are only minimal with this 
configuration. 	These results now need to be 
extended to investigate the effects of 4 bit 
input quantisation with 6 and 8 bit 
arithmetic. 	Initial results on a 5 tap T 
spaced equaliser indicate that 4 bit 
quantisation with 8 bit arithmetic is 
emuivalent to 6 bit auantisation with 6 bit 
arithmetic, Figure 8. 
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3.'. 
Figure 7 - Shows the effect of 
introducing reduced precision 
input quantisation into the 5 tap 
T/2 spaced equaliser. 	This uses 
6 bit A/D with 12, 8 and 6 bit 
internal precision arithmetic. 
1HIIllIflhI T/2 spaced equalisers has shown that the converged performance of equalisers with 
similar numbers of taps is broadly 
equivalent. 	However significant advantages 
can occur from the deployment of the T/2 
spaced design which offers reduced timing 
sensitivity and superior filtering properties 
when the sultipath notch is located at the 
edges of the signal bandwidth. 	Further 
studies on the effect of incorporating finite 
precision arithmetic into the digital delay 
lines and multipliers shows that 6 bit input 
quantisation with 8 bit precision arithmetic 
is likely to be required to implement these 
as digital equaliser structures. 5 tap 
complexity appears from our simulations to 
offer acceptable performance and represents 
the level of complexity we envisage in 
practical equaliser designs. 
Figure 8 shows the effects of introducing 
4 bit A/D with 6, 8 and 12 bit internal 




Figure 9 - Signatures for a QPSK 
receiver with and without e9ualisation 
for a bit error rate of IO- . 
ligure 9 shows signature plots for a 1403  
Mb/sec QPSK system at a bit error rate of ID 
with a flat fade margin of 43 dB. 	This 
clearly shows the improvement obtained by 
deploying 5 and 9 tap P spaced equalisers 
with and without quantisation and arithmetic 
inaccuracies. 
5. 	CONCLUSIONS  
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