Three gyro-Bohm transport models are applied to the L-mode discharges of the ITER profile database for predictive tests of plasma confinement. All three models are based on the ion temperature gradient (ITG) driven turbulence but emphasize different aspects of the resulting turbulent transport. It is found that the model using the long wave-length component of the turbulence for the radial correlation length yields predictions with the lowest overall residual error for the given database. Extrapolations for the performance of ITER are given for the models.
Introduction
The importance of testing turbulent transport models with experimental databases is well recognized due to the intrinsic complexity of plasma turbulence. Even transport formulas derived from parameterizations of basic nonlinear computer simulations contain modeling assumptions. In this work we compare three gyro-Bohm transport models based on ITG transport.
Different models for heat transport in Tokamaks have recently appeared in the literature based on ion-temperature-gradient driven turbulence [1, 2] . Using one of these models an assessment of the ignition capabilities of the proposed ITER experiment has been given [3] .
In this paper we present predictive tests of ITG heat transport models carried out using the Astra code [4] against L-mode discharges of the ITER-database [5] (see Table I ) and then we study the deviation of the models in predictive simulations carried out with parameters close to those envisaged for ITER. Due to the complexity of the problem of heat transport in Tokamaks, we shall only consider the L-mode confinement regime characterised by degradation of confinement with auxiliary input power.
The first model, which we shall refer to as IFS-PPPL model, gives an expression of the ion heat diffusivity based on a parametrization of the results of nonlinear gyrofluid simulations.
The electron heat diffusivity is obtained using linear gyrokinetic ballooning calculations which provide a quasilinear estimate of the electron to ion thermal diffusivity ratio χ e / χ i .
The full expression of the diffusivities is given in [1] and a corrected and extended version that allows for noncircular geometry has been put into the ITER-database server [5] . More recent studies incorporated the poloidal shear flow stabilization parameter into the model [6] , but in this paper we shall only consider the original version since the effects of poloidal shear flow are small in the L-mode regime. The reader can find in the Appendix a detailed description of the version of the model that we used in this paper [Eqs. (A1)-(A10)]. The expression for χ i contains a switch between two functional forms: the first based on the deuterium ITG mode and the second based on the carbon mode: χ i ∝ max χ (1) i , χ (2) i .
This switch is the key element allowing the model to describe both the supershot regime and the L-mode regime. Here, although we restrict consideration to L-mode discharges we also consider the carbon ITG mode component of the model which can have some importance in the highest Z eff cases. The parametrization of the deuterium diffusivity χ (1) i in the IFS-PPPL model is the product of a complex threshold function and the nonlinear diffusivity. The critical ion temperature gradient formula with its eight parameters and comparable number of regression fit exponents is the key feature of the formula allowing successful correlations of the model with the TFTR database. The IFS-PPPL model generated considerable excitement in the fusion community during the period 1995 to 1997 due to its ability to successfully model the TFTR datasets including both the L-mode and the supershots. The model gives a radially increasing χ i (r) by virtue of the temperature gradient being close to marginal in the core (r/a < 0.5) and deviating strongly from marginal in the edge, thus overcoming one well-known problem of transport models based on drift-wave turbulence [7] . The edge plasma temperature is, however, a sensitive parameter. It is argued that the change from the L-mode to the supershot ion temperature profiles is given by the change in edge plasma parameters. As the edge ion temperature increases, there is a positive feedback on the entire ion temperature profile from both the stabilization of the ITG from increasing the T i /T e ratio [see Eqs. (A8) and (A9] and the decoupling of the ion-electron collisional equilibration allowing T i to pull away from T e . The model is capable of strong change in the transport behavior due to the switching functions. The same model extended to the ITER parameters also predicts sensitivity to the edge ion temperature. The sensitivity is such as to lead the Kotschenreuther team to predict that ITER must meet rather stringent edge conditions in order to meet the design criteria. The abrupt change in the core ion temperature due to critical edge plasma parameters is interpreted as the H-mode condition for this model.
A different expression of the diffusivity is the one given in [2] . In this approach, always starting from ITG turbulence it is assumed that the system is well over the threshold in the good confinement region of the plasma column (q > 1). This assumption is justified by theoretical considerations. Indeed, as shown by Romanelli [8] , the actual threshold in ∇T i for the ITG instability is rather low (and for all practical purposes essentially zero), when one takes into account the contribution of the trapped particles. The lack of a threshold function in this model is also motivated by direct numerical simulations of experiments:
recently and independently from [2] and from this work this model has been tested against ITER-database discharges [24] with good results. A version of the OHE model modified by the inclusion of theory-based threshold functions of the ion temperature gradient, has been found to be considerably worse performing, leading to strongly underestimated transport in the plasma center and unrealistically high temperatures in the plasma core.
While the idealized ITG model with adiabatic electron response ( n e = n 0 e φ/T e ) has a well defined threshold with a critical gradient given by Romanelli [8] , Horton [17] , Dominguez and Rosenbluth [23] , the presence of trapped electron contribution lowers the threshold to insignificantly low values or even eliminates the critical gradient, in the sense there there are still unstable drift waves rotating in the electron diamagnetic direction that produce ion thermal transport. This was also shown numerically by Rewoldt and Tang [18] with a code that retains the full electron and ion dynamics.
In addition to this linear argument for dropping the critical gradient in the local ITG theory, the global simulations of Sydora et al. [22] show that there is a significant propagation of the ITG turbulence into the core, where the ion temperature gradients are small. Thus a critical gradient term would have the effect of shutting off the anomalous transport in a region where some degree of turbulence is still present.
The expression of the ion conductivity given in [2] is quite simple:
with C i = 0.014. In the following we shall refer to this expression as OHE model. The OHE model is essentially a two-parameters (q and R/L T ) model that does not attempt to keep track of all the microscopic parameters of stability theory. The q-dependence arises from using the long wavelength component of the ITG turbulent spectrum for the radial correlation length of the turbulent transport. Such a dependence on the safety factor is a key element in the success of the model. Indeed it allows the diffusivity given by Eq. (2) to be radially increasing towards the plasma edge even in the absence of a threshold function [2] .
Secondly the q 2 dependence allows the model to reproduce successfully the scaling law of the confinement time with global plasma parameters. Indeed the scaling law for the confinement time corresponding to the OHE model is the following:
This equation compares well with empirical scaling laws of the confinement time τ E such as the ITER89 [9] or the more recent ITER96 scaling law for L-mode thermal confinement [10] .
Hence this model is a suitable candidate for simulating successfully discharges from different experiments where plasma parameters can vary significantly. We also observe that the model corresponding to Eq. (2) is not valid near the magnetic axis [2] , where it has a tendency to underestimate the heat diffusivity due to its strong dependence on the temperature gradient.
It must be pointed out however that this problem would be made even worse by the inclusion of a threshold function that would further reduce the diffusivity near the center.
Formula (2) is obtained by estimating the characteristic time of the turbulence as the inverse of the maximum growth rate of the instability. If on the other hand one takes the inverse of the growth rate calculated at the large scale cut-off of the turbulent spectrum one obtains:
In the following we shall refer to this model as the OHEm model and use C i = 0.435. The scaling law corresponding to the OHEm model is:
which is much less attractive than Eq. (3) from the point of view of the comparison with empirical laws. The ratio of scaling laws (3) and (5) is:
so that we can expect discrepancies between OHE and OHEm models only when the ratio I/aB varies considerably, which is never the case within discharges from a single machine.
Another shortcoming of the OHEm model is that, due to its weaker q and R/L T dependence, it cannot predict a diffusivity profile increasing sufficiently fast towards the edge. In the following sections we shall support the above considerations with the results of numerical simulations.
The associated formulas for the electron thermal conductivity are given in OHE 2 where the transport simulation evolved both T i and T e with n e fixed. In Redd et al. [24] the standard empirical anomalous hydrogen D h (r) and impurity D imp (r) diffusivities were used in the evaluation. Here, in an effort to focus the comparison on the differences generated by the two χ i models, we fix the density and electron temperature profiles and evolve T i alone.
PREDICTIVE SIMULATIONS
Using the three models above we have simulated a set of L-mode discharges from the DIII-D, JET, TFTR and Alcator C-MOD experiments whose data can be found in the ITERdatabase server (see Table I for the parameters of these discharges). In the simulations density profiles, Z eff profiles etc., are taken from the database and imposed. We point out that, differently from what had been done in [2] , we do not attempt here to simulate the electron temperature profile T e . In fact, the electron temperature profile is imposed in order to study in detail the ion transport. This is acceptable because we are using transport models based on an ion temperature gradient driven instability. The simulations results for some of the shots of Table I Results with OHE are generally good in all simulations in the outer region of the plasma column (0.5 < r/a < 1.0), while the diffusivity is more or less underestimated in the center even taking the effect of sawteeth into account.
The OHEm model works well in JET and TFTR while the ion temperature profile is severely underestimated in DIII-D: this is due to its scaling dependence on plasma parameters that is not in agreement with empirical scaling laws. In fact the ratio (I p /aB), which discriminates the OHE and OHEm scaling laws, increases by a factor up to 6 from TFTR to DIII-D (see Table I ).
The IFS-PPPL model, in the form described in detail in the Appendix, has been implemented into the Astra code [4] and tested against ITER-database discharges in the heat transport dominated region of the plasma column. In the model both the effect of the deuterium and carbon modes are included; in Figs. 11-13 we show the normalized temperature gradient R/L T as obtained in the simulations together with the critical gradients for the deuterium and carbon modes (R/L T ) (1) , (R/L T ) (2) . It can be seen that the system is usually under criticality for the carbon mode; when the system is over criticality for the carbon mode, the deuterium diffusivity is usually more important in determining the total χ e , χ i , where Fig. 13 shows the T i -profile is near the critical gradient for both χ 1 (deuterium) and χ 2 (carbon) from ρ = 0.2 to ρ 0.75. This shot, d3d78106, has the largest error measure (34%)
for the IFS-PPPL in Table III . In Figs. 14-15 also the ion diffusivity from the deuterium and carbon modes, χ (1) , χ (2) , is plotted for two shots.
In the code the threshold function has been smoothed in order to avoid numerical problems related to a sharp step in χ . In 
This expression exhibits the same linear q dependence as the OHEm model and gives a scaling law very close to Eq. (5). Equation (7) 
QUANTITATIVE EVALUATION OF THE RESULTS
Following [11] we compute the deviation of the predicted ion temperature T i with respect to the experimental value T exp i using the quantities m and ∆ defined as:
for N values of x separated by the radial correlation length. In practice we use N = 30 values with δr = 0.017 a. These quantities represent the relative difference of the predicted profiles with respect to the experimental profiles computed in the interval (0.3, 0.8) of the normalized coordinate x in order not to include the effect of sawteeth and edge physics.
In Tables II and III we report the values of the deviations (8) and (9) for the simulations carried out with the three models studied in this paper (IFS-PPPL, OHE, OHEm). In order to obtain a single figure indicating the performance of a model on a dataset of discharges we proceed by averaging m and ∆ in an obvious way:
where M is the total number of shots of the database. However in the quantity m thus obtained positive and negative deviations cancel out and any model could have this sum equal to zero with a proper choice of the normalization constants. For this reason we are led to compute a 'standard deviation' of m over all shots:
The quantity δ m cannot in general be renormalized to zero and it must be taken into account to judge how well the parameteric dependencies of a model fit the data. On the other hand the quantity ∆ indicates how well the profiles predicted by a given model fit the experimental profiles. The final results of the statistical analysis are shown in Tables II and III in terms of m, ∆ for each discharge for the 3 models in this paper for electron and ion transport.
The value of δ m over all the shots of Table II This is particularly important since this model has a very simple form and only one fitting parameter.
At this point it is useful to call the attention of the reader on the current debate on the gyroradius scaling of thermal transport. Whereas the majority of the theoretical community seems to prefer the gyro-Bohm scaling, which is a natural consequence of basic drift wave turbulence theory, a number of similarity studies in various machines [19, 20, 21] These linear eigenmodes are postulated to survive with little changes in the nonlinear state due to the weak interactions occurring near marginality. The ensuing estimate of the con-
, resembles the Taroni (1996) empirical formula
, where the small constant could come from the small amplitude fluctuations near marginality.
A problem of principle with this theoretical explanation for the Bohm scaling is caused by the very presence of a critical gradient. Indeed, whereas this explanation could work with a direct simulation model which possesses a proper threshold, real tokamak plasmas do not have significant thresholds for the onset of turbulence, as discussed elsewhere in this paper.
In this paper we have taken the viewpoint that the turbulence is gyro-Bohm, there is no significant threshold and that a proper radial shape of the diffusivity can be obtained in a gyro-Bohm model provided that the R/L T i dependence is sufficiently strong. Admittedly, this leaves open the problem of why experiments tend to find a Bohm scaling near the edge.
ITER PREDICTIONS
In order to give some feeling of the ITER performance we have carried out predictions in L-mode using the three models considered in this paper. We aim to assess the relative separation between these models in large machines and not to study ITER operation in detail.
We the choice of the edge temperature has been studied in Ref. [24] .
Our results are shown in Figs. 18a-18b for the ion temperature profile in the cases with 50 and 100 MW: the difference between the models gives an idea of the uncertainty related to predictions of the performance of large machines.
Our predictions are carried out for DD plasmas, but in order to evaluate the performance of the models we compute the equivalent Q defined by Q eq ≡ P thn /(P in − dW/dt), estimating the total thermonuclear power P thn in the case of equal DT mixture, Z eff = 1.7 with carbon impurities and typical density and temperature profiles using well-known formulas [13] . The
Q eq values are reported in Table IV for the simulations with the three models and two input powers: it is seen that only using the OHE model the plasma achieves ignition conditions.
Since Q eq > ∼ 5 is generally accepted as the practical definition of ignition Table IV factor, that is necessary to reproduce the scaling with plasma current [14] . Also the presence of a threshold function is found to be an unnecessary complication, since it does not help to recover the correct global scaling and also brings about unrealistically low values of the ion diffusivity in the plasma center. Predictions of the performance of the proposed ITER experiment with the different models show that only using the OHE model the plasma is close to ignition; the pessimistic predictions of the IFS-PPPL and OHEm models are partly due to their weak scaling with plasma current.
In the future the predictive transport studies will be expanded to include high performance discharges which require the additional effects of plasma rotation and the associated sheared radial electric field. The present high performance database is limited and the types of enhanced confinement discharges included vary considerably with each machine.
THE IFS-PPPL MODEL
Kotschenreuther et al. [1] have combined the information obtained from a large number of linear gyrokinetic simulations with a smaller number of nonlinear gyrofluid simulations to construct a parameterization of the critical gradient R/L crit and the ion thermal diffusivity χ i . The parameter list is large. There are eight parameters for hydrogenic working gas:
and with carbon, or other low-z impurity, the parameter list expands to include
and the fast ion beam component adds at least two parameters. For the injected beam species the same hydrogen isotope as the working gas is used, and we add µ Kotschenreuther et al. [1] propose the following parameterization:
where
The choice of this factorization structure is not univocal and other formulas may also parameterize the same data set within the same tolerance.
A similar formula for the carbon ITG mode threshold R/L
T icrit is also given in Kotschenreuther et al. [1] . Again the critical gradient is factorized into products of functions in this case containing two switches: one for Z * eff 
For the thermal diffusivity beyond threshold a transition function
is introduced where x measures the excess of the gradient over the critical gradient:
T i crit defined in Eq. (A3). Choosing the minimum of x and x 1/2 assures that for x < 1 the χ i increases linearly with the excess x > 0 as required by standard bifurcation theory. On the other side (x > 0) of the G(x) = x 1/2 ≤ x switch the growth of χ i with increasing temperature gradient is slowed so as to match that of earlier theoretical formulas.
The ion diffusivity χ i changes with increasing low-Z impurity concentration. As reported by [16, 17] the growth rate and hence diffusivity of the hydrogenic branch of the ITG dispersion relation decreases as the charge fraction f z = Zn z /n e increases. This is taken into account by defining the function:
These particular numbers are for Z = 6 carbon. The low-Z (carbon) branch becomes unstable before Z * eff reaches 3.
So Kotschenreuther et al. [1] added an additional hydrogenic thermal diffusivity χ (2) i that increases as the max (0.25, Z * eff − 3). For Z * eff > 3.25 the carbon mode ITG contribution is:
T crit > 0. The inverse dependence of χ (2) i with T i /T e gives rise to the suppressed core transport in the hot ion mode. Then a final (fourth) switch is introduced in the final ion thermal diffusivity formulas with max χ (1) i , χ (2) i where:
The final formula when the hydrogenic component dominates is (keeping into account the corrections due to elliptical geometry [5] ):
where k is the ellipticity value given in Table I for the different machines. However, as
T icrit in Eq. (A9) a switch is made to the carbon controlled diffusivity of
T icrit given above.
OHE and OHEm Models
The new models (OHE amd OHEm) are based on the multiscale feature of the quasitwo-dimensional drift-wave turbulence. Fluid descriptions with finite Larmor radius (FLR) terms, as well as the large scale particle simulations of Sydora et al. (1997) , show that the peak of the turbulence spectrum shifts to larger space scales. The OHE model is based on the argument that the shift of the k θ ,k r spectrum to large spatial scales continues until the fluctuations become intrinsically 3D rather than quasi-2D. The lowest k θ value determined by this condition is where ω * T ≈ k c s . On applying this condition we choose L T i , rather than L n as the relevant gradient scale length for the diamagnetic drift velocity and choose 
