Let c : V ∪ E → {1, 2, . . . , k} be a proper total colouring of a graph G = (V, E) with maximum degree ∆. We say vertices u, v ∈ V are sum distinguished if c(u)+ e∋u c(e) = c(v) + e∋v c(e). By χ ′′ Σ,r (G) we denote the least integer k admitting such a colouring c for which every u, v ∈ V , u = v, at distance at most r from each other are sum distinguished in G. 
Introduction
In the paper [10] Chartrand, Erdős and Oellermann, proposed definitions of a few graph families that might serve a role of irregular graphs. This research originated from the basic phenomenon that in fact there are no non-trivial irregular graphs at all, which fulfill the most natural condition that all their vertex degrees are pairwise distinct. Facing no definite obvious solution to this issue, Chartrand et al. [11] turned towards measuring the "level of irregularity" of a graph G = (V, E) via the following graph invariant. The irregularity strength of G is the least k so that we are able to construct an irregular multigraph (a multigraph with pairwise distinct vertex degrees) of G by multiplying some of its edges -each at most k times. This parameter, denoted by s(G), is well defined whenever G contains at most one isolated vertex and no isolated edges. Note that equivalently, s(G) may be defined as the least k so that an edge colouring c : E → {1, 2, . . . , k} exists with w∈N (u) c(uw) = w∈N (v) c(vw) for every u, v ∈ V , u = v. This graph invariant has been analyzed in multiple papers, see e.g. [3, 7, 12, 13, 14, 16, 19, 22, 26, 28, 33] , but also gave rise to a fast-developing branch of research, which may be referred to as "additive graph labellings", or more generally "vertex distinguishing colourings", see [1, 2, 6, 8, 9, 15, 20, 29, 35, 36, 37] for examples of papers introducing a few representative concepts of this branch.
One of these is a problem of a total neighbour sum distinguishing colouring of a given graph graph G = (V, E), i.e. a proper total colouring c : E → {1, 2, . . . , k} such that c(u) + w∈N (u) c(uw) = c(v) + w∈N (v) c(vw) for every uv ∈ E, see [29] . The least k admitting such a colouring c is called the total neighbour sum distinguishing index of G and denoted by χ ′′ Σ (G). We also denote by
the so called weighted (total) degree of a vertex v ∈ V (note that w c is required to define a proper vertex colouring of G), and call u, v ∈ V sum-distinguished if w c (u) = w c (v). It was conjectured in [29] that χ ′′ Σ (G) ≤ ∆(G) + 3 for every graph G (note that χ ′′ Σ (G) ≥ ∆(G) + 1 due to the properness of the total colourings investigated). So far the best general upper bound implies that χ ′′ Σ (G) ≤ ∆(1 + o(1)) for every graph G with maximum degree ∆, see [25] and [30] . See also [23, 24, 29, 34] for partial results concerning this conjecture.
In this paper we investigate a generalization of the problem above stemming among others from the concept of distant chromatic numbers, see e.g. [21] for a survey concerning these. Let r be a positive integer. Vertices u, v ∈ V shall be called r-neighbours if 1 ≤ d(u, v) ≤ r, where d(u, v) denotes the distance of u and v in G. We say a proper total colouring c : V ∪ E → {1, 2, . . . , k} is r-distant sum distinguishing if w c (u) = w c (v) whenever u, v are r-neighbours in G. The least k admitting such a colouring is denoted by χ ′′ Σ,r (G) and called the r-distant total sum distinguishing index of G. In [31] a similar graph invariant, denoted by ts r (G) was investigated (in fact it is just an analogous as above distant generalization of a total version of the irregularity strength of graphs introduced in [6] ). The only difference was that the total colourings investigated there did not have to be proper, hence obviously ts r (G) ≤ χ ′′ Σ,r (G) for every graph G. From this paper it follows that the general upper bound for ts r (G), hence also for χ ′′ Σ,r (G) cannot be much smaller than ∆ r−1 , see [31] for details. In this paper on the other hand we prove that ∆ r−1 is the right order of a general upper bound for χ ′′ Σ,r by proving Theorem 1 below.
Main Result and Probabilistic Preliminaries
Our main result is the following. 
hence for all graphs χ
We note that the best thus far general upper bound for ts r (G), a parameter upperbounded by χ ′′ Σ,r (G), is also of the form (2 + o(1))∆ r−1 (for r ≥ 2), see [32] . The proof of Theorem 1 is based on a colouring algorithm described in Section 3. A different type of such an algorithm, but with a similar flavour can in fact be found in [32] (and some other more distant protoplasts e.g. in [5, 18, 27] ). Actually, we shall make use of a specific ordering of the vertices essentially proved to exist there, see Lemma 4 below. We include a proof of its existence though for the sake of completeness of the presentation of our reasoning.
We shall use a probabilistic approach based on the Lovász Local Lemma, see e.g. [4] , and the Chernoff Bound, see e.g. [17] (Th. 2.1, page 26).
Theorem 2 (The Local Lemma). Let A 1 , A 2 , . . . , A n be events in an arbitrary probability space. Suppose that each event A i is mutually independent of a set of all the other events A j but at most D, and that Pr(
and Pr(BIN(n, p) < np − t) < e
where BIN(n, p) is the sum of n independent Bernoulli variables, each equal to 1 with probability p and 0 otherwise.
Note that if n ≤ k, then we may still apply the Chernoff Bound above to prove that
3kp (for t ≤ ⌊k⌋p). Given any graph G = (V, E) of maximum degree ∆, positive integer r and a vertex v ∈ V , we denote by N r (v) the set of all r-neigbours of v in G, and set d r (v) = |N r (v)|. We also define a partition of V into:
(2)
and denote
Moreover, given any fixed linear ordering of the vertices of G, every neighbour or r-neighbour u which precedes v in this ordering shall be called a backward neighbour or r-neighbour, resp., of v. Analogously, the remaining ones shall be called forward neighbours or r-neighbours, resp., of v, while the edges joining v with its forward or backward neighbours shall be referred to as forward or backward, respectively. Additionally, for any subset
denote the sets of all backward neighbours, backward r-neighbours and r-neighbours in U of v, respectively. 
Proof. Fix r ≥ 2 and G = (V, E). We do not specify ∆ ′ 0 , but assume that ∆ is large enough so that all explicit inequalities below hold. We order the vertices of V randomly. For this goal, we associate with every vertex v ∈ V an (independent) random variable 
Note also that by the Chernoff Bound, for any x ∈ [0, 1] for which xb(v) ln ∆ ≤ xb(v),
As trivially
, we conclude that:
Finally note that for x ∈ [0, , 1], analogously as above, by the Chernoff Bound:
(as x ≥ (6) and (7),
Observe now that each event A v,i is mutually independent of all other events except those A u,j with u at distance at most 2r from v, i, j ∈ {1, 2, 3}, i.e., except at most 3∆ 2r + 2 other events. On the other hand, by (4), (5) and (8), we have that Pr(A v,i ) < ∆ −3r for every v ∈ V with b(v) ≥ ∆ 1 3 ln ∆ and each i ∈ {1, 2, 3}. Thus by the Lovász Local Lemma, with positive probability none of such events A v,i appears, hence there exist choices of x v for all v ∈ V for which the thesis holds.
Proof of Theorem 1
Fix an integer r ≥ 2. Within our proof we shall not specify ∆ 0 . Instead, we shall again assume that G = (V, E) is a graph with sufficiently large maximum degree ∆, i.e. large enough so that all inequalities below are fulfilled, and not smaller than ∆ ′ 0 from Lemma 4 above.
Let v 1 , v 2 , . . . , v n be an ordering of the vertices of V guaranteed by Lemma 4, with x v for v ∈ V , I and R as specified in this lemma (and let S, B be the vertex subsets defined in (2) and (3) 
(In fact L consists only of the last interval for every r ≥ 3.) Note that L ⊆ [K + 1, K + 4∆ + 1], L contains exactly ∆ + 1 integers and for any two integers i 1 , i 2 ∈ L:
i.e. for i 1 = i 2 no element of the four element set corresponding to i 1 is congruent modulo K to any element from the set associated with i 2 . We first apply Vizing's theorem to 5 colour properly the edges of G with integers from L. Then we greedily colour the vertices of G with colours 1, 2, . . . , K so that the obtained total colouring of G is proper modulo K (i.e. the colours are not congruent modulo K for the adjacent vertices, adjacent edges and for the edges and their ends). Now we shall use a recoloring algorithm eventually yielding our final proper total colouring f : V ∪ E → {1, 2, . . . , 2K + k + 4∆ + 1}. Within this algorithm we shall be analyzing consecutive vertices in the fixed ordering (starting from v 1 ). By c t (a) we shall denote a contemporary colour of every a ∈ V ∪ E within the ongoing algorithm. After every stage of the algorithm (i.e. after analyzing a consecutive vertex in the sequence) corresponding to v i , the obtained total colouring of G shall be required to remain proper modulo K, except for some possible colour conflicts between vertices v j with j > i and their adjacent vertices or incident edges, which shall be taken care of later on. (In fact the admitted alterations of edge colours within the algorithm combined with property (9) shall immediately guarantee that our colouring restricted to edges shall always be proper modulo K, cf.
(1
The final target sum of every vertex v ∈ V , w f (v), shall be chosen and fixed the moment v is analyzed so that w f (v) = w f (u) for every backward r-neighbour u of v in G. Ever since this moment we shall also require that after every succeeding stage, the total sum of v, w ct (v), equals w f (v). The moment a given vertex v is analyzed we shall choose its (new) colour c ′ (v) ∈ {1, 2, . . . , K} (and set c t (v) = c ′ (v) at this point). Ever since this moment we shall admit four possible colours for v, namely from then on we shall always require so that
(where c
We shall admit at most two alterations of the colour for every edge in E during the algorithm -only when any of its ends is being analyzed. Let v be a currently analyzed vertex in the sequence v 1 , v 2 , . . . , v n , and let u ∈ N (v) be any of its neighbours. We admit the following alterations at this stage of our construction (associated with adjusting w f (v)): These however have to performed so that all our requirements described above ar met at the end of this step; in particular so that c t (u) ∈ {c ′ (u), c ′ (u) + k, c ′ (u) + K, c ′ (u) + K + k} and w ct (u) = w f (u) afterwards if u is a backward neighbour of v, hence we have always only two admissible additions via (5 • ) and (6 • ) including 0 due to the first of this conditions (cf. (10)), and consequently also only two associated options via each of (3
• ) and (4 • ) so that also w ct (u) = w f (u) holds at the end of the step. Note that the admitted alterations guarantee that c t (e) ∈ {1, 2, . . . , 2K + k + 4∆ + 1} for every e ∈ E at every stage of the construction.
Suppose we are about to analyze a vertex v = v i , i ∈ {1, 2, . . . , n}, and thus far all our requirements have been fulfilled, and all rules above have been obeyed. We shall show that in every case the admitted alterations provide us more options (guaranteeing also that there shall be no colour conflicts between v and its incident edges and adjacent vertices now and in the future provided that we follow the same rules and constraints in the further part of the algorithm) for w ct (v) than there are backward r-neighbours of v, and hence one of this options can be fixed as w f (v) so that this value is distinct from every w f (u) already fixed for any u ∈ N r − (v). Denote the degree of v by d, and assume that d > 0 (otherwise, we set w f (v) = 1 and c t (v) = 1). Note that due to the admitted alterations, by the required properness modulo K of the total colouring after every stage of the construction (with the exception for the forward vertices), applying (7 • ) to v we have to choose c 
Remarks
The character of the problem investigated changes for r ≥ 2 (compared to r = 1). Within our approach we have put an effort to optimize the second order term (for r ≥ 3) in the upper bound (1), up to a constant and the power in the logarithmic factor. The result for r = 2 could still be improved within the same approach, but we focused on the most general result with respect to all r ≥ 2. The case of r = 2 involves special difficulties, what is reflected in our conjectures below, the first of which seems to be most challenging one in this field, while the second one is just its relaxation for the case of r ≥ 3. 
