Glass-forming ability (GFA) is the easiness to vitrify a liquid on cooling, while glass stability (GS) is the glass resistance against devitrification on heating; but it is questionable if there is any direct relationship between these two parameters. Therefore, to test this possibility, we assess and compare GFA and several GS parameters through quantitative criteria. GFA and GS were calculated for six stoichiometric glass forming oxides that only present surface (heterogeneous) crystallization in laboratory time scales: GeO 2 , Na 2 O AE 2SiO 2 , PbO AE SiO 2 , CaO AE Al 2 O 3 AE 2SiO 2 , CaO AE MgO AE 2SiO 2 and 2MgO AE 2Al 2 O 3 AE 5SiO 2 ; plus Li 2 O AE 2SiO 2 and Li 2 O AE 2B 2 O 3 that, in addition to surface nucleation, also present homogeneous (internal) crystallization. We gauge GFA by the critical cooling rate, q cr , which was calculated from an estimated number of heterogeneous nucleation sites per unit surface, N s , and from experimental crystal growth rates, u(T), assuming a detectable surface crystallized fraction X c = 0.001. We define GS parameters by fourteen different combinations of the following characteristic differential thermal analysis (DTA) or differential scanning calorimetry (DSC) temperatures: the glass transition temperature (T g ), the onset crystallization temperature on heating ðT h x Þ, the peak crystallization temperature on heating ðT h c Þ, and the melting point (T m ). To obtain the experimental GS parameters for each glass we carried out DSC runs using coarse and fine powders, and completed the necessary data with literature values for T m . The results for fine and coarse particles were quite similar. Most of the GS parameters that consist of three characteristic DSC temperatures show excellent correlation with GFA, however, rather poor correlations were observed for parameters that use only two characteristic temperatures. We thus demonstrated that certain, but not all GS parameters can be used to infer GFA.
Introduction
There is now consensus that any material can vitrify if cooled from the molten state to the glass transition temperature, T g , at a rate fast enough to prevent crystallization. The slowest a material can be cooled down to T g without crystallization the easiest it is vitrified, and this property is denominated glass forming ability (GFA). A maximum allowed fraction of crystals, X c , usually taken between 0.1% and 0.0001%, is conventionally assumed to classify a material as glassy. One can thus define a critical cooling rate, q cr , to avoid a crystalline fraction higher than X c on cooling a liquid. Therefore, q cr gauges GFA. However, it is quite difficult to accurately measure q cr and the complexity increases for reluctant glass formers that require very high cooling rates. If one could devise indirect ways to estimate GFA would then avoid exhaustive laboratory investigations, and this is thus a key step for efficient development of new glasses and glass-ceramics.
On the other hand, once a glass is made, for instance by fast quenching a melt, its stability against crystallization can be easily investigated. The resistance of a given glass against crystallization upon reheating defines glass stability (GS). GS is typically derived from characteristic temperatures that are determined from simple non-isothermal analyses, such as DTA or DSC. It is thus desirable to know how one can estimate GFA from GS measurements. However, the definitions of GS are somewhat arbitrary, only seldom have been rigorously tested and, as we will summarize below, it is controversial if there is any straightforward relationship between GFA and GS.
In this work, we experimentally test the existence of possible correlations between precisely calculated critical cooling rates (GFA) and fourteen ways to characterize GS using DSC. We use eight stoichiometric glasses: GeO 2 (G), Na 2 (LB 2 ) that also show homogeneous (internal) nucleation in addition to predominant surface nucleation. Therefore, the paperÕs objective is to systematically verify possible relationships between GFA and GS parameters for glasses that crystallize via the most common nucleation mechanism, i.e. surface (heterogeneous) nucleation.
Literature review

Glass forming ability
A variety of theories have been proposed to understand why some systems easily vitrify while others do not [1, 2] . Ultimately, a high glass forming ability is associated with slow crystallization rates. Uhlmann [3] was one of the first to use the concept of crystallization kinetics controlling glass formation. His method refers to TTT (time-temperature-transformation) diagrams, which are temperature versus time graphs showing curves that correspond to specified fractions of transformed phase. A curve in a TTT diagram shows how one can set a thermal treatment to achieve a given fraction of transformed phase. To vitrify a liquid by cooling, the crystallized fraction of interest is normally the smallest detectable, usually assumed to be 10 À2 -10
À6
. A ÔnoseÕ arises in the TTT diagrams at a temperature T n and time t n where the rate of transformation is the fastest. According to the nose method, the critical cooling rate for glass formation, q n cr , is given by
However, critical cooling rates calculated by the nose method are typically one order of magnitude greater than experimentally determined values [4] . Thus, this method can only be used to estimate relative critical cooling rates and to compare the glass forming ability of different materials.
It is quite laborious to experimentally build TTT curves, and it is yet not possible to theoretically calculate such curves due to the lack of an accurate expression for the nucleation rates. It is also rather difficult to directly measure critical cooling rates. To circumvent this problem, Colmenero and Barandiarán [5] proposed an experimental method to easily estimate q cr by determining the crystallization temperatures when a liquid is cooled in a DTA or DSC equipment at different rates, q. Their method is here denominated CB. These authors suggested that on cooling a liquid, q is related to DT c c by
where DT Only a few researchers have tested the CB method. For instance, Wichard and Day [6] determined the critical cooling rates for five compositions of the Ga 2 O 3 -CaO system using the CB method and also an alternative technique. This second method is here denominated WD, and consists of repeatedly heating up a thin layer of glass around a Pt-10% Rh thermocouple bead, cooling it down at different rates and then recording eventual exothermic crystallization peak temperatures on cooling in a temperature versus time graph. The crystallization peak is absent when the cooling rate is faster than q cr . The critical cooling rate is then obtained from a DT c c versus log q plot for DT c c tending to infinity. Wichard and Day melted each composition between 150 and 250°C above its respective liquidus and cooled them at least 30 times at various rates to record exothermic crystallization peaks. The q cr determined by the CB method (using a Pt crucible) and the experimental values agreed.
The WD method was afterwards used to determine critical cooling rates for CaO-Ga 2 O 3 -SiO 2 [7] and BaO-TiO 2 -SiO 2 [8] glasses confirming the expected tendency of increasing GFA with increasing silica content.
Huang et al. [4] compared the CB and WD methods by studying the nucleating power of Pt, Au, P 2 O 5 and TiO 2 in a 40Li 2 O AE 60SiO 2 glass. They showed that q cr increases with the amount of Pt and Au added, but the effect of Pt is stronger than that of Au; while TiO 2 practically does not change the q cr , and P 2 O 5 decreases it. As regards to the WD method, the sample that yielded a smooth cooling curve (without any exothermic crystallization peak detected by a thermocouple) was checked by optical microscopy and the respective cooling rate was used to estimate q cr when no crystals were detected. If some crystals were observed, the sample was melted again and cooled at a slightly higher rate until it was free of crystals. The two methods were in excellent agreement.
Later on, Cabral et al. [9] noticed that DT c c in Eq. (2) can only vary between zero and T m , such that in practice DT c c is limited by (T m À T g ) and thus never tends to infinity. Those authors then proposed a more realistic expression for q cr based on the CB derivation, denominated CB * , given by the following equation:
where A * and B * are constants. Nevertheless, results from the CB and CB * equations were not significantly different. Their research indicated that the glass stability parameter proposed by Hrubÿ (K H ) -to be described later -is related to the q cr . Recently, Ray et al. [10] proposed a new DTA method to measure q cr , which takes the crystallization peak height or area on the heating path, instead of the cooling path. Prior to heating experiments at a fixed rate, the samples are heated above the melting point and subsequently cooled at different rates, resulting in different crystalline fractions. The subsequent crystallization peak heights or areas in DTA traces are proportional to the amount of crystalline and residual glass present, such that increasing the cooling rate in the previous treatment increases the fraction of glass that can latter transform in the heating path. q cr is the rate of the prior cooling experiment that first yields the maximum crystallization peak height or area in the following heating, indicating that glass always results for subsequent increasing of the cooling rate. This method was suggested to be also suitable for liquids that show small or undetectable crystallization peak on cooling due to too small crystallization heat or crystallization rate. The technique was tested for a 38Na 2 O AE 62SiO 2 glass with a known q cr giving an excellent agreement.
Several other authors have formulated a number of GFA criteria and calculated q cr using melt or crystallization parameters (see Refs. [1, 11] and cited references therein).
Our method and expression for q cr
Here we use the kinetic theory of Johnson-Mehl [12] , Avrami [13] [14] [15] and Kolmogorov [16] (the JMAK theory) to derive and calculate the critical cooling rate needed to avoid a certain cumulative surface crystallized fraction, X c , on the cooling path. For small surface fraction crystallized (X < 0.1) in an isothermal process, X $ g AE N s AE u(T) 2 AE t 2 . For a non-isothermal process with a constant cooling rate q = dT/dt from the melting point to T g , one can easily demonstrate that the critical cooling rate q cr is given by
where g is the crystal shape factor -which is 4 for square crystals, 2p for ellipsoidal crystals and p for circular crystals (on a glass surface). The vertical line in Eq. (5) indicates the absolute value of the integral of the crystal growth rate u(T). Differently of previous research [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [17] [18] [19] , which employed theoretically calculated growth rates, in this paper we use smooth experimental crystal growth rate curves u(T) by fitting theoretical equations to experimental data in the range T m to $T g , for each one of the eight glasses studied -please look at Ref. [20] for details. The detectable degree of surface crystallization, X c , is considered to be 0.1%. We assume the most common nucleation mechanism, i.e., heterogeneous surface nucleation from a fixed number of sites, where N s is the constant number density of crystals per unit area -which we consider to be 10 4 crystals/m 2 (a typical value for fractured surfacessee Mü ller [21] ).
Glass stability parameters
There are several parameters regarding glass stability on heating. For instance, Turnbull [22] proposed a now classical parameter based on the assumption that the nucleation frequency in an undercooled melt is inversely proportional to its viscosity, g. The ratio
is the reduced glass transition temperature, and T m is the melting point (or the liquidus, T l , instead of T m , when applicable). Turnbull adopted the classical nucleation theory and used K T as a criterion for glass formation as the avoidance of a single nucleation event. Earlier on, Kauzmann had also mentioned the significance of this same ratio [23] .
To the best of our knowledge, Weinberg [24] was one of the first to use another parameter, whose ÔfatherÕ is unknown. Therefore, we will name it the Weinberg parameter:
Actually Weinberg used the peak maximum T h c and not the onset T h x . In this paper T h c and T h x are interchanged and both are tested, as we will describe bellow.
Hrubÿ proposed his own parameter to probe glass stability against crystallization on heating [18] , K H , as defined by
According to Hrubÿ, the higher is the value of K H for a certain glass, the higher its stability against crystallization on heating and, presumably, the higher the glass ability to vitrify on cooling.
Recently, Lu and Liu [25, 26] proposed a new criterion, K LL , [27] .
As far as we know, there are at least other four additional parameters for GS that also rely on the characteristic DSC temperatures T g , T m , T h c and T h x . The origin of K 1 (Eq. (10)) is unknown to us. Hrubÿ [18] proposed K 2 (Eq. (11)) in 1972. Tran et al. [28] applied this criterion to fluorozirconate glasses in 1982. Angell [29] was probably the first to suggest that K 2 is a good indicator of GS. Drexhage et al. [30] , Almeida and Mackenzie [31] , and Cooper and Angell [32] also reached similar conclusions. K 3 (Eq. (12)) was proposed by Wakasugi et al. [33] , while K 4 (Eq. (13)) was probably proposed by Weinberg [24] . It is not always possible to precisely track back the birth of all these parameters, therefore, for simplicity, we will denominate them simply as:
In this paper we alternatively substitute T h x by T h c when applicable (except for Saad and PoulainÕs parameter, and K 4 , Eqs. (9) and (13)) and calculate the GS parameters given by the above expressions. With the interchangeable T h x and T h c our analysis thus involved not nine, but fourteen stability parameters.
There are other more complex GS parameters, such as that of Duan et al. [34] , which relates kinetics and thermodynamics in the form K D (T) = v exp(ÀED/RT), where R is the universal gas constant,
is a frequency factor and E is an activation energy for crystallization. But D, m and E are derived from DSC or DTA curves obtained at different heating rates, which were not performed in this work.
Ota et al. [19] related the viscosity at the melting point, g(T m ), with critical cooling rates. It is thus possible to consider g(T m ) as a GS parameter, as proposed by Tamman many years ago. Nevertheless, in this work we only test GS parameters that are possible to obtain from simple DSC or DTA experiments.
GFA versus GS
Using theoretical expressions for crystal nucleation and growth rates, and the JMAK theory, considering homogeneous nucleation and screw dislocation growth in stoichiometric glasses, Weinberg [35] concluded that GFA and GS, defined by ðT h c À T g Þ=T m , are ill related concepts. Weinberg compared the trends in GFA and GS with systematic changes in the melting entropy, DS m , and the viscosity parameters in the Vogel-Fulcher-Tamman (VFT) expression in terms of the reduced temperature T r = T/T m : g = g 0 exp[b/(T r À T or )], i.e. the reduced Kauzmann temperature, T or , the pre-exponential, g 0 , and the constant b. The parameter b was assumed to vary concomitantly with g 0 . He also correctly pointed out that for heterogeneous crystallization, the critical cooling rate and GS depend upon sample size, shape and surface condition, and then the concept of gauging GFA by GS is difficult to find practical interest.
In a subsequent work, Weinberg [24] used the JMAK theory to derive the time necessary to crystallize a minimum detectable fraction, considering again classical homogeneous nucleation and screw dislocation growth in stoichiometric glasses. He then used the time criteria to assess GFA and test the reliability of two particular GS parameters, given by the expressions: ðT
Weinberg calculated these GS parameters by using nucleation and growth equations and the JMAK equation, and varied them by changing the physical parameters that control the crystallization rate. He observed that the stability of glasses having parallel viscosity curves g(T) could be qualitatively evaluated by the two expressions above described, but they are not quantitatively reliable and none of them appears to be best. However, he concluded that for glasses for which g(T) significantly differed in the region of T g , these stability criteria can be misleading.
Cabral et al. [17] used the nose method (explained above) in a TTT curve built from experimental I(T) and u(T) to calculate q cr for four stoichiometric glasses that exhibit homogeneous nucleation: Li 2 O AE 2SiO 2 , Na 2 O AE 2CaO AE 3SiO 2 , BaO AE 2SiO 2 and 2Na 2 O AE CaO AE 3SiO 2 . They compared q cr with the stability parameter of Hrubÿ [18] , Eq. (7), and concluded that these q cr and K H were related. They also showed that the alternative use of T h c instead of T h x in the K H expression did not result in significant differences.
Later on Cabral et al. [9] extended and improved their approach by including three other glasses -Li 2 O AE 2SiO 2 AE OH, 2BaO AE TiO 2 AE 2SiO 2 and 44Na 2 O AE 56SiO 2 -in addition to those four used in Ref. [17] , and studied again the correlation between q cr and K H . However, they used a DSC method of cooling liquids at different rates (the CB * method -described above) as a measure of critical cooling rate rather than calculating q cr by the nose method. In addition, they detected a strong effect of the DSC sample holder pan on the crystallization peak position on cooling the melt. Platinum and alumina pans had strongly catalyzed nucleation, but graphite pans proved to be suitable for obtaining the crystallization parameters free from these effects. Despite this fact, they used their extensive DSC results obtained using a Pt pan to calculate the q cr and HrubÿÕs GS. But, to minimize the nucleation effect of Pt, they repeated several times the cooling procedure in the DSC and chose the crystallization peak at the lowest temperature among the several runs (that probably undergoes the least interference of the pan material). Due to these problems, only the Li 2 O AE 2SiO 2 glass presented q cr of comparable magnitude to that estimated by the nose method. All the other glasses presented CB * values twice to six times higher than the q cr calculated by the nose method. Nevertheless, these authors found a general trend correlating the q cr and HrubÿÕs parameter, reinforcing their idea that GFA can be estimated by HrubÿÕs GS parameter.
Concomitantly to the study of Cabral et al. [9] , Avramov et al. [2] theoretically investigated the possible relationship between GFA and GS for both homogeneous and heterogeneous nucleation, in a similar way to that of Weinberg [35] , but assuming that the activation energy for viscous flow, b, varies independently of the pre-exponential term, g 0 , in the viscosity expression. They demonstrated that if this assumption about b and g 0 is valid, GS and GFA are indeed related concepts.
Differently of previous works, we now test glasses having predominant heterogeneous (surface) nucleation and use powdered specimens to privilege this type of nucleation. We then use the JMAK expression for surface nucleation, one estimated value of the number of nucleation sites per unit area and experimental growth rates for each glass, which vary by four orders of magnitude for the eight systems analyzed, to calculate the critical cooling rates. We then compare the calculated q cr for each glass with fourteen different (measured) GS parameters.
Experimental and calculational procedures
We carried out DSC experiments using powdered samples of eight glasses: GeO 2 (G), PbO All the glasses were chemically analyzed and the results are shown in Table 2 . In general, their compositions closely agree with the respective stoichiometric formulas. All these glasses were crushed by hand in an agate mortar and pistil, and the resulting powder was sieved to form two samples with different particle sizes, 22-38 lm (fine powder) and 150-177 lm (coarser powder). DSC scans were obtained for all glasses using the fine and coarse samples to evaluate the effect of heterogeneous crystallization on the DSC crystallization peaks and, consequently, in the GS parameters. About 20-40 mg of each sample were analyzed in a Netzsch 404 DSC using a Pt crucible. The heating rate was To correctly calculate the critical cooling rates, the crystal morphologies were determined by optical microscopy in samples heat treated at T g < T < 1.2T g chosen according to the known u(T) curves (see Fig. 1 ) to grow crystals of about 50 lm in 30 min, i.e. before they heavily impinge and cover the whole surface.
According to the extensive study of Mü ller et al. [36] , the number density of surface nucleation sites (N s ) on several glasses having different surface finish, e.g. mechanically polished, fractured, fire-polished, etc., and crystallized under different environments of thermal treatments varies from 10 4 to 10 11 crystals/m 2 , although fire polished and other types of pristine surfaces may sometimes have almost no nucleation sites. To calculate the q cr by Eq. (4) to allow a comparison among all glasses, we considered N s constant and equal to 10 4 crystals/m 2 , which corresponds to the smallest value reported for fractured surfaces. The choice of this small N s was made having in mind q cr as derived from the glass forming ability concept by limiting crystallization when cooling a melt. This assumption about N s and its implications for the results of this research will be discussed later.
The u(T) curves used here were obtained from the literature and are resumed in Ref. [20] . Crystallization is an exothermic process and the knowledge of the crystal/liquid interface temperature is essential for analyzing crystal growth kinetics. Based on direct measurements for several glasses, Herron and Bergeron [37] successfully obtained an empirical equation to estimate the liquid-crystal interface temperature for growing crystals. We thus corrected u(T) for the interface temperatures for all systems studied here (see details in Ref. [20] ), but calculations with and without these corrections demonstrated that the main conclusions about the critical cooling rates would not change.
The maximum allowed crystalline fraction, X c , may be established depending on oneÕs ability to detect small quantities of crystals in a glass matrix. The maximum crystalline fraction X c allowed to consider a material as a glass is usually considered to be between 10 À2 and 10 À6 . Here we use a surface fraction crystallized X c = 0.1%, i.e. a minimum surface crystallized fraction detectable by X-ray diffraction experiments.
For each glass we calculate GS using DSC data obtained for fine and coarse powders. As q cr range covers a much wider interval than the GS parameters, we take the logarithmic scale to plot q cr versus GS (in linear scale) for all fourteen GS parameters. Fig. 1 shows literature data for experimental crystal growth rates as a function of temperature, corrected by the Herron and Bergeron equation [37] . These data are plotted against the reduced temperature T/T m to allow a comparison of all glasses. The highest maximum growth rate is that of LB 2 (3 · 10 À3 m/s) and the slowest refers to GeO 2 (9 · 10 À8 m/s). These crystal growth rate peaks are at about 0.95T m and vary by 10 orders of magnitude, from T g to T m ! The observed crystal morphologies and respective shape factors, g, are shown in Table 3 . To simplify our calculations, for hexagonal shaped crystals, such as anorthite and l-cordierite, the morphologies were considered ellipsoidal. For lead metasilicate, the crystal morphology was needle-like, growing in spherulitic habit, and thus was considered spherical. It should be noted that crystal morphology can vary with temperature. However, according to Eq. (4) q is not strongly dependent of the shape factor. The critical cooling rates were alternatively calculated with Eq. (4) considering crystals having only spherical morphologies for all systems, i.e. using g = p, to evaluate the effect of g, but the results (not shown) did not change much as compared with the real morphologies presented on Table 3 . For example, if one chooses circular or squared crystals for diopside, the order of magnitude of q cr remains the same and the main conclusions of this work do not change.
Results
The integral in Eq. (4) was obtained numerically by the area under the u(T) curve fitted to the data in Fig. 1 . Two methods of numerical integration were used: one by integrating data directly from Fig. 1 , and other by integrating a smooth curve that resulted from a crystal growth model (normal, screw dislocation or 2D surface nucleation growth, when applicable) fitted to the same data set. These two procedures gave similar results, shown in Table 4 . Taking the maximum u(T) in Fig. 1 , u max , the corresponding temperature T max and the parameters T g and T m (given in Table 5 ), one may calculate some parameters such as u max T max /10 and u max (T m À T g )/5 for each glass in an attempt to get an easy approximation for the integral in Eq. (4). The results of these calculations are shown in Table  4 , compared with those resulting from numerical integrations. The importance of this procedure is explained on the basis that it was not simple to obtain crystal growth rates near T g for all systems, such as NS 2 . The meaning of this finding will be discussed later in this article. The critical cooling rates, q cr , as calculated through Eq. (4), are shown in Table 3 .
Typical DSC scans were obtained for all fine and coarse powders. Fig. 2 shows the DSC curves of the fine powders, which do not differ much from the coarse ones, then these last are not shown. The resulting characteristic temperatures and the melting temperatures obtained from the literature (see Ref. [20] for details) are shown in Table 5 . For M 2 A 2 S 5 the crystallizing phase was considered to be the metastable l-cordierite with an estimated melting temperature T l m % 1350°C from the corresponding crystal growth rate curve [38] . The GS parameters were subsequently calculated considering the DSC characteristic temperatures for the coarse and fine powders, and the results are plotted in Figs. 3 and 4 as q cr versus GS in log-lin graphs. Table 5 Characteristic temperatures obtained from DSC traces recorded at 10 K/min for fine and coarse glass powders (K)  G  1388  819  1090  1174  821  1147  1187  PS  1037  677  859  901  676  872  910  NS 2  1147  713  897  918  721  901  935  M 2 A 2 S 5  1350  1072  1203  1238  1075  1227  1273  LS 2  1306  740  819  886  742  821  924  CMS 2  1664  988  1148  1187  989  1164  1209  CAS 2  1823  1127  1280  1301  1124  1299  1323  LB 2  1173  749  767  787  751  788  804 T m is from the literature [20] . Morphologies: h: squared; /: rectangular; 0: ellipsoidal; : hexagonal; and : spherulitic needle-like. The crystal growth models are indicated as: normal (N), screw dislocation (SD) and surface nucleated (2D). The systems indicated with ( * ) present two possible crystal growth mechanisms: SD or 2D. q cr from G and NS 2 glasses were calculated using u max (T m À T g ). Details on crystal growth rate data are given in Ref. [20] . Table 4 Integration of
uðT Þ dT by different methods, maximum crystal growth rates, temperature at u max and temperature range observed for crystallization 
Discussion
On the data used and main assumptions for the calculations
To simplify our analysis, the collection of crystal growth rates as a function of temperature from different authors for each particular system is represented by a unique symbol in Fig. 1 . One can observe that these crystal growth rates show quite consistent trends and do not disperse much. We thus consider that the quality of the input u(T) data is adequate.
The main assumption used in this paper refers to the number density of surface nuclei in Eq. (4), N s . It is quite difficult to precisely determine N s for powders because the surface state and N s are strongly dependent on the environment and on the way the powder is produced. To a first approximation, in the present calculations we suppose N s = 10 4 cystals/m 2 and equal for all the oxide glasses used. However, this assumption has not been tested and is probably not good for general use, for instance for metallic or polymer glasses. It is reasonable to argue that oxide glasses prepared by equivalent procedures result in comparable surface states. But, to correctly calculate q cr for any system one must devise a way to measure N s and the effect of significant internal nucleation (when this is the case).
The parameters N s and X c here selected agree with values observed in common practice. Our conclusions are not altered if one chooses, for instance, N s = 10 5 cystals/ m 2 and X c = 1%, which are also acceptable values, but using values that are too different from those considered here could lead to other conclusions.
From Table 4 one sees that there is very good agreement between numerical integration, using interpolated data from Fig. 1 , and the model equations, using classical crystal growth mechanisms for u(T). Details of fitting crystal growth expressions to experimental data can be found elsewhere [20] . The products u max T max /10 and u max (T m À T g )/5 are of the same order of magnitude as the more rigorous integrals, suggesting that to estimate GFA it is only necessary to know a few parameters, such as u max , T max , T m and T g , and not the whole u(T) between T g and T m . This means that, for the case of heterogeneous surface nucleation considered here, the critical cooling rates are mostly affected by the maximum crystal growth rate, u max . Systems that present high u max , T max or (T m À T g ) require high cooling rates to vitrify. Our proposal to estimate q cr considering it proportional to u max (T m À T g ) can be obtained from Eq. (1) (the TTT or nose method), admitting the temperature at the nose T n $ (T m + T g )/2 and considering the time t n to be inversely proportional to u max . The q cr versus u max dependence corroborates the very first proposal of Dietzel and Wickert [39] that considered glass crystallization on heating a process of crystal growth on athermal nuclei.
Critical cooling rate calculations
The present approach to calculate q cr enables one to evaluate GFA controlled solely by heterogeneous surface crystallization, which is often predominant over crystallization originating from internal homogeneous nucleation, but q cr depends on the square root of the nucleation site density, N 1=2 s . In the case of pure homogeneous nucleation, there should be no difference in q cr for bulk and powdered glasses. However, in most glasses, heterogeneous nucleation predominates over homogeneous nucleation and furthermore, when dealing with powdered samples, heterogeneous nucleation is enhanced by their higher specific surface. Thus, the consideration of only internal (homogeneous) nucleation to estimate q cr should lead to much lower values than those obtained if one considers surface crystallization.
For instance, using the nose method and homogeneous nucleation and growth rate data, Cabral et al. [17] obtained q cr % 0.2-0.3 K/s for LS 2 . And the newest results of Cabral et al. [9] for LS 2 glass, using the CB * method, indicate q cr = 0.4 K/s. Havermans et al. [42] directly measured q cr = 3.6 K/s by immerging in a crystallizing LS 2 glass a Pt thermocouple. But Pt is a known nucleating agent for this composition, and thus the presence of some heterogeneous nucleation sites at the platinum-glass interface can explain the discrepant result from those of Refs. [9, 17] . Ota et al. [19] measured the critical cooling rates of LS 2 inspecting samples quenched at different cooling rates, by optical microscopy, looking for crystals on the surface as well as in the glass interior, and obtained the value of 1 K/s. Asayama et al. [43] determined a value close to 6 K/s for the same composition, also by inspecting cooled samples by microscopy. All these former values indicate q cr smaller than 7 K/s for internal nucleation in LS 2 glass. However, the present result (q cr % 71 K/s), assuming heterogeneous surface nucleation and N s = 10 4 /m 2 for powdered LS 2 glass, is much greater than that previously calculated values assuming homogeneous nucleation in bulk samples. Thus, a comparison of our results for LS 2 with those of other authors confirm that surface Fig. 3 . Critical cooling rate (q cr ) versus GS calculated using T h x . GS parameters given by (a) Turnbull [22] ; (b) Weinberg [24] ; (c) Hrubÿ [18] ; (d) Lu and Liu [25, 26] ; (e) K 1 , Eq. (11); (f) K 2 , Eq. (12) [18] ; and (g) K 3 , Eq. (13) [33] . Open symbols, dashed line: fine powder; closed symbols, full line: coarse powder. LB 2 (n); LS 2 (s); CAS 2 (}); M 2 A 2 S 5 (~); NS 2 (,); CMS 2 (h); PS (e); and G (q).
crystallization has a much stronger influence on GFA than internal nucleation, as we expected. Now, looking at a glass that only shows surface crystallization in laboratory time scales, NS 2 , the measured critical cooling rates obtained by Ota et al. [19] uðT Þ dT between 1.16T g À T m , in fact a too short temperature range. But, if we consider the u max T max /10 or u max (T m À T g )/5 approximations (that is, in the whole range from T g to T m ) q cr increases to 3.2 K/s and 2.4 K/ s, respectively. Thus, once more, the critical cooling rates determined in this work are higher than those obtained by different methods, in a clear indication of the extreme sensitivity of q cr to the (assumed or real) number of nucleation sites. Therefore, it should be stressed that the present calculations are only valid for glass powders having N s = 10 4 sites/m 2 . Unfortunately the q cr calculated by Uhlmann [3, 44] and Cranmer et al. [45] using calculated TTT curves for silica, anorthite, NS 2 and GeO 2 cannot be used for comparisons with the present results because theoretical internal nucleation rates were assumed in these papers, which are many orders of magnitude below the experimental values for all glasses known so far. Additionally these glasses do not reveal volume nucleation.
But, despite the approximation of constant N s , the present results show that our current analysis, which considers only heterogeneous surface nucleation, allows one to classify the present glasses. The resulting GFA decreases in the following sequence: LB 2 , CAS 2 , CMS 2 , LS 2 , M 2 A 2 S 5 , NS 2 , PS e G. Thus, according to these results, compositions G, PS and NS 2 are the easiest to vitrify on cooling, while LB 2 is the most difficult to be obtained as a glass, and indeed, these findings agree with our practice in laboratory observations of glass formation during melting and quenching these glasses.
Critical cooling rates versus stability parameters
Figs. 3 and 4 comprise a range of almost four orders of magnitude in q cr (0.1 K/s < q cr < 1500 K/s), and indicate that q cr correlates well with some GS parameters. Only the parameters K T and K 1 do not present a smooth relationship with log q cr among the fourteen GS tested. For Fig. 4 . Critical cooling rate (q cr ) versus GS calculated using T h c . GS parameters given by (a) Weinberg [24] ; (b) Hrubÿ [18] ; (c) Lu and Liu [25, 26] ; (d) K 2 [18] ; (e) K 3 , [33] ; (f) K 4 , [24] ; and (g) K SP [27] . Open symbols, dashed line: fine powder; closed symbols, full line: coarse powder. LB 2 (n); LS 2 (s); CAS 2 (}); M 2 A 2 S 5 (~); NS 2 (,); CMS 2 (h); PS (e); and G (q).
, and K 4 , the higher the GS the lower the q cr , and there is approximately a linear relationship between log q cr and the respective GS parameter. A linear relationship shows up in the graphs, but we do not intent to impede the possibility of other types of mathematical relationships between GS and log q cr . We thus take the most obvious linear relationship only to compare the present data and show that a relationship exists in some cases without caring to establish the most precise one. Table 6 presents results of linear relationships of the type log q cr = C + DK, where C and D are constants and K is the GS parameter utilized, together with the corresponding correlation factor R 2 of curves presented in Figs.  3 In general, using T h x instead of T h c produces somewhat better regression results, which are most significant for the GS parameters K LL and K 3 . Changing from coarse to fine powders leads to very small changes. All fine powders resulted in systematically lower correlation parameters for log q cr = C + DK, but it is possible to argue that the relative small difference in grain size between fine and coarse samples (22-38 lm and 150-177 lm, respectively) is not significant to produce strong differences in the DSC peaks.
The K 4 and K SP parameters show low correlation factors with log q cr . They are similar and the discrepancy between the fine and coarse powders shown in Fig. 4 and Table 6 is remarkable.
According to Hrubÿ [18] , a glass with a short interval T h x À T g exhibits a high crystallization tendency, which is unfavorable to glass formation. On the other hand, a short temperature interval T m À T h x indicates that the crystalline phase formed at T h x is ready to melt, which is favorable to glass formation. In summary, following HrubÿÕs ideas: (i) all glasses are in comparable states at T g ; (ii) the interval T h x À T g is directly proportional to GFA; (iii) the interval
x is inversely proportional to GFA. It is known that alone T g is not sufficient to classify materials according to their glass forming ability. One can observe, using values from Tables 3 and 5 , that log q cr does not correlate with Lu and Liu [25, 26] also proposed a linear correlation between the logarithm of the cooling rates and their GS (K LL ) for various oxide glass-forming systems. They found that the GFA was expressed by the empirical relation log q cr = 24.4-33.1K LL (R 2 = 0.8) (following our notation). Their result is very similar to ours (using T h x or T h c , considering fine and coarse samples), but with a different intercept, probably due to the approximated literature values of q cr used. A weak correlation (R 2 = 0.73) between logq cr and K T was found in the work of Lu and Liu for metallic glasses [25] , and a very poor correlation (R 2 = 0.4) was found for cryoprotective agents [26] .
Eq. (4) and results of Table 4 for the integral show that q cr is proportional to u max . In addition, Fokin et al. [40, 41] demonstrated that glasses with the highest u max have the lowest T g /T m . More specifically, those authors showed that u max decreases with T g /T m . As u max and q cr are proportional, this finding supports a correlation between GFA and the GS, as proposed by TurnbullÕs K T . However, according our results shown in Fig. 3(a) there is no direct relationship between log q cr and K T . Some reasons for only a weak correlation between these parameters are the following [46] : crystallization occurs during cooling at a temperature close to T max , while during heating it occurs at T h c . u max (and T max ) correlates with T g /T m (but that correlation is not so strong), and the existence of any correlation between T h c and T g /T m is questionable. Thus, parameters including both T g /T m and T h c better describe GFA than parameters that only include the T g /T m ratio, such as K T .
A detailed look at Eqs. (5)- (13) shows some peculiarities: twelve parameters are proportional to T Table 6 Linear fittings of log q cr = C + DK, where C and D are constants, K is the GS parameter utilized and R 2 is the corresponding correlation factor of some curves presented in Figs. 3 . From a general point of view our results prove that GFA can be estimated by some GS parameters for glasses that nucleate mainly heterogeneously.
Conclusions
We calculated the critical cooling rates for eight glass forming compositions -for which heterogeneous nucleation predominates -using the JMAK equation, the most likely number of surface nucleation sites and experimental crystal growth rate data. The q cr were consistent with experimental observations on melting and quenching these eight glasses in the laboratory. The calculated q cr consistently varied with glass composition, indicating that the method proposed in this paper can be used to estimate the relative glass forming ability of different glasses that exhibit predominant surface nucleation.
For lithium disilicate glass (which also exhibits internal nucleation), the critical cooling rates considering only internal homogeneous nucleation were one or two orders of magnitude smaller than those estimated for surface heterogeneous crystallization. Therefore, surface crystallization controls GFA, as we predicted.
Glass stability parameters were evaluated by fourteen different methods. From these, twelve parameters, specifically those that involved the crystallization peak, T h x or T h c , show relatively good empirical correlations with GFA. However, the best correlations were found for those GS parameters that involved at least three DSC characteristic temperatures ðT h x or T h c , T g and T m ). Our results demonstrate that GFA and some GS parameters are indeed correlated. There were no noteworthy differences for fine or coarse grains. The alternative use of T h c instead of T h x in some expressions did not result in significant differences in the GS parameters.
The overall results of this research indicate that the GS parameters K W , K H and K LL , which are easy to measure, can be used to compare the relative vitrification tendency of different oxide glass-forming systems. These relationships between GS parameters and q cr are valid for glasses that show predominant heterogeneous nucleation in laboratory time scales.
