In this work, modulation solutions for three initial value problems for the Benjamin-Ono equation are studied. The first problem studied is the dispersive resolution of a step initial condition. An explicit solution of Gurevich-Pitaevskii type is derived, which explains the dispersive resolution of the step in terms of modulations. The second problem is the dispersive resolution of a breaking initial condition, while the third problem is the generation of a second phase as the result of the evolution of a modulated single phase wave. Again explicit modulation solutions for these problems are derived. In the case of the third problem, the modulation solution explicitly exhibits the formation of the new phase, in contrast to situation for the Korteweg-de Vries equation, for which the formation of a second phase has only been solved for phase loss in the dispersive analogue of shock merging. These explicit solutions are possible since the modulation theory of Dobrokhotov and Krichever for the BO equation gives uncoupled modulation equations for the different phases, which is not the case for the KdV equation. This de-coupling means that the matching of known explicit solutions enables the full description of two-phase problems. This extends results which have recently been obtained from analytic solutions of the Whitham equations for the KdV equation for shock formation and shock merging.
Introduction
In this work, we derive approximate solutions of the Benjamin-Ono (BO) equation for three different initial conditions using the appropriate multi-phase modulation theory of Dobrokhotov and Krichever [5] . These three initial conditions correspond to (i) the dispersive resolution of a step initial condition, (ii) the dispersive resolution of a shock formed from a breaking initial condition and (iii) the formation of a new phase from a modulated wavetrain with a wavenumber compression. The first problem, the evolution of a step initial condition, has been solved in the case of the Korteweg-de Vries equation by Gurevich and Pitaevskii [10] using the modulation equations for the KdV equation derived by Whitham [11] . This modulation theory solution for an initial step has been found useful in a wide range of applications, for example, the flow of a fluid over topography [12, 13] and the solution of the KdV equation in the quarter plane x ≥ 0, t ≥ 0 [14] .
The BO equation arises in the propagation of internal waves in a stratified fluid of great depth, for example, a twolayer fluid in which a shallow upper layer sits on top of a deep lower layer [15] . In addition to its relevance to wave propagation in fluids, the BO equation has several interesting and unexpected mathematical properties. The first of these is the algebraic form of its periodic and solitary wave solutions [5] . The second is the very simple formula which counts the number of solitons produced by an arbitrary slowly-varying initial condition [16] . Most remarkable of all is the simple form of its modulation equations. These modulation equations have a number of remarkable properties. Firstly, the solutions for multi-phase waves are rational expressions in trigonometric functions, in contrast to the multi-phase solutions of the KdV equation, which involve multi-phase theta functions [17] . Secondly, the modulation equations for the BO equation in Riemann invariant form are completely de-coupled, again unlike the case for the KdV equation, for which the modulation equations are highly coupled [11, 17] . This de-coupling in the case of the BO equation allows exact solutions (in the modulation theory approximation) of two problems to be found for which no solutions have been found previously, due to the complexity of the modulation equations for all other known integrable equations [11, 17] . The first problem is the dispersive resolution of a non-dispersive shock, which for the KdV equation has been solved numerically by Gurevich and Pitaevskii [10] and analytically by Kritchever [7] and Potevnin [8] . The second problem is the formation of a new phase as the result of the evolution of an oscillatory initial condition whose wavenumber undergoes a compressive modulation due to the wavenumber decreasing as a function of the spatial coordinate. As far as is known, this problem has not been studied previously.
The problem of the dispersive resolution of a breaking initial condition was investigated by Gurevich and Pitaevskii [10] by numerically solving the modulation equations for the KdV equation, these modulation equations having been derived by Whitham [11] . In the very ingenious work of El [2] , Tian [3] and McLaughlin and Strain [4] analytic solutions were examined. However, the algebraic complexity of their procedure precluded an explicit solution from explicit initial conditions. In contrast, the very simple nature of the modulation equations for the BO equation allows the construction of explicit solutions for the new phase generated by a compressive wavenumber modulation, a problem which has not been considered for other equations.
In the present case of the BO equation, it is possible to construct a simple exact analytical solution of its modulation equations which displays the same qualitative behaviour as the numerical solution of the modulation equations of the KdV equation obtained by Gurevich and Pitaevskii [10] . This analytical solution for the BO equation gives a very simple picture of the resolution of the shock due to dispersion. The other unsolved problem considered in the present work, the emergence of a new phase due to wavenumber breaking of a wavetrain, is in principle solved by the Lax-Levermore approach for the KdV equation [1] . However their method gives no explicit solution of the modulation equations. Recent progress has also been made on this problem using hodograph-type transformations [18] . However the nonlinear changes of variables involved in these transformations from the physical variables to the Riemann invariants and the complexity of the modulation equations themselves have precluded the construction of explicit solutions which describe the evolution of modulated initial values for the KdV equation. In contrast, the decoupling of the modulation equations for the BO equation allows simple exact expressions to be found for the new phase generated by a compressive wavenumber modulation.
The modulation theory solutions derived in the present work will be compared with numerical solutions of the BO equation found using the pseudo-spectral method of Fornberg and Whitham [19] . It is then shown how modulation theory explains in simple terms the qualitative features of these numerical solutions. It is also found that there is good quantitative agreement between the modulation and numerical solutions. Finally, the limitations of modulation theory are discussed.
The paper is organised as follows: in the second section, the three problems to be solved are formulated and the relevant details of multi-phase modulation theory for the BO equation needed to solve the problems are presented.
The third section, considers the solution of the three problems in detail. The last section, contains comparisons between the modulation and numerical solutions and conclusions.
Formulation and multi-phase solutions
Let us consider the BO equation in the normalisation
subject to the following three initial conditions
with
The first initial condition (Eq. (2)) corresponds to a step of height A. The second (Eq. (3)) corresponds to a smoothly decreasing initial value which, in the zero dispersion limit (i.e. the principal value term in the BO equation (1) is neglected), develops a shock in finite time. The final initial condition (Eq. (4)) is a modulated wavetrain which has a compressive wavenumber modulation in the wavenumber g(x). That is to say, the wavetrain is of high frequency for x < 0 and becomes of low frequency for x > 0. Solutions of the BO equation will be found for these initial conditions using the modulation equations for the BO equation. Modulation theory for the BO equation will now be outlined. It was shown by Dobrokhotov and Krichever [5] that by using the appropriate Riemann surface it could be deduced that the multiply periodic N-phase wave solutions of the BO equation take the form
where the N × N matrix M(x, t) has the elements
The constants a i , b i and c satisfy the inequality c ≤ a 1 ≤ b 1 ≤ a 2 ≤ b 2 ≤ · · · ≤ a n ≤ b n and the constants c i are defined by
It was shown by Dobrokhotov and Krichever [5] that the points c, a i and b i are the branch points of the Riemann surface associated with the spectral problem for the BO equation. This N-phase wave solution has 2N +1 parameters and is an exact solution of the BO equation (1) .
Modulation theory for the BO equation is now constructed by assuming that the parameters c, a i and b i are slowly varying functions of the space variable x and the time t. Since these parameters are the branch points of the spectral problem for the BO equation, they are the natural variables needed to obtain the modulation equations in Riemann invariant form. The remarkable fact shown by Dobrokhotov and Krichever [5] is that the modulation equations with the branch points as variables completely decouple! This is in contrast with all other known cases, for which the branch points of the Riemann surface of the associated spectral problem satisfy a hyperbolic system in Riemann invariant form [1] , but with the characteristic speeds depending on all variables. The modulation equations for the N-phase solution of the BO equation are then given by Dobrokhotov and Krichever [5] as
This decoupling allows us to construct elementary explicit solutions of the modulation equations for the three initial conditions (2)-(4), the last two of which, the dispersive resolution of a shock and the formation of a second phase due to a compressive wavenumber modulation, represent unsolved problems. The problem of shock resolution solved by Gurevich and Pitaevskii [10] in the KdV case using a numerical solution of the modulation equations is now solved in simple terms using the roots of a cubic equation. The problem of the formation of a second phase, which has not been solved explicitly so far for the KdV or any other equation, can now be solved explicitly since the modulations of different phases decouple in the modulation theory for the BO equation.
In the next section, the modulation equation (9) will be used to construct solutions for the initial conditions (2)-(4).
Specific solutions
In this section, modulation solutions for the three initial conditions (Eqs. (2)-(4)) outlined in the previous section will be derived. As the construction of these solutions involves a great deal of algebra, only the highlights will be given in this section with the details left to Appendices A and B.
The solution for the step problem
Let us first consider the initial condition (2) , which corresponds to an initial step. In analogy with the KdV equation [10] , we assume that the initial step evolves into a modulated single phase wave. The problem is now to find the required solution from the modulation equations. For the case of a single phase wave, the N -phase solution (6) takes the form
The phase ϕ takes the form
Here ψ(x, t) is the second order phase, which is not determined by the first order modulation equations. On taking the average of the wave (10) over a period, it can be found that the mean value m of the one phase wave is given by
From the definition (12) of the phase, the wavenumber is k = a − b. Furthermore, the general modulation equations (9) reduce to
for a single phase N = 1 modulated wave.
In analogy with the similar solution for the KdV equation obtained by Gurevich and Pitaevskii [10] , it is now assumed that the modulated wavetrain obtained from the evolution of the step initial condition can be approximated by solitons at its leading edge and linear waves at its trailing edge. This form of the wavetrain at its leading and trailing edges can also be seen in the numerical solution of Fig. 2 .
The soliton solution of the BO equation is obtained from the general periodic wave solution (10) in the limit a → b. Therefore, to construct the required modulation solution we consider the degeneration of the periodic solution into a soliton under this limit. We thus obtain the soliton solution as
which approximates the modulated wave at its leading edge. In contrast, the general periodic wave solution (10) becomes a linear wave in the limit a → c. Taking this limit, we find that the linear wave solution of the BO equation is
which approximates the modulated wave at its trailing edge. It can be seen from the soliton solution (15) that to have a modulated wave with a soliton on a zero mean level at its leading edge we must take c = 0. It can be seen from the modulation equation (14) that c = 0 is a trivial solution of the modulation equation for c. To match with the mean level A at the trailing edge in the limit a → c, it can be seen from the linear solution (16) that we must take b = A. Again this is a trivial solution of the modulation equation for b in Eq. (14) . Since c ≤ a ≤ b, the solution for a must be such that 0 ≤ a ≤ A. Moreover, at t = 0, u = 0 in x > 0. It can then be seen from the mean level expression (13) that we require a = A at t = 0 since b = A and c = 0. Therefore, a is the solution of the initial value problem
The solution for a is thus the expansion wave
Observe from the soliton solution (15) that the leading characteristic of the fan, for which a = A, moves exactly at the soliton speed, which insures the required matching at the leading edge. Also observe that the fan ends at x = 0 where a = 0, ensuring the assumed matching at the trailing edge. This modulation solution is a first order approximation and neglects higher order effects in the phase modulation (i.e. the modulation solution does not determine ψ in the phase Eq. (12)). These higher order effects will lead to phase differences between the modulation solution and the full numerical solution of the BO equation.
The dispersive resolution of a breaking initial condition
In this subsection, the second of the problems outlined in the introduction will be studied. This problem involves the evolution of a particular decreasing initial condition. This initial condition is chosen so that it is a breaking initial condition in the non-dispersive limit in which the BO equation (1) reduces to u t + 2uu x = 0. It has been rigorously shown by Iorio et al. [20] that the full BO equation (1) has solutions for all t ≥ 0. Unfortunately, the analytical results give, so far, no insight into how the shock is resolved by the dispersive term in the full BO equation.
It has been shown by Lax and Levermore [1] that for the KdV equation the dispersive terms smooth out any shock to give a continuous mean value for any modulated wavetrain, provided the initial condition is slowly varying (or the dispersive term in the KdV equation is taken to be small). In the case of the KdV equation it is moreover known that a one phase modulated wave can be used to describe the resolution of a shock [6] [7] [8] 10] . Unfortunately, this modulation solution is numerical due to the complexity of the modulation equations for the KdV equation. This complexity has also, so far, prevented a detailed comparison with full numerical solutions. The modulation solution which describes the dispersive resolution of a shock will now be constructed. Remarkably, in the case of the BO equation this solution is explicit and can be easily compared in detail with full numerical solutions.
To this end, we consider the initial condition (3). If β 1, then to a first approximation, we can neglect the dispersive term in the BO equation (1) and solve the hyperbolic equation
This equation has the solution
on the characteristics
This solution is valid for t ≤ t b = π/(4αβ). At the breaking time t = t b , the tangent to the solution becomes vertical at x = x b = π/(2β). The solution has the value u = u b = x b /2t b at this point. Beyond the breaking time, the solution becomes multi-valued. This non-physical solution is clearly due to the neglect of the dispersive term in the BO equation (1) since the solution is known to be smooth for all times [20] .
To obtain a physical solution, we now assume that the multi-valued region is resolved by the appearance of a modulated wave. What now has to be determined is the form and extent of the region occupied by the modulated wave and the solution of the modulation equations which describes the wave. It turns out that these two parts of the solution have to be determined simultaneously. Finally, the solution in the breaking region must match in the mean to the solution (20) of the reduced hyperbolic equation outside the multi-valued region. The appropriate solution of the modulation equations will again be a single phase modulated wave determined by the N = 1 modulation equations (14) .
To determine the multi-valued region in the (x, t) plane, which is cusped at the breaking point (x b , t b ), we consider the local behaviour of the Eq. (21) defining the characteristics. Using Taylor series, it can be shown that near the breaking point (x b , t b ), the hyperbolic solution is given locally by the cubic equatioñ
Clearly fort < 0, there is only one root of this cubic forũ, while fort > 0 there are three roots. The region where two of the roots fort > 0 coalesce, determines the boundary of the multi-valued region. To determine the required solution of the modulation equations, it is convenient to introduce a similarity variable of the form
In terms of these similarity variables, the cubic Eq. (22) for the characteristics in the neighbourhood of the breaking point becomes
It is clear that for z − ≤ z ≤ z + , where z − and z + are respectively the minimum and maximum of the cubic, there are three real roots of this equation. Also for z ≤ z − and z ≥ z + there is only one root, which corresponds to the solution of the hyperbolic equation (19) outside the multi-valued region. Clearly, then the boundaries of the multi-valued region are the curvesx = z −t 3/2 andx = z +t 3/2 , on noting the definition (23) of the similarity variables.
It is now assumed that in the multi-valued region the solution can be represented by a single phase modulated wave. This single phase wave is taken to have the form
where u 1 is the single phase periodic wave given by Eq. (10) and the parameters a, b and c satisfy the single phase modulation equations (14) . The modulation equations must be solved subject to the boundary conditions at the boundaries of the multi-valued region. The required boundary conditions are that the mean level of the modulated wave and the hyperbolic solution (19) match at the boundaries of the multi-valued region z = z + and z − . Moreover, as for the step initial condition of the previous subsection, the modulated wave in the multi-valued region must behave as a soliton at the leading edge z + and as a linear wave at the trailing edge z − .
To solve the modulation equations in the multi-valued region, we again introduce the similarity variables
with z given as in Eq. (23). Using these similarity variables, the modulation equations (14) reduce to the ordinary differential equations
which are analogous to the ones solved numerically by Gurevich and Pitaevskii [10] for the KdV equation. However in the present case, the solution is simple since Eq. (28) can be integrated to give the implicit solutions
where the constants of integration p, q and r must be determined by matching. At the leading and trailing edges of the multi-valued region z = z + and z = z − , the mean level of the modulated wave must match with the solution (20) of the hyperbolic equation (19) , which is valid outside the multi-valued region. Furthermore, as noted above, the modulated wave behaves as a soliton at z = z + and as a linear dispersive wave at z = z − . To obtain the required matching behaviour of the modulated wave at the leading and trailing edges, we thus require, on noting the limiting forms (15) and (16) 
at the leading and trailing edges respectively, where θ − (z + ) is the only negative and θ + (z − ) the only positive root of the cubic Eq. (24) at z + and z − respectively. Since the cubic Eqs. (24) and (29) are the same, this gives p = π 3 /(24α 3 β) on matching. The required solutions of the modulation equations for a, b and c are then given by u b + θ i , i = 1, 2 and 3, with θ i the three real roots θ 1 ≤ θ 2 ≤ θ 3 of the cubic Eq. (24). As in the more complicated KdV problem [10] , the roots θ 1 and θ 3 do not change sign in the modulated wave, while the root θ 2 goes from positive to negative. To complete the explicit solution for the breaking wave, we just need to give explicit expressions for the roots a, b and c. These are obtained by using the trigonometric solution for cubic equations, so that
Hence the modulated single phase wave Eq. (10) in the multi-valued region is given by
on noting the local expansion (26). The phase ϕ is given by
The modulated parameters are given by the modulation equation solution (31). It should be noted that as the solution in the multi-valued region has been based on the local expansion Eq. (22) about the breaking point, this solution is only valid for t − t b small. 
The evolution of a compressive wavenumber modulation for a single phase wave
We shall now determine the solution of the BO equation (1) with the initial condition (4). Before we solve this problem, which involves the creation of a new phase, we shall make some remarks on the opposite case, namely the merging of phases. This opposite case arises when one studies the dispersive resolution of merging wavenumber shocks and has been considered in great numerical detail by McLaughlin and Strain [4] . Very recently, El [2] , in a very ingenious study using results of Tian [3, 6] , gave an analytical proof that the multi-phase solutions generated by the breaking of a decreasing initial condition merge the different phases into a single phase. In the case of the BO equation, the de-coupling of the modulation equations allows a very simple description of this process using the explicit solution (31).
To describe these merging phase solutions let us consider the evolution of a decreasing initial condition which has two points of inflection. Since the modulation equations for the BO equation are de-coupled, it is possible to describe the two breaking regions generated by these two points of inflection independently. The two phase solution of Appendix B will be used to describe the wavenumber shock merging. Let us assume that the larger inflection point breaks first at (x b , t b ). The resulting shock is then resolved using the solution (31) for the phase parametrised by b 1 ≤ a 2 ≤ b 2 . The mean wave height is b 1 at the leading edge and b 2 at the trailing edge. Outside the multi-valued region, the solution evolves according to the non-dispersive equation. The second inflection point is assumed to break at (x b , t b ). This second inflection point is chosen so that at the time t b , the leading soliton generated by the breaking of the first inflection point has not reached the point x b . This second breaking region is also resolved by the solution (31), now parametrised by c ≤ a 1 ≤ b 1 . The two phases in the two breaking regions then evolve independently. In the case of the KdV equation, the evolution of these two phases is strongly coupled. When the two multi-valued regions overlap, as shown in Fig. 1 , there is a curve C on which a 2 = a 1 = b 1 . This curve starts at the point (x m , t m ) and is shown in Fig. 1 . We observe that for a 2 = a 1 = b 1 = a * , the solution (31) reduces to a single phase solution. This step in the case of the KdV equation is non-trivial [2] , while here it follows from the explicit solution for the BO equation. Now for t > t m the solution is described by a single phase modulated wave, for which the parameter a * evolves according to its original Eq. (31) on either side of C. This then completes the description of the merging wavenumber shock solution. The final mean wave levels are b 2 and c, with b 2 > c. The mean level b 1 is the plateau between the phases. The phases then are merging into a single phase. In regions 1 and 2 of the phase plane of Fig. 1 , the phases evolve independently.
We now consider the new problem with an initial condition corresponding to a modulated wave at t = 0. Furthermore, the wavenumber of this initial condition is 2α + b 0 as x → −∞ and a smaller wavenumber b 0 as x → ∞. This initial condition was determined by taking the single phase periodic wave solution (10) of the BO equation and setting a = 0, b = g(x) and c = −g(x), which is valid if g(x) is slowly varying. This was done as it is the simplest method of determining an initial condition which has a compressive wavenumber variation. Also for this initial condition the driving modulations will be in wavenumber. The early stages of the evolution of the wavetrain, for small β, are therefore determined by solving the one phase modulation equations (14) with initial conditions of the form
The solutions of these modulation equations are readily found in the implicit form (13)) of the wavetrain, which was zero originally, develops a shock at t = t b since b does so. We now assume that a new phase is generated to resolve this shock. This new solution in the breaking region, involving a multi-phase modulated wavetrain, must match the modulated single phase solution outside the multi-valued region for b. While this picture may be simple in conception, it has not yet been implemented in other integrable problems due to the strong coupling of the modulation equations. It is the remarkable decoupling occurring in the modulation equations for the BO equation which allows an explicit solution for the second phase to be constructed. This solution is obtained just by making minor modifications to the analysis in the previous subsection.
To construct the two-phase solution, we recall from the general N-phase modulation equations (6) that for N = 2 the two-phase wave is described by the parameters
In keeping with the solution (36) outside of the breaking region, we take a 1 = 0 and let c evolve past the breaking time t = t b according to the same modulation equation (35) 
We therefore see that as in the previous subsection, a similarity variable
can be again be used to solve forb 1 . The multi-valued region will thus again be given by z − ≤ z ≤ z + , where z + and z − are again the maximum and minimum of the cubic Eq. (24). In the multi-valued region, we now determine a two-phase solution which is matched to the single valued one-phase wavetrain outside this region. That is we take a solution of the form
on noting the two-phase form of the general N -phase periodic wave solution (6) . Here M 2 is the 2 × 2 case of the general N ×N matrix whose elements are given by Eq. (7). The parameters b 1 , a 2 and b 2 again satisfy the modulation equations (28) in similarity form. To construct the two-phase solution in the breaking region, the parameter a 2 is allowed to vary between b 1 and b 2 . It is the simple form of these equations which allows us to solve for the twophase modulated wave explicitly. For other integrable equations, the modulation equations for the second phase are coupled to those for the first phase, preventing (so far) any solution [17] .
The matching between the two-phase and one-phase regions proceeds exactly as in the previous subsection. To do this matching, we first observe that in the two-phase wave Eq. (40), as a 2 → b 2 , so that we approach the leading edge of the breaking region, this solution becomes a nonlinear interaction between a BO soliton of vanishing amplitude in the second phase with the original periodic wave. Also as a 2 → b 1 , so that we approach the trailing edge of the breaking region, the second phase has zero amplitude, matching again with the single phase solution. The matching conditions are then the matching of mean levels. By construction of the phases ϕ 1 and ϕ 2 match, since in the limits a 2 → b 2 and a 2 → b 1 , the second phase has no effect on the first since the second phase is either decaying in amplitude (the soliton limit) or is an oscillation of zero amplitude. With this observation, the solution of the modulation equations for b 1 , a 2 and b 2 are again given by the formulae (31) of the previous subsection, where u b is replaced by the value b ib appropriate for this problem. The modulation solution for the two-phase modulated wavetrain in the breaking region is therefore,
where
Substituting this two-phase solution into the general N-phase periodic wave solution (6) for N = 2, then gives the final solution in the multi-valued region as
with The phases are given by
The constants c i are given in Appendix B.
The parameters a 2 , b 2 and b 1 evolve according to the modulation solution (41) and the parameter c is determined by the solution of the single phase wave modulation equation as
(see Eq. (36)). The modulation solution (41) and (43) provides the resolution of the compressive modulation of wavenumber by the generation of a new phase.
Comparison with numerical solutions
In this section, the modulation solutions derived in Section 3 will be compared with full numerical solutions of the BO equation (1) with the initial conditions (2)-(4). The full numerical solutions were obtained using the pseudospectral method of Fornberg and Whitham [19] . The accuracy of this numerical method was tested by propagating the soliton solution of the BO equation. It was found that the soliton solution propagated with a change of amplitude of less than 0.1% for a total time of 300 or more. Fig. 2 shows the solution for the step initial condition (2) for A = 1.0 at time t = 70.0. Shown are the numerical solution and the modulation solution given by Eqs. (10) and (18) . It can be seen that the agreement between the two solutions is excellent in the envelope and shape of the modulated wavetrain and in the number of waves generated. There is however, a phase difference between the numerical and modulation solutions. This is to be expected, as modulation theory does not determine the higher-order phase correction. A phase difference between numerical and modulation solutions was also found for the KdV and higher-order KdV equations by Marchant and Smyth [21] . Haberman [22] derived a method to determine the higher-order phase correction for nonlinear modulated wavetrains. However, this method does not give a prescription for determining the initial phase of the waves generated in the breaking region. The solution for the breaking initial condition (3) is shown in Fig. 3 for α = 5.0 and β = 0.01 at t = 18.0. We firstly, note that the breaking region is confined in space even though the dispersion term in the BO equation (1) is non-local. Indeed outside the breaking region the agreement between the numerical solution and the nondispersive solution (20) is excellent. In the breaking region itself there is good agreement between the numerical and modulation solutions at the leading edge in both the shape of the wavetrain and in the number of waves. As for the step initial condition, there is again a phase shift between the two solutions which is not determined by modulation theory. The full numerical solution shows travelling waves of relatively small amplitude at the trailing edge of the breaking region. Since the group velocity for linear dispersive waves for the BO equation is negative, these waves travel backwards relative to the main disturbance. These waves cannot be determined by the modulation solution since this solution only includes forward travelling waves. To asymptotically describe this region of small amplitude waves near the trailing edge, it is necessary to use a boundary layer in which higher-order dispersive effects are included. These higher-order effects become important due to the small amplitude of the waves and allow for a smooth merging to the main waves in the trailing edge. This analysis is beyond the scope of the present work. It can be seen that the modulation solution provides a good qualitative description, in simple terms, of a complicated breaking process. The quantitative agreement between the modulation and numerical solutions is good in the region of validity of the modulation solution. In this context, we note that the modulation solution (33) is valid only when |t − t b | 1. The amplitudes of the waves in Fig. 3 are relatively large. Since β is small for the modulation solution to be valid, α, and hence the wave amplitudes, must be taken relatively large in order to have an O(1) breaking time.
The full numerical and modulation solutions for the generation of a second phase induced by the breaking of the wavenumber modulation of an original single phase wavetrain are shown in Fig. 4 . It can be seen from Fig. 4 that there is a change in mean level induced by the modulation. The numerical solution also shows the generation of a two phase wave to resolve the breaking region. This two-phase region can be seen more clearly in Fig. 4(b,c) . The full numerical solution shown in Fig. 4 was generated from an initial value obtained by evolving the single phase solution up to a time just less than the breaking time t = t b . The full numerical solution was then obtained from this for times t ≥ t b . This was necessary since for the two-phase solution to be valid, we require β 1, which then requires α, and hence the wave amplitudes, to be large for a reasonable breaking time. Even so, it was found that if the initial condition (4) was used for the full numerical solution, phase differences between the numerical and modulation solutions would grow for times less than the breaking time and result in substantial differences between the solutions for times greater than the breaking time. As stated above, the phase of the wavetrain is not determined by modulation theory. For these reasons, the single phase solution at a time just less than the breaking time was used as the initial condition for the numerical solution. This is equivalent to using it as a new initial condition for the numerical and modulation solutions, this initial condition generated from the original initial condition (4).
From Fig. 4(b) , which is an enlargement of Fig. 4(a) , it can be seen that in the two-phase region there is good agreement in the wave form at the leading edge of the two-phase solution, with reasonable agreement in the wave amplitude. As for the breaking wave solution of Fig. 3 , there is a phase difference between the two solutions. Fig.  4(c) shows the modulation solution shifted to account for this phase difference and the agreement between the modulation and numerical solutions can be better seen. As for the wave form, there is also good agreement between the mean values, as expected by analogy with the Lax-Levermore theory for the KdV equation [1] .
Conclusions
In the present work, three simple and accurate modulation solutions for three disparate initial conditions for the BO equation have been constructed. These solutions are possible due to the de-coupled nature of the modulation equations. The de-coupling also allowed the description of the non-trivial emergence of a new phase in a strongly nonlinear regime. The cases of the dispersive resolution of a breaking initial condition and the creation of a new phase have simple, explicit modulation solutions, in contrast to previous equations [10] . The modulation solutions found here, show how single and two-phase solutions account for the main features of the dispersive resolution of a breaking wave and the emergence of a new phase from a compressive wavenumber modulation. Qualitative comparisons between the modulation solutions and full numerical solutions of the BO equation are good and it is seen that the modulation solutions explain in explicit terms complicated nonlinear processes. In addition, quantitative agreement between the two solutions is also good within the ranges of validity of the modulation solutions. The limitations of modulation theory are also clearly shown. These limitations stem from the fundamental problem with asymptotic solutions which is that initial conditions for which asymptotic solutions are valid must be reconciled with physically valid initial conditions. For partial differential equations, this entails (in the linear case) a detailed analysis of the (any) exact solutions. For nonlinear partial differential equations, this is still an open question.
Appendix A. The one-phase solution
In this appendix, we shall present some of the details for deriving the modulation solution for the step initial condition. The one-phase modulation equations are given by Eqs. (10) and (11) as
with c ≤ a ≤ b slowly varying functions and
For the matching performed for the step initial condition, the positive square root of D is chosen. It can then be shown that
The one-phase modulation solution (A.1) then becomes
The mean value over the fast phase variable ϕ of this single-phase solution is which is a linear wave of vanishing amplitude.
Appendix B. Two-phase solution
In this appendix, the details required to calculate the two-phase solution of the last subsection of Section 3 will be given. For the matching required to derive the two-phase solution of Section 3, we need the behaviour of the two phase-solution in the limits as a 2 → b 1 and a 2 → b 2 . Let us first consider the limit a 2 → b 1 in the limit as a 2 → b 2 . It can be seen from the one-phase soliton solution (15) that this limit is a soliton of small amplitude superimposed on the one-phase periodic wave.
