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We derive rigorous truncation-error bounds for the spin-boson model and its generalizations to arbitrary
quantum systems interacting with bosonic baths. For the numerical simulation of such baths the truncation of
both, the number of modes and the local Hilbert-space dimensions is necessary. We derive super-exponential
Lieb–Robinson-type bounds on the error when restricting the bath to finitely-many modes and show how the
error introduced by truncating the local Hilbert spaces may be efficiently monitored numerically. In this way
we give error bounds for approximating the infinite system by a finite-dimensional one. As a consequence,
numerical simulations such as the time-evolving density with orthogonal polynomials algorithm (TEDOPA)
now allow for the fully certified treatment of the system-environment interaction.
Introduction – Ideal quantum systems may be considered
closed, undergoing textbook unitary evolution. In any realis-
tic experimental setup however a quantum system is open, that
is, it interacts with an environment composed of those degrees
of freedom that are not under the control of the experimenter.
Hence the numerical and analytical description of the dynam-
ics of a quantum system in interaction with its environment
is of fundamental importance in quantum physics. The pre-
cise nature and composition of the system-environment inter-
action is generally not known, but for a wide range of systems
encountered in physics, chemistry, and biology, it is common
to model the environment as a continuum of harmonic oscil-
lators, which interact linearly with the system. This results
in the paradigmatic spin-boson model that captures many as-
pects of the system-environment interaction [1]. The spin-
boson model is exactly solvable only in the rarest of special
cases and one is therefore compelled to employ a variety of
approximations and numerical descriptions in order to ob-
tain the reduced dynamics of the quantum system in question.
Notable examples include those cases in which the environ-
ment possesses a correlation time that is much shorter than
the system dynamics and the system-environment interaction
is weak. Under these assumptions it is then well-justified and
customary to resort to the so-called Markov approximation
which permits the derivation of completely positive and linear
differential equations, the Lindblad equation, for the quantum
system alone [2].
However, settings of considerable practical importance may
violate either or both of these assumptions and require a
more sophisticated treatment. The recently emerging inter-
est in quantum effects in biological systems provides a case
in point [3]. For instance, in typical pigment-protein com-
plexes the dynamical time-scales of the vibrational environ-
ment can be comparable or even slower than the quantum me-
chanical excitation energy transfer dynamics. Moreover, in
the limit of slow bath dynamics, perturbative treatments of
the coupling between system and environment cannot be used
even if the system-bath coupling is intrinsically weak. Con-
sequently, steps have been taken towards the development of
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FIG. 1. A system coupled to a bosonic bath. Red lines indicate the
truncations: The spatial truncation to a chain of finite length L and
the truncation of the local Hilbert space dimensions to mi.
non-perturbative and non-Markovian approaches for the de-
scription of the quantum system-environment interaction (see
[3, 4] for overviews of recent developments). However, the
majority of these approaches have in common that they exploit
approximations that are not well controlled in the sense that no
rigorous error bounds on the simulation results are available.
Hence these methods are not certified.
The time evolving density with orthogonal polynomials al-
gorithm (TEDOPA) for the spin-boson model presents a no-
table exception, as will be demonstrated in the present work.
It makes use of an exact transformation of the standard rep-
resentation of the spin-boson model onto a spin interacting
with the first site of a semi-infinite nearest-neighbor coupled
chain [5–9] which renders the system particularly amenable
to time-adaptive density matrix renormalisation group (t-
DMRG) simulations. The structure of the resulting system is
such that excitations tend to propagate along the chain away
from the system towards infinity leading to irreversible sys-
tem dynamics for long times. This approach has been used
with success in the simulation of a number of highly non-
Markovian system-environment interactions [6, 10, 11].
The errors that accumulate in the t-DMRG simulation can
be bounded rigorously. Nevertheless, the numerical TEDOPA
simulation employs two as yet uncertified assumptions: (i)
the semi-infinite chain needs to be truncated to a finite length
and (ii) the local dimension associated with each harmonic
oscillator of the chain the needs to be truncated to a finite di-
mensional Hilbert space, see Fig. 1. The errors that are intro-
duced in this manner are usually estimated by increasing both
the chain length and Hilbert space cut-off until the change in
the result drops below a predefined threshold. However, in
practice this somewhat inelegant approach can become highly
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2challenging numerically, and can lead to erroneous numeri-
cal predictions [12]. A more rigorous approach is therefore
desirable.
Here we employ techniques that lead to Lieb–Robinson
type bounds to achieve this goal by deriving bounds for the
errors arising from approximations (i) and (ii). As the errors
arising in each step of the t-DMRG integration can also be
bounded we arrive at a method that possesses rigorous error
bounds on the results that it delivers. This extends signifi-
cantly existing recent results in the literature that apply to the
finite dimensional setting of spin systems [13] and therefore
allows the fully certified treatment of the system-environment
interaction for both, harmonic oscillator as well as spin envi-
ronments.
The system under consideration – We will consider the
Hamiltonian of an arbitrary system HˆS coupled via Vˆ to a
bosonic bath described by HˆB so that the total Hamiltonian
reads
Hˆ = HˆS + Vˆ + HˆB . (1)
For simplicity and to directly connect to the TEDOPA ap-
proach [6, 7, 10, 11], we assume that HˆB describes a one-
dimensional nearest-neighbour Hamiltonian (the higher di-
mensional case with more general couplings will be published
elsewhere [14]) and takes the form
HˆB =
1
2
∞∑
i,j=0
(xˆiXi,j xˆj + pˆiPi,j pˆj) , (2)
where we assume that only nearest-neighbours are coupled,
Xi,j = Pi,j = 0 for |i − j| > 1, and we let w.l.o.g.
Xi,j = Xj,i ∈ R, Pi,j = Pj,i ∈ R. We consider system-
bath couplings of the form Vˆ = hˆ⊗ xˆ0 (see the appendix for
systems coupled to several baths), where hˆ acts on the system
and we assume that it is bounded in operator norm, ‖hˆ‖ <∞.
The system with Hamiltonian HˆS has no restrictions, it can
correspond to any system—bosons, fermions, and/or spins, all
in arbitrary dimensions.
Spatial truncation of the bath – For bounded system ob-
servables Oˆ, ‖Oˆ‖ <∞, We are interested in the quantity
∆(t, L) =
∣∣tr[Oˆe−iHˆt%ˆ0eiHˆt]− tr[Oˆe−iHˆLt%ˆ0eiHˆLt]∣∣, (3)
i.e., the error introduced when, instead of simulating the full
Hamiltonian Hˆ, we simulate the time evolution of system ob-
servables Oˆ with the truncated bath Hamiltonian
HˆLB =
1
2
L−1∑
i,j=0
(xˆiXi,j xˆj + pˆiPi,j pˆj) (4)
and corresponding total Hamiltonian HˆL = HˆS + Vˆ + HˆLB .
Our first main result is the following.
Theorem 1 Let Hˆ and HˆL be as above. Let X,P > 0 or
X = P (see the appendix for a bound when neither of these
conditions is satisfied). Let c be such that ‖XP‖1/2 ≤ c.
Then
∆2(t, L)
4‖Oˆ‖2‖hˆ‖/c ≤ C
(
‖γ0‖1/2 + t‖hˆ‖
) (ct)L+1(ect + 1)
(L+ 1)!
, (5)
where C = ‖PL‖|XL−1,L|/c2 + |PL−1,L|/c and
γ0 =
(
γxx γxp
γpx γpp
)
, [γab]i,j = tr[aˆibˆj %ˆ0], (6)
collects the two-point bath correlations in the initial state. If
P ∝ 1, we may replace L by 2L in Eq. (5).
If the initial 2-point correlation functions (the matrix elements
of γ0) are unbounded, then one can still achieve bounds, see
the appendix for details. The r.h.s. of Eq. (5) describes the
Lieb–Robinson-type light cone [15]. Outside the light cone,
so for τ := ect < L, one finds super-exponential decay in L:
(ct)Lect/L! ≤ ect−L| ln(L/τ)|. This makes rigorous the physi-
cal intuition that for all finite times only a chain of finite length
is required to simulate the dynamics of local observables to
within a prescribed precision. Our bound applies to any sys-
tem Hamiltonian, unbounded or otherwise, and depends only
linearly on the operator norm of the system coupling ‖hˆ‖. The
proof relies on Lieb–Robinson bounds for harmonic systems
[16–18] (see also Ref. [19]) and may be found in the appendix.
Before stating our second main result, we discuss the above
bound in the light of the generalized spin-boson model.
Generalised spin-boson model – In this section we will in-
vestigate Hamiltonians of the form
Hˆ = HˆS +
∫
dk g(k)a†kak+ AˆS
∫
dk h(k)(a†k+ak). (7)
This describes a quantum system with Hamiltonian HˆS inter-
action with a bath of bosons; it is described in more detail in
terms of second quantised operators in [20]. This model has
received renewed interest in recent years due to its importance
in the theoretical study of quantum effects in biology (see [3]
for a review). An important quantity that describes the bath
and its coupling to the system is the spectral density, which,
for invertible g, is defined as
J(ω) = pih2
(
g−1(ω)
) ∣∣∣∣dg−1(ω)dω
∣∣∣∣ , (8)
with g−1 the inverse of g. The smallest closed interval con-
taining the support of g−1 is denoted [ωmin, ωmax]. The case
ωmin = 0 is called massless where as ωmin > 0 is known as
massive.
Building on the work of [5, 7, 8], it was shown using the
theory of orthogonal polynomials in [9] that Eq. (7) can be
written in the form of Eqs. (2,1) and that there are two ways
to do this. Both choices
hˆ = µ0AˆS , X = P, (9)
and
hˆ = µ1AˆS , P = ωmax1, (10)
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FIG. 2. Fock space truncation error (Eq. (17)) for the particle mapping and power-law spectral densities as in Eq. (19) with ∆/ωc = 1,
α = 0.8, s = 3 for initial state %ˆ0 = %ˆ0S ⊗ %ˆ0B , %ˆ0S = |↑〉〈↑| and %ˆ0B the vacuum. We truncate each local Hilbert space at the same value
mi = m and L has the values 3 to 6, but are indistinguishable (e.g. the difference between the L = 6 and L = 3 curve at the point denoted
by a red square is 4.95× 10−6). Lines are guides to the eye. The log-log plot on the left suggest algebraic increase in time and the plot on the
right suggests better than exponential decrease with m.
with appropriate X (given in terms of the spectral density in
the appendix) are equivalent to Eq. (7). Here,
µ20 =
2
pi
∫
dω J(ω), µ21 =
1
piωmax
∫
dω J(
√
ω) (11)
and one finds ‖X‖ = ‖P‖ = ωmax for both cases and X > 0
iff ωmin > 0. Due to the form of their elementary excitations,
the mappings leading to couplings as in Eqs. (9) and (10) were
named particle mapping and phonon mapping, respectively,
and we will adopt this denomination here. Crucially, in both
cases, X couples nearest-neighbours only such that the bound
in Eq. (5) is readily applicable to the particle and the massive
phonon case, setting c = ωmax for both (similar results hold
for the massless case, see appendix for full details). For the
particle mapping, we find C ≤ 2 and for the phonon mapping
C ≤ 1 such that, up to the constants µ0/1, we obtain the same
behaviour of the bound in both cases but replacing L by 2L
in the massive phonon case. Hence, for the phonon mapping
with a chain of only half the length, one has approximately
the same chain truncation error as for the particle mapping.
If the maximum frequency of the bath ωmax = ∞, the
chain coefficients are unbounded [9] and our bounds diverge.
This divergence is not surprising in light of the observation
that certain one-dimensional infinite harmonic lattice mod-
els with nearest neighbour interactions and unbounded coeffi-
cients have been proven not to have a light cone bound [22]. It
is noteworthy, that similar results can be derived for the case
of a fermionic bath, since the chain mapping is still valid and
Lieb–Robinson bounds for fermions are well-known [23].
Truncating local Hilbert spaces – We now consider the er-
ror introduced when the local Hilbert space dimensions of the
harmonic oscillators making up the bath are truncated. To this
end, we define the projector
1m = 1m0 ⊗ · · · ⊗ 1mL−1 , 1m =
m∑
n=0
|n〉〈n|, (12)
where 1mi acts on the i’th site of the bath and truncates the
local Hilbert space according to 1m. For bounded observables
acting on the system Oˆ, ‖Oˆ‖ <∞, we consider
∆m(t) =
∣∣tr[Oˆe−itHˆ %ˆ0eitHˆ ]− tr[Oˆe−itHˆm %ˆ0eitHˆm ]∣∣, (13)
i.e., the error introduced by evolving the system according to
Hˆm = 1mHˆ1m (14)
instead of Hˆ . Here, Hˆ is as in Eq. (4) and we omit the index L
for notational clarity. The truncated Hamiltonian reads Hˆm =
HˆS + Hˆ
m
B + hˆ⊗ 1mxˆ01m, where
HˆmB =
1
2
L−1∑
i,j=0
[
Xi,j1mxˆixˆj1m + Pi,j1mpˆipˆj1m
]
. (15)
In the appendix we show that
∆2m(t)
4‖Oˆ‖2 ≤ tr
[
(1− 1m)%ˆ0
]
+ 2
∫ t
0
dx
√
m(x), (16)
where
m(x) = tr
[
hˆ2e−ixHˆ
m
B Xˆ2(x)eixHˆ
m
B %ˆm(x)
]
, (17)
with
Xˆ(x) = 1me
ixHˆB xˆ0e
−ixHˆB1m − eixHˆmB xˆ0e−ixHˆmB ,
%ˆm(x) = e
−ixHˆm %ˆ0eixHˆm .
(18)
4Crucially, under the assumption that the system Hilbert space
is finite dimensional, this error may be computed numeri-
cally as it involves only observables acting on the truncated
Hilbert space (eixHˆB xˆ0e−ixHˆB is a linear combination of the
xˆi and pˆi) and which are of a form amenable to t-DMRG sim-
ulations (see the appendix for details). For all finite times,
lim{mi}→∞∆m = 0 and we study its behaviour in m at the
hand of numerical examples below. If the bath initially con-
tains only a finite number of particles, tr
[
(1 − 1m)%ˆ0
]
van-
ishes for appropriate m. Such states include the vacuum state
which is also the zero temperature thermal state for the par-
ticle mapping. For higher temperature thermal states of the
bath, tr
[
(1− 1m)%ˆ0
]
vanishes exponentially for large {mi}.
The total error induced on the expectation value of Oˆ due to (i)
truncating the chain to finite length and (ii) the truncation of
the local dimensions is bounded by the sum of the two individ-
ual error bounds: ∆(t, L) + ∆m(t). This rigorously bounds
the error of approximating an infinite-dimensional bath of
bosons by a chain of length L made up of finite-dimensional
subsystems with nearest neighbour interactions. If in addition
we assume the system with Hamiltonian HˆS to be a spin sys-
tem, then the Hamiltonian is in the class which, as [13] shows,
can be simulated with resources polynomial in L and error ,
and exponential in |t|.
Numerical example – As an example, we consider the spin-
boson model with power-law spectral density,
J(ω) = piαω1−sc ω
s Θ(1− ω/ωc), (19)
where Θ is the Heaviside step function. This model has been
extensively probed numerically, and there has been contro-
versy over the accuracy of numerically derived critical expo-
nents. One of the issues with the results was the inability to
verify the local Fock space truncation errors [12, 24]. The sys-
tem Hamiltonian and interaction part are HˆS = −∆σˆx/2 and
AˆS = σz/2. The dissipation is known as Ohmic for s = 1
and super ohmic for s > 1. This can be written in the chain
representation using Eq. (9) (see the appendix for details). In
Fig. 2, the bound for the particle mapping is plotted for the
super-ohmic case and various L and m. Constants used for
the simulation (see figure caption) are taken from the literature
[21]. The initial state of the bath corresponds to the zero tem-
perature thermal state. We probe the same initial state for the
case of ohmic dissipation and achieve qualitatively the same
results (see appendix). Furthermore, we test the bound for a
squeezed vacuum state of the bath, which is a highly popu-
lated state (see appendix).
Conclusion – The detailed simulation of the interaction of a
quantum system with a structured environments composed of
harmonic oscillators has applications in a wide variety of sci-
entific fields. The multitude of proposed algorithms to tackle
this problem numerically lacked a method that delivers a sim-
ulation result with a rigorous error bound associated with it.
In this work we derived error bounds that demonstrate that
the recently developed TEDOPA can provide such a method.
More specifically, obtaining Lieb–Robinson type expressions
we provide complete error bounds on the simulation of ob-
servables of quantum systems coupled to a bosonic baths with
infinitely many degrees of freedom such as the spin-boson
model. This includes the errors incurred due to the truncation
of the local Hilbert-spaces of the harmonic oscillators and due
to the truncation of the length of the harmonic chain repre-
senting the environment. In this manner we provide a fully
rigorous upper bound on the error for the numerical simula-
tion of a spin-boson model and its generalisation to multiple
baths and more general systems.
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6Appendix A: Spatial truncation of the bath
We consider an arbitrary (not necessarily finite-dimensional) system described by a Hamiltonian HˆS and a bosonic bath
described by
HˆB =
1
2
∞∑
i,j=0
[
xˆiXi,j xˆj + pˆiPi,j pˆj
]
, (A1)
where xˆi and pˆi are canonical position and momentum operators with the usual commutation relations [xˆi, xˆj ] = [pˆi, pˆj ] = 0
and [xˆi, pˆj ] = iδi,j . As we are allowing the bath to consist of infinitely-many modes (infinitely-many lattice sites), we assume
throughout that the domain of the Hamiltonian is well-defined. W.l.o.g., we let Xi,j = Xj,i ∈ R and Pi,j = Pj,i ∈ R. We
assume that they couple only nearest neighbours: Xi,j = Pi,j = 0 for |i− j| > 1.
We suppose that system and bath are coupled according to
Vˆ = hˆxˆ0, (A2)
where hˆ acts on the system and we assume ‖hˆ‖ <∞. Thus, our total Hamiltonian reads
Hˆ = HˆS + Vˆ + HˆB , (A3)
where for compactness of notation, we have neglected tensor products with the identity. We are interested in the error introduced
for the time-evolution of bounded observables Oˆ (assuming ‖Oˆ‖ < ∞) acting on the system when, instead of simulating the
full Hamiltonian Hˆ , we take only finitely many lattice sites of the bath into account. Namely those that are closest to the site 0,
truncating the bath Hamiltonian according to
HˆLB =
1
2
L−1∑
i,j=0
[
xˆiXi,j xˆj + pˆiPi,j pˆj
]
=
1
2
∑
i,j
[
xˆi(XL)i,j xˆj + pˆi(PL)i,j pˆj
]
, (A4)
where XL, PL are the principle submatrices of X , P corresponding to the non-truncated modes. The truncated chain hence
consists of L modes. Denoting the initial state of the whole system by %ˆ0 and the total truncated Hamiltonian by HˆL =
HˆS + Vˆ + Hˆ
L
B , we set out to bound the difference
∆(t, L) =
∣∣tr[Oˆe−iHˆt%ˆ0eiHˆt]− tr[Oˆe−iHˆLt%ˆ0eiHˆLt]∣∣. (A5)
We will prove the following theorem.
Theorem 2 (Spatial truncation of the bath) Let Hˆ , HˆL as above, c, c′ such that ‖PLXL‖1/2 ≤ c and max{‖X‖, ‖P‖} ≤ c′.
Then
∆2(t, L) ≤ 4‖Oˆ‖2 ‖hˆ‖
c
(‖PL‖|XL−1,L|
c2
+
|PL−1,L|
c
) (ct)L+1
(L+ 1)!
(ect + 1)
(
‖γ0‖1/2 + ‖hˆ‖e
c′t − 1
c′
)
ec
′t. (A6)
If X,P > 0 or X = P , we may take c′ → 0 such that we recover the theorem in the main text. If P ∝ 1, we may replace (ct)1+L(L+1)!
by (ct)
2L+1
(2L+1)! . Here,
γ0 =
(
γxx γxp
γ†xp γpp
)
, [γxx]i,j = tr[xˆixˆj %ˆ0], [γpp]i,j = tr[pˆipˆj %ˆ0], [γxp]i,j = tr[xˆipˆj %ˆ0], (A7)
collects the two-point bath correlations in the initial state of the whole system. Note that ‖XL‖ ≤ ‖X‖ and ‖PL‖ ≤ ‖P‖.
One can allow for the two-point correlations collected in γ0 to diverge and still get a bound on ∆(t, L), see Section A 1 c.
Often, one encounters systems interacting with multiple baths. We generalize to this setting in Section A 1 d.
71. Proof
Denote
Uˆ(t) = eit(Hˆ−Vˆ )e−itHˆ , UˆL(t) = eit(HˆL−Vˆ )e−itHˆL . (A8)
Then for system operators Oˆ
tr[Oˆe−itHˆ %ˆ0eitHˆ ] = tr[Oˆe−it(Hˆ−Vˆ )Uˆ(t)%ˆ0Uˆ†(t)eit(Hˆ−Vˆ )] = tr[eitHˆS Oˆe−itHˆS Uˆ(t)%ˆ0Uˆ†(t)] (A9)
and similarly
tr[Oˆe−itHˆL %ˆ0eitHˆL ] = tr[eitHˆS Oˆe−itHˆS UˆL(t)%ˆ0Uˆ
†
L(t)]. (A10)
Hence,
tr[Oˆe−itHˆ %ˆ0eitHˆ ]− tr[Oˆe−itHˆL %ˆ0eitHˆL ] = tr
[
eitHˆS Oˆe−itHˆS
(
Uˆ(t)%ˆ0[Uˆ
†(t)− Uˆ†L(t)] + [Uˆ(t)− UˆL(t)]%ˆ0Uˆ†L(t)
)]
. (A11)
Using the Cauchy-Schwarz inequality |tr[AˆBˆ%ˆ0]|2 ≤ tr[AˆAˆ†%ˆ0]tr[Bˆ†Bˆ%ˆ0] ≤ ‖Aˆ‖2tr[Bˆ†Bˆ%ˆ0] and the triangle inequality, we
find
∆(t, L) =
∣∣tr[Oˆe−itHˆ %ˆ0eitHˆ ]− tr[Oˆe−itHˆL %ˆ0eitHˆL ]∣∣ ≤ 2‖Oˆ‖√tr[[Uˆ†(t)− Uˆ†L(t)][Uˆ(t)− UˆL(t)]%ˆ0], (A12)
where
tr
[
[Uˆ†(t)− Uˆ†L(t)][Uˆ(t)− UˆL(t)]%ˆ0
]
= −2<
∫ t
0
dx
d
dx
tr
[
Uˆ†(x)UˆL(x)%ˆ0
]
(A13)
and
−i d
dx
Uˆ†(x)UˆL(x) = Uˆ†(x)eixHˆSeixHˆB
(
Vˆ − e−ixHˆBeixHˆLB Vˆ e−ixHˆLBeixHˆB)e−ixHˆBeixHˆLBe−ixHˆL , (A14)
where
e−ixHˆBeixHˆ
L
B Vˆ e−ixHˆ
L
BeixHˆB − Vˆ = −ihˆ
∫ x
0
dy e−iyHˆB
[
(HˆB − HˆLB), eiyHˆ
L
B xˆ0e
−iyHˆLB
]
eiyHˆB . (A15)
Let us summarize the bound so far:
∆2(t, L)
8‖Oˆ‖2 ≤
∫ t
0
dx
∫ x
0
dy
∣∣tr[Uˆ†(x)eixHˆSeixHˆBe−iyHˆB hˆ[(HˆB − HˆLB), eiyHˆLB xˆ0e−iyHˆLB]eiyHˆBe−ixHˆBeixHˆLBe−ixHˆL %ˆ0]∣∣. (A16)
We now proceed to bound the commutator and come back to Eq. (A16) after Eq. (A18). We have
HˆB − HˆLB =
1
2
∞∑
i=L
L−1∑
j=0
[
xˆiXi,j xˆj + pˆiPi,j pˆj
]
+
1
2
∞∑
i=0
∞∑
j=L
[
xˆiXi,j xˆj + pˆiPi,j pˆj
]
(A17)
such that, as only nearest neighbours are coupled and X and P are symmetric,[
(HˆB − HˆLB), eiyHˆ
L
B xˆ0e
−iyHˆLB
]
=
[
xˆL−1, eiyHˆ
L
B xˆ0e
−iyHˆLB
]
XL−1,LxˆL +
[
pˆL−1, eiyHˆ
L
B xˆ0e
−iyHˆLB
]
PL−1,LpˆL
=: Cxx0,L−1(y)XL−1,LxˆL + C
xp
0,L−1(y)PL−1,LpˆL.
(A18)
Let us now come back to Eq. (A16). Inserting the above expression, we see that we need to bound terms of the form
Fr(x, y) =
∣∣tr[Uˆ†(x)eixHˆSeixHˆBe−iyHˆB hˆrˆLeiyHˆBe−ixHˆBeixHˆLBe−ixHˆL %ˆ0]∣∣. (A19)
with r = x, p. Writing rˆL(t) = eitHˆB rˆLe−itHˆB , %ˆ(x) = eix(HˆL−Vˆ )e−ixHˆL %ˆ0eixHˆLe−ix(HˆL−Vˆ ), inserting the definition of
Uˆ(x), and using [HˆS , HˆB ] = [HˆS , HˆLB ] = [HˆS , rˆL(t)] = 0, this reads
Fr(x, y) =
∣∣tr[eix(HˆL−Vˆ )e−ixHˆLeixHˆ hˆe−ixHˆSe−ixHˆB rˆL(x− y)%ˆ(x)]∣∣ ≤ ‖hˆ‖√tr[rˆ2L(x− y)%ˆ(x)], (A20)
8where we used |tr[AˆBˆ%ˆ(x)]|2 ≤ ‖Aˆ‖2tr[Bˆ†Bˆ%ˆ(x)] to obtain the second line. Inserting Eqs. (A18,A20) into Eq. (A16), we hence
have
∆2(t, L)
8‖Oˆ‖2‖hˆ‖ ≤ |XL−1,L|
∫ t
0
dx
∫ x
0
dy Cxx0,L−1(x− y)γx(x, y) + |PL−1,L|
∫ t
0
dx
∫ x
0
dy Cxp0,L−1(x− y)γp(x, y), (A21)
where we denoted
γr(x, y) =
√
tr
[
rˆ2L(y)%ˆ(x)
]
. (A22)
To keep track of the case P ∝ 1, we let Pi,j = 0 for |i − j| > R with R = 0, 1. By Eq. (56) in Ref. [16] and as ‖XLPL‖ =
‖PLXL‖ [25], we have
|Cxx0,L−1(y)| ≤
∞∑
n=0
L≤(n+1)(1+R)
|y|2n+1
(2n+ 1)!
‖PLXL‖n‖PL‖
|Cxp0,L−1(y)| ≤
∞∑
n=0
L≤n(1+R)+1
|y|2n
(2n)!
‖PLXL‖n.
(A23)
Bounding the second moments γr(x, y) in the following section, we return to Eq. (A21) in Section A 1 b to complete the proof.
a. Second moments
Recalling that %ˆ(x) = eix(HˆL−Vˆ )e−ixHˆL %ˆ0eixHˆLe−ix(HˆL−Vˆ ), we find (r = x, y)
−i ∂
∂x
tr
[
rˆ2L(y)%ˆ(x)
]
= tr
[
rˆ2L(y)[%ˆ(x), e
ix(HˆL−Vˆ )Vˆ e−ix(HˆL−Vˆ )]
]
= tr
[
%ˆ(x)eixHˆS hˆe−ixHˆS [eixHˆ
L
B xˆ0e
−ixHˆLB , rˆ2L(y)]
]
= 2 tr
[
%ˆ(x)eixHˆS hˆe−ixHˆS [eixHˆ
L
B xˆ0e
−ixHˆLB , rˆL(y)]rˆL(y)
]
.
(A24)
Now,
rˆk(y) = e
iyHˆB rˆke
−iyHˆB =
∑
l
crxk,l(y)xˆl +
∑
l
crpk,l(y)pˆl, (A25)
where r = x, y and (
cxx(y) cxp(y)
cpx(y) cpp(y)
)
= e−σHBy, HB = X ⊕ P, σ =
(
0 −1
1 0
)
. (A26)
Hence,
−i ∂
∂x
tr
[
rˆ2L(y)%ˆ(x)
]
= 2 tr
[
%ˆ(x)eixHˆS hˆe−ixHˆS rˆL(y)
] L−1∑
l=0
(
[eixHˆ
L
B xˆ0e
−ixHˆLB , crxL,l(y)xˆl + c
rp
L,l(y)pˆl]
)
= 2i tr
[
%ˆ(x)eixHˆS hˆe−ixHˆS rˆL(y)
] L−1∑
l=0
(
crpL,l(y)d
xx
0,l(x)− crxL,l(y)dxp0,l(x)
)
,
(A27)
where (
dxx(x) dxp(x)
dpx(x) dpp(x)
)
= e−σLH
L
Bx, HLB = XL ⊕ PL, σL =
(
0 −1L
1L 0
)
. (A28)
We find
e−σHByσ

 1L 00 00 1L
0 0
 e−σLHLBx( 1L 0 0 00 0 1L 0
)
t
=
 cxp(y)
(
dtxx(x) 0
0 0
)
− cxx(y)
(
dtxp(x) 0
0 0
)
∗
cpp(y)
(
dtxx(x) 0
0 0
)
− cpx(y)
(
dtxp(x) 0
0 0
)
∗
 , (A29)
9the operator norm (and therefore the absolute value of all entries) of which is upper bounded by ‖eHBσy‖‖eHLBσLx‖. Therefore,
employing |tr[AˆBˆ%ˆ(x)]|2 ≤ ‖Aˆ‖2tr[Bˆ†Bˆ%ˆ(x)],∣∣∣ ∂
∂x
tr
[
rˆ2L(y)%ˆ(x)
]∣∣ ≤ 2‖eHBσy‖‖eHLBσLx‖ tr[%ˆ(x)eixHˆS hˆe−ixHˆS rˆL(y)] ≤ 2‖eHBσy‖‖eHLBσLx‖‖hˆ‖√tr[%ˆ(x)rˆ2L(y)],
(A30)
which implies
γr(x, y) ≤
√
tr
[
rˆ2L(y)%ˆ0
]
+ ‖hˆ‖‖eHBσy‖
∫ x
0
dz ‖eHLBσLz‖. (A36)
From Eq. (A25), we have, denoting [γxx(y)]i,j = tr[xˆi(y)xˆj(y)%ˆ0], [γxp(y)]i,j = tr[xˆi(y)pˆj(y)%ˆ0], [γpx(y)]i,j =
tr[pˆi(y)xˆj(y)%ˆ0], [γpp(y)]i,j = tr[pˆi(y)pˆj(y)%ˆ0],(
γxx(y) γxp(y)
γpx(y) γpp(y)
)
= e−σHByγ0(e−σHBy)t, (A37)
i.e., all entries are bounded from above by ‖γ0‖‖eHBσy‖2, in particular [γrr(y)]L,L such that
γr(x, y) ≤ ‖γ0‖1/2‖eHBσy‖+ ‖hˆ‖‖eHBσy‖
∫ x
0
dz ‖eHLBσLz‖. (A38)
If HB > 0, we may use the Williamson normal form to write HBσ = St(D ⊕ D)Sσy = St(D ⊕ D)σ(St)−1y, where
(D ⊕ D)σ is real skew-symmetric, i.e., its eigenvalues are purely imaginary. Hence, ‖eHBσy‖ = ‖e(D⊕D)σy‖ = 1. We also
have ‖eHBσy‖ = 1 if X = P as then σHB is real skew-symmetric. Hence, c′ an upper bound to max{‖X‖, ‖P‖}, we have
γr(x, y) ≤
{
‖γ0‖1/2 + ‖hˆ‖x if X,P > 0 or X = P,
‖γ0‖1/2ec′|y| + ‖hˆ‖ec′|y| ec
′x−1
c′ otherwise,
=: γ(x, y).
(A39)
b. Final steps
Inserting the bounds in Eq. (A23) and Eq. (A39) into Eq. (A21) and letting c such that
√‖PLXL‖ ≤ c, we have
∆2(t, L)
8‖Oˆ‖2‖hˆ‖ ≤
∫ t
0
dx
∫ x
0
dy γ(x, x− y)
(‖PL‖|XL−1,L|
c
∞∑
n=d L1+R e
(cy)2n−1
(2n− 1)! + |PL−1,L|
∞∑
n=dL−12 e
(cy)2n
(2n)!
)
, (A40)
where ∫ t
0
dx
∫ x
0
dy γ(x, x− y)yn = ‖γ0‖1/2
∫ t
0
dx
∫ x
0
dy ec
′(x−y)yn + ‖hˆ‖
∫ t
0
dx
∫ x
0
dy ec
′(x−y) e
c′x − 1
c′
yn
≤ t
n+2
(n+ 1)(n+ 2)
(
‖γ0‖1/2 + ‖hˆ‖e
c′t − 1
c′
)
ec
′t
(A41)
and we may take c′ → 0 if X,P > 0 or X = P . For L even (odd) we have dL2 e = L/2 (dL2 e = L+12 ) and dL−12 e = L/2
(dL−12 e = L−12 ). Hence, for R = 1 the bound in the theorem follows. Finally, for P ∝ 1 the second term in Eq. (A40) vanishes
and we have R = 0.
Suppose
∣∣ d
dx
α(x)
∣∣ ≤ f(x)√α(x) (A31)
and let α(0) = α0 ≥ 0. Then
α(x) = α0 +
∫ x
0
dy
d
dy
α(y) ≤ α0 +
∫ x
0
dy f(y)
√
α(y) =: β(x).
(A32)
Let  > 0 and define γ(x) = β(x)+. Then γ(x) ≥ γ(0) = a0+ > 0,
i.e.,
√
γ is differentiable and√
β(x) +  =
√
γ(x) =
√
α0 + +
∫ x
0
dy
d
dy
√
γ(y), (A33)
where∫ x
0
dy
d
dy
√
γ(y) =
1
2
∫ x
0
dy
f(y)
√
α(y)√
γ(y)
≤ 1
2
∫ x
0
dy f(y). (A34)
As  > 0 was arbitrary, we hence have√
α(x) ≤ √α0 +
1
2
∫ x
0
dy f(y). (A35)
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c. Correlation matrix
The upper bound on the correlations γab(y), a, b ∈ {x, p}, in Eq. (A38) may be altered to allow for divergences at infinity by
recalling that (see Eqs. (A25,A37))(
γxx(y) γxp(y)
γpx(y) γpp(y)
)
= e−σHByγ0(e−σHBy)t =
(
cxx(y) cxp(y)
cpx(y) cpp(y)
)
γ0
(
ctxx(y) c
t
px(y)
ctxp(y) c
t
pp(y)
)
, (A42)
i.e. (see Eq. (A37)),
γxx(y) = cxx(y)[γxx(0)c
t
xx(y) + γxp(0)c
t
xp(y)] + cxp(y)[γpx(0)c
t
xx(y) + γpp(0)c
t
xp(y)],
γpp(y) = cpx(y)[γxx(0)c
t
px(y) + γxp(0)c
t
pp(y)] + cpp(y)[γpx(0)c
t
px(y) + γpp(0)c
t
pp(y)],
(A43)
and again using the bounds obtained in [16] which, however, increases the value of c in the bound.
d. Multiple baths
For some applications in quantum biology and condensed matter physics, one has a quantum system coupled to N baths
which, using the Particle or Phonon mapping, can be written in the form
Hˆmul. = HˆS +
N∑
m=1
Hˆ(m) +
N∑
m=1
hˆ(m)xˆ
(m)
0 (A44)
where
Hˆ(m) =
1
2
∞∑
i,j=0
[
xˆ
(m)
i X
(m)
i,j xˆ
(m)
j + pˆ
(m)
i P
(m)
i,j pˆ
(m)
j
]
, (A45)
and X(m)i,j = X
(m)
j,i ∈ R, P (m)i,j = P (m)j,i ∈ R. As in the rest of this work so far we assume that they couple only nearest
neighbours, i.e. X(m)i,j = P
(m)
i,j = 0 for |i− j| > 1. We can truncate the N chains such that the mth chain contains Lm modes:
Hˆmul.L = HˆS +
N∑
m=1
Hˆ
(m)
Lm
+
N∑
m=1
hˆ(m)xˆ
(m)
0 , (A46)
where
Hˆ
(m)
Lm
=
1
2
Lm−1∑
i,j=0
[
xˆ
(m)
i X
(m)
i,j xˆ
(m)
j + pˆ
(m)
i P
(m)
i,j pˆ
(m)
j
]
=
1
2
∑
i,j
[
xˆ
(m)
i (XLm)i,j xˆ
(m)
j + pˆ
(m)
i (PLm)i,j pˆ
(m)
j
]
, (A47)
where XLm and PLm are principle submatrices of X
(m) and P (m) corresponding to the non-truncated modes. These definitions
are in analogy with those at the beginning of section A but generalised to the case of N non identical copies of the bath.
Corollary 1 (Multiple chains) Let Hˆmul., Hˆmul.L as above, cm, c′m such that ‖PLmXLm‖1/2 ≤ cm and
max
{‖X(m)‖, ‖P (m)‖} ≤ c′m. Then the error in truncating Hˆmul. by Hˆmul.L is bounded by
∆(L, t) :=
∣∣tr[Oˆe−i ˆHmul.t%ˆ0ei ˆHmul.t]− tr[Oˆe−iHˆmul.L t%ˆ0eiHˆmul.L t]∣∣ ≤ N∑
m=1
F (m, t, Lm) (A48)
where we have defined F ≥ 0 as
F 2(m, t, L) := 4‖Oˆ‖2 ‖hˆ
(m)‖
cm
(‖PL‖|X(m)L−1,L|
c2m
+
|P (m)L−1,L|
cm
) (cmt)L+1
(L+ 1)!
(ecmt+1)
(
‖γ(m)0 ‖1/2+‖hˆ(m)‖
ec
′
mt − 1
c′m
)
ec
′
mt. (A49)
If X(m), P (m) > 0 or X(m) = P (m), we may take c′m → 0. If P (m) ∝ 1, we may replace (cmt)
1+Lm
(Lm+1)!
by (cmt)
2Lm+1
(2Lm+1)!
. Here,
γ
(m)
0 =
(
γ
(m)
xx γ
(m)
xp
γ
(m)†
xp γ
(m)
pp
)
, [γ(m)xx ]i,j = tr[xˆ
(m)
i xˆ
(m)
j %ˆ0], [γ
(m)
pp ]i,j = tr[pˆ
(m)
i pˆ
(m)
j %ˆ0], [γ
(m)
xp ]i,j = tr[xˆ
(m)
i pˆ
(m)
j %ˆ0], (A50)
11
collects the two-pointmth bath correlations in the initial state of the whole system. Note that ‖X(m)Lm ‖ ≤ ‖X(m)‖ and ‖P
(m)
Lm
‖ ≤
‖P (m)‖.
As with theorem 2, one can allow for the two-point correlations collected in γ(m)0 to diverge and still get a bound on F , see
Section A 1 c. Often, one encounters systems interacting with multiple baths. We generalize to this setting in Section A 1 d.
Proof. Starting from
tr
[
Oˆe−i
ˆHmul.t%ˆ0e
i ˆHmul.t
]− tr[Oˆe−iHˆmul.L t%ˆ0eiHˆmul.L t], (A51)
we add and subtract
tr
[
Oˆe−iHˆtru.t%ˆ0eiHˆtru.t
]
(A52)
N − 1 times where Hˆtru. corresponds to Hmult. but with some of the N baths truncated. Each time it is added and subtracted,
different baths should be truncated. We then group the terms in pairs of 2 and redefine the system in each pair such that the
system contains N − 1 baths (some truncated, some not). This step relies crucially on the fact that the system Hamiltonian Hˆs
in not necessarily bounded. We then take the absolute value and apply the triangle inequality to the pairs followed by applying
theorem 1 to each pair.
Thus the error introduced by truncating N chains, is bounded by the sum of the errors of truncating each chain individually.
The explicit forms of the bound for the Particle and Phonon mapping can be found in section B.
Appendix B: Derivation of the particle and phonon mapping chain truncation bounds
From [9] we find Particle and Phonon mappings of Eq. (7) to be
Hˆ =HˆS +
√
β0(0)AˆS(b0(0) + b
†
0(0)) +
∞∑
n=0
(
αn(0)b
†
n(0)bn(0) +
√
βn+1(0)(b
†
n+1(0)bn(0) + h.c.)
)
(B1)
and
Hˆ =HˆS +
√
β0(1)AˆS xˆ0(1) +
∞∑
n=0
(αn(1)
2
xˆ2n(1) +
1
2
pˆ2n(1) +
√
βn+1(1)xˆn(1)xˆn+1(1)
)
, (B2)
respectively. b†n(0), (bn(0)), are creation (annihilation) operators. Define position and momentum operators for the particle
mapping xˆn(0) := (b†n(0) + bn(0))/
√
2, pˆn(0) := i(b
†
n(0)− bn(0))/
√
2 and xˆn(1) :=
√
ωmaxxˆn(1), pˆn(1) := pˆn(1)/
√
ωmax
for the phonon mapping. Write Eqs. (B1), (B2) in terms of these new operators and compare these Eqs. with Eqs. (2) and (1).
From here, together with the definition of the Jacobi matrices J (dλq) (see Eq. (162) in [9]), we find:
For the particle mapping
X = P = J (dλ0), hˆ =
√
2β0(0)AˆS , dλ
0(x) = J(x)dx/pi. (B3)
For the phonon mapping
X =
J (dλ1)
ωmax
, P = 1 ωmax, hˆ =
√
β0(1)
ωmax
AˆS , dλ
1(x) = J(
√
x)dx/pi. (B4)
From Eqs (15,156,160) in [9],
β0(0) =
∫ ωmax
ωmin
dxJ(x)/pi, β0(1) =
∫ ω2max
ω2min
dxJ(
√
x)/pi. (B5)
Since the spectrum of a Jacobi matrix is equal to its minimally closed support interval [26], we have for the particle and phonon
mappings: ‖X‖ = ‖P‖ = √‖XP‖ = ωmax, and X > 0 iff ωmin > 0. For the Particle mapping we can use Eq. (A6) with
c = c′ = ωmax to achieve
∆2(t, L) ≤ 8µ0‖Oˆ‖2 ‖AˆS‖
ωmax
(ωmaxt)
L+1
(L+ 1)!
(
eωmaxt + 1
) (‖γ0‖1/2 + µ0‖AˆS‖t) (B6)
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where µ0 given by Eq. (11). For the massive Phonon mapping, we replace 8 with 4, µ0 with µ1, and (ωmaxt)L+1/(L + 1)! by
(ωmaxt)
2L+1/(2L+ 1)! in Eq. (B6). For the massless Phonon chain mapping, we use Eq. (A6) again, to achieve
∆2(t, L) ≤ 4µ1‖Oˆ‖2 ‖AˆS‖
ωmax
(ωmaxt)
2L+1
(2L+ 1)!
(
eωmaxt + 1
)(‖γ0‖1/2 + ‖hˆ‖eωmaxt − 1
ωmax
)
eωmaxt. (B7)
We can write the γ0 matrix for the Phonon mapping in terms of the original xˆn and pˆn coordinates of Eq. 10, to find
γ0 =
(
ωmaxγxx γxp
γpx
1
ωmax
γpp
)
, [γab]n,l = tr[aˆnbˆl%ˆ0]. (B8)
Appendix C: Fock space truncation
In this section we derive bounds on the error introduced by truncating the local Hilbert spaces of the bath. To this end, we
define the projector
1m = 1m0 ⊗ 1m1 ⊗ · · · , (C1)
where 1mi acts on the i’th site of the bath and truncates the local Hilbert space according to
1m =
m∑
n=0
|n〉〈n|. (C2)
For bounded observables acting on the system Oˆ, ‖Oˆ‖ <∞, we consider
∆m(t) =
∣∣tr[Oˆe−itHˆ %ˆ0eitHˆ ]− tr[Oˆe−itHˆm %ˆ0eitHˆm ]∣∣, (C3)
i.e., the error introduced by evolving the system according to
Hˆm = 1mHˆ1m = HˆS + Hˆ
m
B + Vˆm (C4)
instead of Hˆ = HˆS + HˆB + Vˆ . Here, with the notation xˆmi = 1mxˆi1m and pˆ
m
i = 1mpˆi1m, the individual terms read
Vˆm = hˆ⊗ xˆm0 and
HˆmB = 1mHˆB1m =
1
2
∑
i,j
[
Xi,j1mxˆixˆj1m + Pi,j1mpˆipˆj1m
]
, (C5)
where we note that 1mxˆ2i1m 6= (xˆmi )2 and 1mpˆ2i1m 6= (pˆmi )2, while for i 6= j we do have 1mxˆixˆj1m = xˆmi xˆmj and
1mpˆipˆj1m = pˆmi pˆ
m
j . Now denote
Uˆ(t) = eit(Hˆ−Vˆ )e−itHˆ ,
Uˆm(t) = e
it(Hˆm−Vˆm)e−itHˆm .
(C6)
Proceeding as in Eqs. (A9-A12), we find
∆m(t) =
∣∣tr[Oˆe−itHˆ %ˆ0eitHˆ ]− tr[Oˆe−itHˆm %ˆ0eitHˆm ]∣∣ ≤ 2‖Oˆ‖√tr[[Uˆ†(t)− Uˆ†m(t)][Uˆ(t)− Uˆm(t)]%ˆ0], (C7)
where now, as Uˆ†m(t)Uˆm(t) = 1S ⊗ 1m,
tr
[
[Uˆ†(t)− Uˆ†m(t)][Uˆ(t)− Uˆm(t)]%ˆ0
]
= tr
[
(1− 1m)%ˆ0
]− 2< ∫ t
0
dx
d
dx
tr
[
Uˆ†(x)Uˆm(x)%ˆ0
]
(C8)
and
−i d
dx
Uˆ†(x)Uˆm(x) = Uˆ†(x)eixHˆS hˆ
(
eixHˆB xˆ0e
−ixHˆB − eixHˆmB xˆ0e−ixHˆmB
)
eixHˆ
m
B e−ixHˆm
=: Uˆ†(x)eixHˆS hˆWˆ (x)eixHˆ
m
B e−ixHˆm .
(C9)
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FIG. 3. Fock space truncation error (Eq. (17)) for the model in Eq. (19) using the particle mapping with ∆/ωc = 1, α = 0.8, s = 1 for initial
state %ˆ0 = %ˆ0S ⊗ %ˆ0B , %ˆ0S = | ↑〉〈↑ | and %ˆ0B the vacuum. We truncate each local Hilbert space at the same value mi = m and L has the values
3 to 6, but are indistinguishable (e.g. the difference between the L = 6 and L = 3 curve at the point denoted by a square is 4.86 × 10−8).
Lines are guides to the eye.
The Cauchy–Schwarz inequality yields
∣∣ d
dx
tr
[
Uˆ†(x)Uˆm(x)%ˆ0
]∣∣2 ≤ tr[hˆ2e−ixHˆmB Wˆ 2(x)eixHˆmB e−ixHˆm %ˆ0eixHˆm] =: m(x) (C10)
such that
∆2m(t) ≤ 4‖Oˆ‖2
(
tr
[
(1− 1m)%ˆ0
]
+ 2
∫ t
0
dx
√
m(x)
)
. (C11)
The error m(x) may be obtained numerically: We have
e−ixHˆ
m
B Wˆ 2(x)eixHˆ
m
B = e−ixHˆ
m
B Wˆ (x)1mWˆ (x)e
ixHˆmB + e−ixHˆ
m
B Wˆ (x)(1− 1m)Wˆ (x)eixHˆmB
= e−ixHˆ
m
B
(
xˆ0(x)− eixHˆmB xˆ0e−ixHˆmB
)
1m
(
xˆ0(x)− eixHˆmB xˆ0e−ixHˆmB
)
eixHˆ
m
B
+ e−ixHˆ
m
B xˆ0(x)(1− 1m)xˆ0(x)eixHˆmB
(C12)
such that, recalling Eq. (A25), i.e., that xˆ0(t) = eitHˆB xˆ0e−itHˆB =
∑
k c
xx
0,k(t)xˆk +
∑
k c
xp
0,k(t)pˆk, the computation of m(x) is
reduced to obtaining the coefficients cxx0,k(t) and c
xp
0,k(t) and expectations in e
−ixHˆm %ˆ0eixHˆm of observables of the form
hˆ2 ⊗ (e−ixHˆmB rˆmk eixHˆ
m
B − xˆm0 )(e−ixHˆ
m
B sˆml e
ixHˆmB − xˆm0 ) (C13)
and
hˆ2 ⊗ 1mrˆk(1− 1m)sˆl1m = δk,lhˆ2 ⊗ 1mrˆk(1− 1m)sˆk1m (C14)
for r, s ∈ {x, p}.
Appendix D: Further numerical examples of Fock space truncation
In this section, we give the chain coefficients used in the numerical simulations for the Fock space truncation and analyse
further the numerical results. We start with the particle mapping of the spin-boson model: From Eq. (B3), we have the relation
between the X and P matrices and the Jacobi matrix. The coefficients of the Jacobi matrix for the spin-boson spectral density
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of Eq. (19) can be found in [7] or [9]. From Eqs. (248), (249) in [9], we have for n ∈ N0,
Xn+1,n+1 =
ωc
2
(
1 +
s2
(s+ 2n)(2 + s+ 2n)
)
, (D1)
Xn,n+1 =Xn+1,n (D2)
=
ωc(1 + n)(1 + s+ n)
(s+ 2 + 2n)(3 + s+ 2n)
√
3 + s+ 2n
1 + s+ 2n
, (D3)
and all other matrix elements zero. β0(0) can be found in Eq. (250) in [9], thus from Eq. (B3), we have
hˆ = ωc
√
2α
s+ 1
AˆS . (D4)
We can now do the same for the phonon mapping written in terms of xˆn, and pˆn. Using Eq. (B4), we have the relation between
the X and P matrices and the Jacobi matrix. From [9], we obtain the coefficients of the Jacobi matrix. Thus, using Eqs. (255),
(256) in [9], we have for n ∈ N0,
Xn+1,n+1 =
ωc
2
(
1 +
s2
(s+ 4n)(4 + s+ 4n)
)
, (D5)
Xn,n+1 =Xn+1,n =
ωc2(1 + n)(2 + s+ 2n)
(s+ 4 + 4n)(6 + s+ 4n)
√
6 + s+ 4n
2 + s+ 4n
, (D6)
and all other matrix elements zero. β0(1) can be found in Eq. (257) in [9], thus from Eq. (B4), we have
hˆ = ωc
√
2α
s+ 2
AˆS . (D7)
The results for the particle mapping with Ohmic spectral density are plotted in Fig. 3 and for the phonon mapping in Fig. 2. In
both cases, the plots suggest that the super ohmic spectral densities have smaller truncation error. For the particle mappings,
in the plots we have probed the zero Kelvin thermal state (which corresponds to the chain vacuum state), where as for the
phonon mappings we have probed a squeezed vacuum state, which is highly populated. We see that the error has slightly worse
decay with increasing m than in the particle mappings cases. This is intuitively what one would expect, since more of the bath
population is being truncated.
We probed the vacuum state of the chain, which corresponds to a squeezed
vacuum state of the continuous bath of harmonic oscillators. This will be
shown in an upcoming article [27].
