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Section 1. Introduction
By a Robbins-Monro Process (RMP) we will understand a Markov Process, X,, n----1, of the following form. Let G(.:x), xeR, denote a one parameter family of distribution functions for which G (y:.) is measurable for every y e R and
#(x) = S Y G(dy: x)
is finite for every xeR. Let X 1 be any square integrable random variable and let
X.+l=X.-a.Y ., n>l,
where an= a/n with a>0 and the conditional distribution function of Yn given X 1 ..... X, is G(.:X~) for every n>l. This process was introduced in [5] as a method of solving the equation #(x)=0 (1.2) when # is unknown, and the Y,'s are observable. Thus, theorems which assert the convergence or non-convergence of X,, to a root of (1.2) are of interest. In particular, it is known that if (1.2) has a unique solution xo, and if G is suitably well-behaved, then ]/n(X,,-Xo) has an asymptotic normal distribution (see [3] and/or [6] ). Here we will supplement this information by investigating the rate of convergence of the distribution function of ]/~(X,-xo) to normality end the probability of large deviations by X.-x 0 -that is, the probability that Xn-x o is either >e or < -~ where e is a small positive number which does not vary with n. In studying these questions, we may without loss of generality (and will) restrict our attention to the case that x o = 0.
Section 2. Preliminaries
We will have repeatedly to deal with products of the form fl.k= fi (1- 
Section 3. Normal Approximation
Our study of the rate of convergence of the distribution function of ]/nX. § to normality will be conducted under several assumptions. First, we will assume the regression function # to be approximately linear near 0 by requiring #(0)=0 and ff(O)=fl>O (3.1) where' denotes derivative. Our bound on the rate of convergence will then involve the sequence g,k = E (g (Xk)) where g (x) = I/~ (x)-fl x], x e R. The case #'(0) < 0 may, of course, be reduced to the case/l' (0)> 0 by considering -X,, n > 1. We will also place some conditions on the conditional distribution of Z, = Yn-#(X,) given exists and is continuous in some neighborhood of (0, 0). For then, observing that
0 u(t:x) =o=O=~u(O:x)forsmallx, wemaywrit e 8x 8t 8x x t 0 02 u(s:y)dsdy ol oI(t-s) oy Os
for small t and x, while u(t:x) is bounded for small t and all x, as observed above. 2_o_2 2 where 0.a=a2 2 is defined by
(0) and T,,, (2.4), and let 9 denote the standard normal distribution function. where Yt and 72 are positive constants. If X,, n>l, is a quasi-linear RMP for 2 < cJk, k > 1, where c4 is which a7l> 89 then it can be shown (cf. [2] ) that v k independent of k. If. in addition, ~ is twice continuously differentiable near zero, then we will also have g (x) < cs x2, x s R, where c 5 is independent of x, and therefore, ~,k<= C~ c5/k, k> 1. Combining this remark with Lemma 2.1 now produces To derive the desired bound for (3.7), we begin with the remark that
E (e itx~ +'l Xk = x) = q) ( --t ak:x ) exp (i t x --i t ak/2 (x))
for t, xER and k>l by Eq. (1.1). For [takl<h 1, xeR, and k>l, this may also be written
where
Rk(t, x)=exp(u(--t ak: x)--u(--t ak:O)+ i t x--i t akl~(x))--exp(i t x--i t x fl ak).
Moreover, by condition (3.3) fails to exist at t=0 if x+0, so that (3.15) must be infinite if x+0 for this process.
IRk(t, X)[ <exp(lu(--t ak:X)--u(--t ak:O)])--i
+ lexp(-it a k l~(x))-exp(-it x fl ak) l ~=c6 a~ t 2 Ixl+ltl akg(x)
Section 4. Large Deviations
In this section we will study the rate of convergence to zero of Pr (X, + 1 < -~), where X,, n> 1, is an RMP which satisfies the conditions listed below, and e is a small positive number which does not vary with n. We will assume throughout this section that X,, n> 1, is an RMP which satisfies conditions (3.2) and (3.6) of the previous section and that, moreover, a ~1 > 1 in condition (3.6). These two assumptions will not be repeated in the statements of our lemmas and theorems. We will also require the existence of moment generating functions which we will denote by the symbol (p, thus changing our notation from that of the previous section. Explicitly, we require the existence of positive constants hi and c 2 (possibly different from the h~ and c 2 of the previous section) for which (?(t:x)= S etZF(dz:x)<c2 (4.1)
for 0< t<2h 1 . Here (4.1) defines (p, and F is as in the previous section. We will also require the existence of an integer r>5aTz/2, where 72 is as in condition (3.6), for which E(e -tx') is finite for small positive values of t. In this case we will have
for appropriate values of h 2 > 0 and e 3 . An easily checked condition which implies (4.2) will be given at the end of this section.
Lemma 4.1. If (4.1) is satisfied, then there is a constant b, depending on hi, c1, and c 2 , for which cp (t: x) < exp ( 89 b t 2) for 0 <-t < h 1 and all x ~ R.
Proof By Taylor's Theorem and an obvious inequality, it will suffice to exhibit a b for which ~" (t:x)__< b for 0_< t_ h I where ' denotes derivative with respect to t. This follows from 
I -1 2 exp(~-nx )" O<x<dh Pr(X'+l <-X)<(n+c3) [exp (--~-~ nhx)" x>dh.

Moreover, if O<s<h/2, then Pr(X,+I < -x)~(nq-c3) exp(-3nsx/2) for x>4ds.
Proof. The corollary follows easily from Theorem4.1 and Bernstein's Inequality, Pr(X,+1<-x)<e-"tXq),(-nt), t,x>O, on setting t=x/d, t=h, and t= 2s in the three cases respectively.
We will now obtain a more precise estimate of Pr(Xn+l< -5) than that provided by Corollary 4.1 under some additional assumptions. Let u (t:x)= log q0 (t:x) for 0_<t<2h I and x~R. Then, we will require the existence of h3>0 and c~ for which
[U(tZX)--u(t:O)]~C 4 t 2 IX t (4.3)
for O<_t<_h 3 and x~R. We will also require condition (3.1) to hold, and we will use the notation g(x)= ]#(x)-fi x], xsR, where fi=/~'(0). Observe that g(x)=o(x) as x --* 0 and that a fi > 1 since a 71 > 1. In the remainder of this section, we will use fl =/~' (0)in the definition of fi,k (see (2.1)). Proof The first assertion of the theorem is a trivial consequence of Theorem 4.1, and the third is then a trivial consequence of Berstein's Inequality. Moreover, relation (4.6) follows easily from relation (4.5) and Lemma 4.2. Thus, it will suffice to demonstrate (4.5). Let Hg denote the unconditional distribution function of Xg, let k>__r, and let O<_s<_h/2. Then, by condition (3.6), Lemma4.1, and some familiar conditioning arguments Two questions left unanswered by Theorem4.2 are the following: (1) does lim(1/n) log Pr(X~+I<-e) necessarily exist as n ~ oe under the hypotheses of Theorem4.2 (or some minor variation theorem); and (2) if so, is it necessarily equal to po(e)? We have been unable to answer the first of these questions, but we have found an example of an RMP for which the hypotheses of Theorem 4.2 are satisfied, and q(t)<qo(t ) for 0_<t_<l. Since the latter inequality implies p(e)<po(e ) for sufficiently small e>0, the answer to the second question must be "no".
The example is quite simple. Let X,, n > 1, be the RMP determined by a = 1, /~(x)= x, xe R, X 1 =0, and u(t: x)= 89 a2 (x) t 2, t, xe R, where 2x a2(X)= lq 1+2X2 , x~R.
For this process, an argument similar to that given in the proof of Theorem 4.2 will show that --t 2 0<t<l qo,(-nt)<cnexp 2 ,k , --where c is a constant independent of n, and the array t,k is defined by t,,=t and t.~= [1-t~] t.~+~, k__>~-l. 
