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1. INTRODUCTION 
We consider the Dirichlet problem for the ordinary differential equation 
-d’+ w(c) lu)%=Izu (1.1) 
on a closed interval Z, where 0 > 0 is a constant, w: I + 10, co [ is a positive 
(?-function, and A > 0 is a parameter of the problem. While we obtain 
various results for the case of compact I as a byproduct, our main concern 
is the case where Z= [a, co[ is a half-bounded interval and where the 
requirement 
u E L2(Z) 
is taken as the boundary condition at infinity. Our interest in this problem 
derives from the fact that it provides an example of bifurcation from the 
essential spectrum. 
The terms “bifurcation from the essential spectrum” or “singular bifur- 
cation” have recently been used to describe the following situation: Sup- 
pose A is a self-adjoint Hilbert space operator arising from a singular ellip- 
tic boundary value problem so that the essential spectrum of A may be 
non-empty. When A is perturbed by a nonlinearity F such that F(u) 
vanishes of higher order for u + 0, the points of the essential spectrum of A 
are candidates for bifurcation points of the nonlinear eigenvalue problem 
Au + F(u) = Au, 
but the standard methods of bifurcation theory are doomed to fail. 
Nevertheless, in recent years the bifurcation diagrams arising from 
situations of this kind have been studied by various authors, especially by 
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C. A. Stuart and T. Kiipper, and a variety of methods has been employed. 
(Cf. Stuart [17] for an excellent survey and references. For more recent 
results, see also Jones and Kiipper [8,9], and Heinz [7].) In particular, 
the Dirichlet problem for Eq. (1.1) on an unbounded interval (resp. various 
generalizations of this problem) is treated in [2, 3, 7, 8, 11, 12, 171. It turns 
out that strong growth of w  at infinity is needed to ensure the existence of 
L*-solutions (cf. Sect. 3 for details). Under suitable assumptions on the 
growth of w  Ktipper [ 11, 123 proved that for every A> 0 there exists a 
positive solution, and that these solutions form a continuous branch bifur- 
cating from I = 0, i.e., from the lowest point of the essential spectrum of the 
linearization. Using Ljusternik-Schnirelman theory, Bongers, Heinz, and 
Kiipper [3] showed that for every r > 0 there exists a sequence 
(uk), AL))n a1 of solutions such that 11~:)11 Loci) = r, and that lim, j Ixi A:) = co, 
while lim r _ O+ (u!), A!)) = 0. Heinz [ 71 related the Ljusternik-Schnirelman 
critical levels to the number of zeroes of the corresponding eigenfunctions 
and showed that the $) can be chosen so as to possess precisely n - 1 dis- 
tinct zeros in ]a, co[. Thus the problem has a sequence of “solution 
branches” emanating from u = 0, A= 0, and such that the number of zeros 
is n - 1 on the nth “branch,” but for n > 1 it is an open question whether 
these “branches” form continuous curves (or at least connected sets) with 
respect to some reasonable topology. 
A similar situation obtains when we prescribe the eigenvalue 1 rather 
than the L*-norm. Benci and Fortunato [2] proved that for every %>O 
there exists a sequence (u,,~, 2) of solutions such that U,,j, -+ 0 as n + co. 
Jones and Kiipper [8] showed that for any such solution sequence the 
number of zeroes tends to infinity as n + co, and under additional 
regularity assumptions concerning the behaviour of w  near infinity (cf. 
Remark 3.9(b) for details) they constructed a sequence (u,,~),~ , of eigen- 
functions with eigenvalue 1 and such that u,,~ has exactly n - 1 distinct 
interior zeroes. 
Moreover, u,,~ -+ 0 as I -+ 0 for every n. In view of this information Jones 
and Kiipper conjecture that the solution set in L*(1) x IF! contains a 
sequence of continuous curves of the form ( u~,~, A), < 1 c 3. such that ZQ. has 
n - 1 zeroes and lim, _ 0+ u,,~ = 0 for every n. 
The main purpose of this paper is to exhibit a class of functions w  for 
which the above conjecture can be confirmed. We use the following 
hypotheses: 
(i) log w  is convex, 
(ii) w  is monotonically nondecreasing, 
(iii) w’ attains positive values. 
However, rather than requiring these hypotheses throughout, we prefer to 
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state the precise assumptions in every theorem, since some of the results 
obtained along the way are of independent interest. 
The method used in this paper is very elementary, and it is somewhat 
related to techniques of Kolodner [lo], Coffman [4], and Pimbley 
[13, 141. We consider Eq. (1.1) together with the initial conditions 
u(a) = 0, u’(a) = 5 (1.2) 
where 5 is a parameter, and we label the zeroes of a solution u = u(., 5, A) of 
(1.1) (1.2) as u=x0<x,<x2.*.. Then the nth zero x, is a function of 5 
and 1, and Section 2 of the present paper is devoted to the study of these 
functions. Combining a continuity method with certain simple a priori 
estimates, we obtain the following main results: If assumption (i) holds, 
then for every n E N the function x,(5, A) is strictly increasing in the 5 
variable (Theorem 2.1), and if both (i) and (ii) hold, then the x,(5, A) are 
strictly decreasing in the 1 variable (Theorem 2.2). Our applications to the 
Dirichlet problem for (1.1) on a compact interval Z= [a, b] are based solely 
on Theorem 2.1, and hence only assumption (i) is needed for them. View- 
ing b as the nth zero of the solution in question, one immediately obtains a 
uniqueness and global bifurcation result (Theorem 4.1) in the same vein as 
those of Bazley and Pimbley [ 11, Coffman [4], Kolodner [lo], McLeod 
and Stuart [18], and Pimbley [13, 14, 151. Of course the existence of con- 
tinua of solutions bifurcating from the eigenvalues of the linearized 
problem is known from the classical work of Rabinowitz [16] or of 
Hartman [6], but in our case it turns out that these continua are actual 
differentiable curves in the Banach space C’[a, b]. Thus Theorem 4.1 
exhibits a new class of problems for which secondary bifurcation as dis- 
cussed, e.g., by Pimbley [15], McLeod and Stuart [18], and Bazley and 
Pimbley [ 1 ] does not occur. 
Let us now return to our main topic, i.e., the L2-theory of the Dirichlet 
problem for (1.1) on the unbounded interval Z= [a, cc [. In Section 3 we 
consider the question for which values of 5 and 1 the corresponding 
solution u(., 5, A) of (l-l), (1.2) is an element of L*(a, cc). Under a suitable 
growth condition on w  we prove that u(., to, 1,) E L*(a, co) if x,(5, A) tends 
to infinity for some n E N as (5, A) + (&,, A,) (Theorem 3.1), and if (i) and 
(iii) are satisfied, this leads to the construction of certain “prefered L*- 
solutions” u,,~ = u(., Q,(A), A) (Corollary 3.2). The solution ZQ is the result 
of x,(5, A) having run off to infinity while 1 remained fixed, and hence u,,~ 
has less than n zeroes in ]a, co [. Under additional assumptions (which per- 
mit us to involve an existence theorem due to Jones and Kiipper [8]) it 
follows that u,,~ has precisely n - 1 distinct interior zeroes (cf. 
Remark 3.9(b) and Theorem 4.2). However, in contrast to the case 
Z= [a, b], we cannot prove an actual uniqueness theorem for L*-solutions 
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with a given number of zeroes, but it turns out (Theorem 3.3) that L2- 
solutions with a fixed number of zeroes are isolated in a certain sense, and 
this information suffices to show that for every no N the pairs 
(u n,l, A) E L'(I) x R (where 0 < A < co) form a continuous branch of 
solutions of the Dirichlet problem provided (i)-(iii) are satisfied 
(Theorem 4.2). All these branches emanate from the point (0,O) E L2 x R, 
and they are continuous not only in the sense of the L2-norm, but in a 
much stronger sense to be discussed in Section 4. 
Various questions which remain open or receive only unsatisfactory 
answers here (cf. Remarks 3.9(b), (c)) will be taken up again in a forth- 
coming paper, in which the present results and techniques will be combined 
with variational methods. 
2. DEPENDENCE OF THE ZEROES ON PARAMETERS 
In this and the next section we study the initial value problem 
z/ = (w(t) IuIU- n)u 
u(a) = 0, u’(a) = 5 
(2.1) 
(2.2) 
in the domain t 2 a, -cc <u < co, where cr > 0 is a constant and w  is a 
positive function of class C’ on [a, co [, while the real numbers 5 and 1 are 
considered as parameters of the problem. Since Jul “u is continuously dif- 
ferentiable as a function of u, problem (2.1), (2.2) has Cl-data, and hence, 
for any given values of < and A there exists a unique solution u = u(., 5, A), 
which is always understood to be extended to its maximal interval of 
definition. Moreover, we know that u(t, 5, A) is a Cl-function of all its 
arguments, that u(t, 0, 1) z 0, and that for 5 # 0 we have 
u2 + zi2 > 0 (2.3) 
where here and in the sequel the prime denotes differentiation with respect 
to t. 
We assume C > 0 and 1> 0 throughout. This is no loss of generality, for 
we have 
u(t, -5, A) = -u(t, r, 21, 
and in the case I < 0 the solution u( t, 5,1) clearly has no zeroes for t > a. 
Thus put 
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and for n > 1 let D, be the set of (<, A) ED, such that u(*, 5, A) has at least n 
zeroes in ]a, cc [. Ordering these zeroes as an increasing sequence 
a < x,(5, A) < . . . <x,(5, A), 
we obtain functions xk (k = 1,2,...) such that, for any integer n, x, is 
defined on D, and x,(5, A) is the n-th zero >a of u(., 5, A). Thus 
x = x,(5, A) solves the equation 
and hence it follows from (2.3) and the implicit function theorem that the 
sets D, are open in the (< , I)-plane and that every x, is of class C’ on D, 
(n> 1). 
Our goal in the present section is to obtain some information on the 
behavior of the functions x,. For this we introduce the following 
hypotheses: 
(L) w’/w is monotonically nondecreasing and 
CM) w’ > 0. 
The main results of this section can now be stated as follows: 
THEOREM 2.1. Suppose condition (L) holds, and let A> 0 be fixed. Then, 
for every integer n 2 1 there exists co, =Q,(,l) such that O<w, < co and 
(5, A) E D, if and only if 0 < 5 < co,. Moreover, in 10, w,[ we have the 
following relations 
ax”>0 
at (2.4) 
lim x,( 5, A) = a + n7cl- ‘j2 (2.5) 
t-0 
lim x,(5, A) = co. (2.6) 
r-0. 
THEOREM 2.2. Suppose conditions (L) and (M) hold, and let t > 0 be 
fixed. Then, for every integer n > 1 there exist a number A,, = A,(t) > 0 such 
that (5, A) E D, if and only if 1> 1,. Moreover, in ]A,, 00 [ we have 
"".<a 
an . (2.7) 
Except for some concluding remarks, the remainder of this section is 
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devoted to proving Theorems 2.1 and 2.2. However, some of the lemmas to 
be established will also be useful later. We begin with two easy a priori 
bounds, using the convenient abbreviation 
p:=o+2. 
LEMMA 2.3. Let (5, A) E Do and u := u(., 5, A.). 
(a) Suppose t, > a is a zero of u. Then, for a 6 t < t, we have 
and 
where 
6 := min w(t). 
fJ<r<t, 
(b) Zfb>a,y:=min,,,G,w(t),and~>Ap/2”y 
in ]a, b]. 
(2.8) 
(2.9) 
l/O, then u has no zero 
Proof: Since (b) is an obvious consequence of (a), it is enough to prove 
(a). Clearly there exists t,E]a, tl[ such that lu(t,)( =max,.,,,, )u(t)l >O. 
Then from (2.1) we get 
(w(t,) lu(tcJu--)U(to)*=U”(tO)U(t&O 
and hence w(t,) lu(t,)(O<A. This implies that (2.8) holds true for t = t,. 
But then it must hold for all t E [a, tl] by the choice of to. To prove (2.9) 
consider the function 
s := zi* + /Ill*. 
From (2.1) we infer at once that 
(2.10) 
s’ = 2w Iul9424’. (2.11) 
Since 2uu’ = (d/dt)(u*), this shows that for sufficiently small E > 0 we have 
S’(t)>0 for a<t<a+s and S’(t)<0 for tl-&<t<t,. Hence the 
maximum of S in [a, tl] is attained at an interior point too E ]a, t, [, and in 
particular S’(t,) = 0. We claim that u’(too) = 0. If not, then (2.11) shows 
that u(too) = 0, hence U* has a strict local minimum at too, which implies 
that (t-t,)u(t)u’(t)>O and hence (t-ttoo)S)(t)>O for t#too in a 
neighborhood of t,. But then S must have a strict local minimum at too, 
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which contradicts the choice of too. Thus our claim is proved, and with the 
help of (2.10) and (2.8) we can now infer 
u’( Q2 6 S(t) < S( too) = h( t,,)2 < 1P’” 6 -2’g 
for a 6 t < t, . This yields (2.9), and the proof is complete. 
Our first application of (2.8) and (2.9) is the following (not very sur- 
prising) proposition. 
PROPOSITION 2.4. Let n > 1 and (&, A,) E DO n BD,. Then 
(,,;)l$” :o) xJL R) = c0. ,I 
(5,L)E D” 
Proof: If this were false, there would exist a sequence ( (tk, A,)), a i in 
D, such that (tk, A,) --) (co, A,) as k -+ co and (x,(<~, A,)) remains boun- 
ded. Passing to a subsequence if necessary, we may assume that x,(<~, A,) 
converges to a limit h > a as k --f co. Thus, for a < t < b we have 
x,(rk, Ak) > t for all sufficiently large k. Since w  is bounded away from zero 
on the compact interval [a, b] and the sequence (A,) is bounded, it follows 
from Lemma 2.3(a) that there exist constants C,, CZ independent of t such 
that 
lim sup luJt)l 6 C, and lim sup lu;(t)l G C2 
k-cc k+m 
for ad t <b, where we have put u k := u(., tk, A,). It is then clear from the 
standard theory of initial value problems that u0 := u(., lo, A,) is defined 
and satisfies the estimates 
luo(t)l G c,, lui)(t)l < c2 
on all of [a, b[. But then u. must be defined on an interval of the form 
[a, b + E[ with E > 0, and on the compact subinterval [a, b], u. (resp. ub) 
must be the uniform limit of the uk (resp. the uh). This implies that u. has n 
distinct zeroes in ]a, b], namely the limits as k + cc of the xj(tk, &) for 
j = l,..., n. Hence (lo, A,) E D,, which is a contradiction since D, is open. 
To prove Theorem 2.1, we may evidently keep A> 0 fixed. This we do 
from now on until stated otherwise, and accordingly we drop the variable 1 
from the notations. We write 
86 HANS-PETER HEINZ 
for 5 > 0 and t > a such that u(t, {) is defined. As is well known, z(., 5) then 
is the unique solution of the initial value problem 
z”= ((a+ 1) w(r) lu(t, <)[“-n)z 
z(a) = 0, z’(a) = 1. 
Of course u(t, 5) is not of class C2 in general, but we still have 
(2.12) 
(2.13) 
a 
zt=z Lt. 
(2.14) 
This is easily verified by differentiating the relation 
with respect to 5 and using (2.12), (2.13). Next, let us introduce auxiliary 
quantities Wo(t, 5) and W(t, c) by 
w, := ztu - Liz, 
w := z’u’ - dz. 
Note that Wo(a, l)=O and W(a, <)= t by (2.2) and (2.13). Moreover, we 
have 
and 
w  = -w’ I#~%Z (2.16) 
as is readily checked using (2.1) and (2.12). (To check (2.16), first insert 
(2.1) in the definition of W and then differentiate.) 
Moreover, putting q(t) := w(t) lu(t, <)I” for some fixed 5, we may write 
(2.1) as U” = (q(t)-l)u, while (2.12) takes the form z”= ((a+ 1) q(t)--l)z. 
Thus Sturm comparison immediately yields. 
LEMMA 2.5. Between any two zeroes of z there is a zero of u. 
Here we have dropped both r and A from the notations because both of 
them are considered fixed. A similar remark applies to the next lemma. 
LEMMA 2.6. Suppose (5, A) E D, for some integer m > 1, and assume 
a&J Z(G) < 0 (2.17) 
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for k = l,..., m (where x k := x,(5, A)). Consider x > x, such that u(t) z(t) # 0 
for x, < t < x. Zf hypothesis (L) is valid, it then follows that 
W(x) 2 5 + W,(x) w(x) - w(xm) 
W,(x) - WohJ 
(2.18) 
Proof: Put Jk := ]xk- 1, xk[(k = l,..., m) (here x0 := a). By Lemma 2.5 z 
cannot vanish in J,, and for k 2 2 the interval Jk contains at most one zero 
of z. But from (2.17) it follows that z changes sign in each Jk for k b 2, 
while z has no zero in lx,, x[ by assumption. Hence z has exactly m - 1 
zeroes s1 ,..., s,,~ , in ]a, xc, and sk E Jk + , for k = l,..., m - 1. Define points 
to,..., t,, by to :=a, tzm :=x, and 
t2k-, :=xk (1 dk<m) 
t,, := Sk (1 <k<m). 
Then evidently to,..., t,,- 1 are the first 2m zeroes of uz in their natural 
order. Moreover, we have 
WO(lj) ’ 0 (2.19) 
for j= l,..., 2m - 1. For odd j this is clear from (2.17), and for even j, say 
j= 2k, note that the sign of u in Jk+ , and the sign of z’ at Sk both are 
(- l)k, from which (2.19) again follows. 
Next, put L(t) := w’(t)/(ow(t)) for every t > a. Since uz and hence W. 
does not change sign in It,-, , I,[, there exists TIE It,- 1, tj[ such that 
1” LWodt=L(z,)\’ W;dt (1 Gj62m). 
‘,-I I,- I 
But LWb= -W’ by (2.15), (2.16), and hence we obtain 
w(tj)- w(tj-l)= -L(Tj)(W()(tj)- WO(tj-1)). (2.20) 
Summing up and noting that W(a) = 5 and W,(a) = 0 this yields 
j= 1 
2m--1 
= -WO(t2m) L(T2m) + 1 wO(tj)(L(Tj+ l)- L(Tj)) 
J=l 
2 -W,(x) UT2mh 
the last inequality being due to (2.19) and hypothesis (L). Since W. does 
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not vanish in ]t2,,- i, fZm[, we may use (2.20) to eliminate L(rZm) from the 
last relation, whence we obtain (2.18), thus completing the proof. 
Now we are ready to prove Theorem 2.1. 
Proof of Theorem 2.1. Let A, := {< ( (5, A) ED,} for n E N. Obviously 
the A, are open subsets of 10, 00 [ and A, + r G A, for every n. Let n E N be 
fixed. We begin by showing that A, contains an interval of the form 10, E[ 
(E s-0) and that (2.5) holds. For this define u&t) := t-‘u(t, 5) for 5 >O and 
u,(t) := ;1-1’2 sin Ali2(t- a), and note that uc is the solution of the initial 
value problem for the linear differential equation 
u”=(w(t) lu(t, gl”-fl)u 
with initial conditions v(a) = 0, o’(a) = 1. This being true for every 5 2 0, it 
clearly follows from the basic theory of initial value problems that 
lim r+Oug=u,, and lim g _ 0 u; = oh uniformly on compact intervals. Choose 
b > a + nd ~ 1’2. Then there is E > 0 such that for 0 < t < E the function ug is 
defined and has at least n zeroes in ]a, b], and moreover, the first n zeroes 
of u5 (and hence those of u(., 0) tend to those of u0 as 5 -+ 0. Hence 
10, E[ c A, (in particular A, # @), and (2.5) holds, as claimed. Now sup- 
pose we know that 
4x,(5), 4WM5), t) < 0 (2.21) 
for every 5 E A,. The equation u(x,([), 0 = 0 yields 
and hence (2.4) is an immediate consequence of (2.21). Moreover, if to E A, 
is arbitrary, we have x,(c) 6 x,(&J for every r E A, n 10, <,,I by (2.4), and 
hence it follows from Proposition 2.4 that 10, [,,I E A,. Thus A, is an open 
interval of the form 10, o,[, where 0 co, d co. Finally, if o, < co, we 
obtain (2.6) from Proposition 2.4, and if w, = co, relation (2.6) follows 
directly from Lemma 2.3. Thus all assertions of Theorem 2.1 are 
established. 
It remains to prove that (2.21) holds in A, for every n E N, and this will 
be done by induction on n. First of all u’(x,(<), 4)<0 and z(xr(<), <)>O 
by (2.13) and Lemma 2.5, so that (2.21) clearly holds for n = 1. Let n k 2 
and suppose (2.21) is established for all indices up to n - 1. Consider 
l,, E A, such that z(x,(<~), to) = 0. Then u(t, ?J,,) # 0 for x, ~ ,(tO) < t < 
x,(tO), and it follows from Lemma 2.5 that z(t, to) # 0 for these values of t. 
By the induction hypothesis we have (2.17) for k = l,..., n - 1, and hence we 
may apply Lemma 2.6. But WO(x,(~O), to) =O, so that (2.18) yields 
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W(x,(&,), t,,) > &, > 0. On the other hand, from (2.17) with k = n - 1 it is 
clear that u(t, to) z(t, &,) <O for TV lx,-,(&), x,(&,)[, and hence 
W(X,(~~), t,,) = z’(x,(lO), to) u’(x,(&,), to) < 0. This contradiction shows 
that &, as described cannot exist, and consequently z(x,(<), <)/u’(x,(<), l) 
is of constant sign on each connected component of A,. Suppose there is a 
connnected component C # @ of A, on which the sign is positive. Then it 
follows from (2.22) that the function x, is monotonically decreasing on C, 
and hence, choosing <I E C and putting b := x,(ll), we have 
for every < E Cn Cc,, cc [. By Proposition 2.4 this implies that 
[tl, cc [ c C. Hence u(., r) has zeroes in ]a, b] for arbitrarily large r, 
which contradicts Lemma 2.3(b). This shows that (2.21) is, in fact, valid on 
all of A,, thus completing the proof. 
The proof of Theorem 2.2 follows largely the same pattern as that of 
Theorem 2.1. The modifications needed are chiefly due to the fact that dif- 
ferentiation of (2.1) with respect to A yields an inhomogenous linear 
equation which has to be used in place of the homogenous equation (2.12) 
and these modifications are severe enough to force us to give most of the 
details. Thus, let us now fix 4 > 0, and let us suppress the variable 5 in the 
notations below. Put 
y(t, A) := g (t, A). 
Then y(., A) is the unique solution of the initial value problem 
y’l=((cT+ 1) W(f) lu(t, A)lU-/I) y-u(t, A) 
y(u) = y’(u) = 0 
and if we define 
v, := y’u - u’y, 
J/ .= y’u’ - yu” + &* 
2 
(2.23) 
(2.24) 
(where the variables are t and A), we readily obtain from (2.1) and (2.23) 
the relations 
v;=ow Iu1°uy-u2 (2.25) 
and 
v’= -w’ Iz41Uuy. (2.26) 
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In the next two lemmas we deal with a fixed ;1, so that we can omit I 
from the notations. 
LEMMA 2.7. (a) Suppose I, > to > a are two subsequent zeroes of y. Then 
it is impossible that uy -C 0 everywhere in ] t,, t, [I. (b) Suppose that t,, > a is 
such that y( to) = y’( to) = 0. Then it is impossible that uy 2 0 everywhere in a 
one-sided neigborhood of to. 
Proof (a) If we assume the contrary, we obtain V,,(t,,) < 0 and 
I’,,( tl) 2 0, but (2.25) yields I$( t) < 0 for to < t -C t, , a contradiction. 
(b) It is clear from (2.23) that y”(tO)= -u(to), whence the result 
easily follows if u( to) # 0. Next, suppose u( to) = 0. Then for some &, > 0 we 
have 
w(t) 14t)l”<w~+ 1) 
in the &-neighborhood of to. Now (2.23) together with Taylor’s formula 
yield 
From this it is easily seen that u and y cannot have the same sign in any 
one-sided neighborhood of t, contained in It,, - Jo, to + 6,[. 
LEMMA 2.8. For some integer m > 1, suppose u has at least m + 1 interior 
zeroes and y has at least m - 1 interior zeroes. Let the zeroes of u (resp. of y) 
be ordered as increasing sequences a = x0 < x1 < . ’ . < x, + 1 < . . . (resp. 
a=s,<s,< ... <s,_, < . ..). suppose further that the xk and the sk 
are interlaced in [xl, x,1 (i.e., x1 <s, <xZ”’ <s,,-, <x,), that 
y(xk) u’(xk) > 0 for k = l,..., m, and that conditions (L) and (M) hold. Then 
Y(xm+l)fO. 
Proof Define t,, t ,,..., t2,,, as in the proof of Lemma 2.6 (in particular, 
t2m :=x,+1 2 ) and assume y(x, + i ) = 0. Observe that y has no zero 
in Z := ]tzm- ,, tZm[, for it follows from Lemma 2.7(a) and 
y( t2m _ r ) u’( t,, _ i ) > 0 that uy > 0 in Z, but a zero of y in Z would then have 
to be a local extremum, and thus we would obtain a contradiction via 
Lemma 2.7(b). From this remark and our assumptions it is clear that 
t,, t,,..., t,, are subsequent zeroes of uy. Arguing as in the proof of 
Lemma 2.6, we therefore find points rj E ] t, _ 1, tj[ (j = l,..., 2m) such that 
It”;, w’ luI” uy dt = L(z,) j-” ow lul%y dt 
I ‘I-1 
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(where L := /( ), w’ row as before). By (2.25) and (2.26) this can be rewritten 
as 
V(tj)- V(tj-I)= -L(zj) 
( 
VOttj)- vO(tj-l)+ S,", u2dt) 
I 
=L(zj)(VO(tj-l)-VO(tj))-cj 
for j= l,..., 2m, where cj := L(rj) JS-, u2 dr > 0 by hypothesis (M). 
Moreover, it is readily verified that V,(cj) < 0 for j= l,..., 2m - 1. Summing 
up, noting V(a) = V,,(a) = 0, and making use of hypothesis (L), we thus 
infer 
2m--1 
V(X,+l)= 1 v,(tj)(L(zj+l)-L(tj))- ‘c” cj60. 
j=l j=l 
On the other hand, we have already seen that uy >O in I. Hence 
w  m + , ) = y’( t2,J u’( t2J 3 0, which implies V(x, + , ) = 0 and further 
y’(x, + r ) = 0. But uy 3 0 in a left-sided neighborhood of x, + r, which is 
impossible by Lemma 2.7(b). Hence the result is proved. 
While it was quite easy to determine the asymptotic behavior of u(t, &A) 
for 5 + 0 and 1 fixed, a little more work is required for the asymptotic 
behavior for 5: fixed and i + co, and it seems worthwhile to state the result 
as a separate proposition: 
PROPOSITION 2.9. For any b > a there exists A,, > 0 such that u(*, I) is 
defined in [a, b J for every 12 1,. Moreover, the number of zeroes of u(., A) 
in [a, b] tends to infinity as A + 00. 
ProojI Fix b > a, let M be an upper bound for w  on I := [a, b], and let 
S be the function defined by (2.10). Note that we have 
12.41 G (s/n)1’2 (2.27) 
as well as 2A.“‘uu < S. Hence (2.11) yields the differential inequality 
p.&~J-(“+‘u2sPl2 
with initial condition S(a) = 5’. The corresponding initial value problem 
K’ = MA - (a + 1)/2KP/2 
3 K(a) = t2, 
has the unique solution 
K(t, ,)=(~-“-fo~~-‘“+1”2(~-.))-2/u, 
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defined for -cc <t<t,(il) :=a+2A (O+ 1)/2/aM~“. By a standard theorem 
on differential inequalities we have 0 < S < K as long as both functions 
are defined. But by (2.27) (resp. (2.10)) this yields 1~1 <(K/A)“’ 
(resp. lull < K1’*) as long as U, K are defined. This implies that the solution 
u(., A) is defined for a < t < tl(n), and if we choose lo so large that tl(A) > b 
for Ia A,, we see that the first assertion is established. Moreover, for A > A,, 
the inequality (2.27) yields 
w(t) (u(t, 1)1”QlW”‘*K(t, 1)“‘*<MF”*K(b, @“* =: kl(A) 
for every TV I. This estimate enables us to apply Sturm’s comparison 
theorem to Eq. (2.1) and the equation u” = (k,(A)-L)v, which establishes 
our second assertion upon noting that lim, _ na k,(l) = 0 by the definitions. 
Proof of Theorem 2.2. Still considering a fixed < > 0, we define open 
subsets B, of 10, co [ for every n E N by 
and we note that B, # @ by Proposition 2.9. (In fact, that proposition 
shows that B, contains a neighborhood of infinity.) Now all we have to 
prove is the validity of the relation 
Y(X/r(~), 1) u’(x!$), A) ’ 0 (2.28) 
for every k E N and every A E B,. For then (2.7) follows from the obvious 
relation 
and the fact that B, is an interval ]A,, cc [ (A, > 0) follows from (2.7), 
Proposition 2.4, and Lemma 2.3(b) by an argument familiar from the proof 
of Theorem 2.1 (note that y = w(a) in Lemma 2.3(b) is independent of b by 
hypothesis (M)). 
To begin with, consider k = 1 and a fixed A E B,. We claim that y < 0 in 
]a, x,] (where x1 =x1(A), y = JJ(*, A)). To prove this, suppose there exists 
s1 E ]a, x,] such that y(s,) 20. By Lemma 2.7(b) there also exists 
s0 E ]a, s,[ such that y(sO) < 0, and hence we may define t, E Is,, xl] by 
t, :=min{t 1 s,<t<xx,, v(t)=O}. 
Since y(a) = 0, we may also define to E [a, sO[ by 
t,:=max{t 1 u<t<s,, y(t)=O}. 
Then to, t, are two subsequent zeroes of y such that uy<O in It,,, tl[, 
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which is impossible by Lemma 2.7(a). This proves our claim, and in par- 
ticular, it establishes (2.28) for k = 1. 
Finally, consider the following statements for n E N: 
(S,) For any I E B, and 1 < k d n, relation (2.28) is valid, and for 
2 < k<n the function y(., A) has exactly one zero SE ]xk-i(A), x,(l)[. 
We have already proved (S,). Now suppose (S,_ i) is established (n 2 2), 
and consider 1 E B,. Since y -C 0 in ]a, xi], all assumptions of Lemma 2.8 
are satisfied, and we conclude that y(x,,) #O. This means that 
y(x,(A), A) u’(x,(l), A) has no zero in B,, and (2.28) for k = n follows from 
this remark in the same way as (2.21) was derived from Lemma 2.6 in the 
proof of Theorem 2.1 (noting again that y is independent of b in Lem- 
ma 2.3(b)). Hence for every II E B, we have (2.28) for k = l,..., n. This 
implies that y(., A) vanishes in Ix, _ i(A), x,(A)[. Fix A E B, and put 
S,-1 :=min{tIx,-,<t<x,, y(t)=O}. Then uy>O in ]x,-~,s,-~[ by 
(2.28), and hence y changes its sign at s,- i by Lemma 2.7(b). But then it 
follows from Lemma 2.7(a) that y cannot have any other zero in 
lx, _ i, x,[. Thus (S,) is extablished, and we conclude that (S,) holds true 
for every n E N. This clearly completes the proof of Theorem 2.2. 
Remarks 2.10. (a) The proofs of Theorems 2.1 and 2.2 show that the 
location of the zeroes of y and z and the distribution of the signs of y and z 
in the intervals between those zeroes is always as required in Lemma 2.8 
(resp. 2.6). 
(b) Moreover, it is clear from Lemma 2.3 that o, < co (and hence 
w, < cc for all n) if 
inf w(t) > 0. (2.29) 
,>a 
(c) It should be noted that hypothesis (L) was used only in Lemmas 
2.6 and 2.8 to ensure that 
W(x)30 (2.30) 
whenever U(X) = z(x) = 0, respectively that 
V(x) 6 0 (2.31) 
whenever U(X) = y(x) = 0. (The full force of (2.18) will be used in Sect. 3, 
but for Theorem 2.1 only its corollary (2.30) is needed.) The same can be 
said about hypothesis (M), which is only needed in Lemma 2.8, the further 
appeals to (M) in the proof of Theorem 2.2 being expendible if (2.29) is 
required instead. Therefore the assertions of Theorems 2.1, 2.2 remain valid 
when (L), (M) are replaced by other assumptions entailing (2.30) 
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(resp. (2.31)). However, finding such conditions seems to he a difficult task 
(cf. Coffman [4]) except in the autonomous case, i.e., when w  is a constant. 
In this case W and V are also constant by (2.16) (resp. (2.26)), so that we 
have W( t, 5) = t and V( t, A) = 0, from which (2.30), (2.3 1) are clear. 
(d) Actually, for the autonomous case there is a much simpler proof, 
which even works when the nonlinearity w  Iu(~u is replaced by a more 
general nonlinearity f(u) which we assume to be locally Lipschitz, odd, 
and “superlinear” in the sense that f(u) = ug(u) with g: [w + [0, og [ strictly 
increasing for u > 0. A simple symmetry consideration (cf. [7, 
Corollary 3.5(c)]) then shows that the zeroes of u(., 5, A) are equidistant so 
that we have 
x,(5,1) = a + n(x,(L A) - a) 
for all n E N, (5, A) E D, = D, . But x, is strictly increasing as a function of 5 
and strictly decreasing as a function of I, which is an easy consequence of 
the superlinearity condition (cf. [ 7, Proposition 2.11). 
(e) The autonomous case also shows that o, = w,- 1 can occur 
under the assumptions of Theorem 2.1. In fact we have o, < o,- 1 if and 
only if (2.1) possesses a solution u which vanishes at t = a and has exactly 
rz - 1 distinct zeroes for t > a. We shall return to this existence question 
later. 
3. SQUARE-INTEGRABLE SOLUTIONS 
In this section we shall be concerned with solutions of problem (2.1), 
(2.2) which are elements of the space L2[a, co[. A satisfactory theory of 
such solutions cannot be expected under the assumptions made in Sec- 
tion 2, as is clearly shown, for example, by the autonomous case. In this 
case the symmetry argument already mentioned in Remark 2.10(d) shows 
that a solution of (2.1), (2.2) is either periodic, or it has no local extrema, 
and hence the only L*-solution is the trivial solution u =O. As was first 
pointed out by Kiipper [ll, 121, a certain minimal growth of w(t) for 
t -+ cc has to be required to guarantee the existence of square-integrable 
solutions to (2.1), (2.2) and the growth condition 
s 00 W -‘Ia dt < 00 (3.1) a 
was employed by Kiipper [12], Bongers, Heinz, and Kiipper [3], Jones 
and Kiipper [8], Heinz [7], and implicitly also by Benci and Fortunado 
[2] to establish the existence of rich sets of such solutions not only for 
problem (2.1), (2.2) but also for various generalizations thereof. Thus (3.1) 
appears as an appropriate additional hypothesis for the present section. 
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We denote by X the vector space of all real-valued absolutely continuous 
functions u on [a, co[ such that u(a) =O, u’gL2[a, oo[, and 
s 
cc 
w (ulPdt< co, 
a 
where (here and in the sequel) we put p := o + 2 as in Section 2. When 
(3.1) is satisfied, the space X is a useful tool for the L2-theory of Eq. (2.1) 
and its generalizations, as has been shown in [2, 3, 7, 81. However, in the 
present section we use A’ merely as a notational device, whereas we shall 
take advantage of some of its properties in Section 4. 
The notations and conventions introduced in the previous section will be 
used below without further comment. Let us now state the first main result 
of this section. 
THEOREM 3.1. Suppose (3.1) holds, and let n > 1 be an integer. If 
(to, &) E Do n do,,, u0 := u(., to, A,), then u0 is defined on all of [a, co [, and 
it belongs to L’[a, cc [ (in fact, u,, E X). 
Next, suppose condition (L) is satisfied, so that log w  is a convex 
function. Then, if w’ (and hence w’/w) attains positive values, the growth of 
IV at infinity is at least exponential, and (3.1) is trivially verified, while (3.1) 
is obviously violated if w’ does not attain positive values. Thus we may 
replace (3.1) by the “exponential growth requirement” 
(E) There exists b0>a such that w’(b,)>O. 
Furthermore, observe that (L) and (E) imply (2.29) so that rx, >al(A) 2 
Q,(l) 2 ... for every A. > 0 by Remark 2.10(b). Now for every n E N, I > 0, 
we denote by Q,,(A) the set of all 5 E [C?,(A), Q2,_ I(A)[ such that u(., 5, A) is 
defined on all of [a, co[ and belongs to L2[a, co[. (Here we have put 
&)(/I) z +co.) 
Observe that [E Q,(A) if and only if u(., 5, A) is an L2-solution with 
exactly n - 1 distinct interior zeroes. Our goal is therefore to describe the 
sets Q,(A) as precisely as possible. In this direction we have the following 
immediate consequence of Theorem 3.1: 
COROLLARY 3.2. Zf (E) and (L) are satisfied, then ~,(A)E Q,(A) for 
every A > 0, n > 1, provided Sz, _, (A) > Q,(A). 
For n = 1 this clearly yields 
QI@) = {Q,(A)) (3.2) 
by the well-known uniqueness of the positive solution (cf. [7, 11, 121). 
However, for n > 2 things are not this simple, and we only have the 
following partial result: 
505/64/l-7 
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THEOREM 3.3. Suppose (E) and (L) are satisfied, and consider n E N and 
A>0 such that !2,- I(A) > G,(I). Then Q,(A) has no cluster point in 
[Q,(n), Qn- IVK. 
In other words, Q,,(A) is either a finite set or a sequence tending to 
sZ,- ,(A). Thus it remains an open question whether L2-solutions with 
prescribed value of A and with exactly n - 1 interior zeroes are unique (up 
to sign) under our assumptions. But Theorem 3.3 shows that they are 
isolated in a certain sense, and this is sufficient for the construction of con- 
tinuous branches of L2-eigenfunctions in Section 4. The key to these 
applications is the following observation: 
COROLLARY 3.4. Suppose (E), (L), and (M) are all satisfied. Then, for 
every n E N the function Q, is continuous and monotonically non-decreasing 
on 10, a3[, and 
lim a,(1) = cc 
2. + cc (3.3) 
as well as 
lim Q,(A) = 0. (3.4) a-o+ 
ProoJ: Fix n E N. To prove the monotonicity of s1,, consider A2 > I, > 0 
and an arbitrary 5 <52,(A,). Then (5, 1,)~ D,, hence (5, A,)E D, by 
Theorem 2.2, and this means t <a,(&), so that we obtain Q,(A,) <a,(&) 
as desired. It follows from Proposition 2.9 that 0, cannot be bounded, and 
hence we have (3.3). Moreover, (3.4) is an immediate consequence of (2.9). 
To prove continuity, fix A,>0 and observe that the one-sided limits 
and 
w  n,R := lim o,(A) 
1 * i.,+ 
exist by monotonicity. But o,,~ < o n := !Z,(A,) is impossible since D, is 
open in the (5, I)-plane. Thus Sz, is continuous from the left. Now suppose 
o,,~>w,. Since oo= cc >a,, there exists m E N such that m ,<n and 
o,=o,<o,~~. Then w,~>o,,~>u,=u,, and it follows from 
Theorem 3.1 that ]w,, o,,~ [‘c Q,(i,), which implies lo,, o,,~[ = @ by 
Theorem 3.3. This contradiction shows that o,,~ = w,, i.e., that Sz, is con- 
tinuous from the right at Lo. Hence all assertions of Corollary 3.4 are 
established. 
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Let us now turn to the proofs of our theorems, postponing further com- 
mentary until the end of the section. We begin by collecting some a priori 
information about solutions of (2.1). 
LEMMA 3.5. Let UE L*(a, 00) be a solution of (2.1), (2.2). Then UEX, 
and we have 
lim u(t)=0 (3.5) 
f-cc 
and 
lim u’(t) = 0. (3.6) 
t-m 
Proof: Since u satisfies an equation of the form U” = q(t)u, where 
q(t) := w(t) lu(t)l”- A is bounded below, relations (3.5), (3.6) follow from 
results of Hartman and Wintner (cf. Hartman ES]). Moreover, from (2.1), 
(2.2) one obtains 
u(t)u’(t)+il j;u*ds= j’u’*ds+ j’w lulpds, 
(I (I 
and this yields u E X on letting t -+ cc by (3.5), (3.6), and the fact that the 
integrands on the right-hand side are non-negative. 
LEMMA 3.6. Let u be an arbitrary solution of (2.1), and let t, > t, B a be 
two zeroes of u. Then 
u* dt < A*‘” I I’ w - *I= dt. (3.7) to 
ProoJ By (2.1) and u(t,)= u(tl)=O we have 
5 
11 
10 
u’* dt + j” w IuI p dt = A j” u* dt. 
10 (0 
(3.8) 
On the other hand, writing u* as the product of w-*lp and (w (ul p)2’p and 
applying Holder’s inequality, we get 
where c := Ji; w-*1° dt. Together with (3.8) this yields 
(3.9) 
jr’ w Iuj p dt < 1 j” u* dt < c”‘~I 
10 r0 
(jt; w Iulpdt)2’p 
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and hence 
Combining this estimate with (3.9), we finally obtain 
i.e., the assertion, 
Proof of Theorem 3.1. Choose a sequence (tk, A,),, I in D, such that 
lim k-+oo(&, A,)= (lo, A,), and put ak := u(., &, &) for every k. Then we 
have 
lim x,([k, &) = a 
k-m 
(3.10) 
by Proposition 2.4. To prove that u. is defined on all of [a, co [, choose 
b > a arbitrary and note that by (3.10) there exists k, such that Lem- 
ma 2.3a) can be applied to ak on [a, b] for all k > k,. This means that the 
sequences (Q) and (u;) are uniformly bounded on [a, b], and hence it 
follows from the standard theory of initial value problems that a0 is defined 
on [a, b] and that ak + u. as k + co in the norm of C’[a, b]. Thus u. is, in 
fact, defined everywhere, and moreover we have u. = limk, o. uk uniformly 
on compact subsets of [a, cc [. Now put 
&(t) := 
i 
;*@I (a G t < x,(tkc, A,)), 
ft 2 xn(‘tk, ;Ik)). 
Then (3.10) together with the above remarks implies 
,__- gkhdt=[?iohdt lim 
0 (I 
(3.11) 
for every continuous function h with compact support. On the other hand, 
we may also apply Lemma 3.6 with u= uk, to= a, tI =&(tk, A,). From 
(3.1) and the boundedness of the sequence (&) it is clear that the right- 
hand sides of (3.7) can then be bounded by a constant cr < cc independent 
of k. This implies that 
for every k, where 11. )( denotes the standard norm of L2[u, cc [. Therefore 
(3.11) leads to the conclusion that USE L* and IIuoj\ < cr by a standard 
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argument based on the fact that the continuous functions with compact 
support form a dense subset of L’. The assertion that u,, E X is clear from 
Lemma 3.5, and hence the proof is complete. 
To prove Theorem 3.3, we consider a fixed i >O, suppressing the 
variable 1 in the notations as before, and we suppose that hypotheses (E) 
and (L) are in force. The number 
b, :=inf{taa ( w’(t)>01 
is then well defined and has the property that w’<O throughout [a, b,], 
while w’ > 0 throughout lb,, cc [. This notation as well as the auxiliary 
functions z, W,, and W introduced in Section 2 will be used below. Again, 
the proof is preceded by two technical lemmas. 
LEMMA 3.7. Let 5 E Qn f or some n > 2, and put u := u(.. <), z := z(*, r), 
” . x .=x,_~((), and suppose that uz<O in ]a, a[. Then 
(a) If b, >f, then there exists 6 >O such that W(t, [)a 5 for 
i<t<f+& 
(b) If b1 < 2 then W(*, 5) is monotonely increasing in 12, co[, and 
lim f--rcc W(t, 025. 
Proof: From Theorem 2.1 it is clear that (2.17) holds for 1~ k < n - 1 
(cf. Remark 2.10(a)). Thus by Lemma 2.6 we also have (2.18), which we 
rewrite as 
I 
W(t)2{+ We(t) w(t)- w(x) 
We(t) - WJW 
(3.12) 
valid for all t>i. Now consider case (a). By (2.15) and (2.16), the 
assumption uz < 0 then yields 
W(t)- w(a)<0 
and 
W,(t) - W,(i) c 0 
for z? < t -C b,. By (2.17) we also have W,(a) > 0 and hence We(t) > 0 in a 
neighborhood of 9. Therefore the assertion follows from (3.12). In case (b) 
W is increasing in [a, cc[ by (2.16), and if W is unbounded, the assertion 
is trivial. If W is bounded, put M := lim, -t co W(t) and note that 
M- W(i)>O. 
Let us take a closer look at the asymptotic behaviour of W,. From (2.15) 
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we see that W, is decreasing in [a, cc [, hence there exists 
M, := lim, ~ a, W,(t) ( - cc < M0 < co). If MO > 0, the obvious relation 
(z/u)’ = w,u-2 
together with (3.5) shows that (z/u)’ + +oo as t+ cc and hence z/u+ +cc 
as t + co, which is absurd because z/u remains negative by assumption. 
Hence we have M0 < 0. Now, letting t + cc in (3.12) we obtain 
l&f> 5 + c(M- W(i)), 
where c := M,/(M, - W,,(i)) if M0 > -cc and c = 1 if M,, = -co. In either 
case we have c >, 0, which yields M > 5, as asserted. 
LEMMA 3.8. Let l,, t2 E Q,, for some n > 2, and suppose tl < t2. Then 
14481)1~144 t2)lfor every t2~:=~~(5~). 
proof Put q:=u(*,<J (i=l,2) and note that (-l)“-‘u,(t)>0 for 
t > x,- i(ri) by the definitions. Let us give the proof for n odd, the case of 
even n being similar. Now x, _ i (5 *) > x, _, (5 I ) by Theorem 2.1, and hence 
u,(Z) > 0 = ~~($2). Thus, if the assertion were false, there would exist r0 > i 
such that u,(to)=u2(t0), but ui(t)>~~(t) for .?<i< t,,. Then 
u;(t,,) -C u;(t,,), and hence u2 > ui > 0 holds either on an interval of the form 
]to, ti[, where ~~(ti)=~~(t,) or on ]to, co[. But both cases are absurd, as 
is easily seen from a “Green’s formula” type argument (cf. [7, 
Propositions 2.1 and 5.51). Hence the result. 
Proof of Theorem 3.3. Apart from the auxiliary functions introduced in 
Section 2, we consider the energy 
as a function of t and r. It is readily verified that we have 
aE -= 
at 
--wI lulp 
P 
and 
aE 
z=w, 
(3.13) 
Now let <E Qn for some nE N. Then u := u(., [)EX by Lemma 3.5, and 
hence E(., c)~L’[a, cc[. On the other hand (3.13) together with 
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assumptions (L) and (E) shows that E(., 5) is decreasing for large t. Hence 
E(t, 5) + 0 as t--f co, and now (3.13) yields 
E(t, o,‘y w’ IulPdt. 
P r 
(3.15) 
After these preliminaries, let us now consider n z 2 and &,E Qn such that 
there exists a decreasing sequence (<k)k a i in Qn which converges to <a as 
k + co. Then f := x,- i(&,) is the limit for k + cc of the decreasing 
seven= (~,-~(5 k k s i, and hence, combining (3.15) and Lemma 3.8 we )I 
see that for every t > f we have 
E(t> L) <El& 50) 
for all sufficiently large k. Since the partial derivative aE/d( is known to 
exist, this implies 
by (3.14) and this relation holds for every t > j?-. However, Lemma 3.8 also 
shows that z,(t) := (du/a()(t, co) has constant sign on ]a, cc[, namely the 
sign opposite to that of u,, := u(., &,). Since zO, being a solution of (2.12), 
has only simple zeroes, it follows that u,,zO <O in 1.12, cc [, and hence 
Lemma 3.7 shows that there exists t > i such that W(t, &,) > to/2 > 0, a 
contradiction. 
If lo E Qn is such that &, > o,, we also have to consider the case that &, 
is the limit of an increasing sequence of points of Q. But this leads to a 
contradiction by an analogous argument. Since any convergent sequence 
(tk) contains a monotone subsequence, this completes the proof for n > 2. 
But the case n = 1 is trivial by (3.2). 
Remarks 3.9. (a) Note that the proof of Theorem 3.1 yields a new and 
very elementary proof of the existence of a positive square-integrable 
solution to (2.1), (2.2) for arbitrary 2 > 0 under hypothesis (3.1). 
(b) For n 3 2 the present theory does not yield any existence results. 
In fact the entire existence question is hidden in the irksome requirement 
w,- i > o, made in Corollary 3.2 and Theorem 3.3, for it is obvious that 
this requirement holds if and only if there exists a square-integrable 
solution to (2.1), (2.2) having exactly n - 1 distinct zeroes in ]a, CC [. By a 
recent result of Jones and Kiipper [S] this is the case for all n if w  E C3, 
(3.1) holds, and the following limits exist: 
(3.16) 
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c(* .- - lim t* 
0 
; ‘(t) (3.17) t-cc 
.- lim t* w” 
a3 .- I--r00 ( ) ’ (t) w (3.18) 
where, in addition, it is assumed that c1> 0. Hence, if we assume (E) and 
(L), WEC~, and the ezxistence of the limits (3.16)-(3.18), the result of 
Jones and Ktipper [S] is applicable, and it follows that o,- I > o, for all 
n E N. These assumptions, though quite restrictive, do define a non-trivial 
class of functions w. For example, they are satisfied for w(t) := earZ’(t)-8, 
where c1> 0, /I 20, and where P is a polynomial such that P>O and 
(P'/P)' Q 0 on [a, CQ [. Such polynomials exist in abundance; for example, 
if Q is any polynomial with positive leading coefficient, then a suitable 
translate of Q has the desired properties. We do not go into any further 
details here because presumably the result of Jones and Kiipper can be 
improved with the help of variational methods to be discussed in the future 
work mentioned in the Introduction. 
(c) If (3.1) holds, any solution of (2.1) having infinitely many zeroes 
automatically belongs to L*[a, cc [, as follows from Lemma 3.6. However, 
we do not discuss such solutions here, because they presumably do not 
exist under our assumptions. Again, this question will be treated elsewhere. 
4. APPLICATIONS TO BOUNDARY VALUE PROBLEMS 
Obviously Eq. (2.1) is just (1.1) rewritten in a form more appropriate for 
initial value problems. Now that we are about to state and prove the main 
results of this paper, we return to our original problem, i.e., the equation 
-d + w(r) (uI% = Au (4.1) 
on the interval Z (where (r > 0 and w  is a positive Cl-function on I) together 
with the Dirichlet boundary conditions 
u(a) = 0, UEL2(Z) (4.2) 
for Z= [a, 03 [, respectively, 
u(a) = u(b) = 0 (4.3) 
in the case Z= [a, b]. For convenience let us restate the assumptions we 
shall be working with: 
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(L) (logarithmic convexity) W’/W is nondecreasing on Z, 
(M) (monotonicity) w’ > 0 on Z, 
(E) (exponential growth) w’ attains positive values. 
The role of hypothesis (E) is discussed in Section 3, whereas (L) and (M) 
are introduced in Section 2. In the proofs of the theorems below the 
notations from the preceding sections will be used without further com- 
ment. 
Let us begin with a brief discussion of problem (4.1) (4.3). The theorem 
below gives a complete description of the global bifurcation diagram of 
(4.1), (4.3) and in particular it contains the exclusion of secondary bifur- 
cation (cf. [l, 13, 14, 15, 181): 
THEOREM 4.1. Consider problem (4.1), (4.3) with w satisfying hypothesis 
(L). For every n E N, 1~ R, let S,,(A) be the set of solutions with 
corresponding eigenvalue 1 and with exactly n - 1 distinct zeroes in ]a, b[, 
and let 2, :=n2n2(b -a)p2 be the nth eigenvalue of the linearized problem. 
Then for every n E N we have 
(a) S,(A) = 0 for A 6 A,, andfor every A > 2, the set S,(A) consists of 
tW0 functions f U”,j., where uL,A(a) > 0, and 
(b) (+,I, A)A>A, is a curve of class C’ in the Banach space 
(?[a, b] x R, and 
lim 
A - 2.: 
U,, j. = 0 
with respect to the norm of C’[a, b]. 
ProojI Clearly S,(A) = 0 for A < 0. Therefore let us consider a fixed 
A> 0 and a fixed n E N. If u E S,(A), so is -u, and hence it is enough to 
consider the sets S,+(A) := { u E S,(A) ( u’(a) > 0). But evidently u E S,+(A) if 
and only if u is the solution of problem (2.1), (2.2) corresponding to a 
point (5, A) ED, such that 
x,(5,J) = b. (4.4) 
It clearly follows from Theorem 2.1 that Eq. (4.4) has a unique solution 
5 = s”,(A) if 1 is such that b > a +MC-‘/~ and no solution at all if 
b < a + nn~-1’2. But the relation b > a + n7c-“2 is evidently equivalent to 
A > A,,, and hence follows assertion (a). 
Furthermore, from (2.4) and the implicit function theorem it is clear that 
the function .?n is of class C’ on ]A,, cc [, and if we put u,,~ := 
4.Y 3”,(n), A), we therefore obtain a Cl-curve in the Banach space C’[a, b] 
by the standard theorem on the dependence of the solutions of initial value 
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problems on parameters and initial conditions. By the same theorem the 
assertion lim I _ i; u,,~ = 0 follows if we can show that 
lim 
L-/I,+ 
&(A) = 0. (4.5) 
Thus suppose that (4.5) is false. Then there exist E >O and a sequence 
(P~)~~ i G ]A,, co [ such that lim,, o. pLk = A,, but En(pLk) > E for every k. 
Since 3 -,(A) = z&(a) by definition, it follows from Lemma 2.3(a) that the 
sequence (s,&k))k is bounded. Passing to a subsequence if necessary, we 
may thus assume that it converges to some to> E. Since we have 
U ,,pk~ S,&) for every k, this implies 
a < x1(50, A”) < .-* < JC,- l(to, kJ<xn(50, U = b 
and hence u(., &,, A,)E&(&). But ,S,(A,) = /zr by (a), which establishes 
(4.5), and the proof is complete. 
Now let us turn to problem (4.1), (4.2). For this problem the space 
C’[a, b] will be replaced by the space X5 L’(Z) introduced in Section 3. 
This space is a Banach space with respect to the norm 11 IIX given by 
ll41’, := Ml2 + 11412 + ( d w lulPdi)2’p, 1 
where p := cr + 2 as before, and where I(. II denotes the standard norm of 
L’(Z). It should be noted that the notion of convergence attached to 1) )I x is 
quite a strong one; for example, it implies not only convergence in the 
Sobolev space Wk2(Z), but also uniform convergence on all of Z= [a, co [ 
(cf. [3, Proposition 6.11). 
Recall that the quantities w, =Q,(A) introduced in Theorem 2.1 are 
finite under the assumptions made in Section 3. Thus we may define 
%I,,? := 4’, Q,(n), A) 
for I > 0, IZ f N, and we have z+, E X by Theorem 3.1. Our main result con- 
cerning problem (4.1), (4.2) now is a description of the bifurcation diagram 
in L2 x Iw in terms of the u,,~. (Note that the bifurcation diagrams in L2 x R 
and in Xx [w coincide by Lemma 3.5.) Here is the main result: 
THEOREM 4.2. Consider problem (4.1), (4.2) under the assumption that w  
satisfies (L), (M), and (E). Then for every n E N we huue 
(4 (w, ~h~l<co is a continuous curve in Xx R. This curve consists 
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of solutions of problem (4.1), (4.2), and it bifurcates from A= 0 in the sense 
that 
lim u,,~ = 0 
1-o+ 
with respect to 11 IIX. Moreover, the number of distinct interior zeroes of u,,~ 
is <n- 1 for every i>0. 
(b) Suppose in addition that w  E C3(Z), and that the limits (3.16), 
(3.17), (3.18) exist. Then the number of distinct interior zeroes of u,,~ is 
exactly n - 1 for every A> 0. In particular, the branches (u~,~)~,~ are then 
mutually distinct. 
The proof of this theorem is essentially obvious from Corollaries 3.2 and 
3.4 and Remark 3.9(b) once the following lemma is established: 
LEMMA 4.3. Suppose that (3.1) and (2.29) hold, and consider A0 > 0, 
to>% and a sequence (tk, lkJkal in Do such that (&, A,)-+ (to, A,) as 
k -+ co. Suppose moreover that u k:=~(.,~k,&)~Xfor all ka0. Then we 
have 
lim IIuk-uoIJX=O. 
k+oo 
In particular, this is the case when (L) and (E) hold. 
Proof As a preparation, let us consider an arbitrary solution u E X of 
(4.1), (4.2), and let us derive some more a priori estimates. First of all, it is 
known (cf. [3, Proposition 6.1)) that there exists a continuous function 
E, : I+ 10, cc [ which does not depend on u and which satisfies 
lim r-m El(t)=0 and 
l4t)l G&l(t) llullx (4.6) 
for every t 2 a. Moreover, (2.9) is valid on all of Z, i.e., we have 
sup lu’(t)l <Ip’2”b--l’0, 
r,a 
(4.7) 
where 6 := min,,, w(t)>0 by (2.29). To see this, note that S(t) -+O as 
t + cc by Lemma 3.5 (where S is defined by (2.10)), and hence S attains its 
absolute maximum at some interior point of I. The proof of Lemma 2.3(a) 
can therefore be mimicked, and we obtain (4.7). Now let T > a be arbitrary. 
Because of (3.5), (3.6) (or (4.6), (4.7)) integration by parts yields 
I 
co 
u”dt+[; w  lulpdt= -u(T)u’(T)+1/;u2dt. (4.8) 
T  
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Since the boundary term vanishes for T = a, this enables us also to mimick 
the proof of Lemma 3.6. Using the Holder inequality, we first obtain 
s 02 T  u’dt<i,(T)(j; w  ,uIDdty, (4.9) 
with E*(T) := (jp W-~‘~ dt)“‘“. (Note that s2 is chosen independently of u, 
and that sZ(t) -+ 0 as t + co by (3.1).) Now from (4.8) and (4.9) one infers 
(where C := ~~(a)~‘“), and, again using (4.9), this implies 
s O” u2 dt d C12’“. a (4.10) 
Now we consider sequences (A,), (&), (uk) as in the statement of the 
lemma. Since (&) is bounded, the L2-norms IJukl( remain bounded by 
(4.10). Hence, using (4.8) for T=a, it follows that even the IIukllX remain 
bounded. Therefore (4.6) and (4.7) imply the existence of a constant 
M, > 0 such that 
b/c(T) ub(T)I 6 Ml&,(T), 
and from (4.9) we see that there exists M2 > 0 such that 
s 00 u;~~<M~E~(T) T  (4.11) 
for every T > a. Combining the last two inequalities with (4.8), we finally 
obtain 
s 00 O3 u;’ dt + I w  luklPdt<M1&1(T)+LM2&2(T) (4.12) T  T  
for every T>, a, k > 0 (where L is an upper bound for the A,). Now let 
E > 0. Then it follows from (4.12) that there exists T > a such that 
j? ui2 dt < s2/8 for every k > 0. On the other hand, from ck -+ to and 
Ak -+ &, as k + cc it follows that uk --, u0 and u; + ub uniformly on [a, T]. 
Hence there exists k. such that J,‘(a;- ub)’ dt < ~~/2 for k > ko. This 
implies that llub - I.&II 2 < !a( ub- I&)’ dt + 2jF uz dt + 2sF u;f dt < 8’ for 
k > k,. Thus we have shown that 
lim 1) ub - ub I( = 0. 
&+a2 
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In a similar way one infers from (4.11) that 
lim (IuO-ukI( =O, 
k-cc 
and, using again (4.12), one infers 
But these three relations imply the assertion by definition of 1) II X. The fact 
that (L) and (E) imply (3.1) and (2.29) is easily seen (and has already been 
discussed in Section 3). 
Remarks 4.4. (a) Evidently the bifurcation diagram of problem (4.1), 
(4.2) contains the branches ( -u,,~, A),,, apart from the branches (u,,~, A) 
described in Theorem 4.2. Whether or not it contains more solutions than 
that, is an open question. 
(b) The additional assumptions in part (b) of Theorem 4.2 can 
clearly be replaced by any other set of assumptions which ensure the 
existence of solutions to problem (4.1), (4.2) having any prescribed (finite) 
number of zeroes and any prescribed eigenvalue ;1> 0 (cf. Remark 3.9(b)). 
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