This paper presents an alternative proof of the connection between the partition function of the Ising model on a finite graph G and the set of non-backtracking walks on G. The techniques used also give formulas for spin-spin correlation functions in terms of non-backtracking walks. As a corollary of these formulas for planar graphs is a natural identification of the spinor holomorphic fermion observable used in recent work of Chelkak, Hongler, and Izyurov. The main tools used are Viennot's theory of heaps of pieces and turning numbers on surfaces.
Introduction
The connection between the Ising model and non-backtracking walks began with a paper by Sherman [She60] that made rigorous the Kac-Ward [KW52] approach to the Ising model on Z 2 . Roughly contemporaneous to Sherman's work was that of Vdovichenko [Vdo65, Mus10] . Several papers discussing the work of Sherman and Vdovichenko have been published in the intervening years; of particular note is an exposition by Bourgoyne [Bur63] . More recently Loebl [Loe04] and Cimasoni [Cim10] have obtained generalizations of the expressions of Sherman and Kac-Ward to arbitrary finite graphs by embedding them in closed orientable surfaces of sufficiently high genus. This paper gives a new self-contained and essentially elementary proof that the partition function for the Ising model on a finite graph can be expressed in terms of weighted non-backtracking walks. As in previous works, an embedding of the finite graph into a surface of sufficiently high genus is required. Correlations for the Ising model on a graph G can be computed by adding edges to G and taking derivatives with respect to the Ising couplings of the added edges. Utilizing the expressions for the partition function on the (typically non-planar) augmented graph thus gives new representations for correlation functions in terms of non-backtracking walks. In the case of planar graphs, these correlation representations have been established simultaneously and independently by Kager, Lis, and Meester [KLM12] , who have also obtained convergence results for the planar correlation expressions. Finally, the expressions derived for correlations on planar graphs naturally identify a key component of recent works on the Ising model, the spinor holomorphic fermion used by [CHI12] .
Before proceeding to statements of the main results it is worth emphasizing that the arguments of the paper are elementary, and that the formulas obtained for the partition function and correlations involve only the original graph on which the Ising model is defined. Aside from utilizing Viennot's theory of heaps of pieces [Vie86] , which is reviewed in an appendix, no machinery is assumed. The theory of heaps of pieces is used as an efficient version of the Mayer expansion, and provides very useful representations of ratios of partition functions. Furthermore, the geometric interpretation of heaps of pieces is what enables the link between the Ising model and non-backtracking walks to be made.
Statement of Results
Recall that the Ising model on a graph H with couplings {L xy } xy∈E(H) , L xy ∈ R, is the probability measure on configurations σ ∈ {−1, 1} V (H) given by P(σ) = 1 Z e xy∈E(H) Lxyσxσy Z = σ e xy∈E(H) Lxyσxσy .
The quantity σ x for x ∈ V (G) is called the spin at the vertex x, and Z is called the partition function. The study of the Ising model is equivalent to the study of the generating function of even subgraphs via the next proposition. See [Bax82] for the proof, which is known as the high temperature expansion. Let E(G) denote the set of even subgraphs of G, where a subgraph is even if each vertex in G has even degree.
Proposition 1.1. The partition function Z of the Ising model on the graph G can be expressed as
tanh L xy .
From now on the factor 2 |V | xy∈E cosh K xy will be dropped as it plays no role in the quantities of interest in the study of the Ising model.
The central result of this paper is a new proof of the fact that the generating function for even subgraphs of a finite graph G can be expressed as a linear combination of exponentials of sums of weighted non-backtracking walks in the graph G. By the preceding proposition, this immediately implies the same holds for the Ising model. Some terminology will be needed. A walk γ = (γ 1 , . . . , γ |γ|+1 ) is a sequence of adjacent vertices in a graph, and |γ| is the length of γ. A walk is non-backtracking if γ j = γ j+2 for 1 ≤ j ≤ |γ| − 1. Let Γ nb (H, x, y) denote the set of non-backtracking walks on a graph H that begin at x and end at y, and Γ nb (H) = ∪ x Γ nb (H, x, x).
Suppose S is a genus g surface. Suppose the graph G properly embeds in S, meaning the vertices of G can be identified with points in S, and the edges of G are curves in S that join the vertices and are mutually disjoint, except possibly at their endpoints. For α ∈ H 1 (S, Z 2 ), define a weight on non-backtracking walks by w α (γ) ≡ (−1)
In the definition of w α (γ) the indices of the vertices γ j are taken mod |γ|, i.e., γ |γ|+j ≡ γ j . The term α, γ is the intersection pairing, i.e., the signed number of times α and γ intersect transversely, and τ (γ) is the turning number of γ. In the case S = R 2 , τ (γ) measures the integral number of revolutions of the tangent vector to the walk; the general definition of τ (γ) is given in Section 2.4.3. The central result of this paper is 
where the turning number is computed by viewing the graph G as embedded in S.
The formula simplifies greatly for planar graphs: Recent work of Chelkak, Hongler, and Izyurov has shown the conformal covariance of multispin correlations in the Ising model at criticality on the square lattice, using what they term spinor holomorphic fermion observables [CHI12] . Equation (3) combined with another correlation identity presented in Section 2.6 yields Corollary 1.5. Let F (a, b) denote the spinor holomorphic fermion observable of [CHI12] . Then, up to a modulus one multiplicative constant,
The modulus one constant in Corollary 1.5 can be explicitly identified given a choice of the corner the spinor holomorphic fermion observable is evaluated at, and a choice of the path η used in the definition of the weightw.
Proofs

Outline of Proofs
Broadly speaking, the proofs utilize two main tools. The first is a generalization of the turning number of a regular curve in the plane that applies to regular curves in surfaces. The generalization to surfaces was originally introduced in [Rei60, Rei63, Chi72] , though the self-contained presentation given in Section 2.4 is based on the work of Cairns and McIntyre [MC93] . The turning number enables the self-intersections of a curve to be counted mod 2. The second tool is the theory of heaps of pieces introduced by Viennot [Vie86] , to which an introduction is given in Appendix A.
After dealing with preliminary definitions and conventions in Section 2.2 the paper proceeds in four main steps:
• Section 2.3 introduces loops, which are a type of orientable subgraph, and establishes the equality of the generating function for even subgraphs with a weighted generating function for collections of edge-disjoint loops.
• To study the weighted generating function of collections of loops, Section 2.4 considers loops as curves in a surface S. Utilizing the turning number of a curve on a surface, the weight on collections of loops is factored into a sum of weights, each of which is multiplicative on collections of loops.
• The multiplicative weights obtained in the preceding step are well-suited to combinatorial analysis, and in Section 2.5 the theory of heaps of pieces is used in combination with a looperasure argument to show that the generating function of multiplicatively weighted loops is equivalent to a sum of weighted generating functions of closed non-backtracking walks.
• In Section 2.6 the preceding analysis of the generating function of even subgraphs is used to establish the main results on the Ising model.
Preliminaries
A graph will mean a finite graph without loops or multiple edges, and V (H), E(H) will denote the sets of vertices and edges of a graph H. The cardinality of a set X will be denoted |X|. Edges {x, y} of a graph will be abbreviated xy. A graph is called even if each vertex has even degree. Given an oriented surface S and a graph H, an embedding of H is an identification of the vertices of H with distinct points of S, and an identification of the edges of H with curves on S. It will be assumed that the curves representing edges have no coincident segments. An embedding is proper if the curves representing edges intersect only at vertices. If S carries a Riemannian metric, then at each vertex v ∈ V (H) of an embedded graph H there is a cyclic order on the edges containing v given by the orientation of the surface. For conceptual clarity, G will always denote a graph that is properly embedded in an oriented surface S that carries a Riemannian metric; the metric will be used to define a turning angle.
Decomposing Even Graphs
This section define a one-to-many map from even subgraphs to collections of loops. This is done by choosing a matching of the edges incident to a vertex v for each vertex v. A choice of matchings decomposes an even subgraph into a collection of closed loops, each loop being formed by picking a sequence of edges that are matched to one another.
In Section 2.3.1 a weight on matchings is defined such that the sum of the weights of matchings corresponding to a given even subgraph is equal to the weight of the subgraph itself. The weight on matchings is transferred to a weight on collections of loops in Section 2.3.2. The important conclusion of the section is Lemma 2.12.
Matchings of Even Graphs
Definition 2.1. The line graph L(H) of a graph H is the graph with vertices E(H) and edges {{xy, yz} | xy, yz ∈ E(H)}.
The vertices of the line graph will be called half-edges because one can think of a vertex in L(H) as being the midpoint of an edge in H. For a vertex v in H let ι(v, H) denote the subgraph induced in L(H) by the set of vertices {vw ∈ E(H)}. See Figure 1 . If H is an embedded graph, there are embeddings of ι(v, H) given by identifying the half-edges of ι(v, H) with points on the edges incident to v in a neighbourhood of v. Definition 2.2. Two edges e 1 e 2 , f 1 f 2 ∈ ι(v, H) cross at v if e 1 < f 1 < e 2 < f 2 in the cyclic order on edges at v.
Definition 2.3. Two curves γ 1 , γ 2 intersect at v if there is a homeomorphism of a neighbourhood of v such that γ 1 is mapped to the x-axis and γ 2 is mapped to the y axis. Lemma 2.4. If H is properly embedded then two edges e 1 e 2 and f 1 f 2 in ι(v, H) cross if and only if the curve e 1 e 2 intersects the curve f 1 f 2 .
Proof. Consider a circle C(r) of radius r centered at v, and let x i (y i , respectively) be the point where e i (f i , respectively) intersects C(r). The edges e 1 e 2 and f 1 f 2 cross if and only if these points alternate around the perimeter of C(r); as the edge e 1 e 2 partitions C(r) into two sets for r sufficiently small, it follows that an intersection occurs if and only if a crossing occurs.
Definition 2.5. Let H = (V, E). A perfect matching (or dimer cover) of H is a collection M of edges such that for any vertex v ∈ V there exists a unique edge e ∈ M containing v.
Define the weight w c (M ) of a matching on ι(v, H) by
where cr(M ) denotes the number of edges in the matching that cross at v.
Lemma 2.6. Let H be an even graph, and v ∈ V (H). Then
Proof. Choose an edge incident to the vertex v to get a linear order on vertices adjacent to v from the cyclic order on edges incident to v. Define
The left-hand side of Equation (5) is the Pfaffian of the skew symmetric matrix A. Using the fact that the Pfaffian of (ξ j ξ k B jk ) equals ξ j times the Pfaffian of the matrix B and that the Pfaffian of the skew-symmetric matrix that is all 1 above the diagonal is 1 proves the claim. See [Ste90] for proofs of these facts.
Extend the weight w c on matchings of ι(v, H) to a weight on sets of matchings by defining
Proposition 2.7. Let H be an even graph. Then
where the final equality follows from Lemma 2.6. Observe that each half edge xy belongs to only the induced subgraphs ι(x, H) and ι(y, H), so each factor K xy is contributed exactly twice. c . The right hand side is the collection of perfect matchings φ(γ) associated to γ. In the matchings the dashed edges belong to a copy of K 4 , while the dotted edges are matchings on separate copies of K 2 . Here K n denotes the complete graph on n vertices.
Loops and Perfect Matchings
A walk γ in a graph H is a sequence γ = (γ 1 , . . . , γ k ) of vertices γ j ∈ V (H) such that γ j γ j+1 ∈ E(H). If γ 1 = a and γ k = b then γ is a walk from a to b in H. The length |γ| of a walk is one less than the number of vertices in the walk. A walk is non-backtracking if γ j−1 = γ j+1 for 2 ≤ j ≤ |γ| and is closed if γ |γ|+1 = γ 1 , and is (edge) simple if {γ m , γ m+1 } = {γ n , γ n+1 } implies m = n.
Let Γ(H, a, b) denote the collection of all walks from a to b in H. Define Γ(H, a) = Γ(H, a, a), Γ(H) = ∪ a Γ(H, a), and define Γ nb (H, a, b), Γ nb (H, a) and so on similarly, with the subscript nb indicating the walks are non-backtracking. When the graph H in which the walks take place is clear the H in the notation will be omitted.
Let Ω c (H, a) be the set of closed simple walks from a to a in H, and let Ω c (H) ≡ ∪ a Ω c (H, a). Define two closed simple walks to be equivalent if they are equivalent as cyclic sequences, or if one is the reversal of the other. Denote the set of walks from a to a under this equivalence relation bȳ Ω c (a). Elements ofΩ c will be called loops. Loops are orientable subgraphs: orienting an edge of a loop uniquely defines a walk in the equivalence class of the loop.
Two subgraphs which are not edge disjoint are said to edge intersect. {H 1 , . . . , H k } ∩e will denote a set of k pairwise edge disjoint subgraphs.
The notion of edge intersection extends to loops, as loops are just subgraphs with additional structure.
Definition 2.9. Let H be an even graph. A decomposition of H is a set {C j } of edge disjoint loops such that ∪ j E(C j ) = E(H). Let D(H) denote the set of decompositions of an even graph H. The bijection is as follows. Choose an edge {xv, vw} in a matching of ι(v, H), and pick one of the half-edges, say xv. This orients the edge {xv, vw} from xv to vw, and specifies another oriented edge {vw, wz} in the matching of ι(w, H). Continuing in this manner produces a closed walk, and hence a loop, and this process can be repeated until the entire collection of matchings is resolved into loops. Clearly a collection of loops yields a matching, and this defines the bijection.
Let φ be the bijection given by Lemma 2.10, and define a weight w on decompositions by w({C i } ∩e ) ≡ w c (φ({C i })); similarly define cr({C i } ∩e ) ≡ cr(φ({C i })). Representing matchings as decompositions results in a distinction between crossings contain in a single loop and crossings between two loops. Definition 2.11. Let C 1 , C 2 ∈Ω c , with
The mutual intersection C 1 · C 2 of edge-disjoint loops C 1 and C 2 is
A crossing only involves two edges, and hence if
Equation (12) allows the weight on decompositions to be rewritten in a more geometrically intuitive form:
Lemma 2.12. The weight on decompositions can be written as
Factorization of the Loop Weights
The representation of the weight on decompositions given by Equation (34) is not suited to combinatorial analysis, as the weight does not factor as a product of weights of the individual loops. Lemma 2.31 provides a factorization of the weight on decompositions, and hence a combinatorial analysis. First, some preliminary definitions regarding curves in surfaces are presented. Then, as the factorization provided by Lemma 2.31 is significantly simpler in the planar case, it is presented there first.
Preliminaries on Curves
Recall that the background graph G is always assumed to be embedded in a oriented surface S carrying a Riemannian metric. Definition 2.13. A regular closed curve in S is a smooth map γ :
Regular closed curves will frequently be called regular curves for the sake of brevity.
Definition 2.14. Let ∆ 2 (γ) = {x ∈ S | ∃! t 1 < t 2 such that γ(t i ) = x}; ∆ 2 (γ) is called the set of double points of γ. For x ∈ ∆ 2 (γ), let t 1 x < t 2 x denote the first and second visits to the double point x.
Points x ∈ ∆ 2 (γ) for γ a regular curve can be classified:
) is a negatively oriented basis for T x S,
is not a basis of T x S.
Throughout this section it will be assumed curves are generic, meaning all self intersections are double points, and all double points are either positive or negative crossings.
Planar Factorization
For simplicity, this section considers embeddings of G in R 2 where all edges are straight lines. This does not entail any loss of generality, as any planar graph has a straight line embedding, see [F48] .
Definition 2.16. The turning number τ (γ) of a closed smooth curve γ is the number of rotations made by γ ′ (t)/ |γ(t)| about the unit circle as t moves from a to b.
Let N ± (γ) denote the number of positive/negative crossings of a curve γ. A curve γ in R 2 is said to be supported by the line L if it both touches the line L and lies in a single component of
A theorem of Whitney on the double points of plane curves will be used to exploit the assumption that G is planar.
Theorem 2.17 (Whitney). Let γ be a regular closed curve in the upper half plane supported by the line y = 0. Then the signed number of self intersections is given by
where the sign + is chosen if the horizontal component of γ ′ (a) is positive, and the sign − is chosen otherwise.
Proof. See [Whi37] . Definition 2.18. Letγ be a loop, and let γ ∈ Ω c (G) be a member ofγ. The turning number ofγ is defined by
where ∠(γ j , γ j+1 ) is the exterior angle of the polygonal segment (γ j , γ j+1 ); see Figure 4 .
The turning number is well-defined due to the cyclic nature of the product and the fact that reversing the direction of the walk γ only changes the sign of the sum, which is irrelevant mod 2.
Theorem 2.19. Let G be a planar map. The weight w({C j } ∩e ) of a collection of edge disjoint loops in G factors over the loops:
Proof. The turning number of a loop is equal to the turning number of a smoothed version of the piecewise-smooth curve defined by a walk representing the loop. Hence Whitney's theorem holds for loops mod 2. By Lemma 2.4 the number of double points equals the number of crossings. It remains to show j<k (−1) C j ·C k = 1. This follows from the fact that H 1 (R 2 , Z) is trivial, so the antisymmetry of the intersection form implies that two closed loops in the plane must intersect an even number of times.
The Turning Number on Surfaces
The proof of Theorem 2.19 used planarity in two places: once to compute the intersections between two distinct loops and once in the definition of the turning number. The first instance of using planarity is easily generalized by using the intersection form. To generalize Whitney's formula is less straightforward. Before continuing towards finding a replacement for Whitney's formula on a surface, it may be helpful to provide a small amount of context. In [Whi37] , Whitney characterized the regular homotopy classes of curves in R 2 -the classes correspond to the integers Z, and the integer corresponding to a curve is its turning number. Later, Smale classified the regular homotopy classes of curves in Riemannian manifolds [Sma58] . Smale's classification did not provide a generalization of the turning number of Whitney, which spurred several articles searching for such a quantity [Rei60, Rei63, Chi72] .
The turning number in the plane relies on the existence of a canonical horizontal direction. The initial generalizations of the turning number compared the rotation of the tangent to a curve with that of a chosen vector field on the surface. In [MC93] Cairns and McIntyre showed that the turning number defined in terms of a vector field could in fact be computed without choosing a vector field, provided one is only interested in the turning number mod χ(S), where χ(S) is the Euler characteristic of the surface. In what follows this approach will be taken as the definition of the turning number.
For a surface S of genus g, let {e
be a set of smooth curves representing a symplectic basis of H 1 (S, Z 2 ). That is, the curves e k i represents generators of H 1 (S, Z) such that e k i , e ℓ j = δ ℓk δ ij , where ·, · is the skew-symmetric bilinear intersection pairing on H 1 (S, Z 2 ). See [FK80] for details on the intersection pairing; all that is needed for this paper is that the intersection pairing counts the points at which two curves in general position intersect, assigning value +1 to positive intersections, and −1 to negative intersections.
Let γ be a generic regular curve, and let C(γ) denote the set of connected components of S after γ and the curves e k i , 1 ≤ k ≤ g, 1 ≤ i ≤ 2, are removed. The elements of C(γ) will be called the regions defined by γ.
Lemma 2.20 (Lemma 2 of [MC93] ). Let γ be a closed regular curve, and let γ = g k=1
in homology, and suppose x is a point contained in one of the regions C ∈ C(γ). There is a labelling of the regions defined by γ by integers such that the label of a region to the left of γ is 1 greater than the label of the region to the right of γ, and such that the label of a region to the left of e k i is n k i less than the label of the region to the right of e k i . Moreover, if the region containing x is assigned zero, this labelling is unique.
Proof. See [MC93] .
In what follows let ℓ x : C(γ) → Z be the labelling of regions C ∈ C(γ) as defined uniquely by Lemma 2.20.
Definition 2.21. Assume x is not in the image of γ. Define A j by
where cl(X) denotes the closure of X. The turning number of γ is defined to be
where χ(X) denotes the Euler characteristic of X.
While it is not obvious, this definition does replicate the turning number of a curve in the plane modulo 2. As in the plane, the turning number does not depend on the point x ∈ S used in the definition.
Proposition 2.22. The turning number τ x 0 (γ) is independent of x 0 .
Proof. For x 0 , x 1 ∈ S Lemma 2.20 implies that ℓ x 0 (C) = ℓ x 1 (C) + m, where m is a fixed constant independent of the region C ∈ C(γ). Hence
The proposition follows if j χ(A j ) = χ(S). To see this, note that γ along with the generators e k i give a CW decomposition of S whose 1-skeleton is a 4-regular graph with V, E and F vertices, edges, and faces, respectively. Hence
where Equation (20) is Euler's formula and Equation (21) is the handshake lemma. Equation (22) follows from observing
• if η is a curve across which the labelling changes, then each edge of η is counted twice,
• if η is a curve across which the labelling doesn't change, then each edge of η is counted once,
• a vertex is contained in three, two, or one of the regions A j depending on if it occurs at the intersection of two, one, or zero curves across which the labelling changes.
Hence by applying Euler's formula to each region A j and adding (and subtracting) the number of edges contained in each curve across which the labelling doesn't change, Equation (22), and hence the claim, is established.
Intersections of Curves on the Torus T 2
For brevity, in this section let e 1 , e 2 be standard generators of H 1 (T 2 , Z), i.e., generators which intersect exactly once. Recall that γ, η denotes the intersection form pairing of two curves γ and η. The aim of this section is:
Theorem 2.23. Let γ be a regular curve in T 2 . Then
The theorem is immediate for γ null-homotopic, as this reduces to Whitney's theorem. For curves that are not null-homotopic, the proof of the theorem relies on an operation on curves called surgery, which is introduced here in the context of any surface.
If γ is a regular curve,
Definition 2.24. Let γ be a regular curve and x ∈ ∆ 2 (γ). The result {η} of surgery at x on γ is
Definition 2.25. If γ 1 , γ 2 are two curves, let ∆ 2 ({γ 1 , γ 2 }) denote the set of points in both γ 1 and γ 2 .
The following observations about the surgery operation are central to what follows. Let η x 1 (γ), η x 2 (γ) be the curves that result from performing surgery on a regular curve γ at the point x ∈ ∆ 2 (γ).
Lemma 2.26. Let γ be a generic regular curve, x ∈ ∆ 2 (γ) be a crossing. Then
where A i j is the region labelled j under the labelling due to η x i , and A j the region labelled j under the labelling due to γ. Observe that the labelling from γ gives the sum of the labelings from η x 1 and η x 2 as the surgery operation does not change the orientation of any segments of the curve. Hence
and, letting K denote the Gaussian curvature,
The Gauss-Bonnet formula applied to each region A j yields
where k g is the geodesic curvature. It only remains to be shown that
A given segment of a curve appears in the sum over geodesic curvatures twice, with opposite orientation. As the labels increase when crossing curves to the right, Equation (27) is equivalent to
which holds as surgery does not modify the orientation or shape of the curve outside of a neighbourhood of x. A local calculation near x shows that the change in geodesic curvature due to surgery is zero; see Figure 5 .
Remark 2.27. If the generating curves e k i are chosen to be geodesics, the proof of Lemma shows that the turning number of a curve γ is the integrated geodesic curvature of γ, along with an additional term involving the total curvature of the regions of C(γ). In particular, for a curve in R 2 , the turning number is exactly the integrated geodesic curvature. In the case of the torus T 2 , the turning number is given by Lemma 2.28 (Theorem 1 of [Rei59] ). Let γ be a simple regular curve in T 2 . Then
Proof. When γ is nullhomotopic the claim follows from Theorem 2.17. Suppose γ is homotopically nontrivial, letγ be a lift of γ to R 2 , and for convenience assume γ has period one. Without loss of generality it can be assumed that the torus carries a flat metric. By Remark 2.27 the turning number of γ is equivalent to the integrated geodesic curvature of γ for a surface with a flat metric, and so it suffices to compute the integrated geodesic curvature of a period of the liftγ.
As γ is regular,γ is regular. By changing coordinates if necessary, it can be assumed thatγ(0) andγ(1) lie on the x-axis. There is then a line of support L toγ↾ [0, 1] parallel to the x axis; define 0 < t ⋆ < 1 to be a point such thatγ(t ⋆ ) is on L, withγ ′ (t ⋆ ) parallel to L. As translation bỹ γ(1) −γ(0) is an automorphism of the cover, it follow that L is a line of support toγ↾ [t ⋆ ,t ⋆ +1] . Let R be the segment of L with endpointsγ(t ⋆ ),γ(t ⋆ + 1) translated vertically by (0, 1). See Figure 6 .
Let η be the curve with segmentsγ↾ [t ⋆ ,t ⋆ +1] , the vertical segments from the endpoints of this curve to R, and R itself. Then, orienting this curve to agree withγ
, with + if the curve is oriented counterclockwise and − otherwise. As η is simple by construction, Theorem 2.17 implies τ (η) = ±1, which completes the proof.
With the result on the turning number of simple closed curves on the torus in hand, Theorem 2.23 can be proven.
Proof of Theorem 2.23. The proof utilizes Lemma 2.27 and is by induction on the cardinality of the set of double points. The base case of ∆ 2 (γ) = ∅ follows from Lemma 2.28 along with the observation that if (a, b) = (0, 0) mod (2, 2), then ab + a + b = 1 mod 2.
Suppose the theorem holds for |∆ 2 (γ)| = k, and let the result of surgery at x ∈ ∆ 2 (γ) be the curves η 1 , η 2 . As in the statement of the theorem, let a(γ) = γ, e 1 , b(γ) = γ, e 2 . A calculation yields
where the first line is by part 1 of Lemma 2.27, the second is by the induction hypothesis and definition of the intersection form, the third is a rearrangement, and the fourth line uses both part 2 and 3 of Lemma 2.27.
General Surfaces
This section presents a formula for the number of intersections of a regular closed curve on S modulo 2. The result is essentially that of Proposition 4 in [Rei63] .
Suppose S is a genus g surface. By the classification of closed surfaces, there are g disjoint embedded closed curves
g , where each T 2 i is a torus with a disk removed, and S 2 g is the 2-sphere with g disjoint disks removed. The strategy to find a formula for the number of self intersections of a curve on a genus g surface is to decompose the curve into several curves, each of which lies entirely on one of T 2 1 , . . . , T 2 g or S 2
g . Analyzing this procedure will yield Theorem 2.29. Let γ be a regular closed curve on S. Then
where a i (γ) = e i 1 , γ , b i (γ) = e i 2 , γ .
Proof. Consider the sequence of entrances and exits of a subsurface T 2 i by the curve γ. There is a cyclic order on these events as C i is a circle. Choose a pair of neighbouring events, one an entrance, one an exit. Locally the entrance and exit look like two straight lines; pulling one of these curves across the other creates an intersection inside T 2 i and an intersection outside T 2 i . Performing surgery at the intersection inside T 2 i results in a curve contained in T 2 i , and the remainder of γ can be smoothly deformed to lie on the complement of T 2 i . Iterating the above procedure yields a collection {γ j } r+1 j=1 of closed curves, each contained in a component of S \ {C i } g i=1 , and hence
Assume γ r+1 is the curve remaining on S 2 g . To compute N + (γ j ) − N − (γ j ) for 1 ≤ j ≤ r consider the formula that results from viewing γ j to be a curve on a torus, as filling in the disk removed from the torus does not alter the set of intersections. On a torus a curve bounding the cut out disk has Euler characteristic ±1, while on S a curve bounding the disk has Euler characteristic |2 − 2(g − 1) − 1|; these two numbers agree mod 2 and hence
where the turning number is computed on S. Similar reasoning shows that the same formula the curve γ r+1 . Summing the resulting formulas yields
Factorization on Surfaces
In this section we apply the previous results to count the number of intersections, mod 2, of a family of curves on a surface S. Recall that ∆ 2 ({γ 1 , γ 2 }) is the set of points in common between curves γ 1 and γ 2 , and a k (γ) = γ, e k 1 , b k (γ) = γ, e k 2 , where the e k i form a symplectic basis of H 1 (S, Z 2 ). The key property of the intersection form is summarized in the next lemma; see Chapter 3 of [FK80] for details.
Lemma 2.30. Let γ 1 , . . . , γ k be smooth curves in general position. Then
Lemma 2.30 and a calculation using the fact that the intersection form is skew-symmetric and bilinear yields
where
The count of the self intersections of a curve is not counted by the intersection form, but Theorem 2.29 shows that
and hence
Define, for α ∈ H 1 (S, Z 2 ),
Lemma 2.31. Let {γ j } be a collection of generic closed curves. Then
Proof. This follows from applying the identity (−1) ab+a+b = Definition 2.32. The turning weight of a loop C is defined to be (−1) τ (γ) where γ is a smoothed version of a walk in the class C.
A smoothed version of a walk means that the corners where edges meet are rounded off in a smooth fashion, and that any triple (quadruple, etc.) intersections are perturbed to a collection of double points. As self and mutual intersections of loops are defined pairwise, this count of double points via smoothing agrees with the count of double points for loops. Hence, by Lemma 2.4, Lemma 2.31 applies to collection of edge-disjoint loops, i.e., to decompositions: Corollary 2.33. The weight on decompositions can be written as
Totally Nonbacktracking Walks
The theory of heaps of pieces is used throughout this section, though the ideas are sketched below without reference to the theory. A good introduction can be found in either of [Kra06, Vie86] . The basic definitions, terminology, and theorems as used in this paper are briefly recalled in Appendix A.
Heuristic Idea of the Pyramid-Walk Correspondence
This section presents a bijection between a class Γ tnb of closed walks and the set of pyramids of loops. This terminology and the correspondence can be informally described as follows: a closed walk γ is traced, taking note of each time an edge e is used more than once. If e ⋆ is the last edge used multiple times in the walk, then the segment that begins immediately after the second-to-last visit to e ⋆ and ends with the final visit to e ⋆ defines a closed subwalk C 1 of γ. If C 1 is edge simple, remove it from the path, leaving a shorter path γ ′ . If C 1 is not simple, the path γ is declared invalid, meaning γ is declared to not belong to Γ tnb . Repeat the above procedure for the path γ ′ , removing the identified closed walk C 2 if it is simple, and declaring γ invalid otherwise. Continuing in this way eventually reduces a closed walk γ to an edge simple closed walk or results in γ being declared invalid. The walks for which the process succeeds are called totally non-backtracking. Figure 7 illustrates an invalid walk. Provided γ is not declared invalid, the removed closed subwalks {C j } inductively form a partially ordered set (poset) by defining a closed subwalk C 1 to be greater than C 2 if C 1 was removed later than C 2 and C 1 shares an edge with C 2 .A closed simple subwalk that is removed shares an edge with the remaining path γ, and hence for a valid walk γ the maximal elements of this poset all share edges with the closed simple subwalk that remains after this process has been carried out. It therefore makes sense to define the closed simple subwalk to be the maximal element of the poset. The partially ordered set generated by this process is a pyramid of pieces, and is the output of the bijection when given a valid closed walk γ.
To invert the map, first trace the maximal element. This gives an order on the closed simple subwalks that are immediately beneath the maximal element in the partial order. Moreover, it specifies an orientation on those elements. The first simple closed subwalk below the maximal element can be inserted into the maximal element by tracing the closed simple subwalk at the first shared edge. This defines a new maximal element on top of the pyramid, and inductively applying this procedure to insert all of the closed simple subwalks in the pyramid recovers the original path γ. The next section makes the preceding discussion precise by proving the following theorem.
Theorem 2.34. There is a bijection between totally non-backtracking walks and the set of pyramids of loops whose maximal elements are oriented. Moreover, if a walk is in bijection with a pyramid, each edge is used the same number of times in the walk and pyramid.
Bijection between Totally Nonbacktracking Walks and Pyramids of Loops
The set of heaps of pieces with piece types A and concurrency relation R will be denoted H(A, R), the trivial heaps by T (A, R), and the pyramids by P(A, R). Labels for heaps of pieces will be denoted by ℓ. H • (Ω c , ∩ e ) and P • (Ω c , ∩ e ) will indicate heaps and pyramids of loops in which the maximal elements are given labels in Ω c . Walks will be expressed as sequences of edges. By convention
Remark 2.35. The theory of heaps of pieces applies when all objects are given labels belonging to the same set. Here, the maximal elements are given labels in a different set, as this will be a useful structure to encode non-backtracking walks. In Section 2.6 heaps whose maximal elements have different labels will arise naturally after applying the results of heap theory.
Define L e by L e (γ) = m, where m is the index specified in the definition of
As the notation suggests, L b and L e indicate the beginning and end of a closed subwalk.
Let γ ∈ Γ nb , H ∈ H • (Ω c , ∩ e ), and define (γ,
In the definition of H ′ the walk (γ a , . . . , γ b−1 ) is considered an element of H • (Ω c , ∩ e ) with a single piece. The addition defined for heaps of loops with oriented maximal elements is the standard addition of heaps of loops, with elements that are maximal in the sum retaining their orientations.
Definition 2.37. The erasure map ǫ :
Observe that the erasure map fails to be defined on a pair (γ, H) if:
• no edge in γ is repeated, i.e., the loop index map L b returns ∞.
The first failure is because the walk that is identified contains a backtracking segment -the edge used twice is used in opposite directions. See Figure 7 . The second failure is because all that remains is an edge simple closed walk; this is not really a failure, and henceforth extend the definition of ǫ so that ǫ(γ, H) = (∅, H + γ) when γ is an edge simple closed walk.
The fact that the loop erasure map is not always defined naturally singles out the subset of Γ nb on which the erasure map can be repeatedly applied. Let ǫ k (γ, H) denote the k-fold application of ǫ to (γ, H), i.e.,
where by convention ǫ 0 (γ, H) = (γ, H) and
The next lemma demonstrates that the property of being totally non-backtracking is independent of the initial vertex and direction. This property is an important ingredient of the proof of Theorem 1.2, but is not needed in the present section.
Lemma 2.39. Let γ = (γ 1 , . . . , γ |γ| ) ∈ Γ tnb . Then cyclic shifts and the reversal of γ are also totally non-backtracking walks.
Figure 7: The walk γ illustrated is a member of Γ nb , but not of Γ tnb . The loop erasure map cannot remove the loop as it is not simple.
Proof. Let γ ′ be γ started at γ 2 . Suppose the first loop identified by γ ′ is not the same as the first loop identified by γ. For this to happen, it must be that γ 1 is the terminal edge of the loop, and the identified loop begins at the last visit of γ to γ 1 .
Loop erasure applied to γ does not remove any loops after the last visit to γ 1 by the hypothesis on γ ′ . Hence γ being totally non-backtracking implies that the last loop removed in performing loop erasure on γ is the loop from the last visit to γ 1 back to γ 1 , and hence the first loop identified by γ ′ is removable. By induction, γ 2 is totally non-backtracking.
If γ ′ now denotes the reversal of γ, note that the first loop identified by γ ′ is the reversal of the first loop identified by some forward shift of γ. As reversing a loop does not change its erasability, it again follows by induction that γ ′ is totally non-backtracking.
The loop erasure procedure is now used to define a map from Γ tnb to P • (Ω c , ∩ e ). A few more definitions are needed.
Definition 2.40. The walk order on E(H) induced by a walk γ ∈ Γ nb (H) is given by e > γ f if
Recall that a maximal element x in a heap in H • (Ω c , ∩ e ) has a label in Ω c :
As the erasure map removes loops that occur at the end of γ first, the relation ≺ γ makes loops removed later greater than loops removed earlier.
Proof. No two maximal elements have labels that share an edge by the definition of a heap of loops, and the label of each maximal element shares an edge with the remaining walk. Hence, as the walk order is a total order on the edges that occur in γ, ≺ ǫ k (γ) is a total order on the maximal pieces.
The loop erasure process orders the maximal elements of the heap at each step. Precisely, Lemma 2.43. Let γ ∈ Γ tnb and k ≤ #(γ). Let ρ j denote the piece whose label is the loop identified by ǫ j . Then
Proof. The proof is by induction on k. For k = 1 the statement is trivial. Suppose the statement holds for k = m. Observe that the removal of the (m + 1) st loop does not change the relative order of ρ 1 , . . . , ρ m , so it suffices to prove ρ m ′ ≺ ǫ k (γ) ρ m+1 , where m ′ is the maximal j < m + 1 such that ρ j is a maximal element of the heap in ǫ m+1 (γ).
Note that ℓ(ρ m+1 ) 1 < ǫ m (γ) ℓ(ρ m ) 1 , as otherwise the loop erasure map would remove ℓ(ρ m+1 ) prior to ℓ(ρ m ). If m ′ = m + 1 the claim follows, as the initial edges of both ℓ(ρ m ) and ℓ(ρ m+1 ) are retained in ǫ m+1 (γ) in the same relative position as in ǫ m (γ), since these two loops cannot share any edges.
The order < ǫ m (γ) is a total order on ǫ m (γ), so by transitivity if m ′ < m then ℓ(ρ m+1 ) 1 < ǫ m (γ) ℓ(ρ m ′ ) 1 . Noting that ℓ(ρ m+1 ) and ℓ(ρ m ′ ) share no edges, it follows that ℓ(ρ m+1 ) 1 and ℓ(ρ m ′ ) 1 are both contained in ǫ m+1 (γ) in the same relative position as in ǫ m (γ), so the claim holds.
Given γ ∈ Γ tnb Lemma 2.43 defines max H, the maximal piece under ≺ ǫ k (γ) of the maximal pieces of the heap in ǫ k (γ, ∅) for any k ≤ #(γ).
Note that the label of each maximal piece in H ′ contains an edge in γ ′ , and γ ′ is an element of Ω c . It follows that γ ′ is the unique maximal element in H, so H is a pyramid.
Proposition 2.44 defines the map which will be shown to be a bijection, by turning a totally non-backtracking walk into a pyramid with the maximal element a closed walk. The inverse map is constructed by repeatedly applying an operation called loop addition.
Definition 2.45. Let γ ∈ Γ tnb , H ∈ H • (Ω c , ∩ e ), and assume max H (under ≺ γ ) is unique and such that ω = ℓ(max H) ∩ e γ = ∅. Let γ k be the maximal edge in γ which is contained in ω. Let
and let H −max H be the heap of loops formed by removing the maximal piece max H, and orienting the labels of the new maximal elements according to the edge they share with γ + ω that occurs last in γ + ω. The loop addition map ǫ −1 is
Proof. Let ǫ k+1 (γ, H) = (γ ′ , H ′ ). First assume γ ′ is not null. By Lemma 2.43 max H was removed by the (k + 1)st application of ǫ. Hence ǫ −1 identifies the correct loop. The orientations of the maximal pieces of H are the orientations induced by the last edge of each maximal piece that is contained in γ, so ǫ −1 correctly orients the maximal elements of H by virtue of identifying max H correctly.
Lemma 2.47.
Proof. The claim is immediate for k = 1. Suppose ǫ −k+1 (∅, P ) = (γ, H). By induction the maximal pieces of H have labels that edge intersect γ, so each maximal piece x of H is given a non-zero rank by max e {e ∈ ℓ(x)}. Further, these ranks are distinct, as no two maximal pieces can have labels with an edge in common. Hence the construction used in applying ǫ −1 is well defined, as |H| > 0 by the hypothesis k ≤ |P |.
To show that γ ∈ Γ tnb it suffices, by induction, to show ǫ • ǫ −k = ǫ −k+1 . This follows from the construction of ǫ −1 and ǫ as ℓ(max H) is the last closed subwalk in ǫ −k (∅, P ).
Definition 2.48. Let γ ∈ Γ tnb . Define the loop erasure bijection mapǫ :
By Proposition 2.44 the range ofǫ is the set of pyramids of loops whose maximal elements are closed walk as claimed in the definition. Lemmas 2.46 and 2.47 show thatǫ is a bijection. Further, it is evident from the constructions given that the set of edges present in a totally non-backtracking walk γ, counting multiplicities, is the same as the set of edges in the labels of the pieces of the pyramid corresponding to γ, again counting multiplicities. Theorem 2.34 has been proven.
Main Theorem and Corollaries for the Ising Model
Proof of Main Theorem
In this section walks are given as sequences of edges, unless otherwise noted. To prove the main result requires lemmas showing the compatibility of the weight on loops with loop erasure and loop addition, and hence with the bijection between pyramids of loops and totally non-backtracking walks.
Definition 2.49. Let γ 1 ∈ Γ c nb be a closed nonbacktracking walk, γ 2 ∈Ω c be a closed loop, and assume γ 1 and γ 2 edge intersect. The gluing of γ 1 and γ 2 is the walk γ defined by γ = (γ 
where γ 1 s is the first edge in γ 1 that is contained in the loop γ 2 and (γ 2 1 , . . . , γ 2 |γ 2 | ) is the representative of γ 2 with initial (oriented) edge γ 1 s .
The turning number extends to a weight on walks by perturbing a walk to be in general position. Define weights w α : Γ c nb → C for α ∈ H 1 (S, Z 2 ) by
where τ (γ) is the turning angle of γ on S.
Lemma 2.50. Assume that γ, the gluing of γ 1 and γ 2 , is well defined. Then
Proof. Consider γ 1 , γ 2 as curves, and perturb γ 2 slightly so that it is in generic position with respect to γ 1 . The gluing operation is the inverse of the surgery operation defined in Section 2.4.4, so the claim follows from Lemma 2.27.
The next lemma is conceptually and computationally helpful as non-backtracking walks are a significantly less constrained set of walks than totally non-backtracking walks are.
Lemma 2.51. Let α ∈ H 1 (S, Z 2 ). The sum of w α (γ) over all closed walks that are not totally non-backtracking is zero. That is,
Proof. It suffices to exhibit an involution Υ on Γ nb \ Γ tnb such that
. . , γ Le ) is the first closed subwalk of γ which is not simple then define
R is clearly an involution. Suppose the loop erasure map ǫ can be applied k times to a walk γ but not k + 1. Define an involution Υ by
Calculating w α (R(ω)) and w α (ω) shows that w α • R = −w α ; see Figure 8 . The factorization property of the weight w α given by Lemma 2.50 yields w α • Υ = −w α . Lemma 2.52. Let α ∈ H 1 (S, Z 2 ). Then for a graph G properly embedded on S log T ∈T (Ω c ,∩e)
where T (Ω c , ∩ e ) denotes the set of trivial heaps of loops with concurrency relation edge intersection.
where G \ xy is the graph G with the edge xy removed. The fundamental theorem of calculus then implies
whereZ G is a function of the dummy variablesK xy . The derivative of log Z G can be identified as a ratio of trivial heaps of loops:
The outer sum is over loops C containing xy, and T C is the set of trivial heaps whose elements do not intersect the loop C. Formulating Equation (51) is quite powerful -it immediately provides a simple expression for this ratio of partition functions. To be more specific, applying Theorem A.1 gives
where H C is the set of heaps of loops whose maximal elements intersect C. The sum in equation (52) can be identified with 1/2 the sum over pyramids whose maximal element is C, rooted at x and oriented towards y or vice versa. Integrating (52) over K xy gives a prefactor of N −1 xy , where N xy is the number of times xy is contained in the pyramid. Applying Theorem 2.34 gives
where Lemma 2.50 has been used to write the weight of a pyramid as the weight of a walk. The prefactor (2N xy ) −1 shows that the sum could be written as a sum over totally nonbacktracking walks up to cyclic shifts and reversals as all of the cyclically shifted/reversed totally non-backtracking walks are still totally non-backtracking by Lemma 2.39. As there are 2 |γ| ways to root and orient a walk, this implies
where the condition on γ is that either xy or yx is contained in γ.Applying this argument to log Z G\xy by selecting another edge wz, and repeating, yields
Applying Lemma 2.51 allows the index of the sum to be expanded to all non-backtracking walks and completes the proof.
Recall that for α ∈ H 1 (S, Z 2 ) the value c(α) is defined by
The central theorem of the paper, Theorem 1.2, can now be proven. , not pictured, is contained entirely on the handle, and cuts the handle in two.
Corollary 2.55. Let γ be a closed regular curve contained in S ⊂ S ′ a,b . Then is disjoint from S.
Corollary 2.56. Let γ be a regular curve from a ′ to b ′ in S. Then
Proof. Let γ i = γη i . By the definitions of the curves given, γ 2 , e g+1 1 = 1, γ 1 , e g+1 1 = 0, and γ 2 = γ 1 + e g+1 2 in homology. The curves γ 1 and γ 2 have the same set of double points aside from when γ intersects η 1 so Theorem 2.29 implies
where the second equality is an intersection form calculation, the third is another application of Theorem 2.29, and the final equality is by Corollary 2.55. Proof. By the definition of η 1 an edge xy of γ crosses η 1 if and only if the edge xy is dual to an edge in η 1 .
To define the turning number of a walk γ from a to b, consider γ to begin at a ⋆ and end at b ⋆ . The turning number of γ is defined to be the turning number of γη 1 . Letw β (γ) be the weight of a walk when the couplings K xy are replaced byK xy . Theorem 1.3. Let G be a graph properly embedded in a surface S of genus g. The spin-spin correlation function σ a σ b is given by
Remark 2.58. It is worth stressing that Equation (3) requires the walks to be completed to closed walks. While the geometric assumptions on the intersections of the edge ab and the generator e g+1 2
are not essential, altering these assumptions will alter the correlation formula.
Proof of Theorem 1.3. Note that Z(G ab ) at K ab = 0 is Z(G). To calculate the derivative in Equation (58), note that if a loop γ contains the edge ab exactly once, there are 2 |γ| walks that are equivalent to γ. As only walks which contain the edge ab exactly once survive being differentiated and having K ab set to zero
where K ab = 1, and walks from a to b are taken to be closed by adding the edge ba at the end. The notation w ′ α indicates the weights must be computed using the turning number on the surface S ′ a,b . For α ∈ H 1 (S ′ , Z 2 ), let α = β + c 1 e g+1 1 + c 2 e g+1 2 , where β ∈ H 1 (S, Z 2 ). Applying Corollary 2.56 to walks γ ∈ Γ nb (G, a, b) yields exactly once, so Remark 2.59. While Theorem 1.3 does not apply to correlations of neighbouring spins, formulas for these correlations can be derived in a similar manner. Similarly, formulas for multipoint correlations can be derived.
Planar Ising Duality
Let G be a properly embedded planar graph. As in the previous section let a, b ∈ V (G) be fixed vertices, and a ⋆ , b ⋆ ∈ V (G ⋆ ) dual vertices such that a and b are contained in the faces corresponding to a ⋆ and b ⋆ . Let η be a path from a ⋆ to b ⋆ contained in the dual graph.
The analysis of Ising models so far has relied on Proposition 1.1 to rewrite the partition function of an Ising model as a generating function of even subgraphs. On planar graphs there is another representation in terms of even subgraphs, the well-known low-temperature expansion [Bax82] . Define weightsK xy on the edges xy of G as in Section 2.6.2, i.e., if xy is dual to an edge in η, K xy = −K xy , andK xy = K xy otherwise. where K xy = e −2Lxy .
Proof. The first line follows from a similar analysis as in the proof of Lemma 2.60, noting that the sign of σ a ⋆ σ b ⋆ can be determined by counting the number of times a path from a ⋆ to b ⋆ is intersected by the even subgraph H. The second line then follows by applying Theorem 2.53.
Combined with Corollary 1.4, the previous result immediately yields a duality between correlations on G and G ⋆ . 
where K xy = tanh L xy = e −2L x ⋆ y ⋆ .
Corollary 1.5. Let F (a, b) denote the spinor holomorphic fermion observable of [CHI12] . Then, up to a modulus one multiplicative constant, F (a, b) = γ∈Γ nb (G,a,b)w (γ)
Significant recent progress in studying the spin interfaces and spin correlations in the Ising model has been driven by the study of holomorphic fermionic observables. Equation (60) naturally identifies the two-point holomorphic fermionic observable used in [CHI12] . To be precise, comparing Equation (60) with Equation (2.4) of [CHI12] shows that (up to multiplicative constants) the sum over walks on the right-hand side of Equation (60) is exactly the holomorphic fermionic observable.
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A Heaps of Pieces
See either of [Kra06, Vie86] for an introduction to the theory of heaps of pieces. The notation used here is the same, though some of the terminology is slightly different.
A concurrency relation is a symmetric and reflexive binary relation. Let R be a concurrency relation on a set B. The set B will be called the set of piece types. A heap of pieces (H, , ℓ) is a triple with ℓ : H → B and (H, ) a poset such that 1. If x, y ∈ H and ℓ(x)Rℓ(y) then either x y or y x.
2. The relation is the transitive closure of the relations from the previous condition.
The map ℓ is called the labelling of the pieces. Given a collection of piece types B and a concurrency relation R define
• H(B, R) to be the set of all heaps of pieces,
• T (B, R) to be the set of trivial heaps of pieces, i.e., heaps of pieces for which ℓ(x) Rℓ(y) for any x, y ∈ H.
• P(B, R) to be the set of pyramids, i.e., heaps of pieces which contain a unique maximal element.
There is a natural notion of addition (or composition) of two heaps of pieces. If (H i , i , ℓ i ) ∈ H(B, R) then define (H 1 , 1 , ℓ 1 ) + (H 2 , 2 , ℓ 2 ) = (H 3 , 3 , ℓ 3 ) • v 1 3 v 2 if v 1 ∈ P 1 , v 2 ∈ P 2 , and ℓ 1 (v 1 )Rℓ 2 (v 2 ).
Intuitively the heap (H 2 , 2 , ℓ 2 ) is placed on top of the heap (H 1 , 1 , ℓ 1 ). Note that this addition is not commutative. If M ⊂ B then H M (B, R) is the set of heaps of pieces with piece types B whose maximal elements have labels in M.
A weight function w : B → C naturally extends to heaps of pieces via
The result from the theory of heaps of pieces that is needed for this paper is the following. See [Kra06] for a proof. 
