Image enhancement is commonly used in digital image processing applications. Through image enhancement, the features of the target object are enhanced to make it easier to identify. In order to realize image enhancement, a neural network with a trapezoidal convolution kernel is proposed in this paper. First, weak contrast images are generated using the images in SIDD, DND and RENOIR, which are public datasets used for image denoising. On this basis, pixel distribution characteristics of the R, G and B channels of the weak contrast images are analyzed, and the histogram distribution of the images is given, which can be used to determine the size of the network convolution kernels. Then, a multi-layer convolution neural network is constructed, which uses the original image as an input and outputs the noise map. This network includes convolution kernels of different sizes for the three channels of the original images, and the convolution kernel size is determined by calculating the mean square deviation of the pixels of the corresponding channel. The proposed algorithm provides visually pleasing contrast enhancement. In this paper, a public dataset for image enhancement and actual captured images are separately assessed, both the contrast experiment and ablation experiment results show that the algorithm proposed in this paper can achieve a higher Peak Signal to Noise Ratio (PSNR) and a higher Structural Similarity Index (SSIM) than other image enhancement algorithms.
I. INTRODUCTION
Vision, which uses digital images as the information carrier, accounts for up to 80% of the information that humans receive, thereby making it the main form of information acquisition [1] , [2] . However, the quality of digital images usually decreases due to the introduction of noise in such processes as acquisition, transmission, and storage [3] . Image enhancement improves image quality, enriches information, enhances key details, and heightens image interpretation and recognition by highlighting main features and suppressing secondary features [4] . At present, image enhancement is widely used in medical, military, mapping, public security and other fields [5] - [8] . Since it is easy for images to introduce redundant information, which then affects the effect of the image enhancement process, the image enhancement results are often far from satisfactory. Providing an accurate, The associate editor coordinating the review of this manuscript and approving it for publication was Ke Gu . reliable, and effective image enhancement algorithm to restore valuable information in images has a wide range of practical applications [9] , [10] .
In view of the importance of image enhancement technology, a number of image enhancement techniques have been devised. Generally speaking, image enhancement algorithms attempt to structure the optimal mapping between the input image and new level [11] . Image enhancement algorithms can be divided into four categories: image featurebased, visual sense-based, bionic algorithm-based, and neural network-based. Histogram equalization is one of the most typical image contrast enhancement algorithms based on image characteristics, and many researchers have argued that histogram equalization (HE) is a simple and easy method for enhancing the contrast as well as improving image quality [12] . Jasmine et al. used the particle optimization with adaptive cumulative distribution-based histogram enhancement technique (PACDHE) to improve image quality [13] . Satapathy et al. proposed an image contrast VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ enhancement algorithm combining various histogram equalization approaches [14] . Singh et al. used an improved contrast-limited adaptive histogram equalization (CLAHE) method to enhance texture features, the contrast, resolvable details, and image structures [15] . As mentioned previously, an algorithm based on histogram equalization can quickly implement image enhancement, and it is usually used for video frame images, but the actual enhancement effect still needs to be improved. An image enhancement algorithm based on visual features is a theoretical computational model of color constancy perception, which is based on the brightness and color perception of human vision. Retinex is one of the most widely used and classical image enhancement algorithms based on visual features [16] . Tang et al. presented an efficient enhancement method for underwater images and videos based on the multi-scale Retinex [17] . Teng et al. estimated the incident component of an image using the multiscale Retinex, which could obtain more edge details and better color fidelity [18] . Sun et al. proposed a new pathological image enhancement method based on the improved single-scale Retinex (SSR) algorithm for medical image processing [19] . Although the Retinex algorithm can effectively enhance images, the computational consumption is considerable. In recent years, with the wider application of bionic algorithms in many areas, these algorithms have also been applied in the image enhancement field. Chen et al. considered image contrast enhancement as an optimization problem and the artificial bee colony (ABC) algorithm was utilized to find the optimal solution for this optimization problem [20] . Prasath proposed a trainable hybrid network to enhance the visibility of degraded images [27] . Furthermore, Szegedy et al. demonstrated that convolution kernels of different sizes can achieve better image recognition results [28] . Inspired by the above algorithms, we proposed an image enhancement algorithm based on a convolutional neural network with a trapezoidal convolution kernel. Through analyzing the characteristics of the R, G, and B channels of weak contrast images, the convolution kernel size of the three channels is determined. On this basis, a convolution neural network that can be easily trained to enhance the image contrast is proposed. The network consists of an upand down-sampling network. The down-sampling network obtains the feature map of the image by learning a certain association mapping relationship, and the up-sampling network obtains the noise map directly from the feature map through the deconvolution network. By comparing the Peak Signal to Noise Ratio (PSNR) and the Structural Similarity Index (SSIM) of images with the existing image enhancement methods, the results show that the algorithm proposed in this paper based on convolution neural networks with a trapezoidal convolution kernel can obtain better effects and adaptability than other algorithms.
The main work described in the remainder of this paper is as follows. Section 2 introduces the weak contrast image acquisition method based on the public dataset images and analyzes the characteristics of the R, G and B channels of the images so that the convolution kernel sizes of the three channels can be determined. Section 3 introduces the construction method of the convolutional neural network proposed in this paper for image contrast enhancement and the implementation details were given. Section 4 demonstrates the effectiveness of the algorithm proposed in this paper through experiments. In addition, qualitative and quantitative methods are used to evaluate this proposed algorithm and compare it with other image enhancement algorithms. Section 5 presents the conclusions of this paper.
II. ANALYSIS OF WEAK CONTRAST IMAGES
In this section, we firstly introduce the acquisition method of weak contrast images using the images in the public datasets SIDD, DND and RENOIR. Then, we analyzed the features of the R, G, and B channels of weak contrast images, which can be used to determine the convolution kernel size of the three channels.
A. METHOD OF GENERATING WEAK CONTRAST IMAGES
The weak contrast image data set is the database of the algorithm proposed in this paper. Considering that the public dataset is not specifically designed for weak contrast image enhancement, we generate weak contrast images based on the original images in the public datasets. With this approach, the generated weak contrast image dataset can be used to analyze the characteristics of the R, G, and B channels of weak contrast images, and it can also be used for the training of the image enhancement network proposed in this paper. Generating a weak contrast image means transforming the contrast of an image, which can be achieved by changing the differences between pixels [29] [30] . The method that is demonstrated in the following equation is adopted to retain the mean value of the pixel differences between the original image and the generated image.
where P(i, j) is the pixel value of the i th row in the j th column in the original image andP(i, j) is the new value that corresponds to the original image. k ∈ [0, 1] is the attenuation coefficient of the contrast, and a larger k indicates a greater attenuation. P_avg is the mean value of the pixels, which can be computed using the following equation.
where n is the number of pixels. The weak contrast images after transformation are given in Fig. 1 . The noise map, which is the difference between weak contrast image and the original image, can be used as the label when training the neural network. The method for generating the noise map is demonstrated in the following equation.
where P_noisy(i, j) is the value of the i th row of the j th column pixel in the noise map, which corresponds to the original image. As the attenuation coefficient increases, the noise becomes increasingly more complex. The noise maps are given in Fig. 2 . Through the method above, we can get weak contrast images with different attenuation coefficients and the corresponding noise maps which can expand the existing data set. 
B. ANALYSIS OF WEAK CONTRAST IMAGES WITH THREE CHANNELS
As previously shown, we can obtain weak contrast images with different attenuation coefficients. Furthermore, we analyze the features of the R, G, and B channels of the weak contrast images. Due to such advantages as image translation, rotation, and zoom invariance, the image histogram is often used to analyze the image features. The histogram can be obtained by equation (4).
where k represents the grey level, and n k is the number of the pixels in the corresponding level. The normalized histogram can be expressed as follows:
where n indicates the number of pixels, and p(r k ) is the probability corresponding to each gray level. The sum of all gray level probabilities is 1. By analyzing the characteristics of the R, G, and B channels of the weak contrast images with different attenuation coefficients in the dataset that we mentioned in the previous section, which contains 10,000 images, we find that in the R, G, and B channels, the more discrete the image histogram distribution is, the greater the impact on the channel under different attenuation coefficients (AC) is. In other words, the larger the mean square deviation of the pixels is, the more susceptible the channel is (a histogram is actually a distribution statistic). The mean square deviation of the pixels of the R, G, and B channels of three example images are given in Table 1 , Table 2, and  Table 3 .
It can be seen from Table 1 that image 0537 has the largest mean square deviation for the B channel, and it is also the most affected as the attenuation coefficient increases. Similarly, as can be seen from Table 2 and Table 3 , image2800 has the largest mean square deviation for the G channel, and image 6633 has the largest mean square deviation for As can be seen from Fig. 3 , the histogram distribution of image 0573 changes more as the attenuation coefficient increases. Channel B is the most affected because of its discrete pixel distribution, which is followed by the G channel and R channel. Similarly, Fig. 4 shows that the G channel of image 2800 is the most affected and Fig. 5 shows the most affected in image 6633 is the R channel, which are consistent with the mean square deviation. Therefore, in order to adapt to this corresponding characteristic of weak contrast images, we designed convolution kernels with different sizes. Consider that the larger the convolution kernel is, the larger the perceptual field of view. On the contrary, the smaller the convolution kernel is, the easier it can be to see detailed features. The specific size of the convolution kernel is determined in Section 3.
III. WEAK CONTRAST IMAGE ENHANCE NETWORK
In this section, we first introduce the layer design of the proposed neural network with different sized convolution kernels to realize image enhancement. Then, we present the implementation details of our neural network.
A. ESTABLISHMENT OF THE NEURAL NETWORK
The establishment of this network that contains down-and up-sampling is completely influenced by the successful application of deep learning in the machine vision field [31] - [37] . The network realizes image contrast enhancement by learning some mapping relationships between the input images and the noise maps. Considering the weak representation ability of a shallow network, it is necessary to increase the network depth [38] - [43] . However, as the network depth increases, the difficulty of network training will increase, as well. In full consideration of this difficulty, a multi-layer convolution network is chosen to build the network, which can reduce the difficulty of training and increase the network representation ability. The structure of the neural network is shown in Fig. 6 .
As can be seen in Fig. 6 , the network proposed in this paper has two parts: a down-sampling network and an up-sampling network. The down-sampling network consists of two layers: a feature extraction layer and a characteristic activation layer. Through the two layers, the non-linear features of the weak contrast images are extracted. However, the size of the feature map extracted by the down-sampling network is smaller than that of the original image; thus, the up-sampling network is used to make the feature map the same size as the original image. The up-sampling network also contains two layers, a high dimensional mapping layer and an image generation layer, and both of the two layers can increase the size of the feature map. Through the four layers, we can get the noise map. Then, the construction of each layer is explained separately.
1) FEATURE EXTRACTION LAYER
To learn the relationship between input images and noise maps, we first extract the R, G and B channels, which are the primary colors of each input image. The convolution kernel sizes of the three channels are set, and each channel uses a high-dimensional vector. It can be expressed as follows:
where N i is the batch size, out R1 represents the convolution output of the R channel, and bias(·) represents a paranoid vector. C inR means the R channel of the image. k is the number of times a graph must be convoluted. weight(·) represents the weight of the input to the output, which is a parameter that needs to be trained. input(·) represents the image that is input into the convolution kernel, and · is the valid 2D crosscorrelation operator. Similarly, we can define the feature extraction formulas of the G channel and B channel.
The largest convolution kernel size is defined as 7 × 7, which is used to feel the global change. The middle size of the convolution kernel is 5 × 5 and the smallest size is 3 × 3, which is used to perceive the details. Each channel is assigned a different sized convolution kernel based on its mean square deviation. In the interest of making the output of the R, G and B channels have the same size, the zero-padding method is adopted, and the moving step of the convolution kernel is set as 1. The Rectified Linear Unit (ReLU) is used as the activation function.
2) CHARACTERISTIC ACTIVATION LAYER
Inspired by the feature enhancement layer in [44] , a feature activation layer is established in this paper. Considering that the weak edge information in the feature graph is easily ignored, we map the acquired features of the last layer to a more sensitive feature space through the convolution network of this activation layer, which can get more edge information and increase the nonlinear characteristics of the network. The feature activation layer can be expressed as follows:
where out R2 represents the activation layer output of the R channel, and the Rectified Linear Unit (ReLU) is used as the activation function.
In the same way, we can define the characteristic activation formulas of the G channel and B channel.
3) HIGH DIMENSIONAL MAPPING LAYER
By mapping from one high dimension vector to another high dimensional vector, the high dimensional mapping layer increases the nonlinear characteristics of the network, which can increase the network's expression and make it easier for the network to converge. The high dimensional mapping layer can be expressed as follows:
where out R3 represents the activation layer output of the R channel, and the Rectified Linear Unit (ReLU) is used as the activation function.
By the same token, we can define the high dimensional mapping formulas of the G channel and B channel.
4) IMAGE GENERATION LAYER
Through the convolution layer above, the output of each channel has multiple maps. In order to get the pixel value of the R, G, and B channels of the enhanced images, the final image generation network needs to be defined as follows:
where out R4 represents the activation layer output of R channel. The image generation formulas of the G channel and B channel can be define by the same token.
In the whole network, the weight of every layer {weight 1 , weight 2 , weight 3 , weight 4 } and the paranoid vector {bias 1 , bias 2 , bias 3 , bias 4 } are unknown. Those unknown parameters can be achieved by minimizing the Mean Squared Error (MSE) loss function, which is expressed as follows:
where N is the number of images in a training batch, is a collection of all unknown parameters, P i is the weak contrast image, nosµ i is the noise map that corresponds to P i , and F is the learned mapping function. The purpose of the training network is to minimize L( ). In this paper, the BP network is used to train our network.
B. IMPLEMENT DETAILS OF THE PROPOSED NETWORK
Our model is implemented using the Pytorch package [45] , and the network parameter settings are shown in Table 4 .
In the initial stage, the parameters of the network are randomly generated by the function, and the paranoid vector is set as zero. The learning rate is 0.05, which declines by 0.3 every 5000 iterations, and the batch size is 16. The model is trained on a computer with an Intel(R) Xeon(R) CPU E5-2670@2.30GHz and an NVIDIA GeForce GTX 1080. Through the method above, we can get a noise map that is the same size as the original image. By subtracting the noise map from the weak contrast image, we can get the enhanced image.
IV. EXPERIMENTAL RESULTS
In this section, we will comprehensively evaluate the performance of the algorithm proposed in this paper. Firstly, the trained network is used to obtain the noise map such that the enhanced image can be obtained. The image verifies the feasibility of the network and that it achieves good visual results. Then, quantitative methods are used to demonstrate the advantages of the proposed algorithm through comparing the Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index (SSIM) of images with those of other two kinds of widely used algorithms: one is traditional image enhancement algorithms based on parameters, such as the CLAHE (Contrast-Limited Adaptive Histogram Equalization) algorithm [15] , the SSR (Single-Scale Retinex) algorithm [19] , the ABC (Artificial Bee Colony) algorithm [20] and the DOCS (Distance Oriented Cuckoo Search) algorithm [21] , and the other is deep learning based image enhancement algorithms, for instance the CAEN (Convolutional Auto-encoder Network) algorithm [24] , the DCNN (Deep Convolutional Neural Networks) algorithm [25] , the DRF (Deep Residual Framework )algorithm [26] and DHN (Deep Hybrid Network) algorithm [27] . In addition, an ablation experiment on the convolution kernel size is conduct to indicate the advantage of proposed network in this paper. At last, the real weak contrast images that captured actually are used for experimental comparisons and satisfactory results are obtained.
A. FEASIBILITY EVALUATION OF THE MODEL
Based on the basic network parameter settings in Table 4 , we evaluate the feasibility of the built network. The data set is formed using the method mentioned before. We select five images to show the effect of the network, and the results are shown in Fig.7 . As shown in Fig. 7 , the proposed algorithm can enhance weak contrast images and achieve satisfactory visual effects. The comparison and analysis of the results obtained by this method with those of other algorithms are put in the next section.
B. COMPARISON AND ANALYSIS OF DIFFERENT ALGORITHMS ON GENERATED IMAGES
In this part, we will compare the performance of our algorithm using a trapezoidal convolution kernel with other algorithms. Firstly, we select a weak contrast image with different attenuation coefficients for the comparison experiments. Fig. 8 shows the enhanced images obtained by traditional image enhancement algorithms.
As shown in Fig. 8 , different enhancement algorithms have different enhancement effects. The CLAHE algorithm can significantly enhance the image contrast under different attenuation coefficients but it will cause image distortions. The SSR algorithm can make the image conform to human visual habits by enhancing the brightness of the image when the attenuation coefficient is low. However, the contrast of the image cannot be substantially improved while the attenuation coefficient increases. The enhancement effect of the ABC algorithm on the weak contrast image is general, regardless of the attenuation coefficient. The DOCS algorithm can achieve image enhancement to a certain extent when the attenuation coefficient is low, but it cannot achieve image enhancement when the attenuation coefficient increases. Fig. 9 is the enhanced images obtained by deep learning based image enhancement algorithms.
As show in Fig. 9 , for the images with different attenuation coefficients, the CAEN algorithm has the same enhancement effect, which is linear. The enhancement of the DCNN algorithm is comparable to the CAEN algorithm, and when the attenuation coefficient increases, the enhancement is not satisfactory. The DRF gets the worst enhancement and it has almost no effect on the images with high attenuation coefficient. The enhancement of the DHN algorithm is improved compared with the above three algorithms, but the effect is not significant. Compared with other deep learning based image enhancement algorithms, the network proposed in this paper has a good enhancement effect whether the attenuation coefficient is high or not.
In order to further illustrate the effect of the algorithm proposed in this paper, we select some images from the dataset that have the same attenuation coefficient for experimentation and the results are shown in Fig. 10 .
As shown in Fig.10 , the conclusion is the same as that in Fig. 8 . The CLAHE algorithm will create some distortion when enhancing the image under any circumstances. The SSR algorithm can effectively improve the brightness of the image, but the contrast enhancement effect is general. The ABC and DOCS algorithms are not ideal for enhancing the contrast of images. Compared with other algorithms, the algorithm proposed in this paper can effectively enhance the image and avoid distortion. Fig. 11 shows the enhanced images obtained by deep learning based image enhancement algorithms.
As can be seen in Fig. 11 that the DRF algorithm gets the worst enhancement while the DHN gets the best among the four deep learning based image enhancement algorithms, which are consistent with those in Fig. 9 . Compared with other algorithms, the algorithm proposed in this paper can not only enhance weak contrast images but also enhance images in common scenes effectively. In the next section, the ablation experiments on the network proposed in this paper are conducted.
C. ABLATION EXPERIMENT ON THE CONVOLUTION KERNEL SIZE
In this part, in order to evaluate the network improvement brought by different convolution kernel sizes, we have built other six networks: (a) a network with the same convolution kernel size of 3 × 3, (b) a network with the same convolution kernel size of 5 × 5, (c) a network with the same convolution kernel size of 7 × 7, (d) a network with convolution kernel size of 3 × 3,5 × 5 and 5 × 5, (e) a network with convolution kernel size of 3 × 3,7 × 7 and 7 × 7.(f) a network with convolution kernel size of 5 × 5, 5 × 5 and 7 × 7. By comparing the network proposed in this article compared with the networks mentioned above, the advantages of the proposed network are verified. Fig. 12 shows the enhanced images with different attenuation coefficients obtained by the networks with different structures. It can be seen from Fig.12 that the networks with different convolution kernel sizes have different sensitivity to the images with different attenuation coefficients. For the images with a lower attenuation coefficient (e.g. the attenuation coefficient is 0.1 or 0.2), the enhancement effect of the networks with different convolution kernel sizes is similar. As the attenuation coefficient increases, the network with a smaller convolution kernel pays more attention to the details of the images and effectively enhances the contrast. But it also introduces noise with a slight distortion. On the contrary, the network with a larger convolution kernel has a better overall enhancement effect, while the detail enhancement is neglected and the contrast enhancement effect is general. Especially when the attenuation coefficient increases to 0.9, the enhancement effect of the network with the largest convolution kernel is not ideal. The analysis of the enhancement effects of different images is following and Fig.13 is a representation of different images obtained by different networks.
It can be seen in Fig.13 that the network with the same convolution kernel size of 3 × 3 increases effectively the contrast of different images while the network with the same convolution kernel size of 7 × 7 improves the brightness of the images. The algorithm proposed in this paper has a better visual enhancement effect that can effectively enhance the image and also take into account the image details and the qualitative comparison and analysis of the proposed algorithms are put in the next section.
D. QUANTITATIVE COMPARISON AND ANALYSIS OF DIFFERENT ALGORITHMS
In this part, we will quantitatively evaluate the performance of the algorithm by calculating the Peak Signal to Noise Ratio (PSNR) and the Structural Similarity Index (SSIM) of the enhanced images. The PSNR and SSIM are two common indicators for evaluating image quality. The PSNR is based on communication theory, and it is the ratio of the maximum semaphore to the noise intensity. Since digital images represent image pixels in discrete numbers, the maximum pixel value of the image is used instead of the maximum semaphore. The specific formula is as follows: where L is the maximum gray value of the pixels in the image, which is generally 255; and MSE is the mean square deviation of an image. The MSE of an image can be calculated as follows: (12) where M and N respectively represent the length and width of the image, f ij represents the gray value of point (i, j) in the original image, and f ij represents the pixel value of point (i, j) in the image after segmentation. The Peak Signal to Noise Ratio (PSNR) of an image with different attenuation coefficients are given in Table 5 while the Peak Signal to Noise Ratio (PSNR) of different enhanced images using various algorithms are given in Table 6 . It can be seen from Table 5 that for images with different attenuation coefficients, the Peak Signal to Noise Ratio (PSNR) does not change much when enhancing the images using the CLAHE algorithm. However, since the image is distorted, the PSNR is smaller than that of the SSR algorithm. The SSR algorithm achieves a larger PSNR by enhancing the brightness of the image, but it decreases rapidly when the attenuation coefficient increases. The ABC and DOCS algorithms get a smaller PSNR because of their general image enhancement effects. The CAEN algorithm can get a higher PSNR than other traditional image enhancement algorithms, of which the enhancement effect is the same with DCNN algorithm. The DRF algorithm has the worst enhancement compared with other deep learning based enhancement algorithms and the enhancement becomes worse as the attenuation coefficient increases. The DHN algorithm can get the second highest PSNR than other algorithms and it has a good enhancement effect. On the whole, the algorithm proposed in this paper can obtain the highest PSNR, which means that the algorithm proposed in this paper has the best enhancement effect compared with those of other algorithms.
As shown in Table 6 , for the images with different attenuation coefficient, the networks with different convolution kernel sizes have a better enhancement effects than these with the same convolution kernel sizes, meaning that the network of which the convolution kernels of different sizes can achieve better image enhancement effects.
As shown in Table 7 , for different enhanced images, the algorithm proposed in this paper can obtain the highest PSNR, which means that the proposed algorithm has the best enhancement effect in any case It can be seen from Table 8 that for different images the networks with different convolution kernel sizes can obtain a higher PSNR compared with other networks. What's more, the network with the same convolution kernel size of 3 × 3 gets the smallest PSNR, which means that the network introduces noise although the contrast is enhanced.
The Structural Similarity Index (SSIM) is another indicator that measures the similarity of two images. The method was first proposed by the University of Texas at Austin's Laboratory for Image and Video Engineering. If there are two images, one after enhancement and the other before enhancement, the SSIM can be used to evaluate the represent the variance of images I O and I S , respectively; c 1 and c 2 are the constants that maintain stability in order to prevent the denominator from being zero. Normally, c 1 = (K 1 * L) 2 and c 2 = (K 2 * L) 2 , where K 1 = 0.01 and K 2 = 0.03, respectively. L is the dynamic range of pixel values, and it is generally set as 255. The Structural Similarity Index (SSIM) of an image under different attenuation coefficients are given in Table 7 and the Structural Similarity Index (SSIM) of different enhanced images using various algorithms are given in Table 8 .
As shown in Table 9 , for images with different attenuation coefficients, the larger the attenuation coefficient is, the smaller the SSIM is, and the worse the enhancement result is. When the CLAHE algorithm enhances the image, the SSIM does not change significantly. The SSIM obtained by the SSR algorithm are significantly different, which means that it is not adaptable to the attenuation coefficient and it has weak robustness. The SSIM obtained by the ABC and this by the DOCS algorithms are comparable; meanwhile, the enhancement effects of these two algorithms are not good. The CAEN algorithm and the DCNN algorithm can get a larger SSIM than other traditional image enhancement algorithms, which is consistent with these in Table 5 .The DRF algorithm gains the worst enhancement effect and the SSIM is the smallest compared with other deep learning based image enhancement algorithms. The DHN can get a good enhancement effect, but compared with the proposed algorithm in this paper, it still has some disadvantages. In general, our algorithm that is proposed in this paper can get the largest SSIM compared with the other algorithms in image enhancement, meaning that it has the best enhancement.
As seen in Table 10 , when the attenuation coefficient is small, the convolution kernels of different sizes contributes little to the image enhancement. As the attenuation coefficient increases, the convolution kernels of different sizes play a role, but the network proposed in this paper can still obtain the best enhancement effect when compared with the algorithms in Table 11 .
As shown in Table 11 , the image enhanced by the algorithm proposed in this paper can obtain a higher SSIM, which means that the algorithm proposed in this paper has the highest similarity to the original image compared with other algorithms. In other words, the higher the similarity is, the better the enhancement effect is.
As shown in Table 12 , the network proposed in this paper which has different convolution kernel sizes can obtain the best enhancement effect, and the results are consistent with these in Table 8 . In general, ablation experiments show that through changing the size of the convolution kernels, the performance of the network in image enhancement can be improved.
E. PREFORMANCE COMPARISON OF DIFFERENT ALGOTITHMS ON REAL IMAGES
As discussed above, the deep learning based image enhancement algorithms are superior to traditional image enhancement algorithms. In this section, we further test the effectiveness of the proposed algorithm on the actual captured images. Fig. 14 is the enhanced images of different deep learning based image enhancement algorithms.
As shown in Fig. 14, The CAEN algorithm can significantly improve the brightness of the image, but it cannot enhance image contrast very well, especially when processing the third image. The DCNN algorithm can enhance image contrast to a certain extent, but the effect is generally and the enhancement of DRF algorithm is the worst visually. The DHN algorithm cannot achieve adequate results when processing the first and the fourth images which containing detailed features. Generally speaking, the algorithm proposed in this paper can ensure that the image is properly handled and also preserve the information of the original image as much as possible.
Since the actual captured images are not the original images, we use the signal-to-noise ratio (SNR) to evaluate the effects of the different algorithms. The SNR of an image should be equal to the power spectrum ratio of the signal to noise, but it is usually difficult to calculate the power spectrum. There is an approximate method to estimate the SNR of images by calculating the ratio of the variance to the mean. The mean of an image can be obtained by as follows:
where M is the length of the image, N is the width of the image, and f (x, y) is the pixel value at (x, y). The variance of an image can be obtained by the following equation.
The SNR of an image can be calculated by Equation 25 and the results are given in Table 9 .
It can be seen from Table 13 that the algorithm proposed in this paper can still simultaneously get the highest Signal to Noise Ratio on actual images and achieve the best image enhancement effect.
V. CONCLUSION
In this paper, we proposed an improved image enhancement algorithm based on neural networks. This approach analyzes the pixel distribution characteristics of the three channels of weak contrast images. Then, a multi-layer convolution neural network with different convolution kernel sizes is constructed to enhance the weak images, which causes the network to have better feature characterization, and the enhanced images contain better details. Meanwhile, qualitative and quantitative evaluations of a public dataset and the actual obtained images are conducted to evaluate the effectiveness of the algorithm proposed in this paper. Both the contrast experiment and ablation experiment results show that the algorithm proposed in this paper can achieve a higher Peak Signal to Noise Ratio (PSNR) and a higher Structural Similarity Index (SSIM) than other image enhancement algorithms.
