We address the problem of providing inference for parameters selected after viewing the data. A frequentist solution to this problem is False Discovery Rate adjusted inference. We explain the role of selection in controlling the occurrence of false discoveries in Bayesian analysis, and argue that Bayesian inference may also be affected by selection -in particular Bayesian inference based on subjective priors. We introduce selection-adjusted Bayesian methodology based on the conditional posterior distribution of the parameters given selection; show how it can be used to specify selection criteria; explain how it relates to the Bayesian FDR approach; and apply it to microarray data.
Introduction
The multiplicity problem is often identified in the statistical literature with the problem of selective and simultaneous inference. Benjamini and Yekutieli (2005) argue that the problem of selective inference and the simultaneity problem are two distinct problems encountered when trying to provide statistical inference for multiple parameters. Simultaneity refers to the need to provide inferences that apply to all the parameters, e.g. marginal confidence intervals that cover all the parameters with probability 0.95. A solution to this problem is Family Wise Error Rate adjusted inference. Selective inference refers to the practice of providing inference for parameters specified after viewing the data. The topic of this paper is Bayesian selective inference. We begin by describing a frequentist solution to the problem -control over the False Coverage-statement rate, discussing selective inference in Genomic association studies, and reviewing recent work on the effect of selection on Bayesian analysis. Soric (1989) asserted that the goal of many scientific experiments is to discover non-zero effects, and made the important observation that it is mainly the discoveries that are reported and included into science, and warned that unless the proportion of false discoveries in the set of declared discoveries is kept small there is danger that a large part of science is untrue. Benjamini and Hochberg (1995) considered the problem of testing m null hypotheses H 1 · · · H m , of which m 0 are true null hypotheses. They referred to the rejection of a null hypothesis a discovery, and defined the False Discovery Rate F DR = E{V / max(R, 1)}, where R is the number of discoveries and V is the number of falsely rejected true null hypotheses. They also introduced the BH multiple testing procedure -a rejection rule that offers nominal FDR control. Benjamini and Yekutieli (2005) generalize the Benjamini and Hochberg testing framework. They assume that there are m parameters θ 1 · · · θ m , with corresponding estimators T 1 · · · T m , and the goal is to construct valid confidence intervals (CIs) for the parameters selected by a given selection criterioñ S(T 1 · · · T m ) ⊆ {1 · · · m}. They show that CIs constructed for selected parameters no longer ensure nominal coverage probability, and suggest the False Coverage-statement Rate (FCR) as the appropriate criterion to capture the error for CIs constructed for selected parameters. The FCR is also defined E{V / max(R, 1)}, however R is now the number of CIs constructed and V is the number of non-covering CIs. Benjamini 
Control over the false coverage-statement rate
. The observed FCR for the FCR adjusted CIs is 0.046.
Selective inference in Genomic association studies
The need to correct inference for selection is widely recognized in Genomewide association studies (GWAS). GWAS typically test association between a disease and hundreds of thousands of markers located throughout the human genome, often expressed as an odds ratio of manifesting the disease in carriers of a risk allele. Only multiplicity-adjusted significant findings are reported. This limits the occurrence of false positives, however it introduces bias into the odds ratio estimates. Analyzing 301 published studies covering 25 different reported associations, Lohmueller et al. (2003) found that for 24 associations the odds ratio in the first positive report exceeded the genetic effect estimated by meta-analysis of the remaining studies. Zollner and Pritchard (2007) suggest correcting for the selection bias by providing point estimates and CIs based on the likelihood conditional on having observed a significant association. Zhong and Prentice (2008) further assume that in the absence of selection the log odds ratio estimator is Normally distributed; and similarly to our Bayesian analysis of the simulated example, they base their inference on a truncated normal conditional likelihood. Senn (2008) reviews the disagreement between Bayesian and frequentist approaches, whereby Bayesian analysis is unaffected by selection. He considers the example of providing inference for the most active among a class of p compounds in a preclinical experiment, derives the conditional distribution of the effect of the compound corresponding to the largest sample mean, and shows that it is unaffected by selection. Mandel and Rinott (2007) qualify this assertion by demonstrating that following selection the conditional distribution of the parameters given the data is determined by the way that selection acts on the parameters. They show that if selection acts on the parameters and the data then the conditional distribution of the parameters given the data is unaffected by selection. Whereas if the parameters are regarded constant at the time of the experiment and selection only acts on the data, then the conditional distribution of the parameters is proportional to the marginal distribution of the parameters multiplied by the conditional distribution of the data given the parameters and selection.
Selection bias in Bayesian analysis

Preliminary definitions and outline of the paper
Let Y denote the data and θ denote the parameters of the data. We define Bayesian selective inference as Bayesian inference provided for h(θ), a function of the parameters, that is given only if S(Y ), the event of selection, occurs. To clarify this definition, in Senn's example of providing inference for
is the vector of p sample means; the parameter is θ = (θ 1 · · · θ p ) the vector of compound effects; and inference
Notice that is also possible to consider other h(θ), e.g. h(θ) = θ i − max j =i θ j .
We will introduce Bayesian selective inference based on the posterior distribution derived by multiplying the conditional prior given selection by the conditional likelihood given selection. In Section 2 we study the effect of selection on the distribution of the data and the parameters, generalizing the results in Mandel and Rinott (2007) . In Section 3 we formally define the selection adjusted Bayesian (saBayes) approach; discuss the relation to the FCR approach; and show how the saBayes approach can be used to specify selection criteria. We explain the relation between the saBayes approach and the Bayesian FDR approach in Section 4. We apply the saBayes approach on microarray data in Section 5. We end the paper with a Discussion.
2 Effect of selection on Bayesian analysis Berger (1985) distinguishes between situations in which the parameter θ is a random quantity with marginal distribution π (that is either known or can be estimated with reasonable accuracy) and situations in which the parameter can only be considered random in a subjective sense. Mandel we study the effect of selection on Bayesian analysis with subjective priors.
Effect of selection on random prior Bayesian analysis
As in Mandel and Rinott (2007) , Model I refers to selection that only acts on the observed data, while Model II refers to selection that acts on the parameters and the data. We further argue that there are cases in which selection only partially acts on the parameters, and define a third selection model that can accommodate some of these hybrid cases. An experiment for which this model applies is described in Example 2.1. In the microarray analysis in Section 5 we use this model to provide selective inference for θ = (µ, σ) in which selection only acts on σ.
To allow for the hybrid selection model we define the marginal distribution of θ hierarchically: π 1 (θ| λ) is the conditional distribution of θ given λ, where λ is a hyper-parameter with distribution π 2 (λ). The sample space of λ is Λ; the sample space of θ is Θ; Y takes values in Ω and f (y| θ) is the conditional distribution of Y given θ. To express the three selection models in our selective inference framework we define the selection event S(Y ), through
S Ω (Y ) its projection on Ω, a subset of three different subspaces of Λ × Θ × Ω.
In this case π S (θ), the distribution of θ given selection, is equal to the marginal distribution of θ
Integrating (1) over Λ yields the joint distribution of (θ, Y )
Selection model II Now S(Y ) = {(λ, θ, y) : y ∈ S Ω (Y )}, and the joint distribution of (λ, θ, Y ) given selection is
the distribution of θ given selection is
and the joint distribution of (θ, Y ) is
Selection model III Selection is applied to the conditional distribution of (θ, Y ) given λ, i.e. S(Y ) = {(θ, y) : y ∈ S Ω (Y )}. Thus the joint distribution of (λ, θ, Y ) given selection is
and the joint distribution of (θ, y) is
Summary We have shown that the joint distribution of selected (θ, Y ) can be expressed as π S (θ) · f S (y| θ), where π S (θ) is determined by the way selection acts on the parameters, while the conditional distribution of Y given θ and selection is
Thus the marginal distribution of Y given selection is
and the conditional distribution of θ given selection and Y is
Example 2.1 Let µ 1 and µ 2 denote the effect of two treatments. The parameter of interest is θ = µ 2 − µ 1 . We assume that the effect on treated assays is random: 
Effect of selection on subjective prior Bayesian analysis
Often π(θ) is a subjective distribution reflecting the pre-experiment uncertainty regarding θ. In particular, if no information on θ is available then π(θ)
is a non-informative prior. Since the subjective prior π(θ) is not the marginal distribution of θ, it is not possible to consider the joint distribution of (θ, Y ) and derive the conditional distribution of θ given Y . However notice that the assumption that θ is constant, implicit in subjective priors, implies that selection only acts on Y and that similarly to
. Thus π(θ) can also be considered the prior distribution for θ following selection π S (θ) ≡ π(θ), and the conditional distribution of Y given θ and selection is f S (y| θ) defined in (8).
3 Selection-adjusted Bayesian inference Definition 3.1 Selection-adjusted Bayesian (saBayes) inference is inference for h(θ) based on the selection-adjusted posterior π S (θ| y), derived by updating the selection-adjusted prior π S (θ) according to the selection-adjusted
Specifically, if h(θ) = θ j is a component of θ and θ (j) is the vector of remaining components, then the saBayes inference is based on the marginal saBayes
If the analysis involves an action δ(Y ) associated with a loss function L(h(θ), δ), then given selection the posterior expected loss is
We define the saBayes risk 
Thus even though following selection the likelihood is f S (y i | θ i ), the saBayes posterior of θ i is the unadjusted posterior
Example 3.3 The data generated in example 1.1 consists of iid realizations
, where θ i is sampled from
and
Corresponding to selection model II with respect to the random prior π ran (θ).
Thus the saBayes posterior is the conditional distribution of θ i
We also employ a non-informative flat prior π ni = 1. The unadjusted posterior distribution of θ i for this prior is
and the saBayes posterior for this prior is
for
We provide saBayes inference for θ 12647 and θ 90543 . Figure 2 Remark 3.4 It is important to note that the saBayes approach is inherently non-robust -an extremely unlikely value of θ with an extremely small selection probability can have a large selection-adjusted likelihood. The selectionadjusted likelihood can also be non-informative and improper -if the selection criterion only includes the observed value of Y then the selectionadjusted likelihood is constant for all parameter values. In this paper we employ selection criteria whose probability is minimized at θ = 0 and approaches 1 for large |θ|, thus the selection adjustments shrink the likelihood towards 0.
Relation between saBayes inference and the FCR
Even though the FCR adjustment is a multiplicity correction applied to the inferences provided for multiple parameters, while saBayes inference is provided for a single specific function of θ, the selection adjustment is similar.
In the FCR adjustment the nominal error rate is divided by the proportion of selected parameters; similarly, in the saBayes approach the conditional data distribution (8) is weighted inversely to the selection probability. We will now show that saBayes inference also implies FCR control.
We assume that the inference provided in the saBayes approach is declaring that θ is in CI(Y ) ⊆ Θ. If θ is regarded a random quantity then the conditional probability given selection that this declaration is erroneous is the saBayes risk (13) for the loss function
In particular, if CI(Y ) is a 1 − α credible interval for θ based on π S (θ| y) then the posterior expected loss and the saBayes risk are, per definition, α.
To make the connection to the FCR, saBayes inference is provided to m iid realizations of (θ, Y ). R is the number of selected realizations, V is the number of selected realizations that θ / ∈ CI(Y ), and F CP = V /max(1, R) is the false coverage proportion. Benjamini and Yekutieli (2005) define the FCR -E Y | θ F CP . When θ is random it is also possible to consider two other error rates: E θ,Y F CP the Bayesian-FCR, and the positive FCR pF CR = E θ,Y (F CP | R > 0).
Proposition 3.5
The pFCR is equal to the saBayes risk. If CI(Y ) is a 1 − α credible intervals for θ based on π S (θ| y) then pF CR = α.
Proof. As the saBayes approach is applied to iid realizations, for each value of R = r, V ∼ Binom(r, α(CI)), where α(CI) is the saBayes risk (18) .
Conditioning on R > 0 yields pF CR = α(CI). Lastly, if CI(y) is a 1 − α credible intervals for θ then α(CI) ≡ α. ¶ Remark 3. 6 We have shown that the pFCR corresponds to the saBayes risk.
As pFCR ≥ Bayesian-FCR and Bayesian-FCR = E θ (FCR) the saBayes risk can serve as a conservative estimate for the FCR. For large R the sampling dispersion of the FCP is small, and the FCP, FCR, and pFCR are similar.
Example 3.7 To demonstrate the necessity of the independence assumption in Proposition 3.5 we generate 10 5 realizations of (θ i , Y i ) as in Example 1.1, but allow for correlation between ǫ i . The selection rule is Y i > 2.915 and the inference is declaring θ i > 0. The saBayes risk is the conditional probability given selection that θ i < 0. According to Proposition 3.5 for non-correlated ǫ i the saBayes risk is equal to the directional pFDR.
The directional FDP in each simulation is the proportion of Y i > 2.915 components for which θ i < 0. We repeated the simulation 500 times. As R >> 0 in all simulations we use mean directional FDP to estimate the directional FDR and pFDR. For non-correlated ǫ i the mean directional FDP was 0.10 (s.e. 0.0001). The mean directional FDP was 0.056 (s.e. 0.002) for corr i =j (ǫ i , ǫ j ) = 0.2, and changing corr(ǫ i , ǫ j ) to −0.2 for 1 ≤ j ≤ 50, 000 < i ≤ 100, 000 the mean directional FDP increased to 0.087 (s.e. 0.003)
Specifying selection rules in the saBayes approach
The use of the saBayes approach to specify selection rules is based on the observation that in practice the decision to provide inference for h(θ) can usually be associated with an informative qualitative statement regarding its value -i.e. a discovery. In the simulated example we explicitly declared each selected θ i either positive or negative; whereas in Senn's example of providing inference for the most active compound, the discovery that θ i ≥ max j =i θ j is implicit in selecting h(θ) = θ i . In Genome-wide association studies the discovery was assigning a direction to the associations between the disease and the genetic markers.
Once the action of selecting h(θ) is associated with a discovery, then the indicator function corresponding to the event 'the discovery is false' is a loss function associated with selection; the posterior expected loss is the conditional probability given Y and selection that the discovery is false; the saBayes risk (13) is the conditional probability given selection of committing a false discovery, and can be used to quantify the significance of any selection selection criterion S(Y ). For example, if the discovery is declaring that θ is not equal to its null value θ 0 then the loss function is I(θ = θ 0 ), and the saBayes risk
is a loss incurred by S(Y ) that corresponds to the FDR. Thus considering selection rules based on a statistic
we suggest choosing the value of a that yields a nominal saBayes risk q. We suggest using ρ S (Y ), the posterior expected loss in (12) , for specifying selection in selection model II for which π S (θ| y), hence also ρ S (Y ) ≡ ρ(Y ), is unaffected by S(Y ). Furthermore, since the saBayes risk incurred by selecting
where m(y) = π(θ)f (y| θ)dθ and the denominator in (19) is the probability that S(Y ) occurs, we get the following Neyman-Pearson Lemma type result. 
which is the conditional probability, given selection, that sign(Y ) = sign(θ). For a = 3.111 the saBayes risk (20) is 0.070, whereas setting a = 2.915 yields the selection criterion for which the saBayes risk is 0.10 (due to symmetry the saBayes risk (20) equals the saBayes risk in Example 3.7). The posterior expected loss corresponding to the directional FDR is Pr π S (θ| y) (sign(θ) = sign(y)). In this analysis, for Y i > 0 it is the conditional probability given Y i that θ i < 0: for Y = 0 it is 0.5, it equals 0.176 for Y = 3.111, and 0.10 for Y = 3.472. Thus |Y i | ≥ 3.472 is the selection criterion that ensures that the conditional probability of a directional error is less than 0.10.
To compute the directional FDR we considered the realization of θ = {θ 1 · · · θ 10 5 } from Example 1.1, and computed the directional FDP for 1000 samples of Y = θ + ǫ. The mean FDP was 0.0697 (s.e. < 0.0003). To evaluate the sampling distribution of the FCR we generated 100 samples of θ, and for each θ we consider the FCP for 100 samples of Y = θ + ǫ. The MAD of the 100 mean FCP values was 0.0014, whereas the mean of the 100 MAD FCP values was 0.0082. In the simulation we sampled 1000 λ i , and for each λ i we repeatedly sampled i.e. directional FDP of 0.299. In Example 1.1 a = 3.111 corresponded to the level q = 0.2 BH procedure. But notice that in this example we simulate selected observations, and it is not possible to generate a sample of raw observations, on which the BH procedure can be applied to determine the value of a ensuring 0.1 directional FDR control.
As the observations are sampled independently the directional pFDR for the selection criterion |Y i | ≥ a is equal to the saBayes risk in Example 3.9 -given by (20) -but with different m S (Y ) and π S (θ| Y ); and due to symmetry the saBayes risk in this example also equals the saBayes risk in declaring
where π S (θ) is the saBayes prior given in (6)
Since λ = 10 in 0.9 of the observations, and π 1 (θ| λ = 10) is concentrated around 0, correct sign assignment is very difficult: for a = 3.111 the saBayes risk is 0.306; a = 5.620 is needed to yield saBayes risk 0.2, and a = 8.020 for saBayes risk 0.1. The 508 observations with Y i > 3.111 are displayed in Figure 4 . The purple curves correspond to the saBayes posterior in (7) for the selection
}.
Notice that even though this saBayes posterior is determined by the selection criterion, for large values of |y| it converges to the saBayes posterior (15) , corresponding to the blue curves in Figure 4 .
Bayesian FDR methods
The term Bayesian FDR methods refers to the multiple testing procedures presented in Efron et al. 
where P r(Y i ∈ Γ|H i = j) = y∈Γ f j (y)dy. For the multiple testing procedure each null hypothesis is associated with a rejection region Γ i , determined by Y i ; the pFDR corresponding to Γ i , denoted the q-value, is computed; and the null hypothesis H i = 0 is rejected if q-value ≤ q. A related concept is the local FDR, defined in Efron et al. (2001) the conditional probability given
.
The multiple testing procedure based on the local FDR is reject
Bayesian FDR methods can be expressed as random prior saBayes inference for the two group mixture model: H i is the parameter, its distribution is π(
, and f j is the conditional density of Y i
given H i = j; the selection criterion is Γ applied to (H i , Y i ) -yielding selection model II; the selective inference is declaring H i = 1. Thus (22) is the saBayes risk for the loss function I(H i = 0) and the saBayes prior
and the equality in (21), proven by Storey, is a special case of Proposition 3.5. The local FDR can be expressed as the posterior expected loss for the saBayes posterior
where
The relation between the local FDR and the pFDR (Efron, 2004) follows from (13):
For comparison, a subjective prior in the two group mixture model is given by a subjective probability π 0i , that reflects the pre-experiment belief that H i = 0. In this case the saBayes posterior probability that 
Analysis of microarray data
We apply saBayes analysis to the swirl Zebrafish data set (Dudoit and Yang, 2003) . The data includes 4, 8448 gene arrays, comparing RNA from Zebrafish with the swirl mutation to RNA from wild type fish. For Gene g, g = 1 · · · 8448, the parameters are µ g the expected log2-fold change in expression due to the swirl mutation, and σ 2 g the variance of the log2-fold change in expression. Given µ g and σ 2 g , we assume thatȳ g the observed mean log2 expression ratios are independent N(µ g
We also assume that σ g is random with marginal distribution π eb (σ) of the form
. The hyper parameters, s 2 0 = 0.052 and ν 0 = 4.02, were determined by applying the R LIMMA package (Smyth, 2005 ) eBayes function to the sample variances. We consider two priors for µ g : π ni (µ g ) a flat non-informative prior, and a random prior of the form π eb (µ g ) = λ · exp(−λ · |µ g |)/2. We chose λ = 8.5 that yielded the predictive distribution that provided the best fit to the empirical distribution ofȳ g . The null hypothesis for each gene is non-differential expression µ g = 0. We assume that all the genes are either over-expressed (µ g > 0) or under-expressed (µ g < 0) in swirl mutants. Our goal in the analysis is to specify a selection rule in which the directional error in declaring selected genes withȳ g > 0 over-expressed and declaring selected genes withȳ g < 0 under-expressed is less than 0.05, and to provide inference for the change in expression.
Specifying the selection criterion
We use the hybrid classical/Bayes analysis implemented in the R LIMMA package (Smyth, 2005) to specify the selection rule. LIMMA assumes that σ g ∼ π eb (σ) and bases the inference on the moderated t statistict g = y g /(s g /2), wheres The observed mean log2 expression ratios and sample standard deviations of the 8448 genes are drawn in Figure 6 . The BH discoveries are the 245 observations beneath the solid blue curve |t g | = 4.479. To see why this rejection region corresponds to 0.05 directional FDR control notice that for all µ g , the probability of a directional error is less than 1 − F ν 0 +3 (4.479) ; thus 12.08 = 8448 · (1 − F ν 0 +3 (4.479)) is a conservative estimate for the number of false directional discoveries, and 0.049 = 12.08/245 is a conservative estimate for the directional FDR.
To assess the selection criterion in the saBayes approach we further assume that µ g is random with marginal density π eb (µ g ) -yielding selection model II. Thus the saBayes posterior is
and the marginal saBayes posterior of µ g is
ρ(ȳ g , s g ), the posterior expected loss corresponding to directional errors, is the conditional probability given (ȳ g , s g ) that sign(µ g ) = sign(ȳ g ). The
The saBayes risk for the selection rule |t g | > 4.479 (solid blue curve in 6) is 0.024. |t g | > 2.64 (dashed blue curve in 6) is the moderated t selection criterion whose saBayes risk is 0.05. It yielded 1124 discoveries. The green curves in Figure 6 correspond to the rejection regions of the form ρ(ȳ g , s g ) < a. The solid curve corresponds to a = 0.05, and it yields 559 discoveries. The dashed curve corresponds to a = 0.088, whose saBayes risk is 0.05. According to Corollary 3.8, it has the largest selection probability of all the 0.05 saBayes risk selection rules. It yielded 1271 discoveries.
Providing saBayes inference
We provide saBayes inference for µ 6239 for the selection criteria specified by the moderated t statistic. Gene 6239 is marked by a red cross in Figure 6 , The blue curves are the saBayes marginal posteriors for the subjective prior π ni (µ g ). In this case selection acts on σ 6239 but not on µ 6239 -similarly to selection model III, with µ 6239 substituting λ and σ 6239 substituting θ. However unlike selection model III, (λ, θ) are the parameters of the data. We will therefore only use (5) to derive the joint saBayes posterior of (µ 6239 , σ 6239 ) given by
The solid blue curve is the marginal posterior of µ 6239 , derived from (29) 
Discussion
Westfall (2005) and Efron (2007) doubt whether Bayesian correspondences to FCR adjustments are possible. We argue that the FCR adjustment is a mechanism needed to provide frequentist selective inference, whereas Bayesian inference can be adjusted for selection by simply conditioning on the event of selection. We have shown that Bayesian analysis using random priors is usually unaffected by selection, whereas Bayesian analysis based on subjective priors must be corrected for selection. In relation to existing methods, saBayes methods may be regarded a generalization of Bayesian FDR methods that can incorporate subjective priors and provide inference for non-dichotomous parameters. We have shown that the Bayes risk in saBayes analysis corresponds to the FCR, and that under independence random prior saBayes credible intervals provide exact FCR control; we have also argued that non-informative prior saBayes credible intervals are expected to provide approximate FCR control. Unlike the FCR approach, the saBayes approach provides comprehensive selection adjusted inference and can incorporate pre-experiment information on the parameters; a multiple testing problem in which only the saBayes approach can specify the selection rule was given in Example 3.11. The inference provided in Bayesian FDR methods is the rejection of null hypotheses. We argue that quantitative Bayesian inference may also be associated with making discoveries, and suggest using the saBayes risk and posterior expected loss corresponding to these discoveries, instead of the pFDR and the local FDR, to specify the selection criterion. Thus providing inference based on saBayes posterior distributions for significant selection criteria addresses Soric's fear of including false discoveries into science and agrees with John Tukey's view on the relation between multiple testing and estimation. Tukey (1991) asserts that the primary question is determining the direction of the effects, and after an effect can be confidently declared either positive or negative, the followup question is determining the size of the effect.
We have shown that it is particularly convenient to specify selection criteria in saBayes analysis based on random priors, for which the posterior expected loss is unaffected by selection. Furthermore, in large data sets the number of potential parameters makes it easy to elicit empirical random priors, but unfeasible to elicit subjective priors that require consideration of the pre-experimental information on each potential parameter. We therefore recommend using random priors to specify the selection criterion when providing saBayes inference based on random priors, and even when providing saBayes inference based on subjective priors. This will ensure that the quantitative saBayes inference based on the random prior is consistent with the selection criterion. For example, using the selection criterion ρ(ȳ g , s g ) < 0.05 in the microarray analysis ensures that for any selected gene the random prior saBayes posterior distribution of assigning µ g the wrong sign is less than 0.05. However there may be inconsistencies between the selection criterion and saBayes inference based on subjective priors. In the microarray analysis the random priors, π eb (µ g ) and π eb (σ g ), were the estimated marginal distributions of µ g and σ g in the population of genes in the array. While it seems reasonable to regard σ 2 g , the nuisance parameter corresponding to measurement error in the experiment, random with marginal density π eb (σ g ), a subjective prior π sub (µ g ) should be elicited for the parameter of interest µ g -the biological effect of the swirl mutation on the expression of Gene g.
Thus we suggest using π eb (µ g )·π eb (σ g ) as the prior distribution for (µ g , σ g ) for specifying the selection rule and selecting the subset of genes that can be provisionally declared over or under expressed, but use the prior π sub (µ g )·π eb (σ g ) to determine whether the discovery is true and provide quantitative inference for µ g . 
