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Abstract
The purpose of this work is to classify irreducible integrable modules of the twisted full toroidal Lie
algebra τ , with finite-dimensional weight spaces and non-zero central charges. There are three families of
such modules, two of which are classified.
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1. Introduction
It is well known that all (except when the level is the negative of dual Coxeter number) highest
weight modules of affine Lie algebras admit representations of the Virasoro algebra through the
use of famous Sugawara operators. This makes the semidirect product of the Virasoro algebra
and the affine Lie algebra with common center an interesting object to study.
The toroidal Lie algebra, which can be regarded as the natural generalization of the untwisted
affine Lie algebra, is the universal central extension of the iterated multi-loop algebra. Unlike the
affine case where the central extension is one-dimensional, the toroidal Lie algebra has infinite-
dimensional center which makes the theory more complicated. A large class of representations of
toroidal Lie algebras were first constructed in [MRY] through the use of vertex operators which
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and not completely reducible. For more results on representations of toroidal Lie algebras one
can refer to [T,JM1,BC], etc. The classification of irreducible integrable modules of toroidal Lie
algebras was given in [E1]. Representations for twisted multi-loop algebras have been discussed
in a similar way in [Ba].
The next natural issue is to generalize the Virasoro algebra to the toroidal case and to see
whether the algebra acts on modules of toroidal algebras. So the derivation algebra DerA of the
ringA= C[t±10 , t±11 , . . . , t±1ν ] of Laurent polynomials in ν+1 variables is considered. But as we
know DerA is centrally closed for ν  1 [RSS]. Nevertheless DerA has an interesting abelian
extension and the abelian part is just the center of the toroidal Lie algebra. Thus the so-called full
toroidal Lie algebra which is a semidirect sum of the toroidal Lie algebra and DerA has emerged
as an interesting object.
The first important thing is to construct representations for the full toroidal Lie algebra.
Several attempts have been made (for example, see [EM,B1,BB], etc.). Eventually a class of
representations for the full toroidal Lie algebra is given in [B2] by constructing associated ver-
tex operator algebras. These modules with finite-dimensional weight spaces are irreducible and
integrable. The classification of irreducible integrable modules with finite-dimensional weight
spaces of the full toroidal algebra is given in [EJ].
In this paper we study integrable modules of the so-called twisted full toroidal Lie algebra.
The irreducible integrable modules for the twisted full toroidal Lie algebra where the center acts
non-trivially can be put into three classes up to an automorphism. In this paper we fully classify
the first two classes and leave the third class as an open problem. The paper is organized as
follows. In Section 2, we give the definition of the twisted full toroidal Lie algebra τ and some
important properties of integrable modules of the Lie algebra. In Section 3, we prove that for the
two cases of central charges that c0 = 0, c1 = · · · = cν = 0 and c1 = 0, c0 = c2 = · · · = cν = 0, an
irreducible integrable module of τ with finite-dimensional weight spaces is a highest (or lowest)
weight module with highest (or lowest) weight space T . In the final section, we give the structure
of T for the two cases. The case where c0 = 0 and c1 = 0 is left as an open problem.
Throughout this paper, C,Z,N,Z+ are the sets of complex numbers, integers, non-negative
integers and positive integers, respectively.
2. Preliminaries
Let g˙ be a simple finite-dimensional Lie algebra over C and h˙ a Cartan subalgebra of g˙. Let
σ be a diagram automorphism of g˙ satisfying σ r = 1, where r = 2 or 3. Set ε = exp(2πi/r),
then each eigenvalue of σ has the form εj¯ , j¯ ∈ Z/rZ. Since σ is diagonalizable, we have the
following decomposition (see [K])
g˙=
⊕
j¯∈Z/rZ
g˙j¯ , h˙j¯ = h˙∩ g˙j¯ ,
where g˙j¯ = {x ∈ g˙ | σ(x) = εj¯ x}. Let Δ˙s¯ be the set of non-zero weights of h˙0¯ on g˙s¯ , where s¯ ∈
Z/rZ, then g˙s¯ = h˙s¯⊕α∈Δ˙s¯ g˙s¯,α . Let Δ˙ =⋃s¯∈Z/rZ Δ˙s¯ . We know that g˙0¯ is a simple Lie algebra
and g˙s¯ is an irreducible g˙0¯-module. Denote the simple root system of g˙0¯ by π˙0¯ = {αi | i ∈ I },
and the dual simple root system π˙ ∨¯0 by {α∨i | i ∈ I }, where I has the same definition as in [K,
Section 8.3]. Let A = C[t±1, t±1, . . . , t±1ν ] (ν  1) be the ring of Laurent polynomials in the0 1
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by tm. Let L(g˙) = g˙⊗C A be the associated multi-loop algebra with the following Lie bracket:
[
x ⊗ tm00 tm, y ⊗ tn00 tn
]= [x, y] ⊗ tm0+n00 tm+n,
where x, y ∈ g˙,m0, n0 ∈ Z,m,n ∈ Zν . We associate a subalgebra L(g˙, σ ) of L(g˙) to the diagram
automorphism σ of g˙ as follows:
L(g˙, σ ) =
⊕
j∈Z
L(g˙, σ )j ,
where L(g˙, σ )j = g˙j¯ ⊗C Aj , Aj = spanC{tj0 tm, m ∈ Zν}. Then L(g˙, σ ) is the set of the fixed
points of the automorphism σ˜ of L(g˙) which is defined by
σ˜
(
x ⊗ tj0 tm
)= ε−j σ (x)⊗ tj0 tm.
Let {ai} be a basis of A over C and let F be the free left A-module on a basis {d˜ai}, where
{d˜ai} is some set equipotent with {ai}. We treat F as a A-module by setting b(d˜a) = (d˜a)b
for all a, b ∈ A. Let d˜ :A→ F be the C-linear map ∑ ciai 	→∑ ci d˜ai and let K be the A-
submodule of F generated by d˜(ab) − ((d˜a)b + a(d˜b)), a, b ∈ A. Then ΩA := F/K and the
canonical quotient map a 	→ d˜a +K is the differential map d :A→ ΩA.
Let − :ΩA→ ΩA/dA=K be the canonical linear map. Following from d(ab) = 0, we have
that a(db) = −b(da), for all a, b ∈A, then
K= spanC{bda | a, b ∈A} = spanC
{
t
m0
0 t
md
(
t
n0
0 t
n
) ∣∣m0, n0 ∈ Z, m,n ∈ Zν},
with the relations d(tm00 tm) = 0. Set
K′ = spanC
{
bda
∣∣ a ∈Ak, b ∈Al , k + l ≡ 0 (mod r)},
then K′ is a subalgebra of K. Let
τˆ = L(g˙, σ )⊕K′,
then τˆ is a central extension of L(g˙, σ ) with the following Lie bracket:
[x ⊗ a, y ⊗ b] = [x, y] ⊗ ab + (x | y)bda,
[τˆ ,K′] = 0,
where x ∈ g˙i¯ , y ∈ g˙j¯ , a ∈ Ai , b ∈ Aj for i, j ∈ Z and (· | ·) is the normalized non-degenerate
invariant bilinear form on the twisted Lie algebra g˙=⊕i¯∈Z/rZ g˙i¯ , which satisfies that (x | y) = 0
if i + j ≡ 0 (mod r).
Theorem 2.1. [BK] τˆ is the universal central extension of L(g˙, σ ).
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K′ = spanC
{
t
m0
0 t
mkp
∣∣ p = 0,1, . . . , ν, m0 ∈ rZ, m ∈ Zν}
with the following relations
ν∑
p=0
mpt
m0
0 t
mkp = 0.
Then the Lie bracket of τˆ can be rewritten as
[x ⊗ f1, y ⊗ f2] = [x, y] ⊗ f1f2 + (x | y)
ν∑
p=0
(
dp(f1)f2
)
kp, (2.1)
[τˆ ,K′] = 0, (2.2)
where dp is the degree derivation ofA, i.e., dp = tp ddtp , p = 0,1, . . . , ν. LetD be the Lie algebra
of derivations on A, then
D =
{
ν∑
p=0
fp(t0, t1, . . . , tν)dp
∣∣∣ fp(t0, t1, . . . , tν) ∈A
}
.
Let
D′ = spanC
{
t
m0
0 t
mdp
∣∣m0 ∈ rZ, m ∈ Zν, p = 0,1, . . . , ν}.
For D ∈D′,D can be naturally extended to a derivation on the tensor product L(g˙, σ ) by
D(x ⊗ f ) = x ⊗Df, x ∈ g˙i¯ , f ∈Ai , i ∈ Z,
and D has a unique extension to τˆ by
t
m0
0 t
mda
(
t
n0
0 t
nkb
)= natm0+n00 tm+nkb + δab
ν∑
p=0
mpt
m0+n0
0 t
m+nkp,
where m0, n0 ∈ rZ. It is known that the algebra D′ admits two non-trivial 2-cocycles with values
in K′ [BB],
φ1
(
t
m0
0 t
mda, t
n0
0 t
ndb
)= −namb ν∑
p=0
mpt
m0+n0
0 t
m+nkp,
φ2
(
t
m0
0 t
mda, t
n0
0 t
ndb
)= manb ν∑mptm0+n00 tm+nkp.p=0
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τ = τˆ ⊕D′ = L(g˙, σ )⊕K′ ⊕D′
with the Lie bracket (2.1), (2.2) and the following:
[
t
m0
0 t
mda, x ⊗ tn00 tn
]= nax ⊗ tm0+n00 tm+n, (2.3)
[
t
m0
0 t
mda, t
n0
0 t
nkb
]= natm0+n00 tm+nkb + δab
ν∑
p=0
mpt
m0+n0
0 t
m+nkp, (2.4)
[
t
m0
0 t
mda, t
n0
0 t
ndb
]= natm0+n00 tm+ndb −mbtm0+n00 tm+nda + φ(tm00 tmda, tn00 tndb), (2.5)
where m0, n0 ∈ rZ, m,n ∈ Zν . We call τ the twisted full toroidal Lie algebra associated to
(g˙, σ,φ). Let
h= h˙0¯ ⊕
(
ν⊕
i=0
Cki
)
⊕
(
ν⊕
i=0
Cdi
)
. (2.6)
Then h is an abelian subalgebra of τ . Let δi,Λi ∈ h∗ (i = 0,1, . . . , ν) be such that
Λi(h˙0¯) = 0, Λi(kj ) = δij , Λi(dj ) = 0, i, j = 0,1, . . . , ν, (2.7)
δi(h˙0¯) = 0, δi(kj ) = 0, δi(dj ) = δij , i, j = 0,1, . . . , ν. (2.8)
For simplicity, denote
∑ν
i=1 miδi by δm, m = (m1,m2, . . . ,mν) ∈ Zν . Then τ has the root space
decomposition with respect to h as follows:
τ = h⊕
(⊕
β∈Δ
τβ
)
,
where Δ = {α +m0δ0 + δm | α ∈ Δ˙m0, m0 ∈ Z, m ∈ Zν} ∪ {m0δ0 + δm | m0 ∈ Z, m ∈ Zν}, and
τα+m0δ0+δm = g˙m0,α ⊗ tm00 tm,
τm0δ0+δm = g˙m0,0 ⊗ tm00 tm ⊕ δm0,0¯
((
ν∑
i=0
Ct
m0
0 t
mki
)
⊕
(
ν∑
i=0
Ct
m0
0 t
mdi
))
.
Let
B =K′ ⊕D′,
and extend α ∈ Δ˙ to an element in h∗ by α(ki) = α(di) = 0 (0 i  ν) and extend the normal
non-degenerate symmetric bilinear form (· | ·) on h˙ to a non-degenerate symmetric bilinear form
on h∗ by
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(δk | δp) = (Λk | Λp) = 0, (δk | Λp) = δkp, 0 k,p  ν.
For γ = α + m0δ0 + δm ∈ Δ, where α ∈ Δ˙m0 , γ is called a real root, if (γ | γ ) = 0. Denote the
set of all real roots by Δre. Define
γ ∨ = α∨ + 2
(α | α)
ν∑
i=0
miki .
Then
γ
(
γ ∨
)= α(α∨)= 2.
Let γ be a real root, define a reflection on h∗ by
rγ (λ) = λ− λ
(
γ ∨
)
γ, λ ∈ h∗.
LetW be the Weyl group generated by {rγ | γ ∈ Δre}. Then (· | ·) defined above isW-invariant.
See [A1,A2] for some interesting results on Weyl groups in the context of the extended affine Lie
algebras.
Definition 2.1. A module V of τ is called integrable if
(1) V admits a weight space decomposition as follows:
V =
⊕
λ∈h∗
Vλ,
where Vλ = {v ∈ V | h · v = λ(h)v, h ∈ h}. Denote by P(V ) the set of all weights.
(2) For α ∈ Δ˙m0 , m0 ∈ Z, m ∈ Zν , eα ⊗ tm00 tm is locally nilpotent on V , where 0 = eα ∈ g˙m0,α =
{x ∈ g˙m0 | [h,x] = α(h)x, h ∈ h˙0¯}.
Let ϑf be the category of irreducible integrable τ -modules with finite-dimensional weight
spaces. Similar to the proof of Lemma 2.3 in [E1] (see also [C]), we can obtain the following
results.
Lemma 2.1. Let V ∈ ϑf . Then
(1) P(V ) isW-invariant.
(2) dimVλ = dimVωλ, ω ∈W , λ ∈ P(V ).
(3) For α ∈ Δre, λ ∈ P(V ), we have λ(α∨) ∈ Z.
(4) Let α ∈ Δre, λ ∈ P(V ), if λ(α) > 0, then λ− α ∈ P(V ).
(5) For λ ∈ P(V ), λ(ki) is a constant integer, i = 0,1, . . . , ν.
Proof. The lemma follows from the fact that eα ⊗ tm00 tm, e−α ⊗ t−m00 t−m, α∨ + 2(α|α)
∑ν
i=0 miki ,
α ∈ Δ˙m0 consist a basis of sl2(C). 
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λ(ki) = ci, ci ∈ Z, i = 0,1, . . . , ν, for all λ ∈ P(V ). (2.9)
Throughout the paper, ci , i = 0,1, . . . , ν, are always defined by (2.9).
Lemma 2.2. Let V ∈ ϑf , then we can assume that the central charges of V satisfy one of the
following cases:
(I) c0 = 0, c1 = c2 = · · · = cν = 0,
(II) c0 = 0, c1 = 0, c2 = c3 = · · · = cν = 0,
(III) c0 = 0, c1 = 0, c2 = c3 = · · · = cν = 0, and |c0| < |c1| < r|c0|.
Moreover, we can assume that c0 and c1 are both positive or both negative if c0 = 0 and c1 = 0.
(IV) c0 = c1 = · · · = cν = 0.
Proof. Following from [EJ, Lemma 2.2], we know that for every ν × ν-matrix M1 =
(aij )1i,jν such that detM1 = 1, there is an automorphism M of τ such that
M
(
x ⊗ tm00 tm
)= x ⊗ t (m0,m)MT ,
M
(
t
rm0
0 t
mkj
)= ν∑
p=0
apj t
(rm0,m)MT kp, 0 j  ν,
M
(
t
rm0
0 t
mdj
)= ν∑
p=0
bjpt
(rm0,m)MT dp, 0 j  ν,
where M = ( 1 00 M1 ), B = (bij )1i,jν = M−1. Therefore we can assume that c2 = · · · = cν = 0.
We consider the action of the subgroup of Aut τ generated by
{
A1,A2
∣∣∣A1 =
( 1 0 0
a10 1 0
0 0 I
)
, A2 =
(1 ra01 0
0 1 0
0 0 I
)
, a01, a10 ∈ Z
}
on τ . If c0 = 0, since c′1 = A2c1, then c′1 = ra01c0 + c1, so c′1 = 0 if and only if rc0 | c1.
Otherwise we can assume that 0 < |c′1| < r|c0|. If c1 = 0, since c′0 = A1c0, then c′0 = c0+a10c1,
so c′0 = 0 if and only if c1 | c0. Otherwise we can assume that 0 < |c′0| < |c1|, and moreover we
can assume that c0, c1 have the same sign. 
3. Modules of τ in ϑf with non-zero central charges
In this section, we discuss modules in ϑf with central charges satisfying case (I) or case (II)
in Lemma 2.2. Denote the positive root lattice of h˙0¯ by Q˙0¯,+.
Lemma 3.1. Let V ∈ ϑf . Then there exists λ ∈ P(V ) such that λ + μ /∈ P(V ) for all μ ∈
Q˙0¯,+ \ {0}.
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We should remark that the original proof of Lemma 3.1 for the untwisted case is due to
S. Eswara Rao (see [E1]).
We first consider the case of c0 = 0, c1 = c2 = · · · = cν = 0. Let
B+ =
ν∑
p=0
t r0C
[
t r0 , t
±1
1 , . . . , t
±1
ν
]
kp ⊕
ν∑
p=0
t r0C
[
t r0 , t
±1
1 , . . . , t
±1
ν
]
dp,
B− =
ν∑
p=0
t−r0 C
[
t−r0 , t
±1
1 , . . . , t
±1
ν
]
kp ⊕
ν∑
p=0
t−r0 C
[
t−r0 , t
±1
1 , . . . , t
±1
ν
]
dp,
B0 =
ν∑
p=0
C
[
t±11 , t
±1
2 , . . . , t
±1
ν
]
kp ⊕
ν∑
p=0
C
[
t±11 , t
±1
2 , . . . , t
±1
ν
]
dp,
and
τ+ =
(
g˙0¯,+ ⊗ C
[
t±11 , . . . , t
±1
ν
])⊕ (g˙0¯ ⊗ t r0C[t r0 , t±11 , . . . , t±1ν ])
⊕
( ⊕
s¯∈(Z/rZ)\{0¯}
g˙s¯ ⊗ Ct s00
[
t r0 , t
±1
1 , . . . , t
±1
ν
])⊕B+,
τ− =
(
g˙0¯,− ⊗ C
[
t±11 , . . . , t
±1
ν
])⊕ (g˙0¯ ⊗ t−r0 C[t−r0 , t±11 , . . . , t±1ν ])
⊕
( ⊕
s¯∈(Z/rZ)\{0¯}
g˙s¯ ⊗ Ct s0−r0
[
t−r0 , t
±1
1 , . . . , t
±1
ν
])⊕B−,
τ0 = h˙0¯ ⊗ C
[
t±11 , t
±1
2 , . . . , t
±1
ν
]⊕B0,
ga =
⊕
s¯∈Z/rZ
(
g˙s¯ ⊗ Ct s00
[
t±r0
])⊕ Ck0 ⊕ Cd0,
where 0 s0  r − 1 and s0 = s¯. Then τ = τ+ ⊕ τ− ⊕ τ0 and ga is a twisted affine subalgebra
of τ . Let Δa be the root system of ga and πa a simple root system of Δa , then πa = {αε = δ− θ0,
αi, i ∈ I }, where θ0 =∑i∈I aiαi , and I , αε and θ0 are the same as in [K, Section 8.3]. Let
Δa,+ = Δ˙0¯,+ ∪
{
α +m0δ0
∣∣ α ∈ Δ˙m0 ∪ {0}, m0 ∈ Z+},
Δa,− = Δ˙0¯,− ∪
{
α +m0δ0
∣∣ α ∈ Δ˙m0 ∪ {0}, m0 ∈ Z−},
ga,+ =
⊕
α∈Δa,+
ga,α, ga,− =
⊕
α∈Δa,−
ga,α, ha = h˙0¯ ⊕ Ck0 ⊕ Cd0,
where ga,α = {x ∈ ga | [h,x] = α(h)x, h ∈ ha}. Then
ga = ga,+ ⊕ ha ⊕ ga,−.
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∑
αi∈πa niαi , ni ∈ N. Thus if we say
λ 0, then λ =∑αi∈πa niαi , ni ∈ N. Let Qa,+ = {λ =∑αi∈πa niαi, ni ∈ N}.
Lemma 3.2. Let V ∈ ϑf and c0 = 0, c1 = c2 = · · · = cν = 0. Suppose for every λ ∈ P(V ), there
exists μ > 0 such that λ + μ ∈ P(V ). Then there exist infinitely many λi ∈ P(V ), i = 0,1, . . . ,
such that
(1) λi < λi+1, i = 0,1, . . . .
(2) There exist weight vectors ωi of weight λi for all i ∈ Z such that ga,+ωi = 0.
(3) There exists a common weight vector in V (λi), where V (λi) is the irreducible highest weight
module generated by ωi .
Proof. Similar to the proof of Lemma 2.8 in [E1]. 
Theorem 3.1. Let V ∈ ϑf .
(1) If c0 > 0 and c1 = c2 = · · · = cν = 0, then there exists a non-zero element v ∈ V such that
τ+ · v = 0.
Let T = {v ∈ V | τ+ · v = 0}, then there exists Λ ∈ h∗a such that h · v = Λ(h)v, for all h ∈ ha
and v ∈ T . We call T the highest weight space of V .
(2) c0 < 0 and c1 = c2 = · · · = cν = 0, then there exists a non-zero element v ∈ V such that
τ− · v = 0.
Let T = {v ∈ V | τ− · v = 0}, then there exists Λ ∈ h∗a such that h · v = Λ(h)v, for all h ∈ ha
and v ∈ T . We call T the lowest weight space of V .
Proof. (1) Suppose the assumptions of Lemma 3.2 are true. Since λis are distinct, V (λi) are
all non-isomorphic irreducible highest weight modules, hence their sum has to be direct. But
Vλ0 ∩ V (λi) = 0 and λ0 ∈ P(V ), so dimVλ0 is infinite. We have a contradiction, so there exists
λ ∈ P(V ) such that
(λ | α) 0 and Vλ+α = 0, for all α ∈ Qa,+. (3.1)
Claim. Vλ+α+m0δ0+δm = 0 for all m0 ∈ Z+, m ∈ Zν , α ∈ Δrea,+.
Suppose that it is false, then
(λ+ α +m0δ0 + δm | α + δm) = (λ | α)+ (α | α) > 0.
By Lemma 2.1, we obtain that Vλ+m0δ0 = 0, contradicting with (3.1).
Case 1. Vλ+α+δm = 0 for all α ∈ Δrea,+. If Vλ+δ0+δm = 0, then Vλ+m0δ0+δm = 0 for all m0 ∈ Z+,
m ∈ Zν . If Vλ+δ0+δm = 0, for some m ∈ Zν . Let μ = λ + δ0 + δm, then we have Vμ+mδ0+δn = 0
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and n ∈ Zν . Then
(
λ+ (1 +m0)δ0 + δm+n
∣∣ α + δ0)= λ(δ0 + α) = c0 + λ(α) > 0,
where α ∈ Δ˙1¯,+. Hence Vλ−α+m0δ0+δm+n = 0, contradicting with the assumption if m0 = 1 (or
contradicting with the claim if m0 > 1). Also from the claim, Vμ+α+δn = 0 for all α ∈ Δrea,+,
n ∈ Zν . Therefore we prove the theorem in this case.
Case 2. If Vλ+α+δm = 0, for some α ∈ Δrea,+, and some m ∈ Zν , then Vμ+β+δn = 0, for all β ∈
Δrea,+, and all n ∈ Zν , where μ = λ + α + δm ∈ P(V ). Otherwise, we assume that Vμ+β+δn = 0
for some β ∈ Δrea,+, and some n ∈ Zν .
If (α + β | β) > 0. Then
(μ+ β + δn | β + δm + δn) = (λ | β)+ (α + β | β) > 0.
Therefore by Lemma 2.1, Vλ+α = 0, contradicting with (3.1).
If (α + β | α) > 0. Similarly we can deduce that Vλ+β = 0, also contradicting with (3.1).
If (α + β | α + β) = 0. Then α + β = kδ0, k ∈ Z+. Since λ(k0) = c0 > 0, and (λ | α)  0,
(λ | β) 0, we have (λ | α) > 0 or (λ | β) > 0. Hence Vλ+β = 0 or Vλ+α = 0, also contradicting
with (3.1).
Up to now, we prove that there exists μ ∈ P(V ), such that Vμ+α+δm = 0, for all α ∈ Δa,+,
m ∈ Zν . The proof of (2) is similar. 
Now we consider the case of c0 = 0, c1 = 0, c2 = · · · = cν = 0. We need some new definitions:
B+ =
ν∑
p=0
t1C
[
t±r0 , t1, t
±1
2 , . . . , t
±1
ν
]
kp ⊕
ν∑
p=0
t1C
[
t±r0 , t1, t
±1
2 , . . . , t
±1
ν
]
dp,
B− =
ν∑
p=0
t−11 C
[
t±r0 , t
−1
1 , t
±1
2 , . . . , t
±1
ν
]
kp ⊕
ν∑
p=0
t−11 C
[
t±r0 , t
−1
1 , t
±1
2 , . . . , t
±1
ν
]
dp,
B0 =
ν∑
p=0
C
[
t±r0 , t
±1
2 , . . . , t
±1
ν
]
kp ⊕
ν∑
p=0
C
[
t±r0 , t
±1
2 , . . . , t
±1
ν
]
dp,
and
τ+ =
⊕
s¯∈Z/rZ
(
g˙s¯,+ ⊗ t s00 C
[
t±r0 , t
±1
2 , . . . , t
±1
ν
])
⊕
( ⊕
s¯∈Z/rZ
g˙s¯ ⊗ t s00 t1C
[
t±r0 , t1, t
±1
2 , . . . , t
±1
ν
])⊕B+,
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⊕
s¯∈Z/rZ
(
g˙s¯,− ⊗ t s00 C
[
t±r0 , t
±1
2 , . . . , t
±1
ν
])
⊕
( ⊕
s¯∈Z/rZ
g˙s¯ ⊗ t s00 t−11 C
[
t±r0 , t
−1
1 , t
±1
2 , . . . , t
±1
ν
])⊕B−,
τ0 =
⊕
s¯∈Z/rZ
h˙s¯ ⊗ Ct s00
[
t±r0 , t
±1
2 , t
±1
3 , . . . , t
±1
ν
]⊕B0,
where 0  s0  r − 1 and s0 = s¯. Let g0¯,a = g˙0¯ ⊗ C[t±11 ] ⊕ Ck1 ⊕ Cd1. Obviously, g0¯,a is
an untwisted affine Lie algebra, and h0¯,a = h˙0¯ ⊕ Ck1 ⊕ Cd1 is a Cartan subalgebra of g0¯,a .
Denote the sets of roots, positive roots and real positive roots of g0¯,a by Δ0¯,a,Δ
+
0¯,a and Δ
+,re
0¯,a ,
respectively. Let Q+0¯,a be the lattice of positive roots and Q
+,re
0¯,a = {
∑
kiβi | ki ∈ N, βi ∈ Δ+,re0¯,a }.
Set m′ = (m2,m3, . . . ,mν) ∈ Zν−1. We have the following result.
Theorem 3.2. Let V ∈ ϑf and ga = A(2)2l .
(1) If c1 > 0 and c0 = c2 = · · · = cν = 0, then there exists a non-zero element v ∈ V such that
τ+ · v = 0.
Let T = {v ∈ V | τ+ · v = 0}, then there exists Λ ∈ h∗¯0,a such that h · v = Λ(h)v, for all
h ∈ h0¯,a and v ∈ T . We call T the highest weight space of V .
(2) If c1 < 0 and c0 = c2 = · · · = cν = 0, then there exists a non-zero element v ∈ V such that
τ− · v = 0.
Let T = {v ∈ V | τ− · v = 0}, then there exists Λ ∈ h∗¯0,a such that h · v = Λ(h)v, for all
h ∈ h0¯,a and v ∈ T . We call T the lowest weight space of V .
Proof. For μ0 ∈ P(V ), μ0 = (μ0(d0),μ0(d2), . . . ,μ0(dν)), let
Vμ0 =
{
v ∈ V ∣∣ div = μ0(di)v, i = 0,2, . . . , ν}.
It is clear that Vμ0 is a g0¯,a-module with finite-dimensional weight spaces. Similar to the proof
of Lemma 3.1 and Theorem 3.1, we can prove that there exists λ ∈ P(Vμ0) such that
Vλ+α = 0 and (λ | α) 0, for all α ∈ Q+0¯,a. (3.2)
We want to prove that there exists μ ∈ P(V ) such that Vμ+α+mδ0+δm′ = 0 for all α ∈ Δ+0¯,a , m ∈ Z,
m′ ∈ Zν−1.
Case 1. We consider the case of r = 2 except for the case of ga = A(2)2l . If there exists α0 ∈ Δ+,re0¯,a ,
m0 ∈ Z, m′0 ∈ Zν−1 such that Vλ+α0+m0δ0+δm′0 = 0 and Vλ+α0+m0δ0+δm′0+α1+m1δ0+δm′1 = 0 for
some α1 ∈ Δ+,re, m1 ∈ Z, m′ ∈ Zν−1.0¯,a 1
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Subcase 1. (α0 + α1 | α1) > 0. Then
(λ+ α0 + α1 + 2kδ0 + δm′0+m′1 | α1 + 2kδ0 + δm′0+m′1) = (λ | α1)+ (α0 + α1 | α1) > 0.
Following from Lemma 2.1, we have that Vλ+α0 = 0, contradicting with (3.2).
Subcase 2. (α0 + α1 | α0) > 0. Similarly we can deduce that Vλ+α1 = 0, also a contradiction.
Subcase 3. (α0 + α1 | α0 + α1) = 0. Then α0 + α1 = lδ1 for some l ∈ Z+. Since (λ | δ1) =
c1 > 0 and (λ | α0) 0, (λ | α1) 0, we have (λ | α0) > 0, or (λ | α1) > 0. Hence Vλ+α1 = 0 or
Vλ+α0 = 0, contradicting with (3.2).
Therefore m0 +m1 = 2k0 + 1 ∈ 2Z + 1, i.e.,
Vλ+α0+α1+(2k0+1)δ0+δm′0+m′1
= 0.
Set
μ1 = λ+ α0 + α1 + (2k0 + 1)δ0 + δm′0+m′1 .
Then we have that Vμ1+α+(2k+1)δ0+δm′ = 0 for all α ∈ Δ+,re0¯,a , k ∈ Z, m′ ∈ Zν−1. Otherwise,(
μ1 + α + (2k + 1)δ0 + δm′
∣∣ α + (2k0 + 1 + 2k + 1)δ0 + δm′0+m′1+m′)> 0.
By (4) of Lemma 2.1, Vλ+α0+α1 = 0, contradicting with (3.2).
If Vμ1+α2+2m2δ0+δm′2
= 0 for some α2 ∈ Δ+,re0¯,a , m2 ∈ Z, m′2 ∈ Zν−1, it follows from the proof
of Lemma 3.1 and Theorem 3.1 that there exists β ∈ Q+0¯,a such that
Vμ1+α2+2m2δ0+δm′2+β
= 0
and
Vμ1+α2+2m2δ0+δm′2+β+α
= 0, for all α ∈ Q+0¯,a. (3.3)
Set
λ1 = μ1 + α2 + 2m2δ0 + δm′2 + β.
If there exist α3 ∈ Δ+,re0¯,a , m3 ∈ Z, m′3 ∈ Zν−1 such that Vλ1+α3+2m3δ0+δm′3 = 0, then
Vλ1+α3+2m3δ0+δm′3+α+2mδ0+δm′
= 0 for all α ∈ Δ+,re0¯,a , m ∈ Z, m′ ∈ Zν−1. Otherwise, we can
deduce that Vλ1+α3 = 0 or Vλ1+α = 0, a contradiction with (3.3). Set
μ2 = λ1 + α3 + 2m3δ0 + δm′ .3
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Vμ2+α+(2m+1)δ0+δm′ = 0, for all α ∈ Δ+,re0¯,a , m ∈ Z, m′ ∈ Zν−1.
Suppose it is false, i.e., Vμ2+α+(2m+1)δ0+δm′ = 0 for some α ∈ Δ+,re0¯,a , m ∈ Z, m′ ∈ Zν−1. If (α3 +
α | α) > 0 (the cases of (α3 + α | α3) > 0 and (α3 + α | α3 + α) are similar), then
(
μ2 + α + (2m+ 1)δ0 + δm′
∣∣ α + 2(k0 +m2 +m3 +m+ 1)δ0 + δm′0+m′1+m′2+m′3+m′)
= (λ1 | α)+ (α3 + α | α) > 0.
Hence Vλ+α0+α1+α2+β+α3 = 0, contradicting with (3.2).
Up to now we prove that for r = 2 and ga = A(2)2l , there exists μ ∈ P(V ) such that
Vμ+α+mδ0+δm′ = 0 for all α ∈ Δ+,re0¯,a , m ∈ Z, m′ ∈ Zν−1.
Case 2. Now we consider the case of r = 3. If there exists α0 ∈ Δ+,re0¯,a , m0 ∈ Z, m′0 ∈ Zν−1 such
that Vλ+α0+m0δ0+δm′0
= 0 and Vλ+α0+m0δ0+δm′0+α1+m1δ0+δm′1 = 0 for some α1 ∈ Δ
+,re
0¯,a , m1 ∈ Z,
m′1 ∈ Zν−1. Similar to the case of r = 2, we can assume that m0 +m1 ≡ 0 (mod 3). Suppose that
m0 +m1 = 3k0 + 1 for some k0 ∈ Z (the case of m0 +m1 = 3k + 2 is similar). Set
μ1 = λ+ α0 + α1 + (3k0 + 1)δ0 + δm′0+m′1 .
It is easy to see that Vμ1+α+(3k+2)δ0+δm′ = 0 for all α ∈ Δ+,re0¯,a , k ∈ Z, m′ ∈ Zν−1. If
Vμ1+α2+3m2δ0+δm′2
= 0 for some α2 ∈ Δ+,re0¯,a , m2 ∈ Z, m′2 ∈ Zν−1, then following from the proof
of Lemma 3.1 and Theorem 3.1, we know that there exists β0 ∈ Q+,re0¯,a , such that
Vμ1+α2+3m2δ0+δm′2+β0
= 0
and
Vμ1+α2+3m2δ0+δm′2+β0+α
= 0 for all α ∈ Q+,re0¯,a .
Set
λ1 = μ1 + α2 + 3m2δ0 + δm′2 + β0.
If there exist α3 ∈ Δ+,re0¯,a , m3 ∈ Z, m′3 ∈ Zν−1 such that Vλ1+α3+3m3δ0+δm′3 = 0, set μ2 = λ1 +
α3 + 3m3δ0 + δm′3 . Just as the case of r = 2, we can conclude that
Vμ2+α+3mδ0+δ ′ = 0 for all α ∈ Q+,re, m ∈ Z, m′ ∈ Zν−1. (3.4)m 0¯,a
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Vμ2+α+(3m+2)δ0+δm′ = 0, for all α ∈ Q+,re0¯,a , m ∈ Z, m′ ∈ Zν−1. (3.5)
In fact, if Vμ2+α+(3m+2)δ0+δm′ = 0 for some α ∈ Δ+,re0¯,a , m ∈ Z, m′ ∈ Zν−1. Suppose that
(α3 + α | α) > 0 (the other cases are similar). Then
(
μ2 + α + (3m+ 2)δ0 + δm′
∣∣ α + 3(k0 +m2 +m3 +m+ 1)δ0 + δm′0+m′1+m′2+m′3+m′)
= (λ1 | α)+ (α3 + α | α) > 0.
Hence Vλ+α0+α1+α2+β0+α3 = 0, a contradiction with (3.2).
If there exists α4 ∈ Δ+,re0¯,a , m4 ∈ Z, m′4 ∈ Zν−1 such that Vμ2+α4+(3m4+1)δ0+δm′4 = 0, then there
exists γ0 ∈ Q+,re0¯,a , such that
Vμ2+α4+(3m4+1)δ0+δm′4+γ0
= 0
and
Vμ2+α4+(3m4+1)δ0+δm′4+γ0+α
= 0 for all α ∈ Q+,re0¯,a . (3.6)
Set
λ2 = μ2 + α4 + (3m4 + 1)δ0 + δm′4 + γ0.
If Vλ2+α5+3m5δ0+δm′5
= 0 for some α5 ∈ Δ+,re0¯,a , m5 ∈ Z, m′5 ∈ Zν−1, set μ3 = λ2 + α5 + 3m5δ0 +
δm′5 . By (3.6), we have Vμ3+α+3mδ0+δm′ = 0, for all α ∈ Q
+,re
0,a , m ∈ Z, m′ ∈ Zν−1. Since
μ3 = μ2 + α4 + α5 + γ0 + (3m4 + 3m5 + 1)δ0 + δm′4+m′5,
it follows from (3.4) and (3.5) that
Vμ3+α+(3m+2)δ0+δm′ = 0
and
Vμ3+α+(3m+1)δ0+δm′ = 0,
for all α ∈ Δ+,re0¯,a , m ∈ Z, m′ ∈ Zν−1.
We have proved that there also exists μ ∈ P(V ) for r = 3 such that
Vμ+α+mδ0+δm′ = 0 for all α ∈ Δ+,re0¯,a , m ∈ Z, m′ ∈ Zν−1. (3.7)
Claim. Vμ+m0δ0+m1δ1+δ ′ = 0 for all m0 ∈ Z, m1  2, m′ ∈ Zν−1.m
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(μ+m0δ0 +m1δ1 + δm′ | α + δ1 + δm′) = (μ | α)+ c1 > 0
for some α ∈ Δ+0¯ . By (4) of Lemma 2.1,
Vμ−α+(m1−1)δ1+m0δ0 = 0,
contradicting with the previous conclusion since −α + (m1 − 1)δ1 ∈ Δ+0¯,a . If there exist m0 ∈ Z,
m′0 ∈ Zν−1 such that Vμ+m0δ0+δ1+δm′0 = 0, then it follows from the claim that
Vμ+m0δ0+δ1+δm′0+n0δ0+n1δ1+δn′
= 0,
for all n0 ∈ Z, n1 ∈ Z+, n′ ∈ Zν−1. By (3.5) and (3.7), we have that
Vμ+m0δ0+δ1+δm′0+α+mδ0+δm′
= 0,
for all α ∈ Δ+0¯,a , m ∈ Z, m′ ∈ Zν−1. We complete the proof of this theorem. 
4. The structure of T and τ -modules
Let V ∈ ϑf and T be the same as in Theorem 3.1 if c0 = 0, c1 = · · · = cν = 0. Similar to the
proof of [EJ, Theorem 3.2], we can deduce that T is an irreducible Zν -graded Aν ⊕ DerAν -
module with finite-dimensional weight spaces, which satisfies the irreducible Aν ⊕ DerAν -
module conditions discussed in [E2], where Aν = C[t±11 , t±12 , . . . , t±1ν ], DerAν is the derivation
algebra of Aν , and Aν ⊕ DerAν is the Lie algebra defined in [EJ]. So we have the following
theorem:
Theorem 4.1. (See [E2].) As Aν ⊕ DerAν -modules, T is isomorphic to Fα(ψ,b), for some
(α,ψ,b), where α = (α1, α2, . . . , αν) ∈ Cν , b ∈ C, Fα(ψ,b) = V (ψ,b) ⊗ Aν is an irreducible
Aν ⊕ DerAν -module such that V (ψ,b) is a n-dimensional irreducible glν(C)-module, and
ψ(I) = b IdV (ψ,b),
t rdp
(
w ⊗ tm)= (mp + αp)w ⊗ t r+m+α + ν∑
i=1
riψ(Eip)w ⊗ t r+m+α,
tm
(
w ⊗ tn)= w ⊗ tm+n,
where w ∈ V (ψ,b), m,n, r ∈ Zν , p = 1,2, . . . , ν. Therefore T is isomorphic to Fα(ψ,b), for
some (α,ψ,b), as DerAν -modules.
We will discuss the case of c0 = 0, c1 = 0, c2 = · · · = cν = 0 and r = 2 (the case of r = 3 is
similar). Let T be the same as in Theorem 3.2. It is easy to see that T is a τ0-module. Since V is
irreducible, we know that
V = U(τ−) · T or V = U(τ+) · T ,
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T =
⊕
(m0,m2,...,mν)∈Zν
T(m0,m2,...,mν),
where T(m0,m2,...,mν) = {v ∈ T | di(v) = (λ0(di) + mi)v, i = 0,2, . . . , ν} for a fixed λ0 ∈ P(V ).
Then T is Zν -graded. By Theorem 3.2 and the fact that V has finite-dimensional weight
spaces, T(m0,m2,...,mν) is finite-dimensional. We denote (m0,m2, . . . ,mν) ∈ 2Z × Zν−1 by m,
and tm00 t
m2
2 · · · tmνν by tm. Denote m + (n0,0, . . . ,0) by m + n0 for (n0,0, . . . ,0) ∈ Zν . Using
this notation, we can rewrite the decomposition of T as follows:
T = T0 ⊕ T1,
where T0 =⊕m∈2Z×Zν−1 Tm, T1 =⊕m∈2Z×Zν−1 Tm+1. Similar to the proof in [JM2], we can
deduce that
Lemma 4.1. For all m ∈ 2Z × Zν−1, v ∈ T \ {0}, we have
tmk1 · v = 0
and
dimT(0,0,...,0) = dimTm = l0,
dimT(1,0,...,0) = dimTm+1 = l1,
for some fixed positive integers l0, l1.
Let {v1, v2, . . . , vl0} be a basis of T(0,0,...,0) and {w1(1),w2(1), . . . ,wl1(1)} a basis of
T(1,0,...,0). For m ∈ 2Z × Zν−1, set
vi(m) = 1
c1
tmk1 · vi, i = 1,2, . . . , l0,
wj (m + 1) = 1
c1
tmk1 ·wj(1), j = 1,2, . . . , l1.
Then
{
v1(m), v2(m), . . . , vl0(m)
}
is a basis of Tm
and
{
w1(m + 1),w2(m + 1), . . . ,wl1(m + 1)
}
is a basis of Tm+1.
Similar to the proof of [EJ, Theorem 3.1], we have the following theorem.
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1
c1
tmk1
(
v1(n), v2(n), . . . , vl0(n)
)
= (v1(m + n), v2(m + n), . . . , vl0(m + n)); (4.1)
1
c1
tmk1
(
w1(n + 1),w2(n + 1), . . . ,wl1(n + 1)
)
= (w1(m + n + 1),w2(m + n + 1), . . . ,wl1(m + n + 1)); (4.2)
tmkp · T = 0, p = 0,2, . . . , ν; (4.3)(
h0 ⊗ tm
)(
v1(n), v2(n), . . . , vl0(n)
)
= Λ(h0)
(
v1(m + n), v2(m + n), . . . , vl0(m + n)
); (4.4)(
h0 ⊗ tm
)(
w1(n + 1),w2(n + 1), . . . ,wl1(n + 1)
)
= Λ(h0)
(
w1(m + n + 1),w2(m + n + 1), . . . ,wl1(m + n + 1)
); (4.5)
where Λ ∈ P(V ) is the same as that in Theorem 3.2.
We are now in a position to determine the action of h˙1¯ ⊗ Ct0[t±20 , t±12 , . . . , t±1ν ] on T .
Theorem 4.3. If (h ⊗ t0tm) · u = 0 for all h ∈ h˙1¯, m ∈ 2Z × Zν−1, and u ∈ T , then T0 = {0} or
T1 = {0}, and T is an irreducible B0-module.
Proof. The proof is obvious. 
In the following discussion, we always assume that there exist h0 ∈ h˙1¯, m0 ∈ 2Z × Zν−1,
u ∈ T , such that (h0 ⊗ t0tm0) · u = 0. Without loss of generality, we can assume that u ∈ T0. For
h1 ∈ h˙1¯, and m,n ∈ 2Z × Zν−1, set
(
h1 ⊗ t0tm
)(
v1(n), v2(n), . . . , vl0(n)
)
= (w1(m + n + 1),w2(m + n + 1), . . . ,wl1(m + n + 1))Ch1m+1,n,(
h1 ⊗ t0tm
)(
w1(n + 1),w2(n + 1), . . . ,wl1(n + 1)
)
= (v1(m + n + 2), v2(m + n + 2), . . . , vl0(m + n + 2))Dh1m+1,n+1,
where Ch1m+1,n ∈ Cl1×l0 and Dh1m+1,n+1 ∈ Cl0×l1 for all m,n ∈ 2Z × Zν−1. Denote
D
h1
m+1,n+r+1C
h2
n+1,r by A
h1,h2
m+1,n+1,r ∈ Cl0×l0 . Then
(
h1 ⊗ t0tm
)(
h2 ⊗ t0tn
)(
v1(r), v2(r), . . . , vl0(r)
)
= (v1(m + n + r + 2), v2(m + n + r + 2), . . . , vl0(m + n + r + 2))Ah1,h2m+1,n+1,r. (4.6)
Following from (2.2) and (4.1), we have that
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h1 ⊗ t0tm
)(
h2 ⊗ t0tn
)(
v1(r), v2(r), . . . , vl0(r)
)
= 1
c1
trk1
(
h1 ⊗ t0tm
)(
h2 ⊗ t0tn
)
(v1, v2, . . . , vl0)
= (v1(m + n + r + 2), v2(m + n + r + 2), . . . , vl0(m + n + r + 2))Ah1,h2m+1,n+1,0.
Therefore, Ah1,h2m+1,n+1,r = Ah1,h2m+1,n+1,0 for all m,n, r ∈ 2Z × Zν−1. We deduce that the action of
(h1 ⊗ t0tm)(h2 ⊗ t0tn) on (v1(r), v2(r), . . . , vl0(r)) has no relation with r. We denote Ah1,h2m+1,n+1,r
by Ah1,h2m+1,n+1. Similarly, we can denote C
h1
m+1,n+r+2D
h2
n+1,r+1 by B
h1,h2
m+1,n+1,r+1 = Bh1,h2m+1,n+1 ∈
C
l1×l1
.
Lemma 4.2. For h1, h2, h3, h4 ∈ h˙1¯ and m,n, r, s ∈ 2Z × Zν−1, we have
(i) Ah1,h2m+1,n+1 = Ah2,h1n+1,m+1,
(i)′ Bh1,h2m+1,n+1 = Bh2,h1n+1,m+1,
(ii) Ah1,h2m+1,n+1Ah3,h4r+1,s+1 = Ah3,h4r+1,s+1Ah1,h2m+1,n+1,
(ii)′ Bh1,h2m+1,n+1Bh3,h4r+1,s+1 = Bh3,h4r+1,s+1Bh1,h2m+1,n+1,
(iii) Ah1,h2m+1,n+1Ah3,h4r+1,s+1 = Ah1,h3m+1,r+1Ah2,h4n+1,s+1 = Ah1,h4m+1,s+1Ah2,h3n+1,r+1,
(iii)′ Bh1,h2m+1,n+1Bh3,h4r+1,s+1 = Bh1,h3m+1,r+1Bh2,h4n+1,s+1 = Bh1,h4m+1,s+1Bh2,h3n+1,r+1.
Lemma 4.3. For m,n ∈ 2Z × Zν−1, there exists ah1,h2m+1,n+1 ∈ C and a non-zero element v ∈ T0
such that
((
h1 ⊗ t0tm
)(
h2 ⊗ t0tn
)− ah1,h2m+1,n+1 1c1 tm+n+2k1
)
· v = 0.
Proof. Since
((
h1 ⊗ t0tm
)(
h2 ⊗ t0tn
)− λ 1
c1
tm+n+2k1
)
(v1, v2, . . . , vl0)
= (v1(m + n + 2), v2(m + n + 2), . . . , vl0(m + n + 2))(Ah1,h2m+1,n+1 − λI),
the lemma follows from the fact that Ah1,h2m+1,n+1 has eigenvalues in C. 
Lemma 4.4. For m,n ∈ 2Z × Zν−1, and λ ∈ C, if there exists 0 = v ∈ T0, such that
((
h1 ⊗ t0tm
)(
h2 ⊗ t0tn
)− λ 1
c1
tm+n+2k1
)
· v = 0.
Then ((h1 ⊗ t0tm)(h2 ⊗ t0tn)− λ 1 tm+n+2k1) is locally nilpotent on T .c1
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0 = v ∈ T0. Note that for any r ∈ 2Z × Zν−1, p ∈ {0,1, . . . , ν}, h0 ∈ h˙0¯, and h′ ∈ h˙1¯,[
θ, trkp
] · v = [θ, trd1] · v = [θ,h0 ⊗ tr] · v = [θ,h′ ⊗ t0tr] · v = 0
and for a ∈ {0,2, . . . , ν},
[[
trda, θ
]
, θ
] · v = 0.
Therefore,
θ2
(
trda
) · v = 0.
Furthermore, we can deduce that
θk+1
(
tr1di1 t
r2di2 · · · trk dik
) · v = 0,
for all k ∈ N, r1, r2, . . . , rk ∈ 2Z × Zν−1, i1, i2, . . . , ik ∈ {0,2, . . . , ν}. Since T is irreducible
and Ts is finite-dimensional, it follows that ((h1 ⊗ t0tm)(h2 ⊗ t0tn) − λ 1c1 tm+n+2k1) is locally
nilpotent on T . 
Lemma 4.5. Let m,n ∈ 2Z × Zν−1 and h1, h2 ∈ h˙1¯, then Ah1,h2m+1,n+1 does not have different
eigenvalues.
Proof. By (4.6), we have
((
h1 ⊗ t0tm
)(
h2 ⊗ t0tn
)− λ 1
c1
tm+n+2k1
)k
(v1, v2, . . . , vl0)
=
(
1
c1
tm+n+2k1
)k
(v1, v2, . . . , vl0)
(
A
h1,h2
m+1,n+1 − λI
)k
.
Therefore,
((
h1 ⊗ t0tm
)(
h2 ⊗ t0tn
)− λ 1
c1
tm+n+2k1
)k
(v1, v2, . . . , vl0) = 0
if and only if
(
A
h1,h2
m+1,n+1 − λI
)k = 0.
Hence the lemma follows from Lemmas 4.3 and 4.4. 
Denote by ah1,h2m+1,n+1 the eigenvalue of A
h1,h2
m+1,n+1. Let
N = {Ah1,h2 ∣∣ h1, h2 ∈ h˙1¯, m,n ∈ 2Z × Zν−1}.m+1,n+1
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all Nh1,h2m+1,n+1 = P−1Ah1,h2m+1,n+1P are upper triangular. Similar to (3.14)–(3.17) of [JM2], we can
assume that Ah1,h2m+1,n+1 are all upper triangular matrices. For convenience, we denote a
h,h
−1,1 by ah
for h ∈ h˙1¯.
Lemma 4.6. ah,hm+1,n+1 = ah for all m,n ∈ 2Z × Zν−1 and h ∈ h˙1¯.
Proof. By Lemmas 4.3 and 4.4, ((h⊗ t0tm)(h⊗ t0tn)− ah,hm+1,n+1 1c1 tm+n+2k1) is locally nilpo-
tent on T for all m,n ∈ 2Z × Zν−1. Therefore,((
h⊗ t0tm
)(
h⊗ t0tn
)− ah,hm+1,n+1 1c1 tm+n+2k1
)s
(v1, v2, . . . , vl0) = 0, (4.7)
for some s ∈ N. Then for a ∈ {0,2, . . . , p}, we have
(
t−m−n−2da
)s((
h⊗ t0tm
)(
h⊗ t0tn
)− ah,hm+1,n+1 1c1 tm+n+2k1
)s
(v1, v2, . . . , vl0) = 0.
By induction on k, we can deduce that
(
t−m−n−2da
)k((
h⊗ t0tm
)(
h⊗ t0tn
)− ah,hm+1,n+1 1c1 tm+n+2k1
)k
(v1, v2, . . . , vl0)
= λk
(
(ma + δa0)
(
h⊗ t−10 t−n
)(
h⊗ t0tn
)+ (na + δa0)(h⊗ t−10 t−m)(h⊗ t0tm)
− ah,hm+1,n+1
1
c1
(ma + na + 2δa0)k1
)k
(v1, v2, . . . , vl0)+
((
h⊗ t0tm
)(
h⊗ t0tn
)
− ah,hm+1,n+1
1
c1
tm+n+2k1
)
· σk(v1, v2, . . . , vl0),
where λk ∈ N, σk ∈ Hom(T0, T−m−n−2). Then by (4.7) we have((
h⊗ t0tm
)(
h⊗ t0tn
)− ah,hm+1,n+1 1c1 tm+n+2k1
)
· σs(v1, v2, . . . , vl0)
= −λs
(
(ma + δa0)
(
h⊗ t−10 t−n
)(
h⊗ t0tn
)+ (na + δa0)(h⊗ t−10 t−m)(h⊗ t0tm)
− ah,hm+1,n+1
1
c1
(ma + na + 2δa0)k1
)s
(v1, v2, . . . , vl0). (4.8)
Assume that σs(v1, v2, . . . , vl0) = (v1(−m − n − 2), v2(−m − n − 2), . . . , vl0(−m − n − 2))Ms .
Then following from (4.8), we can obtain that
(
A
h,h
m+1,n+1 − ah,hm+1,n+1I
)
Ms
= −λs
(
(ma + δa0)Ah,h + (na + δa0)Ah,h − (ma + na + 2δa0)ah,h I
)s
.−n−1,n+1 −m−1,m+1 m+1,n+1
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are upper triangular, we have
(ma + δa0)ah,h−n−1,n+1 + (na + δa0)ah,h−m−1,m+1 − (ma + na + 2δa0)ah,hm+1,n+1 = 0, (4.9)
for all m,n ∈ 2Z × Zν−1, a ∈ {0,2, . . . , l0}. Let m = n = 0, a = 0, then
2ah,h−1,1 − 2ah,h1,1 = 0, i.e., ah,h1,1 = ah,h−1,1 = ah.
Let m = n = 0, and let a = 0, then we have
(m0 + 1)ah,h−m−1,m+1 + (m0 + 1)ah,h−m−1,m+1 − (2m0 + 2)ah,hm+1,m+1 = 0,
therefore,
a
h,h
−m−1,m+1 = ah,hm+1,m+1. (4.10)
Let n = 0, and ma = 0 for some a ∈ {2, . . . , l0}, then
maa
h,h
−1,1 −maah,hm+1,1 = 0, i.e., ah,hm+1,1 = ah,h−1,1 = ah. (4.11)
If n = 0, and m = (l,0, . . . ,0) for some l ∈ 2Z \ {0}, then let a = 0, and we have that
(l + 1)ah,h−1,1 + ah,h−l−1,l+1 − (l + 2)ah,hl+1,1 = 0.
Therefore by (4.10),
a
h,h
l+1,l+1 − (l + 2)ah,hl+1,1 + (l + 1)ah = 0. (4.12)
By Lemma 4.2(iii), we know that (let h1 = h2 = h3 = h4 = h)
a
h,h
m+1,n+1a
h,h
r+1,s+1 = ah,hm+1,r+1ah,hn+1,s+1 = ah,hm+1,s+1ah,hn+1,r+1. (4.13)
In this equation, let r = s = 0, m = n = (l,0, . . . ,0), we can obtain that
a
h,h
l+1,l+1a
h,h
1,1 = ah,hl+1,1ah,hl+1,1, (4.14)
i.e.,
aha
h,h
l+1,l+1 =
(
a
h,h
l+1,1
)2
.
Case 1. ah = 0. Then (4.12) can be rewritten as follows:
(
a
h,h
l+1,1
)2 − (l + 2)ahah,hl+1,1 + (l + 1)a2h = 0.
Therefore
a
h,h = ah or ah,h = (l + 1)ah, (4.15)l+1,1 l+1,1
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a
h,h
l+1,l+1ah = ah,hl+1,1ah,hl+1,1 = (l + 1)2a2h.
Moreover by (4.10) and (4.13), we have
a
h,h
l+1,l+1ah = ah,h−l−1,l+1ah = ah,h−l−1,1ah,hl+1,1 = (l + 1)ahah,h−l−1,1.
Therefore
a
h,h
−l−1,1 = (l + 1)ah,
contradicting with (4.15). Therefore ah,hl+1,1 = ah. So we have that ah,hm+1,1 = ah for all m ∈ 2Z ×
Z
ν−1
. Let r = s = 0 in (4.13), we obtain that
a
h,h
m+1,n+1a
h,h
1,1 = ah,hm+1,1ah,hn+1,1,
i.e.,
a
h,h
m+1,n+1 = ah,
for all m,n ∈ 2Z × Zν−1.
Case 2. ah = 0. By (4.11) and (4.14),
a
h,h
m+1,1 = 0,
for all m ∈ 2Z × Zν−1. Therefore, following from (4.9) and (4.10) (set n = 0, a = 0), we have
that
a
h,h
m+1,m+1 = 0,
for all m ∈ 2Z × Zν−1. By (4.11) and (4.13), let r = m, s = n,
a
h,h
m+1,n+1a
h,h
m+1,n+1 = ah,hm+1,m+1ah,hn+1,n+1 = 0,
therefore
a
h,h
m+1,n+1 = 0,
for all m,n ∈ 2Z × Zν−1. 
Theorem 4.4. (h⊗ t0tm)(h ⊗ t0tn) · v = ahc1 tm+n+2k1 · v, for all h ∈ h˙1¯, and m,n ∈ 2Z × Zν−1,
v ∈ T0. Therefore, Ah,h = ahI .m+1,n+1
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(
h⊗ t0tm
)(
h⊗ t0tn
) · v1 = ahv1(m + n + 2),
and Ah,hm+1,n+1 − ahI (m,n ∈ 2Z × Zν−1) are all strictly upper triangular matrices. Therefore
((
h⊗ t0tm
)(
h⊗ t0tn
)− ah
c1
tm+n+2k1
)
Tr
⊆ L(v1(m + n + 2), v2(m + n + 2), . . . , vl0−1(m + n + 2)), (4.16)
where L(v1(m+n+2), v2(m+n+2), . . . , vl0−1(m+n+2)) is the proper subspace of Tm+n+2
which is spanned by {v1(m + n + 2), v2(m + n + 2), . . . , vl0−1(m + n + 2)}. Let
T ′ =
∑
m,n∈2Z×Zν−1
((
h⊗ t0tm
)(
h⊗ t0tn
)− ah
c1
tm+n+2k1
)
· T ,
it is easy to see that T ′ is a submodule of T as τ0-module. By (4.16), T ′ is a proper submodule,
then T ′ = {0} since T is irreducible, we have proved the theorem. 
Lemma 4.7. Ah1,h2m+1,n+1 = ah1,h2I for all h1, h2 ∈ h˙1¯, and m,n ∈ 2Z×Zν−1, where ah1,h2 ∈ C is
a constant which has some relation with h1, h2.
Proof. By Theorem 4.3 and Lemma 4.2(iii) (let r = m, s = n, h3 = h1, h4 = h2), we have that
(
A
h1,h2
m+1,n+1
)2 = Ah1,h1m+1,m+1Ah2,h2n+1,n+1 = ah1ah2I.
Case 1. ah1 = 0 and ah2 = 0. Since Ah1,h2m+1,n+1 is an upper triangular matrix and does not have
different eigenvalues, we deduce that Ah1,h2m+1,n+1 equals to ah1,h2I for some constant ah1,h2 ∈ C.
Case 2. ah1 = 0 or ah2 = 0. Then Ah1,h2m+1,n+1 are nilpotent matrices for all m,n ∈ 2Z × Zν−1.
Recall that
N = {Ah,h′m+1,n+1 ∣∣ h,h′ ∈ h˙1¯, m,n ∈ 2Z × Zν−1}
is an abelian Lie subalgebra of gll0(C), hence there exists a non-zero element w of T0 such that(
h1 ⊗ t0tm
)(
h2 ⊗ t0tn
) ·w = 0,
for all h1, h2 ∈ h˙1¯, m,n ∈ 2Z × Zν−1. Set
T ′ = {v ∈ V ∣∣ (h1 ⊗ t0tm)(h2 ⊗ t0tn) · v = 0, ∀h1, h2 ∈ h˙1¯, m,n ∈ 2Z × Zν−1}.
Then T ′ is a non-zero τ0-submodule of T . So T ′ = T since T is an irreducible τ0-module. This
means that Ah,h
′ = 0, for all h,h′ ∈ h˙1¯, m,n ∈ 2Z × Zν−1. m+1,n+1
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Lemma 4.8. Bh1,h2m+1,n+1 = bh1,h2I for all h1, h2 ∈ h˙1¯, and m,n ∈ 2Z×Zν−1, where bh1,h2 ∈ C is
a constant which has some relation with h1, h2.
Theorem 4.5. T0 and T1 are irreducible B0-submodules of T .
Proof. Suppose T ′0 is a proper B0-submodule of T0. We want to prove that U(τ0) · T ′0 is a proper
τ0-submodule of T . In fact,
τ0 =
(
h˙0¯ ⊗ C
[
t±20 , t
±1
2 , . . . , t
±1
ν
])⊕ (h˙1¯ ⊗ Ct0[t±20 , t±12 , . . . , t±1ν ])⊕B0.
Let v ∈ T ′0. Following from (4.1), (4.3) and (4.4) and the assumption that T ′0 is a proper B0-
submodule of T0, we have
tmkp · v,
(
h0 ⊗ tn
) · v, trdp · v ∈ T ′0,
for all m,n, r ∈ 2Z × Zν−1, h0 ∈ h˙0¯ and p ∈ {0,1, . . . , ν}. For h1, h2 ∈ h˙1¯ and m,n, r ∈ 2Z ×
Z
ν−1
, (h1 ⊗ t0tm) · v ∈ T1. By Lemmas 4.7 and 4.8,
(
h2 ⊗ t0tn
)(
h1 ⊗ t0tm
) · v ∈ T ′0.
Since U(τ0) = U(B0)U(h˙0¯ ⊗C[t±20 , t±12 , . . . , t±1ν ])U(h˙1¯ ⊗Ct0[t±20 , t±12 , . . . , t±1ν ]), we have that
U(τ0) · T ′0 = T ′0 ⊕ T ′1, where T ′1 ⊆ T1, is a proper τ0-submodule of T . Therefore T ′0 = 0 since T
is irreducible. 
Theorem 4.6. ah1,h2 = bh1,h2 and l0 = l1 for h1, h2 ∈ h˙1¯, and ah = bh = 0 for some h ∈ h˙1¯.
Proof. For all h1, h2, h′ ∈ h˙1¯, m,n, r ∈ 2Z × Zν−1, and v ∈ T0, since c0 = c2 = · · · = cν = 0,
we have
(
h1 ⊗ t0tm
)(
h2 ⊗ t0tn
)(
h′ ⊗ t0tr
) · v = (h′ ⊗ t0tr)(h1 ⊗ t0tm)(h2 ⊗ t0tn) · v.
Therefore,
(
h1 ⊗ t0tm
)(
h2 ⊗ t0tn
)(
h′ ⊗ t0tr
) · v = bh1,h2((h′ ⊗ t0tr) · v)(m + n + 2)
and
(
h′ ⊗ t0tr
)(
h1 ⊗ t0tm
)(
h2 ⊗ t0tn
) · v = ah1,h2(h′ ⊗ t0tr) · (v(m + n + 2)).
Since (h′ ⊗ t0tr) · (v(m + n + 2)) = (h′ ⊗ t0tr) · ( 1c1 tm+n+2k1)v = ((h′ ⊗ t0tr) · v)(m + n + 2),
we prove that ah1,h2 = bh1,h2 , for all h1, h2 ∈ h˙1¯.
Claim. ah = bh = 0 for some h ∈ h˙1¯.
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h ∈ h˙1¯, m ∈ 2Z × Zν−1, and v ∈ T0. Set
C = spanC
{(
h⊗ t0tn
) · v ∣∣ v ∈ T0, h ∈ h˙1¯, n ∈ 2Z × Zν−1}.
Since 0 = C ⊆ T1 and (h′ ⊗ t0tr) · C = 0 for all h′ ∈ h˙1¯, r ∈ 2Z × Zν−1, it is easy to prove
that C is a non-zero proper submodule of T , contradicting with the fact that T is an irreducible
τ0-module. Therefore the claim holds.
Note that
tr
(
A
h,h
m+1,n+1
)= tr(Bh,hn+1,m+1),
then
l0ah = l1bh.
We have l0 = l1. 
Since τ+ (if c0 > 0, c1 = · · · = cν = 0 or c1 > 0, c0 = c2 = · · · = cν = 0) or τ− (if c0 < 0,
c1 = · · · = cν = 0 or c1 < 0, c0 = c2 = · · · = cν = 0) acts on T by zero, then we have the induced
module for τ :
M = Indττ++τ0(T ) or M = Indττ−+τ0(T ).
Theorem 4.7. Let M be the above module.
(1) There is a maximal one among the submodules of M intersecting T trivially. We denote the
maximal submodule by M rad.
(2) V ∼= M/M rad.
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