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SUMMARY
Sparse coding is an influential unsupervised learning approach proposed as a the-
oretical model of the encoding process in the primary visual cortex (V1). While sparse
coding has been successful in explaining classical receptive field properties of simple cells,
it was unclear whether it can account for more complex response properties in a variety of
cell types. In this dissertation, we demonstrate that sparse coding and its variants are con-
sistent with key aspects of neural response in V1, including many contextual and nonlinear
effects, a number of inhibitory interneuron properties, as well as the variance and correla-
tion distributions in the population response. The results suggest that important response
properties in V1 can be interpreted as emergent effects of a neural population efficiently
representing the statistical structures of natural scenes under resource constraints. Based
on the models, we make predictions of the circuit structure and response properties in V1




We are still far from understanding visual processing in the primary visual cortex (V1) in
behaviorally relevant settings [17]. While the classical feedforward receptive field frame-
work pioneered by Hubel and Wiesel [18] describes how V1 neurons selectively respond to
artificial visual stimuli, it does not answer in what way this response is relevant to percep-
tion in a naturalistic environment. In contrast to this descriptive approach, sparse coding
theory offers a normative alternative and asks the following question: assuming that the vi-
sual system is evolved/adapted to represent natural stimuli efficiently and faithfully (so that
the stimuli can be reconstructed/decoded accurately), what neural representation do we ex-
pect? Remarkably, with unsupervised learning from natural images, the model self-adapts
to the low-dimensional structures in images and forms filters that resemble the classical re-
ceptive fields in simple cells described by Hubel and Wiesel [12,14], suggesting that sparse
coding may indeed be a strategy employed by V1. While highly influential in the past two
decades, sparse coding as a model for V1 has been largely restricted to one type of response
property for one cell type. In this dissertation we examine whether sparse coding can go
beyond the classical receptive field properties in simple cells by testing if its prediction
is consistent with other aspects of visual encoding. In particular we try to answer three
questions:
1. Can sparse coding account for important response nonlinearities and contextual ef-
fects in V1 simple cells?
2. Can biologically plausible inhibitory interneuron population be incorporated into a
neural network implementation of sparse coding?
3. Can sparse coding account for population statistics of neural response to dynamic
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natural scenes?
Answers to these questions have important biological implications. Indeed, these ques-
tions all concern essential yet not well-understood aspects of visual encoding in V1. First
of all, despite being well-documented since Hubel and Wiesel’s original study [19], contex-
tual effect’s role in visual coding remains unclear. Secondly, while inhibitory interneurons
are increasingly identified as a dominant force in shaping cortical activities [20], how they
interact with the excitatory population to encode the stimulus is an ongoing active area
of research. Finally, with the advent of large scale multi-electrode recordings, there is a
mismatch between the amount of population recording data generated and how little we
understand the population activities. Importantly, we currently lack insights into how dis-
tributions of the population response reflect the underlying encoding process [21].
From a modeling perspective, the present work represents a step towards developing
biologically verifiable coding models. Efficient coding hypothesis exemplified by sparse
coding has been proposed as a principle for understanding sensory system and its rela-
tion with the environment. While greatly influential, this hypothesis suffers a lack of clear
biological definition of model output and a consequent difficulty with experimental val-
idation [22]. In this work, we construct biologically plausible network implementations
of sparse coding based on a dynamical system model [23]. This not only makes model
outputs directly comparable with biological observations, but also generates predictions on
biological network structures and properties that can be tested in future experiments.
While motivated by reproducing biology, models developed in this dissertation in sev-
eral cases demonstrate computational advantages over the original sparse coding. A case
in point: in Chap. 4, introducing an alternative constraint that encourages more biologi-
cally realistic response distribution in sparse coding also produces a “better” code in terms
of sparsity and reconstruction error. These computationally more favorable models may
find further applications in signal processing and computer vision where sparse coding has
proven useful.
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Taken together, characterizing and modeling different aspects of visual processing in
V1 under a unifying computational framework represents a step towards a principled under-
standing of population encoding. The success of this approach implies that many disparate
response properties in V1 are emergent characteristics of a neural population adapted to
represent natural stimuli efficiently.
The dissertation is organized as follows. In Chap. 2, we investigate the first question
regarding contextual and nonlinear effects. Simple cells in V1 demonstrate many response
properties that are either nonlinear or involve response modulations (i.e., stimuli that do not
cause a response in isolation alter the cell’s response to other stimuli). These non-classical
receptive field (nCRF) effects are generally modeled individually and their collective role
in biological vision is not well understood. In this chapter, we perform extensive simulated
physiology experiments to show that many nCRF response properties are simply emergent
effects of a dynamical system implementing the sparse coding model. These results suggest
that rather than representing disparate information processing operations themselves, these
nCRF effects could be consequences of an optimal sensory coding strategy that attempts to
represent each stimulus most efficiently. This interpretation provides a potentially unifying
high-level functional interpretation to many response properties that have generally been
viewed through distinct models.
In Chap. 3, we study the second question about inhibitory interneurons. Cortical func-
tion is a result of coordinated interactions between excitatory and inhibitory neural pop-
ulations. In previous theoretical models of sensory systems, inhibitory neurons are often
ignored or modeled too simplistically to contribute to understanding their role in cortical
computation. In biophysical reality, inhibition is implemented with interneurons that have
different characteristics from the population of excitatory cells. In this chapter, we propose
a computational approach for including inhibition in theoretical models of neural coding in
a way that respects several of these important characteristics, such as the relative number
of inhibitory cells and the diversity of their response properties. The main idea is that the
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significant structure of the sensory world is reflected in very structured models of sensory
coding, which can then be exploited in the implementation of the model using modern
computational techniques. We demonstrate this approach on sparse coding that has been
successful at modeling other aspects of sensory cortex.
In Chap. 4, we examine the third question concerning the population statistics of re-
sponse to natural scenes. Natural vision is a result of coordinated activity of populations
of neurons. To understand this population activity, we characterize the statistical distribu-
tion of the population response in multi-electrode recordings of animals viewing natural
movies. We then compare the sparse coding model predicted response distribution with
the measured distribution. Interestingly, while capturing the overall spike rate distribution,
sparse coding does not predict the prevalence of silent neurons and clustered correlation in
the data. To address this model inadequacy, we incorporate additional constraints into the
model, which gives rise to model distribution much closer to the biological distribution. In




VISUAL NONCLASSICAL RECEPTIVE FIELD EFFECTS
EMERGE FROM SPARSE CODING IN A DYNAMICAL SYSTEM1
Extensive electrophysiology studies have shown that many V1 simple cells have nonlin-
ear response properties to stimuli within their classical receptive field (CRF) and receive
contextual influence from stimuli outside the CRF modulating the cell’s response. Mod-
els seeking to explain these non-classical receptive field (nCRF) effects in terms of circuit
mechanisms, input-output descriptions, or individual visual tasks provide limited insight
into the functional significance of these response properties because they do not connect
the full range of nCRF effects to optimal sensory coding strategies. The (population) sparse
coding hypothesis conjectures an optimal sensory coding approach where a neural popu-
lation uses as few active units as possible to represent a stimulus. We demonstrate that
a wide variety of nCRF effects are emergent properties of a single sparse coding model
implemented in a neurally plausible network structure (requiring no parameter tuning to
produce different effects). Specifically, we replicate a wide variety of nCRF electrophys-
iology experiments (e.g., end-stopping, surround suppression, contrast invariance of ori-
entation tuning, cross-orientation suppression, etc.) on a dynamical system implementing
sparse coding, showing that this model produces individual units that reproduce the canon-
ical nCRF effects. Furthermore, when the population diversity of an nCRF effect has also
been reported in the literature, we show that this model produces many of the same popu-
lation characteristics. These results show that the sparse coding hypothesis, when coupled
with a biophysically plausible implementation, can provide a unified high-level functional
interpretation to many response properties that have generally been viewed through distinct
mechanistic or phenomenological models.
1Results presented here were previously published in [24]
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2.1 Introduction
As we seek to understand how sensory nervous systems process information about their
environment, one of the most common quantitative descriptors of neural coding has been
the notion of a classical receptive field (CRF) [25]. In general, the CRF is a measurement
of the portion of the stimulus space that causes a change in a neuron’s response when a
stimulus is presented (or removed). For example, beginning with the pioneering work of
Hubel and Wiesel [26], simple cells in the primary visual cortex (V1) have been character-
ized as feature detectors with CRFs that are selective for location, orientation and spatial
frequency.
Unfortunately, a simple linear-nonlinear model based on the measured CRF (e.g., linear
filtering with the CRF followed by nonlinear thresholding or saturation) is insufficient to
explain many response properties of V1 cells. For example, extensive electrophysiology
studies have shown that many V1 simple cells also receive contextual influence where
stimuli not part of the CRF can modulate the cell’s response to CRF stimuli (reviewed
in [27]). Furthermore, when driven by rich stimuli within the CRF, simple cells exhibit
complex nonlinear response properties that cannot be captured by thresholding or saturation
alone [28]. We use the term non-classical receptive field (nCRF) effects to collectively refer
to these contextual modulations and nonlinear response properties.
Understanding nCRF effects is likely critical for understanding the coding of natural
stimuli because they arise under stimulus conditions that are more complex and ecolog-
ically relevant than the stimuli often used in CRF mapping experiments (e.g., sinusoidal
gratings, white noise, sparse dots). Indeed, recent electrophysiology experiments with nat-
ural video stimuli have shown contextual influence in V1 responses [29–32]. Furthermore,
observed V1 nCRF effects have been related to perceptual contextual effects such as con-
tour integration [33].
Given the wide range of different nCRF effects reported in the literature, it is still un-
clear how these effects are related or what collective role they play in sensory coding.
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Many individual nCRF effects have been successfully described in terms of potential un-
derlying circuit mechanisms (i.e., mechanistic models, reviewed in [34]) or compact stim-
ulus/response descriptions (i.e., phenomenological models, reviewed in [27]). While valu-
able, these approaches do not fully address the functional significance of nCRF effects or
illuminate their role in sensory information processing. In another direction, individual
nCRF effects have also been connected to potential benefits in specific tasks (e.g., curva-
ture detection [35], contour integration as reviewed in [36], figure-ground segregation as
reviewed in [37]). While these approaches are also valuable, these types of models have
limited explanatory power because they only address narrow subsets of biological vision
(i.e., individual tasks) and they do not show that the processing strategies represented by
nCRF effects are optimal for the given tasks. In short, models constructed for individual
effects do not connect this broad range of response properties to the optimal sensory cod-
ing strategies that can provide a parsimonious description in terms of fundamental system
goals.
One central goal of theoretical and computational biology is to provide functional in-
sight into biological phenomenon by using high-level models (often abstracting away spe-
cific experimental detail) to generalize and explain disparate observations. Regarding CRF
properties in biological vision, one model that has had success in this regard is the sparse
coding hypothesis. Sparse coding conjectures an optimal coding goal where a population
of cells encodes a stimulus at a given time using as few active units as possible. Specif-
ically, the model of interest optimizes population sparsity, which is distinct from lifetime
sparsity (a single cell being active a small fraction of the time). In seminal results, the
high-level sparse coding model (combined with unsupervised learning using the statistics
of natural images) has been shown to be sufficient to explain the emergence of V1 CRF
shapes both qualitatively [12] and quantitatively [38]. In addition to this success providing
functional insight into CRF properties, distributed sparse neural codes have many potential
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benefits (e.g., explicit information representation and easy decodability at higher process-
ing stages [39], metabolic efficiency [40], increased capacity of associative and sequence
memory models [41, 42]) and are consistent with many recent electrophysiology experi-
ments [43].
Despite the success accounting for the emergence of CRF properties, there has been
little work showing that sparse coding can account for response properties observed in V1
cells. There have been several recent experimental results showing that stimuli in the CRF
surround can cause individual cell responses with higher lifetime sparsity than expected
(e.g. [29,30,32], reviewed in [44]). While this experimental observation provides encourag-
ing support for the sparse coding hypothesis, it does not imply that a sensory coding model
optimizing sparsity is sufficient to account for V1 response properties (including nCRF
effects). Sparse coding is one interpretation of the efficient coding hypothesis [22] (con-
jecturing that neural coding should successively remove stimulus redundancy), and other
models related to efficient coding have shown individual model cells that produce some
nCRF effects (reviewed in detail in the Discussion section). However, few of these models
have shown the broad spectrum of observed nCRF effects in single cells, and none have yet
demonstrated the diversity of population response properties reported in the literature for a
single effect. Taken together, the evidence of sparsity in experimental observations and the
prior success of other related models gives motivation for investigating the potential role of
sparse coding in producing nonclassical response properties.
In this chapter we demonstrate that a wide variety of nCRF effects are emergent prop-
erties of a sparse coding model implemented in a neurally plausible network structure.
Specifically, we use the experimental paradigms described in the literature for a wide va-
riety of nCRF effects (e.g., end-stopping, surround suppression, contrast invariance of ori-
entation tuning, cross-orientation suppression, etc.) to replicate these electrophysiology
experiments on a dynamical system implementing optimal sparse coding. In the first con-
tribution of this chapter, we show that this model produces individual units that reproduce
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a wide variety of canonical nCRF effects. While another recent model [45] has also shown
nearly all of these effects in a unified model along with some increased sparsity of the re-
sponses, the present work is the first to show that these effects can arise in a model that has
only sparsity as the coding objective. In the second contribution of this chapter, when the
population diversity of an nCRF effect has been reported in the literature (either through
population statistics or multiple individual cells with varying response properties), we also
show that this simulated population demonstrates much of the same population heterogene-
ity reported in the literature. Notably, the results we report are produced with a single set
of model parameters (i.e., parameters are not tuned to produce each different effect), de-
spite the system only being designed to optimize sparsity and not constructed to produce
nCRF effects. These results show that the sparse coding hypothesis, when coupled with a
biophysically plausible implementation, can provide a unified high-level functional inter-
pretation to many population response properties that have generally been viewed through
distinct models.
2.2 Results
2.2.1 Sparse coding and dynamical systems
The sparse coding model proposes that V1 encodes an image patch I(x, y) with N pixels as





where the coefficients {ai} represent the population activity (e.g., average firing rates) [12].
In this model, a neural population encoding the image I(x, y) would calculate activity levels
{ai} that minimize an energy function that is a weighted combination of a data fidelity term
(e.g., mean-squared error) and a sparsity penalty (e.g., the coefficient magnitudes),∑
x,y
I(x, y) − M∑
i=1
aiφi(x, y)
2 + λ M∑
i=1
|ai|. (2)
Here λ is a system parameter that controls the trade-off between the fidelity of the repre-
sentation and the sparsity of the coefficients.
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The sparse coding model is a functional model that can be implemented through many
different mechanisms, including using generic convex optimization algorithms designed
for digital computers. In this study we use a dynamical system proposed in [23] that em-
ploys neurally plausible computational primitives. Specifically, we implemented the sparse










where um is an internal state variable for each node (e.g., membrane potential), τ is the sys-
tem time constant, and 〈·, ·〉 is an inner product over the spatial dimensions. In the system
dynamics, 〈φm, I(t)〉 captures the feedforward filtering while 〈φi, φm〉ai(t) captures the recur-
rent interactions that implement competition between cells to represent the stimulus. Note
that the recurrent interaction between those cells is inhibitory if 〈φi, φm〉 > 0 and excitatory
if 〈φi, φm〉 < 0 (since ai(t) > 0 in our model). Tλ(·) is the soft thresholding function:
Tλ(um) =

um − λ um > λ
0 |um| ≤ λ
um + λ um < −λ
. (4)
The input stimulus can be changed dynamically (e.g., a drifting sinusoidal grating), in
which case the time-varying coefficients {ai(t)} will track approximate solutions, with the
solution accuracy determined by the time scale of the input changes relative to the system
dynamics. We note that recent theoretical work has demonstrated several network archi-
tectures that can efficiently implement other versions of sparse coding with various degrees
of biological plausibility [38, 46, 47]. The network architecture being used in this study
provably solves the optimization in Eq. (2) with strong convergence guarantees [48], can
implement many variations of the sparse coding hypothesis (i.e., different sparsity-inducing
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Figure 1: Subpopulation of dictionary elements (“CRFs”) studied. The 72 dictionary el-
ements that were recorded from in the model simulation. Dictionary elements were op-
timized for sparse coding under natural scenes (as described in the text) and selected for
well-localized CRFs in the image patch. The units whose single cell activities are presented
in later figures are indicated by red rectangles.
In our implementation, a dictionary {φi(x, y)} optimized for sparse coding with natural
scenes was determined via unsupervised learning under sparsity constraints using whitened
natural scenes as the training set (whitening is a first-order approximation of retinal pro-
cessing). The learned dictionary was overcomplete with M = 1024 effective dictionary
elements for the 16 × 16 pixel image patches used as stimuli. The training set, whitening
and learning rule were all exactly as in [12], while the sparse codes during training (i.e.,
solutions to (2)) were calculated using a standard software package [51] (for computational
efficiency) with λ = 0.6. We interpret these dictionary elements as the classical spatial re-
ceptive fields (CRFs) of the simulated neurons. This interpretation is supported by our own
simulated receptive field mapping experiment (results not shown) using sparse dot stim-
uli, similar to previous studies (e.g., see Fig.4b in [12]). The results demonstrated in this
study are based on the responses of 72 units in this dictionary that had CRFs well-localized
within the available image patch (shown in Fig. 1).
The system parameters described above (i.e., membrane time constant, sparsity level
λ) are kept the same for every simulation in this chapter (details given in Materials and
Methods). In other words, no attempt was made to tailor the system to reproduce each
effect individually (some interesting exceptions where parameter changes correspond to
apparently conflicting results in the literature are shown in Sect. 6.1). We interpret the
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sparse coefficients am in Eq. (2) as the trial-averaged instantaneous spike rate of neurons
in the model population. To do this, we also impose a positivity constraint am ≥ 0 and
extend the dictionary matrix by including both the original dictionary elements and the
negative of the dictionary elements (i.e., doubling the size of the matrix to use the same
effective dictionary as if there were both positive and negative coefficients). This mirrored
receptive field structure is reminiscent of the push-pull feedforward input structure in the
visual simple cells [52].
In the following sections, we highlight several common nCRF effects from the literature
and illustrate that this sparse coding model can largely reproduce both reported individual
response properties and much of the reported response diversity across V1 neurons. For
each nCRF effect the simulation was constructed to match as closely as possible the ex-
perimental protocol described in the experimental procedures section of the corresponding
electrophysiology paper, including stimulus construction parameters and data analysis (de-
tails given in Materials and Methods). We classify the studied nCRF effects into three
groups: suppressive effects that are evoked by the presence of stimuli outside the classi-
cal receptive field (CRF surround effects), effects where the response modulation depends
on the orientation of the stimulus in the surround (CRF surround orientation effects) and
effects that reflect the nonlinearity of the CRF center (nonlinear CRF effects).
2.2.2 CRF surround effects
Stimuli in the region surrounding the CRF can have a modulatory effect on a neuron’s re-
sponse despite not inducing significant response in isolation (by definition of the CRF).
In perhaps the simplest form of this suppressive modulation, it has long been known that
some V1 neurons exhibit end-stopping where the spike rate decreases for a cell responding
to an optimally-oriented bar stimulus when the bar length is increased beyond the CRF
boundaries. An example figure depicting the end-stopping effect as observed in cat electro-
physiology recordings [1] is reproduced in Fig. 2a. When simulating this experiment [1] on
the sparse coding model, some of the model cells (such as the target cell shown in Fig. 2b)
12

























Figure 2: End-stopping. (a) End-stopping response in a simple cell from cat V1 responding
to an optimally-oriented light bar stimulus (data replotted from [1, Figure 1]). (b) The
length tuning curve of a simulated sparse coding model neuron (target) demonstrates end-
stopping behavior.
exhibit the same characteristic suppression with increasing bar length. The end-stopping ef-
fect was previously shown in [53] to emerge in the sparse coding model. The end-stopping
effect can be simply understood in terms of the goals of sparse coding. When the bar is
short, the CRF of the target cell is the most efficient description of the stimulus and that cell
has the strongest response. However, when the bar is long enough that it is better explained
by the CRFs of other cells, the target cell becomes suppressed by these competitors so as
to maintain a sparse representation. The Discussion section contains a detailed look at how
the network interactions supporting the sparse coding model can produce this effect.
Similar to end-stopping, some V1 neurons also exhibit surround suppression where
their response to a sinusoidal grating patch decreases as the patch size increases beyond the
CRF. Additionally, the tuning curve for patch size often exhibits receptive field expansion
at low contrast, meaning that the patch size achieving the maximum response increases at
low contrast (Fig. 3a). As illustrated in the response of an example model cell shown in
Fig. 3b, the sparse coding model can exhibit the same basic suppression and receptive field
expansion properties observed in electrophysiology experiments. In addition, we note that
the slight increase of response level (i.e., response rebound) at large stimulus size visible
in Fig. 3b is also visible in Fig. 3a and discussed elsewhere [54].
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Figure 3: Surround suppression and RF expansion in a single cell. (a) A plot illustrating
that cortical neurons show surround suppression and expansion of CRF size at low contrast
(reprinted by permission from Macmillan Publishers Ltd: Nature Neuroscience, Figure 1a
from [2]). (b) The size tuning curve of a simulated sparse coding model neuron at various
contrast levels (“c” stands for contrast, with lighter curves representing lower contrast).
The model neuron exhibits two characteristic behaviors reported in the electrophysiology
literature: suppression with increasing stimulus size and an increase in the optimal stimulus
size with lower contrast. The maximum of each tuning curve is marked by an arrow.
The network interactions giving rise to surround suppression are presumably similar
to that of end-stopping, but are more difficult to specify given the added dynamics of the
drifting grating stimulus. In particular, due to the suboptimal match of the target CRF to
the larger stimulus, competition from other cells (that better match the larger stimulus) can
suppress the target cell’s response. This competition can also be modulated by the stimulus
contrast and may contribute to the receptive field expansion. Specifically, at low contrast
the competing cells have lower response levels (resulting in a weaker suppressive effect on
the target cell), enabling the response of the target cell to grow with the stimulus size.
Despite the evidence detailed above that some biological and model V1 neurons exhibit
surround suppression, a single example cell is insufficient to quantify the prevalence of this
effect in a population encoding sensory information. While many nCRF effects are reported
as single cell response properties, some studies have attempted to quantify how strongly an
effect is expressed across the population. In the case of surround suppression, two metrics
have been used to quantify the degree of suppression and receptive field expansion demon-
strated by a cell. One is the suppression index (SI), calculated as the ratio between the
14













































Figure 4: Surround suppression index distribution. (a) Physiologically measured distri-
bution of surround suppression index (SI) in cat V1 (data replotted from [3, Figure 2A]),
illustrating that most cells do not exhibit significant surround suppression and the SI distri-
bution is relatively uniform among suppressive cells. (b) The SI distribution for the model
cells, illustrating the same qualitative properties as the distribution in (a).
(suppressed) response value at large stimulus sizes and the peak response value (indicated
by arrows in Fig. 3b). The second metric is the RF expansion ratio, calculated as the ratio
of the size tuning peak location at high contrast against that at low contrast.
In many physiological studies (both in monkeys [5] and in cats [3]), a large proportion
of cells actually show little suppression, with relatively few cells exhibiting strong sup-
pression. An example SI distribution from cat V1 is shown in Fig. 4a, demonstrating a
dominant peak at zero suppression and a relatively uniform distribution among more sup-
pressive cells. A similar population distribution emerges from the sparse coding model
cells, as illustrated in Fig. 4b. Another characteristic of the surround suppression index is
that it is largely invariant to the stimulus contrast. In other words, the difference in SI at high
and low contrast is close to zero (Fig. 5a) with a mean value of 0.06 [2]. We also observed
this characteristic in the sparse coding model cells (Fig. 5b), with a mean SI difference of
0.02. We note here that some studies (e.g. [15]) recorded unusually high percentage of cells
showing significant surround suppression, perhaps due to a different experimental prepa-
ration. Interestingly, the sparse coding model can qualitatively reproduce these apparently


























Figure 5: Distribution of the SI difference. (a) Distribution of the SI difference (∆SI) be-
tween low and high contrast levels in macaque V1 (reprinted by permission from Macmil-
lan Publishers Ltd: Nature Neuroscience, Figure 6b from [2]). The mean difference is 0.06,
demonstrating that on average the SI for a cell is contrast invariant. (b) The distribution of
∆SI for the sparse coding model cells. The mean difference is 0.02, also demonstrating
contrast invariance in SI.
A scatterplot of RF expansion ratios for V1 cells in macaque [2] shows clearly that on
average, the CRF size is larger at low contrast than at high contrast (Fig. 6a). A scatter-
plot of expansion ratios for the sparse coding model population shows the same qualitative
trend of expanding CRF size at low contrast. We note that the mean expansion ratio in the
sparse coding model cells (1.16) is lower than typically reported values in the electrophys-
iology literature (e.g., 2.3 in [2]). This quantitative difference may be due to variations in
the RF expansion ratio definitions (e.g., the study in [2] uses a difference of Gaussians fit
rather than tuning curve peaks), the lack of contrast saturation in the present model (see
Discussions), or biased sampling of neurons in the electrophysiology literature [17]. The
possibility that the true expansion ratio might be lower than previously reported is corrobo-
rated by a recent study reporting that as many as 40% of cat V1 neurons show length tuning
peaks that are invariant to contrast changes [55].
2.2.3 CRF surround orientation effects
The modulatory effects seen from surround stimulation can depend on a number of stimulus
properties, including contrast, spatial extent (relative to the CRF), and stimulus orientation











































Figure 6: Size tuning peak at high vs. low contrast. (a) RF expansion of macaque V1 cells
(reprinted by permission from Macmillan Publishers Ltd: Nature Neuroscience, Figure
3a from [2]). (b) RF expansion of sparse coding model cells. Most points lie above the
diagonal, indicating that (on average) the optimal stimulus size is larger at lower contrasts
and the cell demonstrates RF expansion.
stimuli are at orientations parallel to the preferred CRF orientation (iso-oriented), and less
suppressive (or even facilitatory) when the stimuli are perpendicular to the preferred CRF
orientation (ortho-oriented). For example, when stimulating a cell with an optimally ori-
ented sinusoidal grating just covering the CRF (i.e., the orientation eliciting the strongest
response), a grating in the annulus surrounding the CRF often suppresses the cell when it
is iso-oriented and has little effect when it is ortho-oriented. An example of this surround
orientation tuning in macaque V1 cells [4] is shown in Fig. 7a. The sparse coding model
cells can also demonstrate the same type of surround orientation tuning, as illustrated by
the model cell response shown in Fig. 7b. This tuning behavior in the model is likely due to
the difference in the strength of competition with different stimulus surround orientations.
In particular, the competing cells stimulated by iso-oriented surrounds are likely to have
stronger CRF overlaps with the target cell and therefore induce more competition than the
cells stimulated by ortho-oriented surround stimuli.
Orientation tuned surround effects can have substantial variations, even with minor
changes in the stimulus. For example, the modulatory effect can be facilitatory at some
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surround orientations, causing a net increase in the response of the cell to CRF stimulation
alone. This facilitatory effect is often seen when using a center stimulus slightly larger
than the optimal size [4], as shown in Fig. 7c for the same cell as in Fig. 7a. Interestingly,
increasing the size of the center stimulus for a model cell can likewise induce facilitation
when the surround stimulus is close to ortho-oriented (shown in Fig. 7d for the same cell
as in Fig. 7b).
As with surround suppression, a single example of facilitation in the surround orienta-
tion tuning does not characterize the prevalence of this effect in a population of V1 cells
encoding a stimulus. The degree of facilitation expressed by a neuron can be characterized
by measuring the ratio between the maximum of the surround orientation tuning (the max-
imum of the solid line in Fig. 7b) and the response to the center at the optimal orientation
with no surrounding stimulus (the maximum of the dashed line in Fig. 7b). In macaque
V1 [56], the median of the facilitation ratio across the measured population was found to
be 1.44 at high contrast and 1.71 at low contrast. The sparse coding model cells show a
similar dependency on contrast levels, with the median facilitation ratio ranging from 1.15
at high contrast and 1.31 at low contrast.
The surround orientation tuning properties described above can be substantially influ-
enced by the contrast difference between the center and the surround. For example, if the
center contrast is fixed and the surround contrast is varied, the most significant suppres-
sion in individual macaque neurons was observed with the iso-orientated stimuli at high
surround contrast (see Fig. 8a) [5]. Similarly, when plotting the responses as a function
of center contrast for various surround settings (e.g., no surround, iso-oriented, and ortho-
oriented), the suppressive effects in macaque were most pronounced with the iso-oriented
stimuli at high center contrast (see Fig. 8c) [6]. Both of these dependencies on contrast
can also be observed in the sparse coding model cells, as shown in Fig. 8d and Fig. 8b.
Again we note that in some physiological studies an apparently conflicting result is re-
ported where cat V1 neurons show facilitation with iso-oriented surround stimuli at low
18












































































Figure 7: Orientation tunings for surround suppression and facilitation. (a) Center and sur-
round tunings with the optimal stimulus center size in macaque V1 (data replotted from [4,
Figure 2A]). The center orientation tuning curve (dashed line) shows the cell’s response
to a CRF sinusoidal grating. With the CRF stimulus fixed to an optimally-oriented grat-
ing, the surround orientation tuning curve (solid line) shows the cell’s response to a sinu-
soidal grating in the annular surround at various orientations. (b) A sparse coding model
cell demonstrating similar surround orientation tuning properties, with highest levels of
suppression at iso-oriented surround stimuli and almost no suppression for ortho-oriented
surround stimuli. (c) Center and surround orientation tunings of the same cell as in (a) with
the stimulus center size increased beyond the CRF and the width of the surround annulus
unchanged (data replotted from [4, Figure 2B]). (d) The same sparse coding model cell as




























































Figure 8: The effect of contrast on surround influences. (a) Surround contrast tunings with
fixed center contrast in macaque V1 and varying surround stimuli (reprinted by permission
from the Society for Neuroscience: The Journal of Neuroscience, Figure 6B from [5]).
The gray markers correspond to responses to a uniform surround at different contrast. (b)
Surround contrast tunings with fixed center contrast in the sparse coding model. As with
the neuron responses in (a), the model cell is most suppressed for iso-oriented surround
stimuli at high contrast. (c) Center contrast tunings with fixed surround contrast in macaque
V1 simple cells with varying surround orientations (data replotted from [6, Figure 5A]).
(d) Center contrast tunings with fixed surround contrast in the sparse coding model. As
with the neuron responses in (c), the model cell shows that (especially at high contrast)
an iso-oriented surround (asterisk markers) is more effective than an orthogonal surround
(cross markers) at suppressing the response to the center alone (white circle markers). As
mentioned in the text (see Discussions), the lack of contrast saturation in the present sparse
coding model is evident in this figure by the model response at high contrast.
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CRF contrast [16] (Fig. 40a). Interestingly, the sparse coding model can also reproduce
this behavior when using a different set of parameters (see Fig. 40b).
2.2.4 Nonlinear CRF effects
Even when the stimulation is confined to the CRF with no involvement of the surround,
cells in V1 exhibit several nonlinear effects that cannot be explained by a canonical linear-
nonlinear model [28]. One example of such an effect is the contrast invariance of orienta-
tion tuning for V1 cells. In a linear-nonlinear model based on CRFs, higher contrast stimuli
evoke stronger responses that more readily exceed the spiking threshold, thus broadening
the orientation tuning curve for higher contrast stimuli (the “iceberg effect” [57]). How-
ever, as reported in the cat physiology literature, the orientation tuning width is largely
contrast invariant [7] as demonstrated in Fig. 9a. Cells from the sparse coding model can
also display this contrast invariance in the width of their orientation tuning curves, as shown
in Fig. 9b. This invariance can potentially be attributed to recurrent inhibition from com-
peting cells at orientations where the target cell is not the most efficient description (e.g.,
ortho-oriented stimuli). Even though these competing cells may not have large overlap with
the CRF of the target cell, as the contrast increases they will become more active and in-
duce stronger inhibition, thereby narrowing the tuning width of the target cell compared to
the low-contrast response. Indeed, compared to the predictions of a linear-nonlinear model
(not shown), the tuning width from our model is much narrower.
The degree to which the width of the orientation tuning curve changes for a cell can be
quantitatively measured by calculating the half-width at half-height of the Gaussian fit to
the tuning curve for various contrast levels [8]. The population statistics can be plotted as a
histogram tabulating the slope of the best linear fit to the width expansion with contrast for
each cell. An example of this measure from ferret V1 demonstrating that the tuning curve
width is almost constant with contrast is shown in Fig. 9c [8]. In this same measure, the
sparse coding model also exhibits strong contrast invariance properties across the popula-
tion, as shown in Fig. 9d. Both the ferret V1 population and the sparse coding model have
21














































































Figure 9: Contrast invariant orientation tuning. (a) Contrast invariance of orientation
tuning curves recorded in cat V1 (data replotted from [7, Figure 3A]). Note that the width
of the orientation tuning curve does not change with contrast. (b) Sparse coding model
neuron that demonstrates the same invariance property. Lighter curves correspond to lower
contrast (“c” denotes contrast level). (c) Distribution of the slope of tuning curve half-width
vs. the contrast in ferret V1 (data replotted from [8, Figure 3B]). The sharp distribution
around 0 indicates that the tuning curve half-width is contrast invariant (mean value is
0.002). (d) Distribution of the half-width vs. the contrast slope in the sparse coding model
cells (mean value is 0.032). The model cells clearly demonstrate contrast invariance of the
tuning curve half-width, and an even tighter peak around zero slope than shown in (c).
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a slope tightly concentrated around zero in these histograms, with mean values of 0.002
and 0.032 respectively. The mean values of the half-width at high contrast measured in
physiology (16.1 ± 1.1◦) [8] and the model (13.87 ± 5.84◦) are also similar.
An example of a nonlinear CRF effect using a more complex stimulus is cross orien-
tation suppression, where a plaid (i.e., an ortho-oriented mask grating superimposed on an
iso-oriented test grating) suppresses the response of the cell to the test alone. Fig. 10a and
Fig. 10b show examples of this suppressive tuning property from cat V1 [9], as well as
from a single cell in the sparse coding model. This kind of facilitatory effect may be due
to a number of factors, including excitatory connections between cells (i.e., other cells in
the population encouraging the target cell to represent the stimulus when they are unable to
do so) or dis-inhibition, where a distant cell inhibits an intermediate cell that subsequently
releases an inhibitory effect on the target cell [58].
The degree of cross orientation suppression depends on other factors beyond the orien-
tation of the mask stimulus, including the contrast levels of the test stimulus. This contrast
dependency was observed in cat V1 (shown in Fig. 11a) [10], and is also visible in the
sparse coding model neurons as shown in Fig. 11b. Note that while the qualitative trends in
the contrast dependency are the same in the model and in physiology, the lack of contrast
saturation in the present model is evident in this figure (see Discussions).
The degree of cross orientation suppression expressed in a population of cells can be
characterized by comparing the response to the plaid with the response to the test alone.
A scatter plot of the normalized spike rate of cat V1 cells shown in Fig. 12a for the test
versus plaid stimuli demonstrates that most cells have a suppressive response to the plaid (as
depicted in the single cell response in Fig. 10a) [11]. Furthermore, the scatter plot indicates
that the suppression is more pronounced for lower test contrasts. As shown in Fig. 12b,
the sparse coding model population exhibits the same qualitative properties, with most
cells exhibiting plaid suppression that increases with lower test contrast. Quantitatively,
the mean cross orientation suppression ratio between the test and plaid responses for cat
23









































Figure 10: Cross orientation suppression. (a) A cat V1 simple cell demonstrates cross
orientation suppression by responding with lower firing levels to an iso-oriented test grating
if an ortho-oriented grating (mask) is superimposed (data replotted from [9, Figure 3(A)]).
The dashed line is the response to the iso-oriented test grating with no mask stimulus. (b)
Cross orientation suppression exhibited by a sparse coding model neuron. Note the same
dependence on the orientation of the mask that is seen in (a).
V1 was measured at 0.11 for low test contrast and 0.71 for high test contrast [11]. The
sparse coding model cells have mean cross orientation suppression ratios of 0.59 and 0.95
for low and high test contrasts (respectively). While the model shows the same qualitative
trend and overlaps in range, the specific values for these ratios are slightly higher than
the reported experimental values. This small quantitative discrepancy might be due to the
presence of contrast saturation in the physiology (visible in Fig. 11a) and its absence in the
sparse coding model (Fig. 11b; see Discussions).
2.3 Discussion
Electrophysiology research in V1 has revealed a wide variety of nCRF effects that may
appear to be due to many different aspects of neural coding or cortical processing. The
functional interpretation of these effects is especially complex given the heterogeneity of
the responses exhibited across populations of cells reported in the literature. We have
demonstrated for a wide variety of nCRF effects that both the canonical individual cell re-
sponse properties and a substantial diversity of population response properties are emergent
characteristics of a simple dynamical system implementing a sparse coding model. This
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Figure 11: Contrast tuning of the plaid. (a) Contrast tuning curves of the test at different
fixed mask contrast levels for a cat simple cell (data replotted from [10, Figure 2A]). (b)
Contrast tuning curves of the test for the same sparse coding model cell as in 10b. Note
again the same response modulation as in physiology despite the lack of contrast saturation








































Figure 12: Population distribution of cross orientation suppression. (a) Measurement of
modulation (F1) component of the response to a test grating alone vs. that with a superim-
posed orthogonal grating from a population of visual cortical neurons in cat (reprinted by
permission from Macmillan Publishers Ltd: Nature Neuroscience, Figure 2b from [11]).
The unity line represents where there is no suppression. The response at low test contrast is
further away from the diagonal, suggesting more suppression in this regime. (b) Measure-
ment of F1 response to a test grating alone vs. that with a superimposed orthogonal grating
from the sparse coding model population. Note that just as in the physiology data, the
model has the same general suppressive behavior, with increased suppression with lower
test contrast.
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model appears to produce a very good qualitative match to many measures of population
response statistics, and in many cases produces quantitative measures of these statistics
that are in a similar range to reports in the physiology literature. By demonstrating a cod-
ing model that can account for these response properties, these results provide a potential
functional insight into the role of nCRF effects in optimal sensory coding. While not mu-
tually exclusive of other functional models that may also play a role in neural coding, the
sparse coding model is one of the few models (along with [59]) able to substantially re-
produce some nCRF effects as well as account for the emergence of localized, oriented,
and frequency-selective CRFs [12]. In particular, despite not being constructed to produce
nCRF effects, the present model appears able to capture population properties of nCRF
effects that have been difficult for other functional models to produce (e.g. the contrast
invariance of surround suppression index in Fig. 5b, as discussed in [60]).
There are several existing results that share a similar goal of providing high-level func-
tional interpretation of nCRF effects. Perhaps most closely related to the present study is
the PC/BC model [45,59,61–63], which has also been able to reproduce most of the nCRF
effects demonstrated in this paper [45]. It is interesting to note that although it has other
functional goals, the PC/BC model does exhibit high sparsity [59] and has accounted for
classic CRF tuning properties [59]. While there is significant overlap in the demonstrated
nCRF effects, the present work is unique in exhibiting the sufficiency of a model derived
from sparse coding to produce the observed effects and to reproduce the population diver-
sity seen in physiology (which the PC/BC model has yet to demonstrate). Given the similar
behavior of the PC/BC model and the present model, it is possible that there is a deeper
underlying relationship between the PC/BC model and sparse coding than is presently un-
derstood. Other example related works include the basic predictive coding model [64],
where a subpopulation of model neurons communicating prediction errors exhibits some
of the single cell nCRF effects documented in the present study. Another example is the
26
divisive normalization model [65], where contextual effects emerge from a population in-
teraction that modulates the gain in an attempt to maximize the independence of neigh-
boring units. While both of these models account for some individual effects, they are not
currently known to reproduce the population diversity seen in physiology or to alone be
sufficient to also account for the emergence of known CRF properties (without an added
sparsity constraint). More recent models capture the center-surround homogeneity (e.g.
orientation co-alignment) in the natural scenes through a generalized form of divisive nor-
malization [66] or capture the covariance structure between pixels in natural scenes [67].
While each of these models demonstrates some individual nCRF effects, these models are
also not currently known to reproduce the population diversity seen in physiology (in par-
ticular, [66] simulates responses using a single generic unit and not a diverse population)
and neither model currently has a fully specified implementation in a biologically plausible
circuit (although an approximate form of the model in [67] may enable such an implemen-
tation). Another related model was described in [68], which demonstrated that a spiking
input targeted divisive inhibition mechanism gives rise to competition among sensory fea-
ture detectors and non-classical-like effects. While this model have some interesting fea-
tures that the present model does not have (e.g., biologically realistic spiking behavior),
the stimuli and CRF representations were 1D idealized functions and it’s not clear how the
results extend to 2D images.
An important feature of the present work is that the same model (with the same pa-
rameters) is used to produce all of the presented results (i.e., parameters were tuned once
and fixed for all experiments in the main text). The qualitative and quantitative matches ob-
served in this chapter rely on these parameter settings combined with the dynamical system
implementation of the sparse coding rule. For example, changes in the system that would
actually encourage responses with higher sparsity (e.g., increasing λ, solving Eq. (2) using
a conventional digital algorithm, running the dynamical system implementation with more
integration time steps/faster non-biological time constants) would often generate similar
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single cell nCRF effects [69] as presented here (results not shown), but those effects would
be too strong to be a quantitative match to the population properties (e.g., a far higher per-
centage of model cells would show strong surround suppression than is reported in physiol-
ogy; see Fig. 38). Sect. 6.1 demonstrates some instances where simple parameter changes
in the model can actually account for apparently conflicting reports regarding nCRF effects
in the experimental literature. We speculate that different settings of λ in the model may
reflect differences in experimental preparations, such as different species and various levels
of anesthesia. Indeed, anesthesia is known to influence the sparsity level in sensory sys-
tems [70, 71], and some perceptual contextual effects only occur in awake animals [72].
These observations about changes in the results with varying sparsity levels indicates that
the sparse coding objective appears to be sufficient to produce the nCRF modulations, but
the dynamical system implementation (with biophysical time constants) is required to pro-
duce the heterogeneity necessary to be a good quantitative fit. We also note that the role
the dynamical system plays in the present work is similar to recent work [38] showing that
learned dictionaries can be a much better quantitative match with measured macaque CRFs
when the sparse coding model is implemented in a neurally-plausible network model. It
is presently unclear if a different dynamical system minimizing the sparse coding objec-
tive would also result in the heterogeneity necessary to still be a good quantitative fit to
physiology. Similar variations in the quantitative fits (especially to population data) are
expected when using other sparsity penalties beyond the `1 norm used here [49], or when
using sparse coding implementations that encourage more “hard” sparsity (i.e., more el-
ements that are exactly zero) [38]. In a similar vein, the present study uses a four-times
overcomplete dictionary optimized for sparsity under natural scenes, and this model com-
ponent is also likely important to the presented results. Though investigating the role of the
dictionary would be an interesting avenue of further exploration, we expect that larger dic-
tionaries may enable more sparse responses which also may demonstrate more suppression
than what is seen in the current model.
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The recurrent interactions between cells in the sparse coding model implement a rich
nonlinear response where cells compete to represent stimulus features. While it has been
noted that stimuli in the CRF surround can produce sparse responses [29, 30, 32], the sur-
prising finding of this work is that the particular form of inhibition and excitation necessary
to implement a sparse coding model is sufficient to explain so many individual and popu-
lation nCRF properties. At a high level, these effects likely arise from the present model
because the observed responses produce a more efficient representation of the stimulus
than alternative population responses. While a detailed investigation of how the network
interactions give rise to the response properties is an interesting open question for future
investigation, in general this is difficult to determine due to the interactions between the
network dynamics and the stimulus dynamics (i.e., the response properties arise from the
average response over a drifting grating, in addition to being influenced by network dynam-
ics). In the case of end-stopping, the stimuli is not drifting and we can see more explicitly
how this effect arises from the principles of sparse coding. In response to a given fixed
stimuli, the steady-state network response is composed of a combination of feedforward
excitation, recurrent excitation and recurrent inhibition. When plotting these three compo-
nents of the steady-state response as a function of the bar length (Fig. 13a), it is evident
that the overall response is mostly driven by the feedforward component and the recurrent
inhibition. The feedforward excitation saturates as a result of the stimulus growing out of
the CRF, but the recurrent inhibition keeps growing with increased bar length. To see the
spatial extent of the recurrent influence, Fig. 13b shows the CRF locations and orientations
of the cells influencing the target cell. As expected, inhibition mostly comes from cells with
overlapping and co-linear CRFs that represent a more efficient description of the stimulus
as the bar length increases.
There has been a long history of debate over the mechanisms underlying various nCRF
effects [27], with each effect generally having a substantial literature attempting to an-
swer questions about the detailed aspects underlying the modulatory response properties
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Figure 13: Decomposition of the recurrent inputs contributing to the end-stopping effect.
(a) Overall decomposition of the response into recurrent excitatory, inhibitory, and feed-
forward components; (b) Locations and orientations of the CRFs of cells contributing to
the recurrent excitatory and inhibitory signals at different bar lengths. Only CRFs with
significant influences are displayed (i.e., |〈φi, φm〉|ai(t) > 0.1 at steady state). The warmer
color (yellow) represents the location and orientation of the CRFs for cells contributing to
recurrent excitation, the cooler color (blue and cyan) represents the CRFs for cells con-
tributing to recurrent inhibition. Higher contrast in the color indicates a stronger excitatory
or inhibitory effect on the target cell. The black bar represents the target cell CRF. Note
that as the bar length increases, the suppressive effect is mostly due to recurrent inhibition
from cells that are a better description of the new stimulus (and therefore would be a more
efficient stimulus description according to the sparse coding model).
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(e.g., the relative role of intra-cortical connections versus feedforward projections from
thalamus in contrast invariant orientation tuning [73], as well as the role of feedback con-
nections [74]). The implementation used in this work (see Materials and Methods) would
appear to suggest that these contextual effects can emerge from recurrent network structure
in the absence of nonlinearities in the thalamic input or feedback from higher cortical ar-
eas. However, mechanistic interpretation of functional models must be cautious as there
are often many possible mappings of the model to circuitry and biophysical mechanisms.
For example, past work has shown that it is possible to have mappings of functional models
onto circuitry that are very different from their original intuitive mappings (e.g., divisive
normalization [75] and predictive coding [61]). The sparse coding dynamical system used
in this study is open to the same variety of mechanistic interpretations. For example, the
recurrent inhibitory influences could be implemented [76] via local inhibitory interneurons
receiving convergent inputs from local excitatory neurons [77] and having dense (many-
to-one) output connections with these excitatory neurons [78]. Alternately, it is possible
that these inhibitory influences could be implemented via a mechanism based on long term
depression of synaptic connections between excitatory cells in cortical layer 4 [79] and
global inhibition [80]. For another example, as demonstrated in [75], it might be possible
to achieve similar computational goals through nonlinearities in the feed-forward thalam-
ocortical circuit, rather than a recurrent network. For yet another example, the recurrent
competition could be implemented through subtraction as in our model, or through divi-
sion as in [45]. It remains an open question to determine the most biophysically appropriate
mapping of the present model onto a circuit implementation.
While the mechanisms underlying individual nCRF effects is an interesting area of in-
vestigation, another related question of interest is to determine which aspects of the model
are responsible for the observed population variability. In the present model, the dictionary
serves to define both the activity driving each cell through the CRF, as well as determining
the synaptic weights that define the recurrent influences in the network dynamics. Because
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the present dictionary was learned from the sparse coding objective on natural images, it
is optimal for this coding strategy and demonstrates significant variability as observed in
biological CRFs. While a detailed investigation of how the model gives rise to the response
diversity is also a challenging and interesting open question for future investigation, one
interesting preliminary question is what role the variability in the dictionary plays in the
observed nCRF response variability. As a specific example, we have found the surround
suppression index to be significantly anti-correlated with the CRF size (Fig. 14; correla-
tion coefficient = −0.89; p < 0.001). While we are unaware of studies investigating this
relation in the physiology literature, there are several studies that do suggest this type of
anti-correlation. One piece of evidence [81] shows that cortical layers with larger CRFs
also tend to have lower SIs and vice versa. Another corroborating study [82] shows that
suppressive V1 cells have smaller CRFs compared to plateaued and facilitative cells. This
anti-correlation may be present simply because there are fewer cells with larger CRF size
in the model (visible in Fig. 14) and in V1 [83], making these cells more likely to be used
in an efficient coding model whenever the stimulus grows past a certain size. It is also pos-
sible that the limited stimulus sizes used in the current model and many physiology studies
(e.g. [84]) could be producing a boundary effect that contributes to some of these observa-
tions. It is presently unclear if the inherent variability in the dictionary is alone sufficient
to produce the response variability observed in biology (i.e., if another coding model could
produce this same variability when using CRFs from this same type of learned dictionary)
or if significant response heterogeneity requires the interaction of a learned dictionary with
a dynamical system implementing sparse coding.
Some contextual effects, especially ones that involve perception such as perceptual pop-
out, figure ground segregation [37], and contour integration [36] operate over a larger range
(e.g. over 8 times the CRF size in [85]) and are likely to be mediated by long-range lateral
connections [86]. The present study did not test the emergence of these types of effects
in the sparse coding model due to the limited size of the dictionary elements. The sparse
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Figure 14: Surround suppression index is anti-correlated with the CRF size. Cells with
larger CRFs tend to be less suppressed by a surround stimulus (correlation coefficient =
−0.89; p < 0.001). The level of suppression is measured by the suppression index (SI) at
high stimulus contrast.
coding model simulated here used a substantially overcomplete dictionary (see Materials
and Methods), thus the size of the visual field we were able to simulate is limited by the
current computational complexity of learning large scale dictionaries from the statistics of
natural images. While it may seem unlikely that long-range effects could emerge from the
present model when the only direct influences are between cells with overlapping receptive
fields (see Materials and Methods), it is conceivable that second order effects (e.g., dis-
inhibition, where a distant cell inhibits an intermediate cell that subsequently releases an
inhibitory effect on the target cell) may play a central role that would only be discovered
in a study using larger visual fields. An alternative is to incorporate long-range lateral
connections explicitly into a sparse coding model [87].
Despite the wide variety of nonlinear properties observed in the sparse coding model,
this model alone is unable to reproduce some nCRF effects because it lacks the stereotyp-
ical saturating contrast response function [88]. While this contrast saturation would be a
simple addition to the model, the present study focuses on the basic sparse coding model
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to isolate the response properties due to the nonlinear interactions required to achieve spar-
sity. It is interesting to note that the model can still reproduce several contrast dependent
contextual effects even without an explicit contrast saturation mechanism. Indeed, it has
been previously suggested that some of these contrast dependent effects may be indepen-
dent of the response saturation [56]. Nevertheless, we expect that including some type of
contrast saturation in the model may improve the quantitative fit of the current model to
some nCRF effects. For example, introducing contrast saturation in the surround suppres-
sion simulation (Fig. 3) may further restrict the size tuning curve peak at high contrast and
lead to a closer match to the expansion ratios reported in the physiology literature. Contrast
saturation could be included in this model through several mechanisms, including modify-
ing the cost function to encourage saturating spike rates (although by itself this mechanism
may not accurately capture saturating membrane potentials [89]), including LGN satura-
tion [61], modifying the network implementation to include contrast-dependent shunting
inhibition [28], or coupling the sparse coding model with a model such as the previously
reported divisive normalization [65].
2.4 Materials and Methods
To implement sparse coding in a neurally plausible network architecture, we solve the dy-
namical system in equation (3) using a first order Euler method with an integration time
step of ∆ = 1.2ms, 25 integration time steps per stimulus (i.e., corresponding to a stimulus
presentation of approximately 1/30 second per frame of a video), a sparsity level of λ = 0.5
and a membrane time constant of τ = 12ms (within the range of physiological values be-
tween 10ms and 100ms [90]). In simulations using static stimuli we measured the response
after 1000 integration time steps to assure full convergence.
Stimuli such as bars and sinusoid gratings were generated as 16 × 16 pixel image
patches, whitened (to mimic retinal processing), and overlaid on a gray background with
the same mean as the gratings. Finally, for all stimuli we used a contrast (defined as the
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range of the intensity values of the sinusoid grating or bar) of 0.3 unless otherwise noted.
As in physiological experiments studying nCRF effects (e.g. [3]), we first picked an
arbitrary “target” neuron from the population that we would “record” from, pinpointed the
center of its CRF ON-region by hand (interpreting the dictionary element as approximat-
ing the CRF), and searched for an optimal circular sinusoidal static grating patch stimulus
(i.e., having the size, orientation, spatial frequency, and phase that gave rise to the maxi-
mal response of the target neuron in the model). We performed this search by a two-step
exhaustive search over the parameter space using the following ranges: size of the grating
was between 1 pixel and 16 pixels in diameter using 0.5 pixel increments; orientation was
between 0 and 175 degrees using 5 degree increments; spatial frequency was between 0.5
to 2 radians/pixel using 0.25 radians/pixel increments; phase was between 0 to 2π using
π/6 radian increments. We used this approach to map the optimal stimuli for a total of 72
simulated cells (each with CRFs well-localized within the limited visual field used in the
simulation).
In most experiments we used drifting sinusoid gratings as stimuli (as described in the
experimental literature for each effect). We simulated a drifting grating in discrete time by
a series of static gratings at progressive phases. We fixed the temporal frequency of the
grating to be about 3Hz, which is typical of the preferred frequency of cortical neurons
[90]. To simulate the dynamic effect of the neural response, we simulated the dynamical
system in equation (3) through the entire experiment with the driving input switched at the
appropriate time to match the drift speed of the grating. We measured the response to a full
cycle of the grating presentation by the mean or F1 (first harmonic) component, depending
on the measure used in physiology literature for the particular effect under consideration.
In the end-stopping experiment we found an optimal static bar stimulus for the target
neuron by fixing the bar width to 2 pixels, the orientation to be the same as the optimal
sinusoid grating orientation, and the bar length to be the same as the optimal grating size.
We then found the optimal bar location by translating the bar around a 5-pixel neighborhood
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of the grating center and searching for the maximal model response for that cell. After the
optimal bar stimulus location was found, we increased its length from 1 to 16 pixels and
recorded the steady-state response from the model.
In the surround suppression simulation, we varied the contrast of the sinusoid grating
stimuli from 0.05 to 0.5 with increments of 0.1, and we varied the size from 1 to 16 pixels
in diameter with an increment of 1 pixel (other parameters were fixed). We measured the
spike rate in response to the drifting grating by the F1 component. We defined the surround
suppression index as 1− amin/apeak, where apeak represents the peak response across all
stimulus sizes at a certain contrast, and amin represents the minimum response at a radius
larger than the peak. Response to high contrast was measured at 0.5 and low contrast at
0.05.
In all orientation tuning studies, we stepped the orientation of the stimulus from 0 to
180 degrees in increments of 5 degrees. We measured the mean spiking response to the
drifting grating. When studying the contrast invariance property, we stepped the contrast
from 0.1 to 0.5 in increments of 0.1. In the population study of the tuning width, we
measured tuning curve half-width at half-height by 1.17 times the standard deviation of the
Gaussian fit to the orientation tuning curves. When measuring the slope of half-width vs.
contrast, we normalized the contrast to 100 [8]. Five neurons in the simulated population
had small unipolar CRFs and therefore showed very little orientation tunings. We could
not fit Gaussians successfully to the tuning curves for these neurons, and therefore did not
include their orientation tuning properties in the population study.
In the center surround orientation tuning experiment, the surround annulus grating had
a thickness of 2 pixels and the center and the surround were phase-locked. When measuring
the surround orientation tuning, we fixed the center orientation at the optimal orientation
and measured the response to the center alone as well as the center plus the surround.
We measured the response measurement for two different center radii: the optimal and the
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optimal plus one pixel. In the experiment that studied the contrast’s effect on the center sur-
round orientation tuning, the center contrast took on values on a logarithmic scale (0, 0.03,
0.06, 0.12, 0.25, 0.5) and we kept the surround contrast constant at 0.5. Similar to the ob-
servation in physiology (Fig. 12a), there are many cells with weak response at low contrast
in the simulation. Due to the present simulation having more cells than the study in [9],
this clustering around zero made the low contrast responses difficult to read when plotted.
To better visualize the suppression effect of the plaid for weakly responsive neurons, we
plotted the low-contrast population responses with the maximum response normalized to 1
(effectively spreading the points out over the full range to better see their position above or




MODELING INHIBITORY INTERNEURONS IN EFFICIENT
SENSORY CODING MODELS1
There is still much unknown regarding the computational role of inhibitory cells in the
sensory cortex. While modeling studies could potentially shed light on the critical role
played by inhibition in cortical computation, there is a gap between the simplicity of many
models of sensory coding and the biological complexity of the inhibitory subpopulation. In
particular, many models do not respect that inhibition must be implemented in a separate
subpopulation, with those inhibitory interneurons having a diversity of tuning properties
and characteristic E/I cell ratios. In this study we demonstrate a computational framework
for implementing inhibition in dynamical systems models that better respects these bio-
physical observations about inhibitory interneurons. The main approach leverages recent
work related to decomposing matrices into low-rank and sparse components via convex
optimization, and explicitly exploits the fact that models and input statistics often have
low-dimensional structure that can be exploited for efficient implementations. While this
approach is applicable to a wide range of sensory coding models (including a family of
models based on Bayesian inference in a linear generative model), for concreteness we
demonstrate the approach on a network implementing sparse coding. We show that the
resulting implementation stays faithful to the original coding goals while using inhibitory
interneurons that are much more biophysically plausible.
3.1 Introduction
The diverse inhibitory interneuron population in cortex has been increasingly recognized
as an important component in shaping cortical activity [92]. However, it remains unclear in
1Key aspects of results presented here were previously published in conference abstracts [76, 91]. Full
results are currently under review.
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many settings how the inhibitory circuit specifically contributes to the neural code. While
theoretical and simulation investigations of proposed neural coding models could be ex-
tremely valuable for providing insight into the role of inhibition, many current high-level
functional and mechanistic models do not include inhibitory cell populations that approach
the biophysical complexity seen in nature.
Though the main ideas likely extend to other areas, for concreteness we will focus the
present discussion on the primary visual cortex (V1). In V1, visual information is en-
coded using a rich interconnected network of excitatory principal cells and inhibitory cells,
and different coding functions appear to be implemented by distinct inhibitory popula-
tions [93, 94]. Though V1 has been extensively studied through experiment and modeling,
there are often significant discrepancies between what is known about biophysical sources
of inhibition and how inhibitory influences are instantiated in a model. For example, in pre-
vious high-level functional coding models (e.g. in [14, 64, 65], with the exception of [95]
as discussed later), neural activity is often treated as a signed quantity without explicitly
distinguishing between excitatory and inhibitory cell types. On the other hand, while state-
of-the-art large scale mechanistic models (e.g. [96]) typically include a distinct inhibitory
population, these types of models often use a single recurrent connectivity pattern (e.g.,
weights that decrease with spatial separation). This approach results in interneurons with
uniform physiological properties and without the complex tuning diversity observed in in-
hibitory interneurons.
For theoretical and simulation studies to illuminate the role of inhibition in neural cod-
ing, it is imperative that coding models begin to incorporate experimental observations re-
garding the distinct properties of excitatory cells and inhibitory interneurons. Specifically,
to realistically investigate the role of inhibition in neural coding, models should incorporate
at least three major properties while staying faithful to the coding rule and other desirable
properties (e.g., robustness):
1. Inhibitory and excitatory interactions arise from distinct cell types, and synapses
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from an inhibitory cell cannot have excitatory influences on postsynaptic cells and
vice versa (Dale’s law [97]);
2. Excitatory neurons generally outnumber inhibitory interneurons, with E/I ratios re-
cently estimated to be in the range 7 : 1 to 6 : 1 (apparently preserved across ani-
mals [98, 99]); and
3. The interneuron population has diverse tuning properties [100], including to varying
degrees both orientation tuned and untuned interneurons in cat [52] and rodent V1
(reviewed in [101]).
The main contribution of this paper is to demonstrate a systematic computational method
for effectively incorporating these biophysical interneuron properties into dynamical sys-
tems implementing neural coding models. In our proposed approach we exploit the fact
that in many cases of interest, the total required inhibition is highly structured due to the
relationship between the coding model and the statistics of the inputs being encoded. Simi-
lar to efficient coding hypotheses that postulate compact representations of sensory stimuli,
the structure of the sensory statistics and the coding model can also be used to implement
the required inhibition with a parsimonious computational structure. Specifically, we pro-
pose to reformulate the connectivity matrix to respect Dale’s law and exploit the inhibition
structure in a matrix factorization to minimize the number of inhibitory interneurons. Fur-
thermore, we leverage recent results from the applied mathematics community on advanced
matrix factorizations to develop an approach that demonstrates the observed diversity of
orientation tuning properties in inhibitory interneurons.
The end result of this approach is a network implementation that is functionally equiv-
alent to the original model, but which has an interneuron population that better respects the
three major biophysical properties ignored by many current coding models. In addition to
this primary goal of providing a recipe for including inhibitory interneurons into coding
models, this approach also suggests possible functional interpretations of some biophysical
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properties of the interneuron population. In particular, we propose that while Dale’s law
may reflect a physical constraint of individual cells, in contrast the E/I ratio can be viewed
as an emergent characteristic of a population implementation that maximizes efficiency
by minimizing the number of interneurons and thus maintenance costs. In addition, we
demonstrate that the orientation tuning diversity in the inhibitory population can arise from
differential connectivity patterns between the excitatory and inhibitory cells.
3.2 Results
3.2.1 Network implementation of neural coding models
In a recurrent network implementing a neural coding model, each node in the network is
generally driven by both exogenous inputs (i.e., bottom-up inputs due to the stimulus or top-
down feedback) and lateral connections from other cells in the same network. These lateral
connections are often described in terms of a connectivity matrix G, where the element
[G]m,n describes synaptic strength from the nth neuron to the mth neuron. While G can take
many forms, the structure is governed by the coding model and the statistics of the stimuli
being encoded.
To illustrate how G arises for a family of commonly-used coding models, we con-
sider the Bayesian inference paradigm that has found increasing support as a framework
for studying neural coding [102]. While there are many ways to develop a neural coding
model based on the ideas of optimal inference, one of the most common approaches is to
assume a generative model where the sensory scene is composed of a linear combination of
basic features (i.e., causes) that must be inferred. Specifically, a linear generative model for
vision proposes that an image patch s ∈ RN (i.e., an N-pixel image patch) can be approx-
imately written as a linear superposition of M dictionary elements {φi} representing basic




aiφi + n = Φa + n, (5)
where the coefficients for each feature are {ai}, n represents a noise source, and the N × M
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matrix Φ consists of one dictionary element on each column. These dictionary elements
are often interpreted as the receptive fields (RFs) of a principal cell, such as spiny stellate
cells or pyramidal cells.
Given the dictionary Φ and the stimulus s, the coefficients a in the linear generative
model (taken to be principal cell activities, such as instantaneous firing rates) can be found
by maximum a posteriori (MAP) estimation. Assuming Gaussian noise and a prior distri-




‖s − Φa‖22 − λ log P(a), (6)
where λ is a scalar capturing the model SNR. When the prior distribution is log-concave
(as are many common distributions including the exponential family [103]), the inference
can be achieved by simple descent methods. The simplest dynamical system for this cod-
ing strategy would be a network implementing gradient descent with population dynamics
given by
τȧ = ΦT s −Ga + λ∇ log P(a),
where τ is the system time constant and the M × M recurrent weight (connectivity) matrix
is given by G = ΦT Φ. G can be interpreted as a recurrent matrix because its off-diagonal
terms capture the influence between cell activities. In particular when we assume that
the prior is independent, i.e. log P(a) =
∑
i log P(ai), as is common in efficient coding
models, G captures all the recurrent influence. Note that any dynamical system involving a
derivative of an energy function such as (6) will contain a recurrent matrix G of this form.
While the most obvious implementation of the network would use a single interneuron
for each entry of G (connecting two cells), there are many implementations that would
result in a functionally equivalent coding rule. For example, one of the approaches we will




where the VT matrix captures the synaptic connections onto a set of interneurons from the
principal cells, the U matrix captures the synaptic connections from these interneurons back
onto the network of principal cells, and Σ is a diagonal matrix representing the independent
gains/sensitivity of each interneuron.
3.2.2 Example: Sparse Coding
As a concrete relevant example, we will demonstrate the proposed approach in the context
of a dynamical system implementing a sparse coding model of V1, where a population of
cells encodes a stimulus at a given time using as few active units as possible. The sparse
coding model (combined with unsupervised learning using the statistics of natural images)
has been shown to be sufficient to explain the emergence of V1 classical and nonclassical
response properties [12, 24, 38], potentially has many benefits for sensory systems [39–
41, 104], and is consistent with many recent electrophysiology experiments [29, 32, 43].
The sparse coding model has been implemented in networks that have varying degrees
of biophysical plausibility (e.g., [23, 38, 47, 105, 106]), though this model has rarely been
implemented with distinct inhibitory neural populations (excepting [95], discussed later).
The sparse coding model can be viewed as a special case of inference in the linear




‖s − Φa‖22 + λ‖a‖1, (7)
where ‖a‖1 =
∑M
i=1 |ai|, corresponding to a Laplacian prior with zero-mean. We base our
discussion on a dynamical system proposed in [23] that uses neurally plausible computa-
tional primitives to implement sparse coding. This system has strong convergence guar-
antees [48, 107], can implement many variations of the sparse coding hypothesis [49], and
is implementable in neuromorphic architectures [50, 105, 108]. Specifically, the system










where I is the identity matrix, u are internal state variables for each node (e.g., membrane
potentials), G = ΦT Φ governs the connectivity between nodes, and Tλ(·) is the soft thresh-
olding function. Note that despite not using steepest descent on Eq. (21), this network
model still has recurrent connections described by the connectivity matrix G = ΦT Φ. In
the simulations in this study, the dictionary Φ is pre-adapted to the statistics of the natu-
ral scene with a standard unsupervised learning method, resulting in Gabor wavelet-like
kernels that resemble V1 classical receptive fields [12].
This dynamical system model requires influences between cells that are described by
the matrix G, but it is agnostic about the network mechanism that implements these in-
teractions. Specifically, the model as described in [23] does not incorporate a separate
population of inhibitory interneurons with any non-trivial interneuron structure, and this
naı̈ve description would only imply a point-to-point connection between all pairs of cells
in the network as illustrated in Fig. 15a. This model is therefore unhelpful in its current
form for understanding the coding properties of the inhibitory population.
This sparse coding network will serve as a concrete demonstration of the proposed
strategy to incorporate more biophysically realistic inhibitory interneurons. The example
network we use has 2048 excitatory neurons and has the same parameters as in a previous
work [24] (see Materials and Methods).
3.2.3 Achieving Dale’s law through factorization
As a first step towards a biologically realistic interneuron population encoding model, we
show that Dale’s law can be respected in the model by decomposing the recurrent connec-
tivity matrix G into matrices representing excitatory and inhibitory interactions. Specifi-
cally, the recurrent connectivity matrix G can be decomposed into inhibitory and excitatory
effects:
G = G+ + G− = GInhib + GExcite, (9)
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where G+ are the positive elements of the matrix (representing the inhibitory recurrent con-
nections) and G− are the negative elements (representing excitatory recurrent connections).
While GExcite can be implemented by direct synapses between excitatory principal cells,
the inhibitory component GInhib requires inhibitory interneurons between the relevant prin-
cipal cells. To capture these disynaptic connections, we factor the inhibitory matrix into
two matrices: GInhib = UVT . For a simple stylized illustration, the network in Fig. 15b
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. (11)
Using the approach above, we can derive a network implementation that is equivalent to
the dynamical system instantiating the desired neural coding rule but that also has inhibitory
cell properties that can be varied by the choice of factorization for GInhib. For a simple
concrete example, we can achieve the same encoding as Eq. (8) while incorporating an
inhibitory population by using the decomposition:
GInhib = IG+ (12)
where I is the identity and plays the role of U; G+ as defined in Eq. (9) plays the role of
VT . The resulting network is shown in Fig. 16a. While this approach does utilize distinct



















Figure 15: Achieving Dale’s law. (a): An example generic neural network of visual encod-
ing with feedforward and bi-directional recurrent connections (arrows) showing the imple-
mentation details of a single cell E3 (other cells would be similar but are not pictured for
simplicity). The sparse coding dynamics in Eq. (8) is a special case. The internal state u3
(e.g., membrane potential) of this neuron is determined by the filtered input 〈φ3, s〉, with the
dictionary elements φ’s depending on the natural scene statistics (e.g., [12]), the inhibitory
recurrent input (green input G13a1 and G23a2 from E1 and E2), and the excitatory recurrent
input (blue input G43a4 from E4). The membrane potential is thresholded by function Tλ(·)
to generate the response a3 (e.g., the instantaneous spike rate) that drives other neurons.
Note that both the excitatory and inhibitory influences are generated by the same generic
cell type, violating Dale’s law. (b): In this study, we incorporate distinct inhibitory in-
terneuron populations (e.g. I1) that are connected to the principal cells (the E-population)
in specific patterns. The computational property of this type of E-I network can be shown
to be equivalent to the one in (a).
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for each principal cell) and all inhibitory cells in this implementation have the same orien-
tation tuning properties as the excitatory cells (see Sect. 6.3.2). While this may introduce
orientation tuning diversity due to the orientation tunings of the excitatory population, the
diversity is distributed uniformly [109] instead of a bimodal dichotomy observed in the
inhibitory population [13].
3.2.4 Achieving E/I ratio through low-rank decomposition
In areas such as V1, the principal excitatory cells are presumed to form the explicit rep-
resentation of the stimulus that is communicated to higher cortical areas while inhibitory
neurons are presumed to play a more localized computational role within a circuit. Using
limited physical resources, there are many desirable properties for the stimulus represen-
tation: informational efficiency matched to scene statistics [22], stability to small stimulus
changes [14], and simple downstream decoding [110]. The principal cell population in V1
appears to be substantially overcomplete (i.e., in both cats and primates, the estimated ratio
between the output fibers and the input fibers ranges from 25 : 1 to 50 : 1 [17]), which
is a feature adopted in some coding models because it can help achieve these desirable
properties [17].
In contrast, if inhibitory neurons only need to achieve a computational goal for the cir-
cuit without requiring these same stimulus coding properties, there is no need for an over-
complete inhibitory population. In fact, the system could exploit this structure to use the
fewest number of inhibitory cells possible to avoid incurring unnecessary cell maintenance
costs [111]. In contrast to the direct model of Fig. 16a, this approach would require in-
terneurons that communicate simultaneously with a population of excitatory neurons rather
than a single excitatory neuron. As an aside, we note that the reasoning above suggests that
the inhibitory population should be overcomplete in systems where these neurons do form
the explicit stimulus representation. Indeed, this is proposed in a theory of olfactory bulb




























Figure 16: Achieving E/I cell ratio. (a) A subnetwork showing the connectivity and RFs
in the network implementation of Eq. (12). The excitatory connection weight from Ei to
the inhibitory interneurons I j is −〈φi, φ j〉 (forming the (i, j)th entry of G+ in Eq. (12)). The
recurrent connections from the inhibitory neurons back to the excitatory ones (in green) are
one-to-one (rows of the identity matrix). This implementation results in an inhibitory popu-
lation with similar size and orientation tuning properties as the presynaptic excitatory cells.
(b) A stylized sub-network showing the network implementing Eq. (13). The RFs (mapped
out by sparse dots [12]) of the interneurons are dot-like, with extreme localization and no
orientation tuning. (c) A stylized sub-network implementing Eq. (15). The interneurons
receive excitatory inputs weighted by the corresponding row in VT+ , adjust the gain by the
corresponding diagonal entry in Σ, and projects back to the excitatory population with con-
nectivity weights determined by the corresponding row in U+. These interneurons receive
dense input from many principal cells and have unstructured receptive fields, again with no
discernible orientation tuning.
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A natural question to ask is, what is the minimum number of inhibitory cells required to
implement the influences specified by the matrix G? Said mathematically, what choice of
factorization results in the fewest number of inhibitory cells, corresponding to the number
of columns of U and V? In many cases of interest, the connectivity matrix G is likely to
be low-rank (i.e. M > rank(G)), providing an opportunity to achieve an efficient imple-
mentation of the interneuron population by “compressing” the recurrent connectivity to its
most essential components. There are two different causes of low-rank structure in G for
the types of models considered in this study. First, an overcomplete representation of the
principal cells implies directly that G is low-rank (i.e., M > N ≥ rank(Φ) = rank(ΦT Φ) =
rank(G)). Second, natural images are highly structured, meaning that image patches have
fewer “degrees of freedom” than the number of photoreceptors N being used to transduce
the image (i.e. N > rank(Φ) = rank(G)) [112, 113]. This high level of input redundancy
means that the connectivity structure implementing this coding rule also has structure that
can lead to a simplified implementation. Taking both of these aspects together, models that
encode stimuli with low-dimensional structure using an overcomplete code could expect
to efficiently implement the encoding rule with highly-structured, low-rank connectivity
matrix G.
In detail, these two sources of low-rank structure can be exploited to achieve the same
coding function of Eq. (8) with fewer interneurons than a direct implementation of Eq. (12).
The original description in Eq. (8) of G as a Gramian matrix gives rise to the following
decomposition of the recurrent matrix:
G = ΦT Φ = (Φ+ + Φ−)T (Φ+ + Φ−) = ΦT+Φ+ + Φ
T
−Φ−︸            ︷︷            ︸
GInhib
+ ΦT+Φ− + Φ
T
−Φ+︸            ︷︷            ︸
GExcite
, (13)
shown in Fig. 16b. Assuming first that we only take advantage of an overcomplete repre-
sentation (i.e. the Φ matrix has more columns than rows because M > N), the resulting E/I
ratio is M : N and requires (potentially many) fewer inhibitory cells than excitatory cells.
However, this implementation does not produce the diversity of tuning properties observed
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in V1 interneurons, which can be either orientation tuned or non-orientation tuned (with
no apparent structure) [13]. In fact, when using sparse dot stimuli to map out the RFs [12]
of these interneurons, the resulting RFs have a dot-shaped structure (Fig. 16b) inconsis-
tent with cortical observations (see Sect. 6.3.3 for discussion relating this RF shape to the
network structure).
Further assuming that we exploit the fact that G encodes redundant structure in natural
scenes, the recurrent connectivity can be represented by an even lower dimensional decom-
position than Eq. (13). This can be achieved by seeking a lowest-rank (i.e., fewest number
of interneurons) recurrent matrix that is also a good approximation to G (noting that up to
this point we have only examined strategies that exactly solve the original encoding prob-
lem). Written mathematically, this approximation is:
L = arg min
L
rank(L), s.t. ‖G − L‖F ≤ ε (14)
where ‖ · ‖ is the Frobenius norm. This is equivalent to solving:
L = arg min
L
‖G − L‖F , s.t. rank(L) ≤ r
with a suitable choice of r and ε. The solution to this problem can be found by the truncated
singular value decomposition (SVD), known commonly as Principal Component Analysis
(PCA). Note that in our case the truncated singular values are equivalent to the truncated
eigenvalues because G is symmetric semi-positive definite. Specifically, we can decompose
G ≈ L = UΣVT
= (U+ + U−)Σ(VT+ + V
T
− )
= [U+ΣVT+ + (−U−)Σ(−V
T
− )︸                         ︷︷                         ︸
GInhib
] + [U−ΣVT+ + U+ΣV
T




where U and V are truncated singular vectors with orthogonal columns and implement
the recurrent synaptic weights (see the Discussion section for the biological plausibility of
assuming orthogonal connectivity); Σ is a positive diagonal matrix truncated from the full
SVD and implements the interneuron gain (see Materials and Methods).
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The resulting inhibitory population receives dense, low-rank connections from the prin-
cipal cells with synaptic weights defined by VT+ (i.e., each row representing synapses con-
vergent onto a single interneuron) as illustrated in Fig. 16c. Note that another group of
low-rank inhibitory cells with different detailed connectivity is defined by −VT− , but the
qualitative characteristics of these cells are similar to those defined by VT+ . Both groups in
this population have a gain modulation defined by the diagonals of Σ, followed by projec-
tion back to the principal cells with synaptic weights defined by U+ and −U− (i.e., each
row represents synapses convergent onto a single principal cell).
In our example sparse coding network, this implementation only requires 220 interneu-
rons to capture about 99% of the variance in G, representing a significant savings compared
to 2048 and 256 interneurons required in Eq. (12) and Eq. (13) respectively. However, the
resulting interneurons are again not orientation tuned, lacking the diversity observed in V1
interneurons (Fig. 16c). In Sect. 6.3.4, we show that the receptive fields of this popula-
tion approximate the principal components of Φ in a generative linear model and are thus
untuned.
3.2.5 Achieving tuning diversity via convex optimization
Inhibitory neurons are diverse. There are at least two populations with either tuned or
untuned orientation selectivity [13]. At the same time, different inhibitory neurons connect
to the excitatory population with different frequencies [114]. Could the diverse connectivity
contribute to the differences in tuning? It is indeed conceivable that inhibitory neurons
densely connected to the excitatory population combine inputs from different sources, and
as a result have a broader selectivity. Conversely, inhibitory neurons connecting more
sparsely and locally with the excitatory population might be more selective to the stimulus.
To test the hypothesis that tuning diversity could arise from differential connectivity,
we decompose the recurrent connectivity matrix into two distinct matrices L and S
G = L + S , (16)
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where L is a dense matrix and S is a sparse matrix capturing relatively few inhibitory influ-
ences in G. To also respect the E/I cell ratio constraint, we would like L to be low-rank in
particular so that a condensed representation could be achieved using SVD as demonstrated
in the previous section.
Recently the applied mathematics community has developed a principled algorithmic
approach known as Robust PCA (RPCA) [115–117] that effectively solves this decom-
position problem. In this approach, a sparse matrix S that models “outliers” (having a
disproportionate effect on the rank of G) is included so that the remainder L has a lower
rank than G.
In the context of our study, an unstructured sparse connectivity matrix can result in a
relatively large number of interneurons because there can be a large number of columns
containing at least one non-zero value. To maintain the small number of interneurons,
we also want the sparse matrix to be row or column-sparse (see for example the connec-
tivity represented in Eq. (10)). To achieve this, we used an adaptive version of RPCA
(ARPCA) [118] to decompose the recurrent connectivity matrix G = ΦT Φ into a low-rank
matrix L and a column-sparse matrix S by solving the following convex optimization pro-
gram iteratively:
L, S = arg min
L,S
‖L‖∗ + ‖ΛS ‖1, subject to G = L + S , (17)
where ‖ · ‖∗ is the nuclear norm (i.e., the sum of absolute values of eigenvalues) to en-
courage L to have low rank, ‖ · ‖1 is the `1-norm (i.e., the sum of absolute values of the
vectorized matrix) to encourage sparsity, and Λ is a diagonal weighting matrix updated at
each iteration to encourage column sparsity in S . The update rule for Λ is given by
Λi,i =
β
‖S (i)‖1 + γ
, (18)
where S (i) is the ith column of S , and β and γ control the speed of adaptation. At each itera-
tion, the columns of S with smaller entries are assigned larger values of λ, thus encouraging
the values in that column to become even smaller and eventually approach zero. The end
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effect is that the algorithm converges to a decomposition where only a few columns in S
are non-zero (see Materials and Methods for details). We note that the RPCA formulation
in Eq. (17) is a natural extension to SVD in Eq. (14): instead of constraining the power in
G − L (via the Frobenius norm), we now model this difference using a structured matrix S .
After convergence, as before we perform a singular value decomposition (SVD) on the
low-rank matrix L = UΣVT . To respect Dale’s law we separate out the excitatory and
inhibitory influence similar to Eq. (13) in each matrix:
G = L + S = UΣVT + S
= (U+ + U−)Σ(VT+ + V
T
− ) + (S + + S −)
= [U+ΣVT+ + (−U−)Σ(−V
T
− ) + S +︸                                 ︷︷                                 ︸
GInhib
] + [U−ΣVT+ + U+ΣV
T




With this decomposition, the recurrent matrix can be rewritten with separate excitatory
and inhibitory recurrent interactions. In the sparse coding model example described earlier

























where D is a diagonal matrix with 0s and 1s on the diagonal and represents the synaptic
weights on the sparsely-connected interneurons made by the principal cells (Fig. 17). With
a parameter choice that strikes a balance between sparseness and low rank (see Materials
and Methods), the E/I cell ratio in the model network is also close to the observed ratio.
Specifically, with 2048 principal cells and 320 inhibitory interneurons (220 in the low rank
population and 100 in the sparse population), the model network has an E/I cell ratio of
6.4 : 1.
Decomposing the connectivity matrix in this manner results in two distinct populations













Figure 17: Low-rank plus sparse decomposition of the recurrent connectivity matrix.On
the left we show a stylized network structure of the model with low-rank plus sparse de-
composition of the recurrent connectivity matrix. The first inhibitory neuron I1 belongs to
the low-rank subpopulation. The second inhibitory neuron I2 belongs to the sparse sub-
population. It receives inputs from a single excitatory neuron (E2 in this illustration) with
the connectivity matrix implemented by the diagonal matrix D, and sends projections back
to the excitatory population with weights determined by a non-zero column of the connec-
tivity matrix S +. This inhibitory cell has the same receptive field as E2. The matrices on
the right show the decomposition of the recurrent inhibitory connections exemplified in the
network on the left. The low rank and sparse inhibitory populations together implement the
recurrent inhibition −GInhib. The excitatory recurrent influences are implemented by direct
connections I −GExcite between the principal cells.
weights in the matrix Λ. The first subpopulation (exemplified by the inhibitory cell I1 in
Fig. 17) originates from the low-rank connectivity matrix L, and has properties described
in the previous section. The second subpopulation (exemplified by I2 in Fig. 17) originates
from the sparse connectivity matrix S . This population receives one-to-one (i.e. sparse)
connections with unit weights defined by the diagonal matrix D from the principal cells,
and projects back to the principal cells with weights defined by S . Because S is column-
sparse, the rows in D that correspond to the zero columns in S can be set to 0 without
altering the recurrent influence. Said another way, we can eliminate the zero rows of the
D matrix and the zero columns of S , meaning that only a few interneurons are required in
this subpopulation (Fig. 17).
This model network accurately solves the sparse coding inference problem (Eq. (21)),
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Figure 18: The network implements efficient coding. Comparison of original idealized
sparse coding network model to approximation with plausible interneurons. Different
markers represent results using different stimuli. (a) The energy function representing the
total objective being optimized. (b) The sparsity of the response a. (c) The relative `2 error
of the image reconstruction.
despite using only the top principal components of L in the approximation to the recurrent
matrix. This is shown in Fig. 27, where we compare the original network (i.e., the ideal-
ized implementation of Eq. (8) that is not biophysically plausible) with the approximation
described above in the metrics of interest. Specifically, for a number of grating test patches
we plot the final value of the energy function (i.e., the quantity to be minimized in Eq. (21)),
along with the individual quantities relevant to the objective: the sparsity of the final an-
swer (measured by the number of active coefficients ‖a‖0) and the relatve `2 error for the
input image (‖s −Φa‖2/‖s‖2). As demonstrated in Fig. 27, the approximation achieves per-
formance very similar to the original. We note specifically that in both the approximated
and the original network, the activity is very sparse – only up to 5% of all 2048 neurons are
active.
Interestingly, the sparse and low-rank interneuron populations in RPCA show the same
kind of diverse orientation tuning as V1 inhibitory cells in vivo. The low-rank inhibitory
population has RFs that are mostly untuned (Fig. 19a and Fig. 19c; orientation tuning
mapped using a grating stimulus centered in the middle of the visual field), comparable to
the untuned inhibitory neurons observed in cats [13] (Fig. 19b). The sparse inhibitory pop-
ulation has RFs that resemble the primary cell RFs in Φ and are orientation tuned (Fig. 19d
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and Fig. 19f; orientation tuning mapped using a grating stimulus centered on the RF of the
interneuron), comparable to the tuned inhibitory neurons observed in cats [13] (Fig. 19e).
This tuning dichotomy is expected from the difference in connectivity: the orientation-
tuned inhibitory RFs arise from orientation-selective inputs from single principal cells (i.e.,
sparse synaptic connections), whereas untuned RFs arise from dense synaptic inputs from
many principal cells of different tunings.
3.3 Discussion
The main contribution of this study is a biologically plausible computational framework
for including inhibitory interneurons in efficient dynamical system models of neural coding
based on ideas from matrix factorization and convex optimization. From the demonstrated
results, we conclude that techniques such as low-rank plus sparse decomposition can be
used to find implementations of a recurrent connectivity matrix that produce equivalent
population dynamics while using an inhibitory structure that matches many biophysical
properties, including respecting Dale’s law, known E/I cell ratios, and diversity of orienta-
tion tuning properties. In our example of a network implementing sparse coding, the re-
sulting representation is nearly as accurate as the idealized coding model while being much
more faithful to the biophysics of the inhibitory population. Because the proposed approach
only depends on the structure of the recurrent matrix (which may be common among many
energy based models, including many other derivatives of sparse coding [49]), we expect
that the results will be applicable to many dynamical systems implementing neural coding
models.
Our approach suggests that the excitatory to inhibitory cell ratio in V1 is an emer-
gent property of interneurons implementing efficient visual coding in a resource-conserving
way. Specifically, in our model a comparatively small number of interneurons efficiently
route the inhibitory influence by taking advantage of the overcomplete and low-rank (re-


























































Figure 19: Achieving tuning diversity. (a) Example RFs of the low-rank subnetwork of
inhibitory interneurons in the simulation. (b) An example RF and orientation tuning curve
from physiological recordings (modified from Fig. 7c in [13]); (c) An example orientation
tuning curve from the simulation. (d) Example RFs of the sparse subnetwork of inhibitory
interneurons. (e) An example RF and orientation tuning curve from physiological record-
ings(modified from Fig. 4d in [13]); (f) An example orientation tuning curve from the
simulation.
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the tuning diversity of interneurons could arise from differential connectivity with the ex-
citatory population – a prediction that could be tested experimentally.
3.3.1 Related studies
Recently a few studies explicitly introduced inhibitory interneuron populations into high-
level functional encoding models. Lochmann et al. [68] developed a generative model
that demonstrates contextual effects in sensory coding and includes a population of in-
hibitory neurons. These inhibitory cells contribute to efficient perceptual inference through
input targeted divisive inhibition. However, this model only works with binary one di-
mensional inputs and the inhibitory connectivity pattern predicted by this model presently
lacks anatomical support at the cortical level. Therefore, its connection with realistic visual
encoding remains unclear.
In a more recent work, Boerlin et al. [119] illustrated a way to include a separate in-
hibitory population in an efficient coding spiking network that estimates the state of an ar-
bitrary linear dynamical system. While providing a spiking model for the inhibitory cells,
their approach did not investigate the issues of excitatory-inhibitory cell ratio and tuning
diversity. It should also be noted that the Gram recurrent matrix in our model also occurs
in their model (their Eq. 10). It is therefore possible that our approach could be applied in
their scenario.
Another recent study [95] has developed a spiking sparse coding network based on [47]
that incorporates a population of inhibitory cells with connectivity weights adapted to nat-
ural scenes. Similar to the results of our study, the work in [95] has found that a relatively
small number of inhibitory cells are sufficient to provide recurrent competition required for
sparse coding. In contrast, the present study formulates a framework for including biolog-
ically plausible inhibitory interneurons in a wide range of models in a way that can poten-
tially be proven equivalent computationally to the original model objective (e.g., Eqn. (6)).
Furthermore, the present work captures the observed tuning diversity of inhibitory interneu-
rons in V1. We note that the work in [95] does use a more biophysically realistic learning
58
rule, whereas the present paper uses a global convex optimization approach on a fixed con-
nectivity matrix that may have been established through a learning process.
3.3.2 Model predictions on the interneuron properties
Our model gives several experimentally verifiable predictions of interneuron properties that
we detail in this section. We also note that while biologically plausible, there are limitations
with the current model (see the Caveats section later).
First of all, our model predicts the existence of two distinct connectivity patterns be-
tween inhibitory interneurons and principal cells: the recurrent connections between prin-
cipal cells and the low-rank interneurons are dense while the recurrent connections be-
tween the principal cells and the sparse interneurons are selective. According to these
patterns, a likely biological correlate for the low-rank interneurons in mice is the fast-
spiking parvalbumin-expressing (PV) interneurons, which receive dense synaptic inputs
from nearby pyramidal cells of diverse selectivities [120], and project densely back to
neighboring pyramidal cells [121]. Interestingly, as predicted by our model, the PV neurons
indeed have broader selectivity than principal cells [122]. Similarly in cats, a subgroup of
fast-spiking interneurons were found to have broader tunings than other interneurons [123].
Note that this broad selectivity means that the interneuron population derived from the low-
rank component will use a dense code (i.e., most cells participating for most stimuli) even
in coding rules such as the sparse coding example used in this work.
It is less clear what biological correspondence is most appropriate for the sparse in-
terneuron population arising in the model. One candidate is the irregular firing cannabi-
noid receptor-expressing (CB1+) neurons, which have been shown to be more sparsely
connected to the principal cells than the PV neurons [114]. However it is unclear what
selectivity properties these neurons have in the visual cortex. Another candidate is the
somatostatin expressing (SOM) neurons, which are orientation selective and have weaker
response [122], similar to the sparse population in our model. If they indeed correspond to
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the sparse population in our model, we predict that these neurons receive sparser connec-
tions from the principal cells compared to the PV neurons (this however might differ from
layer to layer, as evidenced by a recent study in L2/3 [124]) .
In addition to general connectivity patterns, our model also provides predictions on the
distribution of inhibitory synaptic weights in V1. As shown in Fig. 20a, we observe a near
log-normal distribution of the inhibitory synaptic weights when using a dictionary adapted
to the statistics of natural scenes. Compared to a standard log-normal distribution how-
ever, the model distribution has a longer tail towards the smaller values as visible from the
Q-Q plot (Fig. 20b). Note that while the heavy tail is significant, in fact only a small part
of the distribution deviates from log-normal (below the -2.33 quantile – corresponding to
1% of the cumulative density). Compounded with the difficulty of measuring from weak
synapses, we anticipate that this tail would be hard to capture from experimental measure-
ments. We note that there was a previous study [125] demonstrating a log-normal distri-
bution between excitatory neurons, but we are unaware of similar findings for inhibitory
cells. It should be noted that this model distribution is in agreement with the prediction of
a previous model of spiking sparse coding [47]. Whether this is true in physiology requires
further experimental validation.
In discussing the recurrent connections in the network of Fig. 17, we concentrate mostly
on the inhibitory connections represented by the GInhib term. The excitatory influences are
assumed to be implemented by direct excitatory-excitatory connections represented by the
connectivity matrix I − GExcite. The identity matrix I is assumed to be implemented by an
independent mechanism that results in self-excitation. Biologically, there are at least three
ways this self-excitation could be achieved: through “autapses” [126] (although most of
these self-connections were observed in inhibitory cells); through excitatory interneurons













Figure 20: Distribution of synaptic weights. (a) The non-zero inhibitory synaptic weights
in the RPCA model have a near log-normal distribution. (b) The Quantile-Quantile (QQ)
plot of the starndardized log of the model distribution vs. a standard normal distribution. A
line is drawn through the 25% and 75% quantile to illustrate the goodness of fit. The model
distribution has a visible tail towards the smaller weights.
3.3.3 Caveats
We note that some of the biological features of inhibitory circuits modeled in this work
are still controversial among physiology studies. For example, although Dale’s law is a
generally accepted operating principle, it was recently suggested that neurons can segregate
neural transmitters to different synapses [128]. As another example, the diversity of tuning
properties and the functional roles of inhibitory interneurons are still controversial. Most
studies on this topic were conducted in rodents (the study we compared our simulation
to [13] in the Results being a notable exception), with few implications for primates and
leaving substantial uncertainty even in mouse neocortex [101]. For example, it is still
unclear whether PV interneurons have a diversity of tuning properties [129] or are mostly
broadly tuned [130]. In addition, in our simulation the recurrent inhibition sharpens the
orientation tuning of the principal cells [24]; in physiology, there are conflicting accounts
of whether this is the case [93, 94]. In summary, the modeling results here should be
considered as a demonstration of the capability of a theoretical model to reproduce a variety
of detailed biological phenomenon, not as support for any specific anatomical inhibitory
circuit structures and functions.
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There are several biological details of the inhibitory population that the current model
does not capture. First, the non orientation-tuned inhibitory interneurons in cat primary vi-
sual cortex have complex cell characteristics such as overlapping ON/OFF receptive fields
(Fig. 19b). To capture such features, a coding model involving complex cells may be nec-
essary. Second, the current model does not attempt to capture the prevalent electrical and
chemical interconnections between inhibitory interneurons in the cortex [92, 131]. These
recurrent connections can potentially be incorporated by allowing off-diagonal entries in
the gain matrix Σ. Third, we have treated inhibitory interneurons as continuous-time lin-
ear units with instantaneous dynamics. In reality, interneurons emit spikes and have di-
verse temporal dynamics involving short-term plasticity [132]. A previous work from our
group [108] showed that the non-spiking sparse coding network (without a separate in-
hibitory population) can be equivalently implemented by a network of integrate and fire
cells. While we would expect a spiking network with a similar connectivity pattern as
we have demonstrated would exhibit similar kind of interneuron properties, it is unclear
without further analysis whether using more biologically realistic spiking neurons would
affect the overall dynamics. Finally, though it is well-known that thalamic inputs innervate
inhibitory interneurons constituting feedforward inhibition [92], the model discussed in the
main text does not include a detailed model of this feedforward component. However, we
argue in Sect. 6.4 that the cell ratio and orientation tuning properties could be modeled in a
similar manner as the recurrent network.
It is known that neural network models with different parameters may share the same
input-output functionality [133]. Similarly, there are other model configurations (i.e. in-
hibitory connection patterns) not considered in this work that could implement the same
coding functionality. For one example, in Sect. 6.5 we consider the example of global
inhibition structures. In this case, while very few inhibitory cells are needed, only non
orientation-tuned inhibitory cells can be modeled.
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A remaining question is whether the proposed decomposition can be learned in a bi-
ologically plausible way. While it is out of the scope of the current study, we do expect
the orthonormal low-rank connectivity matrices to be learnable in a biologically plausible
fashion. Indeed, with Sanger’s learning rule – a classical unsupervised learning method
for feedforward neural networks that can be implemented locally – the network weights
converge to orthonormal eigenvectors of the input [134, Chap. 8]. Note that while the or-
thonormality emerges automatically from the learning rule, we are not suggesting that the
singular vectors are the only plausible weights in the interneuron network. For example,
performing a linear transform (e.g. a rotation) in the low-rank principal subspace gives
rise to an alternative decomposition that maintains the cell ratio and tuning properties we
have modeled. This alternative implementation may in fact have additional computation-
ally benefits. For example, a linear transform equalizes the gain distribution in the SVD
and potentially improves the robustness of the network against noise.
3.4 Materials and Methods
3.4.1 Adaptive Robust PCA
Eq. (17) is a convex optimization problem that can be solved efficiently through numerical
optimization techniques. In this study we solve this optimization problem through an adap-
tive version of Alternating Direction Method of Multipliers (ADMM), a robust dual ascent
method [135]. Specifically, the inner loop of the algorithm finds the optimal L and S given
a choice of Λ by alternating between a primal update that achieves (augmented) Lagrangian
minimization and a dual update. The outer loop updates Λ according to Eq. (18). See [118]
for details of the algorithm.
3.4.2 Implementation details
We start with a model network of 2048 principal neurons with receptive fields adapted to
16 × 16 natural image patches using sparse coding [12]. The principal cell activities are
interpreted as the sparse coefficients of a dynamical system implementing sparse coding
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(a in Eq. (8) constrained to be positive) [23] with a threshold value λ = 0.1, as was done
previously in [24].
In the proposed implementation, the required number of inhibitory interneurons is gov-
erned by the rank of L and the number of non-zero columns in S . To achieve a biophysically
accurate small E/I cell ratio, we would like both the rank of L and the number of non-zero
columns of S to be small. However, these are two competing requirements whose tradeoff
depends on the parameters in Eq. (17) and Eq. (18). Indeed, making L lower rank neces-
sarily makes S less column-sparse. To find a compromise solution, we chose the following
set of parameters: the initial diagonal of Λ is 0.038; α = 2.5; β = 0.01. After conver-
gence, we chose to keep 110 cells (implementing top 110 eigenvalues in L) in each of the
two low-rank inhibitory populations with a total of 220 cells so that 99% of the variance
in L was retained. We also used 220 interneurons in the SVD implementation to facilitate
comparison between the models.
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CHAPTER IV
SPARSE CODING MODELS OF POPULATION RESPONSE IN V11
In the previous two chapters, we have demonstrated that sparse coding could explain many
physiological properties of single cells. While providing circumstantial evidence for sparse
coding as a coding strategy employed by V1, these results do not establish whether sparse
coding as a population coding model could indeed account for the simultaneous activity of
a population of neurons. To this end, in this chapter we analyze a multi-electrode recording
data set collected in cat V1 and compare the empirical population response distribution
with predictions from sparse coding. In particular, we focus on the first and second order
statistics – the mean, variance, and correlation. We investigate cases where the sparse
coding model presented in the previous two chapters is insufficient and propose variations
of the original model that better match the observed distributions with additional coding
benefits. From these models, we conclude that there are additional constraints in play in
the population encoding of dynamic natural scenes in V1.
4.1 Population response to natural movies
To quantify the population response characteristics, we analyze a population activity dataset
recorded in anesthetized cats viewing natural movies. The details of the experiments and
the stimulus can be found in Sect. 4.8. Looking at a segment of the single-unit spike raster
(Fig. 21), it is evident that the spike rates of different cells are drastically different. In the
following sections, we quantify statistics such as the variance of the spike rate across cells
and compare them to the sparse coding predictions.
1The work presented in this chapter was in collaboration with Dr. Ian Stevenson, Dr. Urs Köster, Dr.
Charles Gray, and Dr. Adam Charles. Specifically, Dr. Ian Stevenson provided the spatial-temporal receptive
field estimation and the movie stimulus. Dr. Urs Köster provided the single unit recording data collected in
Dr. Charles Gray’s lab. Dr. Adam Charles provided the base code for dictionary learning. These contributions


















































































































































































Our goal is to compare the distribution of the population response predicted by sparse
coding with that from the experiment. To make the measurements comparable, we make
the simplifying assumption that the recorded cells in the experiment are random samples
from a larger population of neurons responsive to a local visual field and that their response
distribution is a fair representation of the larger population.
4.2 Training and testing sparse coding models
To compare the sparse coding prediction directly to the recorded spike activities, we need to
first train the model to generate sparse code, and then further transform the model response
to the same scale as the experiment.
The model training step solves the following optimization problem given the training
stimulus strain:








where Φ̂ is the learned dictionary and â are the inferred sparse coefficients. Dictionary
learning is discussed further in Sect. 4.2.1.
To generate sparse encoding of a new test stimulus stest, we fix Φ to the learned value
and infer â, which amounts to solving:








We then transform â and interpret it as the model prediction of the population response,
with the details explained in Sect. 4.2.2.
4.2.1 Sparse coding learns characteristic image features from natural movie frames
The sparse coding hypothesis proposes that the neural population learns representations of
the natural stimuli in an unsupervised way (Eq. (21)) so that when presented with a new
stimulus with similar statistics, the population forms accurate and efficient sparse repre-
sentation (Eq. (22)). To test this theory, we require that the stimulus in the test set (stest in
Eq. (22)) is similar to strain statistically. We achieve this by using a large sample of movie
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(a) Trained with natural movie frames (4x) (b) Trained with O&F natural images (4x)
Figure 22: Frames in the natural movie have “typical” natural scene local structures. (a)
The dictionary trained on the natural movie clips used in the experiment is very similar to
(b) the one trained using natural images in the Olshausen and Field study [14].
frames as strain and a smaller set shot by the same camera under similar conditions as stest.
See Sect. 4.8.2.1 and Sect. 4.8.2.2 for further details.
The dictionary learned using the movie frames thus prepared turns out to be very similar
to one trained using static natural images in the original sparse coding study [14] (Fig. 22).
This suggests that the local image statistics of the movie frames in our experiment are
indeed “natural”.
In fact, the two dictionaries are largely interchangeable: using one in place of another
for inference does not result in a large change in the energy function in Eq. (22). To be
specific, using the dictionary in Fig. 22b instead of that in Fig. 22a for inference produces
a roughly 10% increase in the energy function (0.982 ± 0.019 vs. 1.117 ± 0.009; mean
± sem). This slight increase is expected since while similar, the movie frames have a
slightly different statistical distribution than the Olshausen and Field images. Using the
dictionary trained on one distribution to represent the other results in a slightly less efficient
and accurate code.
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4.2.2 Sparse coding model response is transformed to spiking events
To compare the model prediction with the experiment, we conduct simulated physiology
by driving the model with the same stimulus used in the experiment (see Sect. 4.8.2.1 for
further details). Yet the simulated model response â in its original form is not directly
comparable to the physiological measurement. First, sparse coding output is a real number
that can take on both positive and negative values while the spike count in the experiment
is a positive integer. Second, the scale of the sparse coefficients is different from that of the
experimental measurement.
The first issue can be resolved by simulating a counting process through an inhomoge-
neous Poisson process generator where the rate is determined by the thresholded instanta-













where T is a thresholding function that sets negative values to 0; r is the simulated popu-
lation spike count per sample bin. In the following we use the terms spike count and spike
rate interchangeably to refer to r. We use a Poisson distribution to model the spike gen-
eration process for two reasons. First, this is a common model of the spike generation in
the brain [90]. Second, we observe from the data that the overall spike count distribution
indeed exhibits Poisson characteristics. As shown in Fig. 23, the variance of a given cell is
roughly the same as the mean as a Poisson distribution would predict. Said another way,
more active cells also have more varying spike counts across bins.
To address the second problem, we rescale the simulated response r with a constant
factor across all neurons so that certain statistics match the experiment. For example, in the
aggregate spike rate simulation, we rescaled the spike rate so that the maximum spike rates
match. In the variance distribution study, the spike count variance is rescaled so that the































Figure 23: The spike count distribution in the experiment is approximately Poisson (mean
equals variance). Each sample represents the spike count mean and variance of one neuron.
rescaling is performed.
4.2.3 Linear-nonlinear control
In the following simulations, we also include the results from the classical Linear-Nonlinear-
Poisson model [136] as a control:
a = T(Φs)
r ∼ Poiss(a)
To make the results directly comparable to sparse coding, we use the same dictionary Φ as
in sparse coding. This model is similar to the sparse coding model except that it has only
the feedforward filtering and does not have the nonlinear recurrent operation that sparsifies
the representation.
4.3 Aggregate spike rate distribution
In this section we compare the aggregate spike rate distributions in the models and the
experiment. We form the distribution by pooling spike counts from all cells and from all
bins. As we see in Fig. 24, both the linear-nonlinear model and the sparse coding model (as
well as a variant introduced later) capture the exponentially distributed spike rate observed





































Figure 24: Comparison of spike rate distributions over all cells and all bins. Spike counts
in the models are rescaled by a constant to match the approximate maximum of the exper-
imentally observed spike rate. All the models we investigated have similar exponentially
distributed spike rate as the sample distribution in the recordings.
bins containing zero spikes, i.e. the activity is sparse.
4.4 Distribution of the spike count variance
From Fig. 21, it is evident that different cells respond very differently to the natural movie
stimulus – some cells do not respond at all while others fire vigorously. This diversity can
be quantified by the variance of the spike count across cells. Note that due to the Poisson
distributed spike count, the mean distribution is very similar (results not shown).
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4.4.1 Prevalence of “silent neurons” in the recorded population
We first quantify the spike count variance distribution in the recorded population. From
Fig. 25a, it is evident that cells with a close-to-zero variance are prevalent. Specifically, it
is visible from the cumulative density function that around 50-75% of the population have
near-zero variance/mean.
The percentage of these rarely firing “silent neurons” is in line with previous esti-
mates. [137] showed that 40 to 80% of neurons in various cortical areas are not respon-
sive to stimuli, at least in layer 2/3. In particular, an optical imaging study [138] revealed
that only around 60% of the cells in cat visual cortex are responsive to visual stimulation.
This surprising lack of activity in the cortex has also been referred to as the “dark matter”
problem in neuroscience [139].
4.4.2 Equalized response in the sparse coding model
To evaluate whether the sparse coding model could account for the observed variance dis-
tribution, we conducted simulated physiology experiment on a population of sparse coding
model neurons driven by the same stimulus used in the experiment (details in Sect. 4.8.2).
As a control, we also carried out the same experiment on a linear-nonlinear population.
We make an additional requirement that on average, the model cell variance is on a similar
scale as the physiological measurement. To achieve this, we rescaled the average model
variance per cell to match the physiological observation.
It is evident from Fig. 25c that while a closer match to physiology than the linear non-
linear model (Fig. 25b), the variance distribution in sparse coding is still more equalized
than the physiological measurement. Indeed, the variance of many cells is low but signifi-
cantly larger than zero. In addition, unlike the experiment population, every single cell in
the sparse coding model has nonzero spike count mean/variance.
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4.4.3 Influence of overcompleteness
A more overcomplete dictionary would result in a more selective population where different
dictionary elements match different aspects of the stimulus. Given a limited set of stimuli
and a very large population, it is conceivable that a small proportion of the population will
never “see” the preferred stimulus and never fire.
We tested this scenario by simulating using a 16× overcomplete dictionary for sparse
coding (Fig. 26). While slightly closer to the experimental observation, the distribution
generated by this dictionary is nonetheless not that different from the 4× overcomplete
dictionary. This suggests that something other than the level of overcompleteness is needed
to account for the less equalized response in the real neural population.
4.4.4 Source of equalized variance in the sparse coding model
We contend that the equalized variance seen in the sparse coding response is a result of
a hidden constraint in Eq. (21). To be specific, to ensure convergence during dictionary
learning, in our simulation the sparse coding dictionary elements are normalized to 1:
{Φ̂, â} = arg min
{Φ,a}
(‖s − Φa‖22 + λ‖a‖1), s.t. ‖φi‖2 = 1 (24)
This normalization has the effect of distributing the variance of the response equally among
all cells. The variance-equalization was alternatively achieved more explicitly by rescaling
the variance to a target constant [14].
4.5 Frobenius norm regularized sparse coding
Instead of requiring the dictionary elements to have unit norms, an alternative constraint
can be applied. In particular, we can regularize the total amount of energy in the dictionary
Φ through a Frobenius-norm constraint:
{Φ̂, â} = arg min
{Φ,a}
(‖s − Φa‖22 + λ‖a‖1 + γ‖Φ‖
2
F) (25)
The dictionary update step using this regularizer is as follows [140]:






























































































































































































































Figure 25: Comparison of the distributions of the spike count variance in experimental
data and different models. The variance is scaled so that the average variance per cell is
the same. Left column: spike count variance of all cells ranked from high to low; middle
column: histogram of the spike count variance; right column: empirical cumulative distri-
bution function of the spike count variance. (a) Experiment; (b) Linear nonlinear model;
(c) 4 times overcomplete sparse coding model; (d) 1.5 times overcomplete Frobenius norm














































Figure 26: Effect of overcompleteness on the spike count variance distribution in sparse
coding models. Increasing the overcompleteness by 4 times does not change the empirical
cumulative distribution function much. Note that the scale of the left and the middle figures
is different from Fig. 25.
At the steady state, this update equation suggests that a dictionary element with a smaller
amplitude also has a lower activity level on average and vice versa. An expected conse-
quence is that the dictionary elements used less often will get smaller and eventually ap-
proach zero. This is indeed what we observe in the dictionary learned under the Frobenius-
norm regularization (compare Fig. 28b with Fig. 22a). Due to this diversity in the learned
dictionary elements, we expect the variance of the response in the Frobenius-norm popula-
tion to be more heterogeneous.
4.5.1 Frobenius-norm regularized sparse coding better fits the sample variance dis-
tribution
When inferring the model response by solving Eq. (22), switching from a dictionary learned
from the original sparse coding to one with Frobenius-norm regularization results in a more
heterogeneous spike count variance distribution (Fig. 25d). As shown in the figure, this dis-
tribution in fact matches the experiment better. More quantitatively, using the Kolmogorov-
Smirnov distance measure, at p = 0.01 level the variance distribution in a sparse coding
model is significantly different from that in the experiment while the distribution in sparse
coding with Frobenius-norm regularization is not (Tab.1).
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Table 1: Comparison of the K-S distances. At p = 0.01 level, we cannot reject the hypoth-
esis that the sample distribution of the variance comes from a Frobenius-norm model.
K-S distance p-value
Linear-nonlinear 0.727 3.997e-10∗
Sparse coding (4x) 0.543 7.948e-06∗
Sparse coding (16x) 0.4598 1.5e-04∗
Frob-norm (1.5x) 0.361 0.01589
Table 2: The total synaptic weights in the Frobenius norm regularized sparse coding model
is smaller than that in the original sparse coding model.
‖Φ‖1 + ‖Φ
T Φ‖1
Sparse coding (4x) 8.5e3
Frob-norm (4x) 2.8e3
4.5.2 Frobenius norm regularized sparse coding reduces total synaptic weights
















More precisely, the total absolute value of the synaptic weights in this network is ‖Φ‖1 +
‖ΦT Φ‖1. Because the Frobenius-norm regularizer encourages smaller Φ, it is expected that
the total synaptic weights in the Frobenius-norm model is smaller than the original sparse
coding model. This is indeed the case (Tab.2).
A smaller total synaptic weights is desirable biologically because it reduces the to-
tal synaptic volume – a costly resource [141]. Interpreted this way, the Frobenius-norm
regularizer naturally incorporates an additional resource constraint into the sparse coding
framework and gives rise to a more efficient code.
4.5.3 Frobenius-norm regularized sparse coding learns a “better” dictionary
We can assess how good a representation a learned dictionary is by evaluating the objective

























































Figure 27: Comparison of MSE and sparsity measures. The dictionary learned with
Frobenius-norm regularization leads to inference that achieves lower rMSE and higher
sparsity and a consequent lower energy compared to the original sparse coding. The spar-
sity measured through `0-“norm” is slightly higher although this measure depends on what
threshold we choose to measure `0-“norm”.
to find more accurate and/or sparser solutions to Eq. (22). Using the objective/energy
function as a measure, in Fig. 27 we show that the Frobenius-norm regularized sparse
coding is a “better” model than the original sparse coding dictionary. In fact on average,
the Frobenius-norm regularized version learns a dictionary that achieves both a lower rMSE
and a smaller `1-norm on the test set. We note that the Frobenius-norm regularization does
increase the `0-“norm” – the number of non-zero elements – on average, here measured
as the number of neurons with response greater than 1e−4 given a stimulus. With a higher
threshold however the Frobenius-norm regularized version has a lower `0-“norm”. For
example, with a threshold of 1e−1, Frobenius-norm version has a mean `0-“norm” of 6.21
while the original sparse coding has a mean norm of 13.4. This is because Frobenius-norm
version has fewer large coefficients on average compared to the original sparse coding.
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4.5.4 Frobenius-norm dictionary size adapts to the training set complexity
Regularizing with a Frobenius-norm constraint has the added benefit that the effective dic-
tionary size does not have to be pre-specified as in the original sparse coding. The learning
process in Eq. (26) automatically scales the unused dictionary elements to zero, dropping
them off from the representation.
To illustrate this point, we compare the effective dictionary sizes (number of non-zero
dictionary elements) at different levels of overcompleteness (Fig. 28a vs. Fig. 28b). It is
evident that when trained on the same data, the dimensionality of the learned representation
stays essentially the same independent of the prescribed dictionary size.
We further demonstrate that the effective size of the dictionary learned with the Frobenius-
norm regularizer reflects the complexity of the training set. Fig. 28c shows a dictionary
learned from a set of stimuli with only the low-frequency content (prepared by “zooming
in” on the local details of the movie frames; see Sect. 4.8.2.2). Compared with a dictionary
trained with more complex stimuli (Fig. 28a), the low-frequency dictionary has a much
smaller effective size.
4.5.5 Biological relevance
The Frobenius-norm regularized sparse coding suggests that silent neurons observed in the
experiment are vestiges of a learning/evolutionary process and do not contribute to cod-
ing. Maintaining these neurons presumably incurs a cost, so why are they not optimized
away? A speculative explanation is that these neurons form a “reserve” that makes the
population more robust. Our unsupervised learning model suggests that these silent neu-
rons will become active when some of the original active neurons die, or when changes in
the environment require new stimulus statistics to be represented. This “revival” of silent
neurons likely involves dendritic plateau potentials [142] instead of back-propagation of
action potentials as the post-synaptic cell does not have somatic spikes.
There are many other factors that may account for the existence of silent neurons. First
of all, it may well be that silent neurons are in fact not silent when presented with a suitable
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(a) Size: 53 (b) Size: 54 (c) Size: 18
Figure 28: Effective dictionary size of the Frobenius-norm regularized dictionary adapts to
the training set. (a) Frobenius-norm regularized dictionary with 64 elements and 53 non-
zero elements. (b) Increasing the dictionary size to 256 does not significantly influence the
number of non-zero dictionary elements. (c) Trained on less complex low spatial frequency
natural image patches, the effective size of the Frobenius-norm regularized dictionary is
lower.
stimulus. In other words, many neurons in the visual cortex may be so selective that only
a very specific stimulus can induce a response. Our result suggests that this selectivity
is unlikely to arise from sparse coding alone even with a highly overcomplete dictionary
(Fig. 26). Another potential source of silent neurons is anesthesia. Anesthesia is known
to change the state of arousal and the excitability of neurons [143] and may “turn off” a
subpopulation of neurons that would be responsive otherwise. However it is unclear how
strong this effect is since silent neurons are observed in awake animals as well [137] and the
overall distributions of firing rate are similar under awake and anesthetized conditions [21].
Note that the computational benefits of Frobenius-norm regularized sparse coding demon-
strated in Sect. 4.5.2 to Sect. 4.5.4 are independent of the silent neurons. In particular, silent
neurons do not contribute to either the accuracy or the sparsity of the representation. Fur-
thermore, when counting the dictionary size that adapts to the stimulus complexity, the
silent neurons are not considered as part of the population.
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4.5.6 Predictions
Our model offers several predictions that can be validated by experiments. First, we predict
that the synapses onto the silent neurons are weak. A consequence of this is that these
neurons would be extremely hard to detect with electrophysiology even with direct presy-
naptic stimulation. It is perhaps necessary to rely on optical imaging methods (e.g. [138])
to detect the silent neurons, and our prediction can then be validated by directly measuring
synaptic strengths in these detected neuron.
A second prediction of the model is that animals reared in a visually deprived environ-
ment where stimuli have simple structures will develop more silent neurons. Conversely,
allowing more complex stimuli in the animal’s visual experience (especially during the
critical period) may increase the size of the active population (Fig. 28).
4.5.7 Future works
Biological mechanisms other than the differences in synaptic weights may contribute to the
observed response variability. For example, a sub-population of inhibitory cells are fast-
spiking [120] and may partly account for the high-variance population in the recording.
This factor could be introduced easily into our model without compromising the computa-
tional properties using the techniques introduced in Chap. 3.
A remaining question is how the learning rule in Eq. (26) could be implemented in a
biologically plausible way. A recent work in online sparse coding dictionary learning with
biologically plausible networks may offer a solution [144].
4.5.8 Conclusion
It is evident from the recording that some neurons in V1 are highly active while others are
completely silent. How do we explain the observed diversity from a coding perspective?
The Frobenius-norm regularized sparse coding model provides a tentative answer. Specif-
ically, this model suggests that the highly varying activity level is a consequence of an
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adaptive population minimizing the representational cost (population firing rate and synap-
tic weights) while maintaining the accuracy. The synaptic weights constraint is crucial
in explaining the diversity in the observed variance: without this constraint, the original
sparse coding model does not predict the observed activity distribution well. Incidentally,
introducing this constraint results in a more sparse and accurate representation and a more
flexible population that self-adapts to the complexity of the training stimuli.
4.6 Correlation structure
We have investigated thus far the statistical structure of the spike rate distribution in individ-
ual neurons as if they were independent. The neural population, however, have structured
connectivity patterns and exhibit characteristic correlation structures. It is currently unclear
how well a theoretical model like sparse coding could account for the empirical correlation
structure and this will be the focus of this section.
4.6.1 Correlations in the physiology experiment
From the pairwise Pearson’s correlation matrix (see Sect. 4.8.2.4 for details) between the
trial-averaged response (Fig. 29a), it is visible that there are clusters of neighboring cells
showing strong correlation, especially in the superficial layers. This is also visible in the
single trial response (Fig. 29b), albeit less strongly.
Could receptive fields explain the observed response correlation? Fig. 29c shows an
interesting relation between the response correlation and the receptive field similarity (es-
timated by spike-triggered average; see Sect. 4.8.1.3): while cells with similar receptive
fields also have highly correlated response, the response correlation in cells with dissimilar
receptive fields are close to 0. Note that here for consistency we show the correlation dis-
tribution for the same population we have studied so far in this chapter. This distribution is
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 29: Response and receptive field correlations between 21 cells in the experiment
data (two silent neurons were excluded) (a) Correlation matrix of trial averaged response
(PSTH) with cells arranged roughly from deep to superficial layers (b) Correlation matrix
of single trial response (c) Relation between the response correlation and the receptive field
similarity in a single trial. The solid line is a local polynomial regression fit to the scatter.
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4.6.2 Correlations in the linear-nonlinear and sparse coding models
With simulated physiology (Sec. 4.8.2) we find that neither the sparse coding model (Fig. 31)
nor the linear-nonlinear control model (Fig. 30) captures the correlation pattern observed
experimentally. In particular, the linear-nonlinear model predicts a purely linear relation
between the response correlation and the receptive field similarity, while the true response
correlation saturates near zero. On the other hand, sparse coding predicts a close-to-zero
response correlation no matter how similar the receptive fields are2.
In addition, the connectivity patterns predicted by these two models are not in line with
the emerging view of the layer 2/3 circuit in the visual cortex [145–147]3. To be more
specific, recent studies suggests that in layer 2/3, excitatory cells with similar receptive
fields preferentially connect with each other. Contrary to this highly structured recurrent
circuit, the linear-nonlinear model does not predict clusters of neurons with similar selec-
tivity, while sparse coding predicts that excitatory cells that preferentially connect with one
another have dissimilar receptive fields.
4.7 Group sparsity model
A potential way to encourage clusters of correlated neurons to emerge in a sparse coding
model is to use a group sparsity constraint in place of an `1-norm constraint:
{Φ̂, â} = arg min
{Φ,a}








n j) represents the activity in the jth group. This alternative mixed
`1/`2 norm [149, Chap. 2] encourages a small number of groups to be active for a given
stimulus and places no constraints on the sparsity within these groups. With this alternative
formulation, a grouped representation can be learned with each group representing a “sub-
space” of the training set. Resulting dictionary elements within the same group appear to
have similar orientation selectivity and different phase selectivity (Fig. 32).
2Frobenius-norm regularized sparse coding predicts a similar relation (not shown).







































































































































































































































































































































































































































































































































Figure 30: Response and receptive field correlations in the linear nonlinear model. (a)
Response correlation matrix between the first 21 model neurons in a simulated single trial.
(b) Relation between the response correlation and the receptive field similarity in all 256





































































































































































































































































































































































































































































































































Figure 31: Response and receptive field correlations in the sparse coding model. (a) Re-
sponse correlation matrix in a simulated single trial. (b) Relation between the response
correlation and the receptive field similarity. The solid line is a generalized additive model
fit to the data.
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Figure 32: 4x overcomplete dictionary of size 256 learned with a group sparse prior of
group size 8
4.7.1 Group sparse coding better captures empirical correlation
Comparing the group sparse coding prediction of the correlation pattern (Fig. 33a) with
the experiment (Fig. 29a and Fig. 29b), we see that the model prediction indeed resembles
the clustered correlation pattern observed in the experiment. In addition, the group sparse
coding model matches the experimental observation that the response correlation increases
with the receptive field similarity nearly linearly when the receptive fields are positively
correlated, and that the response correlation stays near zero when the receptive fields are
dissimilar (Fig. 33b).
We can interpret these results by comparing to sparse coding and linear-nonlinear mod-
els. Unlike in sparse coding, the response correlation between cells with similar receptive
fields is much larger in the group sparse coding model. This is due to the fact that cells
within a group represent the same subspace and both their response and their receptive
fields tend to be correlated.
Compared to the linear-nonlinear model, in group sparse coding the response correla-
tion between neurons with anti-correlated (opposite phase) receptive fields is much closer
to zero. One explanation is that in the group sparse coding model, cells with dissimilar






































































































































































































































































































































































































































































































































Figure 33: Response and receptive field correlations in the group sparse coding model. (a)
Response correlation matrix of a subset of cells in a simulated single trial. (b) Relation
between the response correlation and the receptive field similarity. The solid line is a
generalized additive model fit to the data.
induced by the group structure partially cancels out the negative correlation, leading to an
overall correlation close to zero.
To quantify the difference between the the model distribution and the experimental
distribution, we measure the statistical distance defined as the integrated squared difference
between the kernel-smoothed densities:
T =
∫
[ fexp(x) − fmodel(x)]2dx], (29)
where f (x) is a Gaussian kernel-smoothed density function estimated from the data (see
Sect. 4.8.2.4 for details). As seen in Tab.3, the group sparse coding model with a group
size of 8 produces a distribution that that best matches the experimental data while the
group sparsity model with a smaller group size as well as the linear-nonlinear and the
original sparse coding model generate less accurate predictions. While the distribution
generated from a group-of-8 sparse coding model is the closest to the sample distribution, a
statistical test revealed that the model distribution is significantly different from the sample
distribution (p-value exceedingly small). More refined models are needed to match the
sample distribution even better (Sect. 4.7.4).
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Table 3: Comparison of the statistical distances from the model distribution to the experi-
ment distribution. Note that to better estimate the distribution of the experiment data, here
we incorporate auxiliary experimental data from other sources (see Sect. 6.7).





4.7.2 Group sparse coding as a model of complex cells
A classical result of visual neuroscience is that cells in V1 are roughly divided into simple
cells and complex cells, with simple cells forming linear filters sensitive to local features
and complex cells pooling groups of simple cell response to form invariant representations.
However the original sparse coding only models the simple cells [12, 14] without account-
ing for complex cells.
Group sparse coding extends sparse coding to include complex cells. Concretely, for
each group j in the group sparse coding model, we assume that there is a downstream
neuron (a complex cell) pooling the energy of the group ‖aj‖22. Interpreted this way, the
group sparse coding model shares the same computational elements as the standard energy
model [136] of complex cells. Similar to the energy model, response a from a group of
simple cells with similar orientation selectivities are squared and summed to form inputs
to a complex cell (the downstream neuron). Different from the energy model, the group
sparse coding model further adds a square-root nonlinearity and enforces the response of
complex cells to be sparse (Fig. 34; compare with Fig. 1C in [136]). With these additional
structures, the group sparse coding model learns simple and complex cell receptive fields
automatically from natural images, as opposed to the energy model where receptive fields
are pre-specified. Note that the group sparse coding circuit structure in Fig. 34 is very
similar to the independent subspace analysis (ISA) [150] – an extension of independent
component analysis that was used to model complex cells.





Figure 34: A stylized network implementation of group sparse coding. Viewed this way,
group sparse coding model is a form of energy model that encourages decorrelation be-
tween complex cells. Decorrelation between complex cells can be achieved by recurrent
connections and thresholding between the simple cells (see the main text for details).
complex cells are decorrelated (Fig. 35), similar to the model simple cells in the original
sparse coding model (Fig. 31a).
The sparse inference/decorrelation process can be implemented in a dynamical system
identical to the one introduced in Eq. 3 with an alternative thresholding function [49]:
a j = T̃λ(u j) =







‖u j‖2 > λ
. (30)
In its current form however, it is unclear how the thresholding function could be imple-
mented biologically: the threshold level depends on the internal state variables u (inter-
preted as the membrane potentials) from other neurons in the same group. This is not bio-
logically feasible because membrane potentials are not directly observable from outside of
the neuron. It remains a future direction how to implement group sparsity in a biologically
feasible fashion.












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Complex cell correlation in group sparse coding
Figure 35: Correlation matrix of the group energy indicates that the model group response
is decorrelated
is that it extracts invariant features. The complex cell response in the model is the aggrega-
tion of simple cells with similar orientation selectivity and different phase preference. As a
result, the complex cells in the model are phase-invariant and orientation selective (Fig. 36;
compare to similar properties in independent subspace analysis (ISA) [150]). This invari-
ance is likely crucial in visual tasks such as recognition. Indeed, successive pooling and
decorrelation have been shown to be particularly important for achieving good recognition
performance in multi-layer deep convolutional networks [151].
4.7.3 Group sparsity prior and Frobenius-norm regularizer can be combined
The Frobenius-norm regularizer and the group sparsity prior are easily combined in a single
model:
{Φ̂, â} = arg min
{Φ,a}
(‖s − Φa‖22 + λ
∑
j
‖aj‖2 + γ‖Φ‖2F) (31)
The resulting dictionary is a compact representation with a small number of effective groups
(Fig. 37). We expect this model to exhibit both heterogeneity in the variance distribution
as well as clustered correlation.
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Figure 36: Comparison of the feature selectivity a simple cell and the corresponding com-
plex cell in the group sparse coding model. (a) An example model simple cell is selective
to the phase of a series of Gabor stimuli fitted to the RF of the cell. (b) The same set of
stimuli induce similar response in the model complex cell, demonstrating phase-invariant
response. (c) and (d) The model simple cell and complex cell have similar orientation
tunings.
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Figure 37: 4x overcomplete dictionary of size 256 learned with a Frobenius-norm regular-
izer and a group sparse prior of group size 4
4.7.4 Future works
It remains a question how the invariance in group sparsity contributes to visual tasks. Given
the similarity between group sparse coding and ISA, which has proven to be successful in
recognition tasks [152], it is likely that group sparse coding can provide similar computa-
tional benefits in visual tasks. Compared to ISA, group sparse coding is expected to learn
more robust nonlinear features thanks to an overcomplete code.
In this study, we have treated all recorded neurons as simple cells with linear receptive
fields. However, some of these cells may be complex, meaning that their RFs cannot be
adequately described as linear filters. Indeed, an energy model gives a better prediction
of the PSTH for many neurons than a linear receptive field model (results not shown).
Further study is needed to establish the identity of each cell we studied and confirm that
the complex cells are indeed decorrelated as predicted by the group sparse coding model.
The decorrelation we predict for complex cells is likely too strong compared to the
real population. This is because the grouping in our model is fixed while the grouping
boundaries in the experimental data appear far less rigid (Fig. 29a). A potential remedy is to
introduce overlaps in the group structure. More advanced techniques need to be employed
for inference in this kind of model [153]. With overlapping groups, it is expected that a
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topographical organization similar to that observed in cats and primate would emerge [154,
155].
4.7.4.1 Additional computational benefits of group sparse coding
Group sparse coding may introduce additional computational benefits on top of invariance.
For example, [156] demonstrated that when the signal has a group sparse structure, the
group sparse coding is superior to the original sparse coding. Do natural images have group
sparsity structure? Previous results on classification [157] and compressed sensing [155]
suggest that this is indeed so. To test directly whether group sparsity is a better prior for
natural images, we compare the correlation of the response between the sparse coefficients
(Fig. 31a) and between the energies in the group sparse coding model (Fig. 35). A lower
correlation would suggest a better match to the independence prior, thus implying a better
statistical model. Preliminary results indicate that the mean correlation is slightly larger in
the group sparse coding model, although correlations in both models are so small that this
difference may prove to be insignificant. Dependencies between variances may need to be
studied to further understand whether group sparsity prior is better for natural images.
4.7.5 Conclusion
To summarize, in this section we have shown that the group sparse coding model can better
account for the correlation structure in the experimental data and can explain the emergence
of complex cells in V1. The results suggest that sparse coding may be a strategy employed




The visual stimulus, recording, and spike sorting methods were detailed in [158,159]. Here
we give a brief summary.
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4.8.1.1 Recording4
The recording was collected with a single shank, 32-channel planar silicon polytrode in
anesthetized cats V1 through all cortical layers under visual stimulation. The polytrode has
a channel spacing of 50µm, contact diameter of 23µm and thickness of 15µm.
The animals were anesthetized with an intramuscular injection of katamine (12 mg/kg)
and acepromazine (0.3 mg/kg). Anesthesia was maintained with halothane (0.6 - 2 %) in a
mixutre of nitrous oxide and oxygen (2:1). The spikes data were obtained by bandpassing
the raw recorded electrical signal with a 4-th order Butterworth filter with a passband be-
tween 0.5kHz and 10kHz. Single unit activities were extracted by a standard tetrode spike
sorting procedure where similar spikes were clustered with k-means followed by manual
cleanup5. The neural response was then defined as the instantaneous spike count binned at
10Hz.
4.8.1.2 Stimulus presentation in the experiment
We analyze single trial as well as repeated trials population response to full field natural
movies stimulation. The movies were recorded with a digital camera with the field of view
matched to the visual angle at which the movies were later presented to the animal. The
movies were recorded at 300Hz frame rate and subsequently resampled to 150Hz. The
movies used in this study include three long movies “duck8”, “duck30”, “cat”, and a short
30s repeated movie clip taken from the “duck8” movie.
4.8.1.3 STRF estimation6
In the correlation study, the spatial temporal receptive field was estimated using spike-
triggered average of the response to the natural movie stimulus.
4The recording was conducted in Dr. Charles Gray’s lab at Montana State University.
5Spike sorting was carried out by Dr. Urs Köster.
6The STRFs were estimated by Dr. Ian Stevenson.
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4.8.1.4 Mitigating the effect of anesthesia
We took care to only analyze subsets of the data where the effect of anesthesia is mini-
mum. For example among the 60 repeated trials in the original experiment, only the latter
40 trials were used to calculate the PSTH because the LFP of the first 20 trials suggests
a different brain state. Specifically, the LFP of the first 20 trials shows a strong low-
frequency oscillation that is likely a consequence of anesthesia. Another symptom of the
low-frequency oscillation is that the correlation between cells in the first 20 trials was not
stationary (Sect. 6.6).
4.8.2 Modeling methods
4.8.2.1 Stimulus presentation to the models
Unless otherwise noted, the results presented in this chapter were computed with a 200s
single trial movie segment from the movie “duck8”. To match the bin size (100 ms) used to
calculate the instantaneous spike count in the experiment, in the simulation we used frames
100 ms apart. While this ignores some high-frequency dynamics in the stimulus, temporal
dynamics is not the focus of this study.
To prepare the raw movie stimulus for simulation, we prepared the movies in a similar
manner as described before [158]. Specifically we downsampled the raw movie frames by
a factor of 16 to 32 × 24 pixels, whitened and cropped out 8×8 frame centers to match the
location and the spatial extent of the classical receptive fields [158].
4.8.2.2 Dictionary learning7
To adapt the sparse coding models to the statistics of the natural movies, 1800 downsampled
and whitened 32×24 frames each 0.6s apart were selected from the duck8, duck30, and cat
movies. 8×8 image patches were then sampled randomly from these frames and presented
to the model. The low-frequency dictionary in Fig. 28c was learned from patches directly
cropped from the movie frames without downsampling and whitening. These local patches
7The base code (without the stimulus preparation) for learning sparse coding dictionary was provided by
Dr. Adam Charles.
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only have the low-frequency components due to the limited resolution of the raw movie
frames.
The learned dictionary elements were taken as the classical receptive fields. This is
justified because the dictionary elements are approximately the same as the feedforward
classical receptive fields mapped out using sparse dots [12].
4.8.2.3 Inference
To infer the sparse coefficients in sparse coding models with the Laplacian prior and with
the group sparsity prior, fast iterative shrinkage-thresholding algorithm (FISTA) algorithm
implemented in the SPAse Modeling Software (SPAMS) package8 was used. Using this im-
plementation (as opposed to l1ls or LCA) enables us to learn large (e.g. 16x overcomplete)
dictionaries in hours.
In all inference, the trade-off parameter λ = 0.2 and the Frobenius-norm trade-off pa-
rameter γ = 0.02. With this parameter choice, all inference has an rMSE less than 15%.
4.8.2.4 Measuring correlation
Correlation between cells is measured by Pearson’s correlation between the spike count
vectors. This correlation measure is sensitive to the choice of bin size. Using a small bin
size results in artificially small correlation due to noise/spike jittering [160]. Indeed in our
dataset using bins synchronized to the frame rate (150Hz) produces correlations close to
zero. To reduce the effect of noise, we measure the correlation using 100ms bins – a size
within the range of correlation timescale in the brain [160]. Using 250ms bins leads to
similar results.
The receptive field similarity was measured using cosine similarity (the uncentered
Pearson’s correlation). The similarity was measured between the STRFs in the experiment




To measure the similarities between 2D distributions from models and from experi-
ments (e.g. between Fig. 30b and Fig. 29c), we first estimated the probabilistic densities
through Gaussian kernel smoothing, then measured the statistical distance by integrating
the squared difference between the densities. We confirmed through simulations on the
Gaussian distributions that this measure is close to 0 when the two samples come from the
same distribution and it grows with increasing difference between the distributions. This
measure is advantageous to other statistical similarity measures such as the KL-divergence
in this case because: first, it is easy to apply in 2D; second, it is not sensitive to the dif-
ference in the number of samples; third, it gives a meaningful measure even when the
two distributions are very different (KL tends to have numerical issues in this case due to
dividing by 0 probability).
4.8.2.5 Measuring invariance
To quantify the phase-invariant property of the model complex cell, we first fitted a Gabor
patch to the RF of a corresponding simple cell that feeds into the complex cell. We then
varied the phase of the Gabor patch and measured the response from both the simple cell
and the complex cell (the square-rooted total group energy).
4.8.2.6 Software
Raw spike data were pre-processed in Python with the neo package9. Simulated electro-
physiology was conducted in Matlab®. In the invariance experiment, Gabor filters were
fitted to the RF using the “Auto Gaussian & Gabor fits” package10. Most of the statistical
analysis and visualization was done in R. In particular, we used the “kde.test” function in








In this dissertation, we have demonstrated that sparse coding and its variants are consistent
with and in many cases can account for key aspects of neural response in the primary
visual cortex, including contextual and nonlinear effects, inhibitory interneuron properties,
as well as variance and correlation distributions of population response. There are three
major contributions:
1. Biologically, the results demonstrate that detailed physiological properties can be
understood through the constraints and coding goals of the sensory system. In partic-
ular, the results illustrate a number of biological constraints crucial for understand-
ing population neural response, including the response sparsity (Chap. 2), number of
cells (Chap. 3), synaptic weights, and hierarchy (Chap. 4).
2. In terms of modeling, the results bring theoretical neural coding models one step
closer to biological reality. These biological plausible models enable direct compar-
ison with experimental results and make predictions that can be verified by further
experiments.
3. Computationally, the results presented here suggest new learning and inference mod-
els that have unique advantages over the original sparse coding (Chap. 4). In partic-
ular, these models learn features that are more concise and invariant.
5.2 Future works
The present work can be extended in several directions.
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First of all, in the current study, diverse physiological phenomena are investigated sep-
arately with different variations of the sparse coding model. It is important to understand
how compatible these models are with each other. For example, do complex cells in the
group sparse coding model (Chap. 4) exhibit non-classical receptive field effects (Chap. 2)
(similar to those studied in [67])?
Currently our models treat the cortical population as a homogeneous population with
no laminar structures. However, different layers in the cortex likely have different circuit
structures, cell species, and response properties. For example, it was found that simple cells
dominate layer 4 and 6 in V1 while complex cells distribute across all layers in cats [161]1.
A more complete coding model needs to capture this kind of laminar specialization. For
instance, a more general model may consist of the original sparse coding model which is
specific to simple cells and is likely useful for modeling layer 4 response, and the group
sparse coding model which is more useful for other layers. How to align these different
models to the layered structure is an important future topic.
In many respects the feature learning perspective adopted in this dissertation parallels
recent advancement in computer vision where deep networks with features adapted to large
numbers of natural images outperform approaches using hand-crafted features by a large
margin and achieve state-of-the-art results [151]. In certain tasks, these algorithms even
start to approach biological performance [162]. Despite this success, current computer
vision algorithms are still no match for the generality and efficiency of human vision. The
results in this dissertation elucidate certain computational primitives potentially employed
by biological neural networks and may have implications for neural network models used in
computer vision. How to transfer the knowledge learned from biology to artificial systems
is an important future direction.




6.1 Effects of changing simulation parameters in the nCRF study
As mentioned in Chap. 2, changing parameters such as the sparsity level λ and the simula-
tion time changes the quantitative results for the simulation. For example, when simulating
the dynamical system all the way to a steady state response (1000 integration time steps),
the surround suppression index distribution shows an unrealistically large number of cells
that demonstrate essentially complete suppression (Fig. 38; compare to Fig. 4b).
While such parameter changes can sometimes show biophysically unrealistic responses
(especially for population statistics), these parameter changes can sometimes account for
apparently conflicting reports in the physiology literature. For example, Fig. 39 shows
the surround suppression index produced by the model when we lowered the tradeoff pa-
rameter λ (i.e., allowing more simultaneously active cells) and increased the number of
integration time steps for the system (i.e., presenting the stimulus to the system for a longer
time, thereby letting the network converge more fully). In this case, the model produced a
surround suppression index that had most cells being suppressive, peaking near a value of
70%. Interestingly, this is qualitatively similar to other reports from the physiology litera-
ture [15, 81, 124] that are apparently conflicting with the more typical reports of most cells
being non-suppressive, perhaps due to a different experimental preparation.
For another example of a case when a different set of parameters could be used to repli-
cate an alternative report from the literature, consider the fact that some neurons in cat
and macaque V1 actually show facilitation with iso-oriented surround stimuli when using
low center contrast stimuli [16, 163] (Fig. 40a; not observable in Fig. 8d). Such effects
were previously modeled mechanistically [163–165] as a result of changing balance be-
tween the excitation and inhibition under different contrast (input strengths). We show that
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Figure 38: Surround suppression index distribution under a different parameter setting.
Related to Fig. 4b. With steady-state response of the model and otherwise default param-
eters, the surround suppression index distribution shows physiologically unrealistic large
percentage of cells with complete suppression.
this facilitation effect also emerges from our functional model response when the tradeoff
parameter is set to λ = 0.1 and all other stimulation procedures are kept the same (see
Fig. 40). This might be understood as a result of the nonlinear change of competition be-
tween neurons with different contrast/input drives (potentially with secondary effects such
as disinhibition). Related to our result, Coen-Cagli et al. [66] recently showed that surround
facilitation could arise under certain stimulus conditions in a statistical model adapted to
natural scenes. In their model, how much the center response is normalized (modulated)
by the surround response is dependent on the relative stimulus contrast in the center and
surround, as well as the receptive field correlations between the center and surround (sim-
ilar to the present model, see Sect. 2.3 for more details on the differences). We note that
contrast-dependent facilitation might be beneficial for perceptual tasks such as contour in-
tegration. For example, when the center contrast is low, it is perceptually helpful to enhance
the response to fill in the gap and complete the contour. However, when the center con-
trast is high, it is more efficient to keep the response in check and relegate some of the
responsibility for the representation to other cells.
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Figure 39: Surround suppression index distribution under another parameter setting. Re-
lated to Fig. 4b. (a) Physiologically measured index from an experiment on macaque mon-
keys (N=105); data replotted from [15, Figure 2C]; (b) Simulation of the surround sup-
pression index distribution with lower sparsity and longer convergence times (λ = 0.05 and
1000 integration time steps). Note that the majority of neurons are surround suppressive in
this case.
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Figure 40: Facilitatory influence. Related to Fig. 8. (a) Facilitatory influence from the
iso-surround at low center contrast observed in cats; data replotted from [16, Figure 5];














































































Figure 41: Spatial organization of surround orientation tuning. Orientation tuning with
“gap” in between center and surround. (a) Physiology without gap; data replotted from [4,
Figure 4D]; (b) Simulation without gap; (c) Physiology with gap; data replotted from [4,
Figure 4E]; (d) Simulation with gap. Parameters same as in Fig. 7.
6.2 Other Miscellaneous nCRF Effects
Using a similar setup as in Fig. 7, the suppressive effect of the surround is smaller if there
is a gap separating it from the center (Fig. 41). The extent of contextual effect is therefore
modulated by the area the surround is covering. The larger the surround, the stronger the
effect.
6.3 Mathematical derivations of model receptive fields
To study the orientation tuning of cells in the inhibitory interneuron model (Chap. 3) , we
map the receptive field using sparse spots of light as in [12]. In the following derivation,
without loss of generality we consider variables that could be both positive and negative
instead of constraining the signs as in Chap. 3.
6.3.1 RFs of excitatory cells
Here we derive the RFs of principal cells in a linear generative model. The stimuli array of
sparse dots used for mapping RF is represented by an identity matrix I = [s1, ..., sM], and
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the rows of the response matrix A are the RFs.1 In a linear generative model:
I ≈ ΦA. (32)
First consider the case when Φ (and thus ΦT Φ) is full rank. The receptive field mapped
with sparse dots is the Moore-Penrose inverse of the dictionary matrix:
A ≈ Φ† = (ΦT Φ)−1ΦT . (33)
Specifically when Φ is orthogonal,
A ≈ ΦT , (34)
indicating that the RFs of the excitatory cells are approximately the same as the dictionary
elements.
For an arbitrary overcomplete Φ, there is no unique solution to Eq. (32). If one regular-
izes the problem with a sparsity constraint on the columns of A, A can be inferred using a
linear dynamical system coupled with a nonlinearity (Eq. (8)) [23]. The solution at steady
state under sparse dots stimuli, ignoring the thresholding (a ≈ u) can be written as:
A ≈ ΦT I − (ΦT Φ − I)A, (35)
which implies
ΦT ΦA ≈ ΦT , (36)
similar to Eq. (33). When the dictionary elements are sufficiently different from one another
(i.e. ΦT Φ is close to identity), again we have Eq. (34). Empirically in simulations we
observe that the tuning property of the RFs are indeed similar to that of the dictionary
when using an overcomplete dictionary learned from natural scenes. A similar observation
was also made previously in [12].
1Here we mix the signs in the representation for the sake of brevity. In simulations we separate out the
signs: we map the ON part of the RF with positive-valued dot, and the OFF part by the negative-valued.
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6.3.2 RFs of inhibitory cells in the direct implementation
When the Gramian matrix is decomposed directly (Eq. (12)), the RFs of the inhibitory
cells are (ΦT Φ)+A. According to Eq. (36), this is approximately the same as the dictionary
elements (orientation tuned).
6.3.3 RFs of inhibitory cells in the Gramian decomposition
When the Gramian matrix ΦT Φ is used to represent the recurrent inhibition directly (Fig. 16b),
the RFs of the interneurons are columns of ΦA, where columns of A are the responses of
principal cells to sparse dots stimuli. It is straightforward to infer from Eq. (32) that the
RFs of the interneurons are dots (simulation in Fig. 16b) since ΦA is the identity matrix.
6.3.4 RFs of inhibitory cells in low-rank decomposition
Denote the SVD of Φ as
Φ = ΩΛΥT , (37)
so that
ΦT Φ = ΥΛΩT ΩΛΥT = ΥΛ2ΥT . (38)
From Eq. (17), since S is sparse, ΦT Φ ≈ L = UΣVT . Therefore U ≈ Υ ≈ V and Σ ≈ Λ2 up
to scaling constants. The RFs of the inhibitory neurons implementing the low-rank part of
the connectivity matrix can thus be approximated up to a scaling constant by:
VT A ≈ ΥT A = (Λ−1ΩT ΩΛ)ΥT A = (ΩΛ−1)T (ΩΛΥT A) = (ΩΛ−1)T (ΦA)
(32)
≈ (ΩΛ−1)T .
In words, this means that the RFs of these interneurons can be approximated by the (weighted)
singular vectors of the dictionary Φ. Since the dictionary is learned from natural scenes,
the singular vectors resemble the PCA components learned from natural scenes, which are
known to be sinusoidal [166]. The simulation confirms this (Fig. 19a).
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6.4 Feedforward inhibition
While Chap. 3 addressed the role of inhibition in the recurrent cortical connections, sim-
ilar considerations arise when modeling the feedforward inhibition prevalent in the tha-
lamocortical system [92]. The classical push-pull feedforward model [167] proposed the
existence of tuned feedforward inhibitory neurons with RFs that “mirror” those of the ex-
citatory neurons and supply disynaptic hyper-polarization to the principal cells in layer 4.
To account for the discrepancy in the numbers of inhibitory and excitatory cells, it was
suggested that these inhibitory neurons are multiplexed (i.e. a single inhibitory neuron
supplies inputs to multiple excitatory neurons [52]), though there is uncertainty in the po-
tential implementations of this multiplexing. Assuming that the interneurons mediating the
feedforward inhibition is a separate population from the recurrent inhibition population, we
show that multiplexing can be implemented naturally when the representation is overcom-
plete (Fig. 42). Specifically we rewrite the feedforward transformation (ΦT ) in Eq. (20) as
follows:





We can interpret Ω as the connectivity matrix from the inputs to the feedforward in-
hibitory interneurons and Ψ as the connectivity matrix from the interneurons to the princi-
pal cells. Note that the dimension of Ω can be arbitrarily assigned as long as the decom-
position holds. A simple choice is to make Ω a full-rank dictionary matrix (N × N) with
Gabor-like elements. As a result when the principal cell representation is overcomplete
(Ψ : M × N with M > N), fewer feedforward interneurons than principal cells are needed.
Furthermore, the RFs of the feedforward interneurons are Gabor-like, similar to those in
the classical push-pull model [52]. Note that Ψ is uniquely defined given Φ and Ω, because




Figure 42: Feed-forward inhibition. Feedforward push-pull could also be implemented
with fewer inhibitory neurons than excitatory neurons.
6.5 Global inhibition
While many implementations of inhibitory interneurons are discussed in Chap. 3, an alter-
native strategy to improve the E/I ratio is to use a global inhibition approach. In the network
of Eq. (8), we can offset the baseline excitatory synaptic weights by a constant c > 1 to
make all of the individual synaptic weights positive: (c − 〈φ j, φi〉) > 0,∀ j. With this offset
to the individual weights, the equivalent dynamics model becomes:
τu̇i(t) = 〈φi, s〉 +
∑
j,m





a j(t)︸     ︷︷     ︸
Global Inhibitory
−ui(t) (39)
where we now have a single non-orientation tuned inhibitory cell (Fig. 43) that sums over
the activity of all principal cells. In biological reality global inhibition is unlikely to mani-
fest in this manner, if at all. A more likely scenario is that this type of interneuron inhibits
only a local population of principal cells. This may in fact contribute to diverse orienta-
tion tunings of the inhibitory neurons, depending on the local distribution of principal cell
orientation tuning properties (e.g. location on the pinwheel).
We note several additional features of this global inhibition implementation of sparse
coding. First, the global inhibition rises and falls with the overall excitatory activity in
the network. This implies that the model inhibitory neurons have inherently higher firing
rates, reminiscent of one class of inhibitory neurons in the cortex that are fast-spiking [130].
Second, the network equation indicates that excitatory cells only connect to those sharing























Figure 43: Global inhibition. (a) The recurrent network that implements the global in-
hibition (Eq. (39)). I1 pools all activities from the excitatory population, weighs them by
c, and projects back to the excitatory population. (b) The orientation tuning curve of the
inhibitory neuron I1.
overlapping inputs share connections [145, 146], while inhibitory interneurons form dense
connections with all neighboring excitatory neurons, similar to the pattern seen in phys-
iology [77]. Third, the excitatory synaptic weights may result from combined Hebbian
and anti-Hebbian learning with rates that depend on the overlap of the RFs. Functionally,
the connection pattern in Eq. (39) can be interpreted as a way for excitatory connections
to share responsibilities for representing inhibition by shifting the baseline activity to a
non-zero value. The cost of such an implementation is that the excitatory population has a
higher gain, which may potentially induce a higher sensitivity to noise.
6.6 Unstationary correlation in some experiment trials
The correlation between cells is not stationary for the first 20 trials of the short movie
experiment (Fig. 44) potentially due to anesthesia.
6.7 Response vs. receptive field correlation in additional data sets2
See Fig. 45. This confirmed the shape of the distribution in Fig. 29c.










Figure 44: The response correlation between two cells evolving over the 60 trials of re-
peated short movies.






































Figure 45: The response vs. RF correlation in a few other experiments in addition to the
Beck P4 data we analyzed in the main text. Response sampled at 250ms.
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