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Abstract
Piece-wise Linear Support Vector Machine to Classify Distributed Data
Nafiseh Salmani Niyasar
Support Vector Machines (SVMs) is a popular and highly performing classification model with
a very good generalization ability for many classification applications. This method uses kernels
to classify data that are not linearly separable. The added complexity of the kernels that map data
to a higher dimensional space degrade the SVM classifier performance when dealing with large
datasets. Moreover, classifying a dataset by choosing an appropriate kernel and finding the best set
of its parameters is challenging. Failing in this process can easily cause to an overfit problem.
In this thesis we propose the Piece-wise Linear SVM (PWLSVM) using MagKmeans clustering
to address the complexity and computational cost of SVMs. We use a linear SVM to overcome
the complexity of dealing with the kernels, and a MagKmeans clustering to cluster the data into
balanced groups. MagKmeans which is a supervised technique clusters equal number of each class
in one group. It ensures that a linear SVM has balanced training samples for each class and can
attain an accurate model.
The detailed mathematical formulation and modeling of the proposed Distributed MagKmeans
(D-MagKmeans) is presented. The algorithm uses a Distributed MagKmeans clustering approach
to transform the PWLSVM to Distributed Piece-wise Linear SVM (D-PWLSVM). The proposed
D-MagKmeans clustering approach makes the MagKmeans clustering work in distributed network
by only passing the centroid of each cluster in one node only to its one-hop neighbors. This feature
of the D-Magkmeans makes our approach appropriate for a distributed processing and decision
making while maximizing privacy and minimizing the communication overload.
The proposed algorithm was validated using four datasets in terms of dimensions on the fea-
tures and the number of samples. Pima Indian Diabetes, with 768 samples and 8 features, is the
smallest dataset of the four. We also examined Abalone, with 4177 samples and 8 features, Wave-
form, with 5000 samples and 22 features, and EHarmony, with over half million samples and 116
features. The results reveal that a reasonable trade-off is required when dealing with a large dataset.
The results also illustrate that PWLSVM and D-PWLSVM outperform SVMs on a relatively large
dataset, such as EHarmony, Abalone, and Waveform.
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1.1 An overview on Support Vector Machine
The Support Vector Machine (SVM) is an accurate and popular classifier in several different re-
search fields [5,6,31]; however, the algorithm is best suited for small amounts of training data and
works exceptionally slowly with non-linear separable training data. An SVM classifier tries to find
the maximum-margin classifier, based on the centrally available data. To find a classifier in high
dimensional data, which are not linearly separable, a pre-defined kernel function is used. In these
circumstances, the classifier accuracy is highly dependent on finding an appropriate kernel and its
optimal parameters. Ideally the non-linear training data can be mapped to a higher dimension in
which the data are linearly separable.
SVM classifier tries to find a hyperplane, wT x− b = 0, to separate a set of positively and
negatively labeled training data space (labeled as -1 and +1). Note that w is a vector orthogonal to
the hyperplane and b is the bias. This classifier maximizes the margins, while trying to minimize
the classification error by solving a non-linear problem (Eq. 1.1). The margin is defined by the
1
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where, α is a vector with N number of data and Y represents the class labels.
Equation 1.2 is a quadratic programming problem. At the optimum solution, the Support Vec-
tors (SVs) are placed in the margin hyperplane. This is only true if the data is linearly separable.
For data which are not linearly separable, a set of non-negative slack variables ( ξ ≥ 0) are used
to measure the degree of the misclassification of the data xi. Therefore, the optimization problem
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Figure 1.1: A view of SVM margin
Scalar γ is a tuning parameter. Choosing a proper value for γ can be important to reduce the
error rate. Using the slack variable, the SVs can either lie between the margin hyperplanes or be
misclassified. If a decision surface could not be achieved in a linear form, a non-linear kernel
function can be used. The kernel function φ(x) : Rm→ Rn is used to map m dimensional training
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In Eq. 1.6, φ(xi)T φ(x j) is replaced by a kernel function F(xi,x j) = ki j, where k is called the
3
kernel matrix. This method is called the “Kernel trick”. SVM maps the training data into a higher
dimensional data using a kernel function in order to make the data linearly separable. Equation
1.6 has only one optimum solution if the kernel matrix is positive definite; a symmetric n×n real
matrix M is said to be “positive definite” if zT Mz is positive for every non-zero column vector z of
n real numbers.
1.2 Challenges
All classification techniques have advantages and disadvantages. These are more or less important
according to the data the selected technique is performed on. SVM can be a useful tool when the
data are not regularly distributed or have an unknown distribution [1]. However, when there are a
huge quantity of data, the SVM faces many challenges. Two of these challenges are as follows:
1.2.1 SVMs and Kernel Selection
By introducing the kernel trick, SVMs gain the ability to classify data which are not linearly
separable. However there is almost no guide to help find an appropriate kernel function for a
specific application. Kernel selection always requires knowledge about the problem in advance
[24]. There is a variety of research on different kernels, including the radial basis kernel [5, 14],
polynomial kernel functions [23, 27], and other kernels [7, 15].
Finding a kernel is always a challenge to attain a better classifier with a minimum error. Com-
plex kernel functions can lead to a problem in which a decision surface closely fits the training
data, such that it is unable to classify new test data well. After a certain point, adding new fea-
tures and increasing the dimensionality of the problem would actually degrade the performance of
a classifier. This effect is referred to as the “Curse of Dimensionality”. The direct result of this
effect is “overfitting” which is when the classifier learns the specific instances and exceptions of
the training data in such a way that the classifier would fail more frequently on real-world data
4
from an unseen dataset.
Moreover, classification using non-linear kernel functions can be expensive if n (the dimen-
sionality of the mapped data) is very high. Yuan et al. in 2012 [30] compared linear SVM and
non-linear SVM. They found that although non-linear SVM has better accuracy, in general, as
compared to linear SVM, when using large scale data, the accuracies of both methods are almost
identical. Considering testing and training time, the linear SVM is much faster than the non-linear
SVM [30].
1.2.2 SVMs and Large Datasets
SVMs use a centralized approach. As such, they are mostly suited for small amounts of training
data and work exceptionally slow when they are applied to large datasets. Given m training data, the
training complexity of quadratic programming problem is O(m3) and its space complexity is O(n2)
[2,9,29]. To address this problem, several studies have focused on large dataset classifications that
were categorized into four groups such as greedy approximations, sampling, matrix decomposition,
and methods that scale down the training samples before employing the SVM.
An incremental approach was proposed for the first time in 1999 by Ahmed Syed et al. [26].
In this approach, training data splits into different partitions called T Ri. SV M1 is trained by using
T R1, then SV M2 is trained using T R2 and the support vectors achieved using T R1 (SV1), and so on.
Shilton and Palaniswami proposed another approach for incremental training in 2005 [25]. They
used a warm start and found a solution for new arrival training data using the old solution obtained
in the previous iterations. They used an active set approach to solve the SVM quadratic problem.
Sequential minimal optimization (SMO) [22] was also proposed in 1999. This technique
breaks the large quadratic problem into a series of small active sets, each of which carries only two
variables. The Boost-SMO approach has been presented for speeding up SMO [21].
The Weighted Least Mean Square SVM (WLS-SVM) [5] is an iterative training algorithm
using the Weighted Least Mean Square. Although the performance of the SVM has been shown to
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degrade using this method, it has helped to reduce the complexity and size of SVs [19].
Parrado-Hernandez et al. in 2003, proposed a modification of the use of SVM with the WLS-
SVM algorithm called Growing SVM (GSVM) [20], which selects SVs more precisely. The
GSVM algorithm starts with an M number of training samples (M/2 per class) and adds new
centroids at each step to update the weights.
The boosting method was used to overcome the complexity and time computational costs
caused by a Principal Component Analysis or clustering training samples. GSVM considers a
pool of candidates to count as centroids and adds them to the machine in each step. At step “n”,
the machine will update from step “n−1”; as such, there is no need to train the machine from the
beginning. Additionally, non-support vectors are eliminated at each step to speed up the training
stage.
In 2004, Wen and Lu proposed a cascade method for reducing the training time and the number
of SVs, by dividing the training data into different groups and applying an SVM on each partition,
with the SVs at each step transferring to the next SVM [28]. Hence, the number of training
samples for each SVM is smaller than the original dataset and each SVM can run simultaneously,
thereby making the process faster. The drawback to this approach is that the obtained SVs in each
group are not the same as the SVs of when applying SVM on all of the data together; therefore,
the classifier performance is reduced.
Several studies have focused on the parallel design of SVM [5,6,17,24], while others attempted
to use clustering techniques and convex hulls to address the SVMs problems [8, 9]. In addition,
some methods try to reduce the number of SVs [12, 31] which could reduce accuracy.
The SVMs using Adaptive Clustering, tries to speed up the training time with the clustering.
This is accomplished by applying SVM on potential SVs rather than the entire training dataset [4].
Boley et al. certified that Adaptive Clustering was a faster algorithm in comparison to the SMO.
SVMs, based on Fuzzy Clustering, have been shown to achieve a faster approach for large datasets
in comparison to traditional SVMs [9].
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In 2006, a distributed SVM was proposed [18]. Using this method each node trains on its own
training data using the Growing SVM (GSVM) and then transfers their centroids to the rest. In
2010, Pedro A. Forero introduced a consensus-based distributed SVM [13]. Using this method, a
unique model was obtained across the entire network, while providing security of data in each of
the computer networks. All of these approaches attempt to address one of the problems at a time;
as such, they all have their own advantages and disadvantages.
1.3 Research Objectives
In this thesis our focus is to develop an approach to speed-up the SVM training process, while
specifically addressing the problem of choosing appropriate kernel for large datasets.
• Using Piece-wise Linear SVM (PWLSVM), we introduce a faster approach, as compared to
SVMs. The use of a linear SVM eliminates the complexity of the kernels and the difficulty
of finding an appropriate kernel and optimal parameters.
• Proposing the Distributed Piece-wise Linear SVM (D-PWLSVM) to address the centraliza-
tion problem and offer a solution to the environment of privacy consideration.
1.4 Contribution of the Thesis
In this thesis work, we have made an attempt to address the complexity and computational cost of
SVM by proposing the combined Piece-wise Linear SVM (PWLSVM) method. In this approach
linear SVM is used to overcome the complexity of using kernels and MagKmeans clustering is
used to cluster data into balanced groups.
We also expanded PWLSVM on centralized data to distributed data. In order to do that we
developed Distributed MagKmeans clustering (D-MagKmeans). Using D-MagKmeans, only cen-
troids of each clusters are passed between distributed nodes. This feature of MagKmeans makes
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our approach appropriate when the data source is distributed and when privacy of data and reliable
cost-effective communication are major concerns.
1.5 Thesis Outline
Chapters 2 and 3 explain the centralized and distributed piece-wise linear SVM using MagKmeans.
The experimental results are discussed in Chapter 4. Chapter 5 includes the conclusions, as well




SVM, are proven to be highly performing classifiers. However, in terms of classification speed,
they are very slow when it comes to the classification of large datasets. Consequently, in this
chapter, we introduce a new approach “Piece-wise Linear SVM” which classifies large datasets
at a much faster rate than general SVM classifiers. The primary goal of this study is to present
an approach that performs faster and keeps the classifier accuracy as close as possible to that of
the classic SVMs. To accomplish this goal, we use MagKmeans to cluster the data into multiple
groups and a linear SVM to find the classifier model. The results reveal that this approach leads to
a faster classifier with acceptable accuracy, in comparison to the classic methods on large datasets.
The rest of this chapter is organized as follows. Section 2.1 describes the MagKmeans Clus-
tering. The Piece-wise Linear SVM is described in 2.2 and this chapter ends with a summary in
Section 2.3.
2.1 MagKmeans
The MagKmeans is a supervised algorithm developed by Haibin Cheng et al. in 2010 [11]. This
algorithm clusters pre-labeled data into multiple groups, each of which includes a balanced number
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of class members. Profile SVM (PSVM), presented in [11], is a localized algorithm that attempts
to find the local optimum solution each time a new group of test data is added. In this approach,
the MagKmeans clusters by using a similarity matrix between the training and test data. Similarity
matrix Σ is defined as an n×m matrix in which the value in the ith row and jth column represents
similarity between the training sample (xi) and the test sample (x̄ j). Given D, a set of n training























Zi, j = 1
where, Xi is the ith row of the similarity matrix and C j is an 1×m row vector containing the
centroids of the jth cluster. R is a non-negative constant and Yi represents the class label of the ith
training sample. Zi, j ∈ [0,1] is the membership value of the ith training sample to the jth cluster
and J is the number of clusters.
The first part of the equation in Eq. 2.1 is the same as the objective function that appears in the
Kmeans clustering. The second part tries to keep the class members balanced.
The main differences between this approach and the unsupervised clustering K-Means are two-
folds: (1) the similarity matrix is being clustered, instead of the training samples; and (2) this
algorithm considers the class distribution, as well as the similarity between the examples, such that
all clusters will contain enough representative examples from the different classes.
In order to solve Eq. 2.1 and obtain the centroids of each cluster and the membership matrix
Z that can satisfy the objective function, |∑ni=1 Zi, jyi| is replaced with slack variables τ j where,




















Zi, jyi ≤ τ j,∀ j ∈ {1, ..,J}




Zi, j = 1,∀i ∈ {1, ..,n}
Eq. 2.2 can now be solved using linear programming methods. Algorithm 1 represents the
MagKmeans clustering.
Algorithm 1 MagKmeans Algorithm
Input: Σ (Similarity Matrix), Y (Class Labels), J (Number o f clusters)
Output: Zi, j, C j, j ∈ {1, ..,J}, i ∈ {1, ..,n}
1. Randomly initialize C j
2. U pdate the Zi, j by solving Eq. 2.2
3. U pdate C j using Eq. 2.3
4. Repeat 2 and 3 until convergence
This approach is an iterative algorithm trying to find the membership matrix Z using linear
programming by fixing the cluster centroids at the beginning of each iteration. When the cluster









The MagKmeans works on a single computer, using the entire dataset simultaneously (cen-
tralized). This algorithm needs both testing and training data, at the same time, to generate the
similarity matrix and employ clustering. Every iterative step has to be performed when a new set
of test data is used (localized). We used the MagKmeans in our approach to ensure that there was
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enough data from each class per cluster to obtain a better classifier when applying a linear SVM.
2.2 Piece-wise Linear SVM
The linear SVM (LSVM) performs better than the non-linear SVM, when it comes to large datasets
[30]. However, this classifier is very slow. In this thesis, we introduce a Piece-wise Linear SVM
(PWLSVM) to overcome this bottleneck. PWLSVM divides the data into smaller groups by using
MagKmeans. Then, linear SVM is applied on each cluster to find the classifier models. Using
MagKmeans ensures that each cluster has balanced information from both class distributions be-
fore applying a linear SVM separately to the clusters.
Since the MagKmeans clusters the similarity matrix between the test and training data, it incre-
mentally approaches to the local optimum every time there is a new group of test data. Moreover,
the similarity matrix can be huge for large datasets; as such, calculating the similarity matrix would
be expensive in terms of time and memory storage.
We use training data, instead of the similarity matrix, as the input of the MagKmeans. There-
fore, in Eq. 2.1, 2.2, and 2.3, Xi represents the ith sample of the training data. Algorithm 2
summarizes the PWLSVM using the MagKmeans. The training data, classifier model and test data
of the Linear SVM(LSVM) in the PWLSVM will subsequently be described. After applying the
MagKmeans, members of each cluster are the former training samples for the LSVM. The LSVM
is applied on members of each cluster separately.Based on the training data for each cluster, a de-
cision boundary is determined to separate the two classes. When a new test data arrives, we first
determine the appropriate cluster decision boundary based on the distance to cluster centroids. The
decision boundary with the minimum distance is chosen for this purpose.
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Algorithm 2 Piece-wise linear SVM algorithm using MagKmeans
Input:D (Training data), Y (ClassLabels), J (Number o f clusters)
Output: SV M classi f ication models
1. Apply the MagKmeans (Algorithm 1) using D instead o f Σ, as the input
2. For each j ∈ {1, ..,J}
a. Apply LSV M
2.3 Summary
This chapter proposes a new PWLSVM approach using MagKmeans and a linear SVM. This ap-
proach is mostly suited for a centralized environment when dealing with large datasets. Algorithm




Distributed Piece-wise Linear SVM using a
Distributed MagKmeans
Distributed learning solutions are mainly considered for applications in which having training data
in a centralized unit is not feasible, for reasons such as privacy, cost of communication between
network nodes, and large datasets. In this chapter, we propose a Distributed Piece-wise Linear
SVM (D-PWLSVM) classifier model for the distributed networks. This chapter is organized as
follows:
Section 3.1 proposes the Distributed MagKmeans (D-MagKmeans) formulation and model in de-
tail. In order to illustrate how the distributed MagKmeans works on data, the results of applying
the D-MagKmeans on a randomly generated dataset is discussed in Section 3.2. The Distributed




In this section we propose a method using a Lagrangian heuristic technique to apply the MagK-
means, a supervised clustering algorithm described in Chapter 2, in a distributed environment.
In using this algorithm, data can be clustered in a distributed fashion while only the centroids of
the clusters are transferred between the immediate neighbors of each node in a network. In what
follows, this method will be mathematically proven.
3.1.1 Formulation






























Zl,i, j = 1,∀i ∈ {1, ..,nl}, j ∈ {1, ..,J}, l ∈ {1, ..,L}
where nl represents number of training data in node l. The term ∑Ll=1 is added to the Eq. 2.1
(MagKmeans objective function), since our goal is to locate the center of each cluster (C) and the
membership matrix (Z) in a way that minimizes Eq. 2.1 for all nodes in a network. Therefore,
Eq. 2.1 can be rewritten in the form of Eq. 3.1 in a distributed environment. Moreover, two more
constraints, listed in Eq. 3.2, need to be added to the objective function to assure that the center of
each cluster in one node is equivalent to the center of same cluster in its adjacent nodes. Hence,
assuming auxiliary variables Sl,p, j Eq. 3.1 can be solved in a distributed manner.
Cl, j = Sl,p, j,∀l ∈ L, j ∈ J, p ∈ Hl (3.2)
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Sl,p, j =Cp, j,∀l ∈ L, j ∈ J, p ∈ Hl
where: Hl stands for the nodes adjacent to the lth node. Fig 3.1 shows a network with its parame-
ters.
Figure 3.1: An example of a 5-node network with the corresponding parameters
To solve the constrained optimization problem of Eq. 3.1 with respect to the constraints in Eq.
3.2 in an optimal amount of time, the Augmented Lagrangian method [16] is used. Using this, a
constrained optimization problem was replaced by several unconstrained problems, as follows:











































‖Cl, j−Sl,p, j‖2 +‖Sl,p, j−Cp, j‖2
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Subject to:




Zl,i, j = 1,∀i ∈ {1, ..,nl}, l ∈ {1, ..,L} (3.3.b)
where: βl,p, j and γl,p, j are the Lagrangian multipliers and η is a positive scalar. The optimum
solution for each variable in the Lagrangian function can be achieved iteratively, by assuming one
variable at a time and solving the equation. Adding ‖Sl,p, j−Cp, j‖2 and ‖Cl, j− Sl,p, j‖2 as parts
of the augmented equation help the objective function stay strictly convex in each step toward the
solution. Therefore finding a unique optimal solution for each variable can be guaranteed.
Zl,i, j(t +1) = arg min
Zl,i, j
F(Zl,i, j,Cl, j(t),Sl,p, j(t),βl,p, j(t),γl,p, j(t)) (3.4)
Sl,p, j(t +1) = arg min
Sl,p, j
F(Zl,i, j(t +1),Cl, j(t +1),Sl,p, j,βl,p, j(t),γl,p, j(t)) (3.5)
Cl, j(t +1) = arg min
Cl, j
F(Zl,i, j(t +1),Cl, j,Sl,p, j(t),βl,p, j(t),γl,p, j(t)) (3.6)
The βl,p, j and γl,p, j multipliers will be updated at the end of each iteration using Eqs. 3.7, and 3.8,
respectively.
βl,p, j(t +1) = βl,p, j(t)+η(Cl, j(t +1)−Sl,p, j(t +1)) (3.7)
∀ j ∈ {1, ..,J}, p ∈ Hp, l ∈ {1, ..,L}
γl,p, j(t +1) = γl,p, j(t)+η(Sl,p, j(t +1)−Cp, j(t +1)) (3.8)
∀ j ∈ {1, ..,J}, p ∈ Hp, l ∈ {1, ..,L}
In order to cluster data in a distributed fashion we need to solve the problem in each node. There-




Because of constraints 3.3.a and 3.3.b on membership matrix Z, Eq. 3.4 cannot be solved in a
closed-form using a derivation method. Therefore, using the LP methods on Eq. 3.9 to find Z is
required.
















Zl,i, jYl,i| ∀l ∈ {1, ..,L} (3.9)
subject to:




Zl,i, j = 1,∀i ∈ {1, ..,nl}, l ∈ {1, ..,L}
Equation 3.9 is exactly the same as Eq. 2.1 in the centralized MagKmeans method in which Cl, j(t)
represents the centroid of cluster j in node l attained in iteration t. It can be re-written as Eq. 3.9.a.
The Linear Programming (LP) methods can be used to find the optimal solution.












τl, j ∀l ∈ L (3.9.a)
subject to:









Zl,i, jyi ≤ τl, j, ∀ j ∈ {1, ..,J}, l ∈ {1, ..,L}
Sub-problem 2:
Sub-problem 2 includes finding Sl,p, j based on Eq. 3.5. Since there is no constraint left on variable
S, to solve Eq. 3.5, we can simply try to solve Eq. 3.10.





Sl,p, j(t +1) =
1
2η
(βl,p, j(t)− γl,p, j(t))+
1
2
(Cl, j(t)+Cp, j(t)) (3.11)
By substituting Sl,p, j(t +1) into Eqs. 3.7 and 3.8:
βl,p, j(t +1) =
1
2
(βl,p, j(t)+ γl,p, j(t))+
η
2
(Cl, j(t +1))−Cp, j(t +1)) (3.12)
γl,p, j(t +1) =
1
2
(βl,p, j(t)+ γl,p, j(t))+
η
2
(Cl, j(t +1))−Cp, j(t +1)) (3.13)
which means that βl,p, j and γl,p, j (the Lagrangian Multipliers) are equal ∀ j∈{1, ..,J}, l ∈{1, ..,L}, p∈
Hl . Thus we use λl,p, j to replace both multipliers:
λl,p, j(t +1) = λl,p, j(t)+
η
2
(Cl, j(t +1)−Cp, j(t +1)) (3.13.a)
Sub-problem 3:
Following the results of Eq. 3.11, 3.12 and 3.13, the objective function can be rewritten as follows:

















































(Cl, j(t)+Cp, j(t))−Cp, j‖2
Considering that ∑Jj=1 ∑p∈Hl Cl, jλl,p, j = ∑
J
j=1 ∑p∈Hl Cp, jλp,l, j, ∑p∈Hl λl,p, j = λl, j and λl, j =−λ j,l ,
Eq. 3.14 can reduce to Eq. 3.15. Then, by solving δL(Zl,i, j(t+1),Cl, j,λl,p, j(t))
δCl, j
= 0, Cl, j(t + 1) will
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achieve the form given in Eq. 3.16.
























































λl, j(t +1) = λl, j(t)+
η
2 ∑p∈Hl
(Cl, j(t +1)−Cp, j(t +1)) (3.17)
3.1.2 Proposed Distributed MagKmeans (D-MagKmeans) Algorithm
Algorithm 3 describes the D-MagKmeans algorithm, which iteratively tries to find the member-
ship matrix Z using Linear Programming by fixing the cluster centroids at the beginning of each
iteration. Figure 3.2 illustrates this algorithm.
Algorithm 3 Distributed MagKmeans (D-MagKmeans) Algorithm
Input: Dl(Training Data), Yl(Class Labels), J (number o f clusters), ∀ node in the network
Output: Cl, j, Zl,i, j,∀ l ∈ {1, ..,L}, j ∈ {1, ..,J}, Xl,i ∈ Dl
Initialization: Cl, j = 0,λl, j(0) = 0 or Randomly initialize Cl, j,λl, j
1. For t = 1 : Iteration
1.1. For each Node l ∈ L
1.1.a. Calculate Zl,i, j(t +1) using Eq. 3.9.a
1.1.b U pdate Cl, j(t +1) using Eq. 3.16
1.2. Exchange Cl, j(t +1) between one-hop neighbors, and calculate λl, j(t +1) using Eq. 3.17
The Lagrangian heuristic multipliers method will converge to an optimum solution, as the
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Figure 3.2: A view of D-MagKmeans algorithm
difference in λl, j ∀ j ∈ {1, ..,J}, l ∈ {1, ..,L} becomes small. Z is found using Linear Program-
ming with the same objective function as a centralized MagKmeans. The other parameters form a
strictly convex objective function with a unique minimizer. Therefore, the proposed algorithm will
converge to an optimal solution.
3.2 Tests and Results
Fig 3.3 demonstrates how the D-MagKmeans actually works. This figure illustrates the results
after applying the D-MagKmeans clustering on a 3-node network connected as shown in Fig 3.4.
As illustrated in Fig 3.3, the similar training samples in each node have been categorized in the
same cluster as its neighboring node. Each cluster is distinguished by the same color, while the
dot (.) represents samples that belong to Class 1 and the cross signs (X) represents samples that
belong to Class 2.
As shown in Fig. 3.3, D-MagKmeans clustered the same number of training data belonging
to each class label, in each group. Moreover, data in the close position to each other across the
distributed network has been clustered in the same group.
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(a) Node 1 (b) Node 2
(c) Node 3
Figure 3.3: Results of applying the D-MagKmeans on a 3-node network (each color reprsents one
cluster)
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Figure 3.4: A view of a 3-node network connectivity
3.2.1 Dataset
Randomly generated data with two different distributions was used. They were labeled into two
different classes, Class 1 and Class 2, such that they are not linearly separable. Class 1, with
µ = [0, 0] and Σ =
 0.6 0
0 0.6




 and µ2 = [2, 2], Σ2 =
 0.6 0
0 0.6
. D-MagKmeans on a distributed 3-node
network, as in Fig 3.4, was performed. The training data includes 50 training samples per class
per node. The experiment was run 500 times and the D-Magkmeans algorithm was trained in 100
iterations. Figure 3.5 illustrates the error bars for the D-MagKmeans (η = 4) and MagKmeans.
The results reveal that the performance of the D-MagKmeans is as good as the performance of
the centralized one. Regardless of whether all the data are at one node or distributed into several
nodes, we still can attain the same clustering results using this approach.
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Figure 3.5: Clustering cost comparison of 500 runs each of D-MagKmeans and MagKmeans (η =
4)
Table 3.1 shows the Minimum, Mean, and Standard deviation cost of applying the D-MagKmeans
and centralized MagKmeans 500 times. Figure 3.6 represents the training process per iteration
when η = 2,4, and 10.
Table 3.1: Cost comparison of D-MagKmeans and centralized MagKmeans
Distributed MagKmeans Centralized MagKmeans
η Min Mean STD Min Mean STD
2 228.221 288.446 18.458 231.81 288.526 18.88
4 239.88 289.591 18.631
10 233.1 289.71 18.145
Figure 3.7 illustrates the clustering results after applying the D-MagKmeans on the training
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Figure 3.6: Training process of D-MagKmeans for different η, representing the cost of clustering,
per iteration
data with two classes that are not linearly separable. Same clusters are shown in the same color.
Data belongs to class 1 are shown with cross sign (X) and class 2 members are shown with dot (.).
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(a) Node 1 (b) Node 2
(c) Node 3
Figure 3.7: Clustering results after applying D-MagKmeans
3.3 Distributed Piece-wise Linear SVM Using D-MagKmeans
(D-PWLSVM)
Using the proposed distributed supervised clustering approach, in this section, we discuss applying
the Piece-wise Linear SVM, introduced in Section 2.2, on the result of the clustered data. For a
better understanding Fig. 3.8 demonstrates how the proposed approach classifies the data. In this
figure, each cluster has its own SVM model achieved by applying a linear SVM on the members
of that cluster.
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(a) Node 1 (b) Node 2
(c) Node 3
Figure 3.8: Simple example of an D-PWLSVM
3.3.1 Dataset
This dataset is randomly generated as described in Section 3.2.1. The combined D-PWLSVM
approach achieved 82.5% accuracy, which is comparable to the 86.46% accuracy achieved by the
centralized SVM with a quadratic kernel.
Fig. 3.9 illustrates the SVM decision boundaries output by the D-PWLSVM algorithm. The
same clusters can be distinguished with the same color. Data belongs to class 1 and class 2 are
shown with dot (.) and cross (x) signs respectively. With K=2, two decision boundaries are built in
each nodes.
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(a) Node 1 (b) Node 2
(c) Node 3
Figure 3.9: Results of the D-PWLSVM on randomly generated data
We discuss the efficiency and performance of these approaches in more detail in Chapter 4.
3.3.2 Summary
This chapter proposes a new model for the MagKmeans clustering in a distributed environment
(D-MagKmeans). The D-PWLSVM is an approach for a distributed classification and is also
introduced in this chapter. Algorithm 3 describes the D-MagKmeans algorithm and Fig. 3.2 shows




This chapter provides the experimental results of the PWLSVM, D-PWLSVM, and Classic SVMs,
with different kernels and compares their performance. We present information on the datasets
used for validation, their features, and the setups for each of them in Section 4.1. The experimental
results and the comparisons between our proposed approaches and the classic SVMs have been
discussed in Section 4.2. We summarize the chapter in Section 4.3.
4.1 Datasets
The PWLSVM has been employed on four different datasets: Pima Indians Diabetes [3], Wave-
form [10], Abalone [3] and EHarmony.
4.1.1 Pima Indians Diabetes Dataset
This dataset is a publicly available dataset from UCI repository and contains 768 samples with 8
features. Pima Indian Diabetes dataset is used to predict diabetes test results and is divided into
2 classes, class 1 when the patient test result is positive and class 2 otherwise. There are 500
examples of class 1 and 268 of class 2. We used 450 samples of this dataset equally selected from
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each class.
4.1.1.1 Centralized Dataset Setup
The Piece-wise Linear SVM (PWLSVM) was applied on this dataset 200 times. Each time 250
samples were selected as the training set. To evaluate the algorithm, 200 test samples were chosen
randomly from the dataset excluding the training samples.
4.1.1.2 Distributed Dataset Setup
The Distributed Piece-wise Linear (D-PWSVM) was applied on this dataset 200 times. Each time
250 number of training samples were selected randomly and distributed among a 5-node network
connected as Fig. 3.2. Each node was assigned an equal number of training samples. To evaluate
the algorithm, 200 test samples were chosen from the dataset; this excluded the training samples.
The test samples were divided among the nodes equally.
4.1.2 Waveform Dataset
The Waveform dataset included 5000 waves with 22 attributes [10]. This dataset is also available
on UCI repository. Each attribute had continuous values in the range of (−5,+5). This dataset
consists of three classes, each of which generated from a combination of 2 of three base waves.
We combined two of these classes and labeled them as class 1. The other one is labeled as class
2. This thesis focus is mainly on binary classification and it can easily be expanded to multi-class
classification. Class 1 includes 3353 samples and class 2 includes 1647 samples. We used 1670
samples of this dataset.
4.1.2.1 Centralized Dataset Setup
SVM with linear, quadratic, RBF, polynomial kernels, and PWLSVM were applied with a max-
imum iteration of 100,000 to train the SVM. We gathered the results after 200 trials of running
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these algorithms on 1000 randomly selected training data and 670 randomly selected test data.
4.1.2.2 Distributed Dataset Setup
The D-PWSVM was applied on the Waveform dataset 200 times. Each time, 1000 training samples
were selected randomly and distributed equally among a 5-node network connected as shown in
Fig. 3.2. To evaluate the algorithm, 670 test samples were also chosen. The test samples were
divided equally among the nodes.
4.1.3 Abalone
This dataset was used to predict the age of abalone from physical measurements. This dataset can
be found in the UCI repository. It includes 4177 samples with 8 features divided into 29 classes.
Since our focus is on binary classification, the classes have been mapped into two new classes: (1)
abalone aged less than 10 years; and (2) abalone aged equal to greater than 10 years.
4.1.3.1 Centralized Dataset Setup
Three thousand training samples and 1160 test samples, including both classes, were equally se-
lected each time. The Linear SVM, RBF, polynomial kernels, and the PWLSVM were used on the
Abalone dataset. We also set the maximum iteration of 100,000 for training the SVM. The results
were gathered after 200 trials of executing these algorithm.
4.1.3.2 Distributed Dataset Setup
The same number of training and test data as in the centralized setup (3000 and 1160, respec-
tively), were equally distributed among 5 nodes connected as shown in Fig 3.2. The D-PWLSVM
algorithm was used on this dataset for 200 trials.
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4.1.4 EHarmony Dataset
EHarmony consists of pairs of individuals, which either matched (positive) or did not (negative).
This dataset includes 62,548 positive samples and 444,140 negative samples with 116 features. We
used 10,000 samples of this dataset equally selected from each class labels.
4.1.4.1 Centralized Dataset Setup
The results were obtained after 200 trials of applying the Piece-wise Linear SVM (PWLSVM) and
classic SVM with different kernels on a randomly selected 6000 training data and 4000 test data.
4.1.4.2 Distributed Dataset Setup
The D-PWLSVM was applied on the EHarmony dataset for 200 trials on a 5-node network con-
nected as shown in Fig. 3.2. Each of nodes had 1200 training samples. To evaluate the classifier,
4000 test data were also equally distributed among nodes.
4.2 Experimental Results
In this section, the results of applying the proposed methods and the classic SVMs on four different
datasets are discussed in detail. In order to measure the required training time in the distributed
algorithm (D-PWLSVM), we simply consider the summation of the time for all the steps of all 5
network nodes. The means, minimum, and standard deviation of the errors (percentage) and the
training time (seconds) were measured after executing the PWLSVM, D-PWLSVM, and classic
SVMs on each dataset. The rest of this section will discuss the results in more detail.
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4.2.1 Pima Indian Diabetes
As mentioned previously, the Pima Indian Diabetes dataset is a relatively small dataset of only 768
samples.
Figs. 4.1 and 4.2 illustrate the classifier errors and required training time, respectively, after
200 trials with the number of clusters (K) as 2, 3, 4, and 5. Table 4.1 shows the results in more
detail. The D-PWLSVM was run only when K=2 and 3. Since this dataset includes a limited
number of samples, dividing them into more than 3 clusters in the distributed algorithm would not
likely be very informative.
Table 4.1 illustrates that the small number of data has a degrading effect on the PWLSVM and
its distributed method. The classic SVM, on the other hand, outperforms the proposed approach in
classifier accuracy and training time.
Table 4.1: Performance comparison (error and training time) between classic SVM, PWLSVM,
and D-PWLSVM on the Diabetes dataset
SVM PWLSVM D-PWLSVM
Linear RBF Poly K=2 K=3 K=4 K=5 K=2 K=3
Min 18.50 21.00 26.5 21.00 20.00 20.00 24.00 25.5 27.00
Mean 26.20 28.59 34.95 29.00 29.52 31.28 33.08 33.30 35.22




0.74 0.24 3.24 0.73 0.73 0.79 0.89 0.24 0.32
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Figure 4.1: Error comparison between D-PWLSVM, PWLSVM, and classic SVM on the Diabetes
dataset




Figs. 4.3 and 4.4 illustrate the mean and standard deviation of the errors and required training
times, respectively, after running the mentioned classifiers on the Waveform dataset. The results
of the PWLSVM and D-PWLSVM were calculated with the number of clusters (K) as 2, 3, 4 and
5. Table 4.2 displays the results in more detail.
As implied in Fig. 4.4 and Table 4.2, the PWLSVM (K=2) and linear SVM perform roughly
closely in terms of classification accuracy. However, the PWLSVM outruns the linear SVM 4
minutes faster, which leads to a better classifier when the time trade off is taken into account.
Furthermore, the D-PWLSVM (K=2) requires 47 seconds less time than the PWLSVM with
only 10% less accuracy. The SVM with RBF kernel converges to a solution in less than a few
seconds. However Fig. 4.3 illustrates that the testing error is more than the PWLSVM (K=2,3)
and D-PWLSVM (K=2). Distributed Piece-wise Linear SVM (D-PWLSVM) also makes the clas-
sification applicable in distributed networks with privacy concerns.
Table 4.2: Performance comparison (error and training time) between the classic SVM, PWLSVM,
and D-PWLSVM on the Waveform dataset
SVM PWLSVM D-PWLSVM
Linear RBF Poly K=2 K=3 K=4 K=5 K=2 K=3 K=4 K=5
Min 7.81 12.0 9.61 6.90 9.00 12.01 13.51 12.42 14.24 15.60 15.75
Mean 10.66 17.65 12.90 10.62 11.59 18.14 19.44 17.48 19.52 21.16 22.08




291.99 0.95 346.67 48.93 39.49 18.70 17.27 1.9970 1.3340 1.0416 0.9119
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Figure 4.3: Error comparison between the D-PWLSVM, PWLSVM and, classic SVMs on the
Waveform dataset




The mean, standard deviation (STD) of errors, and required training times are summarized in Figs.
4.5 and 4.6. These results have been gathered after running the PWLSVM and D-PWLSVM with
the number of clusters (K) equal to 2, 3, 4 and 5; and the Classic SVMs with linear, RBF and
polynomial kernels on the Abalone dataset. Table 4.3 also shows the results in more detail.
As is illustrated in Table 4.3, PWLSVM (K=2) has the closest mean to linear SVM. However,
it is more robust, due to its smaller standard deviation (STD) and its training time, which is 14
minutes faster than that of the linear SVM.
On the other hand, PWLSVM (K=3) is less accurate and less robust than when K=2. It is more
robust than the linear SVM, whereas its training time is nearly half that of the PWLSVM (K=2).
Moreover, D-PWLSVM provides a robust result with a significantly less computational ex-
pense than the PWLSVM and SVM with Linear, RBF, and Polynomial kernels.
Table 4.3: Comparison of results between the classic SVM, PWLSVM, and D-PWLSVM on the
Abalone dataset
SVM PWLSVM D-PWLSVM
Linear RBF Poly K=2 K=3 K=4 K=5 K=2 K=3 K=4 K=5
Min 19.57 18.28 18.53 17.3 23.82 25.45 26.73 26.89 30.43 30.34 34.91
Mean 17.50 20.48 20.51 20.20 28.08 29.89 32.26 29.74 35.29 37.92 40.06




1556.8 1685.5 2553.7 693.4 374.4 216.9 155.9 15.39 10.67 7.58 7.27
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Figure 4.5: Error comparison between the D-PWLSVM, PWLSVM, and the classic SVMs on the
Abalone dataset
Figure 4.6: Training time comparison between the D-PWLSVM, PWLSVM, and the classic SVMs
on the Abalone dataset
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4.2.4 EHarmony
Figs. 4.7 and 4.8 illustrate the mean, standard deviation errors and required training times of per-
forming the PWLSVM, D-PWLSVM, and Classic SVMs with linear and RBF kernels. Although
we also deployed the SVM with a polynomial kernel on the EHarmony training dataset, it did not
converge to a solution within the maximum number of iterations (100,000). The results of the
PWLSVM and D-PWLSVM were calculated with the number of clusters (K) of 2, 3, 4 and 5.
Table 4.4 presents the detailed results.
PWLSVM (K=2) and (K=3) had a close accuracy to the linear SVM, while PWLSVM was
almost twice as fast as the linear SVM. On the other hand, the D-PWLSVM (K=2) is almost 12%
less accurate than the linear SVM while its training time was one hour and 23 minutes faster.
D-PWLSVM accuracy is higher than SVM with RBF kernel, however SVM with RBF is faster
than D-PWLSVM.
These results reveal a reasonable trade-off that the D-PWLSVM requires when we are dealing
with a large quantity of data, memory storage limitation, and distributed network with privacy
concerns.
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Figure 4.7: Error comparison between D-PWLSVM, PWLSVM, and the classic SVMs on the
EHarmony dataset
Figure 4.8: Training time comparison between the D-PWLSVM, PWLSVM, and the classic SVMs
on the EHarmony dataset
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Table 4.4: Comparison of the results between classic SVM, PWLSVM, and D-PWLSVM on the
EHarmony dataset
SVM PWLSVM D-PWLSVM
Linear RBF K=2 K=3 K=4 K=5 K=2 K=3 K=4 K=5
Min 40.02 49.72 40.07 40.30 41.35 41.42 42.90 43.65 43.90 44.22
Mean 42.34 49.97 42.65 42.85 43.08 43.34 45.22 45.55 45.92 46.17




4488.4 27.69 2907.8 2303 1842.3 1263.2 42.49 27.62 34.12 30.65
4.3 Summary
In this chapter we discussed PWLSVM, D-PWLSVM, and classic SVMs on four different datasets:
Pima Indian Diabetes, Waveform, Abalone and EHarmony. The results reveal that the PWLSVM,
in the centralized environment, can perform better than Classic SVMs, when dealing with large
datasets. The D-PWLSVM, outperforms classic SVM with RBF kernel when using EHarmoney.
Our distributed approach also is more accurate than SVM with RBF kernel when using Waveform
dataset, and is much faster than SVM with RBF kernel when using Abalone dataset.
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Chapter 5
Conclusion and Future Work
5.1 Conclusions
In classification using the SVM method, the difficulty of finding appropriate kernels and its param-
eters, the complexity, and the computational cost of mapping data to higher dimension in which
training samples cannot be classified linearly, becomes challenging especially when dealing with
large datasets.
In this thesis, we introduced a new Piece-wise classification method using the MagKmeans and
a linear SVM. Using MagKmeans allowed training data to be preprocessed into fewer groups of
smaller numbers of data. Due to the balanced amount of training data in each cluster, which is the
result of applying the MagKmeans, our proposed approach was able to classify data faster with
very close accuracy to the linear SVM. Experimental results in [30] shows that the linear SVM
outperforms the classification with other kernels. The results in Chapter 4 of this thesis show that
our proposed approach (PWLSVM) outperforms the classic SVMs.
The results also illustrate that SVM, using RBF, converges to a solution in less than a second.
While its classification error is higher than that of the other approaches in most of the cases.
We also proposed a distributed method for the MagKmeans clustering (D-MagKmeans), in
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which training data can be clustered into distributed environments, such as computer networks, by
only sending a centroid of clusters to their adjacent computers. Using this approach, the distributed
version of the SVM is also introduced. The D-PWLSVM can classify data that are accessible on
different computers in a connected network, which performs better than the other methods.
By looking at the results in Chapter 4, it can be seen that the classification accuracy in PWLSVM
and D-PWLSVM drops when the training data is divided into more groups. However, the results
also show that the training speed increases.
5.2 Future Work
In this thesis the focus was mostly on binary classification, the proposed approach can be devel-
oped for multiple class classification. Moreover, by using consensus-based linear SVM introduced
in [13] instead of linear SVM, we can modify D-PWLSVM to an online learning algorithm.
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