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Abstract
For convex bodies K with C2 boundary in Rd , we explore random polytopes with vertices chosen
along the boundary of K . In particular, we determine asymptotic properties of the volume of these random
polytopes. We provide results concerning the variance and higher moments of this functional, as well as an
analogous central limit theorem.
c© 2007 Elsevier Ltd. All rights reserved.
1. Introduction
Let X be a set in Rd and let x1, . . . , xn be independent random points chosen according to
some distribution µ on X . The convex hull of the xi ’s is called a random polytope and its study
is an active area of research which links together combinatorics, geometry and probability. This
study traces its root to the middle of the nineteenth century with Sylvester’s famous question
about the probability of four random points in the plane forming a convex quadrangle [13], and
has become a mainstream research area since the mid-1960s, following the investigation of Re´nyi
and Sulanke [11] and Efron [7].
Throughout this paper, if not otherwise mentioned, we fix a convex body K ∈ K2+, where K2+
is the set of compact, convex bodies in Rd which have non-empty interior and whose boundaries
are C2 and have everywhere positive Gauß–Kronecker curvature. The reader who is interested
in the case of general K , e.g. when K is a polytope, is referred to [4,17,18]. Without loss of
generality, we also assume K has volume 1. For a set X ⊂ Rd we define [X ] to be the convex
hull of X .
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One popular model for random polytopes is the following. Let x1, . . . , xn be independent
random points chosen according to the uniform distribution on K . We let Kn = [x1, . . . , xn].
Another one, which we call “inscribing polytopes”, also begins with a convex body K , but
the points are chosen from the surface of K , with respect to a properly defined measure. The
main goal of the theory of random polytopes is to understand the asymptotic behavior of key
functionals on Kn , such as the volume or the number of vertices.
For most of these functionals, the expectations have been estimated (either approximately
or up to a constant factor) for a long time, due to collective results of many researchers (see
e.g. [15]; we refer the interested reader to [1,19] and [14] for surveys). The main open question
is thus to understand the distributions of these functionals around their means, as coined by Weil
and Wieacker’s survey from the Handbook of Convex Geometry (see the concluding paragraph
of [19])
“We finally emphasize that the results described so far give mean values hence first-order
information on random sets and point processes. This is due to the geometric nature of
the underlying integral geometric results. There are also some less geometric methods
to obtain higher-order informations or distributions, but generally the determination of
variance, e.g., is a major open problem”.
The last few years have seen several developments in this direction, thanks to new methods
and tools from modern probability. Let us first discuss the model Kn where the points are chosen
inside K . Reitzner [9], using the Efron–Stein inequality shows that
VarVold(Kn) = O(n− d+3d+1 ),
Var fi (Kn) = O(n d−1d+1 ),
where Vold is the standard volume measure onRd , fi denotes the number of i-dimensional faces.
Here and later the asymptotic notation is used under the assumption that n goes to infinity. The
hidden constants depend on K . Using martingale techniques, Vu [17] proves the following tail
estimate
P(|Vold(Kn)− EVold(Kn)| ≥
√
λn−
d+3
d+1 ) ≤ exp(−cλ)+ exp(−c′n)
for any 0 < λ < nα , where c, c′ and α are positive constants. A similar bound also holds for fi
with the same proof. From this tail estimate, one can deduce the above variance bound and also
bounds for any fixed moments. These moment bounds are sharp, up to a constant, as shown by
Reitzner in [8]. Thus, the order of magnitude of all fixed moments are determined.
Another topic where a significant development has been made is central limit theorems. It
has been conjectured that the key functionals such as the volume and number of faces satisfy a
central limit theorem. For instance,
Conjecture. Let Kn be the random polytope determined by n random points chosen in K . Then
there is a function (n) tending to zero with n such that for every x∣∣∣∣P(Vold(Kn)− EVold(Kn)√VarVold(Kn) ≤ x
)
− Φ(x)
∣∣∣∣ ≤ (n),
where Φ denotes the distribution function of the standard normal distribution.
Reitzner [8], using an inequality due to Rinott [12] (which proved a central limit theorem for
a sum of weakly dependent random variables), showed that a central limit theorem really holds
R.M. Richardson et al. / European Journal of Combinatorics 28 (2007) 2057–2071 2059
for the volume and number of faces of the so-called Poisson random polytope. This is a variant
of Kn , where the number of random points is not n, but a Poisson random variable with mean
n. This model has the advantage that the number of points found in disjoint regions of K are
independent, a fact which is technically useful. Using the above tail estimate, Vu [18] showed
Reitzner’s result implies the above conjecture.
The above results together provide a fairly comprehensive picture about Kn when the points
are chosen inside K . We refer the reader to the last section of [18] for a detailed summary. The
main goal of this paper is to provide such a picture for the inscribing model, where points are
chosen on the surface of K . For this model, the volume is perhaps the most interesting functional
(as the number of vertices is always n), and this will be the focus of the present work.
The inscribing model is somewhat more difficult to analyze than the model where points are
chosen inside K . The first result of this kind appears in [6]. Indeed, sharp estimates on the volume
were obtained only recently, thanks to the tremendous effort of Schu¨tt andWerner, in a long (over
one hundred pages) and highly technical paper [16]. We have
EVold(Kn) = 1− (cK + o(1))n− 2d−1 (1)
where cK is a constant depending on K (the 1 here represents the volume of K ).
Reitzner gives an upper bound on the variance [9]:
VarVold(Kn) = O(n− d+3d−1 ).
The first result we show in this paper is that the variance estimate is sharp, up to a constant
factor. For convenience, we let Z = Vold(Kn).
Theorem 1.1 (Variance).
Var Z = Ω(n− d+3d−1 ).
The next result in this paper shows that the volume has exponential tail.
Theorem 1.2 (Concentration). For a given convex body K , there are constants α, c, and 0 such
that the following holds. For any α ln n/n <  ≤ 0 and 0 < λ ≤ n, we have
P(|Z − EZ | ≥ √λV0) ≤ 2 exp(−λ/4)+ exp(−cn), (2)
where V0 = n− d+3d−1 (ln n)
2(d+1)
(d−1) .
We believe the logarithmic factor in V0 may be removed with a bit more work. It is easy to
deduce from the above theorem the following:
Corollary 1.3 (Moments). For any given convex body K , the k-th moments of Z satisfies
Mk = O((V0)k/2).
Finally, we obtain the central limit theorem for the Poisson model. Let K ∈ K2+, and let
Pois (n) be a Poisson point process with intensity n. Then the intersection of Pois (n) and ∂K
consists of random points {x1, . . . , xN } where the number of points N is Poisson distributed
with intensity nµ(∂K ) = n. We write Πn = [x1, . . . , xN ]. Conditioning on N , the points
x1, . . . , xN are independently uniformly distributed in ∂K . For two disjoint subsets A and B
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of ∂K , their intersections with Pois (n), i.e. the point sets A ∩ Pois (n) = {x1, . . . , xN } and
B ∩ Pois (n) = {y1, . . . , yM }, are independent. This means N and M are independently Poisson
distributed with intensity nµ(A) and nµ(B) respectively, and xi and y j are chosen independently.
Theorem 1.4. Given K ∈ K2+ of d-dimensional volume 1, we have∣∣∣∣P(Vold(Πn)− EVold(Πn)√VarVold(Πn) ≤ x
)
− Φ(x)
∣∣∣∣ = o(1),
where the o(1) term is of order O(n− 12 ln
2d+4
d−1 n) as n →∞.
In the rest of the paper, we present the (sketch of the) proof of the above theorems in
Sections 3, 4 and 5, respectively; Section 2 is devoted to notations; we present proofs of a few
crucial technical lemmas in the appendix, along with statements of many other lemmas whose
proofs can either be found or deduced relatively easy from the literature (see e.g., [1,8–10,17]).
2. Notations
The vectors e1, . . . , ed always represent an orthonormal basis of Rd . By B(x, r) we indicate
the closed ball of radius r centered at x , i.e.
B(x, r) = {y ∈ Rd | |x − y| = r}.
2.1. Boundary measure
Before we may speak about selecting vertices on the boundary ∂K of K we need to specify
the probability measure on ∂K . There are in the literature a number of measures with useful
properties, and a good discussion can be found in [16]. Perhaps the easiest measure to work
with is (d − 1)-dimensional Hausdorff measure, µd−1, which agrees with the notion of measure
on ∂K thought of as a submanifold with metric induced by Rd−1. Indeed, any measure which
yields the same value on open subsets of ∂K up to a multiplicative constant will yield the same
asymptotics.
As such, we let ν be any measure on ∂K such that
dν = ρdµd−1
where ρ is a positive, continuous function on ∂K . Then µ = ν
ν(∂K ) is a probability measure on
∂K . Thus, in the sequel we shall use µ to denote the probability measure on the boundary, and
let Vold be the usual d-dimensional volume.
Note that the assumption ρ > 0 is essential, as otherwise we might have a measure that causes
Kn to always lie in at most half (or any portion) of K with probability 1.
2.2. Geometry
Many of the notations are common to the literature (see [3,19]). For a half-space H , we say
that K ∩ H is an -cap if Vold(K ∩ H) = . Similarly, we call ∂K ∩ H an -boundary cap if
µ(∂K ∩ H) = . For a given -cap, the corresponding δ-boundary cap has c d−1d+1 ≤ δ ≤ c′ d−1d+1
for positive constants c and c′ (hence we can transform from boundary caps to caps in a similar
manner), as made explicit by Lemma A.2.
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We define the -wet part of K to be the union of all caps induced by -boundary caps of K .
The complement of the -wet part is said to be the -floating body of K , which we denote by F .
Finally, consider the floating body F and a point in the wet part x ∈ Fc . We say that x sees y if
the chord xy does not intersect F . Set Sx, to be the set of those y seen by x . We then define
g() = sup
x∈Fc
Vold(Sx,).
In particular, we note that Sx, is the union of all caps containing x which induced -boundary
caps.
2.3. Asymptotic notation
We shall always assume n is sufficiently large, without comment. We use the notationΩ , O,Θ
etc. with respect to n →∞, unless otherwise indicated. All constants are assumed to depend on
at most the dimension d , the body K , and ρ.
3. Concentration
3.1. Some geometry
Let L be a finite collection of points. For a point x ∈ K , define
∆x,L = Vold([L ∪ x])− Vold([L]).
A key property is the following observation.
Lemma 3.1. Let L be a set whose convex hull contains the floating body F . Then for any x,
∆x,L ≤ g().
The major result which allows for our analysis is the following lemma, which quantifies the
fact that Kn contains the floating body F with high probability.
Lemma 3.2. There are positive constants c and c′ such that the following holds for every
sufficiently large n. For any  ≥ c′ ln n/n, the probability that Kn does not contain F is at
most exp(−cn).
The proof of this result relies on the notion of VC-dimension, similar details of which can be
found in [17].
3.2. Divide and conquer martingale
To prove Theorem 1.2, we apply the so-called divide and conquer martingale technique. Note
that if Ω = {X |X = (x1, . . . , xn), xi ∈ ∂K } and Z = Z(x1, . . . , xn), we may define the
(absolute) martingale difference sequence
Gi = |E(Z |x1, . . . , xi−1, xi )− E(Z |x1, . . . , xi−1)|.
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We then set
G = sup
i
Gi ,
Vi = E(G2i |x1, . . . , xi−1) =
∫
G2i ∂µ(xi ),
V =
n∑
i=1
Vi .
The following concentration lemma, derived via martingale theory, is the key to Theorem 1.2.
Lemma 3.3 (Vu[17]). For any positive λ,G0 and V0 satisfying λ ≤ V0/4G20, we have
P(|Z − EZ | ≥ √λV0) ≤ 2 exp(−λ/4)+ P(V ≥ V0or G ≥ G0). (3)
To see how we can use this lemma to show Theorem 1.2, we first set G0 = 3g(),
V0 = 36ng()2, and V ′ = V0/n.
After converting the boundary cap to usual cap, from standard geometry result, we know
g() = Θ((d+1)/(d−1)). So, setting  = c ln n/n for some positive constant at least α from our
theorem gives
V0 = 36ng()2 = Θ(n−(d+3)/(d−1)(ln n)2(d+1)/(d−1)).
Thus, comparing (3) to (2), we find that Theorem 1.2 is an immediate consequence of the
following claim after taking the union bound:
Claim 3.4. There is a positive constant c such that for any 1 ≤ i ≤ n,
P(Gi ≥ G0or Vi ≥ V ′) ≤ exp(−cn).
Proof. Let us fix (arbitrarily) x1, . . . , xi−1, xi . Let L be the union of {x1, . . . , xi−1} and the
random set {xi+1, . . . , xn}. We estimate Gi first:
Gi ≤ |Ex (E(Z |x1, . . . , xi−1, xi )− E(Z |x1, . . . , xi−1, x)) |
≤ E(∆xi ,L |x1, . . . , xi−1)+ ExE(∆x,L |x1, . . . , xi−1),
where Ex denotes the expectation over a random point x . So it comes down to estimating the first
summand (the second follows similarly) in the last inequality.
E(∆xi ,L |x1, . . . , xi−1) ≤ P(F 6⊆ [L]|x1, . . . , xi−1)+ g(). (4)
Since when F 6⊆ [L], we have the rough estimate ∆xi ,L ≤ Vold(K ) = 1, otherwise Lemma 3.1
applies.
Set δ = n−4. We denote by Ω( j) and Ω< j> the product spaces spanned by {x1, . . . , x j } and
{x j , . . . , xn}, respectively. We call a set {x1, . . . , xi−1} typical if
PΩ<i+1>(F ⊂ [L]|x1, . . . , xi−1) ≥ 1− δ.
Next, we show that the probability that {x1, . . . , xi−1} is not typical is small. First we need
the following technical lemma (see [17]). Let Ω ′ and Ω ′′ be probability spaces and set Ω ′′′ to be
their product. Let A be an event in Ω ′′′ which occurs with probability at least 1 − δ′, for some
0 < δ′ < 1.
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Lemma 3.5. For any 1 > δ > δ′
PΩ ′(PΩ ′′(A | x) ≤ 1− δ) ≤ δ′/δ,
where x is a random point in Ω ′ and PΩ ′ and PΩ ′′ are the probabilities according to Ω ′ and Ω ′′,
respectively.
Applying Lemmas 3.2 and 3.5 with Ω ′ = Ω(i−1),Ω ′′ = Ω<i+1>, δ′ = exp(−cn) and
δ = n−4, we have
PΩ(i−1)({x1, . . . , xi−1} is not typical) = PΩ(i−1)(PΩ<i+1>(F 6⊆ [L]|x1, . . . , xi−1) ≤ 1− δ)
≤ exp(−cn)
for c = c0/2, given c0n ≥ 8 ln n. This final condition can be satisfied by setting the α involved
in the lower bound of  to be sufficiently large. Thus, our proof is complete.
For the rest of the proof, we assume that {x1, . . . , xi−1} is typical. Hence, by (4),
Gi ≤ 2g()+ 2n−4 ≤ 3g() = G0.
It follows that
Vi =
∫
G2i ∂µ(xi ) ≤ 9g()2 < V ′. 
4. Variance
As mentioned in the introduction, it is known that
Var Z = O(n− d+3d−1 ).
We provide a matching lower bound.
Theorem 4.1. For K ∈ K2+ there exists a constant c depending only on K such that
Var (Kn) ≥ c(K )n−(d+3)/(d−1).
The proof follows an argument used by Reitzner in [8], which was also been used by
Ba´ra´ny [2] to prove a lower bound of the variance in the case where the convex body is a polytope.
Essentially, we condition on arrangements of our polytope where vertices can be perturbed in
such a way that the resulting change in volume is independent for each vertex in question.
Choosing the vertices along the boundary according to a given distribution, as opposed to
uniformly in the body adds technical complication and requires greater use of the boundary
structure, and thus the more delicate geometric argument below (compare with [8]).
4.1. Proof of Theorem 4.1
We begin by establishing some notation. For any y ∈ Rd write y = (y1, . . . , yd) for the
coordinates with respect to some fixed basis e1, . . . , ed . For unit vector u ∈ Rd , let H(u, t) =
{x ∈ Rd | 〈x, u〉 = t}, where here 〈, 〉 denotes the standard inner product on Rd . Further, the
half-space associated to this hyperplane we denote by H+(u, t) = {x ∈ Rd | 〈x, u〉 ≥ t}. Since
K is smooth, for each point y ∈ ∂K , there is some unique outward normal u y . We thus may
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define the cap C(y, t) of K to be H+(u y, hK (y)− t) ∩ K , where hK (y) is the support function
such that H+(u y, hK (y)) intersects K in the point y only.
We define the standard ellipsoid E to be
E = {x ∈ Rd | xd ≥ (x1)2 + · · · + (xd−1)2}.
We similarly define 2E = {x ∈ Rd | (xd) ≥ 12 ((x1)2+· · ·+ (xd−1)2)} and observe that we have
the inclusion
E ⊂ 2E .
We now choose a simplex S in the cap C(0, 1) of E . Choose the base of the simplex to be a
regular d − 1 simplex with vertices in ∂(E)∩ H(ed , td) and apex the origin (td to be determined
later). We shall denote by v0, v1, . . . , vd the vertices of this simplex, singling out v0 to be the
apex of S (i.e. the origin). The important point here is that for sufficiently small td , the cone
{λx ∈ Rd | λ ≥ 0, x ∈ S} contains 2E∩∂H(ed , 1). Indeed, as the radius of E∩H(ed , td) is√td ,
the inradius of the base of the simplex is
√
td/d2, hence for td < 1/2d2 our above inclusion holds.
Now, look at the orthogonal projection of the vertices of the simplex to the plane spanned by
{e1, . . . , ed−1}, which we think of as Rd−1 and denote the relevant operator as
proj : Rd → Rd−1.
Around the origin we center a ball of radius r , and around each projected point (except the origin)
we can center a ball inRd−1 of radius r ′, both to be chosen later. We label these balls B0, . . . , Bd ,
where Bi is specifically the ball about proj (vi ).
Now consider the general paraboloid
Q =
{
x ∈ Rd | xd ≥ 1
2
(k1(x1)2 + · · · ,+kd−1(xd−1)2)
}
,
where here ki > 0 for all i and κ = ∏ ki . We now transform the cap C(0, 1) of E to the cap
C(0, h) of Q by the (unique) linear map A which preserves the coordinate axis. Let Di be the
image of Bi under this affinity. We find that the volume of the Di scales to give
µ(Di ) ≤ c1h d−12 , i = 1, . . . , d, (5)
where here c1 is some positive constant only depending on the curvature κ = ∏ ki and our
choice of r and r ′.
Next, for each point x ∈ ∂K we identify our general paraboloid Q with the approximating
paraboloid Qx of K at x (in particular, we identify Rd−1 with the tangent hyperplane at x). We
thus write Di (x) to indicate the set Di , i = 1, . . . , n, corresponding to Qx . We can construct the
{D′i (x)} as follows. Let f x : Rd−1 → R be the function whose graph locally defines ∂K at x
(this exists for h sufficiently small, see Lemma A.1), f˜ : Rd−1 → ∂K the induced function. Let
D′i (x) = f˜ (Di (x)).
We note here that in general the sets D′i (x) are not the images of B ′i under A.
Because the curvature is bounded above and below by positive constants, as is ρ, we see that
the volume of Di (x) is given by
c3h
d−1
2 ≤ µ(Di (x)) ≤ c4h d−12 , (6)
where c3, c4 are constants depending only on K .
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We now wish to get bounds for Var Y (Vold([Y, x1, . . . , xd ])) where xi ∈ D′i (x), i = 1, . . . , d
and we choose Y randomly in D′0(x) according to the distribution on the boundary. To begin
with, we’ll need the following technical lemma.
Lemma 4.2. There exists a r0 > 0 and r ′0 such that for all r0 > r > 0 and r ′0 > r ′ > 0 we have
an hr > 0 such that for any choice of xi ∈ D′i (x), i = 1, . . . , d, and hr > h > 0:
c5hd+1 ≤ Var Y ([Y, x1, . . . , xd ]) ≤ c6hd+1, (7)
where c5, c6 are positive constants depending only on K and r.
The proof of this lemma comes from observing that the points x0, . . . , xn located on ∂(K )map
under an appropriate linear transform from Qx to E to points near the boundary of ∂(E). As a
result, we can substitute a calculation of variance on ∂(E) for the desired calculation (scaled by
our linear map) provided we can show that the images of x0, . . . , xn lie very close to the boundary
of E . The boundary geometry, however, makes achieving this result less straightforward.
Choosing parameters r, r ′, h0 and td appropriately, this geometry will allow us some useful
independence properties.
Choose n points X1, . . . , Xn randomly in ∂K according to the probability induced by the
distribution. Choose n points y1, . . . , yn ∈ ∂K and corresponding disjoint caps according to
Lemma A.6, where we assume that n is large so that hn is small enough for both Lemma A.6 and
hn < h0. In each cap C(y j , hn) (of K ) establish sets {Di (y j )} and {D′i (y j )} for i = 0, . . . , d
and j = 1, . . . , n as in the above discussion.
We let A j , j = 1, . . . , n be the event that exactly one point is contained in each of the
Di (y j ), i = 0, . . . , d and every other point is outside C(y j , hn) ∩ ∂K . We calculate the
probability as
P(A j ) = n(n − 1) · · · (n − d)P(X i ∈ D′i (y j ), i = 0, . . . , d)
×P(X i 6∈ C(y j , hn) ∩ ∂K , i ≥ d + 1)
= n(n − 1) · · · (n − d)
d∏
i=0
µ(D′i (y j ))
n∏
k=d+1
(1− µ(C(y j , hn) ∩ ∂K )).
We can give a lower bound for this quantity with (6) and Lemma A.6, and noting specifically
that hn = Θ(n−2/(d−1)):
P(A j ) ≥ c7nd+1n−d−1(1− c8n−1)n−d−1 ≥ c9 > 0, (8)
where c7, c8, c9 are positive constants. In particular, denoting by χA the indicator function on
A ⊂ ∂K we obtain that
E
(
n∑
j=1
χA j
)
=
n∑
j=1
P(A j ) ≥ c7n. (9)
Now we denote by F the position of all points of {X1, . . . , Xn} except those which are contained
in D′0(y j ) with χA j = 1. We then use the conditional variance formula to obtain a lower bound:
Var Z = EVar (Z |F)+ Var E(Z |F)
≥ EVar (Z |F).
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Now we look at the case where χA j and χAk are both 1. Assume without loss of generality
that X j and Xk are the points in D′0(y j ) and D′0(yk), respectively. We note that by construction
there can be no edge between X j and Xk (this is possible with careful choice of parameters as
stated earlier), so the volume change affected by moving X j ∈ D′0(y j ) is independent of the
volume change of moving Xk ∈ D′0(yk). This independence allows us to write the conditional
variance as the sum
Var (Z |F) =
n∑
j=1
Var X j (Z)χA j ,
where here each variance is taken over X j ∈ D′0(y j ). We now invoke Lemma 4.2, Eq. (9), and
the bound hn ≈ n−2/(d−1) to compute
EVar (Z |F) = E
(
n∑
j=1
Var X j (Z)χA j
)
≥ c5hd+1E
(
n∑
j=1
χA j
)
≥ c10(n−2/(d−1))d+1c6n
= c11n−(d+3)/(d−1).
Thus, the above provides the promised lower bound on Var Z .
5. Central limit theorem
5.1. Poisson CLT
The key ingredient of the proof is the following theorem:
Theorem 5.1 (Baldi–Rinott[5]). Let G be the dependency graph of random variables Yi ’s,
i = 1, . . . ,m, and let Y = ∑i Yi . Suppose the maximal degree of G is D and |Yi | ≤ B
a.s., then∣∣∣∣P(Y − EY√Var Y ≤ x
)
− Φ(x)
∣∣∣∣ ≤ Θ(√S),
where Φ(x) is the standard normal distribution and S = mD2B3
(
√
Var Y )3
.
Here the dependency graph of random variables Yi ’s is a graph on m vertices such that there
is no edge between any two disjoint subsets, A1 and A2, of {Yi }mi=1 if these two sets of random
variables are independent.
Let
m =
⌊ n
4d ln n
⌋
.
By Lemma A.6, given K ∈ K2+, we can choose m points, namely y1, . . . , ym , on ∂K . And
the Voronoi Cells Vor (yi ) of these points dissect ∂K into m parts. Moreover, each Voronoi cell
contains a cap Ci with d-dimensional volume
Vold(Ci ) = Θ(m− d+1d−1 ).
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By Lemma A.9 it is a boundary cap with volume
µ(Ci ∩ ∂K ) = Θ(m−1) = Θ
(
4d ln n
n
)
.
Denote by Ai (i = 1, . . . ,m) the number of points generated by the Poisson point process
contained in Ci ∩ ∂K . Then
P(Ai = 0) = e−nµ(Ci∩∂K ) = O(n−4d),
and by standard estimate of the tail of Poisson distribution,
P(Ai ≥ 12d ln n) = O(n−4d).
Now let Am be the event that there is at least one point and at most 12d ln n points in every Ai
for i = 1, . . . ,m. Then
1 ≥ P(Am) = P(∩i {1 ≤ Ai ≤ 12d ln n}) ≥ 1− Ω(n−4d+1). (10)
We will first prove a central limit theorem for V (Πn) when we condition on Am , then we
show removing the condition doesn’t affect the estimate much, as Am holds almost surely. Let
P˜ denote the conditional probability measure induced by the Poisson point process X (n) on ∂K
given Am , i.e.
P˜(Vold(Πn) ≤ x) = P(Vold(Πn) ≤ x |Am).
Similarly, we define the corresponding conditional expectation and variance to be E˜ and V˜ar ,
then
Lemma 5.2.∣∣∣∣∣∣˜P
Vold(Πn)− E˜Vold(Πn)√
V˜ar Vold(Πn)
≤ x
− Φ(x)
∣∣∣∣∣∣ = O(n− 12 ln 2d+4d−1 n). (11)
Proof. First let
Yi = Vold(Vor (yi ) ∩ K )− Vold(Vor (yi ) ∩Πn),
i = 1, . . . ,m. Recall that the Vor (yi ) partition K , so
Y =
∑
i
Yi = Vold(K )− Vold(Πn),
and obviously Vold(Πn) − E˜Vold(Πn) = E˜Y − Y , V˜ar Y = V˜ar Vold(Πn) = Θ(n− d+3d−1 ), by
Lemma 5.5. Hence it suffices to show Y satisfies the Central Limit Theorem.
Given Am , we define the dependency graph on random variables Yi , i = 1, . . . ,m as follows:
we connect Yi and Y j if Vor (yi ) ∩ C(y j , cm− 2d−1 ) 6= ∅ where c is the same constant as in
Lemma A.8. To check dependency, we see that if Yi  Y j , then Vor (yi ) ∩ C(y j , cm− 2d−1 ) = ∅.
Thus, for any point P1 ∈ Vor (yi ) ∩ ∂K , P2 ∈ Vor (y j ) ∩ ∂K , the line segment [P1, P2] cannot
be contained in the boundary of Πn . Otherwise, it would be a contradiction to Lemma A.8.
Therefore, there is no edge ofΠn between Vor (yi ) and Vor (y j ), hence Yi and Y j are independent
by the arguments in Section 4.1.
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To apply Theorem 5.1, we are left to estimate parameters D and B.
By Lemma A.7, C(yi , cm−
2
d−1 )(i = 1, . . . ,m) can intersect at most O(1) many Vor (yi )’s.
Hence D = O(1).
By Lemma A.8, for any point xi in Ci , i = 1, . . . ,m,
δH (K ,Πn) ≤ δH (K , [x1, . . . , xm]) = O(m− 2d−1 ).
So
Vor (yi ) \Πn ⊆ C(yi , h′), (12)
where h′ = O(m− 2d−1 ). So by Lemma A.5 and (12),
Yi ≤ Vold(C(yi , h′)) = O(m− d+1d−1 ) = O
((
4d ln n
n
) d+1
d−1
)
de f= B
and by the Baldi–Rinott theorem the rate of convergence in (11) is n− 12 (ln n)
2d+4
d−1 . 
Now, we observe an easy fact
Proposition 5.3. For any events A and B,
|P(B|A)− P(B)| ≤ P(Ac).
Hence we deduce
Lemma 5.4.
|˜P(Vold(Πn) ≤ x)− P(Vold(Πn) ≤ x)| = O(n−4d+1), (13)
E˜Volkd(Πn)− EVolkd(Πn) = O(n−4d+1), (14)
|V˜ar Vold(Πn)− VarVold(Πn)| = O(n−4d+1). (15)
As a result of the above, one can remove the condition Am and obtain Theorem 1.4, which we
leave as an exercise.
It is worth pointing out that Theorem 1.4 gives good indication that Central Limit Theorem
may hold for Kn as Πn approximates Kn quite well, as one might expect.
Lemma 5.5. Let Πn be the convex hull of points chosen on ∂K according to the Poisson point
process Pois (n). Then,
EVold(Πn) ≈ EZ ≈ 1− c(K , d)n− 2d−1 ,
as n →∞, and
VarVold(Πn) = Θ(Var Z) = Θ(n− d+3d−1 ).
The proof of Lemma 5.5 is similar to the one in [8] and relies heavily on the fact that a Poisson
distribution has small tail.
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Appendix A. Geometric toolkit
A.1. Boundary approximation
We begin with some basic notions and notation. For K ∈ K2+, at each point x ∈ ∂K there
is a unique paraboloid Qx , given by a quadratic form bx , osculating ∂K at x . We may describe
Qx and bx by identifying the tangent hyperplane of ∂K at x with Rd−1, which gives each point
y ∈ Rd−1 the form (y1, . . . , yd−1). For some neighborhood about x , we can represent ∂K as the
graph of a C2, convex function f : Rd−1 → R, i.e. near x each point in ∂K can be written in the
form (y, fx (y)). Thus, we may write
bx (y) = 12
∑
1≤i, j≤d−1
∂ fx
∂yi∂y j
(0)yi y j ,
and
Qx = {(y, z) | z ≥ bx (y), y ∈ Rd−1, z ∈ R}.
The main thrust of the above is that these paraboloids approximate the boundary structure.
The formulation given here is due to Reitzner, who provides a proof [10] here. This paper only
makes use of the first two conditions, but all are of general use in trying to analyze the boundary
structure.
Lemma A.1. Let K ∈ K2+ and choose δ > 0 sufficiently small. Then there exists aλ > 0,
depending only on δ and K , such that for each point x ∈ ∂K the following holds: If we identify
the tangent hyperplane to ∂K at x with Rd−1, then we may define the λ-neighborhood Uλ of
x ∈ ∂K by projUλ = B(0, λ). Uλ can be represented by a convex function fx (y) ∈ C2, for
y ∈ B(0, λ).
(1+ δ)−1bx (y) ≤ fx (y) ≤ (1+ δ)bx (y), (A.1)√
1+ |∇ fx (y)|2 ≤ (1+ δ) (A.2)
and
(1+ δ)−12bx (y) ≤ (y, 0) · nK (y) ≤ (1+ δ)2bx (y), (A.3)
for y ∈ B(0, λ), where here bx is as above and nK (y) is the outer normal of ∂K at the point
(y, fx (y)).
We show a use of the above lemma in relating -caps and -boundary caps. This relationship
is used repeatedly throughout the paper, and indeed is central to all of the results on the boundary.
Lemma A.2. For a given K ∈ K2+, there exists constants 0, c > 0 such that for all 0 <  < 0
we have that for any -cap C of K ,
c−1(d−1)/(d+1) ≤ µ(C ∩ ∂K ) ≤ c(d−1)/(d+1)
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and for any -boundary cap C ′ ∩ ∂K of K ,
c−1(d+1)/(d−1) ≤ µ(C ′) ≤ c(d+1)/(d−1).
Proof. The proof involves a straightforward use of quadratic forms mentioned above and
Lemma A.1. 
Remark A.3. It is important to note that the above is not true for general convex bodies. In
particular, any polytope P provides an example of a convex body with caps C such that the
quantities Vold(C) and µ(C ∩ ∂P) are unrelated.
A.2. Caps and cap covers
The following lemmas are the basis for analyzing the boundary structures of random polytopes
and they are mostly well known. We refer the readers to [8,17] for similar statements and their
proofs.
Lemma A.4. Given K ∈ K2+, there exist constants d1, d2 such that for each cap C(x, h) with
h ≤ h0, we have
∂K ∩ B(x, d1h 12 ) ⊂ C(x, h) ⊂ B(x, d2h 12 ).
Lemma A.5. Given K ∈ K2+, there exists a constant d3 such that for each cap C(x, h) with
h ≤ h0, we have
Vold(C(x, h)) ≤ d3h d+12 .
Lemma A.6 (Cap Covering). Given m ≥ m0 and K ∈ K2+, there are points y1, . . . , ym ∈ ∂K,
constants d4, d5 and caps Ci = C(yi , d−24 m−
2
d−1 ) and C i = C(yi , 4d−25 m−
2
d−1 ) with c′ =
c′(d4, d5),
Ci ⊂ B(yi , c′m− 1d−1 ) ⊂ Vor (yi )
Vor (yi ) ∩ ∂K ⊂ B(yi , 2 cm− 1d−1 ) ∩ ∂K ⊂ C i ,
where Vor (yi ) is the Voronoi cell of yi in K defined by:
Vor (yi ) = {x ∈ K :‖ x − yi‖ ≤‖ x − yk‖ for all k 6= i},
and we have
Vold(Ci ) = Θ(m− d+1d−1 ),
for all i = 1, . . . ,m.
Lemma A.7. Let m, K and yi , i = 1, . . . ,m be chosen as in LemmaA.6. The number of Voronoi
cells Vor (y j ) intersecting the cap C(yi , h) is O((h
1
2m
1
d−1 + 1)d+1), i = 1, . . . ,m.
Lemma A.8. Let m, K and yi ,Ci , i = 1, . . . ,m be chosen as in Lemma A.6. Choose on the
boundary within each cap Ci an arbitrary point xi (i.e. xi ∈ Ci ∩ ∂K), then
δH (K , [x1, . . . , xm]) = O(m− 2d−1 ),
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and for any y ∈ ∂K with y 6∈ C(yi , cm− 2d−1 ), the line segment [y, xi ] intersects the interior of
the convex hull [x1, . . . , xm].
Lemma A.9. If a cap C has volume ′ =  d+1d−1 , then it is an -boundary cap of (d − 1)-
dimensional volume Θ().
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