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Abstract
Some comparison results for delay integro-differential inequalities starting from different initial
points are formulated. The monotone iterative technique is applied to formulate sufficient conditions
for existence of extremal solutions of delay integro-differential equations with initial time difference.
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1. Introduction
Initial value problems of differential equations relative to the changes in the initial time
are recently considered, for example, in papers [1,2,5,6,9], see also [7,10]. Such problems
are important when we want to measure the difference between any two solutions starting
at different initial points. It is known how do it for differential equations (see [1,5,6]) and
for integro-differential equations (see [2]). This paper extends this topic on delay integro-
differential equations with different initial conditions. To do it we study and investigate
necessary differential and integral inequalities. Then we apply the theory of such inequali-
ties to obtain corresponding results by the method of monotone iterations.
Let us introduce the operator F by
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(
t, x(t), x
(
α(t − t0)+ t0
))+
t∫
t0
H
(
t, s, x(s), x
(
β(s − t0)+ t0
))
ds.
Consider two problems
x ′(t) = Fx(t; t0), t ∈ J1 = [t0, t0 + T ], x(t0) = k¯, (1)
x ′(t) = Fx(t; τ0), t ∈ J2 = [τ0, τ0 + T ], x(τ0) = k¯, (2)
for some fixed positive T > 0. The functions f,F,α,β will be defined later. In Section 2,
some comparison results are formulated to compare any two solutions of corresponding de-
lay integro-differential inequalities with initial time difference. Functions f and H satisfy
some monotone and one-sided Lipschitz conditions. Corresponding comparison results for
integral inequalities with delayed arguments are also obtained. In Section 3, we use the
monotone iterative technique to delay integro-differential equations (for the details of this
method, see [4]) and sufficient conditions for the existence of extremal solutions, in corre-
sponding sectors, are formulated. Section 5 contains some existence results when we have
several delayed arguments on the right-hand side of operator F. Some examples satisfying
the assumptions are presented in Section 4.
2. Comparison results
Theorem 1 gives a comparison result between any two solutions of delay integro-
differential inequalities starting at difference initial points.
Theorem 1. Assume that
(1′) f ∈ C(R+ × R2,R), H ∈ C(R2+ × R2,R), α,β ∈ C([0,∞), [0,∞)), 0  α(t)  t ,
0 β(t) t for t  0,
(2′) v ∈ C1([t0,∞),R), w ∈ C1([τ0,∞),R) and{
v′(t) Fv(t; t0), t  t0  0, v(t0) k¯,
w′(t) Fw(t; τ0), t  τ0  0, w(τ0) k¯,
(3′) η = τ0 − t0 > 0,
(4′) f (t, u1, u2) is nondecreasing in t for each (u1, u2) and H(t, s, u1, u2) is nondecreas-
ing in (t, s) for each (u1, u2),
(5′) f (t, u1, u2) is nondecreasing in u2 for each (t, u1) and H(t, s, u1, u2) is nondecreas-
ing in (u1, u2) for each (t, s),
(6′) there exist nonnegative constants L,N such that
f (t, u1, v1) − f (t, u2, v2) L[u1 − u2 + v1 − v2]
and
H(t, s, u1, v1)−H(t, s, u2, v2)N[u1 − u2 + v1 − v2]
for t, s ∈R+, u1, u2, v1, v2 ∈R, u2  u1, v2  v1.
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(a) v(t)w(t + η), t  t0, (b) v(t − η)w(t), t  τ0.
Proof. Note that t0  α(t − t0) + t0  t for t  t0 and τ0  β(t − τ0) + τ0  t for t  τ0.
Define a function w0 by w0(t) = w(t + η) +  exp(Mt), t  t0, where  > 0 and M =
2L + 2N + 1. Then w0(t) > w(t + η), t  t0. Assumptions (2′)–(4′), (6′) and the change
of variables in the definite integral yield
w′0(t) Fw(t + η; τ0)+M exp(Mt)
= f (t + η,w(t + η),w(α(t + η − τ0)+ τ0))
+
t+η∫
τ0
H
(
t + η, s,w(s),w(β(s − τ0)+ τ0))ds +M exp(Mt)
= f (t + η,w(t + η),w(α(t − t0)+ τ0))
− f (t + η,w0(t),w0(α(t − t0)+ t0))
+ f (t + η,w0(t),w0(α(t − t0)+ t0))+M exp(Mt)
+
t∫
t0
H
(
t + η, s + η,w(s + η),w(β(s − t0)+ τ0))ds
−
t∫
t0
H
(
t + η, s + η,w0(s),w0
(
β(s − t0)+ t0
))
ds
+
t∫
t0
H
(
t + η, s + η,w0(s),w0
(
β(s − t0)+ t0
))
ds
 f
(
t,w0(t),w0
(
α(t − t0)+ t0
))
+
t∫
t0
H
(
t, s,w0(s),w0
(
β(s − t0)+ t0
))
ds +M exp(Mt)
−L[w0(t) −w(t + η)+w0(α(t − t0)+ t0)−w(α(t − t0)+ τ0)]
−N
t∫
t0
[
w0(s) −w(s + η)+w0
(
β(s − t0)+ t0
)−w(β(s − t0)+ τ0)]ds
= Fw0(t; t0)−L
[
exp(Mt)+ exp(M(α(t − t0)+ t0))]
−N
t∫
t0
[
exp(Ms)+ exp(M(β(s − t0)+ t0))]ds +M exp(Mt)
 Fw0(t; t0)+  exp(Mt)
[
M − 2L− 2N
]
.M
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w′0(t) > Fw0(t; t0), t  t0  0. (3)
Now, we shall show that v(t) < w0(t), t  t0. Note that w0(t0) = w(τ0) +  exp(Mt0) >
k¯  v(t0). Assume that v(t) < w0(t), t  t0, is false. Then there exists t1 > t0 such that
v(t1) = w0(t1) and v(t) < w0(t), t ∈ [t0, t1). Hence, v′(t1) w′0(t1). By applying (3) and
assumption (5′), we have
w′0(t1) v′(t1) Fv(t1; t0) Fw0(t1; t0) < w′0(t1)
which is a contradiction. Hence, it follows that v(t) < w0(t), t  t0. Letting  → 0, we
have v(t)  w(t + η), t  t0, so conclusion (a) is true. Relation (b) results from (a). The
proof is therefore complete. 
Similarly, we can prove the following
Theorem 2. Let conditions (1′), (2′), (5′) and (6′) of Theorem 1 hold and η = τ0 −
t0 < 0. Moreover assume that f (t, u1, u2) is nonincreasing in t for each (u1, u2) and
H(t, s, u1, u2) is nonincreasing in (t, s) for each (u1, u2). Then conclusions (a) and (b) of
Theorem 1 hold.
Remark 1. For example, functions α and β can take the form α(t) = γ1t , β(t) = γ2t for
t  0 and fixed γ1, γ2 such that γ1, γ2 ∈ (0,1].
Remark 2. If the right-hand side of our problem does not depend on H , and f does
not depend on the last variable, then we have some results obtained in [5, Theorems 2.1
and 2.2]. If f and H do not depend on the last variable, then we have Theorems 1 and 2
of [2].
Instead of integro-differential inequalities we can also consider integral inequalities to
obtain similar results to that given in Theorems 1 or 2. In this case we extra need to assume
that f is nondecreasing with respect to the second variable.
Theorem 3. Let assumptions (1′), (3′)–(6′) of Theorem 1 be satisfied. Assume that f (t,
u1, u2) is nondecreasing in u1 for each (t, u2). Moreover assume that Φ ∈ C([t0,∞),R),
Ψ ∈ C([τ0,∞),R) and{
Φ(t) v(t0)+
∫ t
t0
FΦ(s; t0) ds, t  t0  0,
Ψ (t)w(τ0)+
∫ t
τ0
FΨ (s; τ0) ds, t  τ0, v(t0) x0 w(τ0).
(4)
Then
(c) Φ(t) Ψ (t + η), t  t0, (d) Φ(t − η) Ψ (t), t  τ0.
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v(t) = v(t0)+
t∫
t0
FΦ(s; t0) ds, t  t0,
w(t) = w(τ0)+
t∫
τ0
FΨ (s; τ0) ds, t  τ0.
Then Φ(t) v(t), t  t0, Ψ (t)w(t), t  τ0. Hence{
v′(t) = FΦ(t; t0) Fv(t; t0), t  t0,
w′(t) = FΨ (t; τ0) Fw(t; τ0), t  τ0,
since f (t, u1, u2) and H(t, s, u3, u4) are nondecreasing in (u1, u2) and (u3, u4). Hence,
the conclusions (a) and (b) of Theorem 1 are satisfied. It shows that (c) and (d) hold too.
This completes the proof. 
Theorem 4. Let all assumptions of Theorem 2 hold with condition (4) in the place of
assumption (2′). Moreover assume that f (t, u1, u2) is nondecreasing in u1 for each (t, u2).
Then conclusions (c) and (d) of Theorem 3 hold.
Theorem 5 [5]. Assume that
(a) m ∈ C(R+,R+), G ∈ C(R+ ×R+,R) and
D−m(t)G
(
t,m(t)
)
, t  t0  0, m(t0)w0,
where
D−m(t) = lim inf
h→0−
1
h
[
m(t + h)−m(t)],
(b) the maximal solution r = r(t, τ0,w0) of w′(t) = G(t,w(t)), t  τ0  0, w(τ0) =
w0  0 exists for t  τ0,
(c1) G(t,w) is nondecreasing in t for each w and η = τ0 − t0 > 0, or
(c2) G(t,w) is nonincreasing in t for each w and η < 0.
Then m(t) r(t + η), t  t0, and m(t − η) r(t), t  τ0.
Note that Theorem 5 can also be used to the delay integro-differential equation of the
form
u′(t) = Fu(t; τ0) ≡ G(t,u; τ0), t  τ0, u(τ0) = k¯. (5)
Some results are given in Corollary 1.
Corollary 1. Consider a special case of problem (5) for
f (t, u, z)= λ1(t)u+ λ2(t)z, H(t, s, u, z) = λ3(t, s)u+ λ4(t, s)z,
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w′(t) = λ1(t)w(t) + λ2(t)w
(
α(t − τ0)+ τ0
)
+
t∫
τ0
[
λ3(t, s)w(s) + λ4(t, s)w
(
β(t − τ0)+ τ0
)]
ds, t  τ0,
with w(τ0) = w0  0, and w ∈ C1(R+,R+). Integrating it from τ0 to t we have
w(t) = w(τ0)+
t∫
τ0
[
λ1(s)w(s) + λ2(s)w
(
α(s − τ0)+ τ0
)]
ds
+
t∫
τ0
{ s∫
τ0
[
λ3(s, r)w(r) + λ4(s, r)w
(
β(r − τ0)+ τ0
)]
dr
}
ds, t  τ0.
It yields
w¯(t) = max[τ0,t ]w(s)w(τ0)+
t∫
τ0
A(s; τ0)w¯(s) ds, t  τ0, (6)
where
A(s; τ0) = λ1(s) + λ2(s)+
s∫
τ0
[
λ3(s, r)+ λ4(s, r)
]
dr.
By Gronwall’s inequality, relation (6) yields
w(t) w¯(t)w(τ0) exp
( t∫
τ0
A(s; τ0) ds
)
, t  τ0.
(I) If λ1(t), λ2(t) are nondecreasing in t , and λ3(t, s), λ4(t, s) are nondecreasing in (t, s)
and η = τ0 − t0 > 0, then
m(t)w0 exp
( t+η∫
τ0
A(s; τ0) ds
)
= w0 exp
( t∫
t0
A(s + η; τ0) ds
)
, t  t0,
and
m(t − η)w0 exp
( t∫
τ0
A(s; τ0) ds
)
w0 exp
( t∫
t0
A(s + η; τ0) ds
)
, t  τ0.
(II) If λ1(t), λ2(t) are nonincreasing in t , and λ3(t, s), λ4(t, s) are nonincreasing in (t, s)
and η < 0, then the conclusion given in (I) holds.
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λi(t) = λi  0, i = 1,2, λj (t, s) = λj  0, j = 3,4,
then
m(t)w0 exp
({[
λ1 + λ2 − (λ3 + λ4)τ0
]
(t − t0)+ 12 (λ3 + λ4)
(
t2 − t20
)})
,
t  t0.
Using Theorem 3 and a general linear version of the Gronwall–Bellman inequality (see
Theorem 1.7.1 of [8, p. 33]), we have the following corollary.
Corollary 2. Let u,a, b ∈ C(R+,R+) and
u(t) u0 +
t∫
t0
a(s)u(s) ds +
t∫
t0
a(s)
( s∫
t0
b(r)u(r) dr
)
ds, t  t0  0, u0  0.
Let a and b be nondecreasing and η = τ0 − t0 > 0. Then, we obtain
u(t) u0
[
1 +
t∫
t0
a(s + η) exp
( s∫
t0
[
a(r + η)+ b(r + η)]dr
)
ds
]
, t  t0,
and
u(t − η) u0
[
1 +
t∫
τ0
a(s) exp
( s∫
τ0
[
a(r)+ b(r)]dr
)
ds
]
, t  τ0.
3. Application of the monotone iterative technique
Lemma 1. Let α,β ∈ C(J,J ), 0  α(t)  t , 0  β(t)  t on J = [0, T ]. Assume that
p ∈ C1(J1,R) and

p′(t)−L1p(t) −L2p(α(t − t0) + t0)−N1
∫ t
t0
p(s) ds
−N2
∫ t
t0
p(β(s − t0)+ t0) ds, t ∈ J1 = [t0, t0 + T ],
p(t0) 0
for L1,L2,N1,N2  0. Moreover we assume that
(i) eL1T [L2 + (N1 +N2)T ] L1 +L2 only if L1 > 0 with e = exp(1),
(ii) L2T + (N1 +N2)T 2  1 only if L1 = 0.
Then p(t) 0 on J1.
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Let L1 > 0. Suppose that the inequality p(t) 0, t ∈ J1, is not true. Then, we can find
t1 ∈ (t0, T + t0] such that p(t1) > 0. Put
p(t2) = min[t0,t1]p(t) = −d, d  0.
We consider two cases.
Case 1. Let d = 0. Then p(t) 0 on [t0, t1], and hence
p′(t) 0, t ∈ [t0, t1].
It yields p(t) 0, t ∈ [t0, t1], so p(t1) 0. It is a contradiction.
Case 2. Let d > 0 and L1 > 0. Then
p′(t) +L1p(t)−L2p
(
α(t − t0)+ t0
)
−N1
t∫
t0
p(s) ds −N2
t∫
t0
p
(
β(s − t0)+ t0
)
ds

[
L2 + (N1 +N2)(t − t0)
]
d, t ∈ [t0, t1],
so [
eL1tp(t)
]′  eL1t d[L2 + (N1 +N2)(t − t0)].
Integrating the above inequality on [t2, t1], we obtain
eL1t1p(t1) − eL1t2p(t2) d
t1∫
t2
[
L2 + (N1 +N2)(t − t0)
]
eL1t dt
= d
L1
eL1t1
[
L2 + (N1 +N2)(t1 − t0)
]
− d
L1
{
eL1t2
[
L2 + (N1 +N2)(t2 − t0)
]+ N1 +N2
L1
(eL1t1 − eL1t2)
}
.
Since p(t1) > 0 and t0 < t2 < t1  T + t0, it gives
eL1t0 <
1
L1
{
eL1(T+t0)
[
L2 + (N1 +N2)T
]− eL1t0L2}.
Multiplying the last inequality by e−L1t0 we obtain
1 <
1
L1
{
eL1T
[
L2 + (N1 +N2)T
]−L2}.
This contradicts assumption (i).
Now we consider the case when L1 = 0 and d > 0. Then there exists t3 ∈ (t2, t1) such
that p(t3) = 0. By the mean value theorem
p(t3)− p(t2) = p′(s)(t3 − t2), t2 < s < t3,
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p′(s) = d
t3 − t2 >
d
T
.
On the other hand we also have
d
T
< p′(s)−L2p
(
α(s − t0)+ t0
)−N1
s∫
t0
p(r) dr −N2
s∫
t0
p
(
β(r − t0)+ t0
)
dr
 d
[
L2 + (N1 +N2)(s − t0)
]
 d
[
L2 + (N1 +N2)T
]
.
Hence L2T + (N1 +N2)T 2 > 1. It contradicts assumption (ii).
This proves that p(t) 0 on J1 and the proof is complete. 
Remark 4. Lemma 1 reduces to Lemma 1 of [3] if N1 = N2 = 0.
Remark 5. Note that Lemma 1 holds if t0 and J1 are replaced by τ0 and J2 = [τ0, T + τ0],
respectively.
Remark 6. Let N1 + N2 = 1, T = 1/3. In view of (i), if L1 = 2.25, then L2 < 1.3826.
Similarly, if L1 = 0, then, in view of (ii) we have L2 < 2.6667.
The next result is similar to Theorem 1 when f does not depend on the first variable,
H does not depend on the first two variables, and f,H are linear. In comparing with
Theorem 1 we do not need assumption (5′) of Theorem 1 to be satisfied.
Lemma 2. Assume that L1,L2,N1,N2 are nonnegative constants such that conditions (i)
and (ii) of Lemma 1 hold. Let α,β ∈ C(J,J ), 0  α(t)  t , 0  β(t)  t on J = [0, T ],
p ∈ C1(J1,R), q ∈ C1(J2,R) and

p′(t)−L1p(t) −L2p(α(t − t0) + t0)−N1
∫ t
t0
p(s) ds
−N2
∫ t
t0
p(β(s − t0)+ t0) ds, t ∈ J1,
p(t0) k˜,

q ′(t)−L1q(t)−L2q(α(t − τ0) + τ0)−N1
∫ t
τ0
q(s) ds
−N2
∫ t
τ0
q(β(s − τ0)+ τ0) ds, t ∈ J2,
q(τ0) k˜.
Then, for η = τ0 − t0, we have
(a) p(t) q(t + η), t ∈ J1, (b) p(t − η) q(t), t ∈ J2.
Proof. Put Q(t) = p(t)− q(t + η), t ∈ J1. Then Q(t0) 0. Changing the variables in the
definite integrals we obtain
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(
α(t − t0)+ t0
)−N1
t∫
t0
p(s) ds
−N2
t∫
t0
p
(
β(s − t0) + t0
)
ds +L1q(t + η)+L2q
(
α(t − t0)+ τ0
)
+N1
t+η∫
τ0
q(s) ds +N2
t+η∫
τ0
q
(
β(s − τ0)+ τ0
)
ds
= −L1Q(t) −L2Q
(
α(t − t0)+ t0
)−N1
t∫
t0
Q(s) ds
−N2
t∫
t0
Q
(
β(s − t0)+ t0
)
ds.
By Lemma 1, Q(t) 0 on J1, so relation (a) holds. Relation (b) results from (a). This ends
the proof. 
Theorem 6. Assume that
(1′) f ∈ C(J1 ×R2,R), H ∈ C(J 21 ×R2,R), α,β ∈ C([0, T ], [0, T ]), 0 α(t) t , 0
β(t) t for t ∈ [0, T ],
(2′) there exist nonnegative constants P,Q such that∣∣f (t, u, v)− f (t, u¯, v¯)∣∣ P [|u− u¯| + |v − v¯|],∣∣H(t, s, u, v) −H(t, s, u¯, v¯)∣∣Q[|u− u¯| + |v − v¯|]
for t, s ∈ J1, u,v, u¯, v¯ ∈R.
Then the initial problem (1) has a unique solution.
Proof. Put
‖x‖∗ = max
t∈J1
e−λ(t−t0)
∣∣x(t)∣∣ for λ 2(P +QT ), λ > 0.
Note that q = 1 − e−λT < 1.
To show that problem (1) has a unique solution we transform it into the integral equation
x(t) = k¯ +
t∫
t0
Fx(s; t0) ds ≡ Ax(t), t ∈ J1.
Let u,v ∈ C(J1,R). Then, in view of assumption (2′), we obtain
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t∈J1
e−λ(t−t0)
{ t∫
t0
∣∣f (s, u(s), u(α(s − t0)+ t0))
− f (s, v(s), v(α(s − t0)+ t0))∣∣ds
+
t∫
t0
[ s∫
t0
∣∣H (s, r, u(r), u(β(r − t0)+ t0))
−H (s, r, v(r), v(β(r − t0) + t0))∣∣dr
]
ds
}
max
t∈J1
e−λ(t−t0)
{
P
t∫
t0
[∣∣u(s)− v(s)∣∣
+ ∣∣u(α(s − t0)+ t0)− v(α(s − t0) + t0)∣∣]ds
+Q
t∫
t0
[ s∫
t0
[∣∣u(r)− v(r)∣∣
+ ∣∣u(β(r − t0)+ t0)− v(β(r − t0)+ t0)∣∣]dr
]
ds
}
.
Since α(t) t , β(t) t, it gives
‖Au−Av‖∗  ‖u − v‖∗ max
t∈J1
e−λ(t−t0)
{
P
t∫
t0
[eλ(s−t0) + eλα(s−t0)]ds
+Q
t∫
t0
[ s∫
t0
[eλ(r−t0) + eλβ(r−t0)]dr
]
ds
}
 ‖u − v‖∗ 2
λ
max
t∈J1
e−λ(t−t0)
{
P [eλ(t−t0) − 1] +Q
t∫
t0
[eλ(s−t0) − 1]ds
}
 ‖u − v‖∗ 2
λ
(P +QT )max
t∈J1
[1 − e−λ(t−t0)]
= q‖u− v‖∗.
It shows that the operator A is a contraction. Hence, problem (1) has a unique solution, by
the Banach fixed point theorem. This ends the proof. 
Theorem 7. Assume that
(1′) f ∈ C(J¯ ×R2,R), H ∈ C(J¯ 2 ×R2,R) for J¯ = J1 ∪J2, and α,β ∈ C([0, T ], [0, T ]),
0 α(t) t , 0 β(t) t for t ∈ [0, T ],
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(3′) y0 ∈ C1(J1,R), z0 ∈ C1(J2,R) and
y ′0(t) Fy0(t; t0), t ∈ J1, y0(t0) k¯,
z′0(t) Fz0(t; τ0), t ∈ J2, z0(τ0) k¯,
and y0(t) z0(t + η), t ∈ J1,
(4′) there exist nonnegative constants L1,L2,N1,N2 such that assumptions (i) and (ii) of
Lemma 1 hold and
f (t, u1, v1) − f (t, u¯1, v¯1)−L1[u1 − u¯1] −L2[v1 − v¯1],
H(t, s, u1, v2)−H(t, s, u¯1, v¯2)−N1[u1 − u¯1] −N2[v2 − v¯2]
for y0(t)  u¯1  u1  z0(t + η), y0(α(t − t0) + t0)  v¯1  v1  z0(α(t − t0) + t0),
y0(β(t − t0)+ t0) v¯2  v2  z0(β(t − t0)+ t0), t, s ∈ J1,
(5′) f is nondecreasing with respect to the first variable, and H is nondecreasing in the
first two variables.
Then there exist monotone sequences {yn, zn} such that yn(t) → y(t), t ∈ J1, zn(t) → z(t),
t ∈ J2 uniformly and
y0(t) y(t) z(t + η) z0(t + η), t ∈ J1,
y0(t − η) y(t − η) z(t) z0(t), t ∈ J2.
Function y is the minimal solution of problem (1) in the sector [y0, z0]0, while z is the
maximal solution of (2) in the sector [y0, z0]1, where
[y0, z0]i =
{
u ∈ C1(Ji+1,R): y0(t) u(t + iη) z0(t + η), t ∈ J1
}
, i = 0,1.
Proof. Put
G
(
u(t), v(t); t0
)= L1[u(t)− v(t)]+L2[u(α(t − t0)+ t0)− v(α(t − t0)+ t0)]
+N1
t∫
t0
[
u(s)− v(s)] ds
+N2
t∫
t0
[
u
(
β(s − t0)+ t0
)− v(β(s − t0) + t0)]ds.
Let {
y ′n+1(t) = Fyn(t; t0)−G(yn+1(t), yn(t); t0), t ∈ J1, yn+1(t0) = k¯,
z′n+1(t) = Fzn(t; τ0)−G(zn+1(t), zn(t); τ0), t ∈ J2, zn+1(τ0) = k¯,
for n = 0,1, . . . . Note that sequences {yn, zn} are well defined by Theorem 6.
First we need to show that
y0(t) y1(t) z1(t + η) z0(t + η), t ∈ J1. (7)
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p′(t) Fy0(t; t0)− Fy0(t; t0)+G
(
y1(t), y0(t); t0
)
= −L1p(t) −L2p
(
α(t − t0)+ t0
)
−N1
t∫
t0
p(s) ds −N2
t∫
t0
p
(
β(s − t0)+ t0
)
ds
for t ∈ J1. By Lemma 1, p(t) 0, t ∈ J1, so y0(t) y1(t), t ∈ J1. Similarly, we can show
that z1(t + η) z0(t + η), t ∈ J1.
To show that y1(t) z1(t + η), t ∈ J1, first we need some inequality on z1. Changing
the variables in the definite integrals, we obtain
z′1(t + η) = f
(
t + η, z0(t + η), z0
(
α(t − t0)+ τ0
))
+
t+η∫
τ0
H
(
t + η, s, z0(s), z0
(
β(s − τ0) + τ0
))
ds
−L1
[
z1(t + η)− z0(t + η)
]
−L2
[
z1
(
α(t − t0)+ τ0
)− z0(α(t − t0)+ τ0)]
−N1
t+η∫
τ0
[
z1(s) − z0(s)
]
ds
−N2
t+η∫
τ0
[
z1
(
β(s − τ0)+ τ0
)− z0(β(s − τ0)+ τ0)]ds
= f (t + η, z0(t + η), z0(α(t − t0)+ τ0))
+
t∫
t0
H
(
t + η, s + η, z0(s + η), z0
(
β(s − t0)+ τ0
))
ds
−L1
[
z1(t + η)− z0(t + η)
]
−L2
[
z1
(
α(t − t0)+ τ0
)− z0(α(t − t0)+ τ0)]
−N1
t∫
t0
[
z1(s + η)− z0(s + η)
]
ds
−N2
t∫
t0
[
z1
(
β(s − t0)+ τ0
)− z0(β(s − t0)+ τ0)]ds.
In view of assumptions (4′) and (5′), we finally get the following relation:
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(
t, z0(t + η), z0
(
α(t − t0)+ τ0
))
+
t∫
t0
H
(
t, s, z0(s + η), z0
(
β(s − t0)+ τ0
))
ds
−L1
[
z1(t + η)− z0(t + η)
]
−L2
[
z1
(
α(t − t0)+ τ0
)− z0(α(t − t0)+ τ0)]
−N1
t∫
t0
[
z1(s + η)− z0(s + η)
]
ds
−N2
t∫
t0
[
z1
(
β(s − t0)+ τ0
)− z0(β(s − t0)+ τ0)]ds. (8)
Now, we put q(t) = y1(t) − z1(t + η), t ∈ J1. Hence q(t0) = 0. By assumptions (2′)
and (3′), we have
f
(
t, y0(t), y0
(
α(t − t0) + t0
))− f (t, z0(t + η), z0(α(t − t0) + τ0))
 L1
[
z0(t + η)− y0(t)
]+L2[z0(α(t − t0)+ τ0)− y0(α(t − t0)+ t0)]
and
t∫
t0
[
H
(
t, s, y0(s), y0
(
β(s − t0)+ t0
))−H (t, s, z0(s + η), z0(β(s − t0) + τ0))]ds
N1
t∫
t0
[
z0(s + η)− y0(s)
]
ds
+N2
t∫
t0
[
z0
(
β(s − t0)+ τ0
)− y0(β(s − t0)+ t0)]ds.
The above, (8) and assumptions (2′) and (3′) yield
q ′(t) = y ′1(t)− z′1(t + η)
 f
(
t, y0(t), y0
(
α(t − t0)+ t0
))− f (t, z0(t + η), z0(α(t − t0)+ τ0))
+
t∫
t0
[
H
(
t, s, y0(s), y0
(
β(s − t0)+ t0
))
−H (t, s, z0(s + η), z0(β(s − t0)+ τ0))]ds
−L1
[
y1(t) − y0(t) − z1(t + η)+ z0(t + η)
]
−L2
[
y1
(
α(t − t0)+ t0
)− y0(α(t − t0)+ t0)− z1(α(t − t0)+ τ0)
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(
α(t − t0)+ τ0
)]−N1
t∫
t0
[
y1(s)− y0(s)− z1(s + η)+ z0(s + η)
]
ds
−N2
t∫
t0
[
y1
(
β(s − t0)+ t0
)− y0(β(s − t0)+ t0)− z1(β(s − t0)+ τ0)
+ z0
(
β(s − t0)+ τ0
)]
ds
−L1q(t)−L2q
(
α(t − t0)+ t0
)
−N1
t∫
t0
q(s) ds −N2
t∫
t0
q
(
β(s − t0)+ t0
)
ds.
Hence, y0(t)  z1(t + η), t ∈ J1, by Lemma 1. It proves that (7) holds. Note that the
relation
y0(t − η) y1(t − η) z1(t) z0(t), t ∈ J2,
results from (7), by changing of variables.
Now, we are going to show that
y ′1(t) Fy1(t; t0), t ∈ J1, z′1(t) Fz1(t; τ0), t ∈ J2.
But first we note that{
Fy0(t; t0) −Fy1(t; t0)G(y1(t), y0(t); t0), t ∈ J1,
Fz0(t; τ0)− Fz1(t; τ0)G(z1(t), z0(t); τ0), t ∈ J2, (9)
by assumption (4′). The above gives
y ′1(t) = Fy0(t; t0)− Fy1(t; t0)+ Fy1(t; t0)−G
(
y1(t), y0(t); t0
)
 Fy1(t; t0), t ∈ J1,
z′1(t) = Fz0(t; τ0)− Fz1(t; τ0)+ Fz1(t; τ0)−G
(
z1(t), z0(t); τ0
)
 Fz1(t; τ0), t ∈ J2.
Now, it is easy to show, by mathematical induction, that
y0(t) y1(t) · · · yn(t) zn(t + η) · · · z1(t + η) z0(t + η), t ∈ J1,
y0(t − η) y1(t − η) · · · yn(t − η) zn(t) · · · z1(t) z0(t), t ∈ J2.
By standard arguments, yn(t) → y(t), t ∈ J1, zn(t) → z(t), t ∈ J2, uniformly. Indeed,
y ∈ C1(J1,R), z ∈ C1(J2,R) are solutions of problems (1) and (2), respectively.
Now, we need to show that y is the minimal solution of problem (1) in the sector
[y0, z0]0. Assume that there exists another solution u of (1) such that y0(t)  u(t) 
z0(t + η), t ∈ J1. Put p(t) = y1(t) − u(t), t ∈ J1, so p(t0) = 0. In view of (9), we see
that
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(
y1(t), y0(t); t0
)
−L1p(t) −L2p
(
α(t − t0)+ t0
)−N1
t∫
t0
p(s) ds
−N2
t∫
t0
p
(
β(s − t0)+ t0
)
ds.
This and Lemma 1 prove that y1(t) u(t) z0(t + η), t ∈ J1. By induction, we can show
that yn(t) u(t) z0(t + η) for t ∈ J1 and all natural n. Now, if n → ∞, then
y0(t) y(t) u(t) z0(t + η), t ∈ J1.
It proves that y is the minimal solution of (1) in the sector [y0, z0]0. By a similar way, we
can show that z is the maximal solution of (2) in the sector [y0, z0]1.
This completes the proof. 
Theorem 8. Let assumptions (1′), (3′) and (4′) of Theorem 7 be satisfied. Moreover, as-
sume that η = τ0 − t0 < 0, and f is nonincreasing with respect to the first variable and H
is nonincreasing with respect to the first two variables. Then the assertion of Theorem 7
holds.
4. Examples
Example 1. Consider two problems{
x ′(t) = −ax2(t) − bx(0.5(t − 1)+ 1) ≡ Fx(t;1), t ∈ J1 = [1,2],
x(1)= 0.5, (10){
x ′(t) = −ax2(t) − bx(0.5(t − 2)+ 2) ≡ Fx(t;2), t ∈ J2 = [2,3],
x(2)= 0.5, (11)
for nonnegative constants a, b such that 4a  b + 1, e6ab  6a + b. Note that if a = b,
then a  (1/6) ln 7.
Here α(t) = 0.5t , t0 = 1, τ0 = 2, η = 1. Let y0(t) = −t , t ∈ J1, z0(t) = t , t ∈ J2. Then
Fy0(t;1) = −at2 + 0.5b(t + 1)−4a + b−1 = y ′0(t), t ∈ J1,
Fz0(t;2) = −at2 − 0.5b(t + 2) < 0 < 1 = z′0(t), t ∈ J2,
and y0(t)  z0(t + 1), t ∈ J1. It shows that assumption (3′) holds. Moreover, assump-
tion (4′) is also satisfied with L1 = 6a, L2 = b, N1 = N2 = 0 because
F(t, u, v) − F(t, u¯, v¯) = −a(u− u¯)(u+ u¯)− b(v − v¯)−6a(u− u¯)− b(v − v¯)
for −t  u¯  u  t + 1, t ∈ J1. Hence problem (10) has a minimal solution in the sector
[y0, z0]0, while problem (11) has a maximal solution in the sector [y0, z0]1, by Theorem 7.
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
x ′(t) = −e−x(0.5(t−0.5)+0.5) + c ∫ t0.5 x(s) ds
+ d ∫ t0.5 x(0.25(s − 0.5)+ 0.5) ds + 1 ≡ Fx(t;0.5), t ∈ J1,
x(0.5)= 0,
(12)


x ′(t) = −e−x(0.5(t−1)+1) + c ∫ t1 x(s) ds
+ d ∫ t1 x(0.25(s − 1)+ 1) ds + 1 ≡ Fx(t;1), t ∈ J2,
x(1) = 0,
(13)
for nonnegative constants c, d such that 4c + d  8e−0.5. We see that α(t) = 0.5t , β(t) =
0.25t , t0 = 0.5, τ0 = 1, η = 0.5.
Let us take y0(t) = 0, t ∈ J1, z0(t) = t − 1, t ∈ J2. Indeed, y0(t) z0(t + 0.5), t ∈ J1,
and
Fy0(t;0.5)= 0 = y ′0(t), t ∈ J1,
Fz0(t;1) = −e−0.5(t−1) +
(
c
2
+ d
8
)
(t − 1)2 + 1−e−0.5 + 1 + c
2
+ d
8
 1 = z′0(t), t ∈ J2.
Note that L1 = N1 = N2 = 0. We see that also L2 = 0 because
F(t, u, v) − F(t, u¯, v) = −e−u + e−u¯ = e
u − eu¯
eu+u¯
 0 = 0(u− u¯)
for u¯ u. It shows that assumptions (3′) and (4′) hold. Problem (12) has a minimal solu-
tion in the sector [y0, z0]0, and problem (13) has a maximal solution in the sector [y0, z0]1,
by Theorem 7.
Example 3. Let t0 = 0, τ0 = 1, η = 1, J1 = [0,0.5], J2 = [1,1.5] and

x ′(t) = −ax(t)− bx(0.5t)− c ∫ t0 x2(s) ds − d ∫ t0 x(0.25s) ds
≡ Fx(t;0), t ∈ J1,
x(0) = −0.5,
(14)


x ′(t) = −ax(t)− bx(0.5(t − 1)+ 1)− c ∫ t1 x2(s) ds
− d ∫ t1 x(0.25(s − 1)+ 1) ds ≡ Fx(t;1), t ∈ J2,
x(1) = −0.5,
(15)
where a, b, c, d are nonnegative such that
a + b + 1 19
24
c,
c
3
+ 7
8
d  1, e0.5a
[
b + 0.5(3c+ d)] a + b.
For example, if a = b = 0.5, c = d, then c (1/4)[2e−0.25 − 1].
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Fy0(t;0) = a(t + 1)+ b
(
1
2
t + 1
)
− c
(
1
3
t3 + t2 + t
)
+ d
(
1
8
t2 + t
)
 a + b − 19
24
c−1 = y ′0(t), t ∈ J1,
Fz0(t;1) = −at − 12b(t + 1)−
c
3
t3 + c
3
− d
4
(
1
2
t2 + 3t
)
+ 7
8
d
 c
3
+ 7
8
d  1 = z′0(t), t ∈ J2.
Assumptions (3′) and (4′) are satisfied with L1 = a, L2 = b, N1 = 3c, N2 = d. By Theo-
rem 7, problem (14) has a minimal solution in the sector [y0, z0]0, and problem (15) has a
maximal solution in the sector [y0, z0]1.
Example 4. Take t0 = 1, τ0 = 2, η = 1, J1 = [1,2], J2 = [2,3] and consider two problems{
x ′(t) = a√x(t)− bx(0.5(t − 1)+ 1)+ c ≡ Fx(t;1), t ∈ J1,
x(1)= 1, (16){
x ′(t) = a√x(t)− bx(0.5(t − 2)+ 2)+ c ≡ Fx(t;2), t ∈ J2,
x(2)= 1, (17)
for nonnegative constants a, b, c and such that a+c 1+1.5b, 2a√3+c 4+8b, b 1.
For example, if b = 1, c = 2.5, then a  19√3/12.
Take y0(t) = t , t ∈ J1, z0(t) = 4t , t ∈ J2. Then
Fy0(t;1) = a
√
t + c − 0.5b(t + 1) a + c − 1.5b 1 = y ′0(t), t ∈ J1,
Fz0(t;2) = 2a
√
t + c − 2b(t + 2) 2a√3 + c − 8b 4 = z′0(t), t ∈ J2.
Assumptions of Theorem 7 hold with L1 = 0, L2 = b. Hence, by Theorem 7, problem (16)
has a minimal solution in the sector [y0, z0]0, and problem (17) has a maximal solution in
the sector [y0, z0]1.
5. Generalizations
In this section we consider two boundary-value problems of the form
x ′(t) =Fx(t; t0), t ∈ J1 = [t0, t0 + T ], x(t0) = k¯, (18)
x ′(t) =Fx(t; τ0), t ∈ J2 = [τ0, τ0 + T ], x(τ0) = k¯, (19)
where
Fx(t; t0) = f
(
t, x(t), x
(
α1(t − t0)+ t0
)
, . . . , x
(
αr(t − t0)+ t0
))
+
t∫
H
(
t, s, x(s), x
(
β1(s − t0)+ t0
)
, . . . , x
(
βq(s − t0) + t0
))
ds.t0
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Theorem 9. Assume that
(1′) f ∈ C(J¯ × Rr+1,R), H ∈ C(J¯ 2 × Rq+1,R) for J¯ = J1 ∪ J2, and αi,βj ∈
C([0, T ], [0, T ]), 0  αi(t)  t , 0  βj (t)  t for t ∈ [0, T ] and i = 1,2, . . . , r,
j = 1,2, . . . , q,
(2′) η = τ0 − t0 > 0,
(3′) y0 ∈ C1(J1,R), z0 ∈ C1(J2,R) and
y ′0(t)Fy0(t; t0), t ∈ J1, y0(t0) k¯,
z′0(t)Fz0(t; τ0), t ∈ J2, z0(τ0) k¯,
and y0(t) z0(t + η), t ∈ J1,
(4′) there exist nonnegative constants Li,Nj , i = 0, . . . , r , j = 0,1, . . . , q , such that
eL0T
[
r∑
i=1
Li + T
q∑
j=0
Nj
]

r∑
i=0
Li only if L0 > 0,
T
r∑
i=1
Li + T 2
q∑
j=0
Nj  1 only if L0 = 0
and
f (t, v0, v1, . . . , vr )− f (t, v¯0, v¯1, . . . , v¯r )−
r∑
i=0
Li[vi − v¯i],
H(t, s, v0, u1, . . . , uq)−H(t, s, v¯0, u¯1, . . . , u¯q)−
q∑
i=0
Ni [ui − u¯i ]
for y0(t)  v¯0  v0  z0(t + η), y0(αi(t − t0) + t0)  v¯i  vi  z0(α(t − t0) + t0),
y0(βj (t − t0) + t0)  u¯j  uj  z0(βj (t − t0) + t0), t, s ∈ J1, i = 1,2, . . . , r , j =
1,2, . . . , q,
(5′) f is nondecreasing with respect to the first variable, and H is nondecreasing in the
first two variables.
Then there exist monotone sequences {yn, zn} such that yn(t) → y(t), t ∈ J1, zn(t) → z(t),
t ∈ J2 uniformly and
y0(t) y(t) z(t + η) z0(t + η), t ∈ J1,
y0(t − η) y(t − η) z(t) z0(t), t ∈ J2.
Function y is the minimal solution of problem (18) in the sector [y0, z0]0, while z is the
maximal solution of (19) in the sector [y0, z0]1, where
[y0, z0]i =
{
u ∈ C1(Ji+1,R): y0(t) u(t + iη) z0(t + η), t ∈ J1
}
, i = 0,1.
624 T. Jankowski / J. Math. Anal. Appl. 291 (2004) 605–624Theorem 10. Let assumptions (1′), (3′) and (4′) of Theorem 9 be satisfied. Moreover,
assume that η = τ0 − t0 < 0, and f is nonincreasing with respect to the first variable and
H is nonincreasing with respect to the first two variables. Then the assertion of Theorem 9
holds.
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