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SUR L’HOLONOMIE
DES VARIE´TE´S PSEUDO-RIEMANNIENNES
DE SIGNATURE (2, 2 + n)
A. Ikemakhen
Abstract
In this paper, we determinate a class of possible restricted
holonomy groups for a non-irreducible indecomposable pseudo-
riemannian manifold with signature (2, 2 + n). In particular, we
deduce that which associated to symmetric spaces; and give some
examples of such spaces. Finally, we construct some examples of
metrics whose restricted holonomy groups are not closed.
1. Introduction
Soit M une varie´te´ connexe de dimension m. Soit D une connection
aﬃne sans torsion sur le ﬁbre´ tangent de M et soit θ un point de base
pour M . Le groupe d’holonomie en θ, note´ Hθ, est le sous-groupe de
GL(TθM) engendre´ par le transport paralle`le le long des lacets base´s en
θ. Si on change le point θ en un autre point δ, on montre facilement que
Hθ et Hδ sont conjugue´s. Donc, par abus de language, on parle sur H
comme groupe d’holonomie et l’alge`bre de Lie H de H comme alge`bre
d’holonomie de (M,D).
Pour simpliﬁer, nous nous restreindrons ici au proble`me “local”, en
ne conside´rant que le groupe d’holonomie “restreint”, qui est engendre´
par le transport paralle`le le long des lacets homotopes au lacet constant.
(Pour alle´ger les notations, dans le cours du texte nous omettrons par-
fois le mot restreint, mais nous n’e´tudions en fait ici que ce cas.) Les
invariants de ce groupe correspondent aux tenseurs paralle`les sur M et
la classiﬁcation des groupes line´aires qui peuvent apparaˆıtre ainsi est un
proble`me important de ge´ome´trie diﬀe´rentielle. Ainsi la question de base
de la the´orie est la suivante:
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A une conjuguaison pre`s, quels sont tous les sous-groupes connexes
de H de GL(m,R) qui peuvent eˆtre re´alise´s comme groupe d’holonomie
d’une connection aﬃne sans torsion sur une varie´te´ de dimension m?
L’outil cle´ de la re´ponse a` cette question, dans le cas d’une varie´te´
pseudo-riemannienne, est le classique The´ore´me de G. De Rham (pour
le cas riemannien, voir le chapitre 10 dans [7] par exemple), ge´ne´ralise´
par H. Wu (dans le cas pseudo-riemannien, voir [25], [26]). Si la repre´-
sentation du groupe d’holonomie H dans TθM est de´composable en une
somme directe orthogonale de repre´sentations dans des sous-espaces Ei
(i = 1, . . . , r) de TθM , non de´ge´ne´re´s pour gθ, alors, au moins locale-
ment au voisinage de θ, il existe une de´composition de M en produit
riemannien de sous-varie´te´s pseudo-riemanniennes Mi telles que Ei soit
l’espace tangent a` Mi, et si Hi est le groupe d’holonomie de Mi, alors H
est en fait le produit des Hi, et Hi est l’image de H dans GL(Ei).
On est donc ainsi ramene´, dans ce cas, a` e´tudier les groupes d’ho-
lonomie “inde´composables”, c’est a` dire tels qu’il n’existe pas de sous-
espace non-de´ge´ne´re´ propre dans TθM , invariant par H. Dans le cas
riemannien, on est donc ramene´ au cas ou` la repre´sentation de H dans
TθM est irre´ductible. Par contre, dans le cas pseudo-riemannien, il peut
y avoir encore des sous-espaces invariants pour la repre´sentation de H,
a` condition que ces sous-espaces soient de´ge´ne´re´s pour gθ.
En utilisant deux crite`res qui de´rivent du The´ore`me d’Ambrose-
Singer [2], M. Berger a donne´ dans [5] une liste de groupes d’holonomie
possibles dont la repre´sentation est irre´ductible, pour une connection
aﬃne non localement syme´trique. Sa classiﬁcation est divise´e en trois
parties:
(1) La premie`re liste est constitue´e de tous les sous-groupes irre´duc-
tibles H ⊆ SO0(m), c’est a` dire ceux qui peuvent eˆtre associe´s a` une
me´trique de´ﬁnie positive. Apre`s sept ans, J. Simons dans [24] a de´montre´
que cette liste est celle des sous-groupes de SO0(m) qui agit transitive-
ment sur la sphe`re unite´ de Rm, en se basant sur les travaux de D. Mont-
gomery et H. Samelson [19]. D’autre part, il a fallu beaucoup de proge`s
pour re´aliser ces groupes comme holonomies de varie´te´s riemanniennes.
Nous mentionnons dans ce contexte les travaux de Calabi, Alekseevskii,
Brow-Gray, Salamon et Bryant [7], [15], [1], [8], [9], [21] et [11].
(2) La deuxie`me liste est constitue´e de tous les sous-groupes irre´duc-
tibles H ⊆ SO0(p,m−p), pour p = 0. C’est a` dire ceux qui peuvent eˆtre
associe´s a` une me´trique de signature quelconque (p,m − p) non de´ﬁnie
positive. Dans ce cas la question est ce que ces condidats sont re´alise´s ou
non comme holonomies de me´triques pseudo-riemanniennes est re´solue
(voir [9] et [10]).
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(3) La troixie`me liste est constitue´e de tous les sous-groupes irre´-
ductibles H ⊆ GL(m,R) mais H est non inclu dans SO0(p,m − p),
c’est a` dire ceux qui peuvent eˆtre associe´s a` une connection aﬃne sans
torsion et ne laissent invariante aucune 2-forme biline´aire syme´trique
non de´ge´ne´re´e. La liste de Berger dans ce cas est incomple`te. Bryant
l’a comple´te´ par d’autres sous-groupes et il les a appele´ les groupes
d’holonomie “exotiques” (voir la revue de synthe`se [10]). La re´alisation
de ses groupes comme groupes d’holonomie a e´te´ faite ces dernie`res
anne´es. Nous mentionnons dans ce contexte les travaux de R. L. Bryant,
S. Merkulov, L. Schwachho¨fer [10], [16], [18], [22] et [23].
Malgre´ tous ces travaux, le cas des groupes d’holonomie inde´compo-
sables et non-irre´ductibles n’a e´te´ que peu aborde´ jusqu’a` pre´sent, et
meˆme la classiﬁcation des espaces syme´triques pseudo-riemanniens n’est
pas termine´e. Cette classiﬁcation n’est faite que dans le cas lorentzien
(signature (1,m − 1), voir M. Cahen et N. Wallach [14]) et dans le cas
de la signature (2,m− 2), voir M. Cahen et M. Parker [12], [13] et [20].
L’auteur et L. Berard Bergery ont commence´ l’e´tude des groupes
d’holonomie inde´composables et non-irre´ductibles par le cas lorentzien,
dans les articles [3] et [17]. Re´cemment, ils ont e´tudie´ le cas “nentre” de
la signature (n, n) dans l’article [4]. Le but de ce papier est d’e´tendre les
re´sultats de [3], [17] et [4] pour les varie´te´s pseudo-riemanniennes de sig-
nature (2, 2 + n). Le re´sultat principal est la de´te´rmination d’une classe
de sous-groupes connexes de SO0(2, 2 + n) qui peuvent eˆtre holonomie
d’une varie´te´ pseudo-riemannienne de signature (2, 2+n) inde´composable
non irre´ductible. Plus pre´cisement, nous de´terminons une classe de
sous-groupes connexes de SO0(2, 2 + n) qui ne laissent invariant au-
cun sous-espace non trivial non de´ge´ne´re´, mais qui laissent invariant au
moins un plan totalement isotrope (The´ore`me 3.19). La de´monstration
de ce the´ore`me repose essentiellement sur le premier Lemme de White-
head. Au paragraphe 4, on rappelle les re´sultats ge´ne´raux de Cahen
et Parker pour les espaces pseudo-riemanniens syme´triques et on pre´cise
les groupes d’holonomie restreints possibles de ces espaces, en comparant
aux re´sultats du The´ore`me 3.19 (voir les Propositions 4.21 et 4.24). Dans
le paragraphe 5, on montre que si l’holonomie d’une me´trique pseudo-
riemannienne laisse invariant un sous-espace isotrope maximal, alors il
existe un syste`me de coordonne´es dans lequel la me´trique a une forme
re´duite (The´ore`me 5.27). Enﬁn, dans le paragraphe 6, en se basant
sur les re´sultats du paragraphe 5, nous construisons d’autres exemples
de me´triques dont les groupes d’holonomie restreints sont non ferme´s
(The´ore`me 6.28).
Je tiens a` remercier les professeurs L. Berard Bergery et M. Sarih pour
les nombreuses suggestions qu’ils m’ont faites au cours de ce travail.
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2. Une classiﬁcation alge`brique
Nous rappelons d’abord les de´ﬁnitions principales.
De´ﬁnition 1. Soit V un espace vectoriel ree´l, muni d’une forme
biline`re syme´trique non de´ge´ne´re´. Un sous-groupe connexe H de GL(V )
est dit inde´composable s’il ne laisse invariant aucun sous-espace propre
non de´ge´ne´re´ de V . Une sous-alge`breH de gl(V ) est dite inde´composable
si son sous-groupe connexe associe´ l’est.
De´ﬁnition 2. Une varie´te´ pseudo-riemannienne (M, g) connexe est
dite irre´ductible si sa repre´sentation d’holonomie restreint H◦θ en un
point θ ∈M est irre´ductible.
(M, g) est dite inde´composable si H◦θ ne laisse invariant aucun sous-
espace propre non de´ge´ne´re´ de TθM .
Maintenant, soit (M, g) une varie´te´ pseudo-riemannienne connexe de
dimension m = n+2r, (r ≥ 2) avec g de signature (r, n+r). On suppose
que (M, g) est inde´composable et non irre´ductible donc la repre´sentation
d’holonomie restreint H◦θ en un point θ ∈ M ne laisse invariant aucun
sous-espace propre non de´ge´ne´re´ de TθM et laisse invariant au moins un
sous-espace propre E de´ge´ne´re´ de TθM , donc aussi son orthogonal E⊥
et l’intersection E ∩E⊥ qui est un sous-espace totalement isotrope. Par
conse´quent H = H◦θ est un sous-groupe connexe de SO(TθM, gθ) qui
laisse invariant un sous-espace  totalement isotrope de dimension ≤ r,
mais ne laisse invariant aucun sous-espace propre non de´ge´ne´re´ de TθM .
Nous classiﬁerons certaines possibilite´s de tels sous-groupes H qui lais-
sent invariant un sous-espace totalement isotrope  maximal. On notera
H l’alge`bre de Lie de H.
Soit (e1, . . . , em) la base canonique de Rm et conside´rons sur Rm la
2-forme syme´trique 〈 〉 de signature (r, n+ r) de´ﬁnit par:
〈(x1, . . . , xm), (y1, . . . , ym)〉 =
r∑
i=1
(xiyn+r+i + yixn+r+i)−
r+n∑
j=r+1
xjyj .
Si on identiﬁe (TθM, gθ) a` (Rm, 〈 〉), alors   Re1 + · · · + Rer. Et si
on note G le sous-groupe connexe de SO(〈 〉) engendre´ par les matrices
qui laissent invariant , alors l’alge´bre de Lie G de G est forme´e par les
matrices “bloc”: U tX B0 A X
0 0 −tU

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ou` U ∈ gl(r,R), X ∈ Rr n vu comme une matrice (r, n), tX sa matrice
transpose´e, A ∈ so(n,R), B ∈ so(r,R). Pour simpliﬁer les notations, on
identiﬁe l’e´le´ment ci-dessus a` (U,A,X,B) et G a` U ⊕ K ⊕N ⊕ B, avec
B = {(0, 0, 0, B) /B ∈ so(r,R)} un ide´al abe´lien de G,
N ⊕ B = {(0, 0, X,B)/X ∈ Rr n, B ∈ so(r,R)} un ide´al de G,
K = {(0, A, 0, 0)/A ∈ so(n,R)} une sous-alge`bre isomorphe a` so(n,R) et
U = {(U, 0, 0, 0)/U ∈ gl(r,R)} une sous-alge`bre isomorphe a` gl(r,R). Si
on identiﬁe X = (X1, . . . , Xr) a`
(X1
...
Xr
)
, le crochet dans G est de´ﬁni par:
(1) [(U,A,X,B), (U ′, A′, X ′, B′)] =
(
[U,U ′] , [A,A′] , (U˜ + A˜)X ′
−(U˜ ′ + A˜′)X, (tXX ′ − tX ′X) + (UB′ − U ′B)− t(UB′ − U ′B))
avec U˜ la matrice bloc (ui jIn)1≤i, j≤r pour U = (ui j)1≤i, j≤r, et
A˜ =
(
A 0
. . .
0 A
)
, (ou` In est la matrice identite´ d’ordre n). Pour r = 2,
on peut identiﬁer B a` R et (1) devient
(2) [(U,A,X, b), (U ′, A′, X ′, b′)] =
(
[U,U ′] , [A,A′] , (U˜ + A˜)X ′
−(U˜ ′ + A˜′)X, b′ traceU − b traceU ′ + 〈X,X ′〉J
)
avec 〈X,X ′〉J = 〈X1, X ′2〉 − 〈X2, X ′1〉 pour X = (X1, X2) et X ′ =
(X ′1, X
′
2).
Dans la suite, on conside`re les sous-alge`bres H de G qui contiennent
B. L’ide´al B n’est pas inde´composable, mais il a la proprie´te´ suivante:
Proposition 2.1. Tout sous-espace propre non de´gene´re´ E de Rm
invariant par B est
a) soit contenu dans l’orthogonal de  (relativement a` 〈 〉)
b) soit son orthogonal ve´riﬁe a).
Autrement dit, on peut supposer que E = {(−tV0Z,Z, 0), Z ∈ F} avec
F un sous-espace de Rn et V0 ∈ F r.
Corollaire 2.2. Toute sous-alge`bre qui contient B a la meˆme pro-
prie´te´ ci-dessus.
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Preuve de la proposition: On identiﬁe Rm a` Rr⊕Rn⊕Rr ∗ avec Rr ∗ le
dual de Rr relativement a` 〈 〉. Soit E un sous-espace propre non de´ge´ne´re´
de Rm, invariant par H. Soit V = (T,Z, S) ∈ E. Pour (0, 0, 0, B) ∈ B,
on a:
(3) (0, 0, 0, B) · V = (B · S, 0, 0) ∈ E.
Supposons qu’il existe (T0, Z0, S0) ∈ E avec S0 = (t1, . . . , tr) = 0. Alors
il existe α ∈ {1, . . . , r} telle que tα = 0. Pour B = (bi,j) avec b1,α =
−bα,1 = 1 et les autres bi,j = 0, d’apre`s (3), on a tα e1 − t1 eα ∈ E.
Donc il existe V ′0 = (T
′
0, Z
′
0, S
′
0) ∈ E isotrope tel que 〈tα e1− t1 eα, V ′0〉 =
tα x1 − t1 xα = 1 avec S′0 = (x1, . . . , xr). Or xα e1 − x1 eα ∈ E. D’ou`
e1, er+1−α ∈ E. A nouveau pour e1, il existe V1 = (T1, Z1, S1) ∈ E,
isotrope tel que S1 = (t1, . . . , tr−1, 1). En appliquant (3) a` V1 et avec des
choix convenables de B, on trouve Rr ⊂ E. D’ou` la proposition quitte a`
prendre E⊥.
Corollaire 2.3. Si H est une sous-alge`bre de G qui contient l’ide´al
N ⊕ B, alors elle est inde´composable.
Preuve: Il suﬃt de montrer que N ⊕B est inde´composable. Soit donc
E un sous-espace propre non de´ge´ne´re´ de Rm invariant par N ⊕ B.
D’apre`s la proposition, on peut supposer que E={(−tV0Z,Z, 0), Z ∈ F}.
Pour (0, 0, X, 0) ∈ N et (−tV0Z,Z, 0) ∈ E on a:
(4) (0, 0, X, 0) · (−tV0Z,Z, 0) = (tXZ, 0, 0) ∈ E.
Ce qui implique que tXZ = 0 pour tout X ∈ Rr n. D’ou` E = 0.
Maintenant, on cherche s’il y’a d’autres sous-alge`bres H de G qui sont
inde´composables.
Pour cela, on conside`re H1 = H ∩ (N ⊕ B). Puisque B est suppose´e
contenue dans H, on peut e´crire H1 = P ⊕ B, ou` P = H ∩N .
Nous supposerons dans toute la suite que P est inclus strictement
dans N . On note Q l’orthogonal de P relativement au produit scalaire
canonique de N identiﬁe´ a` Rr n. Q est donc non nul. On note Pi la
i-e`me projection de P sur Rn (pour i = 1, . . . , r) et R l’orthogonal de
P1 + · · · + Pr relativement au produit scalaire canonique de Rn. Donc
Q = Q′⊕Rr avec Q′ l’orthogonal de Rr dans Q, relativement au produit
scalaire canonique de N .
Proposition 2.4. Soit H une sous-alge`bre de G qui contient B. Alors
si P1 + · · ·+Pr = Rn, H est inde´composable. Et si H1 = H, c’est a` dire
H ⊂ B ⊕N cette condition est ne´cessaire et suﬃsante.
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Preuve: Soit E = {(−tV0Z,Z, 0), Z ∈ F} un sous-espace propre non
de´ge´ne´re´ de Rm invariant par H, avec F un sous-espace non nul de Rn
et V0 ∈ F r. Pour (0, 0, X, 0) ∈ P, on a:
(0, 0, X, 0) · (−tV0 · Z,Z, 0) = (tX · Z, 0, 0) ∈ E.
Ce qui implique que tXi ·Z = 0 pour X = (X1, . . . , Xr). C’est a` dire Z
est orthogonal a` Pi, donc aussi a` P1 + · · ·+ Pr. Par suite E = 0.
Maintenant, si H ⊂ B ⊕ N et si H est inde´composable, alors ne´ce-
ssairement P1 + · · ·+ Pr = Rn. Sinon
{
(0, Z, 0), Z ∈ (P1 + · · ·+ Pr)⊥
}
est un sous-espace propre non de´ge´ne´re´ de Rm H-invariant.
Nous supposons de´sormais que l’espace P1 + · · ·+Pr est inclus stricte-
ment dans Rn et on note R l’orthogonal de P1+· · ·+Pr dans Rn relative-
ment au produit scalaire ordinaire. Pour chercher d’autres possibilite´s
de H, on a besoin de certaines notations.
Notations. On note U ′ (resp. K′) la projection de H sur U (resp. sur
K).
On poseD={A∈K′ tel que (0, A,X, 0) ∈ H}, et on note K1 (resp. K2)
la sous-alge`bre de K qui laisse invariant R⊥ (resp. R) et qui annule R
(resp. R⊥). On note D2 la projection de D sur K2. On note aussi D′
le supple´mentaire orthogonal de D dans K′ relativement a` la forme de
Killing de K. Par de´ﬁnition, il existe une application line´aire ϕ : U ′ →
D′.
On note L = {(U,A,X, 0) ∈ H/X ∈ Q} et L1 = U ′ ⊕ K′. Par de´ﬁni-
tion, il existe deux applications line´aires ψ : L1 → Q′ et φ : L1 → Rr
telles que si on pose ω = ψ + φ, L = {(U,A, ω(U,A), 0) ∈ H tel que
(U,A) ∈ L1}. Clairement, H = L ⊕ P ⊕ B et L = L′ ⊕ LD
avec L′ = {(U,ϕ(U), ω(U,ϕ(U)), 0) ∈ H tel que U ∈ U ′} et LD =
{(0, A, ω(0, A), 0) ∈ H tel que A ∈ D}.
Une premie`re condition ne´cessaire pour que H soit inde´composable est
la suivante:
Proposition 2.5. Si H est inde´composable, alors tout e´le´ment non
nul du centre de U ′ admet au moins une valeur propre imaginaire pure
ou nulle.
Preuve:
Lemme 2.6. Si K′ laisse invariant un sous-espace F = 0 de R et
s’il existe un V0 ∈ F r tels que φF (U,A) = (U˜ + A˜)F · V0, pour tout
(U,A) ∈ L1 avec φF (U,A) la projection de φ(U,A) sur F r et (U˜ + A˜)F
la restriction de (U˜ + A˜) a` F r.
62 A. Ikemakhen
Alors le sous-espace propre E = {(−tV0Z,Z, 0)/Z ∈ F} est H-inva-
riant et par suite H est de´composable.
Preuve du Lemme 2.6: L’image de E par P ⊕ B est nulle. En plus,
(U,A, ω(U,A), 0) · (−tV0Z,Z, 0) =
(
U(−tV0Z) + tω(U,A) · Z, AZ, 0
)
=
(
U(−tV0Z) + tφF (U,A) · Z, AZ, 0
)
=
(
t(−U˜V0 + (U˜ + A˜)V0)Z, AZ, 0
)
=
(−tV0(AZ), AZ, 0) .
Fin de la preuve de la Proposition 2.5: Supposons que le centre C(U ′)
de U ′ contient un e´le´ment U0 dont les parties re´elles de ses valeurs propres
sont toutes non nulles. Soit (U0, A0, X0) ∈ H avec X0 ∈ Q. U˜0 commute
avec A˜0, en plus A0 et A˜0 sont anti-syme´triques. Donc si on note PadA0
le polynoˆme caracte´ristique de adA0, alors U˜0 + A˜0 et PadA0(U˜0 + A˜0)
sont deux matrices inversibles. D’apre`s (1), pour (U,A) et (U ′, A′) ∈ L1,
φ satisfait:
(5) φ([U,U ′] , [A,A′]) = (U˜ + A˜)φ(U ′, A′)− (U˜ ′ + A˜′)φ(U,A).
D’ou`
φ(0, adA0 ·A) = (U˜0 + A˜0)φ(U,A)− (U˜ + A˜)X1,
avec X1 la projection de X0 sur Rr.
On pose θ(U,A) = φ(U,A) − (U˜ + A˜)X2, avec X2 = (˜U0 + A˜0)−1X1.
De (5), on de´duit θ(0, admA0 · A) = (U˜0 + A˜0)m · θ(U,A), pour tout m
entier positif.
Ce qui implique
θ(0, PadA0 · (adA0) ·A) = PadA0(U˜0 + A˜0)θ(U,A)
donc θ(U,A) = 0. Ainsi φ(U,A) = (U˜ + A˜)X1. D’apre`s le Lemme 2.6,
H est donc de´composable. Contradiction.
Une deuxie`me condition ne´cessaire pour que H soit inde´composable
est la suivante:
Proposition 2.7. Si H est inde´composable, alors ne´cessairement
D2 = 0.
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Preuve:
Lemme 2.8 (Premier lemme de Whitehead). Soit K une alge`bre
de Lie semi-simple, alors le groupe de cohomologie H1(K) de K est nul.
Lemme 2.9 (Corollaire du Lemme 2.8). Soit K = 0 une sous-
alge`bre de so(q,R). On note F1 l’orthogonal de l’intersection des noyaux
des e´le´ments de K et K2 la restriction de K a` F1. Alors
a) L’e´le´ment de Casimir c de K commute avec tout e´le´ment de K.
En plus c =
∑
i
D2i avec (Di) une base orthonormale de K rela-
tivement a` la forme de Killing de so(q,R).
b) Si K est semi-simple ou commutative, l’e´le´ment de Casimir de
K2 est inversible.
c) Si θ : K → Rq est un cocycle: θ([A,B]) = Aθ(B) − Bθ(A) pour
tout A, B ∈ K, alors c’est un cobord: il existe V0 ∈ F1 tel que
θ1(A) = A · V0 avec θ1(A) la projection de θ(A) sur F1.
Preuve de la Proposition 2.7: On suppose maintenant que D2 = 0. De
(1), pour A ∈ D et U ∈ U ′ on a:(
0, [A,ϕ(U)] , A˜ω(U,ϕ(U))− (U˜ + ϕ˜(U))ω(0, A), 0
)
∈ H.
Ce qui implique que D est un ide´al de K′ et donc D′ aussi. Par suite ϕ
et ω satisfaient
[A,ϕ(U)] = 0
et
A˜ω(U,ϕ(U))− (U˜ + ϕ˜(U))ω(0, A) ∈ P.
Or Rr est invariant par A˜ et (U˜ + ϕ˜(U)), donc
(6) A˜φ(U,ϕ(U)) = (U˜ + ϕ˜(U))φ(0, A).
De (1), ω satisfait aussi:
ω(0, [A,B])−
(
A˜ω(0, B)− B˜ω(0, A)
)
∈ P, pour A, B ∈ D.
Ce qui implique
φ(0, [A,B]) = A˜φ(0, B)− B˜φ(0, A)
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et donc pour chaque i = 1, . . . , r
(7) φi(0, [A,B]) = Aφi(0, B)−Bφi(0, A).
On pose C1 = D∩K1 et on note C2 l’orthogonal de C1 dansK′ relativement
a` la forme de Killing de K. C1 et C2 sont deux ide´aux de D. D2 est la
projection de C2 sur K2. En plus la projection p : C2 → D2 est un
isomorphisme d’alge`bre de Lie. On pose F0 l’intersection des noyaux des
e´le´ments de D2, et F1 l’orthogonal de F0 dans R. Pour A ∈ C2, on pose
A2 = p(A) qu’on peut identiﬁer a` sa restriction a` F1. D2 est suppose´
= 0, donc F1 = 0. Si on pose θi(A2) = φi(0, A), (7) implique, pour
A2, A′2 ∈ D2:
θi([A2, A′2]) = A2θi(A
′
2)−A′2θi(A2).
D’apre`s le Lemme 2.8, il existe Vi ∈ F1 tel que pour A ∈ C2, θi,F1(A) =
A ·Vi, avec θi,F1(A) la projection de θi(A) sur F1. D’ou` φF1(0, A) = A˜V0
avec V0 = (V1, . . . , Vr) ∈ F r1 . De (6), on de´duit: pour U ∈ U ′,
A˜2
(
φF1(U,ϕ(U))− (U˜ + ϕ˜(U))V0
)
= 0.
Avec φF1(U,ϕ(U)) la projection de φ(U,ϕ(U)) sur F
r
1 . Du Lemme 2.9,
on de´duit φF1(U,ϕ(U)) = (U˜ + ϕ˜(U))V0. Puisque C1 et C2 sont deux
ide´aux de D, de (7), on obtient A˜φ(0, B) = 0, pour A ∈ C2 et B ∈ C1.
Autrement dit, φ(0, B) ∈ F r0 . En vertu du Lemme 2.6, H est donc
de´composable. Contradiction.
Remarque. K⊕N ⊕B est un ide´al de G, donc H∩ (K⊕N ⊕B) est
un ide´al de H.
De la Proposition 2.7 on de´duit imme´diatement
Corollaire 2.10. Si on note φi les composantes de l’application φ,
alors si R = φ1(D)+· · ·+φr(D), H est inde´composable et cette condition
est ne´cessaire et suﬃsante si LD = H. C’est a` dire H ⊂ K ⊕N ⊕ B.
Nous supposons de´sormais que l’espace φ1(D) + · · ·+φr(D) est inclus
strictement dans R et on note R′ son orthogonal dans R. Une autre
condition ne´cessaire pour que H soit inde´composable est la suivante:
Proposition 2.11. Si R′ = 0 et si H est inde´composable, alors U ′
n’est pas semi-simple.
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Preuve: Supposons que U ′ est semi-simple. Soit ϕ2 : U ′ → K2 la
projection de ϕ sur K2. ϕ2 est une repre´sentation. Donc ϕ2(U ′) est
semi-simple ou nulle. On note U˜ ′R l’ensemble des matrices bloc U˜R =
(ui jIR)1≤i, j≤r avec U = (ui j)1≤i, j≤r ∈ U ′ et IR la matrice identite´ de
R. On pose V = U˜ ′R ⊕ ϕ2(U ′). Puisque U ′ est semi-simple alors V l’est.
On de´ﬁnit ξ : V → Rr par ξ(W ) = φ(U,ϕ(U)) pour W = U˜R + ϕ˜2(U).
Pour W ′ = U˜ ′R + ϕ˜2(U ′), on a: [W,W
′] = [˜U,U ′]R + ˜ϕ2([U,U ′]), donc de
(1), ξ satisfait
ξ([W,W ′]) = Wξ(W ′)−W ′ξ(W ).
D’apre`s le Lemme 2.8, il existe X0 ∈ Rr telle que ξ(W ) = W · X0.
Soit φ(U,ϕ(U)) = (U˜R + ϕ˜2(U)) · X0. Et d’apre`s (6) et la Proposi-
tion 2.7, (U˜R + ϕ˜2(U)) · φ(0, A) = 0, pour A ∈ D. Ce qui implique
que R′ est invariant par ϕ2(U ′). Par conse´quent, le sous espace-propre
{(−tX0Z,Z, 0)/Z ∈ R′} est H-invariant. Absurde.
3. Cas de signature (2, n+ 2)
Maintenant, on se restreint au cas de type (2, n + 2) (r = 2) et on
cherche les autres possibilite´s de H contenant l’ide´al B. On suppose
toujours que R′ = 0. En vertu des Propositions 2.5 et 2.11, on obtient
Proposition 3.12. A une conjuguaison pre`s dans gl(2,R), U ′ ne peut
eˆtre que l’une des cas suivants:
so(2,R)
engendre´e par S,
engendre´e par N ,
engendre´e par N et S,
engendre´e par N et Tµ,
avec S =
(
1 0
0 0
)
, N =
(
0 1
0 0
)
et Tµ =
(
µ 0
0 1
)
(µ = 1).
Preuve facile.
Attention. A une conjuguaison pre`s, la sous-alge`bre engendre´e par
N et S et la sous-alge`bre engendre´e par N et T0 sont e´gales. Mais vues
comme traces respectivement de deux sous-alge`bres H1 et H2 de H, elles
sont diﬀe´rentes. En eﬀet H2 annule une droite isotrope, alors que ce
n’est pas le cas pour H1.
On regarde maintenant, pour chaque cas de la Proposition 3.12, quelles
sont les conditions ne´cessaires et suﬃsantes pour que H soit inde´com-
posable.
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3.0.1. Cas ou` U ′ = so(2,R).
Dans ce cas L′ est engendre´e par (J,A0, X0, 0) avec A0 = ϕ(J), X0 =
ω(J, ϕ(J)) = Y0 + Z0 ∈ Q′ ⊕ R2 et J =
(
0 1
−1 0
)
. A une conjuguaison
pre`s, on peut supposer que
A0 =
λ1J 0. . .
0 λsJ
 avec λk ∈ R, k = 1, . . . , s.
Si on note A2 la restriction de A0 a` R′ et Sp(A2) le spectre de A2, on a
Proposition 3.13. H est inde´composable, si et seulement si,
Sp(A2) = {−i,+i} et A2Z1,F = −Z2,F = 0 pour tout sous espace F
de R′ invariant par A2. Avec i l’imaginaire pure et Z0 = (Z1, Z2), ou`
Zj,F est la projection de Zj sur F , pour j = 1, 2.
Preuve: On suppose que Sp(A2) = {−i,+i}, donc il existe λ = ±1 ∈ R
telle que ±λi ∈ Sp(A2). Soit donc X1 et X2 deux vecteurs inde´pendantes
de R′ tels que A2X1 = −λX2 et A2X2 = λX1. Si on note F0 le sous-
espace engendre´ par X1 et X2 alors (J˜ + A˜0)F0 est inversible. D’apre`s le
Lemme 2.6, on en de´duit que H est de´composable. Par suite Sp(A2) =
{−i,+i}. Si maintenant il existe un sous-espace F0 = 0 de R′ invariant
par A2 telle que (J˜ − A˜0)Z0,F0 = 0, alors
(J˜ + A˜0)V0 = Z0,F0 , avec V0 = (−Z2,F0 , 0)
et Z2,F0 la deuxie`me composante de Z0,F0 .
Inversement, si H laisse invariant un sous-espace propre
E = {(−tX1Z,Z, 0)/Z ∈ F0 ⊂ R′}, on a:
(J,A0, X0, 0)2 · (−tX1Z,Z, 0)
= (tX1Z + J(tZ0,F0 · Z) + tZ0,F0 ·A2Z,−Z, 0) ∈ E.
Ce qui implique (J˜ − A˜0)Z0,F0 = 0. Impossible.
3.0.2. Cas ou` U ′ est engendre´e par N .
L′ est engendre´e par (N,AN , XN , 0) avec AN = ϕ(N), XN =
ω(N,ϕ(N)) = YN + ZN ∈ Q′ ⊕R2.
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Proposition 3.14. Si on note A′N la restriction de AN a` R
′, Z ′N la
projection de ZN sur R′ 2 et Z ′N,2 la deuxie`me composante de Z
′
N , alors
A′N = 0. Et H est inde´composable si et seulement si R′ = vect
{
Z ′N,2
}
.
Preuve: Supposons que A′N = 0. Donc si on note F l’orthogonal
du noyau de A′N dans R
′, la restriction de A′N a` F
2 est inversible et
(N˜+A˜N )F aussi. Impossible. D’ou` A′N = 0. Maintenant, si l’orthogonal
R′′ de vect
{
Z ′N,2
}
dans R′ est = 0, alorsH laisse invariant le sous-espace
propre {(−tV0Z,Z, 0), Z ∈ R′′} avec V0 = (0,−ZN,1) (ZN,1 la premie`me
composante de ZN ). Inversement, si H laisse invariant un sous-espace
propre E = {(−tX1Z,Z, 0)/Z ∈ F}, alors F ⊂ R′ et F ⊂
{
Z ′N,2
}⊥.
D’ou` F = 0.
3.0.3. Cas ou` U ′ est engendre´e par S.
L′ est engendre´e par (S,AS , XS , 0) avec AS = ϕ(S), XS =
ω(S, ϕ(S)) = YS + ZS ∈ Q′ ⊕R2. De (1), pour A ∈ D, on a:
φ([AS , A]) = (S˜ + A˜S)φ(A).
Donc
φ1([AS , A]) = (I +AS) · φ1(A) et φ2([AS , A]) = AS · φ2(A).
Ce qui implique φ1(A) = 0. Avec la meˆme de´monstration de la Propo-
sition 3.14, on obtient
Proposition 3.15. φ1(D) = 0, A′S = 0 et H est inde´composable, si
et seulement si, R′ = vect
{
Z ′S,2
}
. Avec A′S la restriction de AS a` R
′,
Z ′S la projection de ZS sur R
′ 2 et Z ′S,2 la deuxie`me composante de Z
′
S.
3.0.4. Cas ou` U ′ est engendre´e par N et S.
L′ est engendre´e par (N,AN , XN , 0) et (S,AS , XS , 0). Pour A ∈ D, φ
ve´riﬁe: {
φ1(A) = 0
φ([AN , A]) = (N˜ + A˜N )φ(A).
Ce qui implique
(8) φ(D) = 0.
Autrement dit, R = R′. On a aussi(
N, [AS , AN ] , (S˜ + A˜S)XN − (N˜ + A˜N )XS , 0
)
∈ H.
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D’ou`(
0, [AS , AN ]−AN , (S˜ + A˜S − I)XN − (N˜ + A˜N )XS , 0
)
∈ H.
Puisque D2 = 0, de (8) on a imme´diatement [A′S , A′N ] = A′N et
(S˜ + A˜′S − I)ZN = (N˜ + A˜′N )ZS . Or A′S est antisyme´trique, donc 0
est la seule valeur propre re´elle de ad A′S . Par suite
(9) A′N = 0 et (S˜ + A˜′S − I)ZN = N˜ · ZS .
Puisque N˜ et A˜′S commutent on a aussi
(10) (S˜ + A˜′S − I)N˜ = N˜(S˜ + A˜′S).
Maintenant, on suppose que A′S = 0, donc si on note F l’orthogonal
du noyau de A′S dans R, la restriction de A
′
S a` F
2 est inversible et
(S˜ + A˜S)F aussi. Soit V0 ∈ F 2 tel que (S˜ + A˜S)FV0 = ZS,F . Or
F 2 est invariant par S˜, N˜ et A˜′S , donc de (9) et (10) on en de´duit
(S˜ + A˜′S − I)F · (N˜ · V0 − ZN,F ) = 0. (S˜ + A˜′S − I)F est inversible, par
suite N˜ · V0 = ZN,F . Impossible. D’ou`
Proposition 3.16. φ(D) = 0 et A′N = A′S = 0. En plus H est
inde´composable, si et seulement si, R′ = R = vect {ZN,2, ZS,2}.
Preuve: Supposons que R = vect {ZN,2, ZS,2}. Si H laisse invariant
un sous-espace propre E = {(−tX0Z,Z, 0)/Z ∈ F ⊂ R} alors,
(N,AN , XN , 0) · (−tX0Z,Z, 0) = (t(ZN − N˜ ·X0)Z,−Z, 0) ∈ E.
D’ou` t(ZN − N˜ · X0)Z = 0. On a de meˆme t(ZS − S˜ · X0)Z = 0. Ce
qui implique que Z est orthogonal a` ZN,2 et ZS,2. Inversement, si on
pose F0 = {ZN,2, ZS,2}⊥ ∩ R = 0, {(−t(ZS,2, ZN,2)Z,Z, 0)/Z ∈ F0} est
H-invariant.
3.0.5. Cas ou` U ′ est engendre´e par N et Tµ.
L′ est engendre´e par (N,AN , XN , 0) et (Tµ, AT , XT , 0) avec AT =
ϕ(Tµ), XT = ω(Tµ, ϕ(Tµ)) = YT +ZT ∈ Q′⊕R2. Si on pose λ = µ−1 =
0, on a:
(11)
(
0, [AT , AN ]− λAN , (T˜µ + A˜T − λI)XN − (N˜ + A˜N )XT , 0
)
∈ H.
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Ce qui implique [A′T , A
′
N ] = λA
′
N avec A
′
T la restriction de AT a` R.
D’ou` A′N = 0. On a aussi pour A ∈ D, φ2(A) = 0, φ1([AN , A]) =
AN ·φ(A), φ1([AT , A]) = (µI+AT )φ1(A) et φ2([AT , A]) = (I+AT )φ2(A).
Maintenant nous distinguerons deux cas:
(a) Si µ = 0.
On a donc φ(D) = 0 et (T˜µ + A˜′T − λI)ZN = N˜ · ZT . En plus
(T˜µ + A˜′T − λI)N˜ = N˜(T˜µ + A˜′T ). D’ou` (I + A′T )ZN,1 = ZN,2 et
((2− µ)I +A′N )ZN,2 = 0. Avec la meˆme de´monstration de la Proposi-
tion 3.16 on obtient
Proposition 3.17. Si µ = 0, alors A′N = A′T = 0, φ(D) = 0, ZN,1 =
ZN,2 et ZN,2 = 0 si µ = 2. En plus H est inde´composable, si et seulement
si, R′ = R = vect {ZN,2}.
(b) Si µ = 0.
Puisque φ2(A) = 0, alors la deuxie`me composante de (T˜ + A˜T −
λI)ZN−N˜ ·ZT est nulle (T = T0), d’ou` ZN,2 = 0. Supposons maintenant
que H laisse invariant un sous-espace propre E = {(−tV0Z,Z, 0)/Z ∈ F}
alors F ⊂ R′ et {
t
(
(T˜ + A˜T )V0 − ZT
)
Z = 0
t(N˜ · V0 − ZN )Z = 0.
Autrement dit,
(12)

t(ATV1 − ZT,1)Z = 0
t ((I +A′T )V2 − ZT,2)Z = 0
t (V2 − ZN,1)Z = 0.
Ce qui implique que la projection de (I+A′T )ZN,1−ZT,2 sur F est nulle.
Donc si pour tout sous espace F de R′ stable par A′T , la projection de
(I + A′T )ZN,1 − ZT,2 sur F est non nulle, alors H est inde´composable.
Supposons maintenant qu’il existe un sous-espace F0 = 0 de R′ stable
par A′T , telle que la projection de (I +A
′
T )ZN,1 − ZT,2 sur F0 est nulle.
On remarque que la restriction AT,F0 de A
′
T a` F0 est nulle (si nonH laisse
invariant {(−tV0Z,Z, 0)/Z ∈ F1} avec V0 = ((AT,F1)−1ZT,1,F1 , ZN,1,F1)
(ZT,1,F1 est la projection de ZT,1 sur F1 etc). Par suite ZN,1,F0 = ZT,2,F0 .
On obtient donc
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Proposition 3.18. Si µ = 0, alors A′N = 0, φ2(D) = 0, ZN,2 = 0 et
Ou bien pour tout sous-espace F = 0 de R′ stable par A′T , la projection
de (I +A′T )Z
′
N,1 − Z ′T,2 sur F est non nulle.
Ou bien il existe un sous-espace F0 = 0 de R′ stable par A′T telle que
la projection de (I+A′T )Z
′
N,1−Z ′T,2 sur F0 est nulle. Et on a AT,F0 = 0.
En plus H est inde´composable, si et seulement si, F0 = vect
{
Z ′T,1,F0
}
.
Des Propositions 2.1,. . . ,3.18 on obtient
The´ore`me 3.19. Pour r = 2, soit H l’alge`bre de Lie d’un sous-
groupe H de SO0(〈 〉) inde´composable, qui laisse invariant Re1 +Re2 et
qui contient l’ide´al B. Alors H est dans G et
1) Ou bien H contient P ⊕ B avec P un sous-espace de N ve´riﬁant
P1 + P2 = Rn ou` Pi est la i-e`me projection de P sur Rn pour
i = 1, 2.
Ou bien on a l’un des cas suivants:
2) Il existe une sous-alge`bre U ′ de gl(n,R), une de´composition non
triviale n = p + q telle que H contient un sous-espace P de N
avec P1 +P2 = Rp et il existe une sous alge`bre commutative C de
so(p,R), une sous-alge`bre semi-simple D de so(p,R) qui commute
avec C et six applications line´aires ϕ1 : U ′ → so(p,R), ϕ2 : U ′ →
so(q,R), ψ : C ⊕ D → R2p, ξ : U ′ → R2p, φ : C → R2q, et
η : U ′ → R2q telles qu’a une conjuguaison pre`s dans G, on a l’un
des sous cas suivants:
2.1) H est forme´e par les matrices “bloc”

U t(Y + ψ(A+B) + ξ(U)) t (φ(A) + η(U)) δ J
0 A+B + ϕ1(U) 0 Y + ψ(A+B) + ξ(U))
0 0 ϕ2(U) φ(A) + η(U)
0 0 0 −tU

A ∈ C, B ∈ D, Y ∈ P et δ ∈ R. Avec φ1(C) + φ2(C) = Rq ou`
φ1(C) et φ2(C) sont les composantes de φ(C) et tout e´le´ment non
nul du centre de U ′ admet au moins une valeur propre imaginaire
pure ou nulle.
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2.2) Il existe une autre de´composition q = q1 + q2, ou` q2 = 0, φ : C →
R2q1 et H est forme´e par les matrices “bloc”
αU0 t(Y + ψ(A+B) + αY0) t(φ(A) + αZ0) α tZ′0 δ J
0 A+B + αA0 0 0 Y + ψ(A+B) + αY0
0 0 αB0 0 φ(A) + αZ0
0 0 0 αC0 α Z′0
0 0 0 0 −α tU0

avec φ1(C) + φ2(C) = Rq1 et
2.2.1) Ou bien U0 = J =
(
0 1
−1 0
)
, C0 =
( ε1J 0
...
0 εlJ
)
, εk = ±1
pour k = 1, . . . , l = q22 et C0Z
′
1,F = Z ′2,F pour tout sous-
espace F de Rq1 invariant par C0. Avec Z ′0 = (Z
′
1, Z
′
2), Z
′
j,F
la projection de Z ′j sur F , pour j = 1, 2.
2.2.2) Ou bien U0 = N , C0 = 0, q2 = 1 et Z ′0 = (a, b) avec b = 0
(N =
(
0 1
0 0
)
).
2.2.3) Ou bien U0 = S, C0 = 0, φ1(C) = 0 et Z ′0 = (a, b) avec b = 0
(S =
(
1 0
0 0
)
).
2.3) q = 1 ou 2 et H est forme´e par les matrices “bloc”
αU0+βU ′0
t(Y +ψ(A+B)+αY0+βY ′0)
t(αZ0+βZ′0) δ J
0 A+B+αA0+βB0 0 Y +ψ(A+B)+αY0+βY ′0
0 0 0 αZ0+βZ′0
0 0 0 −t(αU0+βU ′0)

avec Z0, Z ′0 ∈ R2q et
2.3.1) Ou bien U0 = N , U ′0 = S et 0× Rq est engendre´ par Z0,2 et
Z ′0,2.
2.3.2) Ou bien U0 = N , U ′0 = Tµ (µ = 0, 1, 2) et si Z0 = (a, b),
Z ′0 = (c, a) avec a = 0 (Tµ =
(
µ 0
0 1
)
).
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2.4) H est forme´e par les matrices “bloc”
αN+βT0
t(ψ(A+B)+
Y + αYN + βYT )
t(φ(A)+
αZN+βZT )
t(αZ′N+βZ
′
T ) δ J
0
A+B
+αAN+βAT
0 0
ψ(A+B)+
Y + αYN + βYT
0 0 αBN+βBT 0 φ(A)+αZN+βZT
0 0 0 βCT αZ
′
N+βZ
′
T
0 0 0 0 −t(αN+βT0)

φ2(C) = 0, φ2(C) = Rq, Z ′N,2 = 0 et
2.4.1) Ou bien pour tout sous-espace F = 0 de Res+2 + · · ·+Ren+2
stable par CT la projection de (I +CT )Z ′N,1−Z ′T,2 sur F est
non nulle (s = n− q2 + 1).
2.4.2) Ou bien Z ′N,1 et Z
′
T,2 ont la meˆme (n + 2)-ie`me coordonne´e
et la (n+ 2)-ie`me coordonne´e de Z ′T,1 est non nulle. En plus
CT =
(
C ′T 0
0 0
)
,
avec C ′T ∈ gl(q2 − 1,R) et la projection sur F ′ de (I +
CT )Z ′N,1 − Z ′T,2 est non nulle pour tout sous espace F ′ = 0
de Res+2 + · · ·+ Ren+1 stable par C ′T .
Remarque. La re´alisation ge´ome´trique d’un groupe comme groupe
d’holonomie d’une varie´te´ aﬃne est l’e´tape la plus diﬃcile du proble`me
d’holonomie. Pour le cas des varie´te´s irre´ductibles, il a fallu attendre
plus que trente ans pour re´aliser la liste de M. Berger (voir [5]). Mal-
heuresement, la plus part des techniques utilise´es ne sont valables que
pour le cas irre´ductible. Ce qui ne´cessite des techniques diﬀe´rentes pour
la re´alisation de la liste du The´ore`me 3.19. Mais au moins localement, en
utilisant le The´ore`me d’Ambrose-Singer et le The´ore`me 5.27 qui donne
un syste`me de coordonne´es adapte´ a` notre holonomie, on arrive a` re´aliser
certains groupes de la liste du The´ore`me 3.19 (voir le paragraphe 6).
4. Cas des espaces pseudo-riemanniens syme´triques
Dans ce paragraphe, on fait quelques rappels sur les espaces pseudo-
riemanniens syme´triques.
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Soit (M, g) un espace pseudo-riemannien syme´trique connexe inde´-
composable et non irre´ductible. Soit L l’alge`bre du groupe des transvec-
tions de (M, g), σ la diﬀe´rentielle de la conjuguaison par la syme´trie sθ
(θ un point de base de M) et η l’extension a` L de la 2-forme syme´trique
sur TθM induite par gθ. Si on pose L′ = {X ∈ L/σX = X} et L′′ =
{X ∈ L/σX = −X}, alors L′′ est isomorphe a` TθM et on a: L′ =[
L′′ ,L′′
]
. L’alge`bre de Lie H de l’holonomie de (M, g) est la repre´-
sentation ﬁde`le de adL′ dans L′′ . Le centre Z de L est donne´ par (voir
[13, ch. 1, Lemme 1]):
(13) Z = {X ∈ L′ tel que H ·X = 0} = [L′,L′′] ∩ [L′,L′′]⊥ .
(M, g) est suppose´e inde´composable donc Z est totalement isotrope ou
nul. D’autre part, on a:
Proposition 4.20 ([13]). L est re´soluble si et seulement si la repre´-
sentation d’isotropie de H est nilpotente. Et L est semi-simple si et seule-
ment si la repre´sentation d’isotropie de H est comple`tement re´ductible.
M. Berger a donne´ dans [6] la liste comple`te des espaces pseudo-
riemanniens syme´triques lorsque la repre´sentation d’holonomie est com-
ple`tement re´ductible. Le cas ou` L n’est ni semi-simple ni re´soluble a e´te´
e´tudie´ par M. Cahen et M. Parker [13] (en signature quelconque). En
particulier, ils ont donne´ une classiﬁcation comple`te en dimension ≤ 7.
Pour le cas de la signature (2, 2 + n), M. Parker a donne´ une classiﬁca-
tion comple`te dans [20]. Enﬁn, le cas ou` L est re´soluble a e´galement e´te´
e´tudie´ par Cahen et Parker dans [12], avec une classiﬁcation comple`te
du cas de signature (2, 2 + n). Le cas de signature (2, 2 + n) est donc
contenu dans ces classiﬁcations.
Dans ce qui suit, lorsque L n’est pas semi-simple, on pre´cise simple-
ment, par rapport aux notations du The´ore`me 3.19 les possibilite´s du
groupe d’holonomie restreint de tout espace pseudo-riemannien syme´-
trique de signature (2, 2 + n) inde´composable non irre´ductible. Et on
donnera des exemples de ces espaces. Cependant, pour faciliter la lec-
ture de cet article, on rappellera quelques de´tails de ces classiﬁcations
dans notre cas particulier.
On suppose aussi que le groupe de transvections de (M, g) est non
semi-simple et on distinguera deux cas:
Cas ou` L est re´soluble.
H est donc nilpotente et Z = 0.
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Proposition 4.21. A` un isomorphisme pre`s, l’alge`bre de Lie H ne
peut eˆtre que l’un des cas suivants:
a) Si Z est de dimension 1, P ⊂ H ⊂ P ⊕ B avec P1 + P2 = Rn.
Si Z est de dimension 2,
b) Ou bien U ′ ⊕ P ⊂ H ⊂ U ′ ⊕ P ⊕ B ou` U ′ ∈ {RS,RN} avec
P1 + P2 = Rn.
c) Ou bien
H =


αU0
tY αtZ0 δJ
0 0 0 Y
0 0 0 αZ0
0 0 0 −αtU0
 , α, δ ∈ R, Y ∈ P ′

avec U0 = S ou N , Z0 = (a, b) ∈ R2 ou` b = 0 et P ′ un sous-espace
de R2n−2.
Preuve: D’apre`s (13), on peut e´crire [L′,L′′] = Z ⊕W , avec W non
de´ge´ne´re´ ve´riﬁant [L′,W ] ⊂ Z, [W,W ] = 0 et L′′ = Z⊕W⊕Z∗ ou` Z∗ est
le dual de Z relativement a` η. Si Z est maximal, a` un isomorphisme pre`s,
on peut supposer Z = Re1 ⊕ Re2, Z∗ = Ren+3 ⊕ Ren+4 et W = Re3 ⊕
· · · ⊕ Ren+2. Donc, H ⊂ G avec U ′ = 0. D’ou` d’apre`s le The´oreme 3.17,
H ne peut eˆtre que de type 1 ou 2.1. Si H est de type 1, elle contient P
avec P1 +P2 = Rn et puisque H est nilpotente, il existe un entier s = 0
tel que pour (0, A, 0, 0) ∈ K′ et (0, 0, X, 0) ∈ P, d’apre`s (2), on a:
ads(0, A, 0, 0) · (0, 0, X, 0) = (0, 0, A˜sX, 0) = 0.
Ce qui implique que AsP1 = AsP2 = 0. Or K′ est une sous alge`bre
nilpotente de so(n), donc elle est commutative. D’apre`s ce qui prece`de,
on en de´duit K′ = 0.
Si H est de type 2.1, elle contient P avec P1 +P2 = Rp et il existe un
entier s = 0 tels que:
ads(0, A, ω(A), 0) · (0, 0, X, 0) = (0, 0, A˜sX, 〈ω(A), A˜s−1X〉J) = 0
et pour (0, A, ω(A), 0) ∈ H avec A ∈ K′ ⊂ so(p) et (0, 0, X, 0) ∈ P.
On en de´duit donc K′ = 0. Maintenant, si Z est de dimension 1, a` un
isomorphisme pre`s, ou bien Z = Re1, Z∗ = Ren+3 et W = Re2 ⊕ Re3 ⊕
· · · ⊕Ren+2 ⊕Ren+4, donc U ′ = RN . Ou bien Z = Re2, Z∗ = Ren+4 et
W = Re1 ⊕ Re3 ⊕ · · · ⊕ Ren+2 ⊕ Ren+3, donc U ′ = RS. Par conse´quent
H est de type 1 ou 2.1 ou 2.2.2 ou 2.2.3. De la meˆme fac¸on que ci-dessus,
on montre que K′ = 0.
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Cas ou` L n’est ni semi-simple ni re´soluble.
Soit L = S⊕R une de´composition de Levi de L invariante par σ, avec
S sa partie semi-simple et R son radical. On peut donc e´crire
L = L′R ⊕ L′S ⊕ L′′R ⊕ L′′S ,
avec L′R = L′ ∩R, L′S = L′ ∩ S, L′′R = L′′ ∩R, et L′′S = L′′ ∩ S.
Proposition 4.22 (voir [13, The´ore`me 1.1, ch. 2]). L′′ = L′′R⊕L′′S =
X ⊕W ⊕ L′′S avec X = L′′R ∩ (L′′R)⊥ le dual de L′′S relativement a` η et
W = L′′ ∩ (X ⊕ L′′S)⊥ non de´ge´ne´re´.
Proposition 4.23 (voir [13, Corollaire 1.7, ch. 2]). Tout espace
syme´trique (M, g) de signature (2, 2+n) admet “une multiplication min-
imale”, c’est a` dire [[L′′R,L′′R] ,L′′R] = 0, et on a:
a) Le centre Z de L est nul.
b) S est de dimension 3.
c) La restriction de η a` W est de´ﬁnie ne´gative.
d) [L′R,W ] ⊂ X.
On en de´duit donc que X et L′′S sont de dimension 2 et que L′S est de
dimension 1. Par conse´quent, a` un isomorhpisme pre`s, X = Re1 ⊕ Re2,
L′′S = Ren+3 ⊕ Ren+4 et W = Re3 ⊕ · · · ⊕ Ren+2. D’ou`, H = adL′S ⊕
adL′R ⊂ G et on a adL′R ⊂ N ⊕ B. Et puisque [L′S ,L′′S ] ⊂ L′′S , et Z = 0,
alors adL′S est une droite engendre´e par (U0, 0, 0, 0) avec U0 inversible.
On obtient donc
Proposition 4.24. L’alge`bre de Lie H de l’holonomie d’un espace
syme´trique connexe de type (2, n + 2) a` groupe de transvections L non
semi-simple et non re´soluble ne peut eˆtre a` un isomorphisme pre`s, que
incluse dans U ′ ⊕P ⊕ B ou` U ′ est engendre´e par une matrice inversible
U0 et P ve´riﬁant P1 + P2 = Rn.
4.1. Exemples.
Soit (M, g) un espace syme´trique connexe de signature (2, n + 2),
inde´composable et non irre´ductible. On note R son tenseur de courbure.
On sait que pour θ un point de M , R est de´ﬁni en θ par R(X,Y ) =
−ad [X,Y ] pour X, Y ∈ TθM .
Nous donnerons dans la suite deux exemples d’espaces syme´triques
inde´composables et non irre´ductibles qui sont totalement caracte´rise´s
par leurs groupes d’holonomie restreints.
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Exemple 1. Avec les meˆmes notations ci-dessus, nous supposons que
le centre Z de L est maximal. En vertu de la Proposition 4.20-a, H ⊂
P ⊕ B avec P1 + P2 = Rn. Nous supposons en plus que P2 = 0 et H =
P ⊕ B. Donc les seuls crochets non nuls dans L′ sont Y = [en+3, en+4],
Ui = [en+3, ei] (i = 3, . . . , n+2). Ce qui implique L′ est une sous-alge`bre
commutative, engendre´e par {Y,Ui}. Si on pose adY = (0, 0, (Y1, 0), δ),
et adUi = (0, 0, (Ci, 0), δi) avec Y1 = (a1, . . . , an), Ci = (ci1, . . . , cin),
il est imme´diat que la matrice C = (cij) est syme´trique et δi = ai.
Puisque H est inde´composable et contient B, alors {Y1, Ci} engendre
Rn et (Y1, δ) = 0. Or H est de dimension n + 1, donc {Y,Ui} est une
base de L′. Par conse´quent, on peut identiﬁer L′ a` Rn × R et L a`
T = R2n+5 = R× R× Rn × R× R× Rn × R munie du crochet
[(x, y,X, z, t, Z, u) , (x′, y′, X ′, z′, t′, Z ′, u′)] = (x′′, y′′, X ′′, 0, 0, Z ′′, u′′) ,
ou`
(14)
x′′ = 〈CX ′, Z〉 − 〈CX,Z ′〉
+ 〈uX ′ − u′X + t′Z − tZ ′, Y1〉+ δ(ut′ − u′t),
y′′ = 〈zZ ′ − z′Z, Y1〉+ δ(zu′ − z′u),
X ′′ = z′(CZ + uY1)− z(CZ ′ + u′Y1),
Z ′′ = (t′ − z′)X − (t− z)X ′ et u′′ = zt′ − z′t,
(〈, 〉 est le produit scalaire ordinaire).
Inversement, on se donne une matrice syme´trique re´elle C d’ordre n,
Y1 ∈ Rn et δ ∈ R telles que {Y1, Ci} engendre Rn et (Y1, δ) = 0. Si T est
de´ﬁnie par (14), T ′ = {(0, 0, 0, 0, 0, Z, u)} est une sous-alge`bre abe´lie`nne
de T et T ′′ = {(x, y,X, z, t, 0, 0)} est un supple´mentaire de T ′ dans T
adT ′-invariant. La 2-forme syme´trique sur T ′′
ϕ((x, y,X, z, t, 0, 0) , (x′, y′, X ′, z′, t′, 0, 0)) = xz′+x′z+yt′+y′t−〈X,X ′〉
est non de´ge´ne´re´e, de signature (2, 2 + n) et adT ′-invariant. On note
T le sous-groupe re´soluble simplement connexe engendre´ par T et T ′ le
sous-groupe ferme´ correspondant a` T ′. Donc ϕ induit une me´trique h
de signature (2, 2 + n) sur M ′ = T/T ′ et on a:
Proposition 4.25. La varie´te´ (M ′, h) est un espace syme´trique de
signature (2, 2 + n), simplement connexe, inde´composable et non irre´-
ductible. Et tout espace localement syme´trique de signature (2, 2 + n),
inde´composable et non irre´ductible dont l’alge`bre d’holonomie restreint
est P ⊕B avec P1 = Rn et P2 = 0 est isome´trique a` l’un de ces espaces.
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Exemple 2. On suppose que H = {(αN, 0, (X, 0), δ) /α, δ ∈ R ,
X ∈ Rn}. Donc les seuls crochets non nuls dans L′ sont Y = [en+3, en+4],
Y ′ = [e2, en+3] et Ui = [ei, en+3] (i = 3, . . . , n + 2). On pose adY =
(αN, 0, (Y1, 0), δ), adY ′ = (α′N, 0, (Y2, 0), δ′) et adUi = (αi, 0, (Ci, 0), δi)
avec Y1 = (a1, . . . , an), Y2 = (b1, . . . , bn), et Ci = (ci1, . . . , cin), donc
la matrice C = (cij) est syme´trique, δi = −ai et αi = bi. En plus
{Y1, Y2, Ci} engendre Rn et (Y1, α) = 0. Puisque L′ est commutative et
de dimension n + 2, on peut identiﬁer L a` T = R2n+5 = R× R× Rn ×
R× R× Rn × R× R munie du crochet
[(x, y,X, z, t, Z, u, v) , (x′, y′, X ′, z′, t′, Z ′, u′, v′)]
= (x′′, y′′, X ′′, 0, t′′, Z ′′, u′′, v′′) ,
ou`
x′′ = 〈CX ′, Z〉 − 〈CX,Z ′〉
+ 〈uX ′ − u′X + tZ ′ − t′Z, Y1〉+ 〈vX ′ − v′X,Y2〉
+ α(uy′ + tv′ − u′y − t′v) + α′(vy′ − v′y) + δ(ut′ − u′t),
y′′ = 〈z′Z − zZ ′, Y1〉+ δ(zu′ − z′u) + α(vz′ − v′z),
X ′′ = z′(CZ + uY1 + vY2)− z(CZ ′ + u′Y1 + v′Y2),
Z ′′ = z′X − zX ′, u′′ = zt′ − z′t, et v′′ = yz′ − y′z.
On pose maintenant M ′ = T/T ′ avec T le sous-groupe re´soluble sim-
plement connexe engendre´ par T , T ′ le sous-groupe ferme´ correspon-
dant a` T ′ = {(0, 0, 0, 0, 0, Z, u, v)} et ϕ la 2-forme syme´trique de´ﬁnie
sur T ′′ = {(x, y,X, z, t, 0, 0)} comme ci-dessus. ϕ induit sur M ′ une
me´trique h de signature (2, 2 + n) et on a:
Proposition 4.26. La varie´te´ (M ′, h) est un espace syme´trique de
signature (2, 2+n), simplement connexe, inde´composable, et non irre´duc-
tible. Et tout espace localement syme´trique de signature (2, 2 + n), inde´-
composable et non irre´ductible tel que H = {(αN, 0, (X, 0), δ) /α, δ ∈ R ,
X ∈ Rn} est isome´trique a` l’un de ces espaces.
5. Construction d’un syste`me de coordonne´es
Dans ce paragraphe, on se donne une me´trique inde´composable non
irre´ductible et on cherche a` construire un syste`me de coordonne´es adapte´
a` cette me´trique. Plus pre´cisement, on cherche a` re´duire localement
la forme d’une me´trique pseudo-riemannienne dont l’holonomie laisse
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invariant un sous-espace isotrope maximal. Ce qui nous faciletera a`
construire dans le dernier paragraphe des me´triques dont l’holonomie
ve´riﬁe les conclusions du The´ore`me 3.19.
Pour cela, soit (M, g) une varie´te´ pseudo-riemannienne de signa-
ture (r, r + n) et de dimension m = n + 2r. Soit θ un point ﬁxe de
M et (e1, . . . , er, ε1, . . . , εn, e′1, . . . , e
′
r) une base de TθM dans laquelle
la me´trique g a pour forme au point θ:
g(X,X) =
r∑
i=1
xizi −
n∑
j=1
y2j , pour X =
n∑
i=1
xiei +
n∑
i=1
yiεi +
n∑
i=1
zie
′
i.
On suppose que le groupe d’holonomie restreint H de (M, g) au point θ
laisse invariant  = Re1 + · · · + Rer. Donc il laisse invariant aussi son
orthogonal ⊥ = ⊕Rε1+· · ·+Rεn. Par conse´quent, on peut construire,
par transport paralle`le, deux distributions T 0 et T telles que T 0θ =  et
Tθ = ⊥. En plus on a DUX ∈ T 0 et DUY ∈ T pour X ∈ T 0, Y ∈ T
et U ∈ TM . Les distributions T 0 et T sont involutives, donc d’apre`s
Frobenuis il existe deux sous-varie´te´s inte´grales maximales M0 et M ′
passant par θ associe´es respectivement a` T 0 et T . On pose M ′′ l’espace
quotient M/T de M sous la relation d’e´quivalence qui identiﬁe deux
points qui appartiennent a` une meˆme sous varie´te´ M ′. Si on remplace M
par un voisinage ouvert de θ, M ′′ est une sous-varie´te´ de M de dimension
r. On note π la projection M −→M ′′. On pose V le voisinage normale
associe´ aux e′i et on met (z1, . . . , zr) comme coordonne´es sur V . On
peut mettre ces meˆmes coordonne´es sur M ′′ en identiﬁant M ′′ a` V . On
transporte T 0θ et Tθ le long de V et on choisit en chaque point z de V
un supple´mentaire orthogonal T ′z de T
0
z tel que la me´trique restreinte a`
T ′z est de´ﬁnit ne´gative.
Pour z ∈ V , on note Wz le voisinage normale de z associe´ au sous-
espace T ′z. Et on note P le sous-espace engendre´ par les Wz. P contient
V . On met des coordonne´es sur P comme suit:
Soit y ∈ P , y appartient a` un seul Wz. On rame`ne y a` z par des
coordonne´es normales (y1, . . . , yr) dans Wz. Puis on rame`ne z a` l’origine
par les coordonne´es (z1, . . . , zr). Maintenant on choisit le long de P , r
champs de vecteurs Ei ∈ T 0 tels que:
g
(
Ei,
∂
∂zj
)
= δij pour i, j = 1, . . . , r.
Or si on note R le tenseur de courbure de g, on a pour U , V ∈ TM et
X, Y ∈ T 0, g(R(X,Y )U, V ) = g(R(U, V )X,Y ) = 0. Par conse´quent R
est nul sur M0. Donc on peut choisir des coordonne´es (x1, . . . , xr) dans
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M0 telles que Ei = ∂∂xi et g
(
∂
∂xi
, ∂∂xj
)
= 0. Enﬁn on peut mettre des
coordonne´es sur un voisinage de θ, comme suit:
Soit x un point de M voisin de θ, il passe par x une seule sous-varie´te´
M0 qui rencontre l’espace P en un seul point y. On rame`ne x a` y par
les coordonne´es (x1, . . . , xr), puis on prend pour les autres coordonne´es
de x celles de y.
Maintenant on regarde les proprie´te´s des champs de vecteurs ∂∂xi ,
∂
∂yj
et ∂∂zk . D’abord par construction on a partout:
D ∂
∂xi
∂
∂xj
= 0 et g
(
∂
∂xi
,
∂
∂xj
)
= 0 pour i, j = 1, . . . , r.
Le long de P , on a g
(
∂
∂xi
, ∂∂zj
)
= δij , en plus on a:
∂
∂xk
g
(
∂
∂xi
,
∂
∂zj
)
= g
(
D ∂
∂xk
∂
∂xi
,
∂
∂zj
)
+ g
(
∂
∂xi
, D ∂
∂xk
∂
∂zj
)
= 0,
car D ∂
∂xj
∂
∂xi
= 0 et D ∂
∂xk
∂
∂zj
= D ∂
∂zj
∂
∂xk
∈ T 0. Ce qui implique donc
que g
(
∂
∂xi
, ∂∂zj
)
= δij partout. Avec le meˆme argument que ci-dessus, on
montre facilement que les g
(
∂
∂yi
, ∂∂yj
)
et les g
(
∂
∂yi
, ∂∂zk
)
ne de´pendent
pas des coordonne´es xi. D’ou` le
The´ore`me 5.27. Soit (M, g) une varie´te´ pseudo-riemannienne de
signature (r, r+n) et de dimension m = n+2r dont le groupe d’holonomie
restreint laisse invariant un sous-espace isotrope maximal. Alors il existe
des coordonne´es (x1, . . . , xr, y1, . . . , yn, z1, . . . , zr) dans lequel la matrice
S de g a la forme re´duite suivante:
S =
 0 0 Ir0 B C
Ir
tC D

ou` B, C et D sont des matrices d’ordre respectivement (n, n), (n, r) et
(r, r) telles que les matrices B et C ne de´pendent pas des coordonne´es
xi.
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6. Autres exemples
Contrairement au cas lorentzien (r = 1) (voir [3]), il n’y a jusqu’a`
pre´sent aucune obstruction pour qu’un groupe ve´riﬁant les conclusions
du The´ore`me 3.19 soit groupe d’holonomie restreint d’une varie´te´ inde´-
composable non-irre´ductible. Nous donnerons dans la suite des exemples
de telles varie´te´s.
Soit H une sous-alge`bre de G qui satisfait les conclusions du The´o-
re`me 3.19. Nous distinguerons quatre cas:
Type 1: H contient U ′ et P ⊕ B. Donc H = U ′ ⊕ K′ ⊕ P ⊕ B.
Cet exemple apparaˆıt toujours en dimension 4 (K′ = P = 0) et en
dimension 5 (K′ = 0). Le sous-groupe connexe engendre´ par P ⊕ B est
PB =

 I2 tY 12
t
Y · Y + δJ
0 In Y
0 0 I2
 , Y ∈ P, δ ∈ R
  Rd+1,
avec d la dimension de P. PB est un sous-groupe nilpotent ferme´ de G.
Le sous-groupe connexe U ′ de GL(2,R) engendre´ par U ′ est ferme´, si et
seulement si son radical R l’est. Or R ne peut eˆtre a` une conjuguaison
pre`s dans GL(2,R) que contenu dans SO(2,R) + R, ou contenu dans le
groupe {(
α γ
0 β
)
, α, β > 0 et γ ∈ R
}
d’ou` U ′ est ferme´. Or le sous-groupe connexe K ′ de SO(n,R) engendre´
par K′ n’est pas ne´cessairement ferme´ si n ≥ 4. Donc H = U ′ K ′PB
aussi. Mais si K ′ est le groupe d’holonomie (restreint) d’une me´trique
riemannienne g de´ﬁnit sur Rm = {x3, . . . , xn+2}, K ′ est ne´cessairement
comple`tement re´ductible. On conside`re la me´trique de signature (2, 2+n)
de´ﬁnit sur Rm (m = n+ 4) par
h = 2 dx1 dxn+3 + 2 dx2 dxn+4 − g + f1 dx2n+3 + f2 dx2n+4
avec f1 et f2 deux fonctions suﬃsament ge´ne´riques inde´pendantes des
variables x1 et x2. En utilisant le The´ore`me d’Ambrose-Singer [2] et
le The´ore`me 5.27, on montre avec un calcul simple que K ′ · NB est le
groupe d’holonomie (restreint) de la me´trique h (NB est le sous-groupe
connexe engendre´ par N ⊕ B).
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On conside`re maintenant la me´trique de signature (2, 6) de´ﬁnit sur R8
par
h = 2 dx1 dx7 + 2 dx2 dx8 −
6∑
i=3
dx2i + 2x4x8 dx3 dx7 + 2rx6x8 dx5 dx7
+ 2x3x7 dx4 dx8 + 2rx5x7 dx6 dx8 +
8∑
j=3
x2j dx7 dx8.
Avec un calcul simple et avec le meˆme argument que ci-dessus, on peut
montrer que son groupe d’holonomie (restreint) est de type 1 (avec K′ =
U ′ = 0) et il est ferme´ si et seulement si, r est rationnel.
Type 2: H contient P ⊕ B mais ne contient pas U ′. Donc H =
L ⊕ P ⊕ B, avec L = {(U,A, 0, 0) , U ∈ U ′, A ∈ K′} une sous-alge`bre de
U ′ ⊕ K′. Cet exemple apparaˆıt en dimension 6 (K′ = SO(2)) ou plus.
Si on note L le sous-groupe connexe de G engendre´ par L, il n’est pas
ne´cessairement ferme´. Il suﬃt de choisir L engendre´e par (rJ, J) avec
r = 0 une constante rationnelle. Donc H = LPB n’est pas ne´cessai-
rement ferme´ aussi. On conside`re la me´trique de signature (2, 4) de´ﬁnit
sur R6 par
h = 2 dx1 dx5 + 2 dx2 dx6 − dx23 − dx24 + 2x4x6 dx3 dx5
+ (−2x1x6 + 2rx2x5 + x23 + x24) dx5 dx6.
Avec un calcul simple, on peut montrer que son groupe d’holonomie
(restreint) est de type 2. Et il est ferme´.
Type 3: H ve´riﬁe 2.1) du The´ore`me 3.19. Donc H = LU⊕LD⊕LC⊕
P ⊕ B, avec LU = {(U,ϕ(U), ψ((U,ϕ(U)) + φ((U,ϕ(U)), 0) , U ∈ U ′},
LD = {(0, B, ψ(B), 0), B ∈ D}, LC = {(0, A, ψ(A) + φ(A), 0) , A ∈ C}
(pour les notations voir le the´ore`me). Cet exemple apparaˆ{it en di-
mensions ≥ 7. Si par exemple U ′ = D = 0, ψ = 0, C engendre´e par
A =
(
J 0
0 rJ
)
, r ∈ R∗ et φ(A) = (1, 0), alors H est ferme´ si et seule-
ment si, r est rationnel. En plus, on peut montrer que c’est le groupe
d’holonomie (restreint) de la me´trique de signature (2, 7) de´ﬁnit sur R9
par
h = 2 dx1 dx8 + 2 dx2 dx9 −
7∑
i=3
dx23 + 2x4x9 dx3 dx8 +
2
r
x6x9 dx5 dx8
− 2x28 dx4 dx9 +
7∑
i=3, i =7
x2i dx8 dx9.
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Type 4: H ve´riﬁe 2.2) ou 2.3) ou 2.4) du The´ore`me 3.19. Ces exemples
apparaˆıssent seulement en dimensions≥ 6. Nous donnerons des exemples
dans un futur article.
De ce qui pre´ce`de, on obtient
The´ore`me 6.28. En dimensions ≤ 5 le groupe d’holonomie restreint
d’une me´trique de signature (2, 2 + n) qui laisse invariant au moins un
plan totalement isotrope et qui contient B est ferme´. Il existe des exem-
ples de varie´te´s pseudo-riemanniennes de signature (2, 2+n) pour n ≥ 2
dont les groupes d’holonomie restreints ne sont pas ferme´s.
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