Summary. In clinical trials, a biomarker (S ) that is measured after randomization and is strongly associated with the true endpoint (T) can often provide information about T and hence the effect of a treatment (Z ) on T. A useful biomarker can be measured earlier than T and cost less than T. In this article, we consider the use of S as an auxiliary variable and examine the information recovery from using S for estimating the treatment effect on T, when S is completely observed and T is partially observed. In an ideal but often unrealistic setting, when S satisfies Prentice's definition for perfect surrogacy, there is the potential for substantial gain in precision by using data from S to estimate the treatment effect on T. When S is not close to a perfect surrogate, it can provide substantial information only under particular circumstances. We propose to use a targeted shrinkage regression approach that data-adaptively takes advantage of the potential efficiency gain yet avoids the need to make a strong surrogacy assumption. Simulations show that this approach strikes a balance between bias and efficiency gain. Compared with competing methods, it has better mean squared error properties and can achieve substantial efficiency gain, particularly in a common practical setting when S captures much but not all of the treatment effect and the sample size is relatively small. We apply the proposed method to a glaucoma data example.
Introduction
An intermediate biomarker (S ) in a clinical trial that is measured after randomization and is strongly associated with the true endpoint (T) can often provide information about T and hence the effect of the treatment (Z ) on T. It is often an intermediate physical or laboratory indicator in a disease progression process and can be measured earlier and is easier to collect than T. Examples of these types of biomarkers include CD4 counts in AIDS, blood pressure in cardiovascular disease, and prostate-specific antigen in prostate cancer studies. In general, S will be a different entity than T, but early measurements are also used as biomarkers for the later measurements, such as the interim height for adult height in girls with Turner Syndrome by Venkatraman and Begg (1999) . Different investigators use different terminology for the role of biomarkers. In this article, we call S a surrogate endpoint when the potential use of S is to completely replace T to evaluate whether the treatment is effective (Buyse and Molenberghs, 1998) . Alternatively, when S is used to help provide information or enhance the efficiency of the estimator of the treatment effect on T, we call S an auxiliary variable (Fleming et al., 1994) . In this article, we focus on the latter role. Intuitively, since S and T are often closely associated, incorporating the information from S in estimating the actual effect of Z on T (denoted by Q) should lead to more efficient estimates, narrower confidence intervals (CIs), and more powerful tests.
A number of authors have explored the role of intermediate biomarkers as auxiliary variables (Murray and Tsiatis, 1996; Faucett, Schenker, and Taylor, 2002) . However, the opinions on their value have been mixed, as noted by Cook and Lawless (2001) . Correlation has often been the focus of investigations into the extent of efficiency gain from using S to help estimate the treatment effect in a new trial (Buyse et al., 2000; Li and Taylor, 2010) . In general, the information recovered from S appears to be very small unless S and T are very highly correlated (Venkatraman and Begg, 1999) . In this article, we focus on the relationship between the extent of efficiency gain and the structural relationship among S, T, and Z, defined by the coefficients of a regression of T on S and Z. Even with fixed correlation between S and T given Z, if there is a strong structural relationship among S, T, and Z, a significant efficiency gain from using S is possible.
Here, we focus on a single trial setting where T is partially observed, and S and Z are measured on everyone. Both S and T are continuous and Z is binary. We assume a parametric model for the joint distribution of S and T given Z, and because of the time sequence in which S and T are typically measured, we factor this model as f (T |S, Z ) and f (S |Z ). We assume linear models, with the full model for T |S, Z given by T = β 0 + β 1 S + β 2 Z + β 3 SZ + , where is a normally distributed error term. Our goal is to examine the extent of efficiency gain through the use of S as an auxiliary variable rather than as a surrogate variable, but we borrow the terminology of surrogacy to describe the different structural relationships between S and T. In a landmark paper concerning surrogacy, Prentice (1989) called S a perfect surrogate endpoint (PES) when S fully captures the effect of Z on T. For our linear model, this condition becomes β 1 = 0 and β 2 = β 3 = 0. When β 1 = 0 and either β 2 = 0 or β 3 = 0, S explains some, but not all, of the association between T and Z, and S is called a partial surrogate (Wang and Taylor, 2002) . More specifically, when β 1 = 0, β 2 = 0, and β 3 = 0, we call S an additive partial surrogate (APAS); when β 1 = 0, β 2 = 0, and β 3 = 0, we call S an interactive partial surrogate (IPAS). We are interested in estimating the effect of Z on T under these three structural relationships that describe the distribution of T given S and Z.
Our numerical studies suggest that the gain in efficiency from using S as an auxiliary variable depends strongly on whether or not the structural relationship satisfies the PES, APAS, or IPAS assumption. As we will show, if the PES structure is correctly assumed, there is the potential for substantial gains in efficiency. On the other hand, when PES is incorrectly assumed, substantial bias can occur in the estimated treatment effect. Since in practice the validity of PES is uncertain, there is the potential for an adaptive method that realizes this efficiency gain if PES is true or approximately true, but also limits the bias if PES is clearly not true. One such strategy is to apply model selection methods, using pvalues to judge whether β 2 and/or β 3 equal to 0 and then fitting the selected model. However, this common practice ignores the model uncertainty and can lead to high type I errors (Albert et al., 2001 ) and substantial prediction error. From a biological point of view, there are often multiple pathways through which the treatment can affect T, and a marker seldom captures all the effects on T. On the other hand, partial surrogates that capture much but not all of the treatment effect are very plausible. For example, a biomarker can be a good partial surrogate if it is in one of the few important mechanistic pathways between Z and T or it can explain a large amount of the treatment effect on T. In these settings, we propose an adaptive approach using a targeted ridge regression method that shrinks β 2 and β 3 toward zero by an amount that is supported by the data. This method is a compromise between the perfect surrogacy and partial surrogacy models and provides better mean squared error properties by striking a data-driven balance between bias and variance.
The article is organized as follows. In Sections 2 and 3, we conduct analytic and numerical studies to explore the efficiency gain from S under the various structural assumptions. In Section 4, we introduce the generalized ridge regression method. In Section 5, we describe simulations comparing this shrinkage approach with competing methods including model selection and inverse probability weighting (IPW). In Section 6, we apply the proposed method to a glaucoma data set. In Section 7, we summarize and discuss our findings.
Treatment Effect Estimation and Surrogacy
Assumptions Suppose that the number of study participants is n = n 0 + n 1 with n 0 , n 1 in the Z = 0, 1 groups, respectively. The biomarker, S, is measured on all n patients; T is available for a subset of r j patients in the Z = j group (j = 0, 1) and r = r 0 + r 1 . The fraction of the subjects for whom T is not observed is p = 1 − r/n.
When S is an IPAS, we assume that the joint distribution f (T i , S i |Z i ) for participant i is given by two models:
where ti ∼ N (0, σ 2 t | s ) and si ∼ N (0, σ 2 ss ). For this model, the marginal average treatment effect is
We assume the missing data on T are missing at random (MAR; Little and Rubin, 2002) for which the probability of missingness depends only on observed data measures. In our setting, this implies that we consider the missingness depends on S and Z only. Under MAR, the likelihood of θ
The estimate of Q IPAS ,Q IPAS , can be obtained by substituting maximum likelihood estimates (MLEs) for the unknown parameters. The large sample covariance matrix ofθ can be calculated as the inverse of the observed information ma-
. The asymptotic variance of Q IPAS can be calculated using the delta method as
Its estimateV (Q IPAS ) can be obtained by replacing θ with the MLEθ. Under the missing completely at random (MCAR) assumption, for which the probability of missingness does not depend on observed or unobserved data measures, Little and Rubin (2002) noted that V (Q IPAS ) can be approximated by
where ρ 0 and ρ 1 denote the correlation between S and T in the Z = 0, 1 group, respectively; σ If T is fully observed, without any distributional assumption, the estimated treatment effect would beQ ALL =
When T is partially observed, the treatment effect estimated solely based on the observed T isQ CC =
When S is an APAS, the treatment effect on T is Q APAS = β 2 + β 1 α 1 . Under the MAR assumption, the asymptotic variance ofQ APAS can be calculated in the same way as that ofQ IPAS , but noting that I * APAS is a 5 × 5 information matrix. Under the MCAR assumption, the large sample variance V (Q APAS ) can also be approximated by
where
When the percent of missingness and σ tt are fixed, ρ 2 is the single most important factor that determines the extent of efficiency gain from S.
When S is a perfect surrogate, the marginal treatment effect on T is Q PES = β 1 α 1 . Under the MAR assumption, the calculation of the asymptotic variance V (Q PES ) follows closely those for V (Q IPAS ) and V (Q APAS ) with I * PES being a 4 × 4 information matrix. Under the MCAR assumption, as shown in the Web Appendix, the asymptotic variance can be approximated by
Under the PES assumption, the factors that impact the efficiency gain include not only the correlation and the factors associated with the correlation, but also α 1 .
Information Recovery and Surrogacy Assumptions
We conduct numerical studies based on the asymptotic variances to examine the impact of different factors and different surrogacy assumptions on the efficiency gain from S. We assume that n 0 = n 1 = 500 and the missingness mechanism is MCAR. The true model is PES, APAS, or IPAS. We choose different combinations of θ, p, σ (3), and V (Q PES ) in (4). We compute the relative efficiency (RE) defined by the ratios of the variance of V (Q ALL ) to other variance estimates.
Numerical studies show that generally there is some improvement in the precision ofQ by incorporating S (see Web Appendix). We plot the RE against ρ 2 and α 1 in Figure IPAS or APAS, the higher the correlation between S and T, the higher the extent of efficiency gain from S. When we fit PES, the amount of information recovery from S depends on the correlation and α 1 . When everything else holds constant, the smaller the value of α 1 , the higher the amount of information recovery from S. When the correlation increases, the extent of efficiency gain also increases, and reaches a maximum RE (larger than 1) compared with ALL when ρ 2 is approximately 0.8 in this setting of true parameter values.
The extent of efficiency gain also highly depends on which model we fit. When ρ 2 and α 1 hold constant, fitting either an IPAS or APAS model can result in a similarly modest amount of information recovery except when the correlation is unusually high. For large sample sizes, even though IPAS has one additional parameter compared to APAS, they have similar efficiencies. When the sample size is smaller (e.g., n 1 = n 2 = 60 in Figure 2 ), APAS gives more efficient estimates than IPAS. By fitting the PES model, however, we can uniformly improve the efficiency gain to a much greater extent. On the other hand, if we make an incorrect PES assumption, the estimates of the marginal treatment effect can be substantially biased (Figure 2 and Web Tables 3-8) . Thus, the surrogacy assumption plays a central role in both the bias and the extent of efficiency gain. In the next section, we propose a shrinkage approach, a generalized ridge regression method (denoted by Ridge), that avoids the need to make the surrogacy assumptions, sacrifices some bias to gain efficiency in a data adaptive way, and gives better mean squared error properties.
Generalized Ridge Regression
We first consider the situation when β 3 = 0. As explained in the Introduction, a biomarker is rarely a perfect surrogate in practice, but it is more common for S to be a strong partial surrogate and capture a large portion of the treatment effect on T. In these settings, a reasonable assumption is that β 2 is close to but not exactly 0. We impose a prior distribution on β 2 such that
is used to capture the uncertainty about the departure from the perfect surrogacy assumption. By assuming this prior distribution, the generalized ridge regression model induces a shrinkage effect onβ 2 , which will data-adaptively shrinkβ 2 toward 0 with the amount of shrinkage determined by how much S is close to being a perfect surrogate. Note that the frequentist counterpart of the ridge regression is an L2 penalized regression. Here, we describe two estimates, the first is a full Bayes version, where we treat σ 2 b 2 as a hyperparameter with its own prior distribution; the second is an empirical Bayes version, where σ 2 b 2 is estimated directly from the data.
Full Bayes Estimator
When S is APAS, the joint distribution f (T i , S i |Z i ) is expressed by two models in (1) with β 3 = 0. We assume
). We specify a proper but diffuse prior of N(0, a = 100
2 ) for (β 0 , β 1 , α 0 , α 1 ) and Gamma(c, d) for (σ 
Empirical Bayes Estimator
The advantage of the full Bayes estimation is that it accounts for all the uncertainty associated with estimating every parameter. However, it is computationally intensive, particularly for large sample sizes, so we consider an alternative empirical Bayes estimator that is faster to compute.
We first consider the situation when β 3 = 0. The model T |S, Z is given by
We specify the prior for β 2 as N (0, σ
and σ 2 t | s are known and noninformative prior distributions are assumed for β 0 and β 1 . The posterior distribution of β follows a normal distribution with mean and variance:
In practice, σ
and σ 2 t | s are unknown and are estimated directly from the data. Given β 2 ,β 2 ∼ N (β 2 , σ 2 β 2 ), we obtain the joint distribution of (β 2 , β 2 ) by multiplying the densities ofβ 2 | β 2 and β 2 together, yielding the marginal density ofβ 2 as N (0, σ
). The quantity σ 2 β 2 can be estimated from the maximum likelihood fit to
, and an estimate of σ 
We obtain the variance ofα by replacing σ 2 ss in V(α) with its estimate.
Let
. The treatment effect estimateQ Ridge−EB follows a normal distribution with mean and variance estimated by:
where the parameter estimate of β is the empirical Bayes estimate. For both full Bayes and empirical Bayes versions of the generalized ridge regression, we can easily extend the method to the situation when β 3 = 0 by assuming an additional prior distribution of N (0, σ 2 b 3 ) for β 3 and following analogous procedure to those described above.
Simulation Studies

The Setup
We conduct extensive simulations to examine the proposed methods and compare them with competing methods. We generate 400 data sets using the models in (1) with the following true parameter values: β 0 = 0.5, β 1 = 1, α 0 = 1, α 1 = 2, σ 2 ss = 0.5, and σ 2 t | s = 1. We first set β 3 = 0. We vary β 2 to reflect different degrees of departure from the perfect surrogacy assumption. Each data set contains the observations from either 60, 120, or 480 subjects per treatment group. We observe all of S, but only 20% of T (p = 0.8). The missing data mechanism is MCAR. For each method and each data set, we obtain the point estimate of Q and the corresponding estimated standard error (SE), and an indicator variable for the coverage for whether or not the 95% CI contains the true value. We measure each method's performance by the average empirical bias (Bias), the average SE, the empirical standard deviation (ESD), the empirical mean squared error (MSE = ESD 2 + Bias 2 ) and the coverage rate (CR). For the Ridge-FB method, the SE is given by the standard deviation of the posterior distribution.
Many additional simulations are also performed. We vary the values of α 1 , β 1 , and σ 2 t | s , and we also conduct all the simulations under β 3 = 0. We examine the properties of these methods when there is no missingness. Even though MCAR is often the primary missing mechanism in clinical trials, we repeat the simulations under the more general MAR assumption for missingness by allowing the probability of missingness to depend on S and Z, specifically, logit(p) = γ 0 + γ 1 Z + γ 2 S with γ 0 = 0.5, γ 1 = 0.2, and γ 2 = 0.18. In addition, to examine how the methods perform under different degrees of correlations, we repeat the simulations listed above with β 3 = 0 under various σ 2 ss ranging from 0.1, 0.5, 1, to 5 that correspond to ρ 2 = 0.1, 0.33, 0.5, 0.83, respectively. Figure 2 large amount of efficiency gain in smaller samples (n 1 = n 2 = 60) than that in larger samples (n 1 = n 2 = 480). Note that as β 2 deviates further from 0, the shape of MSE line for Ridge-EB generally increases before decreasing, a property that is largely driven by the bias.
Simulation Results
We then compare Ridge-EB, Ridge-FB with alternative methods, including a two-stage model selection method (MdlSel) and an IPW method (Horvitz and Thompson, 1952) . These are all methods that might be used in practice. The MdlSel method first tests that model among APAS, IPAS, and PES is not contradicted by the data. Specifically, we used the backward elimination approach (selection criterion: p-value <0.05) to select the model. The selected model is then used as the correct model to obtain the estimate of Q (Q MdlSel ) and its varianceV (Q MdlSel ). The IPW method is mostly used to reduce bias but can also be applied to utilize the information from auxiliary variables when T is partially observed. Let Δ i be the indicator for whether T i is observed or not (1 for being observed and 0 otherwise). Denote π i = Pr(Δ i = 1). We obtain the estimated π i (π i ) by fitting the saturated model: logit{Pr(Δ i = 1)} = δ 0 + δ 1 S i + δ 2 Z i + δ 3 S i Z i . The treatment effect can be estimated by:
The comparisons of the MSE and CR properties of Q Ridge−EB ,Q Ridge−FB ,Q MdlSel ,Q IPW , andQ CC are illustrated in Figure 3 . On average, CC gives the highest MSEs. Both Ridge-FB and Ridge-EB are data adaptive. When the sample size is large, Ridge-FB and Ridge-EB have very similar performances. However, there are subtle differences, particularly in small samples where Ridge-EB gives belownominal-level CRs and Ridge-FB offers uniformly higher and closer-to-nominal CRs than any other method. Unlike its competitors, Ridge-FB accounts for all the uncertainty associated with estimating the variance parameters. Generally, there is more shrinkage toward 0 using Ridge-FB than using Ridge-EB and the MSEs from Ridge-FB are often smaller than Ridge-EB when β 2 is 0 or close to 0; however, Ridge-EB is more robust and less biased when there is a large departure in β 2 from 0 and often leads to smaller MSEs than Ridge-FB in these situations. MdlSel is also data adaptive, but, unlike Ridge, its performance depends on the available power to choose the correct model. When the power is small (e.g., when β 2 and β 3 are moderate in size, or when the sample size is small), Ridge can achieve smaller MSEs than MdlSel. On the other hand, when the power is sufficient (e.g., when the size is 120 or 480 per group and when β 2 and β 3 are either ≈ 0 or very large), MdlSel and Ridge have similar performances. In general, MdlSel underestimates the variance, more so in smaller samples which results in lower-than-nominal-level CRs. The IPW method does not have the data-adaptive property and cannot take advantage of the various plausible surrogacy assumptions. Regardless of the magnitude of β 2 , the amount of efficiency gain from utilizing S to estimate Q IPW stays the same. When β 2 is close to 0, Ridge has a clear advantage over IPW and gives considerably smaller MSEs particularly for small sample sizes. The biases of these estimates can be found in Web Tables 5 and 6 . The Ridge methods often result in estimates with larger biases than CC; they also give larger biases than IPW except for in very small samples. For MdlSel, the extent of bias relative to Ridge also depends on the available power to choose the correct model.
Additional simulation results can be found in the Web Appendix. With different values of α 1 , β 1 , and σ 2 t | s , the findings are similar as above. When β 3 = 0, the results show similar patterns for all methods considered. With different correlations, the findings across simulations are also very similar; in addition, we find that the greater the magnitude of the efficiency gain can achieve from PES compared with APAS and IPAS under β 2 = β 3 = 0, the greater the amount of efficiency gain Ridge can retain. When there is no missingness, the findings regarding PES, APAS, IPAS, MdlSel, and Ridge are similar to those given above but IPW is not applicable. When the missingness depends on S and Z under MAR, the estimates from CC and PES are prone to large biases; however, the properties of APAS, IPAS, IPW, MdlSel, and Ridge are similar to those under MCAR. As a reviewer points out, missingness may be explained by covariates other than S and Z and if so, we need to incorporate these other covariates in our models to obtain valid estimates.
Application to a Glaucoma Study
We apply these methods to data from the Collaborative Initial Glaucoma Treatment Study (CIGTS) (Musch et al., 2009) . Glaucoma is a group of diseases that cause vision loss and is a leading cause for blindness. Elevated pressure in the eyes (i.e., intraocular pressure, IOP), is a major risk factor of glaucoma. The Advanced Glaucoma Intervention Study (AGIS) demonstrated that when IOP reduction from baseline is substantial, progression of visual field loss can be prevented (Musch et al., 2009 ). The CIGTS is a randomized trial to compare the effects of two initial treatment strategies, immediate filtration surgery (Z = 1) and medications (Z = 0), on reducing IOP for newly diagnosed open-angle glaucoma patients. Patients were enrolled between 1993 and 1997. The IOP level (in mmHg) has been measured at different time points following randomization. We define the IOP measurements at the 102nd month as T and IOP at the 12th month as S. Due to dropout, there are many fewer patients at the later periods than at the earlier periods. A total of 160 patients have IOP measured at both months 12 and 102, and 413 patients have IOP measured only at month 12. We fit a logistic regression for the probability of missingness that is found not to be significantly associated with either S or Z. The correlation between S and T is 0.456. Summary statistics are presented in Table 1 . While the model selection method supports the PES assumption, there is considerable uncertainty about the validity of that assumption because the number of complete cases is relatively small and power is limited. However, the preliminary analysis implies that S can capture most of the treatment effect on T. Table 2 shows the estimates of the treatment difference, their 95% CIs and p-values. The Ridge method assumes β 3 = 0. For Ridge-FB, we choose c = 0.001 and d = 1000 in the prior distributions. Although the treatment difference between two groups is statistically significant simply based on CC without using S, we can investigate the properties of different methods based on the CIs and p-values. Fitting either the IPAS or APAS model or applying the IPW method results in CIs with width slightly narrower than that from the CC method, suggesting limited efficiency gain from utilizing S. Fitting the PES model leads to substantial efficiency gain; however, the estimate is quite different from others, perhaps suggesting bias from failure of the PES assumption. Results from fitting Ridge-FB and Ridge-EB are comparable, giving estimates between those of IPAS and PES, with lower variances than IPAS. The results illustrate the data-adaptive and bias-variance trade-off feature of the Ridge methods.
Discussion
In this article, we propose the use of generalized ridge regression to incorporate the information from S to estimate the treatment effect on T when the underlying relationship between the biomarker and the true endpoint is not fully known. Without the need to make surrogacy assumptions, ridge regression can directly take advantage of the structural relationship between S and T, and increase the information recovery from S and, hence increase precision. When S captures much of the treatment effect, the generalized ridge regression method can retain most of the considerable efficiency gain achieved under the perfect surrogacy assumption. When S only captures a modest amount of the treatment effect, our method can achieve efficiency comparable to that under partial surrogacy assumptions, while limiting the bias resulting from an incorrect perfect surrogacy assumption. Our method achieves better mean squared error properties by data-adaptively making the bias and variance trade-off, particularly in a common setting when S captures most but not all of the treatment effect and the sample size is relatively small. Note that although generalized ridge regression provides a biased estimator of the treatment effect in finite samples, the estimator is consistent and the bias goes to zero when the sample sizes are infinitely large.
The ridge regression methods outperform the model selection procedure in terms of MSE, bias, and CR in situations where the power to detect the correct assumption is relatively small and the uncertainty of a model selection procedure is very large. Unlike the model selection method, the ridge regression method does not remove any variable, so it cannot achieve full efficiency when the true parameter β 2 is exactly equal to 0. However, this may not be a serious limitation as previous empirical studies have shown that it is unlikely for S to be a perfect surrogate (Fleming and DeMets, 1996) .
Utilizing S in predicting a treatment effect when T is partially observed is essentially a missing data problem. Compared with the generalized ridge regression, the IPW method is robust; however, it requires us to model the probability of missingness, and it neither has the variance-bias trade-off feature of the ridge regression nor directly takes advantage of the nature of the relationship between S and T. Hence, when S is close to being perfect surrogate, our ridge method can give smaller MSEs and achieve more efficiency gain than IPW. A comparison with the alternative IPW methods (Scharfstein, Rotnitzky, and Robins, 1999 ) is also worthy of investigation.
Many extensions of the generalized ridge regression method can be made in the biomarker context. When multiple biomarkers are considered, there could be even stronger motivation for the use of a ridge regression method, since a greater percentage of the treatment effect may be captured by the biomarkers. The idea can also be extended to the cases when S and T are different data types, such as time-to-event data. In summary, generalized ridge regression is an area worthy of further study and implementation in the biomarker context.
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