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Abstract
The purpose of the visualization process is to extract insight from
information via visual representations. However, the visualization
process itself is information and can be in turn visualized. This
work describes a method for visualizing the visualization process
using a new focus+context radial graph algorithm. Four different
metrics for extracting information from the visualization are ex-
amined. Using an example from a network visualization system,
the effectiveness of the visualization and metrics are demonstrated.
Using the methods discussed here, a better understanding of a par-
ticular visualization process—and its corresponding results—is fa-
cilitated.
Keywords: information visualization, focus+context, visualization
process, visualization models, graph drawing
1 Introduction
During the visualization process, a user iteratively explores a very
large space of visualization parameters in order to discover visual-
ization results of interest. The search of this space can be costly—
especially for very large data sets. By presenting the visualization
process to the user, unnecessary re-explorations can be avoided.
Such a presentation also assists the user understand and thus nav-
igate the visualization space. Visualization process information is
also useful for system designers: Representations of the process can
highlight inefficiencies of the system or suggest common patterns
of exploration. Methods for visualizing the visualization process is
thus beneficial both in data exploration and system design.
This paper describes a new method for extracting visual repre-
sentations of the visualization process. These visualization process
graphs are visualized using a deformable radial graph layout to pro-
vide a focus+context view of the process. Different metrics utiliz-
ing a parameter-based model of the visualization process are used
to build the process graphs. Together, the methods presented here
allow effective exploration of different properties of the visualiza-
tion exploration process.
2 Related Work
2.1 Focus+Context Graph Visualization
Graph visualization has been extensively studied in information vi-
sualization (see [6] for a survey). Of interest to this work are ap-
proaches which display both focus and context for graphs. There
have been three main approaches in this area. The first approach
distorts the graph after it has been laid out—“fish-eye” techniques
fall into this category [2, 5, 10, 22, 23]. The second method maps
the graph onto a higher dimensional surface and then re-projects
onto two dimensions [2, 11, 12, 24]. The final approach uses non-
Euclidean geometry (such as hyperbolic geometry) during layout to
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“open up” the space [13, 14, 19, 20, 21]. More rare are methods that
use Euclidean geometry but have distortion effects in the layout of
the graph [18].
Each of the above approaches has their advantages and disadvan-
tages. Fish-eye techniques are a post-process, and thus can be easily
added to existing systems; unfortunately, rendering a full fish-eye
distortion of the nodes and edges can be costly. The higher di-
mensional and non-Euclidean projection approaches are effective
at the cost of implementation complexity. Distorted, Euclidean lay-
out techniques, however, can potentially offer focus+context effects
with less computational cost than fish-eye and lower implementa-
tion complexity than non-Euclidean techniques. For this reason, the
work presented here explores a new radial layout technique with
distortion.
2.2 Radial Graph Visualization
Radial graph layouts were introduced by [4]; [3] also details radial
graph layouts. Graphs using a radial layout have two features: the
focus node is at the center of the layout and nodes connected to the
focus node radiate outward on uniformly distant rings. This dis-
tance of a node from the root of the spanning tree induced by the
focus node in the process graph determines the ring to which that
node belongs. Construction of the layout proceeds from the cen-
ter node in a breadth-first manner. In the traditional algorithm, each
node is assigned a sector of its ring depending on the node’s angular
size and the size of all of its children. Children with larger subtrees
are given more area than children with smaller subtree’s. Though
the original layout algorithm ensures the placement of children is
concave, more recent applications for graph visualization (includ-
ing this one) relax this constraint [7, 26]. Variable size nodes and
animation in dynamically changing radial graphs has also been dis-
cussed [27].
The layout algorithm described here extends previous work by
including a deformation of the rings. Unlike previous approaches,
the spacing between the rings is no longer uniform. Like [27], graph
nodes can have varying size. In this case, both radial spacing and
node size decreases as the distance from the focus node increases.
Using this technique, the focus element is highlighted while the
rest of the graph remains in context. For our purposes, the focus is
a specific visualization result while the context are the results in the
process related to the focus.
2.3 Visualization Exploration Interfaces
There are few visualization interfaces tailored specifically to dis-
play the visualization process. Three interfaces of interest are
the Design Galleries system [17], image graphs [16], and the
spreadsheet-like exploration interface of [8]. All these interfaces
consider data exploration a process of exploring a multidimensional
space of visualization parameters. Design Galleries use a pre-
processing step to generate a 3D representation of the design space.
The user then navigates this space to find their desired image. New
results are added to the representation as they are generated.
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Like the Design Galleries system, the image graph system fol-
lows a similar structured approach to exploration. An image
graph is a graph representation of the visualization process that
distinctly displays the relationship between generated images via
glyph edges. The graph is used to explore the space of visualization
parameters. Operations upon the edges and nodes in the graph can
be used to generate further results, propagating such changes down
the graph. The resulting graph is similar to the graphs produced
by the p-set derivation metric discussed later. Unlike the result pre-
sented here, the image graph cannot display any of the other metrics
of section 4.1.
To overcome screen real-estate issues when using the image
graph, the visualization exploration spreadsheet of [8] was devel-
oped. This interface addresses visualization exploration by pro-
viding a movable, scalable window into the visualization param-
eter space. By manipulating the visualization parameters, the user
changes the position and size of this “window” into visualization
space. This manipulation occurs by changing the the default values
for non-displayed parameters or by changing which parameters are
displayed along the rows and columns. By using this interface, the
data exploration process becomes the process of manipulating the
spreadsheet window through visualization space.
All of these interfaces support different levels of context for un-
derstanding the visualization process. The Design Galleries dis-
plays all the results at-a-glance. While this is useful for providing
context, the display does not allow one to focus very well on a spe-
cific result or determine relationships between images. The image
graph, while allowing one to see relationships between some re-
sults, does not display the entire process at once; one must pan the
graph in order to get the entire context. The exploration spreadsheet
mitigates some of these issues by displaying more results than the
image graph with better focus than the Design Galleries system.
None of these systems simultaneously provide a focus and context
display of the visualization process and the relationship between
results in the process. This work addresses these issues.
3 The Visualization Process Model
The visualization process for both information and scientific visual-
ization is an iterative sequence of user applied transformations from
data to view [1, 25]. The fundamental operation that occurs during
the visualization process is the formation of parameter value sets
to derive visualization results. These parameter value sets, or p-
sets, posses a parameter value for each parameter in a visualization
transform. When applied to a visualization transform, a p-set cor-
responds to a rendered result. In [9], a model of the visualization
process based upon a parameter derivation calculus is developed.
The calculus describes how p-sets—and thus the results rendered
from them—are derived from previous p-sets. New p-sets are cre-
ated by user interaction with the visualization system in one of three
ways:
I. p2(i)| p0 7→ p1: parameter value p0(i) ∈ p0 is replaced by
p2(i) ∈ p2 in order to derive p-set p1.
II. [p0(i), p1(i)]| p0 7→ p1: a continuous range of parameters
values is generated between discrete parameter values p0(i)
and p1(i) and applied to p-set p0. p1 represents the p-set at
the end of the continuous interaction.
III. p0(i) → p1(i)| p0 7→ p1: parameter value p1(i) was calcu-
lated from p0(i) by some function and then applied to p0 to
generate p1.
where the pj = {pj(1), . . . , pj(n)} are p-sets, and each pj(i) ∈ Pi
is a different parameter value for the same parameter type Pi. All
〈p0, r0, t0, ∅〉
〈p1, r1, t1, p1(2)| p0 7→ p1〉
〈p2, r2, t2, p1(1) → {p2(1), p3(1)}| p1 7→ 〈p2, p3〉〉
〈p3, r3, t2, p1(1) → {p2(1), p3(1)}| p1 7→ 〈p2, p3〉〉
〈p4, r4, t3, p4(2)| p0 7→ p4〉
Figure 1: A series of visualization session results. A session result
is a tuple of a p-set (the pi), the visualization result corresponding to
that p-set (ri), a timestamp (ti), and information detailing how the
result was derived. In this example, the second session result was
derived from the first in the second timestep before the third and
fourth results were both derived in the third timestep. Afterwards,
the fifth result was derived from the first.
Figure 2: Visualization process graphs for Figure 1. The history
metric was used for the left image, the p-set derivation metric for
the middle image, and the parameter difference metric for the right
image. The si are session results while the pi are p-sets. The graphs
provide an “at-a-glance” overview of different aspects of the visu-
alization process.
derivations are expressed as parameter-list | input-tuple 7→ output-
tuple. Such constructions are parameter derivation calculus in-
stances. The parameter list contains input and output parameter
values. Input parameter values are used only to derive output pa-
rameter values. Output parameter values are applied to the elements
in the input p-set tuple to generate the output p-set tuple. In the
templates, p0(i) is an input parameter value while p1(i) and p2(i)
are output parameter values. It is possible to have multiple input
parameter values, output parameter values, p-sets in a input tuple,
or p-sets in an output tuple. For example, Figure 1 demonstrates
a function derivation with two output parameter values (in braces)
and two elements in the output tuple (in angle brackets).
The parameter derivation calculus is the basis for recording the
visualization exploration session. Formally, a visualization session
consists of a set of visualization session results. A visualization
session result is a tuple containing a p-set, the visualization result
derived from the p-set, a timestamp to place the result in tempo-
ral context, and a parameter derivation calculus instance detailing
how the result was derived. Example session results are given in
Figure 1. Each session result represents the generation of a single
visualization result. As the example illustrates, it is possible for pa-
rameter calculus instances to be the same for two or more session
results (the third and fourth lines in the example). This disparity
is due to the fact that calculus instances correspond to user actions
while session results correspond to rendered results. The same user
action can create more than one rendered result, all sharing the same
timestamp. Though it is possible for a user to re-visit the same visu-
alization result by generating the same p-set more than once, each
is a unique session result identified by a distinct timestamp.
The information stored within the visualization process is fairly
complex. To gain an understanding of visualization sessions—and
perhaps a better understanding of the data originally visualized—
this information needs to be visualized.
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4 Visualizing the Visualization Process
Given visualization sessions represented using the process model,
it is possible to distill different graphical representations of that
process. Both [15] and [9] describe different graphs of the visu-
alization process. To the best of our knowledge, neither of these
representations have been visualized directly—they have been used
for presentation only. Visualizing this information allows one to in-
teractively explore the process information to gain a better “mental
map” of the process. For visualization sessions past a trivial size,
visualization of the session is much more feasible than direct anal-
ysis.
4.1 Visualization Process Metrics
Before the visualization process can be presented visually, the re-
lationships within the process must be extracted. The relationships
are represented by (possibly directed) graphs—an edge exists be-
tween two session results si and sj if they satisfy some relation.
Different types of relations emphasizes different characteristics of
the process. Currently four different visualization process metrics
are implemented; these metrics determine whether two edges are
connected (and the direction of the connection in a directed graph):
• History Metric This metric only uses the timestamps of the
visualization session results in order to determine result dif-
ferences. The signed distance between any two results is the
difference of their timestamps. For results generated during
the same timestamp (due to a operator application in an image
graph, for example), an implicit distance of one is assigned
in order to keep different results distinct. Process graphs vi-
sualized with this metric are directed, with edges indicating
time—results generated during the same timestep are con-
nected in both directions.
• Session Result Derivation Metric This metric utilizes the pa-
rameter calculus instance information associated with a ses-
sion result to determine distances between results. There is a
connection between two session results si and sj if a parame-
ter from si was used by sj in its input or output parameter list
or si’s p-set is a member of sj’s input tuple. In addition, si
must be the last session result with the p-set pi recorded be-
fore sj . Due to this restriction, session results with the same
p-set but different timestamps correspond to distinct nodes in
the directed graph constructed with this metric. There is also
a restriction such that session results generated with the same
derivation (such as the third and fourth results in Figure 1) are
not considered derived from each other.
• P-set Derivation Metric The p-set derivation metric is simi-
lar to the session result derivation metric, but it does not care
about timestamps during derivation. As a consequence, re-
sults with the same p-set will be mapped to the same vertex.
The distance between any two session results is the fewest
number of derivations between any session result with the
same p-set. The process graph generated with this metric is
thus potentially more compact than the previous graph.
• P-set Difference Metric The final metric discussed only con-
siders differences in session result p-sets. The distance be-
tween any two session results is the number of differences
between parameter values in their respective p-sets. For ex-
ample, in volume visualization, two session results with iden-
tical p-sets except for their color and opacities maps would
have a distance of two. Unlike the previous metrics, the pro-
cess graph induced by this metric is undirected. In addition,
the nodes in this graph are p-sets, not session results.
Figure 3: A p-set difference visualization process graph for a Inter-
net router anomaly detection system.
Each metric highlights different aspects of the visualization pro-
cess (See Figure 2). Though parameter derivation information is
not present in the graphs using the history metric, it gives a clear
sense of the flow of time during the visualization process. Both the
session result and p-set derivation metrics are needed to get a sense
of relationships during the visualization process. The session re-
sult derivation metric combines the sense of time the history metric
provides with a notion of p-set relationship. The p-set derivation
metric can collapse some of the process structure, indicating where
users returned to previous result (through cycles). Thus, the p-set
metric finds where re-visiting occurred while the session result met-
ric displays the temporal order of the re-visiting. Finally, the p-set
difference metric gives a sense for the depth of exploration during
the process. Shallow spanning trees of graphs using this metric
signify a visualization process that did not deeply search the space
of parameter values while deep spanning trees could suggest lack
of focus. More examples of using visualization process graphs to
understand the visualization process are given in section 5.
4.2 Layout and Interaction
After the visualization process graph has been constructed, it is vi-
sualized in three steps. First, a focus is chosen. This focus will be-
come the root of a spanning tree in the visualization process graph.
Next, this tree is positioned using the distorting radial layout tech-
nique we have developed. Finally, a user specified rotation occurs
and the graph is rendered. When rendering, children of the span-
ning tree have their edges thickened. As demonstrated by Figure 3,
when the process graph is visualized, the visualization results are
also displayed in order to orient the user.
The radial layout deforms the ring radii and node sizes depend-
ing on two factors: the depth of the spanning tree from the node
and a user controlled focus strength. Initially, the focus strength
allocates a quarter of the display radius (half the size of the dis-
play area) to the focus node; this becomes the radius of a circle
in which the focus node’s result will be inscribed. The remaining
length along the display radius is split among the spanning tree lev-
els geometrically:
ni = (1− f)rd/2i
where i is the ring level (level in the spanning tree), rd is the dis-
play radius, f is the focus strength (between 0 and 1 ), and ni is
3
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Figure 4: Example of deforming the radial layout. As the focus element is de-emphasized, the ring radii and node sizes increase.
the radius of the circle that all graph elements for that level will be
inscribed (the node radius for that level). For simplicity, node sizes
smaller than a given threshold are clamped to that threshold. After
the node sizes are calculated, the radius of each ring is determined.
The radius of the first ring is the sum of the focus node’s size and the
node size for the first level. Subsequent ring radii are the previous
ring’s radius plus the node sizes for the current and previous levels.
When the focus or focus strength changes, the layout is recalcu-
lated. The effect of changing the focus strength is demonstrated by
Figure 4. As the focus strength increases, the rest of the graph (the
context) is pushed to the periphery of the layout. Decreasing the
focus strength allows more detail to be given to the ring levels as
the node size increases.
Besides controlling the focus strength, the user can also change
the orientation of the process graph by rotating the rings around
the focus. Also, to facilitate exploration of the process graph, the
user is able to change focus by selecting a node. Finally, since
the visualization result does not by itself signify the visualization
parameters that generated the result, the user can also bring up a
dialog that displays a result’s parameter values. Combined, these
facilities enable effective exploration of the process graph.
5 Examples
To demonstrate the visual analysis of the a visualization process
encapsulated by our model, visualization sessions using a tool to
visualize Internet routing anomalies were recorded. The tool dis-
plays different types of changes to ownership of autonomous sys-
tems (ASes)—groups of hosts on the Internet. The different types
of changes correspond to different colored lines or cubes depending
on the visualization used. The tool allows a user to browse through
dates with different types of AS changes highlighted. Anomalies
are found by visually searching the dates for unusual patterns. In
this example, a visualization session examining a routing anomaly
on August 14, 2000 was used.
Initially, a history metric process graph was used in order to fol-
low the sequence of exploration (Figure 5a). The black squares
correspond to results for the default parameter values for the differ-
ent visualization transforms—in this case, these results were never
explored so no result was stored for them. All three of these de-
fault results (for the three different transforms used by the visual-
ization tool: planar, 3D, and fish-eye) were created during the same
timestep; this explains the edges between them. The user then fol-
lowed the directed graph edges until they reached the first result
corresponding to the target date of August 14 (Figure 5b). Com-
paring the focus element to some subsequent elements in the graph,
it became apparent that some of the results were similar to the fo-
cus result (for example, the second child of the focus towards the
upper right of 5b). By changing to a view using the p-set deriva-
tion metric (Figure 5c), the reason for this similarity becomes clear.
The in- and out-going directed edges from the focus result indicate
that the focused result was visited several times during the visual-
ization session. This suggests the user may have been unfamiliar
with the mapping of color to AS change, and thus had to “explore
the possibilities” in order to determine which change type caused
the anomaly. A parameter difference metric graph was then used
to distinguish the different anomalies that occurred from each other
(Figure 5d-e). Finally, a specialized parameter difference metric—
one that only measures differences in displayed ASes–was used on
one of the anomalies (Figure 5f). All nine of the the focus’ neigh-
bors in Figure 5e are present in Figure 5f, thus identifying all those
results as displayed AS changes. Similar specialized metrics can be
used on other graphs to extract parameter-value specific informa-
tion.
6 Conclusions
A technique for visualizing the visualization process has been pre-
sented using a novel focus+context radial graph algorithm. Our
method allows a user to examine the details of a visualization re-
sult while keeping the context of the visualization process visible.
Four different metrics examining different parts of the visualization
process were presented, and an in-depth example demonstrated the
uses of this kind of visualization.
There are several potential applications for the work presented
here. Visualizations of the visualization process give insight into
the process that can be used in different ways. For example, the
analysis of the example suggests that a more intuitive mapping
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(a) Session initialization (b) Anomaly detected
(c) Results re-visited (d) Results related to first anomaly
(e) Results related to second anomaly (f) AS changes from (e)
Figure 5: A series of visualization process graphs for a session using a Internet router anomaly detection tool. Each highlights a different
portion of the exploration process.
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of AS change type to color, a more effective parameter manipu-
lation control, or better user training could be needed to remove the
re-rendering cycle discovered. In addition, collaborators can use
such visual representations of the visualization process to familiar-
ize themselves with previous explorations. This exploration could
in turn suggest further avenues of pursuit with the data under study.
The deformable radial layout discussed here could also be applied
to other graph visualization applications where focus+context is de-
sired.
6.1 Future Work
Several enhancements to this work could be implemented. Primary
among these is better visualization parameter display. Though a
separate display of parameters is currently available, an in-place,
iconic display of parameters is preferable. Such a display would
assist in providing context for the results.
Different aspects of the layout algorithm could also be further
investigated. One consequence of the technique for dense graphs is
that results can become occluded. A dynamic layout to un-occlude
selected results would help solve this problem. In addition, a lay-
out algorithm that allows multiple foci is desirable. For example,
selected rings in the layout could be expanded to fill more space
while the other rings (and their contents) are shrunk—this would
also help mitigate the occlusion issue. One potential solution is
to combine some of the space distortion techniques cited with our
layout algorithm to address these issues.
One of the eventual goals of this project is to extend this work
into a full visualization exploration system. In addition to visual-
izing current and previous results, this future system would allow
new results to be rendered and added to the display. We also wish to
implement parameter operators that propagate through the graph in
a manner similar to that of the image graph. Such a system would
be a powerful tool for visual exploration.
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