The direct construction of Lypunov functions is achieved using a new set construction method by which system trajectories are warped to form level sets for the functions. Applications to linear and nonlinear second order systems are demonstrated, including the stability analysis of a nonlinear guidance law for UAVs. Analysis of nonlinear systems with bounded inputs is also achieved by producing a level set that bounds the system state once a system trajectory enters the set. Thus the evaluation of bounded input-bounded output (BIBO) stability for nonlinear systems is realized. Finally, the method is generalized to higher order systems and three dimensional invariant sets are constructed for a third order nonlinear UAV guidance system. 2 I. Introduction Determining the stability of nonlinear systems is often a significant issue in the design of aerospace systems, especially when operating near performance limits. This is commonly the case for guidance and control systems that must stabilize vehicles at the extremes of their performance envelopes. Typically, in these regimes, nonlinear phenomena are significant and traditional methods, based on linearization techniques, have limited utility.
I. Introduction
Determining the stability of nonlinear systems is often a significant issue in the design of aerospace systems, especially when operating near performance limits. This is commonly the case for guidance and control systems that must stabilize vehicles at the extremes of their performance envelopes. Typically, in these regimes, nonlinear phenomena are significant and traditional methods, based on linearization techniques, have limited utility.
The Lyapunov function methodology, for determining the stability of nonlinear systems, provides a rigorous approach to this problem. However, the method requires construction of a positive scalar function that always decreases along every system trajectory in the state space. Experience has shown that, except for linear systems, the construction of such a function is often difficult and the method is commonly abandoned in practice because the theory provides little in the way of tools or methods for constructing the function.
This paper presents a direct, systematic, approach to the construction of Lyapunov functions. The approach is graphical in nature and is reminiscent of the Root Locus and Bode Plot methods used for linear systems analyses. The method can determine the stability of a nonlinear system and both homogeneous and bounded input situations can be addressed. Results of the construction yield inner bounds on regions of convergence, outer bounds on state responses to bounded inputs, and both inner and outer bounds on limit cycles.
II. Summary of Previous and New Results
The fundamental results of Lyapunov [1] form the basis for the development presented here. The most notable successes of Lyapunov's theory are with applications to linear systems, producing quadratic forms that result from solutions of Lyapunov's equation. Subsequent efforts created numerous approaches to the development of Lyapunov functions for nonlinear systems. The body of work is extensive and Ref. [2] provides an excellent summary of a broad array of contributions. Many researchers have provided methods for the construction of invariant sets for Lyapunov functions using ellipsoids or polytopes [2, 3] .
The method developed in this paper builds on this base of knowledge and provides a new technique for creating level sets, or level surfaces, for Lyapunov functions. System trajectories, created by numerical integration of system state space differential equations, are guides in the process of creating these sets. Trajectories are warped until they close on themselves, thus forming contours that become the level sets for the Lyapunov function. The trajectory warping process assures that system trajectories always pass from outside to inside every contour and once inside a closed contour the trajectory cannot escape. In addition the contours are nested so system trajectories must always pass from larger to smaller closed contours, thereby ensuring system stability. Ultimately, the goal of this approach is to provide a basis for analysis and synthesis tools that will facilitate systematic design of nonlinear control systems.
III. The D set Method
As described earlier, state space system trajectories are useful guides for determining level sets. In what follows the approach to construction of these sets, and the corresponding Lyapunov functions, will be explained and demonstrated by addressing a number of illustrative examples
A. Linear System
The following differential equation represents a stable, second order, linear time invariant (LTI), homogeneous, system
which can be modeled in a two dimensional state space by defining
By setting the time derivatives of the two states to zero it is apparent that there is a single stationary point at the origin. Also if initial conditions for the two states are chosen as
then numerical integration of the differential equations yields the clockwise convergent trajectory shown in Fig. 1 . 
For example if, at each point along the trajectory in Fig.1 , the tangent direction is rotated in the state space by a counterclockwise warping angle of ! " = +20 o then the truncated trajectory shown in Fig. 2 is obtained. Alternatively, the trajectory in Fig. 2 can be interpreted as the solution of the differential equations for By appropriate choice of the warping angle the trajectory can be caused to close on itself after one cycle, as shown in Fig. 3 . In this instance the appropriate warping angle was determined by a trial and error process, to an accuracy of
Henceforth a warped trajectory that is closed on itself will be called a D set.
In identical fashion larger and smaller D sets can be generated. For example Fig.  4 illustrates four D sets. In this case system linearity ensures that all D sets will be geometrically similar and have the same warping angle of
o . Also shown in Fig. 4 is a single unwarped system state trajectory that initiates at the point ! x 1 (0) = 1.0, x 2 (0) = 1.25 and converges to the origin. Note that, as a result of the D set construction, all state trajectories must be incident to each D set at the negative of the warping angle. The system Lyapunov function can now be defined as follows: At each point in a D set the value of the Lyapunov function is equal to the once around Euclidian length of that D set. In effect the Lyapunov function, at each point in the space, is defined by the construction procedure described above. Each D set is a level set, or contour, because the Lyapunov function is constant on that D set. Furthermore, the construction procedure can be initiated from any point in the state space so the Lyapunov function is defined everywhere in the state space. At any point where a system trajectory intersects a D set the trajectory approaches the set at an incidence angle of
o . Thus at every point in the space a trajectory must pass from outside to inside a D set. Once inside the system state cannot escape because there is no point on the D set where an exit is possible.
As illustrated in Fig. 4 the D sets are nested so the system state must always proceed from larger to smaller D sets. Hence the Lyapunov function must decrease along every system trajectory and thus asymptotic stability is assured. Furthermore, since the Lyapunov function is defined in terms of D sets it is not necessary to actually determine the function itself to assure stability. Rather, all that is required is the ability to construct nested D sets.
Remark:
In general a system may satisfy a nonlinear differential equation of the form ! ˙ x (t) = f (x(t)) and a warped system trajectory can be defined by the differential equation 
B. Van der Pol's Equation
Limit cycles are possibly the most familiar phenomena exhibited by nonlinear systems. Limit cycle behavior has been studied extensively in solutions of Van A state space model of this system is readily obtained by defining
Setting the two derivatives to zero yields a unique stationary point at the origin and linearizing about that point shows it to be locally unstable. Two system trajectories, with ! " = 0.5, are shown in Fig. 5 . As can be seen in the figure, one solution begins with initial conditions outside of the limit cycle at ! x 1 (0) = 10.0, x 2 (0) = 0and spirals in. The other solution begins inside the limit cycle at ! x 1 (0) = 1.0, x 2 (0) = 0 and spirals out. Both solutions proceed in clockwise fashion and converge to the limit cycle. With only small modifications, the D set construction procedure described earlier can be used to create level sets for Van der Pol's equation. The nonlinear nature of the equation requires both positive and negative warping angles. In fact a zero warping angle creates a D set that is precisely the limit cycle. D sets outside of the limit cycle require ever increasing positive warping angles as the sets increase in size. Similarly, decreasing negative warping angles produce smaller D sets inside the limit cycle. As discussed earlier, every system trajectory will intersect a D set at an incidence angle that is the negative of that D set's warping angle. Thus, at all points outside of the limit cycle, the system trajectories will pass from outside to inside every D set. Also, although they are not shown in the figure, D sets inside the limit cycle have negative warping angles so all system trajectories inside the limit cycle will have positive angles of incidence with D sets and they will always pass from inside to outside each D set. Hence every system trajectory will converge to the limit cycle.
Remark: Typically, within the region of convergence of a nonlinear system, the closure of a D set can be accomplished by simply integrating the warped trajectory for a sufficient period of time until it converges to a repetitive, cyclic trajectory. Also, questions could arise as to what the system behavior might be in regions between D sets. For example local limit cycles may lie between two D sets. Since the existence and uniqueness of D sets is assured, such regions of interest can be explored to any desired level of resolution by constructing additional D sets.
C. Nonlinear Guidance Law (Second Order System)
In the recent past many guidance methods have been designed and tested in unmanned vehicles [4] [5] [6] [7] [8] [9] . Among these is a very simple nonlinear guidance law that has been used very effectively in unmanned air and ground vehicles (UAVs, UGVs). The law will guide a vehicle to closely follow any desired continuous path, so long as the radii of curvature of the path are not too small. Ref. [10] provides both linear and nonlinear analyses of the guidance law and some of that work will be repeated here for completeness. In the following development D sets will be constructed for the nonlinear guidance law to confirm stability. Also, bounds on outputs will be demonstrated for bounded inputs, thus realizing bounded input/bounded output (BIBO) stability for the nonlinear system. Fig.7 depicts a plan view of an aircraft in level flight approaching a desired horizontal path, where V is its velocity with respect to the ground, ! L 1 is a fixed distance to a reference point that moves along the desired path and ! " is the angle from the velocity vector to the direction of the reference point on the desired path. 
Angular velocities for various vectors, as shown in the figure, can now be determined as
The rates of change of the two angles ! " and ! " can be written as
and, upon substitution for the angular velocities, the following nonlinear differential equations for
The aircraft is assumed to have a highly effective lateral flight control system that causes it to respond quickly and accurately to lateral acceleration commands. Thus aircraft responses to inputs are idealized by assuming that the commanded side acceleration 
and the system is thus independent of aircraft speed. States ! x 1 and ! x 2 are now defined as
so the system state derivatives, with respect to normalized time are
Equating these derivatives to zero produces the unique, stable, stationary point
This stationary point implies that the vehicle will follow the reference point around the circle of radius R, at a cord length The effect of the input on trajectory direction can be used to construct a very useful D set. The system input is assumed to be any piecewise continuous function that is bounded within an allowable range of Fig. 10 illustrates the D set constructed by propagating an unwarped system trajectory (i.e., ! " = 0) such that at each point in the integration the input to the differential equations is chosen so that the tangent to the trajectory has the largest possible counterclockwise angle. The D set is completed by extending the integration until the trajectory converges on itself. Also shown in the figure are two pairs of trajectory tangents representing the effects of extremes in the allowable input range at two points on the D set. One tangent at each point is produced by the input ! L 1 /R = +0.5 and the other is produced by ! L 1 /R = "0.5. A tangent produced by any other allowable input will lie between these extremes. Note that in both cases the D set is constructed by choosing the value of the input so that the trajectory has the largest possible counterclockwise angle. Since the trajectory progresses in the clockwise direction this construction assures that there is no point on this D set where any system trajectory, with input in the allowable range of ! L 1 /R " 0.5 , can pass from inside to outside the set.
Remark:
If the input to a system is confined within specific bounds and the resulting system trajectory enters the interior of a D set constructed in this fashion then the trajectory cannot escape from the D set because there is no possible exit point. The D set forms an outer bound on the system state. In effect the D set provides a measure of the steady state bounded output responses to bounded inputs (BIBO). Henceforth this D set will be called the BIBO D set.
Building on this approach additional D sets can be constructed. At each point on a D set the input is chosen so as to maximize the counterclockwise angle of the tangent to the trajectory, and then the trajectory is also warped at each point by a positive angle. The result of this process is the D set diagram shown in Fig. 11 . The BIBO D set, which is the smallest D set in the diagram, has a warping angle of zero and is identical to the set shown in Fig. 10 . Increasing warping angles produce the ever larger D sets shown in the figure. Since all D sets are nested it is clear that for any input time function with ! L 1 /R " 0.5 , the system state will converge to the BIBO D set and will remain therein. 
D. Nonlinear Guidance Law (Third Order System)
The second order system analysis of the previous section tacitly assumed that the actual side acceleration of the vehicle ( ! a s ) is exactly equal to the commanded side acceleration ( ! a s cmd ). In effect the vehicle and its lateral flight control system were assumed to have a precise response and very high bandwidth so that its dynamics could be ignored. In general this is not the case and the aircraft lateral control system dynamics must be taken into account. Fig. 12 is a system block diagram including the nonlinear guidance law, the aircraft lateral control system, and lateral path dynamics. Fig. 12 Aircraft, flight control and nonlinear guidance system closed loop diagram A more realistic, finite bandwidth model of the aircraft lateral flight control system will now be developed. The aircraft lateral flight control system is assumed to be effective in suppressing aircraft lateral dynamics (e.g., Dutch Roll), so that its responses to lateral acceleration commands are dominated by a first order mode. Thus, the aircraft lateral flight control system, with commanded side acceleration as the input and actual aircraft side acceleration as the output, are modeled as a first order system. In particular, aircraft side acceleration ( This first order system is modeled in state space by defining a new nondimensional state variable as
and in terms of normalized time
The term ! "L 1 /V in this expression is a normalized, nondimensional, inverse time constant for the lateral flight control system, which is also assumed to be constant.
As earlier, the aircraft lateral path dynamics are characterized by the two angles 
and upon substitution of ! "Vx 3 for ! a s the complete set of third order state derivative equations become
This three dimensional system characterizes the complete nonlinear guidance law, flight control and lateral path dynamics closed loop system, as depicted in Fig. 12 . As earlier the ! L 1 /R term is assumed to be the input. The instantaneous stationary point is obtained, for following a circle of radius R, by setting all three derivatives to zero. The 
In a manner similar to the approach developed in Section C the stability of this three dimensional state space system can be studied by construction of D sets. However the two dimensional method must now be generalized to three dimensions. 
D23
The construction process for achieving this goal is a generalization of the method descried in Section C and is illustrated in Fig. 14 . First an unwarped three dimensional system trajectory is integrated, starting from an initial trial point. At each integration step the input to the system differential equations is chosen, within its allowable range, so that the tangent to the trajectory in the ! x 1 , x 2 plane has the largest counterclockwise angle. The integration is continued until the trajectory closes on itself, in all three dimensions, to within acceptably small tolerances (e.g., is an invariant set trajectory has the largest possible counterclockwise angle. As earlier, the input must lie within its allowable bounds. In similar fashion the value of ! x 3 must also be bounded. This is accomplished by assuring that at each point along the trajectory, the value of Fig. 16 and all system trajectories will converge to these sets. The ever larger D sets in the diagrams were constructed using increasing warping angles, as described above. The figure also includes a single system trajectory with bang-bang inputs of magnitude ! ±0.5. Input switch points create the abrupt changes in trajectory direction shown in the figure. Finally, the trajectory converges to the stationary point corresponding to ! u = L 1 /R = +0.5, which is the steady state final value of the input. Note that the trajectory never escapes from any D set. Once the trajectory enters the BIBO D set the input switch points are purposely timed to drive the trajectory as near as possible to the BIBO boundary. As can be seen the bound is not tight. This is thought to be a result of the construction of invariant sets as three-dimensional extrusions of two-dimensional sets. A tighter boundary may be achievable by construction of additional D sets including 
Remark:
Commonly system differential equations are monotonic functions of both inputs and state variables. As a result the tangent directions of state derivatives are usually monotonic functions of inputs and states. Hence the extremes of direction of state derivatives commonly occur at combinations of extreme values of states and inputs. Whence determining the maxim counterclockwise angle of state trajectory tangents usually only requires checking combinations of discrete extremes of state and input values, rather than maximizing over multidimensional continuous regions of input and state spaces.
IV. Conclusions
A new method for determining system stability by constructing invariant sets has been explained and demonstrated for four example systems, one linear and three nonlinear. The construction process is guided by two dimensional state space system trajectories that are warped to form closed contours. A system Lyapunov function is defined at each point in the contour as the once around length of the set, so the contours are level sets for Lyapunov functions. The warping procedure assures that system trajectories must always cross irreversibly from one side of a level set to the other. Thus the level sets and their interiors constitute invariant sets for Lyapunov functions. Hence, if the construction procedure results in nested invariant sets then the system must converge to either a stationary point or a stable limit cycle, which corresponds to a contour created with zero warping. The method was demonstrated by creating invariant sets for a second order, homogeneous, LTI system and for Van der Pol's equation.
Systems with bounded inputs are also amenable to this approach yielding sets that bound system state trajectories, thus enabling the determination of BIBO stability for nonlinear systems. Stability of a second order nonlinear guidance system with bounded inputs was determined using this technique.
The method was generalized to higher order systems by defining extrusions of two-dimensional sets into higher dimensions. The intersections of these extrusions become invariant sets for Lyapunov functions. Stability of a third order nonlinear guidance system with bounded inputs was determined using this approach.
There does not seem to be any significant difficulty in generalizing the methodology to higher dimensional systems. Extrusions of two-dimensional sets to larger state spaces will require, as a minimum, the construction of a two-dimensional set for every additional dimension. Increased resolution of invariant sets may require construction of additional sets. However, complexity appears to grow only linearly with increased dimensionality and resolution. 
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