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Abstract
This thesis introduces the concept o f using carbon nanotubes (CNT) as a novel bio-sensor and 
demonstrates the feasibility o f incorporating these sensing elements with a Surface Acoustic Wave 
(SAW) device to enhance the functionality for bio-sensing applications. SAW devices have an 
inherently high quality factor “Q” and fiequency selection properties that complement the state-of- 
the-art Multi Wall CNT sensors used for this application. The coupling o f these two novel 
technologies provides an ideal platform for continuing to develop a flilly integiated bio-sensor using 
R.F backscatter interrogation. Preliminaiy analysis provides us with MWCNT integiated by the way 
o f a LC modulator to SAW devices which operate wirelessly and passively at a frequency o f 
2.63 5GHz, where the CNT based diy electrode sensors perform with enhanced performance on 
porcine skin. The CNT’s were precisely grown on Ni catalyst with diameters o f c.a. 40nm at a rate o f 
260nm/min. This ensures the CNTs could punch through the dead skin layer and probe the bio­
potentials as demonsti'ated in solution and porcine skin. The demonstration o f the graphene boundary 
spacing o f -3 .38À  obtained by HR-TEM and the ripples due to the boundaries at -290-3 OOeV as 
indicated by EELS confirm multiwall growth o f the CNTs. The use o f MWCNT based arrays for 
sensing facilitates the use o f said sensors without the need for a Sodium Chloride based gel. The 
sensitivity o f the MWCNT to ionic charge exchange, as expected in the human system, was enhanced 
by the application o f an AgCl layer to the CNT. Elemental analysis o f the surface o f the sensors by 
use o f EDX indicated transition peaks associated with Ag and Cl. EELS complemented the results 
indicating the M 4  and M 5 excitation edges for Ag and 2s level excitation peaks for Cl. Chemical 
analysis by XPS indicated AgCl formation by the binding energy peaks o f the elements coiTelating to 
AgCl. The comparative studies carried out with commercial ECG/EEG sensors indicate excellent 
response and remains stable through the bio-potential detection frequency range o f 20 -  80Hz. Thus, 
the work extends the cunent knowledge in deployable high sensitivity passive CNT nano sensors 
transfixed to a SAW structure, which will enable wireless connectivity. The SAW structure enabled a 
sensing platform merged with a unique ID capability utilising the inherent 3dB power split seen in 
IDT structures on a piezoelectric substrate, which was varied using time domain VNA measurements. 
Medical applications in the form o f ECG and EEG sensing have been the core focus o f the apparatus, 
which can be extended for any bio-sensing need such as EMG. The sensors have a sensitivity range 
defined by a simple LC circuit, and thus can be extended to EEG or any other CNT based bio-sensing 
paradigm. The technology promises exceptional size reductions in comparison with current cutting 
edge wireless ECG and EEG sensors. This is accomplished by the use o f an inductor, diode, SAW 
device, sensor and antenna in a tightly coupled passive system. Further attiactions o f  the technology 
presented include the redundancy o f sei-vicing and low cost o f  mass production. On the negative side, 
the current cautionary advice issued by the HSE on the use o f CNTs will need to be addressed.
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The monitoring o f patients employing biosensors is a mature subject. Historically, it was 
required to couple the patient to an aiTay o f sensors attached to a processing and display 
unit (e.g. ECG, EMG, and EEG). The past few years have brought upon a change in this 
approach, from the sort o f tethered monitoring discussed traditionally to more liberated 
wireless solutions. Electrocardiograms (ECG) have been among the first [1] biological 
sensors which have been shifted to this paiadigm. This has been realised mainly due to the 
simplicity o f  the ECG sensing montage. Electi oencephalogram (see Appendix: EEG) on the 
other hand poses a complex design level problem due to multiple channel requirements [2 ] 
which should be referenced electrically to each other [3]. The problem expands further due 
to size constraints posed on EEG sensor nodes, coupled with the analog and digital 
processing requirements. The need for the processing and digital transmission o f the data 
further compounds the problem by requiring a local power source or demands a high 
efficiency o f power scavenging from the environment.
A network o f such sensors organised throughout the human form could provide targeted 
information in the aiea in which the sensor is placed. As an example, a sensor configured to 
monitor the bio potential signals of the brain (electro encephalography, EEG), a sensor to 
monitor bio potential signals o f the heart (electro cardiogram, ECG), sensor to monitor 
muscles (electromyogram, EMG) and sensors to monitor the cerebral cortex 
(electi'ocorticogram, ECOG) could exist in a single body area network to provide a real 
time solution for monitoring any aspect o f the human body. The framework described 
within this report treats the actual sensor (fransducer) component as a black box, thus a 
specific transducer to detect different bio potentials could be embedded in to the generic 
patch. The economics o f such a design fits well within the market in which the sensor 
would be used, as there are vaiying types o f  detectable bio potentials. The proposed sensor- 
ti'ansducer could detect (by changing the sensing element) these varied inputs, while 
depending on a universal design for the electronics, thus being cost effective from a mass 
production standpoint.
The vast and vaiying applications o f the above mentioned technology include early 
detection o f fatigue and weariness in long haul drivers (including container trucks, cargo 
ships, and air liners) and o f heavy machineiy operators. Furtheimore, the technology can be
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adopted for the monitoring o f  di'ug ti'ials as a method for "closing the loop” and giving real 
time information on the effects o f drugs in the human body. This in turn would enable 
faster detection o f safer drugs and thus would provide a significant drop in the reseaich to 
market rollout time. The same technology has uses at the end user spectr um as a method o f 
monitoring bio-potential statistics whilst drugs are being administered, which would 
provide doctors with real time statistics as the drugs work their way through the patient. 
Thus providing information on impending problems or the success o f each treatment far- 
earlier than physical symptoms become apparent. The flexibility o f the mentioned system 
would allow the patient the freedom o f residing at his or her home and the statistics to be 
available to any doctor, globally. This is especially useful for the elderly as they would 
require more real time monitoring but still be allowed the freedom to be residing at home. 
Fundamentally this technology is well placed to acquire collective intelligence fr om a large 
superset o f test subjects’ while maintaining a minute footprint, thus firmly treading in the 
territory o f “smart dust”.
Investigations in the project have been beneficial in identifying areas, such as the wireless 
interface electronics for the bio-sensor, that need to complement the state-of-the-art carbon 
nanotube bio-sensors which are being developed. It has been noted that most o f the 
electronic interfaces used currently, are commercially off the shelf solutions. Suggested is a 
highly integrated RF front-end designed specifically for bio-sensors, allowing immense 
reduction o f size o f the sensor and the ability to be passive by nature. These qualities ar e 
deemed essential for bio sensors which are to be used on a daily basis from both the 
application complexity and ser-viceability points o f view.
The following sections consist o f a discussion o f the current state-of-the-art, and propose a 
novel sensor interface to circumvent the size, power and complexity bottlenecks o f the 
existing solutions. The objective o f the project is to research, design and build a sensor 
which communicates with an interrogator by utilising Surface Acoustic Waves as described 
in this project. The sensing element will be passive by nature and communication is based 
on R.F backscatter technique. Desired outcomes o f  the project include a working prototype 
o f the sensor as described in this text and the characterisation o f the measurement spectra. 
The sensor should be confined to an area o f a 2cm^, whereby it can be physically modelled 
as a standard, wired EEG or ECG sensor. The above confinement will assist in the ability to 
place the sensors in accordance to the international 1 0 - 2 0  electrode placement montage (for 
EEG). Electrically the sensor will be operating to detect signals in the 0.15-100Hz
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frequency range. The voltages to be detected are in the l-5m V range and thus careful 
consideration is given to the losses and matching o f the sensor to the RF elements. These 
objectives are met by using a sensor interface based on Surface Acoustic Wave (SAW) 
devices fabricated on a piezo electric Quartz substrate. The SAW device will be interfaced 
to the bio-sensor via a LC (Inductor-capacitor) modulation circuit. With the use o f 
amplitude deviations (which follow the EEG signal) as the detectable quantity at that 
interrogator allow for a highly accurate measurement system. The SAW and modulation 
methodology will be discussed later in this text. Likewise, the electrical reference problem 
will be discussed in depth, as the next stage o f this project. To develop a sensor which 
transmits data wirelessly, without the above mentioned complexities we turn to passive 
sensor architectures. The reduction in the processing required for the sensor side and the 
ability to overcome quantization errors (at the sensor end) are intrinsic advantages o f this 
method.
Structure of thesis
The report will initially address the current state o f the art bio sensing literature. Due to the 
various available mechanisms used within this field o f research, a detailed understanding o f 
competing technologies was deemed crucial. To facilitate a straightforward comparison o f 
the technologies three sections, self powered sensors. Hybrid sensors. Passive sensors are 
added to the Appendix B.
Subsequently, an analysis will be earned foiward to select a suitable SAW sensor 
architecture, Followed by the design stage. The experimental methodology and a results 
discussion will conclude the report. Additionally, a section outlining future avenues o f 
research has been included to illustiate the extensive scope o f the presented technology.
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Passive sensors can be categorised by the method o f communication it utilises to convey 
the “sensed” data to the reader/interrogator. Typically an interrogator tiansmits a burst o f 
energy at a predetermined frequency (which corresponds to the resonant frequency o f the 
sensor). The sensor gathers the energy, modulates it with the sensed data, and transmits it 
back to the interrogator. Many interrogator methods exist. Such as Backscatter coupling, 
close coupling and electrical coupling. Among them Inductive coupled sensors have 
enjoyed considerable attention in recent years due to the ease o f implementation. Surface 
Acoustic Wave sensors aie another branch o f passive sensors, used mainly for industiial 
uses as gas and pressure sensors. These technologies will be discussed in the next sections 
due to the correlation with the current project. A comprehensive review of tlie broader 
realm o f passive sensors is presented in Appendix B section 3. A  number o f  qualities seen 
in passive sensors are often discerning factors in hybrid sensors. Such devices offer 
exceptional range and in some case the ability to perform on sensor data processing. Due to 
the inherent low power consumption these sensors are often seen in applications which 
yield itself to semi-regular maintenance. A review of the state o f the art in such devices is 
presented in Appendix B section 2.
2.1 Surface Acoustic Wave device physics
2.1.1 Fundamentais in SAW Propagation
Piezoelectric acoustic wave sensors apply an oscillating electiic field to an Inter Digitated 
Transducer (IDT) to create a mechanical wave at the IDT-piezoelectric interface, which 
propagates through the substrate and is then converted back to an electiic field for 
measurement. The IDT o f each sensor provides the electi ic field necessaiy to displace the 
substrate and thus form an acoustic wave. The wave propagates through the substrate, 
where it is converted back to an electiic field at the 2"‘* IDT (Figure 2.1).
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(a)
(b)
(c)
(d)
Figure 2.1 SAW principle illustrating IDT charge distribution|5|
The particles near the surface move along elliptic trajectories in the sagittal plane shown in 
Figure 2.2. The sagittal plane is the plane containing the surface normal and the 
propagation direction. The phase velocity o f the wave is independent o f frequency (no 
dispersion), and smaller than that o f the slowest bulk mode. Therefore, on a plane surface 
no radiation loss into the substrate occurs, because no phase-match condition between the 
Rayleigh wave and a bulk mode can be satisfied.
Sagittal
PlanQx'
Free
Surface
Figure 2.2 SAW propagation in sagittal plane|61
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The Rayleigh wave, describes a wave whose amplitude o f the particle displacement 
decreases exponentially with depth, resulting in hardly any motion in the substrate at depths 
greater than about one acoustic wavelength, i.e. the wave is bound to the surface (Figure 
2.3). Thus by definition Rayleigh waves are surface waves.
Elliptical particle 
tiajectory Wave propagation at typ. 3000 m/s «lO-^Vngh,
Rayleigh wave
Figure 2.3 Rayleigh wave. 15]
The velocity is in the order o f 3000 m/s. At the same frequency, the acoustic wavelength is 
1 0 '^  times smaller than the corresponding electromagnetic wavelength.
Bus Bar
Interdlgltal Transducer, IDT Surface Acoustic Wave, SAW 
Figure 2.4 SEM-picture of an Interdigitated transducer and two SAW pulses [4].
Figure 2.3 and Figure 2.4 illustrate the propagation o f surface acoustic waves in both theory 
and practice. Inter digitated electrode structures in the form of interleaved fingers make 
effective electroacoustic transducers as described in [5] [6 ]. Each pair o f such interleaved 
form a so-called Interdigitated transducer. A ô-shaped electrical pulse applied to the busbar
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o f an Interdigitated transducer results in a mechanical deformation at the surface o f the 
substrate between fingers o f different polarity due to the piezoelectric effect [6 ]. This 
deformation is proportional to the electrical field and propagates as a surface wave in both 
directions at velocity v. Conversely, a surface wave entering the converter generates a 
signal proportional to the finger structure (Figure 2.5) at the busbar as a result o f the 
piezoelectric effect.
Finger period p Busbar
Section A-B
Piezoelectric substrate
Electric period q
(a) (b)
Figure 2.5 Principle structure of an interdigitated transducer and the different polarities. |?1
The interdigitated transducer is used to transduce electrical signals to surface waves on the 
piezoelectric substrate. Utilizing a second IDT (Figure 2.6) it is possible to mix a 2nd signal 
in from the bio sensor [7].
RF Request 
SignalX- Interdlgltal Transducer Antenna / Interdlgltal Transducer
RF
R e s p o n s e /^ Lr Load Impedance
' Piezoelectric Crystal
Figure 2.6 CNT Sensor integrated to SAW device. I?]
Among the piezoelectric substrate materials that can be used for acoustic wave sensors and 
devices, the most common are quartz (SiOi), ZnO, lithium tantalate (LiTaOg), and, to a 
lesser degree, lithium niobate (LiNbOg). Each has specific advantages and disadvantages.
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which include cost, temperature dependence, attenuation, and propagation velocity. For the 
application at hand, ZnO provides the best option due to temperature stability and a high Q 
factor.
2.1.2 Surface wave theory
The distance between two fingers o f the same polarity is termed the electrical period q o f 
the Interdigitated tiansducer. The maximum electro-acoustic interaction is obtained at the 
frequency fo, the mid-frequency o f  the transducer. At this fr equency the wavelength Xq o f 
the surface acoustic wave precisely corresponds with the electrical period q o f the 
Interdigitated transducer, so that all wave trains are superimposed in-phase and 
transmission is maximized [4]
V .—  ~ y i Q - q  2.1
Jo
The bandwidth 5  o f a fransducer can be influenced by the length o f the converter and is 
given by B  — 2 /^  I N , where N  is the number o f fingers. A periodic arrangement o f N  
reflector strips can be used as a reflector. I f  the reflector period p  (see Figure 2.5) is equal 
to half a wavelength Àq, then all reflections are superimposed in-phase. The degree o f 
reflection thus reaches its maximum value for the associated frequency, the so-called Bragg 
fr equency, = v 1 2 p . The Bragg frequency is the frequency at which the individual
reflections from each o f the periodically spaced reflectors add up in phase to maximize the 
reflection. This occurs at a frequency near the frequency where the spacing between the 
reflectors is 1/4 o f  the wavelength.
The acoustic wavelength (Wavelength in the propagation material) is governed by the 
fundamental relationship f  = v I X .  Where v denotes propagation velocity in medium and/  
denotes the Frequency o f Propagation. Note that /  does not vaiy as (assuming a normal 
uniform finger distance) an IDT does not compress or expand the wave. The medium does 
not drastically alter the frequency either, whereas different media offer its signature 
propagation velocity.
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X
Figure 2.7 SAW IDT finger spacing
Finger width for a given wavelength is typically A / 4 . where d  is IDT finger width, and for 
a uniform IDT, the finger separation. When the frequency is fixed and the length between 
two points are known, the time delay between said features can be obtained.
2.1,2.1 Metallization layer properties
The dominant properties o f ZnO films for piezoelectric device applications were described 
in section 2.2.4. Section 3.3.1 will describe the fabrication intricacies in achieving the 
required film properties. The metallization structures used to fabricate the SAW devices are 
comprised o f Au and a seed layer o f Cr (used to increase surface adhesion between the 
Si/SiO] substrate and Au). At a frequency o f 2.4GHz the wavelength on ZnO is 
approximately 1640nm. Sandbank and Schuler et al. [8 , 9] have reported significant 
improvement in electro mechanical coupling by a metallization height o f>  1 %  A , yielding 
a minimum thickness o f ~17nm at a frequency o f 2.4GHz.
2.1.3 Reflectors
A complete theoretical analysis o f the reflection o f surface acoustic waves for grooves, 
steps, overlays or other types o f reflectors exists in a form o f a complex scattering matrix 
analysis [10]. A large part o f this is associated with modelling the non-uniform nature o f 
the mechanical wave in the plane normal to the propagation vector. Although for bulk 
waves the mechanical motions are uniform in a plane perpendicular to the propagation 
vector and the propagation reflection process is essentially a one dimensional problem. 
Surface waves operate in two dimensions (with respect to reflections), thus a scattering due 
to a reflector, even at normal incidence yields and extremely complex problem [ 1 1 ].
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The surface wave solution to the equations o f motion for a semi-infinite homogeneous 
medium differs from other modes o f propagation (namely bulk waves) because the surface 
must satisfy some boundaiy conditions on a plane surface. Any change in this boundary 
(which couples to the surface wave), reflects the surface wave and often scatters some 
energy in to other modes.
(a)
(b ) h  
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Figure 2.8 Surface perturbations that cause surface wave reflections (a) thin film overlay (b) 
Conducting film on piezoelectric substrate (c) vertical step in substrate[ll]
There are many possible surface peiturbations that can cause surface waves to reflect. The 
general cases aie illusfrated in Figure 2.8. (a) Describes an effect which is commonly 
known as “mass loading”, seen in bio sensing applications where the surface is 
functionalised by proteins which attiact specific types o f DNA. The (c) case describes a 
situation where the reflection is created by a surface deformation. This phenomenon is 
observed if the surface o f the piezoelecfric film is o f  high roughness, giving “false” 
reflections, (b) Explains the most interesting case for this project, whereby a conducting 
thin film interacts with the incident wave to create a reflection. Furthermore, the interaction 
couples the surface wave in to the conducting film, the result o f which is the catalyst for 
creating IDTs on the SAW devices.
A simple dimensional argument yields the functional dependence o f r  (the reflection 
coefficient) for step and overlay reflections. The prevalent dimensions are the wavelength 
o f the surface wave X and the height o f the step/overlay h.
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2.1.3.1 Second order effects
It is necessaiy to take in to consideration the effects o f multiple reflections from reflectors. 
Predominantly the second order effects take the form o f “triple transient echoes” (TTE).
Figure 2.9 Triple transient echo[12]
TTEs usually (illustrated in Figure 2.9) manifests itself as an increase in the size o f the stop 
band side lobes and phase distortions at the band edges. The interaction o f the two IDTs 
arise fi'om the regeneration o f the acoustic waves within a tiansducer. The phase and the 
amplitude o f the generated wave depends on the electiical load attached to the bus bar. If  
the bus bars are ideally shorted, no voltages can be induced, thus no new wave is generated. 
If  the load is matched, a maximum amount o f power is absorbed in to the resistive part o f 
the load. It has been shown [13] at these conditions that half o f the acoustic energy incident 
on an output transducer is transferred to the resistive load and quarter is reflected. This 
wave travels back to the input ti ansducer where a quarter o f its energy is similarly reflected. 
Thus the output transducer receives an echo that is 12dB lower than the original incident 
wave. Since the first echo has made three trips across the substrate surface, it is known as 
the triple transient echo. The TTE ripple has a period (shown in frequency) given by the 
inverse o f twice the delay time.
A commonly used technique to reduce the TTE ripple is to mismatch the tiansducer's load 
impedance. The improvement in ti'iple transient suppression is twice the increase in 
insertion loss (i.e. for every dB increase in insertion loss, the TTE is reduces by 2dB).
In general the product (number o f fingers times the coupling constant) must be less 
than 1 for second order effects to be negligible. This rule o f thumb will be taken in to 
consideration in the following experimental procedure chapter. For a long transducer with 
many fingers there may be multiple reflections that cause a complicated distortion o f the
Chapter 2: Literature review 12
frequency response. Split fingers or dummy fingers can circumvent the problem o f multiple 
reflections within IDT structures. The task is accomplished by designing the fingers such 
that they are I/8 X rather than the traditional I/4X. which have been discussed previously in 
this chapter [II].
2.2 Material properties
Sensors based on surface acoustic wave devices are known to provide extremely high 
sensitivity [14] and selectivity, where the target sensing quantity is detected based on the 
quantity o f amplitude and/or phase shift [15]. Acoustic wave sensors are so named because 
they utilize a mechanical wave as the sensing mechanism. As the acoustic wave propagates 
through or on the surface o f the material, any changes to the characteristics o f the 
propagation path and affect the velocity and/or amplitude o f the wave. Changes in velocity 
can be monitored by the frequency or phase o f the signal o f the sensor and can then be 
correlated to the corresponding physical quantity that is being measured [16] [17].
2.2.1 Principle of operation for piezoelectric materials
Virtually all acoustic wave devices and sensors use a piezoelectric material to generate the 
acoustic wave. Piezoelectricity refers to the generation o f a voltage by the imposition o f a 
mechanical stress. The phenomenon is reciprocal; furthermore it is a linear interaction 
between electrical and mechanical systems [18]. The effect was first discovered in 1880 by 
Pierre and Jacques Curie, though the term “Piezoelectricity” was coined by Hankel from 
the Greek word piezein, meaning to press or squeeze. Piezoelectricity is defined by two 
effects which are complementary. It is the generation o f an electric field by applying a 
stress or a strain to a certain type o f crystal and conversely the appearance o f mechanical 
distortion or strain by the application o f an electric field (Figure 2.10). Said crystals become 
polarized when mechanical stress is applied which is observed by a build up o f charges on 
the surface o f the material.
Figure 2.10 Application of electric field to piezoelectric materialjlS]
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2.2.2 Piezoelectric Unit ceii
A  ciystal sti'ucture is a unique arrangement o f atoms in a ciystal. A ciystal structure is 
composed o f a motif, a set o f atoms arranged in a particular manner in a lattice. Motifs are 
located upon the points o f a lattice, which is an an'ay o f points repeating periodically in 
three dimensions. These points can be described in terms o f unit cells. A unit cell is a 
primitive o f a particulai* ciystal stiucture, and is the smallest possible volume one can 
consü'uct with the aiTangement o f  atoms in the crystal such that, when stacked, completely 
fills the space. The bulk crystal behaviour can be examined by investigating the properties 
o f the unit cell.
Ciystal structures can be grouped in to “ciystal systems” according to the axial system used 
to describe their lattice. Each ciystal system consists o f a set o f tliree axes in a particulai- 
geometiical arrangement. Centrosymmetric ciystals have a unit cell with a centie o f 
symmetiy (with regards to the charge). If  we draw a vector r  fi-om point O  to any charge 
then reverse the vector (i.e. - r ) ,  we will find the same charge [19]. If, on the other hand we 
do not find the same chai'ge, then the unit cell is non-centiosymmetiic. Here r  and - r  point 
to different ions.
Figure 2.11 (a) Centrosymmetric and (b) Non-Centrosymmetric unit cells[19]
The piezoelectric propei-ty is only exhibited in certain ciystals, those which do not have a 
centie o f symmetry. The centrosymmetric ciystal shown (Figure 2.12) has its centre o f 
symmetiy around O. when unstiessed (Figure 2.12 a), the centie o f mass o f the negative 
charges at the corners o f the unit cell coincides with the positive charge at the centre. 
Therefore there is no net polarization o f the unit cell (i.e. P=0). Under stress (Figure 2.12 
b), while the strain becomes evident, the centie o f mass o f the negative charge still 
coincides with the positive charges in the unit cell. Thus net polarization continues to be 
zero.
Chapter 2: Literature review 14
Force
O d  o
P o© P
\  /© p  ©
p = o
(a)
® •  o  
*C  o  ;#
o  •  o  
. t
P = 0
Figure 2.12 Centrosymmetric unit cell|19]
If unstressed Non-Centrosymmetric crystals have a net polarization o f zero, due to the 
centre o f mass o f the negative charges coinciding with the positive charges (Figure 2.13 a). 
Figure 2.13 b illustrates the case when the unit cell is stressed in such a direction that the 
centre o f mass o f the negative charges do not correspond to their positive counterparts. At 
which point a net polarization becomes visible. This describes the origin o f the electricity 
generated by the piezoelectric property in certain crystals, at the unit cell scale. 
Furthermore, if the unit cell were to be stressed in a different direction (the x  axis as 
indicated by Figure 2.13 c), the net polarization in the x  direction remains unaffected due to 
the corresponding centre o f masses. While in the y  direction the shift in the centre o f mass 
induces a polarization.
A’
----*~x \
o  • P =0 \
(a) !
f,
(c)
Figure 2.13 Non-Centrosymmetric unit cell[19]
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Remarkably, if a piece o f piezoelectric material is heated above a certain temperature, 
called the "Curie point", it will lose its piezoelectric properties [20]. This is because the 
charged particles lose their orderly arrangements and assume a random pattern due to the 
greater mobility o f the atoms as the temperature increases, after being cooled below the 
Curie point the piezoelectric material will not regain its piezoelectric properties. This effect 
is analogous to a piece o f magnetic material that loses its magnetism when heated above its 
Curie point.
2.2.3 ZnO unit ceii
Crystalline zinc oxide exhibits the piezoelectric effect. It has been shown to have a strong 
piezoelectric coupling coefficient and a relatively high dgg. Furthermore, the ability to 
deposit ZnO using either DC or RF magnetron sputtering methods leads to a material which 
can be exercised to fabricate nanoscale devices, and is commonly used for chemical and 
biosensor applications (through surface fiinctionalisation).
(
- = < l
(a) (b)
Figure 2.14 Single unit cell of ZnO, viewing direction approx. parallel to a, red spheres: 0 2 - ,
blue spheres: Zn2+.
ZnO (or zinkite as a mineral) is isotypic with (3-ZnS (wurtzite) with a=3.24992 À, 
c=5.20658 Â and 0=5.675 g/cm3. Figure 2.14 shows a single unit cell, as seen normal to 
the c-plane.
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2.2.4 Properties of ZnO thin films
Zinc Oxide thin films are intrinsically polycrystalline, where the atoms are arranged in a 
regular pattern. ZnO thin films can be deposited using various methods such as Chemical 
Vapor Deposition (CVD), sol-gel, sputtering (DC or RF) or laser ablation. O f these 
methods magnetron sputtering offers flexibility, suitable deposition rate, good crystalline 
and high density. A few characteristics are identified early on as being critical to the device 
performance. These are surface roughness and good c-axis crystallinity. The resonance 
frequency with a local phase-velocity variation shifts dramatically due to the surface 
roughness o f the films. Magnetron sputtering permits the fine-tuning o f said properties 
among many others. The following sections illustrate the correlation o f sputter parameters 
on material properties.
2.2.4.1 Surface roughness
The surface roughness or the morphology o f the material affects SAW propagation in terms 
o f velocity and resonance frequency. Phase velocity distortions influences can be seen in 
single port SAW devices, in time domain as obstructions in the transmission channel [21]. 
Thus for any device depending on a time domain detection architecture it is imperative to 
ascertain the morphology o f the film through a RMS surface roughness measurement and 
minimize it by altering the deposition parameters. The deposition parameters which greatly 
influence material properties are the substrate temperature, deposition rate, and the gas flow 
ratio [2 2 ].
i»)Ai O ,=  l0 C 0 (h>.\i O , = T0 JO
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Figure 2.15 AFM images of ZnO thin with different gas flow ratio [65].
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Graph 2-1 Surface roughness of ZnO thin with gas flow ratio[22].
The gas ratio and flow rate o f the sputtering apparatus plays a significant role in the surface 
roughness due to the grain size o f the ZnO particles. Recent studies have shown the effects 
o f  said parameter for RF magnetron sputtering, as shown in Figure 2.15 and Graph 2-1.
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Graph 2-2 Surface roughness of ZnO thin film with substrate temperature [22]
An example o f the substrate temperature effects on morphology o f the film is illustrated in 
Graph 2-2 [22]. The resulting improvement in surface roughness with increasing 
temperature can be attributed to the increased mobility o f the ZnO particles. Beyond the 
threshold o f —300 °C, the volatility o f the particles increases due to the excess o f thermal 
energy. In return the increased volatility manifests itself as an increase in surface 
roughness.
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Figure 2.16 Microstructure zone diagram for sputtered metal films[23]
The diagram in Figure 2.16 as reported in [23] illustrates the microstructure o f metal films 
deposited by magnetron sputtering.
2.2.4.2 Crystal orientation
The crystallinity o f piezoelectric films are analysed to determine the quality and the 
orientation o f the polycrystalline thin films. Using X-ray diffraction (XRD) a strong 20 
peak at -34.18° indicate preferential c-axis alignment (002).
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Graph 2-3 (a) XRD pattern, and (b) (002) orientation of ZnO [22]
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Graph 2-3 shows a clear relationship between the substrate temperatures for deposition o f 
the piezoelectric thin film and the preferred alignment o f the film.
SiO? films for enhanced orientation
ZnO films deposited on thermally grown thin layer o f SiOa have consistently indicated a 
stronger 002 reflection as measured by XRD when compared to films deposited Si [24]. 
The stronger 002 peak (see Graph 3-2) indicates preferential perpendicular orientation o f 
the ZnO. The data holds tr ue for SiO] thicknesses o f up to 200nm, and optimally around 
lOOnrn. Since the Si0 2  thickness is generally smaller than the acoustic wavelength, it does 
not influence the operation o f the transducer. The SiOi layer appears to offer a excellent 
surface for the nucléation o f well oriented ZnO. The intrinsic alignment in ther-mally grown 
SiOz is likely the cause o f the level o f  orientation seen on the upper layer o f ZnO.
ZnO (00.2)
Au (in)  lOO Â Cr
1200 A Au 
200 A SiOg 
2.05 ju Zn O
IOOÂ Cr/I200Â Au 
l.9>j ZnO
Zn O (00.2)
Zn O (lO.I), Zn O (10.0),
30“35“
20
Graph 2-4 XRD of 002 preferential orientation of ZnO on Si02[24]
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2.2.4.3 Thickness
The effective coupling coefficient constant peaks at a film thickness o f 4-5% of the 
wavelength, and again at 45% of the wavelength [8 ].
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Graph 2-5 Normalized XRD 002 peak of ZnO films as a function of thiekness[8]
A t the higher peak (i.e. 45%) there is only secondary benefit from the field enhancing 
Electrode. Although the thicker film (i.e. 45%) does give a higher 1^. Thus we use 
h !  X ph 0.45 as a design parameter. Thus at a frequency o f 2.4GHz the wavelength on ZnO 
is approx 1640nm. Thus we can calculate a ZnO thickness o f around 738nm as the 
optimum.
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2.3 Multi Wall Carbon Nanotube growth
Carbon nanotubes have attiacted considerable attention since the first discoveiy by Sumio 
lijim a at NEC in 1991. Their unique nanoscale structures coupled with excellent 
mechanical, elecbical and theimal properties have been envisioned to be an enabling 
building block in the next generations o f materials and devices. These properties show 
much promise in applications such as nano-interconnects, nano sensors, field effect 
transistors, photovoltaics etc. The essential aspect o f nano tube based devices is the 
synthesis o f carbon nanotubes, which should be controlled and repeatable. While there 
exists many numerous avenues o f CNT growth (arc discharge, laser ablation, floating 
catalyst CVD), for the extent o f this project we will be focusing on the thermal catalytic 
CVD and Plasma enhanced catalytic CVD growth o f  multiwall carbon nanotubes.
CNT growtli in CVD systems [25] allow for a great degree o f control o f  the morphology 
and the orientation o f the tubes. In general the diameter o f the tubes is controlled by the size 
o f the catalyst nanoparticals, the chemical composition by the catalyst and gas composition, 
alignment by the use o f a plasma and length o f  the CNT by the duration o f the growth 
process. It should be noted that vertical alignment can be obtained by both systems 
discussed in this text. The ability to pattern the catalyst material and thus in turn control the 
regions o f growth on a given substrate is another benefit over other growth mechanisms 
such as ai'c discharge. It is possible to use standard photolithographic or electron beam 
lithography techniques to pattern the metal catalyst. Furthermore, the alignment process for 
thermal CVD depends on tlie van der W aal’s forces interacting on adjacent CNTs in a 
densely packed forest. In contrast, the vertical alignment allowed by PECVD process can 
yield free standing individual CNTs. CVD caibon nanotube synthesis is essentially a two- 
step process consisting o f a catalyst preparation step followed by the actual synthesis o f the 
nanotube. The catalyst is generally prepared by sputtering a transition metal onto a 
substrate and then using thermal annealing to induce catalyst particle nucléation. The heater 
within the CVD system introduces the thermal energy. Broadly, the growth mechanism can 
be broken dovm in to the following steps [25], absorption and decomposition o f the 
hydrocarbon molecules on the surface o f the catalyst, dissolution and diffusion o f carbon 
species through the metal particle, and precipitation o f carbon on the surface o f the catalyst 
particle to form the nanotube structure. The kinetics o f these steps deteiinines the gmwth 
rate o f CNTs. The process growth rate is dependent on the rates o f arrival o f the gasses to 
the catalyst surface, there absorption rate, and individual decomposition rate.
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2.3.1 General growth mechanisms in CVD
The growth mechanism o f CNTs is still a subject o f controversy, and more than one 
mechanism might be operative during the formation o f CNTs. Though different techniques 
o f growth are available to the researcher, the actual growth o f the nanotube seems to be the 
same for all techniques mentioned. The generally accepted model [26] for carbon nanotube 
growth is based on the fact that high activity o f carbon in the gas phase drives carbon to 
dissolve in the nano-sized catalyst particles (the transition metal). The particles at this point 
may absorb and become saturated with the carbon atoms arising from the decomposition o f 
the hydrocarbon feedstock. The precipitation o f the carbon arising from the saturated metal 
catalyst particles leads to the formation o f hollow core cylindrical carbon solids in sp' 
(graphitic) structure. The hollow cylindrical structure is preferred due to the lack o f 
dangling bonds in a graphitic structure. This structure allows for the lowest energy state 
form thus the most stable, which is the basis o f  the chemical stability seen in carbon 
nanotubes.
(a) Bottom growth (b) Top growth
Figure 2.17 illustrations of two general carbon nanotube growth models 127]
At this juncture, the substrate-metal interaction can be weak or strong in nature. Assuming 
a strong bond (Figure 2.17 a) the CNTs grow upward from the metal particles that remain 
attached to the substrate. In Tip growth (Figure 2.17 b) the precipitation occurs at the 
bottom surface o f the catalyst particle, thus reducing the metal-substrate interaction which 
in turn leads to the elevation o f the metal particle, remaining at the tip throughout the 
growth process. Figure 2.18 shows a typical 10 minute thermal CVD run carried out at the 
ATI, where unaligned CNTs are abundant.
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Figure 2.18 MWCNT growth by thermal CVD
2.3.2 Plasma Enhanced CVD growth mechanism
The carbon nanotubes growth for bio potential sensors was predominantly carried out by 
means o f the Plasma Enhanced Chemical Vapor Deposition (PECVD) method. Vertically 
orientated, individual, free-standing tubes are one o f the main attractions o f PECVD, in 
contrast with CVD. Any alignment seen in CVD growth is usually due to the crowding 
affect due to the nanotubes supporting each other by van der Waals attraction. In PECVD, 
the tip growth mechanism becomes apparent; it is likely to be caused by a weak metal- 
substrate interaction due to the ion bombardment used to create the catalytic particles, 
investigators o f [28] claim that the presence o f the catalyst particle at the tip is essential for 
the vertical alignment o f MWCNTs. The process can be explained by the detached metal 
particle following the path o f the electric-field lines present in the plasma sheath, which 
produces compressive or tensile stress on the particle interface. They argue that the particle 
at the tip provides a stable negative feedback mechanism ensuring vertically aligned 
growth.
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Figure 2.19 SEM image of aligned MWCNT growth using PECVD
The PECVD growth mechanism has similarities with CVD though the incorporation o f the 
plasma adds a new parameter space. The process as reported by [28] is (a) arrival o f excited 
species to the surface, (b) catalytic disassociation, (c) departure o f undissociated molecules, 
(d) solution o f carbon in to the catalyst particle, (e) formation o f carbon film on the surface, 
(f) diffusion o f carbon through or around the catalyst particle, (g) incorporation o f carbon 
atoms in to the growing graphene layer, (h) sputtering due to ion bombardment, (i) 
chemical etching, (j) mechanical force due to interaction o f the conducting cylinder with 
high electric field.
The Plasma enhancement in CVD is extremely useful in fabrication scenarios where high 
temperatures are a problem. PECVD growth is typically achieved in the temperature realm 
o f 400 to 600°C. The low temperature characteristic in PECVD depends on the precursor 
dissociation enabled by the high energy electrons in a plasma [29]. Simply put the 
hydrocarbon molecules are activated by electron impact. On the contrary, in CVD CNT 
growth the catalytic activity o f C 2 H2 (hydrocarbon used within the ATI for CNT growth) 
depends on thermal activation, which progresses the growth. It becomes apparent that the 
main purpose o f using plasma enhancement is to reduce the activation energy for the 
deposition process. It is also essential to maintain the temperature under the pyrolysis 
temperature o f the particular hydrocarbon to prevent the excessive production o f 
amorphous carbon. Catalytic activity is realised beyond a threshold temperature which 
needs to be exceeded to achieve growth. Methane (CH4 ) has been successfully used for the 
growth o f Single Wall CNTs due to its stability at high temperatures (~1000°C). Methane
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eliminates self-pyrolysis at very high temperatures thus avoiding amorphous carbon 
generation.
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Figure 2.20 Schematic of a PECVD CNT growth apparatus|30|
A basic PECVD kit (Figure 2.20) consists o f a grounded chamber with a DC plasma reactor 
with two electrodes where one electrode is grounded and the other connected to a power 
supply. A negative DC bias is applied to the cathode which allows for the breakdown o f the 
hydrocarbon feedstock. The resultant glow discharge contains electrons, ions which are 
positive and negative, atoms and radicals. For a given power or cathode bias, the electrodes 
need to be placed farther apart with decreasing pressure, for a consistent plasma discharge. 
This electrode separation distance d  can be written as the Pd  = constant where P is the 
pressure. For CNT, the substrate containing the catalyst can be placed either on the anode 
or cathode, while bearing in mind that this electrode needs to have in place a heater for the 
substrate. The plasma generating DC power source on the system should be in ca. 600V 
range, where it will need to be tuned to the specific system under consideration due to the 
fluid dynamics within the chamber. Ar (H or NH 3 can substituted) is usually introduced in 
to the system prior to the hydrocarbon. It assists in diluting the hydrocarbon feedstock, 
resulting in a substantial reduction o f amorphous carbon build-up seen without it due to the 
reactive radicals created by disassociation o f the hydrocarbon by the plasma. The pressure 
within the chamber during growth should be typically maintained in the 1-20 Torr range 
[30]. Typically the partial pressure o f the hydrocarbon can be up to 20%, though consistent 
growth has been seen with much lower partial pressures as well. Pumps and mass flow 
controllers provide the necessary base pressure and the correct atmosphere. Reproducible
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quality grovrth requirements dictate the elimination o f the majority o f water vapour from 
within the chamber. Due to the “sticky” nature o f said element and to limit contaminants, it 
is necessary to pump down the chamber to below 1 0 ’^  torr, which can be realized by a 
roughing and turbo pump configuration. After attaining this pressure the feedstock and Ar 
can be regulated in via the mass flow controllers, to archive the gi'owth pressure. At this 
point the plasma can be struck to initiate the giowth process.
2.3.3 Substrate Preparation
The substrate should be chosen carefully as it interacts with the catalyst and the growth 
environment. Both Si and Si0 2  are favourable as the substrate as it is compatible with the 
current CMOS technologies. Quartz, glass or any other non conductive substrates can be 
used if  they are coated with a thin metal film to aid charge transfer, else arcing occurs due 
to charge build-up. Another option would be to use an R.F power source, which would 
negate the need for a conductive metal film. Furthermore, a buffer layer can be used to 
prevent the intermixing o f the catalyst and the substrate. This is o f particular importance if  
a contact metallization layer (as needed for elecfro-chemical measurements) is used. The 
significant effect o f under layer materials on carbon giowth is due to wetting and the 
particle formation. Thus it is noted that the thickness o f the underlying layer is crucial to 
the success o f the growth process.
2.3.4 Catalyst preparation
It is widely acknowledged that transition metal catalysts are needed for SWNT, MWNT 
growth by CVD and PECVD. Since the growth o f CNTs is catalytically controlled the 
choice o f  catalyst plays a critical role for successfiil growth. It is also believed that the 
catalyst on the substrate must be in the form o f particles instead o f smooth, continuous 
films. The latter do not appeal* to yield nanotubes. There have been several studies 
correlating the catalyst particle size and the diameter o f the resulting nanotubes. The metals 
used to date as catalysts include Fe, Ni, Co, and Mo. The predominant method o f catalyst 
deposition has been via sputtering. We have used this method for the majority o f the 
experiments, while simultaneously investigating the affects o f thermal evaporation and 
cluster deposition. Patterning the catalyst can be achieved by using standard e-beam or 
photo lithography processes.
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Typically, a thin catalyst film (<10 nm) is applied by these techniques. The extremely thin 
film enables the sputtered film to contain largely uncoagulated metal particles, facilitating 
the break up o f the film in to the required islands. The eventual paiticle size and the 
resultant nanotube diameter seem to correlate to film thickness. Thinner films in general 
lead to smaller particles and tube diameters. Although a small grain size is not guaranteed 
in as-prepaied films, subsequently further steps are taken to sinter the films into desired 
particles. PECVD techniques, an inert gas plasma (e.g. Ar) is run first before admitting the 
feed-gas and initiating growth. The plasma ion bombardment will create particles. In 
thermal CVD, the substrate with the catalyst often first faces a preparation step where an 
inert gas at the growth temperature flows thi'ough the reactor for about 1 0  minutes before 
admitting the feed gas. This influences the size o f the particles, which can be controlled via 
the dwell time o f the inert gas within the chamber.
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Chapter 3: Experimental techniques
3.1 Device structure o f SA W  biosensor
The interrogation procedure is described in the following section. Initially, a high frequency 
pulse is transmitted by the interrogator where a suitable antenna receives the pulse. The 
alternating current is transferred from the antenna terminals to the IDT attached to it. Figure
3.1 illustrates the signal propagation within the SAW device.
Surfoce Ditplocemenl Omyl
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Figure 3.1 Signal propagation within SAW device. 1311
Since the IDT is constructed on a piezoelectric thin film it reacts to the alternating current 
by producing a strain and displacement on the surface. The surface waves propagate 
towards the second IDT as well as in the opposite direction [31].
After a short period o f time the wave arrives at the 2"^ * IDT, shown in Figure 2.6 and Figure
3.2 connected to a load. Due to propagation and conversion losses the energy appearing at 
the 2"^ * IDT is less than that o f the F ‘. At this point the 2"‘* IDT will convert half o f this 
energy back to a voltage pulse, while the rest o f the energy is reflected back to the F' IDT 
and in the opposite direction. An electrical matching network is used to connect the external 
sensor to the SAW device. The surface waves generate an electric charge distribution at the 
receiving IDT and, therefore, an electrical signal at the output terminals. By electrical 
analysis this leads to the following complex scattering parameter S\] shown in equation 3.1.
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The device structure described can be modelled as a single port device, where the single 
port response [32] is described by.
*^11 sensor  )  “  1 +
2P:
3.1
P33 4-
7  4 -  7sensor match
where P 13 denotes the stimulation element in the F* IDT, P33 is the transducer admittance, 
Pii the reflection element and Zsensor& ^maich being the impedances o f the sensor and the 
matching circuit respectively. The use o f a matching network with connected sensors will 
result in a transformation o f the impedance variation o f the sensor to either a maximum 
variation in the amplitude or a maximum variation in the phase o f the detectable reflected 
electrical wave.
Figure 3.2 illustrates the mechanism in which an external sensor is to be integrated in to the 
SAW transponder. When the pulse is reflected by the 2""^  IDT towards the originating IDT 
(Figure 3.1) (F* order reflection due to the metalized fingers) it will be amplitude 
modulated by means o f the change o f impedance seen at the 2"** IDT. Throughout this thesis 
we will consider the capacitance change (by the use o f a schottky diode) and the resulting 
effects on the SAW transducer.
Inductor (L)
Antenna + 
(inc. matching 
circuitry)
Varactor (C)
^  Antenna - 
Figure 3.2 IDT comprised of bio-sensing MWCNT layer.
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The second IDT is (as shown in Figure 3.2) attached to a LC modulator circuit. A similar 
configuration is described for cancer detection in [33], though detection was due to the 
mass loading effect. The LC circuit acts as a tuned circuit, oscillating at the carrier 
frequency o f the incident interrogation pulse. At the point at which the LC circuit is 
charged by the incident wave it will oscillate at the tuned fundamental frequency defined by 
the LC combination. If  one o f the components (either the Inductor or Capacitor) changes its 
value, it will induce an amplitude variation in the incident wave due to the change in the Q 
factor o f the tank circuit. This is ti'ansformation is proportional to the change o f value o f 
either o f the components. When the surface waves approach the first IDT, it induces a 
current on the Interdigitated fingers. The amplitude variation is then tiansferred via the 
antenna to the interrogator for decoding and demodulating.
If  a schottky diode was used instead o f a standard capacitor, we can hypothesise an 
amplitude change in the incident wave relative to a bias voltage given to the diode. Due to 
the veiy low voltage levels present in ECG and EEG biosensors it is essential that the Q o f 
the circuit is high, to ensure a detectable gradient within the range o f interest. Essentially, 
the communication link between the SAW device and the interrogator is based on R.F back 
scatter. The method o f back scatter interrogation has been predominantly in the field o f 
radar, and recently certain long distance RFID tags.
3.1.1 LC modulator
The modulator circuit will use a schottky diode as the Capacitance C. The use o f a varactor 
diode was considered but later negated as it would need to be biased over the built-in 
potential (generally in the 0.6V region for Si and 0.3V for Ge diodes) in order to provide a 
detectable capacitance change. Conversely the use o f the zero volt region o f a schottky 
barrier diode would yield the highest possible capacitance change in the pV-mV biasing 
range (provided by the CNT based bio sensor electiodes) compared to other devices in its 
class. The circuit described in the previous section can be modelled as a series LC oscillator 
assuming no losses, and in relation to equation 3.2 the impedance o f it can be described as,
Z . a , c „ = j \ < » L - ^ \  3.2
V coL V
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As previously stated, the oscillator acts as the interface between the sensing electrodes and 
the SAW device. The values o f L and C are critical to ensure the detection range o f the bio 
sensors are suitably modulated for detection. The key parameter for is a high Q value at the 
design frequency. The design frequency will be 2.45GHz as it is the industrial, scientific 
and medical (ISM) band, which is resei*ved globally for license fi'ee operation. In general 
terms, Q can be described as a dimensionless parameter that compares the time constant for 
decay o f an oscillating physical system's amplitude to its oscillation period. And at its most 
basic form, describes the ocsilatoiy frequency and the corresponding power dissipation at 
that frequency.
Q  =  a>x Energy Stored Power Loss
3.3
Homogeneously, it compares the frequency at which a system oscillates to the rate at which 
it dissipates its energy. A higher Q indicates a lower rate o f energy dissipation relative to 
the oscillation frequency, thus the oscillations damp out more slowly. The correlation to the 
bandwidth o f the system is described as.
Q = A¥ H a rm o n ic  „  E x c ita t io n  =  E n e r g y  ^ A f
fo
3 .4
Frequency
In terms o f a series LC circuit, which is electrically resonant these basic equations are 
rewritten to represent the effect o f electrical resistance.
3.5
where R  represents the resistance in a non ideal LC circuit. In a series resonant circuit, the 
higher the inductance and the lower the capacitance, the narrower the bandwidth and the Q 
factor. The above guidelines are used to discriminate between the available components for 
optimal operation in the selected band.
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M an u factu rer Inductor m odel In d u ctan ce F requency o f  Q Inherent Q DC R esistance
(nH ) m eas. (G H z) factor (Ü )
M urata LQW04AN5N1 5.1 2.4 80 0.12
LQW15AN5N1
(BOO/COO/DOO) 5.1 2.4 95 0.12
LQW15AN5N1
(ClO/DlO) 5.1 2.4 128 0.051
LQW18AN5N6D10 5.6 2.4 150 0.045
C ollcraft 0805HQ-5N6XJL 5.6 1.5 98 0.035
0604HQ-5N0XJL 5.0 1.7 178 0.032
0402HP-5N6X L 5.6 1.7 105 0.048
Table 3-1 Inductor selection parameters
Table 3-1 tabulates the key selection parameters for the selection criteria. Suitable schottky 
diodes will be matched to the band o f operation using the series resonance equation 
rearranged as below.
1 3.6
Table 3-2 tabulates the result o f a comprehensive search o f suitable C-V characteristics of 
available schottky diodes in the zero volt region.
1 0
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Table 3-2 C-V parameters for relevant schottky diodes
Applying equation 3.6 results in the approximate unbiased capacitance values o f the diodes 
presented in Table 3-2 leads to the following recommended inductor values.
HSC 8 8 -E, max. C = 0.8 p f : L = 5.49 nH 
BBY59-02V max. C = 56pF : L = 78.53 pH 
HVC 362-E, max. C = 70pF : L = 62.82 pH
In conclusion, we cross examine the inductors selected in Table 3-1 which results in a 
suitable match, namely the 0604HQ-5N0XJL model to be coupled with the HSC8 8 -E 
diode.
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Figure 3.3 LC model
The relationship between the inductor -  capacitor matching network is illustrated in Figure 
3.3. A bias applied to the varactor would result in a frequency offset from the unbiased 
frequency. This is due to the change in capacitance seen in terms o f the LC circuit. The 
relationship can be modelled as shown in equation 3.7.
3.7
R + jcoL -  j  I coC (K )
A Vector network analyser was used for Su measurements where both amplitude and phase 
changes in terms o f frequency. The bias voltage across the diode acting as a varactor in the 
zero volt region would result in a frequency shift which in turn can be detected by the 
VNA. Different plots corresponding to a vaiying bias voltage can be thus obtained by the 
instrument. The bias voltage provided was in the range o f ±50mV which is consistent with 
the outputs o f typical ECG sensors.
NETWORK ANALYZER
Bias voltage 
±50mV
VNA
decoupling
Capacitors
5nF
AC
bias
decoupling
capacitor
0.1uF
Figure 3.4 LC measurement experimental setup
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3.1.2 SAW device Simulations
The Inter Digital Transducer (IDT) o f a Surface Acoustic Wave (SAW) device governs the 
fundamental characteristics o f the delay line. The frequency, attenuation, input impedance, 
conductance, output impedance, delay aie some o f the parameters which are critical for the 
operation o f a well designed SAW (sensor) device. While having préfabrication knowledge 
o f the Frequency response. Insertion loss & total capacitance assists in design reiterations 
for optimizations. The following models have been graphed by MAPLE simulations. The 
Frequency response equation is based on the SAW cross-field model, derived from the 
Mason equivalent circuit employed for modelling acoustic bulk waves. It should be noted 
that the model does not take into consideration tiiple transient interference. These affects 
are predominantly the second order acoustic reflections brought on by the IDT absorbing 
and re-emitting some o f the incident energy in a regenerative basis. As a counter measure 
we will be using a split-finger geometiy (for the fabrication o f the fingers) to minimize the 
spurious finger reflections around the center fiequency.
_L
Ct Ba(f) .Ga(f)
Figure 3.5 Circuit model for impulse response
This model calculates the frequency response, conductance, impedance, admittance and 
other electrical parameters [34]. The Impulse Response method uses the Mason equivalent 
circuit shown in Figure 3.5. Ct is the total capacitance for an IDT. Ba(f) is the acoustic 
susceptance. Ga(f) is the radiation conductance.
Assuming the following.
Capacitance o f finger pan per unit length C^= 0.503385x10'^° farad 
Centie frequency fc= 2435x10° Hz
Piezo electric coupling coefficient (taken for ST-Cut Quartz) Æ= 0.04 
Number o f finger pairs Np= 1500 
Input Resistance 50Q 
Load Resistance Rg- 50Q.
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^  -  f  )And a simplification function X  = — --------  —
The frequency response equation derived from the model, and has a Sine function;
H  •= { f J c , N p , k , C s ) ^
 _______________ /■ (2 - 7 1  f -Np)
2k- y /  j Cs ' f c)  N p ' s m { X { f , f c , N p ) )  2 /c
X { f J c , N p )
3.8
2.«2x10’ 2 434x^ 0’ Ix 10» 2.438X ICP
( / )
- 5 0
-100
- 1 5 0 -
Graph 3-1 Frequency response at 2.435GHz
The above plot shows the frequency response o f an IDT with 2435 finger pairs designed to 
operate at 2.435GHz. In the frequency domain, the total SAW energy E(f} radiated by the 
IDT in both directions, when excited by a unit impulse voltage, will be E(f)=2\H(f)\^. The 
factor o f 2 in the above equation relates to the bi-directionality o f the IDT. The Real part of 
the input admittance is called the radiation conductance. The equivalent radiation 
conductance Ga(f) corresponds to the total E(f). This too is shaped by the sine function, 
similar to the frequency response. The unperturbed radiation conductance is given as.
Ga ■= f - * S k ^ - C s -  Wa 'fc -Np^ ■ s \ n ( X { f J c , N p ) )X { f J c , N p )
3.9
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Figure 3.6 : radiation conductance
The imaginary part o f the input admittance is called the Acoustic/ Radiation susceptance. 
This can be regarded as relating to the energy storage associated with the stress-strain fields 
associated with SAW excitation. It is obtained by taking the Hilbert transformation o f the 
radiation conductance.
Ba := / —» Ga {fc  ) r { s i n { 2 - X { f , f c , N p ) ) ) - 2 - X { f J c , N p )  2 - X { / . f c , N p f 3 .10
0 .6 -
0.4-
0 .2 -
2.434» 10’
- 0 .2 -
-0 .4 -
- 0.6  -
Rtdiition CTgc«pt»tt
Figure 3.7 : Radiation susceptance
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The total admittance can be calculated by combining the radiation susceptance, radiation 
conductance and the total capacitance. This is given by.
3.11
Here the total static capacitance (Ct) for the IDT is found by multiplying the capacitance 
per unit length for a pair o f fingers (Cs) times the finger overlap or aperture (Wa) times the 
number o f fingers pairs (Np). The impedance o f the system is the inverted admittance.
Z : = / - Y{ f ) 3.12
For the above design parameters, this equation yields 50.00 -  10.0795i as the complex 
impedance. If we look back at the initial design specifications, it can be seen that that Input 
impedance was set to 5OH, which corresponds to the real part o f the above result. One 
critical parameter in the design o f any microwave device is the insertion loss. For SAW 
devices the insertion loss is a function o f frequency, and is calculated using conductance, 
susceptance, and the load resistance.
IL :=
- 1 0 1 og,o
, ( 1 4  Gcii f  )-Rg)^  +  i R g - (2 n f  Ci +  B a [ f  ) ) )
3.13
1 4 0 -
120 -
100 -
frisotion loss 8 0 -  
dB
6 0 -
4 0 -
2 0 -
2.432X 10’  2.434X lO’  2.436x lO’  2.438x lO’ 2.44X 10’Frequeny H
■ Insertion, loss I
Figure 3.8: Insertion loss
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To achieve near perfect power transfer from the sensor to the IDT we need to match them 
inductively, this can be done by modifying the aperture o f the IDT to obtain the required 
input impedance.
fVa := 1 1Rin ) I, 2-fc-Cs-Np
(A-k^-Np)
, (A-k^-Np) +  K ,
3.14
The number o f finger pairs decide on the coupling o f the energy to the substrate, similarly 
the number o f finger pairs is inversely proportional to the bandwidth o f the delay line. Thus 
to calculate an optimal number o f finger pairs, the following equation is used.
Nd := round NBW •fc 3.15
Finally, the most critical parameter o f IDT design is the finger width. This parameter sets 
the center frequency o f the delay line. The SAW wavelength À(Â = 4d) is given by the ratio 
v/fc. Where v is the velocity o f a SAW wave on a piezoelectric substrate, (depends on the 
material), and f c  is the central frequency and d  is the finger width. For example, in ST-cut
Vquartz the substrate velocity is 3158 m/s. Which yields, d  =
micron finger width.
A- f c = 3 .2423“ w , a 0.324
Finger-* 
Width .4 Finger 
-)|C- Spacmg
Period (p)
Aperture
Figure 3.9 IDT dimensions
The presented equations obtained by the cross-field model holds true for metallization 
thickness ratios o f less than 1% (i.e h/k «  1%). Furthermore it is assumed that the IDTs 
are un-weighed while assuming that the finger overlap or aperture is constant and that the 
metallization ratio between the fingers and spaces is 0.5.
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The simulations were run using MAPLE 12 on a Windows XP sp3 platform, where the 
completion time o f for each dataset was 82 seconds. The use o f simulations and the models 
used allow for a greater conti'ol over the final device performance. It allows for the 
elimination o f errors associated by simply designing for the finger width based on the 
frequency, which is the predominant practice o f most publications which have been 
referenced.
3,1.3 MWCNT bio potential sensor
Ubiquitous monitoring o f physiological parameters such as ECG, EEG, and EMG is 
increasingly attractive for a gieat magnitude o f out-of-hospital applications. The most 
obvious application for such monitoring would be out patient care at the patient’s residence, 
which is applicable to post operation care, monitoring o f the elderly and infants. Moreover 
a large application base exists in monitoring heavy machinery operators such as long haul 
drivers, pilots and seamen for signs o f fatigue. The added security o f infield monitoring o f 
such mission critical situations would drastically reduce related accidents and act as a pre 
warning for impeding conditions. Monitoring in the fields o f sports would allow for 
mapping o f unobtrusive physiological data that would let the sportsman to evaluate his 
performance to a degiee not seen in any other technology currently available. Such 
technology can be directly integrated in to endeavours similar to the Future Combat System 
[35] for soldier monitoring or emergency response personal monitoring. Human Computer 
Interface devices which have recently been embraced by the gaming community are 
another application allowing the technology to gain mainstream momentum in the arena o f 
immersive computing. The fundamental transducer for the sensing apparatus is the 
electrode, namely a Silver -  Silver Chloride electrode, used to change an ionic current into 
an electi'onic current the workings o f which is discussed in detail in the following section.
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3.1.3.1 Silver -  Silver Chloride based sensors
When a metal is placed in an electrolyte (i.e., an ionizable) solution, a charge distribution is 
created next to the metal/electrolyte interface.
electrolyte 4. ^  ^
+ -/* ' V- ♦
♦ _
♦ — 
+ — 
+ -  
+
metal
JS-
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_  *  ♦
Figure 3.10 Charge distribution at metal/electrolyte interface
The localized charge distribution at the metal/electrolyte interface causes an electric 
potential, called a half-cell potential, to be developed across the interface.
A g  + C r  A gC l + 2e 3.16
The half cell potential o f the above mentioned interface is +0.223, relative to a hydrogen 
electrode. The hydrogen electrode is considered to be the standard electrode against which 
the half-cell potentials o f other metal electrodes are measured [36].
In general, two similar electrodes composed o f the same metal are used for biopotential 
measurements. In an ideal situation the magnitude o f the two half-cell potentials for these 
electrodes would be equal in magnitude. Preferably, assuming that the skin-to-electrode 
interfaces are electrically identical, we can use a differential amplifier to amplify the 
difference o f the two electrodes, thus cancelling out the half cell potentials, resulting in a 
meaningful output indicating the potential difference between the two electrodes. In a real 
world situation, the discrepancies between the interfaces would result in an offset voltage 
drift at the output o f the differential amplifier. Methods to circumvent such occurrences are 
discussed further in the instrumental amplifier design sub section. The introduction o f such 
techniques mitigates most errors, though it is essential that the technician performing the 
measurements is aware o f the existence o f such errors.
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3.1.3.L I Electrodepolarization
A perfectly polarizable electrode passes current between the electiode and the electrolytic 
solution by changing the charge disti'ibution within the solution near the electiode. Thus, 
current flow at the electrode-electiolyte interface is zero. The behaviour emulates the 
workings o f a capacitor. Nonpolarized electrodes act as a voltage source, allowing the 
cuiTent to pass freely across the electrode-elecfrolyte interface without changing the charge 
disfribution in the elecfrolytic solution adjacent to the electrode. Ideal versions o f these 
electrodes cannot be produced and exist only as a theoretical model. It is however possible 
to produce electrode structures that closely emulate their characteristics. An example o f a 
polarisable electiode is where a different charge disfribution is found in the bulk o f the 
electrolytic solution compared to the electrode interface region. Platinum is an example o f a 
highly polarisable metal. The sensors invariably shift during use in live patients. Hence, the 
charge disfribution o f the electrolytic solution adjacent to the electrode will change. The 
shift in sensor placement manifests itself as a low fr equency (-D C ) shift at the output o f the 
differential amplifier. For physiological measurements such attributes aie detrimental thus, 
nonpolarizable electrodes are preferred.
The silver-silver chloride electrode has attributes close to a perfectly nonpolarizable 
electrode and is practical for use in many biomedical applications [37]. Unlike the 
polarisable variant silver-silver chloride electrodes offers excellent stability and low noise 
at low frequencies. There is also a lesser significance o f fr equency on electrode impedance, 
especially at low frequencies. Because there is minimal polarization associated with this 
electrode, motion artifacts are reduced compared to polai'izable electrodes such as the 
platinum electiode. Hence the polarisable electiodes are ideal for the low voltage 
monitoring requirements o f  physiological sensors. Furthermore the silver-silver chloride 
based electrode design is known to produce the lowest and most stable junction potentials. 
Electi odes o f this type can be fabricated by electrolytically depositing silver chloride on a 
silver plate. Electroplating is preferred due to the chemical interaction which takes place 
which would be negligible if  a method such as sputtering was used. Electrodes fabricated 
using such a method remains stable in aqueous solutions due to the relative insolubility o f 
silver chloride. Junction potentials are the result o f different elecfr olytic interfaces, and are 
a serious source o f electrode based motion artifacts. Therefore, an additional electrolytic gel 
(typically based on sodium or potassium chloride) is applied to the electrode. A gel 
concentration o f 0.1 M  (molar concentration) [38] results in a good conductivity and low
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junction potential without causing skin irritation. In addition the gel promotes a low 
impedance interface between the skin surface and the electrode.
3.1.3.2 Electrical characteristics
The electric characteristics o f biopotential electrodes are generally nonlinear and a function 
o f the current density at their surface. Thus, having the devices represented by linear 
models requires that they can be operated at low potentials, currents and preferably 
frequency. In this paradigm o f conditions, electrodes can be represented by an equivalent 
circuit o f the form shown in Figure 3.11. In this circuit and Cd are components that 
represent the impedance associated with the electrode-electrolyte interface and polarization 
at this interface. is the series resistance associated with resistance o f the gel itself.
Sweat glandaand ducts
D«mis m il
Figure 3.11 Electrical characteristics of skin/interface for standard biosensor
The highest impedance is seen at the Stratum Comeum. A further resistance is added via 
the sweat glands indicated in the figure by a dotted line. The battery Ehe represents the half­
cell potential. At low frequencies the impedance is dominated by the series combination o f 
Rs and Rd, whereas at higher frequencies Cd bypasses the effect o f Rd so that the impedance 
is now close to R,.
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3.1.3.3 AgCl functionalised MWCNT biosensor
MWCNT 
Bio sensor
30-130 MmlO-ZOpm
1.1mm
Figure 3.12 Cross section of upper skin layer
The MWCNT biosensor negates the need for the sodium chloride based gel since the 
nanotubes penetrate the stratum Comeum (see Figure 3.12), reducing motion artifacts by 
interfacing directly with the epidermis. Additionally, the need for continually monitoring 
the gel for drying is eliminated. The greatest benefit is the ability to penetrate the full length 
o f the stratum Comeum on the nanoscale, interacting with the dermis directly, enabling the 
total eradication o f the high impedance prevalent at the Stratum Comeum layer. The lower 
impedance increases the Signal-to-Noise ratio o f the sensors. The nano scale needles 
penetrate though the natural pores o f the skin. The average diameter o f a skin pore on the 
surface is 50pm. Hence, the ~5nm diameter o f each nanotube poses no threat o f skin 
irritation due to puncturing. A MWCNT sensor electrode is fabricated o f a forest of 
vertically aligned nanotubes (see Figure 3.14), each on average -30pm  in length. On a 
microscopic level this introduces a very porous surface for the skin interface, in tum 
increasing surface area. The increase in surface area is inversely proportional to the 
impedance o f the interface. Thus it further reduces the interface resistance, indicated by R j 
on the new model seen in Figure 3.13 and increases ionic transfer. The ability to simply 
stick the described sensors on to the skin with no surface preparation or the application o f 
gels lead to more wide scale applications and rapid placement.
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Figure 3.13 Electrical characteristics of skin/interface for functionalised MWCNT biosensor
The MWCNT based sensors are fabricated on a Si substrate. Where vertically aligned 
MWCNTs are grown. Ag is evaporated on to these sensors followed by electrolytically 
depositing silver chloride on the surface o f the Ag, resulting in a Silver-Silver chloride 
electrode. The height o f  the MWCNTs should be ca. 30pm. The Ag layer is to be ca. 2nm.
AgCl
Thermally grown S i02  200nm on Si Substrate
Figure 3.14 MWCNT biosensor cross sectional view
3.2 Pattern generation
Following the calculation o f the device structure attributes the corresponding patterns are 
generated. Due to the various equipment and facilities involved these patterns need to retain 
data in a vector form to ease transportability amongst the various sub systems. As such we 
will primarily be using Autodesk Autocad for pattern (mask) generation.
A u / C r
RF C oupling 
IDT S ensing  IDT
Reflector Substrate
Acoustic Absorber 
(Polymer or Adhesive)
Figure 3.15 Overview of device structure
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The structure design will closely resemble the illustration in Figure 3.15. The following 
sections will focus on the individual structures.
A program was written to assist in the rapid prototyping o f different device structures, such 
that each iteration does not need to be manually drawn by the operator. This program runs 
in parallel to the design software and generates the vector data and graphics when the 
design parameters are entered via a graphical user interface. It has allowed for the creation 
o f multiple designs for the empirical evaluation o f the optimum structure. Furthermore the 
program creates the pads and the connectors for the generated design resulting in a truly 
rapid prototyping system. Post generation the data is exported in the required form 
(depending on the lithography step and process used) to create the lithography masks. The 
date obtained by the simulation model described above can linked to the tool to create a 
design environment solely for the purpose o f evaluating Surface Acoustic transponders. 
The main interface o f the program is shown in Figure 3.16.
Inter M fitnad Transducer 
Rapid Prototyping Environment (RPE)
iw# r
Figure 3.16 IDT Rapid prototyping software
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3.2.1 Inter Digitated Transducer & pad structure
^Ignm ent 
Maries
Figure 3.17 Pattern structure
The IDT structure consists o f interdigitated fingers attached to a bus bar. The bus bar is in 
tum connected to a pad for the attachment o f external circuitry. The pad is essential as the 
bus bar and IDT structures are nano meter or sub micron dimensions. Here we have 
designed the pads in the order o f 500um x 250um.
SOOOOOnm
Figure 3.18 Pad and connector dimentions
The distance between the IDT structures is a defining factor for the time delay o f the 
interrogation pulse. We have opted to place the two IDTs 440um apart for an approximate 
time delay o f 16.4 ns when fabricated on ZnO thin film. This time delay allows for the 
accurate discrimination o f the pulsed reflected back from the 2"“^ IDT and the other 
reflectors in the design.
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Figure 3.19 IDT placement dimensions
The illustration in Figure 3.20 depicts the finger dimensions and the aperture o f the IDT. 
The values indicated here correspond to a design to be fabricated on ZnO thin film and 
operated at a frequency o f 2.45GHz. The finger width was calculated in the previous 
sections were 41 Onm. A ratio o f 1:1 is taken for the finger width to spacing. The aperture of 
the device corresponds to the impedance o f it. Thus for compatibility o f the measurement 
systems we have designed the IDT for a 5 0 0  input impedance, corresponding to an 
aperture o f 317.2nm.
Ècooo oCNin  i^
CO
16400nm
41 Onm
Figure 3.20 IDT and bus bar dimensions
3.2.2 Reflectors
The functions o f the reflectors are twofold. Firstly a reflector is used for the acquisition o f a 
reference pulse, and secondly the identification o f each individual transponder. Within the
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tag the reflectors and the 2"*^  IDT form a mode similar to time division multiplexing where 
each element reflects back the impeding interrogation pulse at different times, due to the 
placement o f said element within the propagation path o f the pulse. The configuration is 
illustrated in Figure 3.21.
Figure 3.21 Reflector Configuration
The fabrication mask designed to the criteria mentioned above is illustrated in Figure 3.22. 
It should be noted that the IDT depicted in said figure is the input IDT where the pulse is 
introduced to the SAW device.
8610n m n
-190240nm
Eco
K
CO
Figure 3.22 Reflector fabrication mask
3.3 Material preparation & Device Fabrication
The fabrication o f the device involves depositing o f various metals and dielectric material 
on a suitable substrate. These metals are patterned by taking in to account the design 
parameters discussed in the previous sections. Likewise, the materials will be deposited
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using optimum conditions which have been obtained empirically as well as combining the 
current state o f the art as described in literature. Two device structures (Figure 3.24 and 
Figure 3.25) have been evaluated for the final design, along with one structure (Figure 
3.23) which was used as a control device to judge the capabilities o f the fabrication and the 
test apparatus.
Figure 3.23 Initial test device on Quartz
The Quartz based device was fabricated on a 100pm ST-cut (temperature stable) crystal.
Au Pad
ZnO 740nm  Au 100nm  Or 6nm
Therm ally  grow n SIC . 400nm  
Si P -type (100) S u bstra te
Figure 3.24 ZnO on top device structure
ZnO 740nm Au lOOnm Cr I
U i o r m . i l l y  g r o w n  S i O .  4 0 0 n m  
S i  P - t v p o  ( 1 0 0 1  S u l i s t i d t i '
Figure 3.25 IDT on top device structure
The ZnO based devices were fabricated on a P-type Si wafer o f orientation <001> 
consisting o f a thermally grown 200-400nm SiO] layer. The SiO] layer increases the c-axis 
orientation which in tum increases the 002 intensity at 34.5° as seen by XRD and reported 
in [39] & [24].
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In all cases ZnO films with film thickness above 200mn sputtered onto 200nm S i02  coated 
counter electrode showed a larger degree o f preferred orientation than if  sputtered directly 
onto the metalized surface.
3.3.1 DC Magnetron Sputtering
The predominant deposition method utilised in the fabrication o f the SAW devices was DC 
sputtering. This process offers the advantage o f a homogeneous large area coating o f a vast 
choice o f materials. The process involves exciting gas ions out o f a plasma and accelerating 
them towards a target consisting o f the material to be deposited. Material is detached 
( ’sputtered’) from the target and aftei*wards deposited on a substrate in the vicinity. The 
process is realized in a closed chamber, which is pumped down to a vacuum base pressure 
before deposition starts. The ignition o f plasma is usually assisted by feeding argon into the 
chamber up to a pressure between 3.0 - 3.8 mtorr. Here certain amounts o f ionized Ar^ ions 
are available. A negative potential in the range o f 300-400 Volts is applied to the target. As 
a result, the Ar ions are accelerated towards the target and set material fiee, subsequently 
they produce secondaiy electrons. These electrons cause a further ionization o f the gas. 
These secondary electrons enable the glow discharge to be sustained. The ionization 
probability rises with an increase in pressure and hence the number o f  ions and the 
conductivity o f the gas also increase. The break through voltage drops. A sufficient
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ionization rate results in consistent plasma, wherefiom a sufficient amount o f ions is 
available for sputtering o f the material.
To increase the ionization rate by emitted secondary electrons even further, a ring magnet 
below the taiget is used in the magnetron sputtering. The electrons in its field are ti'apped in 
cycloids and circulate over the targets surface. By the longer dwell time in the gas they 
cause a higher ionization probability and hence form a plasma ignition at pressures, which 
can be up to one hundred times smaller than for conventional sputtering. Due to which, 
higher deposition rates can be realized. Fewer collisions occur for the sputtered material on 
the way to the substrate because o f the lower pressure and hence the kinetic energy at the 
impact on the substrate is higher.
The substrate temperature can have a strong impact on the giowth behaviour with respect to 
ciystallinity or density o f the samples. It can be adjusted between room temperature and 
500°C. But even during sputtering without external heating the substrate temperature may 
rise considerably, especially during long sputtering times in the deposition o f thick films. 
We use this method o f sputtering to deposit the Au and Cr metallization layers o f the 
device.
5.5.1.1 Reactive sputtering
In Reactive Sputtering a target material (e.g. Zinc, titanium, aluminium) is sputtered in the 
presence o f a reactive gas (e.g. oxygen or nitrogen) to produce a compound such as ZnO, 
TiN or A1203. Both the coating rate and film stoichiometry are sensitive functions o f the 
reactive gas partial pressure and control o f this pressure is key to producing good quality 
coatings with reasonable deposition rates. At low partial pressures film compositions (and 
therefore properties) are not ideal. At higher partial pressures the target may be poisoned by 
reaction with the reactive gas. The ideal operating point is between these two extremes. The 
solution is to control the reactive gas partial pressure directly, avoiding target poisoning and 
improving film composition and deposition rates. The Reactive sputtering method is used 
for the deposition o f ZnO. This was accomplished in two techniques. Firstly a Zn target 
was used in a partial AriOi atmosphere where the O2 content was relatively high. The 
second method was to use a ZnO target purely in an Ar atmosphere, in subsequent runs O2  
was introduced to the chamber to empirically evaluate the quality o f the film.
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The motivation to use DC as opposed to RF sputtering is the quality o f the ZnO films. DC 
films are indicated to have a higher resistance. It is reported that the bigger grain size o f DC 
sputtered ZnO promotes the forming o f highly resistive grain boundaries which inhibit 
charge ti*ansfer between individual grains, which is favourable for piezoelectric properties 
[40], namely the piezo-electric constant.
The facilities at the ATI comprise o f two main sputter tools. The JLS MPS500 and the 
Nordiko 2000. Both were utilised in the fabrication process. The metallization layers were 
primarily sputtered using the JLS system; while the reactive ZnO thin films were evaluated 
using both systems. The ovei*view o f the equipment is given in the next sections.
3,3,1.2 JLSMPS500
The JLS MPS500 sputter tool was used for DC magnetron sputtering within the class 100 
clean room facilities at the ATI. The apparatus is PLC controlled and interfaced to a PC. It 
consists o f  4 magnetrons along with a DC generator connected via an automated switching 
unit for magnetron selection. Gases available to the system are Ar, O 2 and N 2 . The system 
is operated by a custom designed interface with Intellution Fixview software mnning on 
Windows PC. 4 DC magnetrons designed for 4 inch targets housed in the chamber are 
powered by a Huttinger DC power supply. W ater cooled stainless steel process chamber o f 
the kit is connected to a Helix Ciyo-Torr 4F pump through a pressure contiol valve. The 
cold head in the ciyo pump is cooled with pressurised Helium, supplied by a compressor. 
Sample loading and unloading is achieved tlnough a loadlock fitted with a turbo molecular 
pump. A rotaiy pump is used as the roughing and backing pump. The recipes for the JLS 
MPS500 were created by using test samples for deposition rate measurements and surface 
roughness. Shown here are the optimum sputter parameters and the corresponding 
deposition rates for the metallization layers.
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Cr 5.7x1 0 ^ 1 0 0 0 279 50 0 .1 0 Ar 25 5 4.4x10* 65 2 1 .0 2.43 51.2nm
Cu 5.7x1 0 ’ 1 0 0 0 330 1 0 0 0 .2 0 A r25 5 3.7x10* 65 5.0 8.19 164 nm
Cu 5.8x10^ 1 0 0 0 302 1 2 0 0.36 A r25 5 3.8x10* 65 5.0 16 80nm
ZnO
1 0 %
Oz
5.7x
1 0 ’
1 0 0 0 318 1 0 2 0 .2 0 Ar 20 Oz2 1 2 6 .1 x 1 0 * 65 5.0 2.33 70nm
ZnO
1 2 %
O2
5.7x
10'^ 1 0 0 0 318 1 0 2 0 .2 0
A r25
Oz3 1 2 6.2x10* 65 30.0 2.33 70nm
Table 3-3 JLS MPS500 Measured Sputter parameters
3.3.1.3 Nordiko 2000
The bulk o f the reactive ZnO deposition was completed by means o f the Nordiko 2000 
sputter kit. The Nordiko 2000 is an industiial grade sputtering machine. The system 
consists o f a large chamber housing 4 substrate tables facing downwards and 3 targets (2 x 
4” and 1 x 8 ”) facing upwards. Both RF and DC generators are connected to one o f the 4” 
taigets and the 8 ” targets while the other 4” target can only be used with DC. AC or DC 
magnetron sputtering o f both insulating and conductive taigets (2 x 4” targets & 1 x 8 ” 
target) is possible. A mechanical pump is connected in parallel to a ciyo-pump and used 
for roughing out the chamber whilst pumping down the chamber and regenerating cyro- 
pump. A base pressure in the region o f  high 10'^ and low 10'^ torr can be achieved by this 
system. The system is controlled via an external VT52 terminal, in which the user can 
manage all processes. A  99.99% pure Zn target was used, where ZnO was obtained by 
inti'oducing O2  in to the chamber for reactive sputtering. The key parameter taken in to 
consideration was the paifial pressure o f the O2 introduced in to the chamber. The 
stoichiometiy o f 1:1 in Z n :0  is needed to produce high quality piezoelectric thin films. 
Furthermore, as discussed previously the intensity o f the <002> reflection is in correlation
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with the c-axis orientation, which in turn is a defining property o f dgg o f the piezoelectric 
film. The partial pressure window which we have found has been successfully verified to 
produce high quality < 0 0 2 > reflections.
Table 3-4 ZnO characterisation data for Nordiko 2000
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3.3.2 Lithography
Patterning techniques are used to create micro or nano meter scale features for device 
fabrication. The predominant method o f fabrication for the work carried out in this thesis 
has taken the form o f electron beam lithography, coupled with photolithography for larger 
scale bonding pads for ease o f interfacing to packaging socket. Photolithography used a 
light source to transfer a geometric pattern though a photo lithography mask to a light 
sensitive chemical based photoresist. The photoresist itself can be applied to any film or 
substrate. At the outset o f the fabrication process, a set o f masks were manufactured in- 
house. The flexibility offered by in-house fabrication allowed for multiple design iterations 
at a very high throughput, provided that the correct lithographic recipes are used. The IDT 
design was directly ported over from the patterns generated as described in section 3.2. The 
design was complemented by separating the design to two sections,
• IDTs and sub micron features: fabricated by electron beam lithography (EBL)
• Pads and connecting wires: fabricated using photolithography
The two designs were correctly associated with one another by the use o f alignment 
features. The overview is illustrated below.
Photo Lithography
Substrate
sub micron Alignment
featu res< ~500nm
Large scale  
Fea tu res 
> ~500um
Figure 3.26 Overview of Lithography process steps
Theoretically the EBL process could be used for the patterning o f the large scale features. 
Practically, the inability to control the spot size o f the electron beam within a single job 
creates a considerable time constraint. For example to pattern large scale features using the 
same spot size as for the sub micron features would result in a electron beam writing job of 
longer than a week. Nevertheless, it was indispensable to exploit the flexibility offered by 
the EBL process to create multiple design iterations in a relatively short period in-house. 
The solution was to create a photo lithography mask using the EBL technique, allowing for
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tlie large scale features to be patterned exclusively, using a large spot size. The use o f a 
large spot size in EBL sacrifices fine resolution in lieu o f writing speed. The mechanism is 
largely used in industry for production o f photo lithogiaphy masks. The procedure had not 
been previously used within the laboratories o f the institute; this required the author to 
explorer the large parameter space o f  the process to generate a suitable recipe and an 
operating procedure. An in-depth review o f the techniques used in EBL and 
photolithography are described in the following sections.
3.3.2.1 Electron Beam Lithography (EBL)
EBL is a direct writing method (strictly speaking it is not a lithography process), which can 
change pattern with each run. It is ideally suited for research and development, though too 
costly for large scale production due to slow throughput due to the serial process, exposing 
a single pixel at a time and moving to the next pixel. A veiy small (2nm diameter) focused 
electron beam can be deflected at high speed, exposing a sensitive resist. Systems are based 
on modified SEM systems. Its Resolution is not limited by diffraction limits, but by 
scattering o f electrons, the resolution is around 1 0 nm-2 0 nm.
As previously mentioned the operation o f an EBL system, at its core is similar to a SEM. 
An electron beam is thermionically (or tungsten field emission) emitted from an electron 
gun. Thermionic emission is the flow o f electrons fr om a charged metal surface. The charge 
produces a thermal vibrational energy that overcomes the electrostatic forces that keep 
electrons at the surface. The source o f electrons in located at the top o f the column where 
electrons are emitted from a hot tungsten filament and accelerated down an evacuated 
column, whose crossover is focused onto the surface o f the workplace by two magnetic 
lenses. The beam half-angle is governed by the beam shaping aperture. This controls the 
number o f electi ons leaving the gun and intercepts current emitted by the gun that is not 
ultimately focused onto the spot. In order to minimize the excess current flowing down the 
column, the beam shaping aperture may form an integral part o f  the gun itself. This 
configuration is preferred since the electron-electron interactions that effect the beam size 
upon the sample are minimized. The undesirable effects caused by electron-electron 
interaction can lead to can lead to electric charge build up causing loss o f resolution and 
beam drift. Additionally, the minimizing o f the required current flow by placing the beam 
forming aperture close to the source leads to a decrease in contaminating film build up due 
to the polymerizing o f residual hydrocarbons. Subsequently the beam is passed through a 
magnetic or electi'ostatic deflector used to move the focused beam over the surface o f the
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sample; this deflector is frequently placed after the final lens. A beam blanker is used to 
switch the current in the electron beam on and off. It consists o f a combination o f an 
aperture and a deflector. When the deflector is inactive, it provides no opposition to the 
beam which passes through the aperture and exposes the sample located on the stage. 
However, when the deflector is activated, the beam is diverted away from the sample. The 
arrangement shown in Figure 3.27 is only one possible configuration for a scanned-beam 
instrument. Additionally, practical instrument would include further optical elements such 
as alignment deflectors and stigmators.
H.V, power supply
lens power supplies
blanking amplifier 
 1------------
pattern generator
D/A converters 
deflection amplifiers
registration unit
laser interferometer 
stage controller
computer
pattern data storage
airlock
electron gun
column
final lens 
electron detector
stage
i m
chamber
vacuum system 
vibration Isolation table
Figure 3.27 Block diagram of a typical EBL system
If the beam current delivered to the workpiece is /  (boulomb/sec), the area on the wafer to 
be exposed is A(metre^), and the charge density (Coulomb/metre^) to be delivered to the 
exposed regions (often called the “dose”) is Q, it then follows that the total exposure time is 
as shown below
r  = QA 3.17
Thus, for short exposure times, the resist should be as sensitive as possible and the beam 
current should be as high as possible. Additionally the stage on which the sample sits can
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be controlled via a stage controller, allowing larger samples to be pattered which would 
normally be away from the field o f view o f the electron beam.
The vector scan writing mode was utilised via the NPGS (Nanometer Pattern Generation 
System) modification on a FEI Nova nanolab 600 DualBeam SEM/FIB SEM. Here the e- 
beam “jum ps” from one patterned area to the next, skipping unwanted areas. This makes 
the vector scan much faster than the raster scan for sparse pattern writing.
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Figure 3.28 Typical setup of the NPGS Run File Editor
The NPGS software allows EBL patterns to be designed via a vector graphics program 
named DesignCAD. The flexibility o f importing numerous graphics formats (and namely 
DWG -  AutoCAD file format) allows the designs generated in Section 3.2 to be imported 
with relatively minor changes.
3.3.2,1.1 E-beam writing process for device fabrication
Once imported a run file is created (see Figure 3.31) mapping the individual features and 
layers o f the pattern to area doses. Approximate operational parameters were as follows; 
actual device parameters were obtained by an exhaustive empirical approach and are 
discussed and presented in the following chapters.
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IDT & other <400nm features
e-beam energy 30KV
Spot size (current) 21pA
Area Dose 280 pC/cm^
Blanker Voltage 90V
Table 3-5 EBL operational parameters for fabrication of initial devices
A step by step procedure o f a typical EBL run (post sample preparation) is listed in 
appendix D section 1. The process is used for all EBL related lithography processes 
discussed in this thesis. The key parameters defining the outcome of the procedure is shown 
in Table 3-5, where substitutions will be effected for successful exposures o f device 
fabrication and photolithography mask creation.
3.3.2.1.2 Sample preparation and fabrication
Substrate preparation is a key for reproducible and successful patterning o f devices. Much 
care needs to be taken at this step to ensure a useful device. A high resolution positive 
direct write e-beam sensitive polymeric material is used as the resist. PMMA has been 
popular due to its intrinsic stability and reproducibility in R&D environments. Specifically 
we have chosen 950 PMMA "A" 11% Resist diluted to 7% in anisole. The process 
involving sample preparation to device fabrication is as follows. The thickness o f the resist 
layer is dependent on the metallization requirement. A lOOnm thin film o f Au is DC 
sputtered on to a 5nm thin film o f Cr. The Cr layer is used as a seed layer. A complete 
description o f the procedure is given in Appendix D section 2.
Resist Substrate Coating resist Pre Baking Transport in a’ UVlnsulating container \Preparation Clean Resist
[ Si / S io T Si /  SIO,
i
Expose via e- Develop Rinse & Dry
Sputter Removebeam . ' a s r a . . . ResistUi
SI / SIC,
1 _ T T
SI / SIO,
A u l û û n m  
Cr 3nm — j m -------------I  SI / SIO, I  I  Si /  SiOz 1
Figure 3.29 EBL process overview
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3.3.2,L3 Process Optimization
Sam ple Polym er  
spin rate
Polym er spin
acceleration
rpm^
Poiym er spin
tim e
(sec)
Poiym er  
prebake tim e  
[M in.sec]
Polymer
bake
tem p
Spot size  (pA) 
& Exposure 
(pC /cm 2)
D evelop m en t  
tim e (sec)
M 4000 3900 45sec Im in 180C 21pA 280 ±25% 5
M 4000 3900 45sec Im in 180C 21pA 280 ±25% 10
A3 4000 3900 45sec Im in 180C 21pA 280 ±25% 15
A4 4000 3900 45sec Im in 180C 21pA 280 ±25% 20
A5 4000 3900 45sec Im in 180C 21pA 280 ±25% 25
A6 4000 3900 45sec Im in 180C 21pA 280 ±25% 30
A7 4000 3900 45sec Im in 180C 21pA 280 ±25% 35
AS 4000rpm 3192 45sec 1:10 180C 21pA 280 ±25% 2
A9 4000rpm 3192 45sec 1:10 180C 21pA 280 ±25% 5
AlO 4000rpm 3192 45sec 1:10 180C 21pA 280 ±25% 10
A ll 4000rpm 3192 45sec 1:20 180C 21pA 280 ±25% 2
A12 4000rpm 3192 45SEC 1:20 180C 21pA 280 ±25% 5
A13 4000rpm 3192 45SEC 1:20 180C 21pA 280 ±25% 10
A14 4000rpm 3192 45SEC 1:30 180C 21pA 280±25% 2
A15 4000rpm 3192 45SEC 1:30 180C 21pA 280 ±25% 5
A16 4000rpm 3192 45sec 1:30 180C 21pA 280±25% 10
B1 4000rpm 10100 45sec 1 min 180c 21pA 280±25% 15
B2 4000rpm 10100 45sec 1 min 180c 21pA 280±25% 20
B3 4000rpm 10100 45sec 1 min 180c 21pA 280±25% 25
B4 4000rpm 10100 45sec 1 min 180c 21pA 280 ±25% 30
B5 4000rpm 10100 45sec 1 min 180c 21pA 280 ±25% 35
B6 4000rpm 10100 45sec 1 min 180c 44pA 280 ±25% 15
B7 4000rpm 10100 45sec 1 min 180c 44pA 280 ±25% 20
B8 4000rpm 10100 45sec 1 min 180c 44pA 280 ±25% 25
B9 4000rpm 10100 45sec 1 min 180c 44pA 280 ±25% 30
BIO 4000rpm 10100 45sec 1 min 180c 44pA 280 ±25% 35
B l l 4000rpm 6156 45sec 1 min 180c 21pA 280 ±25% 10
B12 4000rpm 6156 45sec 1 min 180c 21pA 280 ±25% 15
B13 4000rpm 6156 45sec 1 min 180c 21pA 280 ±25% 20
B14 4000rpm 6156 45sec 1 min 180c 21pA 280 ±25% 25
B15 4000rpm 6156 45sec 1 min 180c 21pA 280 ±25% 30
B16 4000rpm 6156 45sec 1 min 180c 44pA 280 ±25% 10
B17 4000rpm 6156 45sec 1 min 180c 44pA 280±25% 15
B18 4000rpm 6156 45sec 1 min 180c 44pA 280±25% 20
B19 4000rpm 6156 45sec 1 min 180c 44pA 280±25% 25
B20 4000rpm 5156 45sec 1 min 180c 44pA 280 ±25% 30
C l 2500rpm 6156 45sec 1 min 180c 21pA 280 ±25% 5
C2 2500rpm 6156 45sec 1 min 180c 21pA 280 ±25% 5
C3 2500rpm 6156 45sec 1 min 180c 44pA 280 ±25% 10
C4 2500rpm 6156 45sec 1 min 180c 44pA 280 ±25% 10
01 4000rpm 10146 45sec 1 min 180c 44pA 400 ±25% 15
02 4000rpm 10100 45sec 1 min 180c 44pA 400  ±25% 20
03 4000rpm 10100 45sec 1 min 180c 44pA 400 ±25% 25
04 4000rpm 10100 45sec 1 min 180c 44pA 4 00  ±25% 30
05 4000rpm 10100 45sec 1 min 180c 44pA 400 ±25% 15
06 4000rpm 10100 45sec 1 min 180c 21pA 400 ±25% 20
07 4000rpm 10100 45sec 1 min 180c 21pA 400 ±25% 25
08 4000rpm 10100 45sec 1 min 180c 21pA 400 ±25% 30
El 4000rpm 10100 45sec 1 min 150c 21pA 280 ±25% 15
E2 4000rpm 10100 45sec 1 min 150c 21pA 280 +25% 20
E3 4000rpm 10100 45sec 1 min 150c 21pA 280 ±25% 25
E4 4000rpm 10100 45sec 1 min 150c 21pA 280 ±25% 30
E5 4000rpm 10100 45sec 1 min 180c 44pA 280 ±25% 20
E6 4000rpm 10100 45sec 1 min 180c 44pA 280 ±25% 25
E7 4000rpm 10100 45sec 1 min 180c 44pA 280 ±25% 30
E8 4000rpm 10100 45sec 1 min 180c 44pA 280 ±25% 35
Table 3-6 EBL recipes 1
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The large parameter space (as shown in Table 3-6) provided in EBL proves to be 
complicated to master as a variety o f fabrication errors persists as shown in Appendix A . 
It should be noted that each sample group in Table 3-6 (e.g. B3) if indicated by ±25% (e.g. 
21pA 280 ±25%) has 6  samples within it, patterned using a varying intensity from 210 to 
350 pC/cm^. Thus for the given example o f B3, the sample group contains devices 
patterned at 210, 238, 266, 294, 322, 350 pC/cm^ respectively. Appendix A tabulates the 
optical microscopy images o f the Sample B group of which where the post lift off 
procedure created a pattern on the substrate. A full set o f images contain the view post 
development. Post sputtering o f Au and finally Post lift off. They are categorised in order 
o f decreasing exposure level, starting with the highest. If at any stage, pattering is not seen 
on the substrate the whole set has been ejected from the table. The ineffective process was 
apparent through sample sets A to E. The data o f which have not been attached due to the 
enormity o f it and in lieu o f the fact that it would not positively contribute any more 
information than the data that can be gathered from the images o f Appendix A. Meticulous 
imaging o f the sample sets during the complete run provides a strong platform to evaluate 
the point o f failure. A reoccurring theme o f failure was the lift off o f one side o f the fingers 
in the IDT structure, shown below in Figure 3.30.
B9 B2
Figure 3.30 Points of failure
Further investigation pointed to the alternating scan direction o f the electron beam. 
Depending on the direction o f the scan the average dwell time in any given area is affected. 
This is especially true o f high structures containing a high aspect ratio such as the fingers 
within an IDT. NPGS determines the scan direction for writing by the point o f origin o f a 
polygon to the end point. The mechanism is visualised in Figure 3.31. The high average 
dwell time (or the lack o f which) in high aspect ratio structures such as IDT fingers are due
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exclusively to the scanning method, provided an otherwise regular energy dose within that 
structure.
r Origin of Feature< 1
) > 1( \ \
V /c 4 /f
Horizontal
Writing
Vertical
Writing
Figure 3.31 illustration of the origin dependent writing (scan) direction in NPGS
The hypothesis was tested by the use o f the recipes tabulated in Table 3-7, after the 
polygons were modified.
Sample Polymer spin 
rate
Polymer spin 
acceleration 
rpm*
Polymer 
spin time
Polymer 
prebake time
Polymer bake 
temp
Spot size (pA) & 
Exposure 
(pC/cm2)
Development
time
FI 4000rpm 10100 45sec 1 min 160c 21pA 280 ±25% 15
F2 4000rpm 10100 45sec 1 min 160c 21pA 280 ±25% 30
F3 4000rpm 10100 4Ssec 1 min 150c 21pA 280 ±25% 15
F4 4000rpm 10100 45sec 1 min 150c 21pA 280 ±25% 30
FS 4000rpm 10100 45sec 1 min 140c 21pA 280 ±25% 15
F6 4000rpm 10100 45sec 1 min 140c 21pA 280 ±25% 30
F7 4000rpm 10100 45sec 1 min 130c 21pA 280 ±25% 15
F8 4000rpm 10100 45sec 1 min 130c 21pA 280 ±25% 30
G1 4000rpm 10100 45sec 1 min 180C 21pA 280 ±25% 35sec
G2 4000rpm 10100 45sec 1mm 180C 21pA 280 ±25% 35sec
XI 4000rpm 10100 45sec Im in 180C 21pA 280 35sec
X2 4000rpm 10100 45sec Im in 180C 21pA 280 55sec
X3 4000rpni 10100 45sec Im in 180C 21pA 280 35sec
X4 4000rpm 10100 45sec Im in 180C 21pA 280 35sec
X5 4000rpm 10100 45sec Im in 180C 21pA 280 30sec
Table 3-7 EBL recipes 2
A sample o f the devices obtained via the successful X I-5 series is shown in Table 3-8, thus 
proving the hypothesis o f scan direction. It was noted that the structures proved quite 
resilient even in the face o f long running ultra Sonication baths, indicating good surface 
adhesion and a robust recipe.
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IDT R eflector F ingers A lignm ent features
Post Au Sputter
Post Development
Post Liftoff
Table 3-8 EBL of Sample X3 recipe
In conclusion, the EBL process has resulted in successfully fabricating sub micron <500nm 
features o f IDTs, reflectors and alignment features in a repeatable manner.
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3.3.2.1.4 Photomask fabrication
the mask required for the larger scale structure patterning via photolithography was 
fabricated using the EBL process. The core differences in the process were namely, the 
parameters o f exposure and the use o f etching as opposed to lift off. The process used for 
in-house Chrome photo mask fabrication Using cleaned unpattemed sodalime glass mask is 
described in this section. A complete description o f the process used for the fabrication o f 
the photomasks is given in Appendix D section 3.
The resulting optical microscope images o f the Cr mask is shown in Figure 3.32. The 
impurities seen on a few o f the images are localized to the surface o f the Cr film and do not 
transmit light. The process results in a successful Cr photo mask.
Figure 3.32 close up sections of a successful Cr mask creation process
3.S.2.2 Photolithography
Patterning techniques are used to create features on the micrometer or nanometer scales in 
the thin film layers. The most powerful o f patterning techniques is the photolithographic
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(also optical lithography) process. The larger (>500nm) features were fabricated by using 
photolithography. Essentially the process is identical to EBL, while the resist used is 
sensitive to UV light as opposed to an electron beam. Similar to EBL we can either perform 
etching or liftoff depending on the requirement. It uses light to transfer a geometric pattern 
through a photomask to a light-sensitive chemical (photoresist) on the substrate. Usually, 
photolithography involves three primary steps: deposition o f a photosensitive emulsion 
layer, ultraviolet exposure o f photoresist to some pattern and subsequent develop o f the 
wafer to remove unwanted photoresist and etching o f materials in desired areas by physical 
or chemical means. The patterned photoresist serves as a material template for the 
definition o f microstructures. Patterns can be etched directly into the silicon substrate, or 
into a thin film which in turn can be used as a mask for subsequent etches. Many etching 
forms including wet-chemical, dry-chemical, and physical etching techniques are used in 
MEMS processing
Both processes are illustrated in Figure 3.33.
u t ^
Muic*
PositiiA Reaist
Eldvbacfc
Figure 3.33 Photolithography process overview
The lift o ff process was used for the fabrication o f the pads and wires on the device by 
employing the Cr photo mask created in the previous section. The mask aligner and 
exposure apparatus used was a Quintel ULTRALINE 7000 mask aligner containing a 
mercury lamp configured with intensity o f -lO m W cm '^ The complete photolithography 
process used for the fabrication o f the SAW transducers is described in Appendix D section 
4. The completed SAW transducer device is fabricated on Silicon. The resulting devices are 
imaged using an optical microscope (finer details o f the IDTs and reflectors remain
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elusive). It can be seen that the connection between the IDT and bonding pads are well 
aligned, and as designed
Figure 3.34 device completed via EBL and photolithography process
3.3.3 Packaging
A Kulicke & Sofia Wire Bonder was used along with a DIP 16 package to allow easy access 
to the device. Au wire was used for the connections. SMA connectors were added for 
investigations which were to be carried out for R.F characterisation o f the device.
Output tm sducer
Boodiog wire
Figure 3.35 DIP package
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3.4 Material characterisation
The materials deposited for the purpose o f surface acoustic wave creation are heavily 
dependent on the quality o f the microscopic quality o f the films. The various attributes at 
play are investigated by use o f SEM, AFM, XRD, UV-VIS-NIR and RBS. The key film 
under investigation is ZnO as it constitutes the majority affect o f the sensors. The 
metallisation layers were investigated for the growth and deposition methods used in the 
lab, but results have been omitted as the properties for these are largely known and well 
investigated. The same cannot be said for ZnO as the total device performance depends on 
acquiring a strongly piezoelectric film. The investigatory tools are described in the 
following sections.
3.4.1 Scanning Electron Microscopy (SEM)
High magnification imaging is essential for the work carried out within this project. The 
need to examine the surface morphology and structure of materials and investigating the 
structure o f fabricated devices are some o f the predominant requirements, while exists 
many more.
Conventional light microscopes use a series o f glass lenses to bend light waves and create a 
magnified image. The Scanning Electron Microscope creates the magnified images by 
using electrons instead o f light waves. The SEM shows very detailed 3-dimensional images 
at much higher magnifications than is possible with a light microscope. The equipment 
used for the investigation was a FEI Quanta 200 located within the ATI microscopy 
laboratory.
InrtdnuEkciivas
Barkscatimdr E lm r a a nX-ifl
Figure 3.36 Signals generated inside a SEM when an electron beam interacts with the sample
Chapter 3: Experimental techniques 69
The SEM had its origins in the work o f Knoll and von Andenne where images o f surfaces 
with material, topographic, and crystallographic contrast were obtained. The first modem 
SEM, however, was described by Zworykin et al., in 1939. In which the instrument 
incorporated most o f the features o f a current SEM such as a secondary electron detector 
and a cathode-ray-tube display, achieving an image resolution o f about 5 nm on solid 
specimens.
Figure 3.36 illustrates the signals which are generated within the chamber o f an SEM. 
Predominantly the equipment used have focussed on detection o f backscattered and 
secondary electrons. The general operation o f a scanning electron microscope is depicted in 
Figure 3.37.
ElectionBeam Electron Gun
Stage
Anode
Magnetic •  Lens
(Condenser) To TVScanner
Objective 
Lens
ScanningCo#s
Backscattered Electron Detector Secondary ^ E lec tro n  ^Detector
Specimen
Figure 3.37 SEM schematic
In a typical SEM, an electron beam is thermionically emitted from an electron gun. The 
source o f electrons in located at the top o f the column where electrons are emitted from a 
hot tungsten filament and accelerated down an evacuated column. Here a vacuum is 
necessary because electrons can travel only short distances in air. The three gun 
components are the filament, the wehnelt, which controls the number o f electrons leaving 
the gun, and the anode, which accelerates the electrons to a selectable voltage between 1 -  
30 kV. The Condenser Lenses concentrates the beam onto the specimen. The beam passes
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through pairs o f scanning coils (or pairs o f deflector plates) in the electron column, 
typically in the final lens, which deflect the beam in the x  and y axes so that it scans in a 
raster fashion over a rectangular area o f the sample surface.
Backscattered electrons are energetic enough to directly excite the detector, which is 
mounted on the bottom o f  the objective lens. Secondaiy elections are drawn to the 
secondaiy electron detector by a positive bias charge placed in fr ont o f the detector. They 
are subsequently accelerated towards a scintillation detector where they produce light 
which is amplified to produce an electronic signal then sent to the computer to be displayed 
on the monitor.
3.4.2 Atomic Force Microscopy (AFM)
A fundamental propeity o f materials characterisation is the surface morphology or R.M.S 
roughness. AFM provides high resolution data o f the surface and thus is a fundamental tool 
for the investigation. The AFM equipment used was a NanoScope Veeco Dimension 3100.
Binnig, Quate, and Gerber initially reported the discoveiy o f atomic force microscope 
(AFM) in 1986. The technique is widely used for observing and analyzing sample surfaces 
in the atomic scale. The apparatus was to be able to acquire sample images in the atomic 
level of, both, conductive and non-conductive samples with a good lateral and vertical 
resolution. The atomic force microscope helps determine possible problems that are 
emerging in nanotechnology among other areas, and is also used to modify and pattern 
various types o f materials on surfaces, for positional nano assembly and other nano 
applications. The AFM ’s tip can make soft physical contact with the sample’s surface, 
which will not damage the surface.
Photo detector Mhor 
— %> 0  Dio de Laser
F -signal
2 - axis servo system
Z-signal
I----------
Cantilever 
Specimen 
Pizoelec. Scannerm :
JXY SanningComputet System
Figure 3.38 Atomic Force Microscope
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Figure 3.38 [41] depicts the components o f an AFM. With reference to the above figure, the 
laser beam originates fiom the Diode and is focused onto the rear o f  the cantilever. The 
laser beam reflects from the rear o f  the cantilever and propagates to a mirror where the 
beam reflects and is directed to a four-point photodetector. The photodetector detects the 
deflection impending from the laser beam when the cantilever moves as the sample is 
scanned. The detection by the photodetector results in a signal that is inserted in to the 
feedback loop. The feedback loop will register to move the piezo in the z direction taking 
the laser beam back to the original position on the photodetector. Due to the z direction 
piezo motion the sample is scanned with a constant force in return producing a 
topographical view o f the surface o f the scanned region. Currently there exists three 
commonly used mechanisms for scanning which are described in the following sections.
3.4.2.1 Contact mode
The contact mode is where the tip scans the sample in close contact with the surface. This 
method is the most commonly used type o f AFM. The cantilever is forced against the 
sample surface with a piezoelectric positioning element. In contact mode AFM the 
deflection o f the cantilever is sensed and compared in a feedback amplifier to some desired 
value o f deflection. If  the measured deflection is different from the desired value the 
feedback amplifier applies a voltage to the piezo in the z direction o f the sample relative to 
the cantilever to restore the desired value o f  deflection. The voltage that the feedback 
amplifier applies to the piezo is a measure o f the height o f  features on the sample surface. It 
is displayed as a flinction o f the lateral position o f the sample. The excessive ti acking force 
caused by this type o f AFM has the ability to change the surface o f the sample being 
imaged.
3.4.2.1 N on-contact M ode
Non-contact mode AFM takes Attractive Van der Waals forces in to consideration as the tip 
hovers 5 to 15 nanometers above the surface o f the sample. Van der Waals forces acting 
between the tip and the sample are detected, and topogiaphic images are constiucted by 
scanning the tip above the surface. The attractive forces from the sample are substantially 
weaker than the forces used by contact mode. Therefore the tip must be given a small 
oscillation so that AC detection methods can be used to detect the small forces between the 
tip and the sample by measuring the change in amplitude, phase, or frequency o f the 
oscillating cantilever in response to force gradients from the sample.
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3.4.2.3 Tapping M ode
Vibrating a tip which is at the end o f a cantilever and bringing the tip into intermittent 
contact with the surface o f the sample is referred to as Tapping Mode Atomic Force 
Microscopy. When the tip interacts with a surface feature, its amplitude is decreased from 
its previous amplitude o f oscillation. The AFM circuitiy senses this decrease, and the tip is 
raised away from the sample in order to acquire the previous amplitude o f oscillation. In 
this way, the tip can be scanned across the sample to generate topographical images. 
Because the reaction o f the tip is sensitive to sample mechanical properties, such as 
viscosity and elasticity, said properties can be characterised as well. Tapping Mode has a 
number o f advantages over other microscopic techniques. One is the ability to image soft 
samples without damaging it, this is veiy useful for imaging biological and polymer 
samples.
3.4.3 X-Ray Diffraction (XRD)
The piezoelectric material under consideration is polycrystalline. The investigation 
necessitates an insight to the quality o f the ZnO thin film as it constitutes the propagation 
characteristics. Strong preferential c-axis orientation has been established as an excellent 
indicator as to the quality o f said films. Thus XRD was used to evaluate the quality o f the 
recopies used for ZnO deposition. An extreme case o f non-random distribution o f the 
crystallites is referred to as preferred orientation. The measurements were carried out at the 
Department o f Materials o f  the Imperial College London. The equipment used was the 
Siemens Bruker D5000 XRD Diffiactometer with a Cu source at a Kai wavelength o f
0.154 060 nm.
X-ray scattering tecluiiques are non-destructive analytical techniques which expose 
information about the crystallographic structure, chemical composition, and physical 
properties o f materials and thin films. These techniques are based on observing the 
scattered intensity o f an X-ray beam hitting a sample as a function o f incident and scattered 
angle, polarization, and wavelength or energy [42]. X-ray diffraction finds the geometry or 
shape o f a molecule using X-rays. In 1919 A.W.Hull published a paper titled, “A New 
Method o f Chemical Analysis”. It was pointed out that every crystalline substance gives a 
pattern; the same substance always gives the same pattern; and in a mixture o f substances 
each produces its pattern independently o f the others. Therefore the X-ray diffraction 
pattern o f a pure substance is similar to a fingerprint o f the substance. Furthermore, the
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areas under the peak (of the graph) are related to the amount o f each phase present in the 
sample.
An election in an alternating electi’omagnetic field will oscillate with the matching 
frequency as the field. When an X-ray beam hits an atom, the electrons around the atom 
start to oscillate with the same frequency as the incoming beam. In almost all directions 
desti'uctive interference will take place, that is, the combining waves are out o f phase and 
there is no resultant energy leaving the solid sample. However the atoms in a ciystal are 
arranged in a regular pattern, and in a veiy few directions we will have constructive 
interference. The waves will be in phase and there will be well defined X-ray beams 
leaving the sample at various directions. Hence, a diffracted beam may be described as a 
beam composed o f a large number o f scattered rays mutually reinforcing one another. The 
phenomenon is described by Bragg’s Law.
When an x-ray beam strikes a ciystal surface at an angle 0, a portion is scattered by the 
layer o f atoms on the surface. The un-scattered portion penetrates to the second layer of 
atoms where again a fraction is scattered. The cumulative effect o f  this scattering from the 
regularly spaced centres o f the ciystal is diffraction o f the beam. The requirement is that 
spacing between the layers be approximately the same and the scattering centies be 
spatially distributed in a highly regular way.
X-ray 1
X-ray 2
s i n  ^  =  —
AB+BC = multiples of n%.
/  C
A BB
Figure 3.39 Diffraction of X-rays
With reference to Figure 3.39, Bragg’s law dictates that a wave incident on a crystal surface 
comprising o f a <7 inteiplanar distance at X wavelength, the X-rays will reflect if
sin 0  = holds true, while n being an integer.
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Figure 3.40 General XRD system schematic
3.4.4 Ultra Violet-Visible -  Near InfraRed Spectrometry (UV-VIS- 
NIR)
Optical transmission spectra performed on piezoelectric thin films indicate higher 
transmittance (>85%) in the visible region yield very high quality films [43]. The ZnO 
films were characterised using the Cary 500 UV-VIS-NIR (Ultra violet- visible-near 
infrared) spectrophotometer. The instrument has a wavelength range o f 175-3300 nm. The 
region o f interest is in visible range from approximately 400 to 800 nm.
The UV-visible EM radiation causes electronic transitions within a molecule, promoting 
bonding and non-bonding electrons to higher, less stable antibonding orbitals (Figure 3.41). 
The molecule then loses this excess energy by rotation and vibrational relaxation [44].
Excited States
Absorbance
Ground State
Figure 3.41 Molecule excitation employ UV-vis radiation|44]
Chapter 3: Experimental techniques 75
When a sample o f an unknown compound is exposed to light, certain functional groups 
within the molecule absorb light o f different wavelengths in the UV or visible or NIR 
region. Light which is not transmitted is absorbed in to the sample.
Power of 
Incident Light
Power of Light 
aRer passing 
through sam ple
Sample
Figure 3.42 Transmittance|44|
Transmittance (T) is defined as the ratio o f P/Po and Absorbance (A) is defined as -log(T). 
UV-VIS-NIR spectroscopy is used for qualitative and quantitative analysis o f materials.
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Figure 3.43 UV-VIS spectrophotometer|44|
Figure 3.43 shows a configuration o f a UV-VIS spectrometer. Each monochromatic (single 
wavelength) beam in turn is split into two equal intensity beams by a half-mirror. One 
beam, the sample beam (magenta), passes through the sample under test. The other beam, 
the reference (blue), passes through a reference. The intensities o f these light beams are 
then measured by electronic detectors and compared. Subsequently the spectrometer 
automatically scans all the component wavelengths in the manner described, and plots the 
results on a display.
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For the purpose o f this characterisation ZnO thin films were produced on a glass slide. A 
reference glass slide from the same batch was used to de-embed the glass properties from 
the results. The transitionaiy period from the point o f equipment turn on to +30 mins is 
generally known to have vaiying lamp intensities. Thus, it is critical to wait until the 
illumination lamp has stabilized prior to taking any measurements.
3.4.5 Rutherford backscattering spectrometry (RBS)
The stoichiometiy o f a perfect ZnO film is 1:1. The reactive DC sputtering process 
provides great flexibility, though it cannot involuntarily provide such a Z n :0  ratio o f 1:1. 
However, by varying the partial pressure o f O 2  the ratio can be easily controlled. The 
characterisation o f the stoichiometry can be done via RBS to optimize the Z n :0  ratio to 
unity. Rutherford backscattering spectrometiy entails measuring the number and energy o f 
ions in a beam which backscatter after colliding with atoms in the near-surface region o f a 
sample at which the beam has been targeted.
Rutherford backscattering can be described as an elastic (hard-sphere) collision between a 
high kinetic energy particle from the incident beam (the projectile) and a stationaiy particle 
located in the target sample. Elastic in this context means that no energy is either lost or 
gained during the collision.
Accelerator
He L_riAQ He+He“He° Sample
Detector
Rb Ion 
Exchange Nitrogen Ion Exchange
Figure 3.44 RBS overview [45]
In RBS, high energy ion beams, usually H or He ions with energies in the range 1-4  MeV, 
are used as probes, where a sample is irradiated by the ion beam. Almost all ions penetrate 
deep inside the sample up to approximately 1 0  pm until they completely lose their kinetic
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energy. During the penetiation some ions collide with the target atoms and are subject to 
elastic Coulomb scattering (Rutherford scattering) between the projectile and the target 
nuclei and may be backscattered fi'om the sample. The energy o f the ion backscattered from 
the target atom depends on the target atom mass. With this information, it is possible to 
determine atomic mass and elemental concentrations versus depth below the surface.
The measurements o f the backscattered particles at a given angle are dependent on two 
factors. Firstly the particle loses energy while in transit through the sample, which occurs 
both before and after collision. Secondly, the collision itself will yield in an energy loss of 
the particle. The collisional loss depends on the masses o f the projectile and the target 
atoms. The ratio o f the energy o f the projectile before and after collision is called the 
kinematic factor.
The RBS measurements were carried out at the Surrey Ion beam centre’s Ion beam analysis 
laboratoiy. A 1.2 MeV ^He^ ion beam were impinged vertically on the specimen. The data 
was obtained via the Surrey “IBA DataFurnace” software [46].
In conclusion, RBS involves measuring the number and energy o f ions in a beam which 
backscatter after colliding with atoms in the near-surface region o f a sample at which the 
beam has been targeted.
3.5 MW CNT b io senso r Fabrication
MWCNT growth was attained using a Surrey Nano Systems NANOGROWTH PECVD 
apparatus. Plasma enhanced chemical vapour deposition (PECVD) is a process used to 
grow Carbon Nanotubes. For the investigation o f bio sensors we have grown vertically 
aligned multi wall carbon nanotubes using PECVD. Highly doped silicon subsfrates were 
used. The key steps used are Substrate clean. Dehydration bake. Catalyst deposition & 
PECVD growth, which can be further expanded as.
Substrate Cleaning
Acetone Sonicate lOmins 
I PA Sonicate lOmins 
M ethanol Sonicate lOmins 
Dehydration bake
Hot plate for ISmins at 400c 
Catalyst deposition
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1. JLS MPS500
2. Nordiko 2 000
3. Nano cluster too l
Growth
1. Thermal CVD (for testin g  purposes)
2. PECVD (RF)
3. PECVD (DC)
The find the optimum parameters for well aligned CNT growth by means o f PECVD was 
examined. Due to the large parameter space many of the iterations yielded with less than 
optimum growth. For the sake o f concise reporting (due to the o them ise large dataset) the 
parameters and procedures that indicated actual giowth via SEM analysis are described 
here.
3.5.1 Catalyst deposition
Ni was used as the primary catalyst for MW CNT growth explored in this thesis. Deposition 
mechanisms and their parameter spaces were investigated. Predominantly the sputtering 
method was used due to its inherent ability for repeatability, flexibility and speed.
The JLS MPS500, Nordiko 2000 and a nano cluster tool were used to evaluate the benefits 
o f DC, RF and nano cluster sputtering.
DC Sputtering (JLS MPSSOO^
Pre-sputtering is a key requirement to obtain high quality uncontaminated films. This 
process was carried out at a relatively high current o f 0.44A for a period o f 25 minutes prior 
to the deposition process.
A low sputter rate was used in the DC sputter process to create a smooth Ni catalyst o f 
approximately 7nm. A current o f 0.05A and a voltage o f 279V was via the power source to 
attain a deposition rate o f ~0.653nm/min. A 10 minute 42 second process resulted in the 
required Ni thickness.
RF Sputtering (Nordiko 2000J
RF sputtering for catalyst deposition has largely been overlooked within the laboratory in 
which the investigations took place. Thus in an effort to build the knowledge base and 
pursue a reliable method o f catalyst deposition the Nordiko 2000 was used coupled to a R.F 
power source. An extended process o f pre-sputtering was used to clean the target as
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described above. An Ar atmosphere was established for a sputter pressure o f 5.2 xlO’’ torr 
by setting the Ar mass flow controller to 50 seem, after achieving a base pressure o f 1.3 x 
10'^ torr. The RF power output o f the generator was set to lOOW. A 7nm film o f Ni was 
grown in 10 minutes.
Nano cluster tool (Mantis NanoSvs 500)
The apparatus consists o f a magnetron which produces discharges used to generate the 
clusters. The nanocluster source designed for use in an ultra high vacuum environment. 
Inside an aggregation tube (within the blue area as illustrated in Figure 3.45), a rare gas, 
typically argon, cools and sweeps the atoms and clusters from the aggregation region 
towards an aperture which channels them on to the substrate. The cluster size can be varied 
by adjusting several parameters such as the power supplied to the magnetron, the aperture 
size, the rate o f rare gas flow, type o f rare gas being used, temperature o f the aggregation 
region and distance between the magnetron and the aperture. The cluster source is capable 
o f producing very small clusters containing a few atoms up to large clusters o f greater than 
12nm in diameter.
Power Source & 
vacuum system
cluster source
Target
Apature
deposition chamber
Sample Loading Chamber
Observation
WindowSample Holder
Figure 3.45 Schematic of a nano cluster deposition system
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The tool used within the laboratories is a modified nanocluster deposition tool by Mantis 
deposition. Ar atmosphere o f IC'^ toiT was established by flowing 50.3 seem o f said gas in 
to the chamber. The plasma was generated using a voltage o f 650V and a current o f 
0.3 50A, where the typical deposition process was 10 minutes.
3.5.2 Growth
3.5.2.1 Thermal Chemical Vapor Deposition
The thermal giowth appaiatus used is a custom built system based around two parallel plate 
electrodes housed within a bell jar. The simple nature o f the process narrows the parameter 
space allowing comparatively guaranteed giowth o f CNTs, given a well established recipe. 
Thus it acts as a fine indicator o f the quality o f the catalyst, allowing the elimination o f 
certain variables when ti'oubleshooting giowth related problems in a PECVD system.The 
growth process involves spreading acetylene (o f a concentration o f 5.0%) with H 2 as the 
carrier gas, over the iron catalyst at a temperature o f 650 °C for 20 min in vacuum. The 
process breaks the Nickel (Ni) in to small islands o f 50 to 100 nm in diameter. The length 
o f the nanotubes depends on the giowth time. In general for a grovrth time o f 15 minutes 
the MWNTs attain a length in the range o f ~15 pm. The growth parameters are shown 
below
Parameter Set point
Atmosphere H2  (gas 1)
Gas 1 flow 100 seem
Hydrocarbon C2H2 (gas 2)
Gas 2 flow 20 seem
Base pressure 8x10'*  ^torr
Growth pressure 5 torr
Substiate temperature 620°C
Average growth period 15 minutes
Table 3-9 CVD growth parameters
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Figure 3.46 Macroscopic view of CNT sensor arrays with Ni contacts on F doped Si
A metallic stencil was built especially for sensors with a 5mm diameter. A sample obtained 
by using this mask is shown in Figure 3.46. The mask was positioned on the surface o f the 
Si substrate. Ni sputtering was carried out. The growth process was carried out as described 
above. The use o f a stencil for patterning for patterning individual sensors allows for a 
much higher throughput than either photo or e-beam lithography.
3.5.2.2 Plasma Enhanced Chemical Vapour Deposition
The Nanogrowth PECVD apparatus offers a completely computer controlled environment 
for nanotube growth. The required parameters are simply input through a graphical user 
interface for which the software creates a job. In general, the growth parameters which 
were used in the Nanogrowth tool are as follows.
Parameter Set point
Atmosphere
Gas 1 flow
Hydrocarbon
Gas 2 flow
Base pressure
Growth pressure
Substrate temperature
Average growth period
Parameters For DC plasma
Parameters For AC plasma
H ](gas 1)
100 seem 
C2H2(gas2)
5 seem 
8x10"^ torr 
5 torr 
650°C 
10 minutes 
550V (voltage stabilised) 
150W (power stabilised)
Table 3-10 Nanogrowth tool general operating parameters
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3.5.3 Functionalizing of MWCNT by Ag~AgCi
3.5.3.1 Ag evaporation
The vacuum thermal evaporation deposition technique consists in heating until evaporation 
o f the material to be deposited. The material vapor finally condenses in form o f thin film on 
the cold substiate surface and on the vacuum chamber walls. Usually low pressures are 
used, about 10 or 10’^  Torr, to avoid reaction between the vapor and atmosphere. At these 
low pressures, the mean free path o f vapor atoms is the same order as the vaccum chamber 
dimensions, so these particles ti'avel in stiaight lines from the evaporation source towards 
the substiate. caie must be taken to avoid 'shadowing' phenomena with non planar objects, 
especially in those regions not directly accessible from the evaporation source (crucible). 
Furthennore, in thermal evaporation techniques the average energy o f vapor atoms reaching 
the substrate surface is generally low.
Silver (Ag) deposition was caii'ied out by the use o f thermal evaporation. A  slow deposition 
rate is attained by controlling the power tiansfer to the heating resistance. The deposition 
rate is measured by the use o f a quaitz micro balance, located inside the bell jar. It is 
important for the ciystal to remain in line o f  sight to accurately measure the rate and 
thickness o f the deposition.
Silver metal (99.9 %, CAS7440.22-4) was resistively heated to > 962 °C in a 2x10 *^ torr 
vacuum, and deposited, with a real time thickness obtained via a QCM. The thicknesses 
obtained for the samples reported are 32nm and lOOnm. The evaporation apparatus used 
was an Edwards Coating System E 306A.
3.5.3.2 Ag-AgCl electro deposition
Also known as electroplating, electio-deposition is typically limited to electrically 
conductive materials. In this process, the substrate, which has a conductive surface, is 
placed in an electiolyte solution. A counter electrode is also placed in the electrolyte, and 
when a voltage is applied between the substrate and the counter electi'ode, a chemical redox 
process takes place on the subsfrate’s surface. This results in the deposition o f a layer on 
the substrate. The electro-deposition process is well suited for making thin films o f metals 
such as gold, copper and nickel, whose thickness can be in the range from a few nm to well 
in the excess o f 100 pm. AgCl was formed on the Ag coated MWCNT samples by using a
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two electrode electiochemical cell with Platinum (Ft) wire as the working electrode. The 
counter electrode consisted o f a F t wire attached to the MWCNT array. The electrolyte was 
a hydrochloric acid (1.4M, 37%) aqueous solution. A lOMCl resistor was connected in 
series and 0.26V was applied for 2 seconds. After the electro deposition the array was 
rinsed with deionised water and dried with Nitrogen. Electrical measurements were carried 
out by attaching a Ft wire to the sample with Silver paste.
3.5.4 MWCNT Verification & Characterisation
The characterisation tools used in the discrimination o f properties in MWCNTs both as- 
grown and functionalised are described in this section. Rapid analysis was initially carried 
out via SEM followed by the techniques explained below.
3.5.4.1 High Resolution Transmission electron microscopy (HR-TEM)
A Hitachi HD2300 was used for high resolution TEM imaging o f the samples, where the 
imaging mode o f the transmission election microscope (TEM) that allows the imaging of 
the crystallogiaphic structure o f a sample at an atomic scale. Because o f its high resolution, 
it is an invaluable tool to study nanoscale properties o f  ciystalline material such as 
semiconductors and metals. The contrast o f the image arises from the interference in the 
image plane o f the electron wave with itself and shows directly a two-dimensional 
projection o f the crystal with defects.
3.5.4.2 Energy-dispersive X-ray spectroscopy (EDX)
SEM-EDX is the name o f the energy-dispersive X-ray spectroscopy analysis conducted by 
means o f SEM. The equipment used for EDX is built around a FEI Quanta 200. An electron 
beam voltage o f 15 keV was employed inducing a specimen current o f 12 iiA. SEM/EDX 
spectia, images and maps were acquired at a 15 keV beam voltage using an Oxford 
instrument EDX detector, running on an INCA platform. An electron beam strikes the 
surface o f a conducting sample. The energy o f the beam is typically in the range 10-20keV. 
This causes X-rays to be emitted from the point the material. The energy o f the X-rays 
emitted depends on the material under examination. The X-rays are generated in a region 
about 2 microns in depth, and thus EDX is not a surface analysis technique.
3.5.4.3 Electron energy loss spectroscopy (EELS)
A  material is exposed to a beam o f elections with a known, narrow range o f kinetic 
energies. Some o f the electrons will undergo inelastic scattering. Inelastic interactions
Chapter 3: Experimental techniques 84
include phonon excitations, inter and intia band transitions, plasmon excitations and inner- 
shell ionizations, which are used for detecting the elemental components o f a material. The 
amount o f energy loss can be measured via an electron spectrometer.
5.5.4.4 X-ray photoelectron spectroscopy (XPS)
An Omicron Multiprobe UHV system equipped with an Omicron EA125 hemispherical 
analyzer was used for XPS experiments. The spectra were acquired with a pass energy o f 
50 eV and 20 eV for survey and higher resolution respectively, using M g K a  radiation (hv 
= 1256.4 eV) from a VG XR3E2 twin anode source. The base pressure was in the range o f 
10'^ mbar for the entire set o f experiments.
X-ray photoelectron spectroscopy (XPS) is a quantitative spectroscopic surface chemical 
analysis technique (requiring ultia-high vacuum conditions) that measures the elemental 
composition, empirical fonnula, chemical state and electronic state o f  the elements that 
exist within a material. XPS spectra are obtained by irradiating a material with a beam of 
X-rays while simultaneously measuring the kinetic energy (KE) and number o f electrons 
that escape from the top 1 to 10 nm o f the material being analyzed.
3.5.5 Bio-Sensor characterisation
3.5.5.1 Electrochemical cell
Voltarametiy was canied out to evaluate the operation o f the MW CNT bio sensor and 
subsequently compared with commercial Ag-AgCl sensors. The use o f 5 mM CeNeFeKs 
(potassium fenicyanide) and 1 M  KOI (potassium chloride) as the electrolyte in an 
electrochemical cell evaluates the ion transfer through the channel consisting o f the AgCl 
film. A 20Hz signal is introduced through the Pt electrode, and the sensors are evaluated 
individually for their response through a low fr equency spectrum analyser.
3.5.5.2 Porcine skin
The real-world test scenario is further extended by the use o f differential mode sensing on 
the surface o f porcine skin to a stimulus placed identically to the experiment in the previous 
section. Porcine skin is known to be the closest variant to human skin thus resulting in a 
good test bed for the sensors. An instrumental amplifier in differential mode allows for the 
cancellation o f the half cell potential and the haimonic noise seen at 50Hz due to AC 
coupling. Real world applications such as EGG and EEG heavily depend on this method o f
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signal capture for low intensity signals. The differential sensors were placed 40mm apart on 
the same plane. The stimulus was provided by a Pt wire on the opposite side o f a 19mm 
thick porcine skin cross section.
Figure 3.47 Experimental setup for Ag-AgCI MWCNT and commercial sensor test on porcine
skin
3.6 Instrumental Am plifier - Bio sensor test apparatus
The voltmeters currently available in labs do not allow for voltage measurements in the 
EEG range. As is it essential to provide the integration electronics (SAW device coupled 
with EC phase modulator) a practical signal, it was deemed necessary to measure and 
evaluate said signal from the bio sensor. Thus, an instrumentation amplifier was designed 
to test the output o f the sensors. While the amplifier was specifically designed for the use 
with EEG sensors, provisions can be made to accommodate varied types o f inputs (e.g. 
EMG). The following sections will follow the employed design procedure.
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3.6.1 IN-AMP overview
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Figure 3.48 Instrumental Amplifier block diagram
The EEG signal is picked up by the input electiodes and passed through to the protection 
circuitiy. The main function o f this stage is to protect the user in case o f circuit failure; this 
stage also offers Electio static discharge protection (ESD) to the circuitry. Subsequent to 
the protection stage is the instmmentation amplifier where the signal is differentially 
amplified. Differential amplification is essential to bio sensing appaiatus as it has veiy high 
inherent Common mode rejection. After that, the signal is amplified about 40 times in a 
second amplifier stage. The high-pass filter removes DC-voltage offsets which might be 
present at the output o f the ESTAMP (AD8222). The Variable amplification stage is a simple 
gain block, in which the gain can be controlled. Low pass filtering is done to prevent 
aliasing effects later on. Then the signal is fed back in to a high pass filter. This filter stage 
protects the output fiom DC saturation. The saturation may be caused by charge 
accumulation on the surface o f the electi ode. And can be veiy large. The polai'izable nature 
o f the electi odes facilitates this charge accumulation.
3.6.2 Input Protection from ESD and DC Overload
As interface amplifiers for data acquisition systems, instrumentation amplifiers are often 
subjected to input overloads, i.e., voltage levels in excess o f their full scale for the selected 
gain range or even in excess o f  the supply voltage. These overloads fall into two general 
classes: steady state and tiansient (ESD, etc.), which occur for only a fraction o f a second. 
Standai'd practice is to place current-limiting resistors in each input, but adding this 
protection also increases the circuit’s noise level. A reasonable balance needs to be found 
between the protection provided and the introduced increased resistor noise, A guideline 
commonly used, is that circuits needing this extra protection can easily tolerate resistor 
values that generate 30% of the total circuit noise. The Thermal (Johnson) noise o f  a 1 k fl 
resistor is approximately 4 nV/VHz. This value varies as the square root o f  the resistance. 
The Analog devices AD8222 in-amp is a very low noise device, with a maximum 8
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hV/VHz o f noise and it can handle maximum input currents o f 6 mA (steady state). 
Considering that the required signal is in the uV range, we do not consider this to be a 
critical problem, as it offers a raise o f protection for the maximum dc level to 
approximately 22.5 V above each supply or ±37.5 V with a 15 V supply.
Device input protection is increased with the addition o f external clamping diodes as shown 
in the above figure, and the final circuits below. As high current diodes are used, input 
protection is increased, which allows the use o f much lower resistance input protection 
resistors which, in turn, reduce the circuit’s noise. The recommended protection resistor 
with a 40% increase in noise is 2.4 KQ, but since the diodes are being used we can safely 
reduce that figure to IKQ.
3.6.3 RFI Filter
Radio fiequency interference is a key problem seen in instrumentation amplifies due to 
their inherent ability to detect veiy low voltage signals. O f paiticular concern are situations 
in which signal tiansmission lines aie long and signal strength is low. This is the classic 
application for an in-amp since its inherent common-mode rejection allows the device to 
extract weak differential signals riding on strong common-mode noise and interference.
♦Vsa n  FILTER
Rio
+ÎNO- ■Wv
AD8221
Rib
-INO- -wv
REF
0.33 n F
Figure 3.49 INAMP RFI filter
The above circuit reveals that the filter forms a bridge circuit whose output appears across 
the in-amp’s input pins. Because o f this, any mismatch between the combinations o f 
C la /R la  and C lb /R lb  will unbalance the bridge and reduce high frequency common-mode 
rejection. Therefore, resistors R la  and R ib  and capacitors C l a and C lb  should always be 
equal. C2 veiy effectively reduces any ac CM R errors due to mismatching. For example, if
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C2 is made 10 times larger than C l, this provides a 20X reduction in CM R errors due to 
C la /C lb  mismatch. The -3  dB differential bandwidth o f this filter is equal to.
2!tR{2C 2 + C l)
The -3  dB common-mode bandwidth is equal to,
"  27TRICI
The input resistor values have been predefined by the input protection circuitiy, which 
allows for a veiy low Johnson noise level. Thus the bandwidths (for both common and 
differential modes) are defined by the capacitors. The value o f C2 has been chosen to allow 
for a differential bandwidth o f 10 times higher than the highest signal frequency. The C l 
values which define the common mode rejection is set to 1/10^' the value o f C2 to allow for 
a decent rejection ratio.
3.6.4 Instrumental amplifier gain
^  , 4 9 A k nG =  l  +  —  -------  3 .2 0
The gain o f the instrumental amplifier is defined by the above equation. The gain o f the 
system has been split up in to 5 sections. The initial gain block is located within the primaiy 
instrumentation amplifier. This is organized in such a manner, to facilitate finer contiol o f 
gain, filtering and most importantly common mode rejection. The highest possible gain at 
this stage would maximize the common mode rejection. And such the gain o f the primaiy 
block is set to xlOOO by use o f a 43.2^2 precision resistor. By using a gain o f xlOOO we 
provide a maximum common mode rejection while ensuring a fine gain and filtering 
conti'ol in the next stages o f the circuit.
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Figure 3.50 Optimum Gain Vs CMRR for IN AMP (AD8221 datasheet)
3.6.5 Filtering and gain blocks
The next stage in the circuit incorporates filtering and amplification circuitry, working in 
unison to control the amplification in the frequency band o f interest. The circuitry contains 
4 gain blocks with DC decoupling stages between them. The DC decoupling is done by the 
use o f I .OpF non-electrolytic capacitor and a IM Q resistor network. This provides the input 
stage o f the next gain block with a 0.16Hz high pass filter. The gain stages are driven by 
OPA735 (OPA2735 = OPA735 x 2) operational amplifiers. The gain blocks have been 
integrated with a 5* order sallen-key, butterworth 1 lOHz low pass filter. Input capacitance 
compensation has been added for possible parasitic capacitance at the input o f the Op-Amp. 
The AC analysis o f this stage is shown below with the magnitude and phase variations 
relative to the frequency.
Lowpnss filtei stage 
AC Analysis
Frequency (Hr)
^  100
10k10 100 Ik100m 1
Frequency (Hr)
Figure 3.51 INAMF simulation results (SPICE)
The actual schematic for the designed instrumental amplifier, the SPICE simulation 
schematic and a photograph o f the completed instrument is presented in Appendix C.
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3.7 SAW  device characterisation
SAW characterisation was completed by the use o f a H P8510 Vector network analyser 
consisting o f a time domain add on, a signal generator operating at 2,4GHz, a spectrum 
analyser and a oscilloscope for debugging purposes. A faraday cage was used to 
disassociate environmental influences. The SAW device was wire-bonded on to a 16pin 
DIP package with SMA connectors were used to connect it to the RF analysis tools. 
Identical packages consisting o f the DIP package and SMA connectors were used with a 
SMD 50G1 load, short and open circuit to calibrate the VNA and to evaluate the accuracy o f 
the pulse response measurements.
3.7.1 Pulse response
The pulse response o f tlie SAW device is assessed by providing a pulse o f known 
characteristics to the 1®^ IDT o f the device, and subsequently watching the 2"** IDT for the 
response, the pulse is provided by a signal generator tuned to the operating frequency o f the 
device, a spectrum analyser is connected to the 2"'* IDT to detect the presence o f the signal, 
a successful SAW device will result in the propagation o f the pulse from the signal 
generator to the 1®' IDT, where the electro mechanical conversion properties o f the device 
results in a surface wave propagating towards the 2”* IDT. The 2"*^  IDT is consti ucted in an 
identical manner to the and as such a similar electio mechanical coupling converts the 
acoustic wave in to a RF signal at the bus bai's o f the 2"** IDT. If  successful SAW 
propagation takes place, the spectrum analyser connected to the 2"^ IDT will show the 
frequency and the amplitude o f the pulse, it should be noted that device packaging in some 
instances provide RF propagation paths. Thus verification o f the result should be done by 
following the above experimental procedure for a device with identical packaging without 
the active component (i.e. SAW device). The signal generator in use was a Agilent E4433B 
and the spectrum analyser model was HP 8563E.
3.7.2 Time domain Refiectometry
Time domain reflections are useful in assessing the quality o f delay lines. It is especially 
useful in its ability to locate any discontinuity to the propagation path by means o f the time 
at which the discontinuity occurs. Given the propagation velocity, a trivial mathematical 
conversion results in the position in a unit used to measure distance. A SAW device can be 
modelled as a conventional delay line. Hence, Time domain reflectometiy is ideally suited 
to for the characterisation o f SAW devices. Initially, it is possible to acquire the placement 
o f the features o f the device as seen by the peaks in the time domain scan. These peaks
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correspond to the design features o f the SAW device. The time taken for the wave to 
propagate to and from the discontinuity (feature) will produce the propagation velocity in 
the ZnO film. A HP 8510c VNA was used in time domain mode for the required reflection 
measurements and one port o f the VNA is connected to the P* IDT o f the SAW device.
3.7.3 Impedance loading
The 2"** IDT is used to interface with the external circuitiy through a matching network. 
Primarily, it was deemed necessaiy to gauge the susceptibility o f said IDT to impedance 
loading. Since the complex impedance o f the matching network can be changed by a 
varactor diode acting as a capacitor. Initially, as with all measurements involving the VNA 
the experiment commenced with the calibration o f the VNA. Subsequently the SAW device 
was connected as indicated in the Time domain reflection experiment. The 2"‘* IDT is not 
connected to either as an open circuit, short circuit or connected to a 50f2. These resulting 
reflections are mapped in the time domain in linear scale.
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Chapter 4; Results
The application o f theoiy, design and fabrication culminates in the results presented in 
following sections. Note that the paiameters for ZnO growth recipes indicated (e.g. A l l )  
can be found in Table 3-4 and Table 4-1. The chapter presents results in its raw form for 
which brief descriptions are given within the text, in depth analysis is carried out in the 
following chapter. Initially, the results for ZnO film characterisation is presented. 
Following the successful characterisation o f  the ZnO, the film was used to fabricate a 
SAW device, thus RF characterisation results for the SAW device will follow the results of 
the ZnO films. Completion o f the SAW device fabrication leads to the fabrication o f the 
MWCNT sensors. It is commenced by the growth o f MWCNTs. Following that is 
functionalised by Ag evaporation and AgCl electio deposition. Surface analysis by SEM 
and HR-TEM is carried out to confiiTn MW CNT growth and elemental analysis by use o f 
EDX and EELS will result in the composition o f the MWCNT arrays. Chemical analysis by 
use o f XPS has concluded the analysis o f the fabrication o f the sensor. Results for a 
comparative analysis o f the sensors to commercial sensors aie given next in the form of 
measurements taken in an electro chemical cell and on porcine skin to emulate real world 
conditions.
4.1 Surface Acoustic Wave Transducer
The fabrication o f the SAW devices can be divided to three areas. Firstly the gi owth o f high 
quality piezoelectric ZnO, the fabrication o f the SAW device structure using electron beam 
and photo lithogi aphy and testing the R.F response o f the devices. The last step will lead to 
a more concrete understanding o f the device constants which can be posthumously factored 
in to the next design cycle.
4.1.1 Materials characterisation
4.1.1.1 Scanning Electron Microscopy (SEM )
ZnO gi'owth required for SAW device fabrication has been achieved. The as-grown ZnO 
films for recipe A12 are shown in Figure 4.1. The cross section seen in the first image was 
acquired by etching the sample. The insight into the internal alignment o f  the ZnO grains 
shows a tightly packed, uniform columnar giowth. The next image shows the same film at 
the boundaiy o f the growth region. The vertical alignment relative to the surface gives good 
indication o f preferential alignment in the c-axis. Grain sizes can be approximated to ca.
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lOOnm in width. Uniform surface growth lacking surface distortions indicate the good 
adhesion o f the ZnO film on to the surface o f the substrate. Surface Acoustic Wave devices 
require that the polycrystalline fiber-grain structure characteristic o f  a sputtered 
piezoelectric film be very tightly coupled to preserve the surface motions. Experimental 
evidence indicates that films o f low piezoelectric quality and high propagation loss have a 
lower density and more loosely bound microstructure [21]. High acoustic quality ZnO films 
have a very tight lateral structure, with low defect densities and etch characteristics, which 
directly relate to the polarity properties (section 2.1.1) o f single-crystal zinc oxide. The 
choosen deposition conditions produce a dense (Figure 4.3) and well-oriented (Figure 4.4) 
film structure with strong interlocking (Figure 4.1) o f the oriented fiber grains to sustain the 
required coupling motions.
Figure 4.1 DC sputtered ZnO film (cross section & planar)
The images o f the EBL fabricated IDT fingers and bus bars are shown in the following set 
o f SEM micrographs. The strongly periodic nature and the lack o f delaminating is evident. 
Worryingly the periodicity o f the fingers appears to be at a finger width to spacing ratio 
other than 1:1. The true nature however cannot be ascertained by the angle o f the 
micrograph.
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Figure 4.2 Connector pad interface to Au IDT busbar
The growth o f ZnO on top o f the IDT structure is shown in the following SEM 
micrographs. It can be seen that the films are largely uniform, except for the localised 
defects at the edges o f the bus bar. The second image magnifies in from 2.0pm to 1.0pm to 
give an enhanced view o f the disturbance.
Figure 4.3 ZnO film growth on IDT structure
These images demonstrate the ZnO growth on the IDT in a cross-sectional view. The 
consistent grain size directly above the fingers to the grain sizes completely outside the 
structure are encouraging the view o f good adhesion o f the film to the fingers. Furthermore 
the increased grain size is consistently visible within the finger spacing o f the IDT.
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Figure 4.4 ZnO growth on IDT fingers
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4.1.1.2 Rutherford Backscattering Spectrometry (RES)
The results presented below give an accurate description on the stoichiometry o f the ZnO 
films. Along with stoichiometry data RBS has the intrinsic ability to report the film 
thickness accurately. The accurate measurement o f thickness offered here assists in forming 
a reliable growth rate for the given recipes. The traces indicated in green demonstrate the 
curve fitting to the red data points. Four samples o f A 12, 14, A21 and A22 were processed 
via RBS. Graph 4-1 shows a representative spectrum o f the ZnO thin films deposited on a 
Si wafer, illustrated to indicate the significant features presented in Graph 4-2. The green 
trance in Graph 4-1 shows the oxygen spectrum overlapping the Si spectrum o f the Silicon 
wafer substrate. By subtracting the unmasked (reference) Si spectrum (illustrated in blue) 
from the obtained data, it is possible to determine the height o f the oxygen spectrum 
(illustrated in purple). The full range o f the acquired RBS data for samples A12, A14, A21, 
A22 (Table 3-4 and Table 4-1 tabulates growth recipes for all referred samples) are shown 
in Graph 4-2.
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Ü
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(Substrate)
Zn Surface 
Zn Interface
A12
1
Si
(unmasked spectrum)o
(unmasked spectrum)
50 C h a n n e l  150
Graph 4-1 RBS features of ZnO spectrum
The number o f target atoms in the film can be derived from the peak yields and the peak 
widths gives the thickness o f the film. Additionally, the depth profile indicates the surfaces 
o f the numerous components o f the film along with the interfaces to others. The horizontal 
distance between the Zn Surface and the Zn Interface spectrum indicates the thickness of 
the Zn component. Likewise, the width o f the unmasked O spectrum results in the thickness 
o f the oxidized layer. Approximately 50 -  90 on the channel axis contains the spectrum for 
only the substrate. Clearly impurities were minimal as peaks indicating other substances are 
nearly nonexistent throughout all the samples. The actual collected data is indicated by the 
red dots on the graphs, and the fitted curve is indicated by green. The use o f DC reactive
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sputtering allows for a great degree o f control over the deposition atmosphere and as the 
results show the stoichiometiy. The selected samples have resulted in near optimal 
stoichiometry as shown in Graph 4-2. RBS analyses have been performed to investigate the 
stoichiometiy o f the films and to search for impurities using a 1.2MeV ion beam 
impinging on the samples under normal incidence, where the RBS detector was mounted 
under 148.20° backscattering geometiy. A Silicon substrate o f approx 200pm was used to 
grow the sample films o f ZnO for the RBS measurements.
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50 Channel 150
/
50 Channel 150
ZnO Sample ID M 2
Stoichiometry
Zn 51.528
O 48.471
Thickness 1080.5 nm
Atomic density 8.3 X  10^  ^atoms/cm^
ZnO Sample ID A14
Stoichiometry
Zn 49.773
O 50.226
Thickness 1121.8 nm
Atomic density 8.3 X  10^  ^atoms/cm^
3000-13000-1 A22A21
Channel Channel150 ISC
ZnO Sample ID A21
Stoichiometry
Zn 51.931
O 48.068
Thickness 794.7 nm
Atomic density 8.3 X  lOf^  atoms/cm^
ZnO Sample ID A22
Stoichiometry
Zn 50.804
O 49.195
Thickness 676.0 nm
Atomic density 8.3 X  10^  ^atoms/cm^
Graph 4-2 RBS measurements for stoichiometry
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As discussed in section 2.2 the gas composition, temperature and deposition pressure are 
decisive m the morphology o f the film. The temperature and deposition pressure is 
maintained at near constant levels throughout all recipes. Thus allowing for a clear 
indication o f the effects o f composition and partial pressures o f the gases within the 
sputtering chamber, on the ZnO film. Sample A 12, grown with an Ar flow rate o f 4sccm 
and Ü2  flow rate o f 14sccm postulates an O2 saturated film growth. The RBS spectra o f the 
sample A12 (seen in Graph 4-2) indicates the stoichiometiy to be Zn5 1 .5 2 8O4 8 .4 7 1  for a O2 
atmosphere o f 77.78% obtained at a partial pressure o f 2.8mtorr and at a deposition 
pressure o f ISmtorr, resulting in a deposition rate o f 12nm/min. Varying the gas 
composition via Ar flow rate o f 6sccm and O2 flow rate o f 14sccm under identical 
conditions results in a 0% atmosphere o f 70% for Sample A14 at a partial pressure o f 
3.9mtorr. RBS results indicate a stoichiometiy o f Z1i4 9 .7 7 3O 5 0 .2 2 6  and a growth rate o f 
14nm/min. Similarly, Sample A21 grown in an atmosphere o f 60% achieved by an Ar flow 
rate o f lOsccm and O2 flow rate o f  ISsccm results in a stoichiometiy o f Zn5 i.9 3 ii7 iÜ4 8 ,0 6 8 8 2 9  
at a growth rate o f 13nm/min. Lastly, Sample A22 achieves a stoichiometiy o f 
Zn5 0 .8 0 4O4 9 .1 9 5  in a 50% O2 atmosphere obtained by a Ar flow rate o f lOsccm and O2  o f 
lOsccm at a sputter pressure o f 12mtorr deposited at llnm /m in. According to the data 
obtained a correlation involving the deposition gas composition and the stoichiometiy can 
be inferred. Further analysis reviled the relationship between the gas composition and the 
growth rate. While a clear model for the optimum deposition conditions cannot be seen by 
investigating the data, the optimum region o f operation, in terms o f the A r:02  ratio is 
ascertained by the study. The analysis o f the above data is carried fom ard  in section 5.1.2.
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4.1.1.3 X -R ay D iffraction (XRD)
The orientation o f the polyciystalline growth is analysed XRD and presented below. 
Vaiying atmospheric conditions are used as the key variable, and show significant variation 
in the preferential growth in the (002) direction. The preferential growth in the (002) 
growth is seen to vaiying degrees in all samples which were examined. The mode o f XRD 
operation for the analysis was 20.
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Graph 4-3 XRD 26 measurements
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4.1.1.4 UV- VIS Spectroscopy
The growth saw uniformity in the transparency o f the ZnO. The intricacies o f which were 
investigated in the Ultra violet to visual range in transmission mode. High transparency is 
seen. The inset graph (in Graph 4-4) shows the transmission o f a glass substrate similar to 
the one used for the growth o f the films for this experiment. The decline o f transmission at 
~380nm is related to the glass substrate on which the films were deposited. Variation o f the 
atmospheric conditions affects the transmission spectra but only does so drastically in two 
samples. Sample A 13, as indicated was grown in an O 2 hindered atmosphere.
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Graph 4-4 UV-Vis transmittance of ZnO films
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4.1.1.5 A tom ic Force M icroscopy (A FM)
Surface analysis was carried out using AFM for the approximation o f the roughness. The 
correlation between the roughness to the varying AriO] ratio is apparent. More so are the 
grain sizes which are indicated to vary significantly in different sputter atmospheres. The 
grain sizes vary from approximately 20 -  100 nm indicated by the micrographs.
20.0 nm
0.0 1: Height 1.1 |un 0.0 1: Height 1.0 pm
A ll -  5.29nm RMS roughness A12 -  4.77nm RMS roughness
20.0 nm
1: Height 1.0 urn 0.0 1: Height 1.0 iim
A21 -  3.8nm RMS roughness A22 -  4 .34 RMS roughness
Figure 4.5 AFM images of 1pm section and RMS roughness
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4.1.2 Electrical measurements
Basic electrical measurements o f  the fabricated films and the measurements o f the support 
electronics are tabulated and presented in this section.
4.1.2.1 Resistance
The surface resistance o f the films and the corresponding sputter conditions are shown 
below, a predominant property o f the sputtered films was a extremely high resistance. Thus 
it was necessaiy to increase the Zn concentiation (Sample A13 in Table 4-1) to ensure a 
resistance reading for comparison. The deterioration o f the transparency was apparent. And 
the resistance o f Sample A13 was measured at 1.2Kf2, while all other samples exceeded the 
resistance measurement capacity o f the test apparatus.
Sample
reference
Base
Pressure
Flowrate (seem) Throttle
%
Sputter
Pressure
mtorr
DC
(KW) Time
Thickness/
notes
Surface
ResistanceGas 1 
(Ar) set
Gas 2 
(02) set
A l on glass 9x10-7 25 25 28 6.4 0.19 5 min Slightly yellow “ 0  :Glass like
A2 9x10-7 30 20 28 6.1 0.19 5 min Slight grey •>=0 Glass like
A3 9x10-7 20 30 28 6.7 0.19 5 min Slight pink “ 0  Glass like
A4 9x10-7 20 20 28 5.2 0.19 5 min Slight yellow <x>0 Glass like
AS 6.5x10-7 20 20 28 5.1 0.19 15 min Slight green <x>n Glass like
A6 6.5x10-7 20 21 28 5.2 0.19 15 min Siight pink ~>n Glass like
A7 6.5x10-7 20 22 28 5.1 0.19 15 min Slight pink “ 0  Glass like
A8 6.5x10-7 20 23 28 5.5 0.19 15 min Slight green Glass like
A9 2.2x10-7 6 9 11.5 13 0.19 15min Slight green “ 0  Glass like
AIO 2.2x10-7 6 11 12 13 0.19 15min T ransparen t •«O Glass like
A l l 2.2x10-7 4 11 12 12 0.19 ISm in Slight purple “ 0  Glass like
A12 2.2x10-7 4 14 12 13 0.19 15min T ransparen t <~n Glass like
A13 2.2x10-7 6 0 7.5 13 0.19 15min Black 1.2Kfl
A14 2.2x10-7 6 14 12 13 0.19 15min Slight g reen ~ n  Glass like
A15 2.2x10-7 6 18 14 13 0.19 15min Slight pink <x>0 Glass like
A16 2.2x10-7 10 20 16 12 0.19 15min Slight pink Glass like
A17 2.2x10-7 10 25 17 12 0.19 15min Slight pink “ 0  Glass like
A18 2.2x10-7 10 30 18.5 12 0.19 15min Slight pink Glass like
A19 6.7x10-7 10 35 19.5 12 0.19 15min Slight green “ tl Glass like
A20 6.7x10-7 10 40 20 12 0.19 15min tra n sp a ren t Glass like
A21 6.7x10-7 10 15 14.5 12 0.19 15min tra n sp a ren t ®«>0 Glass like
A22 6.7x10-7 10 10 12 13 0.19 15min Slight green °*>n Glass like
A23 1.2x10-7 10 45 22 12 0.19 15min M oderate  g reen <x>n Glass like
A24 1.2x10-7 4 16 13.5 12 0.19 15min M oderate  pink <“ 0  Glass like
A25 1.2x10-7 4 18 14 12 0.19 15min Siight pink «■n Glass like
A26 1.2x10-7 4 20 14.5 12 0.19 15min Slight pink »=0 Glass like
A12 1.2x10-7 4 14 12 13 0.19 15min Avg: 123.46nm «•oQ Glass like
A14 1.2x10-7 6 14 12.5 13 0.19 15min Avg: 139.71nm ~ n  Glass like
A21 1.2x10-7 10 15 14.5 12 0.19 15min Avg: 181.45nm “ >n Glass like
A22 1.2x10-7 10 10 12 12 0.19 15min “ >n Glass like
A12 On SiOz 1.2x10-7 4 (2 .8m torrP.P) 14 12 13 0.19 90m ins 1080nm = 0  Glass like
A14 On SiOz 1.2x10-7 6(3 .9m torrP-P) 14 12.5 13 0.19 80m ins 1121nm —0  Glass like
A21 On SiOz 1.2x10-7 10 15 14.5 12 0.19 61m ins 794.6nm “ C! Glass like
A22 On SiOz 1.2x10-7 10 10 12 12 0.19 61m ins 676nm Glass like
Table 4-1 Surface resistance measurements of DC sputtered ZnO films
Chapter 4: Results 103
4.1.2.2 LC matching network
The sensor based support electronics, used to convert the sensed potential difference in to a 
detectable variation in the frequency response is based on a LC circuit. The parameter 
under investigation is the phase variation. The results o f which are graphed and parameters 
tabulated below. The graph indicates a measurable deviation. Consistently linear for the 
majority o f the measurements, the phase parameter indicates a measurable deviation o f 
phase within ±50mV. The three configurations o f components resulted in the offset o f the 
phase angle as the key discriminator. The A(p change is seen to be moderate but measurable. 
The circuit has used decoupling capacitors at the VNA interface to reduce DC offsets from 
leaking in to the circuit. Furthermore the use o f decoupling capacitors at the bias interface 
was introduced to reduce the risk o f R.F. interference from leaking in to the test circuit.
-25“ I - - - L C 1
-30“
! - •  L C 2-35“
-40“
•V_/
-50“
«  55“
g -60“ 
Sj -65“ 
f  -70“
-75”
. A "-80“
-85'
-90“
-95“
-20 0 20 40 60-60 -40
Bias V o ltage  x lO  V
C tj io d e Inductor CvNA d e c o u p l in g C b ibs  d e c o u p l in g
LCl O.Spf 5nH 5nF O.luF
LC2 O.Spf 5nH 2.5nF O.luF
LC3 O.Spf SnH 5nF 2.5pf
Graph 4-5 Zero volt operation characteristics of LC circuits
Fundamentally it is known that phase variations can result in a frequency shift. In addition, 
phase variations result is a readily measurable entity via the use o f a VNA. More so than a 
minute frequency shift, especially when operating in high frequency regions. Thus from the 
above results, it can be inferred that suitable biasing o f the LC matching network will result 
in a frequency shift. The frequency shift in turn will translate to a detectable amplitude 
variation when interrogated at a constant frequency due to the high Q of the SAW device.
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4.1.3 R.F characterisation
Device operation was verified by preliminary investigations through a pulse response 
method, followed by frequency and time domain measurements.
4.1.3.1 Pulse response
A simple pulse response analysis at the required frequency has resulted in a favourable 
result as shown below in Graph 4-6 (a) where the pulse is propagated from the 1®‘ to the 2"** 
port. Thus the presented data in Graph 4-6 refer an input pulse inserted at port 1(1®* IDT) 
which has propagated through the device via SAW and is incident on port 2 (2"*^  IDT), and 
measured at port 2. The same holds true in the reverse direction. An identical reference 
device without IDTs are used to verify the propagation, confirming it is actually transferred 
through the medium.
(a) F orw ard input p ow er-39 .4d b m  @  2 .4G H z (b) R everse input p ow er -39 .4db m  @ 2 .4G H z
hT 1 t ’ ' : :lF : |:
F ' E l ' l  :  U f ' H j
litl .'HH:
-I IF' LU U'.i-
(c) R eferen ce dev ice  -39 .4db m  @  2.4G H z  
Graph 4-6 Pulse response of functional SAW device
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4.1.3,2 Return loss in the frequency domain
The return loss Su measurements use 1 port analysis o f the reflection wave to ascertain the 
absorption o f the R.F. energy at a given frequency. Trace (a) shows the return loss o f a 
device where the metallization layer is buried under a ZnO film, the frequency o f operation 
as indicated, is 2.635GHz with a signal loss o f 20.9dB in to the device. Trace (b) 
demonstrates the return loss for a device with the metallisation layer on top o f a ZnO film, 
which is sputtered directly on to the substrate. Here the device is indicated to operate at 
2.89GHz absorbing 31.27dB o f the transmitted power. Trace (c) Shows the same structure 
as trace (b) on a different sample, here the frequency o f operation is drastically shifted to 
2.03GHz at which it absorbs 21.05dB o f the incident power.
l o g  MPC
3 .5  OH»
i  . 6 %  G H j
(a) SA W  device: Z nO  on top (b) SA W  device: ID T  on top
(c) SA W  dev ice  3 : ID T  on top
Graph 4-7 1-port reflection in the frequency domain (S,,)
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4.1.3.3 Delay measurem ents in time domain
The reflections in the time domain indicate the structures present in the path o f SAW 
propagation. The first feature found in “Sensor 1” is the reflector. The close proximity o f 
the adjacent reflectors gives an aggregated response as illustrated in the first image below. 
The reflection for the reflector is seen at position 40.15ns. The second image illustrates the 
peak corresponding with the sensing IDT. The inter-finger 2"^ * order reflections are apparent 
by the trailing tail. The peak is seen at position 120.142ns. The third image illustrates the 
2"*^  order IDT response in linear magnitude on the y axis. A low SNR signal corresponding 
to the 2"‘‘ IDT is described by the pointer. The propagation loss in between the T' IDT and 
the reflector elements is 1.368dB while the loss to the 2"  ^ IDT is 1.369dB.
0 .0  dB 1 0 .0  eC-g ,7 3 7 5  a
lo g  MPC
B
PLOT c o m ETE spo Tse ' rom
M PR i->a refli «toi si z r z - V _
&
\
I
% ■
CCNTCK nm 8 F W  la .B  n#
» 0.0 iS 10.0 d!
S  T »  c
l o g  MPG
e
MPR 7  o - F e s p )n se fron 1Jb.J 2 r/*
\
CCMTCP 110.0 n #...K-.flRS»* "S ................-
(a) Device I : Reflectors (b) Device I : Sensing (2"**) IDT
PLOT CTE
m L
Linealr  response
(c) Device 2: Sensing (2"*^ ) IDT
Graph 4-8 delayed peaks in the time domain corresponding to device features
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4.1.3.4 O pen-Short-Loadperform ance in time
Open Circuit
338 mUnlts
mUnlt
500 Load
0.0  U-11-tïs. 35.0 
V 63.363 MJ ^a ao  rnUnltt
R.OT
47 mUnltl
Short Circuit0.0
S  35.0 mUn.V 39.043 n<J 292 mUnlts
r r c
m L
mUnlt24
G raph 4-9 reflection response in the time
domain for impedance loading
domain
The Sii reflection in the time domain 
for a SAW device where the 2"** IDT 
port is (a) open circuit (b) loaded with 
50f2 calibration grade impedance (c) 
short circuit. Having a magnitude o f 
338mV, 350 mV and 44 mV
respectively. The detectable shift in 
amplitude is seen in the linear 
magnitude mode. The trailing peaks 
indicate the 2"** order reflections o f the 
device. Along with reflections from 
the edge o f the substrate chip. The blue 
line indicates the area o f interests 
where the variations in amplitude are 
readily seen. The 5 0 0  loaded circuit is 
at near perfect matching in comparison 
to the Open and Short circuits. Thus 
the IDT in concern absorbs a 
significantly lager magnitude o f the 
impeding signal. The independent 3dB 
power splitting property o f the IDT 
thus reflects a larger quantity (in 
comparison to the Open or Short 
circuit variants). And an equal amount 
o f power is made available on the BUS 
bars o f the IDT. The effects o f the 
phenomena is evident in the relatively 
high reflections seen on the 5 0 0  
Loaded circuit seen in Graph 4-9. The 
triple transient effect and its 
dependence on the primary pulse is 
also evident. This is illustrated by the 
red intersect.
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4.1.3.5 Quality factor
The quality factor represents the ratio o f energy stored in the device at resonance using the 
3dB point and the Q-factor is found from the 3dB point. The Q factor o f the devices where 
the IDTs are located on the surface is in the region o f 266.
[ a m  S11 1 0 0  J <I0< R c r  - 1 5  dO
MARKER 1
2 1 9  G H t
3 M> t 2 0 0  9 TÎ  F T T T
1 3 0  $91 dD < 0 9 0  0 0 0  0 0 0
CM1 M  t k <r < 
BW 1 0. 0 3 7 0 0 9  M i l
( « X  : < 0 0 0 .  0 90 31 4 M i l  
Q; < 0 0  5 4
1 J  • •  • :  3 0  091 dB
CENTER 2 S 00.  0 0 0  0 0  0 Mis 9 PAN 2 00  0. 0 0  0 00  0 M i l
Graph 4-10 Q factor of IDT on surface type device
The quality factor was within -20%  for all devices in their respective frequencies o f 
operation. Devices operating in a frequency range o f 2 -  3GHz were fabricated. 
Approximately -50%  o f all devices were in the region o f 2.4 - 2.9GHz.
4.2 Multi Wall Carbon Nano Tube bio sensor
The fabrication o f an Ag-AgCl functionalised bio sensor requires multiple diverse 
procedures. Each step o f the process has been characterised and the optimum configurations 
at each stage have transcended to the end device. The results obtained at each juncture are 
described in the following sections. Aligned MWCNT growth was decisively hard to obtain 
due to the large parameter space, though significant efforts were employed in the growth o f 
vertically aligned MWCNTs, the biosensors mentioned here were fabricated utilizing the 
most preeminent samples due to the requirement o f significantly tall aligned nanotubes. 
Others were ignored as characterising MWCNT growth mechanisms is beyond the scope of 
this thesis.
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4.2.1 CNT growth characterisation
4.2.1.1 Scanning Electron Microscopy
Preliminary analysis o f growth was exclusively through the use o f SEM. The ability to 
rapidly evaluate the films o f the PECVD process has made it an invaluable tool in the 
optimization cycle needed for PECVD. Presented below are usual films to be expected 
using the deposition schemes and the mentioned catalysts. Note however, that these 
parameters are characteristic to each lab due to the large parameter set involved in the 
growth process. The catalyst deposition was consistently 4nm while the mechanism 
involved varied as indicated by the micrograph description.
Evaporated Fe catalyst | RF PECVD JLS sputtered Fe catalyst | RF PECVD JLS sputtered Ni catalyst | RF PECVD
JLS sputtered Ni catalyst I RF PECVD Evaporated Ni catalyst | DC PECVD Evaporated Ni catalyst | DC PECVD
Evaporated Ni catalyst | RF PECVD Evaporated Ni catalyst | RF PECVD Nordiko sputtered Ni catalyst!RF PECVD
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Nordiko sputtered Ni catalystjRF PECVD JLS sputtered Ni catalyst | T-CVD JLS sputtered Ni catalyst | T-CVD
Nanocluster source Ni catalyst | RF PECVD Nanocluster source Ni catalyst | RF PECVD
Investigations o f MWCNT growth and the correlation o f diverse catalyst deposition modes 
were investigated. Evaporated Fe catalyst provided irreproducible growth by RF PECVD. 
Sputtering using the JLS system resulted in poor performance for the Fe catalyst, and 
produced better results for Ni catalyst deposition and growth using RF PECVD. 
approximately 30% o f the samples utilising a evaporated Ni catalyst showed growth, 
though the substrate surface was covered in a-C as indicated in the micrographs above 
(8,9). Thermal CVD consistently provided unaligned growth regardless o f the catalyst 
deposition method. Nordiko sputtererd Ni catalyst resulted in nanotube structures with wide 
diameter, low growth rate and large quantities o f  a-C. In conclusion, for the configuration 
seen at the ATI laboratory, the nanocluster deposition mechanism results in the most 
consistent and repeatable for MWCNT growth, where a 15min PECVD process resulted in
3-5|im structures. It can be assumed that the catalytic decomposition is assisted by the 
smaller particle sizes. Furthermore, the Ni cluster deposition tool is exclusively in use with 
the Ni target and samples tightly controlled. Thus compared to the other deposition 
apparatus, it is virtually contamination free. It is essential that the catalyst film to be
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contaminant free, as Carbon diffusion in to the catalyst can be hindered by de-gassing or 
the interactions o f non catalytic metals.
4.2.1.2 H i Resolution Transmission Electron Microscopy (HR-TEM )
MWCNT growth using a Ni catalyst was achieved through PECVD. The nanotubes were 
scraped off and ultrasonicated in IPA for 15 minutes and drop casted on to a TEM grid for 
imaging. The resulting images are shown below. Image (a) shows the middle section o f a 
MWCNT used to evaluate the approximate diameter o f the nanotubes. The channel appears 
in the middle o f the structure and is relatively narrow. Image (b) indicates the existence o f 
the Ni catalyst at the tip o f  the nanotube; inset micrographs represent the same structure at 
varying contrast levels. Image (c) demonstrates the intricate structure within the MWCNTs 
and the inset text describes the features seen. Image (d) shows a high magnification view o f 
the channel region and clearly describes a herringbone type growth.
Tip o f CNT c o n u iiis  
.Catalyst (Ni)
SO nm
f f\'*’ Grdph^ni.- she»'t ; nds
10 am
Figure 4.6 HR-TEM of as-grown MWCNT
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4.2.2 Ag-AgCI functionalised MWCNT characterisation
The techniques used for characterisation o f the functionalised MWCNTs yield the results 
described in this section. The growth was a result o f a 15min PECVD process producing 
4pm long nanotubes. Ni catalyst was deposited by the use o f nanocluster sputtering. The 
functionalisation steps commenced with the evaporation o f Ag followed by the 
electrodeposition o f AgCl to form a Ag-AgCl functionalised MWCNT forest.
4.2.2.1 Scanning Electron Microscopy (SEM )
The SEM images below consisted o f highly aligned, vertically grown nanotubes, onto 
which Ag was evaporated. Images (a) and (b) are o f 32nm thick Ag, while the images (c) 
and (d) are representative o f lOOnm deposition o f Ag. The lack o f a-C on the surface o f all 
samples is noticed. The lOOnm film o f Ag appears to be well distributed along the length of 
the tube.
E l ' V
12^4/2008 HV mao HFW WD 
e 35:06 PM 30 00 kV 10000 « 25 6 um 85 mm
12/4/2008 HV mag HFW WO 
8:41:42 PM 30.00 kV 30000 x.8.53 urn 9 5 mm
Figure 4.7 SEM of Ag coated MWCNT
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4.2.2.2 Energy-dispersive X-ray spectroscopy (EDX)
Following Ag evaporation, the samples were imaged and elemental analysis was carried out 
using SEM-EDX. The results verify the existence o f Ag and the catalyst tip consisting o f 
Ni.
Figure 4.8 Pre AgCI electro-deposition
The EDX results for pre electro deposition conditions does not yield a Cl signature. But 
does indicate the successful evaporation o f the Ag film. Section 5.2.3 discusses these 
results in further detail.
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Figure 4.9 Post AgCI electro-deposition
The success o f the electrodeposition process was initially reviewed by the Cl signature seen 
via EDX. Section 5.2.3 discusses these results in further detail.
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4.2.2.3 Electron energy loss spectroscopy (EELS)
TEM based EELS results for AgCI functionalised MWCNT are presented below. The 
images show the MWCNTs coated with Ag and inspection o f the graphs indicate the 
presence o f Cl. The mid contrast areas such as indicated by image (b) show regions where 
core shells o f AgCI were formed.
V
—  I
12000  -
8000 -
V
240 260 280 300 320 340 360 380 400 420 440 460 480
G raph 4-11 EELS spectrum of Ag-AgCl MWCNT edge
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4.2.2.4 X-ray Photoelectron Spectroscopy (XPS)
XPS Chemical analysis results o f the functionalised MWCNTs are shown below. Samples 
were collected by scraping off the MWCNTs from the substrate subsequent to the full 
functionalisation cycle. The required base pressure was reached after an overnight pump- 
down. The Ag thickness o f the samples investigated were lOOnm, as the 32nm variant did 
not possess a Cl signature, post electrodeposition, as indicated by EDX. The spectra were 
acquired with a pass energy o f 50 eV and 20 eV for survey and higher resolution 
respectively. Transition peaks associated with Carbon was seen, but in depth analysis has 
not been documented as prior experiments conclusively indicate the required format o f the 
said element.
The peaks o f interest are o f Ag and Cl associated with bulk AgCI. Graph (a) shows the full 
spectra under consideration, graph (b) indicates the area of interest for Cl based binding 
energy, graph (c) and (d) are the regions o f interest for the transition peaks associated with 
Ag.
mja!
^Bmdng^EijergvJe^
G raph 4-12 XPS spectra of AgCI on MWCNT
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4.2.3 Voltammetry
The completed sensors were evaluated by the use o f Voltammetiy. Prior to the experiments, 
the samples were cleaved to lOmm^ sizes. The equipment used consisted o f a signal 
generator, signal analyser with low frequency spectmm analyser, lock-in amplifier and a 
custom built instrumental amplifier.
4.2.3.1 AgC I M W C N T:P t (counter electrode) in electrolyte solution.
The use o f 5 inM CgNeFeKs (potassium ferricyanide) and 1 M KCl (potassium chloride) as 
the electrolyte in an elecfrochemical cell evaluates the ion transfer through the channel 
consisting o f the AgCI film. A input signal level o f 5mV at 20Hz was fed in to a 5cm Ft 
electrode in the two electrode cell. An identical Ft wire was connected to the bio sensors 
(either the MWCNT based or commercial sensors), shown below are the results obtained by 
the low frequency spectrum analyser.
S T A T U S :  P A U S E DR A N G E :  - 4 1  dB V
- 4 1dBV
- 1 2 1  ________
S T A R T :  0  H z S T O P :  1 0 0  H zB U :  9 5 4 . 8 5  mHz Y l - 6 2 . 2 8  d B V ______
(a) Ag-AgCl MWCNT sensor with Ft counter electrode
S T A T U S :  P A U S E Dr a n g e : - 4 1  d B V
A :  MAG OVLD-41
dB V
- 1 2 1  ______
S T A R T :  0  H z  
X :  2 8  H z
B U :  9 5 4 . 8 5  m H z  
Y t - 6 0 . 5 8  d B V
s t o p :  1 0 0  H z
(b) Commercial AgCI sensor with Ft counter electrode
Graph 4-13 Electrical performance of sensors in electrolyte solution
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4 .23 .2  Ag-A gC l M W C N T:Pt (counter electrode) on porcine skin
Porcine skin was used to evaluate the ion transfer in real-world conditions, due to its 
inherent similarities with the human skin. The sensors were placed on the surface o f a 
freshly acquired porcine skin, while the Ft wire carrying the stimulus, crudely emulating a 
nerve ending was placed on the opposite side o f the layer. Refer Figure 3.47. The lateral 
distance between the two electrodes was 19mm. The experimental setup was exactly the 
one described above for the electrochemical cell. The commercial electiode used was a 
GRASS F-El ID  1” X 1 3/4” 10% chloride wet gel electrode, two readings were carried out 
30 minutes apart to stabilise the environmental conditions, both reported identical results, 
which have been shown below.
A:MAG
R A N G E :  - 3 1  dB V S T A T U S :  P A U S E D
-31
d BV
S T A R T :  0  H z  
X:  2 0  H z
BU : 9 5 4 . 8 5  mHz 
Y : - 4 1 . 7 0  d B V S T O P :  1 0 0  H z
(a) Ag-AgCl MW CNT sensor and Ft counter electiode on porcine
skin
S T A T U S :  P A U S E DR A N G E:  - 3 1  dB V
- 3 1
dB V
S T A R T :  0  H z B U :  9 5 4 . 8 5  mHz 
Y : - 4 1 . ? 7  d B V
S T O P :  1 0 0  H z
(b) Commercial sensor Ag-AgCl sensor and Ft counter electrode on
porcine skin
G raph 4-14 Electrical perform ance of sensors on porcine skin
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4.2.3.3 Dual Ag-AgC l M W C N T  sensors in differential mode
Differential mode results were collected by connecting two identical MWCNT based 
electrodes to the + and -  inputs o f the instrumental amplifier. The Pt electrode providing 
the stimuli was placed 19mm laterally and directly above the + electrode (Refer Figure 
3.47). The resulting scan is shown in Graph 4-15.
S T A T U S :  PA US ED
At  HAG
- 3 1dBV
S T O P :  1 0 0  H zBU:  9 5 4 . 8 5  mHz Y : - 5 2 . 1 6  dBVS T A R T !  0  Hz
Graph 4-15 Differential mode operation using two MWCNT sensors
4.2.3.4 Frequency stability o f  M W C N T  based sensor
A sweep in the stimuli in the range o f 20-80 Hz can be used to evaluate the performance of 
the sensor within the bandwidth o f interest. The waterfall representation shown below 
illustrates the performance o f the MWCNT based sensor.
r a n g e : -41 dBV STATUS: PAUSED60/60 A;MAG -4 1 dBV
/DIV
- 1 2 1START: 0 Hz X: 79.75 Hz BW: 954.85 mHz Y:-67.00 dBV STOP: 100 Hz
G raph 4-16 W aterfall representation of a 20-80Hz scan
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Chapter 5: Discussions and analysis
5.1 Suiiace Acoustic Wave transducer
The SAW device performance largely depends on the critical analysis o f the piezoelectric 
materials coupled with the design o f the electro-mechanical coupling elements and the 
correlation o f said elements. Zinc oxide has been shown to have a strong piezoelectiic 
coupling coefficient and a relatively high das. The ability to deposit ZnO using either DC or 
RF magnetron sputtering methods leads to a material which can be exercised for rapid 
exploration o f the parameter space. To obtain a high piezoelecti'ic coefficient in the 
mentioned thickness extensional mode using sputtering, it is necessary to produce columnar 
ZnO grains with preferential c-axis orientation perpendicular to the substrate surface [47].
5.1.1 Structural characterisation
SEM micrographs o f cross-sections and surfaces o f the films were recorded, providing 
information on grain geometries and density. Figure 4.1 demonstrates the homogenous 
columnar nature seen in the reactive DC sputtered films o f ZnO. The columnar growth o f 
the ZnO crystals are defined by the voided growth boundaries due to atomic shadowing. 
The taller faces o f the growth surface (due to slow surface diffusion) impede the coating 
flux to the shallower regions. The extiemes o f the shadowing effect will lead to porous 
tapered ciystallites with a rough surface.
The densely packed with small columnar grains sizes in the region o f ca. 50nm seen in 
Figure 4.1 indicates that the particle mobility is high enough to overcome the shadowing 
effect and has considerable surface diffusion. These findings are further compounded by the 
AFM micrographs indicating a low surface roughness between the two extremes o f the 
parameter space under test. The RMS roughness varied from 3.8nm to 5.29nm showing a 
clear correlation between the Ar partial pressure and the grain size which by proxy 
indicates roughness. These results are in harmony with the reports presented by [23]. The 
results can be explained by Üie increased number o f collisions with the argon atoms, by 
which the number o f particles arriving at the substrate surface is reduced. The reduction in 
the number o f particles translates to a reduction in the surface energy which negatively 
affects surface diffusion. This effect is further compounded by the absorption o f argon in to 
the particles in the flux, thereby limiting their mobility [48]. The vapour phase growth seen
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in sputtering provides adequate kinetic energy to the particles and by proxy imparting 
sufficient mobility to allow the rearrangement o f the particles in the formation o f the 
structure. The model developed by [49] and later expanded for ZnO films by [50] based on 
the assumption that the surface energy gained in the deposition period is lowered by bulk 
diffusion within the thin surface layers o f atoms resulting in the transformation o f a 
particular ciystallite to one having a lower surface energy and thus relaxation o f the surface 
tension. The heterogeneous nucléation seen at the boundaries o f  the IDTs (Figure 4.4) are 
especially symptomatic o f the low surface energy requii ement o f ZnO particles to coagulate 
and diffuse at the “wells” created between the fingers o f the IDT sti'ucture. The same is true 
for the grain sizes in Figure 4.4 which are suggestive o f this process, where the film grain 
sizes become larger to ca. lOOnm as the surface energy is relaxed. Figure 4.3 shows a form 
o f preferred nucléation as described by [50] where the interaction between the film and the 
substrate is weak. Impurities and surplus O2 can be displaced by surface energy. This 
localised behaviour was seen only in the ai*ea shown in the figure, indicating an othei'wise 
uniform film o f ZnO o f high quality. Furthermore the effects o f the inconsistency should 
not affect the performance o f the device as it was predominantly seen (Figure 4.4) seen in 
the busbar area, and thus does not impede on the electi'o-meclianical coupling effects o f the 
IDT fingers.
The ~420nm finger widths on the IDTs have been successfully fabricated by the processes 
discussed earlier on, as the micrograph in Figure 4.2 has shown. The surface adhesion was 
excellent as the sti'uctures were intact after a 30 minute ultra sonication bath. The image 
verifies that the problems associated with patterns such as in Figure 3.30 were resolved. 
Final fabrication process yields good quality structures. The image also verifies the critical 
aspect o f  manually aligning the connector pads to a ca. micron size device has also been 
successful.
5.1.2 Stoichiometry analysis
The ZnO recipes were chosen on the merits o f  optimum transparency. Mentioned above 
and reported by [51], high quality ZnO films comprising o f unity stoichiometry are largely 
transparent. Samples A 12, A 14, A21 & A22 were profiled as they showed good 
transparency and a wide deposition attiibute variance, important in gauging the effects of 
the sputter parameters in the stoichiometiy o f the films. Since the chosen samples were near 
optimal the results presented in Graph 4-2 can be better described by Graph 5-1.
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Graph 5-1 Sputter atmosphere vs. Stoichiometry
The atmospheric condition within the sputter chamber is presented as a ratio on the left 
hand side Y axis and the right hand side Y axis comprises of the percentage o f 0% for the 
given ratio for ease o f readability. The X axis shows the stoichiometiy as described by 
RBS. The results are on par or better in comparison (Zn1.0O 0 .9 5  [52] , Zn 1 .0O0 .9 5  [40], 
Zni.oOi.io [53] ) to the majority o f results reported in literature. The variation in the 
stoichiometiy is due to the proportional number o f 0 2  atoms in the atmosphere depending 
on the gas composition. A clear conelation is not brought forward by the data presented in 
Graph 5-1 due to the statistically insignificant variation o f the stoichiometiy. It is 
hypothesised that a lager parameter space would present a clear relationship between the 
stoichiometiy and the gas composition in the deposition atmosphere. However, conditions 
for near perfect stoichiometiy are obtained by the investigations. The best stoichiometiy 
results were obtained for an O 2 flow rate o f 6sccm (resulting in paifial pressure o f 3.9mtorr) 
and an Ar flow rate o f 14sccm where the ratio o f O2 to Ar is 0.43. The atmosphere within 
the chamber comprising o f -71%  O2  using a Zn target in reactive DC sputtering. The 
results indicate that the films have a maximum deviation in stoichiometiy o f  approximately 
-0.2% to 1.9% from unity.
5.1.3 Growth rate of ZnO
A  variation in the growth rate was initially noticed in the raw data obtained via RBS. The 
variation o f the growth rate in tenus o f the sputter atmosphere conditions, namely A r : 0 2  
composition is illustrated in Graph 5-2.
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Graph 5-2 Growth rate vs. sputter atmosphere conditions
The sputter rate results indicate a coirelation to the atmospheric conditions within the 
deposition chamber. Ideal conditions for ZnO in SAW device fabrication is reported [51] to 
be in the region o f 10-13 nm/min. This critical window o f growth rate has been achieved as 
seen by Graph 5-2. The O2  concentiation used in reactive sputtering leading to quality films 
have been reported [54] to be in the region o f 60%, again complementing the results 
presented here. Though it should be noted that it has also been reported that preferential 
orientation is achieved in the window corresponding 41 nm/min [24], The higher rate in this 
case is attributed to a heated substrate (200 °C) while deposition was taking place, whereas 
the results presented in this thesis did not use a heated substiate holder. It should be noted 
that, an interpretation o f RBS depth profiles with respect to a depth scale in nanometres is 
somewhat ambiguous due to the necessaiy assumption o f a density that may be quite 
insecure [55]. Though the drawback can be effortlessly circumvented by the use o f a 
DekTak surface profiler. Nevertheless, as discussed here, preliminary data on the gi'owth 
rate indicates excellent match with reports in literature.
5.1.4 c-axis orientation
ZnO thin films must have a smooth surface and a good c-axis ciystallinity to be functional 
in piezoelecti'ic devices. The microstiucture o f a theoretically perfect film would be 
expected to have a dense fiber-grain stiucture o f aligned ci-ystallites o f the same polarity 
collectively acting like a single crystal stiucture. If  the fiber grains are ci'ystallographically 
well oriented but do not have good boundai-y interconnections (lateral stiength), the 
longitudinal d^s coupling which is the predominant factor for SAW propagation, will be
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dominant [21]. Moreover, the resonance frequency with a local phase-velocity variation 
shifts greatly due to the rough surface o f a thin film, and such, good c-axis ciystallinity in a 
ZnO thin film is crucial to obtain a high elecfromechanical coupling coefficient. XRD 
measurements indicate the ciystal orientation o f films or powder. XRD measurements o f 
selected films o f ZnO were cairied out in 20 mode. A strong 20 intensity peaks at (002) 
ciystal orientation in ZnO will corresponds to good c-axis orientation and thus good 
electromechanical coupling. The standard for comparison is the sliaip (002) preferred 
orientation peak seen in ZnO films at a 20 angle o f 34.43° for unstressed ZnO powder. It is 
widely accepted [24, 47, 50, 56] that DC sputtered ZnO films are generally polyciystalline 
with a c-axis preferential orientation due to the lowest surface free energy o f (002) plane in 
ZnO.
Graph 4-3 presents the XRD measurements for select high transparency samples. The c- 
axis orientation seen in the samples under test is likely due to the lowering o f the surface 
energy during the sputtering session. The loss in energy is due to the diffusion o f the 
impeding atoms within the thin surface layer to form a particular ciystallite having a lower 
surface energy than singular adatoms. The aggregation and diffusion stages o f the process, 
lowers the energy and in return increases the grain sizes. This is an accumulative process as 
the film gets progressively thicker the grain sizes follow suit. The orientation o f the 
samples remain in the corresponding ciystallographic direction o f the lowest surface energy 
as seen by the consistent 20 peaks in the region o f 34.4° as seen in
Graph 4-3. The magnetron DC sputtering process is a requirement as it imparts sufficiently 
high surface energy to retain a high surface mobility which is crucial to this process [50]. 
The diffusion within the ciystal is negligibly low and thus they remain tightly packed and 
the interior o f  the film does not move. This theoiy is supported by the tightly packed 
columnar structures seen in Figure 4.4. The atmospheric conditions during the grovrth o f 
the ZnO films significantly affect the orientation o f the films. The significance o f which is 
shown in Graph 5-3.
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Graph 5-3 c-axis orientation dependence on sputter atmospheric conditions
The data indicates the existence o f two zones o f interest. A large amount o f O 2 will result in 
higher surface roughness o f the film. The c axis o f the crystallites, although perpendicular 
to the substrate surface, will not be perpendicular to the average surface plane on a surface 
which is rough on a small scale, resulting in the reduction in the intensity profile seen at the 
34.5° region. It is again critical to ensure a good stoichiometry o f the Z n:0 . Higher Ar 
ratios would result in the loss o f surface mobility due to collision o f the impeding atoms 
with the Ar atoms, explaining the lack o f peaks beyond the 0.55 ratio. The loss o f surface 
mobility negatively affects the diffusion o f the Ar atoms. Though the parameter space for 
optimum ZnO film growth is large Graph 5-3 shows the desired area o f operation for the 
range o f parameters used within the work carried out for the fabrication o f a SAW 
transducer. The AT/O2 ratio o f -0 .55 seen in sample AlO (having 62.5% O2 atmosphere) or 
the 0.25 ratio used by A20 (having 80% O 2 atmosphere) results in strong intensity peaks.
Additionally it should be noted that numerous mechanisms can cause growth o f oriented 
layers o f ZnO. If the lattice constants o f substrate and film material approximately match 
each other, epitaxial growth can occur. Si02 offers a relatively suitable match (a= 5.0482À, 
b= 6.6568À, c= 4.9371À) to ZnO (a= 3.2494À, b= 3.2494À, c= 5.2038À). However, even 
if the lattice constants do not match, oriented growth is often observed, usually at a lesser 
degree o f preferential orientation. It is widely accepted [24] [39] that the epitaxial 
orientation o f thin films is influenced by the substrate orientation. Thus the use o f a Si02 
based substrate used for growth o f the films (in our work) yield higher (002) intensity 
reflections than that o f films grown on a similar Si substrate lacking a Si02 layer.
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5.1.5 Transmittance analysis
The quality o f  a ZnO film can be further analysed by the use o f Ultraviolet -  visual 
spectrum spectroscopy. In a crude sense the quality o f said films can be evaluated by the 
opacity o f it. I f  the films appear to be tinted gray the Zn ratio in the film is high, conversely 
a yellow tint indicates a suiplus o f oxygen [51]. Both extremes indicating low quality films, 
as a high optical quality i.e. transparent film is indicative o f a piezoelectric quality [21]. 
This rudimentary method o f analysis is expanded by the use o f  UV-VIS spectroscopy to 
measure the transmittance o f a specti'um through the film, a high transmittance >85% o f a 
ZnO film is characteristic o f high quality ZnO film [43]. The process for the evaluation o f 
optical transmittance is relatively an easy one. Thus given the ease o f use, this method 
offers a rapid mechanism for the preliminaiy evaluation o f the quality o f the films under 
consideration, as a result UV-Vis can and has been used as the first stage o f evaluating o f 
the recipes to extract the possibly good quality recipes prior to time and resource 
consuming methods such as RBS or XRD.
As transmittance measurements require a transparent substrate, the established recipes were 
used to grow thin ZnO films on glass slides. Optical transmission spectra performed on the 
film deposited over laboratory glass slides show a step falloff situated at 380 nm. 
Laboratory glass often comprises o f Borosilicate or soda lime known to have low 
transmittance in the <350-400nm wavelength region. The 400 -  800nm region offers good 
transparency in the ZnO films as indicated by approximately >85-90% transmittance. The 
inset graph in Graph 4-4 shows the UV-Vis spectra o f a laboratory grade glass slide, similar 
to the substrates used in this experiment. The ZnO samples have an average transmittance 
higher than 85% in the visible region o f the spectrum showing ZnO films (Graph 4-4) 
having a high quality and are essentially transparent beyond 400nm. Surface morphology 
has a strong influence on the optical properties o f the films. The stoichiometry and the 
surface roughness lar gely define the optical quality o f the films which were tested. Thus the 
near optimum Z n :0  ratio and the low surface roughness (to be analysed by AFM) has 
complemented the transmittance results that are presented in Graph 4-4. The XRD 
measurements indicated the dependence o f the polycrystalline preferential alignment to the 
atmospheric conditions during sputtering. Likewise, the state o f surface roughness is also 
dependent on the Ar and 0% ratio window should be within the two pillars o f sufficient 
surface mobility and high surface tension due to the excess o f oxygen (refer section 5.1.1).
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The averaging o f the data presented in Graph 4-4 indicates a threshold for the ratio o f AriOi 
atmosphere beyond which the transmittance o f the films degrade. The optimal window for 
the ratio is in the region o f 77% for O2 . The data indicates that beyond this approximate 
tlireshold, the transmittance in the region o f SOOnrn degrades rapidly. This is shown in fact 
by the traces for samples A14 and A22. A sanity-check sample comprising o f 100% Zn 
sputtered (A 13) on the same glass substrate is shown in Graph 4-4. The drastic loss in 
optical quality is immediately realised by the -1 %  transmittance seen on this sample.
5.1.6 Surface morphoiogy and roughness
The surface mor-phology o f sputtered ZnO fihns dictates the characteristics o f 
transmittance.
Figure 4.5 introduces the AFM results for selection o f samples, chosen on the merits of 
transparency. It can be that the simple selection criteria leads to films having very low 
roughness. The RMS roughness varied from 3.8nrn to 5.29nm showing a clear correlation 
between the Ar partial pressure and the grain size which by proxy indicates roughness. 
Conversely, the very low roughness seen in these films is an indicator o f high 
transmittance. The low roughness seen in the samples allows the estimation o f the best 
Ar/ 0 2  ratio for a film. To better illustrate the results, they have been mapped in the form 
shown in Graph 5-4.
A correlation between the grain sizes and the Ar/02 ratio becomes apparent by viewing the 
AFM images which are in harmony with the results presented by [23]. When the Ar in the 
sputtering atmosphere rises beyond a critical threshold, the number o f Zn atoms impeding 
on the surface o f the substrate reduces, due to the increased number o f collisions with the 
now large amount o f Ar atoms. This event translates to lower surface energy, in turn 
reducing the surface diffusion. The reduction in surface diffusion results in smaller 
polycrystalline islands, and increases the surface roughness. If  the process is reversed to 
within the optimal growth window, the kinetic energy gained by the vapour phase growth 
translates to sufficient surface energies. At this point the particles rearrange to a form o f 
lower surface energy by diffirsion, relaxing the surface tension. The result is larger grain 
sizes in the polycrystalline film. The lower surface energy also ensures that cracks and 
other similar permutations are kept to a minimum.
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Graph 5-4 RMS roughness dependency on atmospheric conditions
The results show that in an Ar rich sputter atmosphere the surface o f the sputtered film is 
course. Around the tlireshold o f -60%  O2 the surface gradually becomes smooth. An 
increase in the O2 beyond this threshold will see the gradual return o f a coarse surface. Due 
to the increase o f gi'owth with (100) orientation [22]. Grain sizes at the minimum surface 
roughness is in the 80-100 nm region where the sputter atmosphere is -60%  O 2 . A 1:1 ratio 
o f Ar:02 results in grain sizes in the region o f ~40nm. Comparatively [22] the surface 
roughness seen in these results are excellent. However, it should be noted that, overall all 
the results which were captured via AFM  are good since they are at most in the ca. 5nm 
region. Thus these results give flexibility by the ability to prioritise other key atti'ibutes 
such as XRD or RBS.
In summaiy, all films are seen polyciystalline. In samples such as AlO and A20 with Ar/ 0 2  
ratios o f 0.54 and 0.25 respectively, individual grains are highly oriented with their 
ciystallogiaphic c-axis perpendicular to the substiate. Crystalline substrates such as silicon 
or Si0 2  induce a growth o f columnar small grains, a few hundredths o f a micron wide and 
long. Surface relaxation is best at an O2 atmosphere o f -60%  in reactive DC sputtered ZnO 
film using a 99.999% pure Zn target, seen in sample A21. Though the average RMS 
roughness for all measured samples were 4.55nm with a variation o f ±0.75nm at most for 
an O 2 atmosphere range o f 77.78% to 50%. The tiansmittance o f the ZnO film show good 
transparency in the range o f 425nm -  800nm following within ±10% the spectra o f glass. 
The O 2 atmosphere variation during sputtering in this sample set varies from 50% to 80%. 
Ciystal orientation was measured in ZnO samples using XRD. Strong c-axis orientation
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was apparent, and most prominent in sample AlO, where the ZnO was grown in a 64.7% 0% 
atmosphere. The sample set for these measurements varied the atmosphere o f O 2 during 
sputtering from 50% to 80%. Stoichiometiy characterisation was carried out using RBS. 
For a range o f samples vaiying from 50% to 77.8% O2 atmosphere while sputtering the 
stoichiometiy data resulted in a deviation o f -0.23 to 1.93 from unity. The best match for 
unity stoichiometiy is obtained by an O2 atmosphere o f -70%  in sample A14. A common 
theme that ai'ises is that the optimal devices in most cases (apart from RBS, though the 
stoichiometiy variation between unity and the optimal O2 atmosphere sample is statistically 
negligible) is around a -60%  O2 atmosphere. Thus, in conclusion the work carried out in 
fabricating the final SAW devices have been in a 60% O2 atmosphere where the ZnO 
growth was achieved via reactive magnetron DC sputtering.
5.1.7 Resistance
The surface resistance measurements for the sputtered ZnO films are presented in Table
4-1. The predominant features o f  the films are the glass like insulating nature, the findings 
are in line with the high resistivity o f DC sputtered ZnO films as reported by [21, 54]. DC 
sputtered films is known to have a clear correlation between resistance o f the film and the 
ds3 which is directly proportional and incentivised the choice o f DC sputtering over RF. 
Vandepol et al [48] has reported low piezoelectric behaviour in R.F sputtered ZnO films as 
well. The relatively low resistance o f 1.2KO seen in the A 13 sample indicates the 
dependence o f the reactive sputtering process where the oxidization o f the Zn is crucial for 
the formation o f the insulating film. High quality films are seen to transpire from an O2  
atmosphere o f 50% and higher, using a pure Zn target. The use o f a ZnO target will demand 
a lower O2 atmosphere, where 10%-15% has been widely regarded [57] as yielding the best 
possible results using said target. Quality ZnO films should be tiansparent, where too much 
Zn will show a gray film and an O2 rich atmosphere sputtered films will show a yellowish 
film. The results in Table 4-1 demonstrate these attributes closely.
The results indicate the resistance being infinite. For the devices and the properties required 
for these devices these measurements are valid and useful. The limits o f the test appaiatus 
are in the range o f  0.01 -  20 xlO^ the films under test were at a predefined 1mm distance 
between the probes. Without infrinsic or extrinsic dopants ZnO resistivity is reportedly veiy 
high, being in the order o f 1500 Q. cm perpendicular to the substrate and >10^ ^  cm parallel 
to the substrate[58]. Furthermore lO*’ -  10® O/cm [21] resistivity reported in literature
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indicates a strong dielectric with inti insic practical limits to be within the bounds o f the 
results o f  the films grown here for the purpose o f SAW devices. The resistance being 
approximately a thousand orders o f magnitude above the limits of the test apparatus. The 
high resistance in the parallel plane is due to the hindered carrier transport across grain 
boundai'ies. Inti insically high energy band gap o f >3.4eV is feature o f undoped films o f 
polyciystalline ZnO. Conductivity in these films can originate from carriers being supplied 
by oxygen vacancies on the thin-film surfaces [59]. The high oxygen partial pressure used 
for all insulating films under consideration supports these findings; conversely the 
immediate decrease in resistance in sample A13 further compounds it. In essence the 
atmospheric conditions under investigation results in insulating ZnO films with resistance 
in the range of, (at the veiy minimum >10^ f2), and are ideally suited for piezoelectric 
devices.
5.1.8 LC matching network
Several diode based LC circuits were evaluated for operation in the zero volt regions. The 
results o f three different configurations are shown in Graph 4-5. The HSC88-E diode 
having an intiinsic maximum capacitance o f 0.8pF was chosen to operate without biasing 
above the threshold voltage. A consistent bias dependent phase change is detected. The 
configurations achieve 0.30°/mV, 0.16°/mV and 0.24°/mV for L C l, LC2 and LC3 
respectively.
The phase variation tianslates to a detectable detuning affect seen by the analysis o f the 
phase information. Capacitance based detuning element is sensitive to the serial connection 
o f the oxide capacitance and the capacitance o f the space-charge region. Here the 
capacitance is dependent predominantly on the thickness o f the oxide layer and the doping 
density. By proxy these factors affect the depletion region o f the device. This increases as 
the voltage increases. The limits are set via the fabricated thickness o f the oxide and the 
doping density. Since at maximum negative voltage in the accumulation region, the 
differential capacitance o f the semiconductor is veiy high, this leads to the total capacitance 
at maximum which in this case is ~0.8pF. Here the capacitor will function as the detuning 
element o f the load circuit, in which the capacitance is changed by the potential detected by 
the MWCNT bio sensor. The ideal capacitor for this application must have a steep 
capacitance-voltage curve about the zero-voltage region. A detectable detuning is achieved 
via a phase variation mapping to the induced voltage, but the sensitivity o f  the component
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can be increased by use o f a purpose built device optimized to be operated in the zero volt 
region, which can be affected by the thickness o f the oxide layer as discussed in [60].
Furthermore, the phase shift indicated in the results section strongly suggests a change in 
the resonance frequency o f the LC circuit. This becomes obvious when considering the 
change o f capacitance. The “illumination” o f the circuit via a pulse from a SAW device 
thus changes the response in harmony with the time varying near zero volt bias across the 
diode. The simplest form o f signal discrimination at this point would be via amplitude. Due 
to the change o f the resonance frequency o f the high-Q oscillation circuit the response 
signal would yield an amplitude modulated signal if the detection apparatus were to be 
tuned to the same frequency as the inteiTogation pulse transmitter.
5.1.9 Puise response measurements
Following the growth o f highly oriented ZnO films and the fabrication o f the SAW devices 
via EBL and photolithography processes, the R.F device characteristics were evaluated. 
The batteiy o f tests began on two device structures, one with the IDT above the ZnO film 
and the other where the IDT buried underneath the ZnO. The pulse response measurement 
was used to verify the SAW transmission propeity o f the device, and as the first line of 
defence in the removal o f ill fabricated samples. The results which were presented 
previously are ones which passed this simple but effective test.
Graph 4-6 identifies the core results from this experiment. Pulse o f -39.4dbm at a frequency 
o f 2.4 GHz was inserted in to port 1 o f the device. Port 2 response is presented in (a) 
section o f the giaph. The surface acoustic wave propagation is indicated by the resulting 
response. A  clear indication o f the received pulse with minimal distortion is apparent. 
Hypothetically the reversing the ports should result in a similar response, (b) Illustrates the 
pulse response with the ports reversed. The identical results have been tested against 
leakage fr om the bonding wires, package or the substiate in the (c) graph by utilising a ZnO 
chip without the patterning o f the IDTs. The lack o f propagation gives a clear indication 
that the pulse was transferred between the ports using the phenomena o f surface acoustic 
waves as opposed to packaging defects.
The response o f the reflectors cannot be identified in the ft equency domain as they are 
multiplexed in to the same operational frequency band as the incident pulse. To get a clear
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understanding o f the timings and the response o f the features included in the device, time 
domain analysis has to be carried out. The results o f which are discussed in the following 
sections.
5.1.10 Return loss
The interrogation o f the SAW device is accomplished by setting a vector network analyser 
to the expected frequency range using a significant scan width. The high bandwidth is 
required in other (time domain) measurements for the accurate inverse Fourier 
transformation. For consistency the large bandwidth is used in the frequency domain 
measurements as well. A  key element o f any R.F. device is reflection coefficient as mapped 
by return loss.
Graph 4-7 (a) demonstrates the results for a device where the IDT structure is buried within 
the ZnO film. A loss o f  20.908dB at 2.635GHz shows the fransfer o f  a significant power to 
the device at that frequency. It should also be noted that spurious signals are minimal 
resulting in a clean Su response, (b) Shows a loss o f 31.273dB which is significantly better 
than the previous device. A significant drawback arises when the fr equency shift is taken in 
to consideration. At 2.89GHz it is well beyond an acceptable deviation from the design 
frequency, (c) Indicates a loss o f 21.058dB at a frequency o f 2.03GHz. The frequency is yet 
again shifted beyond an acceptable range. Furthermore, the introduction o f a spurious 
response in the region o f 2.8GHz is o f concern. The significant shift in frequency and the 
introduction o f spurious signals indicate that for the given fabrication parameters the ideal 
device str ucture is one which contains the ZnO film on top o f the metallization layer. The 
frequency shift can be due to mass loading o f  the SAW device due to contaminants as well 
as the IDTs, fabrication errors o f the finger widths, temperature variations and loading due 
to the test equipment. The SEM microgiaphs presented at Figure 4.4 and Figure 4.3 show a 
significant variation in the finger width to spacing ratio (i.e. finger weighting),which under 
ideal conditions should result in a 0.5 finger weighting, giving equal widths to the spacing 
and the finger width. It can be inferred that the contribution o f this fabrication defect would 
result the generation o f higher frequency waves due to the unintended compressing o f the 
fingers.
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5.1.11 Reflections In the time domain
Time domain measurements are a prerequisite for the comprehensive analysis o f SAW 
devices. The VNA used for the measurements accomplishes the conversion to said domain 
by the use o f inverse Fourier transform o f the frequency domain. The first peak is detected 
at 40.15ns from 0. The design indicates the first reflection to be from the reflector located 
190.24pm from the IDT. The distance between the U' reflector and the others are at a 
constant 8.61pm. the width o f the reflection seen at 40.15ns postulates the existence o f 
adjacent reflectors. Due to the proximity o f the reflectors it can be argued that the response 
is the aggregation o f the reflections. Strong peaks o f -2.73dB is apparent and is a good 
indication o f the low attenuation o f the propagation medium, resulting from the in-depth 
exploration o f the growth mechanisms o f ZnO. As expected the sensing IDT shows inter­
finger reflections and the relatively wider bandwidth due to the inherent properties o f the 
structure. Phase velocity calculations can be done to verify the location o f the features. 
Time delay between two points on SAW device is simply t=l/v. Where / is the distance 
between the IDTs (or points), and v is the velocity o f propagation in the substrate. Given 
the first reflector is found at (time) 40.15ns at a fabricated distance o f 190.24pm the phase 
velocity is 4738 m/s. repeating the calculation for the 2"“* IDT, located at 424.266pm away 
from the 1*‘ and 120.142ns time results in a phase velocity o f 3531/n/s. The large 
discrepancy was an expected source o f error due to the coarse stage shift that is required at 
the EBL patterning stage o f the device. It should be noted that no stage shift was required 
when patterning o f the reflectors as they were located at close proximity to the 1®‘ IDT. 
Nevertheless both calculated values are within the range o f figures reported in literature.
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Figure 5.1 schematic of time domain reflection positions
Additionally we can extrapolate a figure for the operational frequency o f the fabricated 
device, with this empirical data. Factoring in a finger width o f 410nm and the propagation 
phase velocity between the IDT and the L' reflector the frequency o f operation o f this
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device is to be in the 2.89GHz. The value is an exact match for the device 2 discussed in the 
previous chapter. The design and simulation paiameters postulate a 4000m/s phase velocity 
which indicates that the calculated velocities are in the same order o f magnitude. However, 
the discrepancy in the design and the actual value justifies the variation in the return loss 
measurements and is a widely seen fact in literature. Given the ZnO growth conditions and 
the repeatability o f the process, the result is used for future work and is to be taken as a 
design constant, enhancing the iteration. The chaiacteristic phase velocity within surface 
acoustic wave devices ~3xl0^m/s and the interrogation pulse in a implemented sensor 
traversing to the antenna input at 3xlO®m/s, indicate that the distance between inten'ogator 
and the SAW tiansponder does not change the delay time in any significant manner. The 
reflectors described could circumvent possible discrepancies in the delay time by using the 
known Ax constants (i.e. Ax = 120.142867ns - 40.14ns = 79.992867ns). Environmental 
reflections are a key consideration as they contain multipath components unique to the 
location. The Ax serves a dual puipose o f verification o f the sensor IDTs reflection as well 
as exclusively measuring the channel conditions (i.e. amplitude) between the interrogator 
and the sensor-transponder. Figure 5.1 illustiates the relative positioning o f the features on 
the SAW device. The 2"** IDT reflection comprises o f the channel condition and the 
modulation via the sensor element. Thus, for a reading comprising solely o f the sensing 
IDT negating channel conditions, the following can be used,
S 11 (sensor) ^  j i (reflector) “  S  i j (2nd IDT)
Where the Sn indicates the respective complex values obtained from 1-port reflection 
measurements on a vector network analyser.
Similar to fr ee space path loss, the propagation o f  a surface wave on a piezoelectric surface 
introduces attenuation. The affects aie seen in the results presented in section 4.1.3.3. The 
Sn measurements o f the reflector indicate a propagation loss o f 2.7375dB, and the 2"  ^
IDT reflection indicates a loss o f 2.7385dB. baring in mind that the values measured by the 
VNA is for the impulse propagation and the subsequent reflection results in a actual 
propagation path o f twice the distance between any given feature. Subtiacting the 
propagation loss up to the reflector by the loss up to the 2"'* IDT results in the cancellation 
o f the electro mechanical coupling, if  we assume the coupling coefficient o f  tlie reflectors 
and the IDTs are equal. It gives us a numeric value o f O.OOldB loss for 234.025pm 
(distance between 2"  ^ IDT and reflectors) propagation. This yields a propagation loss of 
5 .73pdB /l in the SAW device at a frequency o f 2.635GHz.
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Graph 5-5 Simulated insertion loss for fabricated device
The results demonstiate the deep conelation o f the ZnO composition and morphology to 
the surface wave propagation efRcacy. The experimental evidence points to the fiber-grain 
microstructure as a major contiibutor to the propagation losses reported in literature. In 
Sputtered films it has been observed that overly large grain structures produce higher 
propagation losses. For example, grain sizes on the order o f 400nm show loss levels o f 40 
dB/ps at 200 MHz, whereas those ca. lOOnm are approximately 10 dB/ps at 200MHz [21]. 
Furthermore, Low intiinsic surface-acoustic-wave propagation losses would be predicted 
for zinc-oxide films (1.9m dB/l) based upon the measured values o f  the bulk-wave losses in 
the longitudinal and shear mode for zinc-oxide ciystals [61]. But majority o f the reported 
investigations results with losses for ZnO films extending some 8 to 30 times higher than 
predicted [21]. Similarly the devices fabricated here is a significant improvement compared 
to ZnO on a sapphire substrate where a propagation loss o f 44.4mdB/A, [62] was reported. 
Propagation loss remains as one o f the most severe drawback to developing piezoelectric 
film SAW devices with long time delays, but as demonstrated in this thesis, performance o f 
short time delay devices can be significantly improved by the cai-efiil growth o f ZnO films. 
Insertion loss simulations were carried out for a 10 finger pair device (fabricated) illustrated 
in Graph 5-5. The results are favourable to the results documented in Graph 4-7 1-port 
reflection in the frequency domain (SI 1)
It should be noted that the simulations recommended 2435 as the number o f optimal finger 
pairs. Though due to fabrication times utilising EBL a more favourable 10 pairs were 
chosen.
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5.1.12 Time domain response for impedance loading
The previous chapter indicated the response from the 2"'* IDT (port 2) and the reflectors. 
The following section will analyse the realisation o f impedance loading o f port 2, and its 
significance in the reflected wave, i.e. Sn magnitude in the time domain. The reflection 
pulse o f the 2"^ IDT is located at 120.142ns.
As illustrated in Graph 4-9 the experiments were performed in the time domain on a linear 
scale and Figure 5.1 illustrates the relative positions o f the origins o f the pulses in a 
macroscopic view schematic. The device was initially tested with an open circuit, resulting 
in a 338mV peak. A low Signal to noise ratio is observed. A 50^î calibration standard grade 
termination was used as the loading impedance when the signal increased to 350 mV. 
Lastly, the port was terminated using a short circuit, again this was calibration grade. The 
signal attenuated to 298mV. Clearly, at open circuit the IDT fingers act as reflectors to the 
propagating surface wave. Compared to stand alone reflectors, many triple transient 
reflections ai e seen. The red line corresponds to the trail o ff o f the 2"  ^order triple transient 
affects. A spot marker shows the TTR at 70 mV. The 50^2 loading o f the IDT creates a 
measurable rise in the reflected wave. The rise o f  this signal is a good indicator for the 
impedance matching o f the load to the IDT. Considering the design parameters for the IDT 
dictated 5 0 0  impedance, we can assume considerable power transfer and the corresponding 
reflection. Also o f special interest is the drop o f the TTR levels to 47mUnits at the exact 
point o f  reference from the previous measurement. We could assume that near ideal 
matching resulted in low reflections o f the signal propagating to the 2”'^  IDT, thus lower 
available energy for reflections. The reduction o f the number o f ripples indicates the 
attenuation in the path superseded the limited available power for the phenomenon. In 
addition it illustrates the significance o f the sensitivity o f the device in terms o f impedance 
matching. Shorting the IDT pins sees a reduction o f the overall reflected power to 292 mV. 
The shorting o f the IDT dissipates most o f the incident power which is revealed in the loss 
o f overall reflected power. The overall power o f  the TTRs are drastically reduced due to the 
incident wave “seeing” the IDT as a bulk metal feature owing to each o f the fingers not 
being able to be induced with a potential difference (refer: Figure 2.1) The voltage with 
reference to the other measurements at the same delay period is 24 mV.
The reflection seen corresponding to the 2"^ IDT indicates an amplitude modulation in 
correlation to the impedance seen at the busbars. The sensitivity o f the system can be 
improved by matching the SAW device to the test apparatus, and re-iterating the design
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cycle with the measured material properties factored in. Nevertheless, the reported response 
from the SAW device validates the concept approached by the project.
5.7.13 Quality factor
The Quality factor o f SAW resonators can be calculated using the measurements presented 
by means o f the following equation.
T
Equation 5.1 Q factor for SAW resonators
Here, fr^s represents the SAW resonator frequency and x the time it requires the signal to 
decay to 63% o f its peak value, resulting in a Q factor o f 248.34. Literature [63, 64] 
indicates the result to be in the mid range o f satisfactoiy values. Graph 4-10 illustrates the 
Q factor measurement for the IDT metallization on top type device. Having a value o f 
266.54, it indicates an improvement on the ZnO top type o f device. The bandwidth o f the 
SAW device can be calculated assigning the Q factor to the following equation,
Q  =  —AX'
Graph 5-6 relationship of Q factor and bandwidth
Where A / indicates the bandwidth o f the oscillator and /  indicates the resonator frequency. 
The resulting bandwidth for the device comprising o f the 248.34 is 10.61MHz. A similar 
value o f 10.83MHz was indicated for the metallization layer on top type device.
In summary, a SAW device operating at 2.63 5GHz was fabricated. The results indicate that 
it is operational and equally importantly is capable o f amplitude modulating an incident 
pulse relative to the impedance o f the load connected to its sensor (2"^) IDT.
5.2 MW CNT bio sensor
The fabrication o f a MWCNT based bio sensor has been completed and the results are 
comprehensively analysed for verification o f the growth o f the nanotubes as well as the 
success o f the procedures used for Ag-AgCl functionalisation. The analysis in the following 
section corresponds to the results presented in section 4.2. The foremost goal during the
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analysis was the verification o f the growth as it is a key theme for the project. Successful 
validation using SEM and HR-TEM was followed by the functionalisation by Ag 
evaporation and later the electro-deposition o f the AgCl using KCl. The following section 
describes the chaiacterisation and MW CNT based device performance o f the results 
presented in the previous chapter.
5.2.7 High Resolution Transmission Electron Microscopy (HR- 
TEM)
Following the imaging via SEM, HR-TEM imaging was earned out for a comprehensive 
verification o f the state o f growth. The micrographs presented in Figure 4.6 represent the 
core features that ai'e o f concern for the confirmation o f MWCNT growth. Figure 4.6 (a) 
Illustrates a MWCNT having an approximate diameter o f 45nm. Imaged at 20nm, the 
structure appeals to be largely defect free and without any significant impurities. 
Furthermore, the walls appear to be well graphitised. A consistent diameter in the imaged 
range further indicates the uniformity o f  the MWCNT. The tubular and mostly hollow 
channel is visibly changing dimension showing hints o f unparallel stacking o f  the graphene 
boundaries. The channel width is ca. ~5nm. Showing a large aperture, largely exclusive to 
MWCNTs. The darker contiast seen in neaier to the channel is due to the angle o f imaging 
and the bundling o f the graphene sheets in to closer proximities. Disordered carbon which 
is expelled due to reduction in solubility o f carbon in the catalyst as the temperature drops 
at the end o f the growth cycle [65] is not seen in the imaged sections o f the samples.
Figure 4.6 (b) indicates a tip o f the MWCNT. The tip growth diffusion mechanism is 
prominent in the micrographs. The insets offer a higher contrast image o f the same 
structure. The nickel catalyst appears to be protruding out o f the tip o f the MWCNT. The 
tip gi'owth mechanism supports these findings as the metal catalyst approaches the pinnacle 
o f the tube, where significant proportion o f the particle (i.e. cap) is exposed to the 
environment. These results compounds the well known [6 6 ] growth mechanism observed 
when PECVD is employed. Whereas, in base growth mechanism, largely seen in themial 
CVD giowth, the base o f the tube would be filled in a planar configuration resulting in no 
protruding catalyst particle. The weak interaction between the catalyst and the substiate is 
the predominant cause o f the tip growth mechanism, and manifests itself in a macroscopic 
level by the mostly effortless delamination o f the as-grown films. The wider area o f
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reference o f the 50nm micrograph shown in Figure 4.6 (b) is a good indicator to the 
uniformity o f diameter along the length o f the tube, by proxy the uniformity indicates a 
closely packed forest growth o f the tubes as such a configuration impedes on sidewall 
deposition o f carbon which leads to larger base diameters [28].
Image Figure 4.6 (c) Demonstiates the majority o f the signature features o f MWCNTs. 
Graphene Boundai ies o f  MW CNT are verified in TEM by the spacing between each sheet 
o f graphene which approximated to ~3.38À. Graphene is a one-atom-thick planar sheet o f 
sp^-bonded carbon atoms that aie densely packed in a honeycomb ciystal lattice. The 
graphite sheet seen here consists o f  many giaphene sheets stacked together. Among the 
many works in multiwall carbon nanotubes, and fundamentally among the investigators 
using election microscopy [67], it is agreed that the interwall distance varies from just 
above the interlayer spacing in bulk giaphene which is around 3.354Â to ~ 3.6Â. Moreover 
Figure 4.6 (c) shows an internal arrangement representative of a herringbone stiucture. The 
TEM images o f herringbone and stacked cup type nanotubes aie increasingly difficult to 
assimilate purely on the merits o f  a two dimensional representation. A quantitative analysis 
o f  the growth parameters, surface morphology and sti uctural properties results in a clear 
differentiation between the almost identical images seen o f stacked cup and herringbone 
structuies. The synthesis used for the MWCNTs under consideration was accomplished via 
seeding the hydrocarbon in to the atmosphere as opposed to a floating reactant mechanism. 
The temperature o f growth was in the region o f ca. 550 °C, and a relatively slow growth 
time o f 260nm/min was realised. The process resulted in tubes containing a relatively small 
hollow channel, indicated above to be ~5nm compared to an overall tube diameter o f 
~45nm (i.e. 11%). The lack o f substantial deposited carbon was noted as well. The growth 
conditions used and the properties o f the tubes are predominantly associated with 
herringbone type stiuctures [6 8 ]. These types o f structures benefit the application under 
consideration as it offers higher active surface area and an increased aggiegate density o f 
the nanotubes than similar stacked cup nanotubes. These properties will in turn reduce the 
interface impedance resulting in a relatively higher SNR. The cross sectional morphology 
o f a herringbone type MW CNT is rectangular, hexagonal and hepatogonal. This is due to 
the kinetic and theraiodynamic factors limiting effective C 2H2  disproportionation at -550  
°C and atmospheric pressures resulting in the reasonable assumption that the Ni catalyst 
particles are in a solid state. The nanotube growth replicates the shape o f the catalytic metal 
particle resulting in the herringbone structure. A circular type growth would indicate the 
catalyst particle reaching a molten state. The edge o f the tubes in microgi aph Figure 4.6 (c)
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indicate an altered morphology in comparison to the bulk o f the structure. The major bulk 
phases o f carbon aie sp^ bonded giaphite and sp3 bonded diamond. In the realms o f CNTs 
all the phases are based on sp2  bonded hexagonal network o f atoms, i.e. graphene sheets. 
The nanotubes are attributed to the energetically favoured elimination o f dangling bonds, 
resulting in the formation o f a closed tube structure. The edges indicated in Figure 4.6 (c) 
are the intrinsic property o f herringbone type giowth where the edge dislocation is 
propagated in the direction o f giowth, in this case normal to the substrate. The images at 
approximately identical magnifications reported by [69] indicate a unravelled nanotube 
where the similarities at the edge o f the structure in comparison to Figure 4.6 (c) is clear. 
Conventional wisdom dictates that these aie dangling bonds and infer a higher suceptance 
to functionalisation when compared to the highly stable “perfect” nanotube structures, 
furthermore, increasing in surface ai'ea. These characteristics are an ideal candidate for the 
Ag-AgCl functionalised M W CNT bio sensor goal o f this thesis.
Figure 4.6 (d) illusti ates the channel o f the tube at a magnification unit o f 5nm. The image 
shows the uneven channel due to the herringbone structure. O f special interest is the darker 
region, which could be a catalyst particle in the channel. The rugged growth seen in the 
image can be largely due to the slow diffusion controlled growth rate. Crucially, Figure 4.6 
(a) and Figure 4.6 (b) in Section 0 shows TEM images o f Ag-AgCl functionalised 
MWCNTs. The deposition conditions dictated a bulk element o f Ag, where a thin layer of 
AgCl was electro deposited on the surface.
5.2.2 Electron Energy Loss Spectroscopy of Ag-AgCl 
functionalised MWCNT
Electron energy loss spectroscopy allows for light element analysis within a few 
nanometers fiom the surface under investigation. The graphs and images (a) and (b) 
presented in Graph 4-11 illustrates the configuration o f the chemical elements on the 
surface o f the MWCNTs. The 280 - 300eV peak associated with the inner K shell ionisation 
o f the a-C is a predominant feature. Specifically, the peaks at 285.5eV and 292.5eV 
indicate the presence o f sp^ bonded atomic sites designating graphite spectra in the area o f 
interest. The ripples seen at the relative plateau aie a good indicator o f the multiple 
graphene boundaries within the MWCNTs. a hypothetical presence o f a smooth plateau 
would purely indicate a-C. These features are consistently seen in all the spectra presented 
in (a). The dominant nature o f the Carbon edges is due to the underlying MWCNTs where 
the field o f interest, as seen in image (a) is always on the MWCNT. The stiuctures seen in
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the TEM microgi'aphs in Graph 4-11 is decisively jagged when compared to the images o f 
un-functionalised MWCNTs. A form o f cohesion is generally seen in many functionalising 
mechanisms where electro deposition has taken place. Further compounding the effect is 
the buckling seen due to the weight associated with the Ag shell encompassing the 
MWCNT.
The intensity o f the signal is seen to vaiy in the associated regions though the signature 
remains. It is largely due to the film depth, beai'ing in mind the angle o f incident on to a 
spherical surface. Image (b) and the associated spectia clearly demonstrate the 
phenomenon. Where the outer peripheiy o f the Ag-AgCl coated tubes indicate a significant 
loss in the intensity as revealed by the “b” spectra.
The weak Ag edges associated with M 4 and M 5 excitation edges are located at 367 and 373 
eV respectively [70], and representative o f the results seen presented in Graph 4-11. The 
spectrum is present in images (a) and (b) but dominant in the “b” spectra. The associated 
surface appeal's to be one o f a core-shell Ag-AgCl nanoparticle decorating the surface o f 
the MWCNT. The feasibility is further infened by the similar fabrication methodologies 
demonstrated by [71], which resulted in core-shell Ag-AgCl nanoparticles. The sensor 
presented here builds on the referred results by the increase in the Ag layer to form a 
complete shell around the MWCNT, thus improving the dominant bio-compatibility issues 
which has historically been a key barrier for wide scale clinical studies, especially in lieu o f 
the current rigid stance o f the Health and Safety executive. The Cl 2s level excitation is 
seen at the edge at ca. 275eV [72]. Relatively low intensity peak is one which is consistently 
associated with the areas under investigation. All regions o f (a) and (b) are as indicated to 
consist o f Cl by its signature low intensity 2s excitation peak. As is appaient, the simple 
electi'o deposition procedure used for the chlorination o f the Ag surface as resulted in a 
uniform film covering the majority o f the Ag- MW CNT structure.
The peak seen at -350  eV in the spectia o f (a) 4, 5 (b) E is the L-23 shell excitation o f Ca. 
It takes the form o f surface contamination. The most probable permeation vector would be 
during the sample preparation stage. Calcium contamination is also reported in literature 
[70]. It could be a residue o f a previous sample which was imaged using the apparatus.
Following the elemental analysis by EELS, a successful chemical analysis by XPS would 
indicate a thin film AgCl coating the MWCNT o f a highly uniform nature. Essentially,
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providing the industiy standard semi bio-compatible hansducing compound on a high 
surface area nanoscale sensor array, while simultaneously improving bio-compatibility by 
shielding the direct interaction between skin and MWCNTs.
5.2.3 Energy-dispersive X-ray spectroscopy for evaluation of 
MWCNT functionalisation
Preliminaiy tests to assess the quality o f the electro deposition process were cairied out by 
EDX. The SEM-EDX provided rapid evaluation through visual and elemental analysis. The 
samples under tests included 32nm and lOOnm evaporation o f Ag on to as-grown 
MWCNTs. the electro deposition process was identical for both samples considered for 
EDX. Post electi'o-deposition, it was seen that the 32nm sample did not contain peaks 
associated with Cl, where as the sample containing the lOOnm o f Ag contained a consistent 
readings o f Cl in all areas o f interest. The results presented in Figure 4.9 contains the 
elemental peaks associated with the successfully coated sample, and Figure 4.8 is a scan o f 
the same sample prior to the electi’o-deposition process.
The inherent nature o f EDX results in signatures for elements at overlapping transition 
energy levels. Thus the probable elements aie selected prior to analysis to ease 
discrimination. As expected the peaks corresponding to C and Ni stays constant tlu'ough 
both samples. The X-ray tiansitional peaks associated with Ni Lg edge, L] edge, KL 2 , KX3 
and K edge coiresponding to peaks at 869.70eV, 887.46eV, 7 459.96eV, 7 477.72eV and 8  
347.42eV respectively are seen in the graphs. Likewise, X-ray transitionaiy peaks o f Ag 
associated with L 3 M 1 , L|M i and L 3  edge are represented with their signature peaks at 2 
634.4eV, 3 088.OeV and 3 360.71eV respectively.
The SEM images o f  the EDX field o f interest shows MWCNTs subsequent to electro­
deposition demonstrating cohesion between the tubes. Interestingly, the adhesion between 
the tubes and the substrate appears to be robust, since there does not seem to be a 
significant loss o f MWCNT structures, due to the electro-deposition process. The increased 
adhesion can be accounted to the lOOnm o f Ag evaporated on to the sample.
The due to the elemental nature o f the analysis, the resultant EDX spectra o f AgCl thin film 
would result in separate peaks for Ag and Cl. The Ag peaks and their associated tiansitions 
are as discussed above. The X-ray transitional peaks o f Cl associated with L2  edge, Li edge,
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K L 3 , K edge aie seen at 211.49eV, 281.80eV, 2 623.67eV and 2 832.76eV respectively. 
Thus, indicating the presence o f Cl. The scan was repeated for multiple regions o f interest 
resulting in the confirmation via the corresponding peaks o f the elemental existence o f Cl 
throughout the sample surface.
The accuracy o f EDX is veiy much dependent on the nature o f the sample, and X-ray 
energy and the thickness and density o f  the sample. Furthermore, many elements have 
overlapping peaks as was seen by the results o f the AgCl coated sample. Thus a more 
through elemental analysis was earned out using EELS, followed by a chemical bond 
analysis via XPS.
5.2.4 X-ray Photoelectron Spectroscopy of Ag-AgCl 
functionalised MWCNT
XPS was used to ascertain the chemical bond o f the AgCl layer on the MWCNTs. The core 
level binding energies corresponding to A g  and Cl in fa ce  centred cubic A gC l compound 
was refeiTed fiom [73] and is further reported by [74]. The results are presented in Graph 
4-12. (a) illusfiates the full specfia under investigation, (b) illusfiates the peaks associated 
with Cl, while (c) and (d) illustrate the peaks associated with Ag. The full specfia (a) 
demonstrate the detection o f Ag, Cl and C o n  a macroscopic scale and contain pointers to 
the associated quantum numbers o f the transition. The C l 3 binding energy peak2P-
associated with AgCl is located at 196eV, in agreement with the graph presented in (b).
The binding energies 366.leV  and 372.3eV correspond to A g  5 and A g  3 transitions
“ 2 “ ï
respectively. The graph presented in (c) show the presence o f these peaks. Lower shell 
transitions are seen at a higher binding energies o f  571eV and 601.9eV corresponding to 
A g  3 and A g  j respectively. The peaks present in (d) are in harmony with the expected
peaks. It can be seen that multiple signatures associated with Ag and Cl elements in AgCl 
compound are matched to the results obtained via XPS, indicating the presence o f AgCl 
films. It should be noted that the surface sensitivity o f XPS is primarily dependent on the 
escape depth o f the photoionised electrons. Conversely it is a function o f the inelastic mean 
free path. Thus the analysis depth o f for XPS is restricted to ca. 10 nm. The presence o f an 
AgCl signature under said conditions indicate that the AgCl seen in the samples are in a
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form o f a thin film on the surface o f the MWCNTs. in addition, the presence o f a peak at 
284eV corresponding to Cis indicates the existence MWCNTs within the area o f interest.
5.2.5 Voltammetry of Ag-AgCl MWCNT bio sensors
A comparative analysis o f the signal output o f the Ag-AgCl MWCNT and commercial 
sensors was carried out. Furthermore spectral densities over a frequency range o f 20-80 Hz 
o f the fabricated sensors are investigated in a potassium chloride, potassium ferricyanide 
electrolyte solution to provide ion exchange via the Ag-AgCl bi layer. Subsequently 
followed by testing the performance o f the sensors on porcine skin, thus simulating real 
world conditions, where the electiolytic interstitial fluid and the skin structure is most 
closely related to human skin. All experiments were carried out after leaving the 
experimental setup to reach equilibrium over 1 hour. The instrumental amplifier o f section 
3.6 was used as the input stage to the signal analyser. A test signal o f  5mV/20Hz was used 
for all experiments. The test signal used corresponds to the EEG beta wave range o f 12 - 30 
Hz.
5.2.5,1 Electrical perform ance o f  sensors in electrochemical cell
An electrochemical cell containing potassium chloride and potassium ferricyanide 
electrolyte solution contains a signal input via a platinum (pt) wire, (a) in Graph 4-13 
illusti'ates the results for the fabricated MWCNT sensor, in comparison to a commercial 
AgCl sensor (b). The signal levels are almost identical, where the 20Hz signal o f interest is 
approximately 1.7dBV stronger in the commercial sensor. The noise floors o f the two 
sensors in range o f O-lOOHz are similar. The 20Hz signal is at worst 20dBV above the floor 
in both sensors. The response does not contain any artifacts other than the significantly 
attenuated noise floor. These results are indicative o f similar performance o f the MWCNT 
based sensor to its commercial counterpart in signal attenuation and noise comparisons 
from O-lOOHz.
5.2.5.2 Electrical perform ance o f  sensors on porcine skin
The porcine skin test mimics real world application due to the similarities o f the structure to 
the human skin stmcture. the electrodes and apparatus continues on from the 
electrochemical cell experiment, though tiansfbrming the propagation and ion transfer
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channel from the electrolyte to a 19mm cross section o f porcine skin. The results presented 
in Graph 4-14 follows the stimulus and detection profile used during the electro chemical 
experiment. The data follows the similai'ities reported in the previous section. The 
amplitude difference was at O.OVdBv in favour o f the MWCNT sensor. The noise floor had 
receded to beyond -30dBV below the signal o f interest in both sensors. AC coupling noise 
was seen at amplitude o f -31dBV below the peak o f 5mV stimulus at 20Hz. The 
comparative analysis yield successful results, where the MWCNT sensor demonstrates 
identical performance to commercial Sodium Chloride based sensors.
5.2,5.3 D ifferential m ode perform ance o f  M W C N T  based sensors 
The differential mode experiment was carried out using an Instrumental amplifier in 
differential mode coupled with two MWCNT based sensors (Graph 4-15). A decrease in the 
overall signal level is noticed. In comparison with the MWCNT sensor used in single 
channel mode on porcine skin in the previous section the results indicate an attenuation of 
10.46dBV. However, the noise floor is held constant at 30dBV below the peak signal. More 
critically, the noise associated with AC coupling have been eradicated, thus the resultant 
SNR is significantly better than the single channel operation o f the sensors.
5.2. S. 4 Frequency stability o f  M W C N T  based sensor
A waterfall representation o f a frequency scan in the range o f 20-80Hz was carried out to 
evaluate the stability o f the sensor in the region o f interest. Graph 4-16 illustrates the 
results. The graph indicates a uniform distribution o f the peak, thus showing the consistent 
representation o f an impulse throughout region o f interest, the noise floor is also seen to be 
o f a consistent attenuation without significant artifacts. The 60Hz bandwidth evaluated 
shows a inherent stability and good attenuation o f the noise floor even with a low impulse 
level o f 5 mV.
In conclusion, 30dBV attenuation consistently seen through the experiments is indicative o f 
good real world performance. The diy Ag-AgCl MWCNT sensor results are on par with 
state o f the art commercial sensors that were tested containing sodium chloride electrolyte 
gel.
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Chapter 6: Conclusions
The broad aim o f the project was to design and fabricate a passive wireless bio sensor based 
on MWCNTs. The goal was achieved by intioducing a SAW device interrogated by the use 
o f R.F back scattering as the communications mechanism. The bio sensors were fabricated 
by AgCl functionalising o f vertically aligned MWCNTs. the use o f a simple LC matching 
circuit resulted in the integration o f the bio sensing and communications elements, thus 
resulting in a multi disciplinaiy framework brought together from the giound up by the 
design and analysis o f  individual components. The framework described here can be 
adapted to be used in a wide spectmm o f in viti’o and ex vivo bio sensing applications by 
simply adapting the MWCNT bio sensors and the accompanying network matching.
The overview o f the system presents clear boundaries, and the multi disciplinaiy nature of 
the device requires a compartmentalised analysis rather than a holistic one. This ensures 
the optimization o f key elements within the system, allowing it to transcend beyond the 
sum o f the individual elements. The fundamental requirement o f a high quality 
piezoelecti'ic material for the fabrication o f the SAW device was seen as a critical first step 
and was attained by reactive DC magnetron sputtering, which was closely followed by the 
design o f a SAW device by the use o f an impulse response model. The fabrication o f the 
device was accomplished by the use o f EBL and photolithography. An accompanying 
simple matching network based on a LC configuration was investigated for the circuit level 
integration o f the SAW device and the sensors. The successful fabrication o f the SAW 
device was followed by the aligned MWCNT growth utilising PECVD. Finally, the 
functionalising and characterising o f the MWCNTs saw the end o f the fabrication required 
for a bio sensor. The symbiotic nature o f the device under consideration leads to the 
requirement o f  many investigative tools. The samples at each state were thoroughly 
scrutinised with the fiill repertoire o f tools available within the institution and when the 
need aiose, facilities available externally.
Thin film ZnO growth was achieved by the use o f reactive DC magnetion sputtering in an 
oxygen rich atmosphere with a 99.999% pure Zn target. Film thickness for optimal SAW 
device fabrication was calculated to be in the ca. 790nm region. Near perfect optimum 
stoichiometiy o f Zn4 9 .7 8  O5 0 .2 3  was confirmed via RBS for a growth rate in the region o f 11- 
14 nm/min, reportedly an optimal for applications in SAW devices. Preferential c-axis 
orientation o f the ZnO polycrystalline film was indicated in XRD via a stiong (002) peak at
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34.28®, by growth on a 810% substrate. Subsequent AFM surface imaging demonstrated a 
surface roughness o f 3.8-5.29 nm RMS while the grain sizes were in the region o f ca. 
40nm. A densely packed columnar grain structure was indicated in SEM micrographs and 
complements the results obtained via AFM. Surface defects were minimal, indicative of 
good adhesion to the substrate and were later confirmed by the film maintaining the 
structural rigidity through the invasive processers required for the fabrication o f the final 
device. Transmittance in the 425-800nm wavelength region was 80-90% indicative o f good 
stoichiometry. Resistance o f all ZnO samples were >10^^2. The significance o f the 
characterisation o f the ZnO films corresponds to the requirement for a strong dgg constant 
which is a prerequisite for SAW propagation. High resistivity, stiong c-axis (002) 
orientation, and smooth surface morphology are known indicators corresponding to a high 
ds3 constant. The characterisation process resulted in obtaining an optimum recipe for ZnO 
growth in SAW applications. Where the base pressure is 1.2xl0'^torr, Ar flow rate o f 
lOsccm resulting in a paitial pressure o f 5.3xlO'^torr, an O2  atmosphere obtained by a 
15seem flow rate, and the overall sputter pressure corresponds to 12xlO'4orr. The DC 
magnetron was driven at 0.19KW and would result in a 61 minute deposition period for the 
required ~794nm film thickness.
In parallel, a SAW device structure was designed by calculating the finger width, aperture, 
bus bar height, finger weighting and placement o f the EDTs. These calculations were 
complemented by the simulation done via an impulse response method, yielding in design 
parameters o f  410nm finger width, 10 finger pairs, 31.72pm aperture, 5 pm bus bar 
clearance and 10pm bus bar height. The patterns were fabricated via EBL, where 
significant process optimizations were carried out. The resulting devices were fabricated on 
5mm^ Si0 2  square subshates and were inserted on to DIP packages for RF characterisation. 
Pulse response tests verified device operation by surface wave propagation as opposed to 
RF propagation due to packaging defects. Devices comprising o f  buried IDTs 
(metallization layer at the ZnO-substrate boundaiy) indicated an return loss o f 20.908dB at 
2.63 5GHz and a IDT on surface (of ZnO) type devices indicated a return loss o f 3 1.27dB at 
2.89GHz for 10 finger pairs and conesponds well results presented in literature. Time 
domain measurements indicated the presence o f the design features, namely the 2"  ^IDT and 
reflectors. They were located at 120.142ns and 40.15ns respectively from the IDT which 
is taken as the pulse origination point. They further confirm SAW propagation as they 
coiTespond to the design parameters. The 2"^ IDT will act as the interface to the bio sensors 
through the network matching component. The pulses corresponding to the reflectors are
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used to decouple noise properties o f  the communication channel fi'om the pulse reflected 
fiom the 2”** IDT. Furthermore it functions as an identification mechanism for individual 
sensors, where the signature is defined by the reflector positions. The in depth ZnO 
characterisation resulted in an excellent propagation loss o f 5.73pdB /l at a propagation 
velocity o f approximately 3531/w/5 at a frequency o f 2.635GHz. Reflection measurements 
o f the 2"^ IDT under open-short-load conditions in time domain resulted in measurable 
variations o f amplitude coiTesponding to the reflected pulse. A 12mV variation in reflective 
response was recorded between open and 50Q loaded states and a 42mV variation between 
short and 5 0 0  load state indicates a good response to impedance loading o f the 2"  ^ IDT, 
resulting in a robust mechanism for modulating the sensor output in to a back scatter 
communications channel. Additionally, the a LC matching network has been demonstrated 
to be sensitive to ±50mV bias voltages as demonstrated by a linear phase change o f a 
maximum o f 20° in response to the bias range. It can be reasonably inferred that the phase 
change will result in a shift in the resonant ftequency o f the LC circuit, along with a 
transformation o f the complex impedance due to the change in the capacitance o f the diode 
(in the zero volt region) used in the LC circuit. Thus Coupling the LC circuit to the 
matching sensitive 2”'* IDT o f the SAW would result in the ability to interrogate the SAW 
device by a remote pulse (assuming the f  ^ IDT is connected to a suitable matching network 
and antenna) which would result in a reflection fiace similar to the open-short-load 
conditions discussed above, though effectively sensitive to the bias potential across the 
varactor diode. The bias voltage is in turn provided by the Ag-AgCl functionalised 
MWCNT biosensor.
Vertically aligned MWCNT growth at a rate o f 260nm/min was achieved through a 
PECVD growth process using C2H 2 hydrocaibon. HR-TEM images confirmed the tip 
growth mechanism and a herringbone structure. Spacing between the graphene boundaries 
o f -3 .38Â  indicated a close con elation to interlayer spacing of bulk graphene. The average 
diameter o f the tubes was ca. 45nm. Ag evaporation and subsequent functionalising through 
an electro deposition process containing HCl resulted in Ag-AgCl coated MWCNT 
structures. Surface analysis via EDX indicated the L 2 , Li and K edges and K L 3  X-ray 
transitional peaks associated with Cl. As well as peaks at L 3M 1, LiMi and L3 edge 
associated with Ag. EELS complemented the elemental analysis by providing M 4  and Mg 
excitation edges for Ag and 2s level excitation peaks for Cl. Chemical analysis to confirm 
the formation o f AgCl was accomplished by XPS. C l 3 , A g  5 and A g  3 binding
2 p -  3d— 3d—2 2 2
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energy peak associated with AgCl was noted confirming the formation o f the required thin 
film o f AgCl. HR-TEM indicated core-shell like structures on the surface o f the thin film 
deposited on the MWCNTs, strongly agieeing with previous work cairied out within the 
group. Low frequency measurements o f O-lOOHz corresponding to EEG were employed to 
evaluate the sensors in a chemical cell containing potassium ferricyanide and potassium 
chloride electrolyte. Comparative voltammetric analysis o f commercial sensor to the Ag- 
AgCl based sensors resulted in similar (-2 .7%  variation) performance for a 5mV test signal 
(emulating a bio potential) within a scan range o f 20-80Hz. Similar (-0 .16%  variation) 
response was recorded for both commercial and Ag-AgCl MW CNT sensors for a 
comparative test carried out on porcine skin. Thus it can be aigued that the sensors 
demonsti ated here provide gieater usability, due to tlie lack o f a sodium chloride gel used in 
commercial sensors, while maintaining a neai' identical performance envelope.
The thesis has reported the completed work o f a sensor framework consisting o f a SAW 
device, matching network and Ag-AgCl MWCNT based biosensor. A thoroughly 
characterised piezoelectiic ZnO film was used in the end to end design and fabrication o f a 
SAW device and the network matching circuit was utilised to couple the effective payload 
o f the bio potential obtained through the MW CNT sensor on to the SAW device.
6.1 Future work
The focus o f the thesis was to develop a framework within the laboratoiy for the remote 
interrogation o f bio sensors based on MWCNTs. While the work canied out has 
demonstrated the ability in such an environment, clinical trials will facilitate a more 
thorough understanding o f the intiicacies involved in operating such a device close to 
human tissue, due to the complex RF propagation properties especially using a largely 
unorthodox backscatter mechanism. MW CNT induced bio sensor responses reflected by 
SAW devices have not been previously modelled in a real world scenario, and as such, 
there exists a gap in the scientific knowledge pool with regards to this novel research 
avenue. Similarly, the integration o f all components on to a single substrate will gieatly 
enhance the real world applicability o f the device. Such an integration can be achieved by 
utilising both side o f a SiOi substrate, were one is used as a SAW propagation medium, and 
the other as a platform for MWCNT growth. Due to the inherent temperature sensitive 
nature o f polyciystalline ZnO it is essential to achieve low temperature growth o f the 
MWCNT arrays. Integration at such a scale would realize a tiuly integrated real world 
wireless passive bio sensor application requiring zero maintenance.
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Appendix B
1. Self powered "Active" sensors
Self powered sensors by definition, have a power source located within it. Usually these 
power sources are capable o f providing a current in the inA range for a few days. Such an 
availability o f a stable power source makes integration o f a microcontroller and a R.F 
transceiver in to the sensor a viable option. This section will describe the various methods 
available to these sensors to communicate with each other and/or the interrogator. The core 
theme o f this report is to produce an interface for bio sensors with the primary goals being 
wireless connectivity and extended usage. Thus the following discussion o f powered, 
networkable sensor aichitectures will constantly be evaluated with regard to its power 
efficiency, in comparison to the proposed sensor architecture.
N o d e  e n e r g y  o p t i m i z a t i o n  v ia  t h e  OSI m o d e l
A wirelessly networkable sensor node loosely follows the OSI model. Thus, by using 
efficient algorithms at each stage we can maximize the availability o f each node.
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Figure 6.1 OSI Model [75]
The exploration o f available protocols for each layer will be explored individually. As the 
data transmission requirements o f a sensor node is somewhat limited when compared to
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standard networking equipment the individual protocol definitions o f each node will 
become rather obscure. Therefore, we will begin with the crucial bottom layers, which 
govern most o f the energy consumption in the network. We will begin with the Network 
layer which requires routing protocols to obtain links to specific nodes. After which the 
MAC layer will be investigated. The Physical layer is tied directly to the hardware o f the 
Transceiver and such would be considered at a later stage.
M in im iz in g  p o w e r  c o n s u m p t i o n  v ia  i n t e l l i g e n t  r o u t i n g  
By dynamically allocating the networking, tiansport and media access control layers we 
ensure the decentralised structure o f the network, in turn providing efficient routing 
algorithms thus maximizing the total bits per joule capacity [76]. In the case o f a one to one 
traffic model where eveiy node wants to send data randomly to a chosen destination node 
the bits per joule capacity o f a stationaiy wireless network grows asymptotically.
bits -  p e r  -  Joule  capacity  =  Q ((W  / log )
Equation 6.1 One-to-one traffic model bits-per-joule capacity growth
Where N represents the number o f nodes randomly deployed on to the surface o f a sphere 
and q is the path loss exponent. I f  we compare the above effect o f a one to one based 
(client-server) architecture to the one o f Equation 6.3, in which the energy required to 
transfer a bit drops as the number o f route nodes increase, theoretical performance o f peer 
to peer multi hop networks attain a higher efficiency in terms o f power.
Because the power required transmitting between a pair o f nodes increases as the «th power 
o f the distance between them, for some n ' ^ 2  , it may require less power to relay 
information than to transmit directly between two nodes [77].
t-i
C (r )  =  % ](p(w„w,+i)-!-c)
/=i
Equation 6.2 Total power consumption of a path [77]
In a subset G ’ o f a network denoted G the total power consumption, the length 
o f r  =  (W gv-jW ^), denoted modulus r  is k. Where c represents the receiver power
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consumption and p{u.,u .^^) represents tiansmission power b e t w e e n w , . , , while u 
represents each node. If  we were to simplify this argument let us assume in sending a bit of 
data directly from node A to node B incurs an energy costE^,. Where
Equation 6.3 Energy cost in a network
and /  > 1 is the path loss exponent. J3 is a proportionality constant describing the 
overhead per bit. Since the above argument is greater than a linear relationship between 
energy and distance it can be understood that a multi hop route would be more energy 
effective than an equally long single hop route [78].
For example, if  we consider /? =  0.2 f J I r r J  and assuming a common indoor 
scenaiio y  =  4 ;
Network o f 50 nodes placed at 
approx 2cm intervals for a total of
For a direct Im  link
E, = 0 .2 x 1 0 - ''x rylS 
'4-15E, = 0 .2 x l0 - 'V
E, = 0 .2 x 1 0 -"  xO.02 
Æ = 3 .2 x l0 r^ V
For one hop
Equation 6.4 Direct link vs. Multi hop link Energy Consumption
In essence by utilising a peer hopping routing mechanism for end to end transmission will 
dramatically decrease the power requirement for the entire sensor network.
Combined with intelligent power aware routing the overall network would be operational 
for an extended period o f time as when compared with a standard routing mechanism which 
does not take in to consideration the power available on a node in real time [79] [80].
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Network layer - routing
SDD100
Figure 6.2 Node up-time using MDR, MTPR, MM BCR [80]
A few power awaie routing protocols which have appealed recently, among them the 
Minimum Total Transmission Power (MTPR) [81], Min-Max Batteiy Cost Routing (MM- 
BCR) [82] and Minimum Drain Routing (MDR) [80] protocols have been examined above.
M TPR attempts to minimize the overall power utilised in a route which is has been 
previously acquired and in use. It utilises a modified version o f the standard Dijkstia 
shortest path algorithm [83] referred to as the Resource Constrained Shortest Path 
Algorithm. But In accordance with [84], it is said that the transmission energy required is
proportional to , in which case d  is the distance between two nodes and 
2 < o: < 4 ,MPTR selects routes with more hops which increases the end to end delay. 
Furthermore, it does not take into account the energy remaining in the nodes and thus may 
not have the ability to extend the life time o f each node in the network.
MM-BCR considers the residual energy within the power source in the nodes. By utilizing 
the above as a parameter within the routing protocol it allows nodes with a higher residual 
energy more preference to participate frequently in the routing process. Figure 6.2 Node up­
time using MDR, MTPR, MM-BCR [80] shows the power efficiencies in each o f these 
routing algorithms as reference. “Over hearing” is the ability o f nodes within a certain 
perimeter to receive transmissions which were not intended for it. Limiting the power o f the 
tiansceiver minimizes the interception o f such overheard transmissions. By eliminating 
“over hearing”, one can maximize the power efficiency further.
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P H Y /M A C  l a y e r  e n e r g y  c o n s u m p t i o n
A body area network compared with other wireless networks such as 802.11b, Bluetooth 
and other MANETs is pressed for a much higher bits-per-joule capacity. Failing this, the 
individual nodes o f the network would need to be constantly recharged, have its energy 
sources replaced or discarded and replaced with new nodes. Even though the price per node 
were to be sufficiently low to accommodate it, the time required to replace 32 such nodes 
(in the case o f EEG sensing) would be unfeasible if  it remains in fiequent operation.
The propeity o f radio energy consumption, , for a typical tiansceiver radio is given 
below; it will be utilized to compare tiansceivers, and MAC protocols in this work.
Ewm =  [P« (T « +  N „  T J  +  P.„, ] +  [P„ (T „ +  N „  T J ]  +  P ,,,,
Equation 6.5 Radio Energy Consumption [22]
Where,
Pux/rx -  the power consumed by the transmitter/receiver
Pout = the ti ansmitter output power
Pidie = the power that the radio uses in the idle mode
T tx /r x  -  the average time a transmitter/receiver is used each second (actual data 
tiansmission/reception time)
Tfdie = the average time per second a node is on and idle,
Tst = the stait-up time o f the transceiver and
Ntx/rx- average number o f times per second the TX/RX is turned on.
Ntx/rx mainly depends on the application’s traffic model and medium access arbitration 
scheme. Tt^ /rx depends on the packet size, the channel data rate and the average number o f 
packets sent/received per second. Pom depends on the distance that the signal travels to 
destination and the surrounding ten ain. Pjdie is typically very close to
The key source o f energy consumption in a sensor node model is due to the transceiver 
being active (either in transmit or receive mode) [85]. The physical (PHY) layer controls 
the transmission o f the raw bit stream over the transmission medium. Controlling such 
parameters such as signal voltage swings which define a bit, duration o f a signal which 
defines a bit etc will help optimise the energy consumption further from a system point of 
view.
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MAC layer protocols:  A review
The Data link layer ensures the reliability o f the PHYsical layer, controlling such 
parameters as the frame definition and recognition along with the required flow control and 
error contiol. The MAC (Media Access Conti ol) layer is a sub layer o f the Data link layer
[86], which conti'ols the above mentioned parameters. Largely used in mobile networks are 
MAC schemes such as TDMA, FDMA and CDMA using assignments to avoid collisions
[87], these aie commonly known as contention-free schemes. Contention based schemes are 
aware o f the risks o f collision on the channel for the data being transmitted. There are many 
ad-hoc MAC schemes [8 8] available, the most prominent o f which is shown below.
Sender vs. Receiver Initiated Protocols
• Sender initiated: most of the schemes listed below
• Receiver initiated: MACA-BI, RI-BTMA , etc.
Single Channel Protocols; MACA, MACAW , FAMA, etc.
Multi Channel Protocols
• Use of separate control and (single) data channels BTMA, DBTMA, PAMAS,etc
• Use of multiple channels for data ti ansmission HRMA , MMAC, DCA, DCA- 
P C , etc.
Power Aware Protocols
• Use of power management (i.e., alternating sleep and wake states) PAMAS, 
DPSM, etc.
• Use of power conti ol (i.e., different ti ansmit power levels) PCM, PCMA, etc. 
Directional Antenna based Protocols: D-MAC, M-MAC, etc.
Unidirectional Link based Protocols: PANAMA etc,
QoS Aware Protocols
• Synchronous Protocols: Cluster TDMA, Cluster token, SRMA/PA, etc
• Asynchronous Protocols
o Use of Service Differentiation: RT-MAC, DCF-PC, EDCF, 
o VMAC, BB, ES-DCF and DB-DCF etc. 
o Use of Reservation: MAC A/PR, DBASE, etc. 
o Use of Fair Sharing: DFS etc.
Relevant M edia Access Control schemes
Historically the above protocols have sufficed for ad-hoc networks, although for ad-hoc 
sensor networks certain parameters are such that the above protocols fail to attain the 
maximum efficiency for the network. Protocols which are listed below are more aware o f 
the critical needs o f these networks.
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IEEE 802.11 is not considered as it does not address the overhearing o f  nodes or idle 
listening issues sufficiently. While PAMAS [89] attempts to overcome overhearing. S- 
MAC[90] improves on PAMAS and further reduces wastage by switching off the receiver 
in idle mode. By doing so each node is required to sleep for a predetermined fixed time. 
This adds both latency when the network grows as well as inefficiency as the node is 
required to wake up and sense the channel (even without data to transmit) although it might 
be at a lower energy point than the majority o f the nodes. Piconet [91] similar to S-MAC 
(used in MICA motes) puts nodes in a periodic sleep cycle ( if  duty cycle is 100% it 
becomes IEEE 802.11 protocol). For synchronisation the node must broadcast its address 
prior to listening on the channel. The drawback o f this mechanism is that if  a node needs to 
communicate with a neighbour, it needs to wait until it synchronises and gets the 
neighbours address.
MAC layer protocols  for Sensor networks
Sensor networks are intrinsically untethered and unattended with energy management 
schemes for ulti a low power operation with minimal waste o f the finite energy base within 
it. Furthermore, they are mainly data centric, large scale and have unpredictable workloads. 
To accomplish this several MAC layer schemes have been suggested [92].
1. Distiibuted Energy Aware MAC Layer Protocol For Wireless Sensor Networks 
(DE-MAC) [93]
Accomplishes low power operation by limiting energy wastage due to collisions 
and control packet overhead. Critical nodes are considered in a distributed manner 
where weaker nodes are used less regularly, which is done via an election process 
in which the low power nodes are counted as winners and thus in a sleep state more 
often. Thus accomplishing a dynamic sleep state.
2. T-MAC
Is an improvement to S-MAC. The protocol transmits variable data lengths using 
adaptive duty cycling. Nodes using this protocol are grouped in virtual clusters and 
synchronised similar to S-MAC, and such it used RTS/CTS/ACK for medium 
access control. [94] It saves up to 5 times more energy than S-MAC for variable 
loads.
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3. B-MAC
The above protocol uses CSMA based random access protocol, which is effectively 
different than the duty cycle controlling which has been mentioned in the above 
protocols. Further, it uses an adaptive preamble scheme to reduce energy 
consumption. The novelty o f B-MAC is that it can be combined with other 
protocols with the use o f basic access control platform, (used in MICA-II running 
on TinyOS). According to [95] it offers gieater energy savings and network 
performance than the S-MAC.
4. ER-MAC
This is a fixed access protocol thus suffering from a fundamental scalability and 
flexibility standpoint. ER-MAC uses a distributed TDMA based MAC. Power 
savings are aichived by eliminating collisions and reducing the idle listening and 
control packet overhead. This uses two parameters, namely the residual energy 
level and the traffic rate by a period o f channel sniffing. A gioup leader is elected 
(via energy efficiency) and the grouping is done via TDMA. The synchronising is 
done by the gi oup leader and if  a group member is not present in a time slot, it goes 
to sleep. This offers good energy savings as well as network performance.
5. Power-A ware Reseiwation-based Medium Access Control (PARMAC) [96]
This is an energy aware protocol. It is setup by dividing the network into a grid, 
and assuming a node in a specific grid cell can reach any other node in that same 
cell. Time is in a fixed fiame format, where the frame contains a Reservation 
period and a contention fiee period. In each Reservation period nodes within a cell 
are given 3 messages to reserve a slot for data transmission and reception. After 
which the data is sent to the Contention ft ee period, in which nodes which are not 
involved in the data transmission are in sleep mode. Furthermore, the control 
packet overhead and packet retiansmission is minimized.
6. Z-MAC [97]
By combining both TDMA & CSMA the protocol achieves higher channel 
utilization and lower latency than the above two access schemes achieved 
individually. The base line for channel access is provided by CSMA while TDMA 
is utilized to improve contention. In the protocol each user (node) has a guaranteed 
slot by utilising a slot owner concept (TDMA). Other slots are distributed via
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contention based access (CSMA). The neighbour discovery and slot assignment is 
archived by a TDMA gioup being formed and each node given a slot. While time 
framing is done via local framing and synchronisation. It does not need global 
synchi'onisation except at start up. Implemented on Mica-II on TinyOS and has 
shown to be more efficient than B-MAC and S-MAC.
7. IEEE 802.15.4
Is a standardized, hybrid stiucture (as is above) and uses a combination o f TDMA 
and CSMA/CA (as above). All nodes can switch off their radios and enter a sleep 
mode while in an inactive period (based on a superframe structure). A coordinator 
is needed to operate in beacon mode to maintain the synchronisation o f the time 
frames. If  the protocol is operated in a purely ad hoc architecture, only the 
contention based period in the time fiame is used. The standard does not implement 
energy conservation except in duty cycling.
Summary
In the above sections an array o f relevant M edia Access Control protocols has been 
analysed. Among them there were protocols which overcome overhearing, reduce node 
power consumption, capable o f power aware routing reduces collisions etc. While a 
combination o f TDMA and CSMA (/CA) offer the best hybrid solution for a low latency, 
low power sensor network only two widely adapted (and tested) protocols which use them 
exists. Among them the IEEE 802.15.4 standard can be taken in to serious consideration 
due to its standardized nature. As mentioned in the previous sections the IEEE 802.15.4 
protocol does not offer any active energy conservation except for duty cycling. Furthermore 
a revision o f the above protocol is scheduled in the form o f 802.15.4b. The revision will 
enable further power reductions (utilising an Ultra Wide Band PHY and a Chirp Spread 
Spectrum) while maintaining a baseline backward compatibility with the previous protocol. 
Though it should be noted that the repertoire o f  the mentioned sensing networks do not 
sustain in the absence o f a local power source, which is a point o f critical evaluation for 
deeply embedded sensing networks.
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2. Hybrid sensors
Hybrid sensors combine attributes o f Active sensors and passive sensors. These sensors 
usually comprise o f the same communications and processing hardware discussed above, 
but the internal power source can be recharged via an external source. The true definition of 
a hybrid sensor is one that uses the R.F energy o f the interrogation process to recharge itself 
and in turn re-transmit captured data. Typically the R.F power scavenging process is used 
to power the transceiver, as it takes up most power, while the microcontroller and other 
peripherals are powered by the internal power source. Given that the communications and 
processing components remains largely unchanged, the core focus o f this section is the 
power scavenging mechanisms currently being used, and possible alternatives to be used in 
this project.
Powering Mechanisms
A Sensor node which is deployed in rugged and volatile environments is usually left 
unsupervised for most, if not all its life time. As such, sensors which reside on the human 
form may appear to be more amicable for maintenance purposes. Unfortunately, due to the 
critical nature o f the data which the current sensor network is providing (EEC, ECO etc), 
this is not the case, and thus the maintenance time required o f the nodes should be kept to a 
minimum. If the end user is required to, for example change the batteries o f each o f the 
nodes (32 nodes in the case o f EEC) regularly it will rapidly become a burden, hence a 
node should be self contained in terms o f energy.
Continous Power / cnf vs. Life for Several Power Sources
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Figure 6.3 Power density Vs. lifetime of batteries and solar, vibration based power |98]
One solution is to use energy scavenging mechanisms to harness the potential energy from 
the surrounding environment. Over the last few years there has been an interest in such 
transducers have grown. The majority o f the research has been focused on solar [99] [100]
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or vibration [101] [102] [103] [104] [105] power conversion. Thiemo Voigt et al [106] has 
complemented the work done on solar power harnessing by providing a routing mechanism 
which takes the available solar energy in to consideration. Figure 6.3 compares the power 
densities available through currently available mass market power cells and the power 
scavenged via the environment (Solar power and Vibrations).
Solar power conversions while being extremely high powered (compared to other available 
low foot print energy scavenging devices) requires the user to be in a well lit environment. 
Especially in a hospital environment in which the patient would be in a dimly lit room it 
would cause the sensor nodes to fail in a few hours.
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Common polycrystalline solar cells are 16% -17% efficient, 
while standard monocrystalline cells approach 2096. 
Although the numbers at left could vary widely with a 
given environment's light level, they're typical for the 
garden-variety solar cell Radio Shack sells (part 276-124). 
Quoted for a Thermo Ufe generator at AT-5°C*; typical 
thermoelectric generators £ 1% efficient for a T< 40“C.‘ 
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excitation (power tends to be proportional to and 
where «  Is the driving frequency and yo I* the input 
displacement), and larger structures can achieve higher 
power densities. The shake-driven flashlight of Figure 3, 
for example, delivers 2 mW/cm’ at 3 Hz.
Demonstrated in microelectromechanicai turt>ine at 30 
liters/min.”
Quoted at 3 V DC for the MIT Media Lab Device.^
Quoted for Nissho Engineering's Tug Power (vs. 1.3 W/kg 
for a shake-driven flashlight).^
Demonstrated systems; 800 mW with dielectric elastomer 
heel,“  250-700 mW with hydraulic piezoelectric actuator 
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Figure 6.4 Energy harvesting : average available power levels 1107]
Vibration based scavenging devices does not have the short comings o f the solar cells, 
although it necessitates the need for the user to be constantly active for extended periods o f 
time. In such cases, as monitoring a driver o f a vehicle where body movements are 
minimal, this can be extremely inefficient. Furthermore, if the sensor network is to be used 
to monitor patients who are confined to a bed, body movements would be minimal, thus the 
actuators would fail to provide considerable level o f power. In addition, the above 
mentioned scenarios make ambient airflow generators unusable as well.
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R.F powering
Research in to R.F powering (also known as R.F scavenging, Field strength to power, R.F 
haiwesting, microwave power transmission [108] [109], etc.) has increased considerably 
after the widespread popularity o f the RFID tag.
The process o f converting microwave energy in to DC is accomplished by rectifying the 
signal. Much like the rectification process required for mains line AC to DC conversion, 
albeit at a higher frequency. The collective name for the device which accomplishes this 
task is “Rectenna” (Rectifying Antenna) [110]. The main parts o f  a Rectenna comprises o f 
an antenna, a rectifier and a matching network linking them. The main design obstacle in 
designing an efficient rectenna is the matching network, as most losses occur at this stage. 
According to studies [111] carried out the ambient energy in an environment in the 2.4GHz 
region is in the range o f 0.05 V, when ohms law is applied using the 600 ohm resistor a 
current o f 83/z4 can be drawn.
0.350.35   Measured
 Simulated 0.30.3
0.25>
Î
> 0.15 
Q 0.1
0.25
0.20.2
0.15
Vivaldi 
Tapered Slot 0.050.05
Frequency lG H z|
Figure 6.5 Simulated and measured rectified voltage across a 600 ohm load Vs incident RF
frequency[lll]
A remote transmitter (within a 10 m radius) can be utilised to complement the ambient 
energy levels. Thus, reducing the time requiied for the sensor node to acquire a charged 
state. The details o f which, will be discussed later in this chapter.
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Antenna
Reflecting Plane ~X</4 Behind Rectenna
Resistive
Load
DC Pass 
Filter
Low Pass 
Filter
Figure 6.6 The main Rectenna components [110]
The above figure illustrates the main components required in a rectenna circuit. More 
sophisticated efforts will be discussed later in the chapter. As mentioned above, a critical 
aspect directly related to the rectification efficiency is the antenna matching to the 
rectifying diode and the other components. The lack o f a suitable matching network will 
result in reflections between the antenna and the output load. This in turn will dramatically 
reduce the efficiency, and thus the final rectified DC output.
R F  I n p u l  
O— W -
Cb X
(a)
Gb —I— ^
(b)
Figure 6.7 Rectenna equivalent circuit configuration
The above circuit offers two configurations o f the rectifier circuit (a) being in series and (b) 
the shunt, while the series configuration is the most widely used.
C a p a c i to r  C a lc u la t io n s
Q  shown in Figure 6.7 is a bypass capacitor which smoothes out the half wave
rectification from the diode. The value o f which is defined by the charge, discharge 
constants. The dischaige o f a capacitor is given as
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-I
K. = E x e ' ^
I  =  — — X
R
Equation 6.6 Discharge of a capacitor
T = R x C  
Equation 6.7 Discharge constant
The capacitor discharge constant is equal to the time required for the capacitor to reach 
approximately 37% o f its initial voltage. A simplified mathematical calculation o f the value 
o f the capacitor would be
T = T im elnSeconds = —  = R x C
f
The above time corresponds to a full cycle o f the waveform. To smooth out the output o f
the rectifier the capacitor should provide a voltage o f ^  the input waveform. The value
obtained from above should be divided by 4 to get the corresponding time for % o f the 
waveform, after this division, an acceptable level o f  energy should be defined. For example 
if  the swing o f the waveform is set at 25% o f the peak voltage, the value o f the capacitor 
connected across a 50Q  load can be found by
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p eriod  = tv 
peak  voltage -
freq u en c y  = 2 .4 x \Ç f  H z
p e r io d  = ----- -— -  =  416.67 x
2 .4 x 1 0 "
peak  voltage — —  = 104 .16x 10
R  = 5 0 a  
i ? x C  =  104.16x10"*" X-12 25
C  =
100
1 0 4 .1 6 x 1 0 " ''X 25/100
50
C  = 0 .6 p F
Equation 6.8 Capacitor Solution
The inductor L  is the current return inductor. The reactance o f the C* capacitor is small at 
low frequencies and the reactance o f L is high. Therefore the diode could effectively be 
considered as being in parallel to the RF input port at high frequencies. At output 
frequencies (discussed in this text) the diode is effectively also in parallel with the output 
port. The combination o f the Ry and also Q  form an RC low pass filter that helps to reject 
the high -  fiequency components [112].
D io d e  S e le c t io n
The most critical issue that should be investigated thoroughly while implementing a 
rectifier is the diode switching time to be fast enough for the fiequency under consideration. 
This is known as the reverse recovery time, t,-,- which is defined as the time it takes for a 
diode to “turn o ff’ (current stops flowing) when the voltage across it alternates from 
foiward-bias polarity to reverse-bias polarity.
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VoutrVYA
Reverse recovery leakage
Figure 6.8 Reverse recovery leakage of diode
Due to the high frequency range which the diode is going to rectify, the reverse recovery 
time should be suitable low. Schottky diodes provide the most efficient way o f rectifying at 
this frequency. Furthermore, with a reverse recovery time o f -100  pico seconds they 
provide a high margin o f error.
M o d e l l i n g  th e  d io d e
A pure RF voltage waveform (assuming no noise) o f amplitude V operating across the 
diode contoured with the diode’s I-V characteristic curve is illustrated in Figure 6.9. This 
model assumes that the harmonic impedances seen by the diode are infinite or zero. In this 
way power loss due to harmonics is avoided. Thus the efficiency o f  the rectifier depends 
only on the electrical parameters o f the diode.
e .
Phase
9
Figure 6.9 Diode Model assuming no loss in harmonicsjllO]
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The above conditions have been used in [110] for the derivation o f a mathematical model 
which has been further expanded to account for vaiying input level. According to this the 
diode junction waveform can be expressed as
V  =  -Vq +  F j cos{cDt)
V  = l ~ ^ d o + K i ^ o s { ( o t - ( p }  diode o f f
\  Vf,i d iode on
Figure 6.10 Mathematical model of Diode: for waveform 
D io d e  C o n v e r s io n  e f f i c ie n c y
According to the model described above the RF -  to -  DC conversion efficiency can be 
calculated using the closed form equations given below [110],
=  1
1 A  “1“ B  -|- 0
Equation 6.9 R.F to DC efficiency
Where
And CO is the angular frequency (=  27f )  . The junction capacitance used in B is defined as
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Cj = Cjo V u + \V A
Where Cj^ is the diode’s zero bias junction capacitance.
A t this point it has become clear that the conversion efficiency o f the diode is fiequency 
dependant. The fiequency dependence is introduced by parameter B. In order to minimize 
this dependency the value o f B had to be minimised. To do so, diodes with small Cj only, 
had to be considered as B is proportional to coCj and a small junction capacitance would 
minimise the effect o f  frequency.
R e c t i f i e r  C o n v e r s io n  e f f i c ie n c y
Prior to the analysis o f the whole rectifier it is important to analyse the diode’s DC 
characteristics with a RF signal reaching its port. This will help in a better matching 
network and thus lead to a higher RF -  to -  DC conversion efficiency. Total conversion 
efficiency is defined as the amount o f microwave energy converted through rectification 
into DC power. In an attempt to be more precise in the definition o f conversion efficiency 
the reflected energy due to mismatch between input load and diode must be included.
dc output power
Vo =  Tincident RF power 
dc oiiti^ut power 
incident RF power-reflected RF power'
Equation 6.10 Overall efficiency and conversion efficiency
A n  A l t e r n a t e  R.F p o w e r i n g  s c h e m e  
P r e v io u s  w o r k
A wireless power tiansmission system based on NMOS/CMOS tiansistors [113] has 
reported a RF power conversion efficiency o f 1.2%. comparatively other stieams of 
research have reported much higher efficiencies such as those reported by S. M. James et 
al. [110] 82%, R. C. William C. Brown [114] 85%, Joseph A et al. [115] 35% and 45%, M. 
L. Jamal Zbitou [116] 65%.
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n i a s  1 i n c
■ ■
(•)
I 5 m m
Figure 6.11 Rectenna (Joseph A et al.)
IS cm
Figure 6.12 Rectenna (M. L. Jamal Zbitou et al.|116])
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Figure 6.13 Rectenna (William C. Brown et al. [114])
A few o f the above mentioned rectennas are shown in Figure 6.13. Although many novel 
antenna designs have been utilised, the overall size restricts their use on a sensor node.
An active RFID type node has been suggested in [113]. A novel approach is taken by 
utilising the RF energy captured via the node to charge the inbuilt rechargeable battery. In 
addition, the communications link between the node and the base station (interrogator) 
operate on the same frequency as the R.F powering signal. By the use o f “back scattering” 
the sensor node listens, charges its internal cells, and responds to the initial message. The 
procedure is illustrated below.
Antenna gain Ot
w
Base
station
^nsniission
Antenna gain Or
V I
* Tag with
secondary battery
h - ' Distance d [m]
Figure 6.14 Wireless power and data transmission
The first transmission from the base station contains a Carrier Wave which is used to 
charge the internal cell via the rectification process, after which the sensor (or tag) responds 
to the query.
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Base
station
Tag
i  Power
CW
I  Data f  Data |
m u t
Standby \ Recharge | Downlink Uplink ! Standby
 ✓
Tlme=1s Time=3ms
Figure 6.15 Timing diagram for node communication and powering
U s a b i l i t y :  r a n g e  &  p o w e r
The tiansceiver pair works much like a conventional transceiver (half duplex) following the 
initial charge period. As such the RF loss can be expressed as,
M -L[dB] = 20 log| I - 1 0  log Gf - 1 0  log  Gr 
Figure 6.16 Friis equation
Where,
d — distance between the base station and tag 10m 
a -  speed of light 3 x 1 0 ® ^ /^ '
/ -  RFfi'equency 95OMhz
Gt — antenna gain at transmitter OdBi
Gr -antenna gain at receiver 2dBi
L{dB'\ = 20 log 
Z =  48 .98^5
<krx950xl0*xl0
3x10®
- 1 0  log 2
Current RFID regulations limit the power o f the interrogator to a maximum o f 4W, 
assuming a channel loss o f 48.98dB (in the case o f this example) the maximum available 
power at 10m fi-om the transmitter is,
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P r  — ~ 40u W
L im i t a t i o n s
The previous rectenna designs which were investigated depended on a single Schottky 
diode (per radiator) to rectify the R.F signal. There remain a few fundamental flaws in such 
designs.
• Signal is not full wave rectified; half wave rectification reduces the overall system 
efficiency as half the cycle is wasted.
•  The forward voltage drop is ~200mV, in ultra low power communications this 
results in a major degrading o f transmission power, and thus the interrogation 
radius.
PARAMETERS SPECIFIED AT 2G"C
V f Forward Voltago a t I f
If  Forward Currant
V rwm Working Peak Reverse Voltage
Ifsm  Forward Surge Currant Maximum
(Specified non-repelitlve 8.3ms, 1^2 sine) 
Ir Manmum Leakage Current at V rwm
V br Not SpocIfÎBd
(Typicaily 20% to 30% higher than VRWM)
Forward
Current
V f »i If
Reverse
Voltage
ForwardV rwm Voltage
Ir  a t  V rw m
Sctio^
Junction
25'C
Ir a t  V rwm
100'C to 150'C 100 to 1S0"C
Reverse
Current^  Avalancfie ^  of pn junction
Schottky
without
guardrlng
Figure 6.17 Schottky Voltage-Current Characteristics
The fbi'ward voltage Vf in Figure 6,17 corresponds to the Vg, in Figure 6.18. Wastage o f 
energy becomes evident at this stage.
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T h e  NM OS r e c t i f i e r
I
0
Figure 6.18 Previous Rectification mechanism
T ■ Time
(a) (b)
Figure 6.19 (a) NMOS rectifier with biasing (b) new rectification illustration
By using a NMOS rectifier with two sources o f potential, in-between Gate-Source and 
Gate-Drain the rectifier can be in a bias to a state in which it would be highly sensitive 
to a potential change, as demonstrated by [113]
+  7^,/, ) ; addition o f  b ia s in g  capacitors 
providing we keep nearly at the same value as and
C e ll  S ta c k in g
The voltage rectified utilising the scheme shown above does not output a significant power 
level. Since the input RF power is in the range o f 40uW, the output levels will be low. If  
many o f such cells were combined in series (and thus “stacked”), the configuration shows a 
simulated output voltage o f 2.4V with 6 unit cells. [113]
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-TLTL liyjV, 
PLS Vmu distributor
T w ^ A i
distrttiutoi
Stack 
6 units
^bihgenerator
DO
Figure 6.20 A cell unit with (Vbth) distribution
The solution which was presented by Shoji Otaka et al. has provided a viable path for body 
area networks to utilise R.F powering. By utilising high speed communications and a rigid 
duty cycle the characteristics presented above can be further enhanced. Especially by 
matching the rectification stage to the antemia where the reflection coefficient is kept at a 
minimum.
Shown below are the rechar ge char acteristics o f the tag based rectifier
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Figure 6.21 Recharge characteristics
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S u m m a r y
In the previous sections a diverse range o f power sources were explored. Specifically R.F 
powering mechanisms have been discussed. We can see that the complexity for a given 
system is directly proportional to the efficiency that can be expected fiom it. While hybrid 
sensors provide a suitable trade-off between sensor availability and power management 
efficiency, the complexity required for the powering remains a significant hurdle.
3. Passive sensors
Surface Acoustic wave devices are inherently passive tr ansponders. The cuiTent state o f the 
art in other forms o f passive tr ansponders is discussed in the following sections. The review 
brought to attention at this point illustrtrates the capabilities o f employing a Surface 
Acoustic Wave device, fundamentally o f a higher stability when compared to the devices 
discussed. Nevertheless it is deemed essential to gain an in depth understanding o f all such 
transponder paradigms in the realm of passive sensors.
Inductively  coup led  b iosensor -  In terroga tor
These consist o f a tuned LC circuit [117] which resonates at a frequency corresponding to 
the transmission frequency o f the interrogator. The electr omagnetic field generated by the 
interrogator penetrates the cross-section o f the coil (L) in the sensor/tr ansponder. Because 
the wavelength o f the frequency [118] used (e.g. 13.56MHz having a wavelength o f 22.1m) 
is several times the distance between sensor and the transponder, it can be considered to be 
a magnetic alternating field (with regard to the distance between the antenna o f the sensor 
and the transponder). Working in the above discussed scenario, the near field (less than
0.16X) will produce a weak coupling between the sensor coil and the inteiTogator coil [119] 
[120], which can be modelled as a loosely coupled transformer [121] [122]. This 
mechanism allows for power tiansfer (Faraday’s law) to the sensor and thus is “alive” with 
respect to the interrogator. The LC tank o f the sensor node is driven by a minute alternating 
current [123]. The driver is the CNT based biosensor when it is detecting EEG signals. The 
alternating current drives the LC oscillator at a veiy low frequency compared to the 
fiequency generated by the interrogator (fo). This alters the fundamental resonance
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freq u en cy ^  is defined as the fundamental resonance frequency o f the sensor ) [124] o f 
the whole circuit by a few Hz. If  the frequency fo  o f the alternating field con esponds with 
the resonant fiequency ^  o f the LC resonant circuit, the resonant circuit produces a 
sympathetic oscillation [14], essentially mixing the two frequencies together.
The current that flows in the resonant circuit Figure 6.22 as a result o f the sensed voltage 
opposes the incident signal o f /g, i.e. it acts against the external alternating magnetic field o f 
the interrogator. This effect is noticeable as a result o f a small change in the voltage drop 
across the interrogator’s generator coil and ultnnately leads to a weakening o f the 
measurable magnetic field stiength. The relative magnitude o f this dip is dependent upon 
the gap between the two coils and the quality Q [125] o f the induced resonant circuit. 
Figure 6.22 shows an illustiation o f the inductively coupled sensor setup.
The magnitudes o f the voltage changes, detected due to the above mentioned phenomena at 
the interrogator side, are relatively low and hard to detect. It is a well known fact that 
changes in either fi equency or phase are a comparatively more accurate measure o f a given 
variable. Given this, a sweeping fiequency scan is proposed for the interrogation process. 
When the interrogator scans (e.g. Centre fiequency / c  ±5%) a range, and, locks on to the 
fiequency which induces the most prominent drop in the voltage across the interrogator 
antenna coil. By repeating this procedure rapidly, the interrogator gains the ability to track 
the frequencies at which minimum voltage is induced at the antenna coil. The changes will 
follow the variations o f the LC resonant frequency, which is governed by the Thompson 
equation.
/  = 127t4 l C
6.11
vco
R.F amp
Sweep Generator
Negative Peak detector
■i— VW-J
i Rparasetic
CNT sensor
Figure 6.22 Inductive coupled capacitive sensor.
Appendix B 181
RF design principles
The following section focuses on the operating principles o f inductive coupling used by the 
described [126] [127] [119] sensor-interrogator combination.
Magnetic fie ld  strength
The magnitude o f the magnetic field is described by the magnetic field stiength H, T 
paiameter is not dependent on the material properties o f the space surrounding the field. 
The magnetic field stiength {H) along a circular flux line at a distance r i s a  constant [A/m], 
which is given by,
1H  = 6.12
When the above flux line is arranged in a short cylindrical coil configuration it produces a 
magnetic alternating field that the inductively coupled sensor uses to communicate with the 
interrogator.
Figure 6.23 Magnetic flux path lines around a short cylindrical coil.
The following equation can be used to calculate the field strength along the x-axis o f the 
cylindrical coil (conductor loop).
H  = 6.13
Appendix B 182
where N  is the number o f turns, R  is the circle radius r  and x  is the distance from the centre 
o f the coil in the x  direction. I  is the Elech ic current in amperes. The following boundaiy 
condition applies to this equation: d « R  an d x  < X/27Z. The far field begins at > 2n.
Figure 6.24 PCB (rectangular) conductor loop.
For sensor applications in this project, a rectangular conductor loop (Figure 6.24) will be 
used. The field strength is defined as,
N ' I - a h
4;r, a + + x ' o ' :
+ ' 1
+ x b
v2y
+ x
6.14
The optimal antenna diameter can be found by differentiating H(R) to find the equations 
inflection points.
6.15
Provides zero points o f  R ^ = x  - 2  and i ?2 . Thus the optimal radius o f  the
transmission antenna is approximately tw ice the required read range. Still, the above 
depends on the inteiTOgation field sti ength H,„i„ o f  the ti ansponder.
M agnetic  f lu x  a n d  f lu x  density
The total number o f lines o f magnetic flux that pass through the inside o f a cylindrical coil, 
for example (Figure 6.25), is denoted by magnetic flux 0 .  Magnetic flux density B is one 
more variable related to aieav4. and such a magnetic flux is defined,
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Magnetic flux (I>Area/t
B line ——'
Figure 6.25 Relationship between magnetic flux and flux density.
Figure 6.25 illustrates the parameters and the equation governing the magnetic flux density. 
The relationship between flux density B  field strength 77 is governed by,
= juH 6.16
Inductance (L)
Any conductor o f any shape will have a magnetic flux 0  surrounding it, while if  the 
conductor is in a loop configuration it will be particularly intense. Each o f the conduction 
loops contributes the same proportion o f 0  to the total flux Y.
=  = N - ^  = N - n - H - A 6.17
The inductance L  is described as the ratio o f  interlinked flux 'F that arises in an area 
enclosed by a cuiTent 7, to the current in the conductor,
0  jV . 0  iV • iJi ■ 7/ ■ AL ^ j  =  — ----------------- j --------
Enclosing
current
Equation 6.18 Definition of inductance L.
The inductance o f a conductor loop (Figure 6.22) depends entirely upon the peiTneability o f 
the space that the flux flows through and the geometiy. The inductance o f  the conductor 
loop can be calculated by assuming the diameter d  o f the wire used is considerably small 
relative to the diameter o f the coil, D  (e.g d/D < 0.0001),
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f  ORL = N^H^-R-]xi   6.19
V ^ ^
Where R  represents the radius o f the conductor loop and d  is the diameter o f the wire. 
M utua l inductance (M)
If a second conductor loop “2” (area A i)  is located in the vicinity o f conductor loop “ 1” 
(area A/), through which a cuiTent is flowing, then this will be subject to a proportion o f the 
total magnetic flux 0  flowing through A j. The mutual inductance M21 o f  conductor loop 2 
in relation to conductor loop 1 is defined as the ratio o f the partial flux \|/2 i enclosed by 
conductor loop 2, to the current Ii in conductor loop 1. Similarly, there is also a mutual 
inductance M i2. Here, current I2 flows through the conductor loop 2, thereby determining 
the coupling flux \|/i2  in loop 1. Thus, M  = M 12 = M 2 1 . The proposed inductively coupled 
sensor -  interrogator depends on this mutual inductance for the transfer o f data.
Loop 1 ^  6.20
2) { R f + x ^ t
Loop 2 ^  6.21
This equation only applies to the case where the x axes o f the two coils lie on the same 
plane. Where ^ 2 > Ay.
C oupling  coeffic ien t (Ic)
Mutual inductance is a quantitative description o f the flux coupling o f two conductor 
loops. The coupling coefficient k  is introduced so that we can make a qualitative prediction 
about the coupling o f the conductor loops independent o f their geometric dimensions.
^  6.22
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The coupling coefficient varies between 0 < k < 1.
• k = 0 :  Full decoupling due to gieat distance or magnetic shielding.
• k  = I: Full coupling.
It has been reported that inductively coupled transponder systems operate with coupling 
coefficients that may be as low as 0.01 (<1%)
F a ra d a y ’s  law  a n d  induced  voltage
Any change to the magnetic flux O generates an electi'ic field strength Ei as illustrated in 
Figure 6.26. This characteristic o f the magnetic field is described by Faraday’s law.
^r< rM
\
\
t/2
M i.
Figure 6.26 Magnetically coupled conductor loops.
Z-2 represents the antenna o f the transponder, where R2 is the coil resistance o f the 
transponder antenna. The current consumption o f the components is symbolised by the load 
resistor R l. A time vaiying flux in the conductor loop Lj induces voltage U2i in the 
conductor loop L2 due to mutual inductance M. The flow o f current creates an additional 
voltage drop across the coil resistance R2, meaning that the voltage U2 can be measured at 
the terminals.
U2 =  jcoM  • /, -  jcoL^ • ?2 “  h B -2 6.23
If  Î2 is replaced by U2/R l
«2
jtùM  ■ /i
1 + R ,
Rl ~^ 0 0 : ii2= j<ùM  ■ / |
^ > 0: /<2 —^  fl
Figure 6.27 voltage across sensor load.
Resonance
The sensor needs a capacitor to be able to successfully create a LC oscillator. In addition, 
this capacitance increases the voltage induced by the incoming interrogator signal, giving
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an overall performance enhancement. The paiallel resonant circuit coupled with the 
resonant frequency defines the detection fiequency which was discussed eaiiier. C  ^will be 
considered the additional tuning capacitor which was stated, Cp is the parasitic capacitor 
which induces the fiequency shift which is being detected. The configuration is illustrated 
below.
\Lq& ' Parallel C ('tuning C ) 
Parasilic capacitor
Figure 6.28 Equivalent circuit diagram of the sensor.
C 2  can be defined as.
C ',= 6.24
The resonant frequency o f the sensor,
/  = • C j
6.25
Q factor
The Q factor is defined as, a measure o f the voltage and current step-up in the resonant 
circuit at its resonant fiequency. (o  = 2îcf)
Q = 1 ^  toLj 6.26
Interrogation fie ld  strength Hmin
The interrogation field strength is the maximum distance at which the sensor can be to the 
interrogator while maintaining the minimum threshold voltage for U2 for the operation o f
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the data carrier. In this scenario 112 is the voltage at the input terminals o f the coil L2 before 
it is fed in to the sensor circuitiy. By combining the previous equations obtained by the 
Faraday’s law and Resonance the following equation is produced,
Solving for Hejf^
u .= Jco - A -N
JG) + R 2C 2
\  /  
+
/  V
1 — 6) L 2C 2 +
L y
6.27
coL^
/
1 — 0) ^ L 2C 2 *1'
V R L /
Where the resonant frequency is,
6) • //q ' A ' N
6.28
L 2C 2 - 1 1
Resulting in the interrogation field strength,
6.29
6)
^min =
+ ^6)n -6 )^COf\
A
R
û)^ Q ' A 'N
6.30
Energy range o f  the sensor system
The operating range o f a sensor/transponder is the distance fr om the reader antenna at 
which there is just enough energy to operate the transponder and transmit data (defined by 
U2mm and Ri-). Given the Interrogation field strength H , antenna current / ,  radius R, number 
o f windings N i at the transmitter antenna; the path of the x  direction o f tlie field strength 
can be calculated. [119, 128], resulting in the range o f the sensor.
X  = i\ V ^  ’ ^m in  y - R ‘ 6.31
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Final complete INAMP circuit
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Functional INAMP prototype
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Appendix D
1. Electron Beam Lithography Patterning Procedure
Loading sample
1. Vent chamber
2. Load sample, MAKE SURE SAMPLE HOLDER DOES NOT TOUCH THE TIP
3. MAKE SURE sample is totally flat
4. pump chamber, completion is indicated by the full green icon at the bottom right 
Beam  Calibration
5. Set e-beam to 30KV, spot 1, 21pA
6. Click "Crossover" button
7. Align crossover as indicated in the opposite image V J
8. Move to edge of sample 
Align sample
9. Click "Link Z to FWD"
10. Click "Navigation" Button
11. Set Z to 5.1mm, press Enter {this sets the focal length WD to 5mm)
12. Focus on a feature on the SURFACE at the edge of the sample (use Fine & Stigmator to get the 
cleanest image possible at the >Mag set in the runfile)
13. Click "Link Z to FWD" again (This sets the new WD to the Z, so it is not reverted to 5.1mm when 
X,Y are set)
14. Set the e-beam write Mag (from the RUN file) and leave for 30sec
15. Get the beam current at this point and insert the parameter in the RUN file (NPGS)
16. Zoom out completely
17. Press PAUSE to temporarly stop the e-beam (Green status indicator will turn Red)
18. Set X to 0mm
19. Set Y to 0mm 
External Controls
20. Turn on blanker. Set to 90V
21. Switch on "External E SCAN ON"
NPGS
22. Use the upper end of the MAG as the input parameter for the RUN file
23. Usual area dose is 250-300 pC/cm^ (i.e 280 pC/cm^)
24. Inset beam current obtained by instruction 14
25. Use Area Dose
26. Line spacing (X) & center-to-center (Y) is set to 1/10 the minimum feature size in the pattern 
(5.16nm)
27. Non stop writing : Yes
28. Disable automated stage control : No
29. Disable digital SEM : No
30. Global rotation control ; No
31. Simulate & Simulate run time
32. Turn beam OFF
33. Unpause beam in microscope control (Green status indicator Is ON)
34. Run pattern
35. Detector screen in microscope control will show lines, indicating the writing process
36. Post completion, vent chamber and take sample out
Appendix D 192
2. Electron Beam Lithography Procedure
Resist Preparation
M, (S -) X  M = Û950P1.WA “A* Resist
Manisole= 0.57 x Mpmmall%
approx 5.3ml of above solution for a 100mm wafer (8ml for a 150mm wafer, Is recommended) 
Anisole = Density 0.995 g/ml
Substrate Clean
1. Solvent Clean
i. 5 min soak In Acetone and sonicate for 10 seconds
ii. 5 min soak in Methanol and sonicate for 10 seconds
i. 5 min soak in I PA and sonicate for 10 seconds
1. NgDry
1. O2  plasma 
Asher settings :
Power -  lo w
Ashing time -  Imin 30 secs 
Bleed tim e- 2 4  
Turbo pum p-Off 
Gas valve- 1  (02)
Pressure -  6 x 10-1 mbar 
Pump down to = 2 x 10-1 mbar with both valves shut.
Open main valve to evacuate tube 
Open cylinder valve.
Open main valve fully to flood chamber.
Close down to 6 x 10-1 mbar
4. Dehydration bake for 5 minutes at 200°C (optional, use only if Plasma 
Etch is not used)
Coating Resist
1. Dispense: STATIC
2. Spread: DYNAMIC 500 rpm for 5 sec OR
STATIC 0 rpm for 10 sec
3. Spin: Ramp to final spin sp eed  (4000RPM) at a high acceleration (10192rpm) rate and hold for a total 
of 45 seconds. Yielding a 400nm thick film
950PMMA A Resists 
Solids: 2% - 7% in Anisole
S «W0
B '
"— -------
M O  ItO O  B X O  K O O  SXOD SSOO tOùO
Figure 6.29 PM M A thickness vs. spin speed[129]
Pre Bake Resist
Hotplate : 180°C for 60 sec
Expose
(see: A step by step procedure o f a typical EBL run)
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Note: Total length of high resolution (400nnn) e-beam cannot exceed 360-400pm (total write length 
due to beam deformation-elongation at the edges)
Development
Solution: 1:3 MIBK to I PA
Immersion at room temperature (21“C) for 30 - 35 secs 
Rinse and Dry
Dl water for rinse (do not use I PA for descumming as It makes liftoff harder and N2 blow dry
Sputter
(see section 3.3.1.2)
Lift off
Acetone, photoresist thinner or positive photoresist removers
3. Photomask fabrication process
Substrate Clean
1. Solvent Clean
i. 5 min soak in Acetone and sonicate for 10 seconds
ii. 5 min soak in Methanol and sonicate for 10 seconds
III. 5 min soak in I PA and sonicate for 10 seconds
2. NgDry
3. O2  plasma 
Asher settings :
Power -  lo w
Ashing time -  Imin 30 secs 
Bleed tim e- 2 4  
Turbo pump -  Off 
Gas valve- 1 ( 0 2 )
Pressure -  6 x 10-1 mbar 
Pump down to = 2 x 10-1 mbar with both valves shut.
Open main valve to evacuate tube 
Open cylinder valve.
Open main valve fully to flood chamber.
Close down to 6 x 10-1 mbar
4. Dehydration bake for 5 minutes at 200°C (optional, use only if Plasma 
Etch is not used)
Cr Sputter
Sputter 30mins at 0.24A 325V on the JLS MPS500 sputter kit, for approximately 200nm film of Cr. 
Coating Resist
1. Dispense: STATIC
2.Spread: DYNAMIC 500 rpm for 5 sec or static for 10 sec
3. Spin: Ramp to final spin speed  (4000RPM) at a high acceleration (10192rpm) rate and hold for a 
total of 45 seconds. Yielding a 400nm thick film 
Pre Bake Resist
Hotplate : 180"C for 60 sec
Expose
E-beam energy is set to 30KV,Spot size was set to 6.4nA, which had a measured specimen current of 
1800pA, Working distance Z was set to 5.7mm 
Development
Solution: 1:3 MIBK to IPA
Immersion at room temperature (21“C) for 35 secs 
5 second descum in IPA 
Rinse and Dry
Dl water for rinse and N; blow gun dry
Etch
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1.40mins to etch mask Cr layer (approx 200nm) 
Rate : 2nm/sec 
Rinse and Dry
Dl water for rinse and N; blow gun dry
4. Photolithography processing steps for SAW transducer fabrication
Use sam ple p repatterened  w ith IDTs and o ther submicron features using EBL 
Sample Clean
1. 5 min soak in Acetone and sonicate for 5 seconds
2. 5 min soak in Methanol and sonicate for 5 seconds
3. 5 min soak In IPA and sonicate for 5 seconds
4. Dry with N2
5. Dehydration bake for 5 mins at 200 C 
Resist coating
Spin coat Shipley MICROPOSIT © $1805 Positive photoresist at 5000RPM and acceleration of
400RPM^ step for 60 seconds. 
Prebake at 110 C for 1 min
Expose
Align mask to sample using mask aligner and alignment features 
Expose for 10 s (using contact mode in mask aligner)
Develop : Use MICROPOSIT © MF-319 developer for 2 min 
Clean : Dl WATER and N; blow dry only
Hard bake : 3 min at 120 (do not hard bake while surface is wet or has contaminants) 
Deposition of Metallisation layer 
Sputter 3nm of Cr 
Sputter lOOnm of Au
Lift off
Use Acetone, photoresist thinner or positive photoresist remover bath for 30 minutes. Ultra 
Sonicatlon can be used for further cleaning.
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