Abstract-There is a huge increase of interest for time series methods and techniques. Virtually every piece of information collected from human, natural, and biological processes is susceptible to changes over time, and the study of how these changes occur is a central issue in fully understanding such processes. Among all time series mining tasks, classification is likely to be the most prominent one. In time series classification there is a significant body of empirical research that indicates that k-nearest neighbor rule in the time domain is very effective. However, certain time series features are not easily identified in this domain and a change in representation may reveal some significant and unknown features. In this work, we propose the use of recurrence plots as representation domain for time series classification. Our approach measures the similarity between recurrence plots using Campana-Keogh (CK-1) distance, a Kolmogorov complexitybased distance that uses video compression algorithms to estimate image similarity. We show that recurrence plots allied to CK-1 distance lead to significant improvements in accuracy rates compared to Euclidean distance and Dynamic Time Warping in several data sets. Although recurrence plots cannot provide the best accuracy rates for all data sets, we demonstrate that we can predict ahead of time that our method will outperform the time representation with Euclidean and Dynamic Time Warping distances.
I. INTRODUCTION
In the last years, the Data Mining community has witnessed a huge increase of interest for time series methods and algorithms. Such interest is justified by the innumerous applications that generate data across time. Virtually every piece of information collected from human, natural, and biological processes is susceptible to changes over time. The study of how these changes occur is a central issue in fully understanding such processes.
Among all time series mining tasks, classification is likely to be the most prominent one. In this task, we are interested in associating a discrete class to individual time series. A simple and effective procedure for time series classification is similarity search. For instance, the k-nearest neighbor rule (k-NN) uses a distance function d(t, q) between two time series t and q, to find the k most similar training instances t 1 , t 2 , . . . t k to a query instance q. The class mode among the k most similar instances is then predicted to q.
There is a significant body of empirical research that indicates that similarity search is very effective to time series classification (see, for instance, [12] , [36] ). These studies usually use a distance function in the time domain to measure the similarity between time series. Two distance measures commonly used in time series classification are Euclidean distance (ED) and Dynamic Time Warping (DTW). DTW can be understood as an extension of Euclidean distance able to provide nonlinear time scaling invariance, popularly known as warping [5] .
However, certain time series features are not evident in the time domain. One example is sound recognition in which the features are usually identified in the frequency domain. There is a large number of signal processing methods that promote a change of representation and identify features in power spectrum, cepstrum or spectrogram [3] , [33] , [16] . Although frequency is likely to be the most explored alternative representation domain, other possibilities also evaluated in the literature are wavelets, principal component analysis, autocorrelation [1] , shapelets [26] , etc.
In this work we propose the use of recurrence plots as representation domain for time series classification. Recurrence plots are widely used techniques for qualitative assessment of time series in dynamical systems. Their graphical nature exposes hidden patterns and structural changes in data. In particular, recurrence plots are outstanding tools to characterize how the similarity among subsequences varies according to time.
We evaluate the hypothesis that such information can generally help the classification of time series in a wide range of application domains. The intuition behind our proposal is that recurrent patterns are regularities frequently associated with interesting behaviors. A recurrent behavior indicates the presence of an internal mechanism that generates such patterns, opposed to a random (and uninteresting) series in which no patterns are present. The explicit representation of such regularities can reveal the underlining mechanisms that generated the data, and thus is a potentially useful feature to classify time series.
Our approach uses the Campana-Keogh (CK-1) distance [8] to measure the similarity between recurrence plots. CK-1 is a Kolmogorov complexity-based distance that uses video compression algorithms to estimate image similarity. We show that the recurrence plots allied to CK-1 lead to significant improvements in accuracy rates compared to ED and DTW in several data sets from the UCR archive. Although recurrence plots cannot provide the best accuracies for all data sets, and the central assumption of this work is that no single representation is best for every domain, we demonstrate that we can predict ahead of time that our method will outperform the time representation with the aforementioned distance measures.
In order to achieve our goals, we start describing the basic concepts present in the proposed method, in Section II, followed by the description of relevant related work in Section III. In Section IV we describe the proposed algorithm, and present our experimental setup and results in Section V. Finally, we conclude our work and present directions for future research in Section VI.
II. BACKGROUND
This section reviews recurrence plots and the CK-1 distance measure. We will also briefly discuss the Euclidean and DTW distances since they are used in our experimental evaluation.
A. Recurrence Plots
The relevance of recurrent behaviors, such as seasonality, in natural processes has been studied for decades [28] . However, the visualization of these behaviors often are very difficult in the time domain. To overcome this limitation, Eckmann et al. [14] created a representation called Recurrence Plot (RP). This tool allows for the investigation of m-dimensional trajectories in a bi-dimensional phase space. This representation is able to reveal in which points these trajectories return to a previously visited state.
Formally, a RP can be defined according to Equation 1 .
where N is the number of states, x i and x j are the subsequences observed at the positions i and j, respectively, || · || is the norm (e.g. Euclidean norm) between the observations, is a threshold for closeness and Θ is the Heaviside function, defined by Equation 2.
Equation 1 states that if the m-dimensional trajectory of the time series at time j is close (in terms of a pre-defined neighborhood) to the subsequence observed at time i, there will be a value 1 at position (i, j) of recurrence matrix. Otherwise, the value is 0. In the graphical representation, an image of N × N pixels is defined so that the pixels corresponding to values 1 in the matrix are commonly black and the 0's are white. Figure 1 shows a few examples of recurrence plots for signals with different degrees of randomness. Some examples of recurrence plots: totally random noise (left); random walk (middle); periodic composition of sine and cosine (right) Despite its simplicity, this method requires the specification of a closeness threshold parameter, which defines the size of a neighborhood in which two subsequences are considered similar. However, determining an appropriate value for this parameter is not intuitive. The practice has come out with a few heuristics. For instance, a threshold of 10% of the largest observed distance, or a value that results in a certain percentage of black points. However, these are local heuristics, i.e., they use information of a single recurrence plot to set the threshold value. Therefore, it is difficult to generalize a threshold value that is consistent according multiple recurrence plots. This is an important issue when we want to determine the similarity between two recurrence plots.
In order to eliminate the closeness parameter, we can make use of color information. The image is generated with grayscale or other color maps so that the distances are represented as color. Thus, the image is a direct representation of the distance matrix. The recurrence plot is no longer a tool to analyze recurrences considering neighborhoods. It becomes a tool to analyze how close each pair of subsequences are in their trajectories [18] . This representation is known as unthresholded recurrence plot, distance plot or self-similarity matrix. Figure 2 shows an example of a thresholded and an unthresolded recurrence plot for a same time series. The definition of Recurrence Plots in Equation 1 has a second parameter m that defines the dimension of the trajectory. In our experiments, we chose m = 1 for all data sets. This means that, although we may consider m consecutive points to analyze the trajectory, our experiments just use onedimensional trajectory. We chose m = 1 since the structure of the recurrence plots seems to change very little as we vary such parameter. Our opinion is also suported by the recurrence plot literature. In the most comprehensible study regarding this parameter of our knowledge, Iwanski and Bradley affirm that "while examining several recurrence plots of a particular data set, we noticed that their appearances seemed to remain qualitatively unchanged with changing embedding dimension" [18] .
We note that this one-size-fits-all aproach may not provide the best classification results for all data sets, and tuning this parameter on training data may improve our classification results. Therefore, the experimental comparison with Euclidean distance and Dynamic Time Warping of Section V might be slightly pessimistic for our method.
B. Normalized Compression and Campana-Keogh Distances
Campana-Keogh (CK-1) is a recently proposed distance to estimate the similarity between two images [8] . The main theoretical basis for the CK-1 measure is the concept of the Kolmogorov complexity. The Kolmogorov complexity K(x) of a string x is defined as the length of the shortest program capable of producing x on a universal computer, such as a Turing machine [24] . Intuitively, K(x) is the minimal quantity of information required to generate a string x with a program.
The notion of conditional complexity is necessary to define a distance based on the Kolmogorov complexity. In [23] , the authors define a distance between two strings x and y according to Equation 3 .
where K(x|y) is defined as the length of shortest program that outputs x, given y as auxiliary input.
Although Kolmogorov conditional complexity gives rise to a distance measure that is optimal in the sense that it subsumes other measures, such a distance is uncomputable in the general case. Therefore, several researchers have proposed approximations to this distance using compression algorithms [25] , [19] and many others have evaluated these approximations in diverse domains [22] , [7] .
Given a data compression algorithm, we define C(x) as the size of the compressed x and C(x|y) as the compression size of x after training the compressor in y [8] . We can calculate a compression approximation of the Kolmogorov complexity distance defined in Equation 3 using Equation 4 .
The better the compression algorithm, the better the approximation of d c for d k is [19] .
One of the best-known distances that make use of a compression approximation of Kolmogorov complexity is the normalized compression distance (NCD) [25] . It is defined according Equation 5 .
NCD has been successfully applied for measuring the similarity between two sequences in a number of application domains. For instance, [25] uses NCD to construct the phylogeny tree based on whole mitochondrial genomes, and a language tree for over 50 Euro-Asian languages.
Although NCD is well-suited for comparing sequences, its use for comparing images would require image linearization; incurring in some spatial information loss. CK-1 extends the applicability of compression-based distances to images by using video compression. Given two images x and y, CK-1 is defined by Equation 6 .
where C(a|b) is the size of a synthetic MPEG-1 video composed by two frames b ∈ {x, y} and a ∈ {x, y}, in this order.
MPEG-1, and most video encoding algorithms, achieve compression by finding recurring patterns within a frame (intra frame compression) and/or between frames (inter frame compression). When x and y are two similar images, inter frame compression step should be able to exploit that to produce a smaller file size, which can be interpreted as significant similarity. As digital video is an important commercial application, many efforts have been made to achieve high compression rates in video encoding, making it a good approximation of the Kolmogorov conditional complexity. Another observation is that there is no necessity to "hack" the video encoding algorithm, since no internal modification is necessary.
C. Time Series Classification with ED and DTW
The k-nearest neighbors algorithm works with the intuitive idea that if two series are similar, they are likely to have the same class. In order to classify a query time series, the algorithm measures the dissimilarity between the query and all labeled series in the training set. The class assigned to the query time series is the class mode among the k most similar training instances.
The k-NN algorithm leaves open the choice of a distance measure. A simple and widely used measure is the Euclidean distance, defined in Equation 7 .
The Euclidean distance measures the similarity considering two observations in the exact same moment t. However, many applications require a more flexible matching of observations, in which an observation of x at time t may be matched to an observation of y in a time near to t. The Dynamic Time Warping (DTW) distance achieves an optimal nonlinear alignment of the observations under some constrains. Figure 3 illustrates the difference between the linear alignment obtained by the Euclidean distance, and the nonlinear alignment obtained by the DTW algorithm.
DTW provides the smallest distance obtained by allowing a nonlinear matching of the observations under the following constraints:
• Boundary constraint. The matching is made for the whole time series x and y, therefore it starts at (1, 1) and ends at (n, m);
• Continuity constraint. The matchings are made in one-unit steps. It means that the matching never jumps one or more observations;
• Monotonicity constraint. The relative order of observations has to be preserved.
DTW is usually calculated using a dynamic programming algorithm. The algorithm is based on the initial condition described in Equation 8 . The recurrence relation of DTW algorithm is presented in Equation 9 .
where i = 1 . . . n and j = 1 . . . m and n and m are the lengths of the x and y time series, respectively. C(x(i), y(j)) is the cost of matching two observations x(i) and y(j), frequently calculated with Euclidean distance. The resulting value in DT W (n, m) is the DTW distance between x and y.
III. RELATED WORK
Recurrence plots are graphical representations of time series. They were introduced by Eckmann et al. [14] , and are frequently used in time series research and applications. A few instances are the analysis of social insects behavior [29] , protein structural prediction [31] , stock market analysis [2] , and multimodal communicative signals analysis [10] . One field of study that the use of recurrence plot is relatively common is the analysis of biological signals. Some examples are the analysis of electrocardiograms [34] , electroencephalograms [9] and electromyograms [15] , [30] , as well detection of coronary artery disease [13] .
In general, classification using recurrence plots is made by extracting local features from the plots that try to quantify the small scale structures. Several researchers have proposed measures based on recurrence point density and diagonal and vertical line structures. Many of these measures are detailed surveyed in [27] . In this work, we use an orthogonal approach and we do not search for local features. Instead, we compare whole recurrence plots using a compression distance. We believe our approach is simpler and has the additional advantages of being feature set and domain independent and parameterfree.
The research work that has most similarity to ours is [6] . The author uses thresholded recurrence plots of chroma features (musical chord sequences representations) as a structural representation in music. Normalized Compression Distance (NCD) [25] was used to measure the distance between the plots. However, as we noticed before, NCD uses standard compression algorithms that are well-suited for compression of discrete sequences, such as strings. These algorithms look for exact recurrent subsequences and replace those subsequences in order to gain compression. However, exact recurrent subsequences are rare in real-valued data, such as the color information of images, making those algorithms an unsuitable approximation to Kolmogorov complexity of images. In addition, standard compression algorithms work with sequences and are not able to make use of the spatial information of images.
In contrast, CK-1 is more suitable distance between the real-valued matrices that represent the recurrence plot images. This distance measure has proven to be very effective in several tasks. For instance, it was used in to successfully classify moths [4] , to identify sounds generated by insects using spectrograms [16] and to analyze digitalized images of stylized letters used in the beginning of each chapter in historical texts [17] . In Section IV we detail our proposed method.
IV. PROPOSED METHOD
The intuition behind our proposal is that recurrent patterns are regularities frequently associated to interesting behaviors. A recurrent behavior indicates the presence of an internal mechanism that generates such patterns, opposed to a completely random (and uninteresting) series in which no patterns are present. The explicit representation of such regularities can reveal the underlining mechanisms that generated the data, and thus it is a potentially useful feature to classify time series.
We evaluate the hypothesis that such information can generally help the classification of time series in a wide range of application domains. We raised this hypothesis by observing that time series from different classes frequently present recurrence plots that can be easily separated by eye. In contrast, time series from a same class frequently present recurrence plots with strong apparent similarity. This observation can be illustrated with a simple experiment shown in Figure 4 . In this experiment, we chose a random sample of six leaves from the Swedish Leaf data set that were incorrectly classified by 1-nearest neighbor classifier with Euclidean distance but correctly classified by measuring the distance of their recurrence plots.
Notice in Figure 4 that although all time series have a similar "w" shape, the recurrence plots for objects from different classes can be easily distinguished by eye. In addition, the recurrence plots for objects of the same class share strong similarities. We clustered these six objects using hierarchical clustering with single linkage. It can be seen that the results obtained with Euclidean distance (Figure 4-left) are nonintuitive, linking together objects from different classes. In contrast, the results obtained with the similarity clustering using recurrence plots and CK-1 distance perfectly match the leaf species (Figure 4-right) . The approach for time series classification using recurrence plots is simple and parameter-free. Algorithm 1 presents the general classification algorithm based on the well-known one nearest neighbor rule as well as the accuracy estimation procedure. Figure 5 illustrates this algorithm. x ←unthresholded-recurrence-plot(x)
4:
R ← R ∪ {x } 5: end for 6: Matches ← 0 7: for each q ∈ T do 8: q ← unthresholded-recurrence-plot(q) 9: find r ∈ R that minimizes CK-1(q , r) 10: if the class labels of r and q are the same then
11:
Matches ← Matches + 1
Matches

|T |
15: return Acc
Along the text, we use the term Recurrence Patterns Compression Distance (RPCD) to refer to the CK-1 distance over recurrence plots.
V. EXPERIMENTAL EVALUATION
We are very committed with the reproducibility of our results. For this purpose, we created a paper web page [32] in which we made available all detailed numerical results, code and supplemental material not included in this paper. However, we note that our paper is completely self-contained.
We performed a wide experimental evaluation using a large set of time series classification data. In total, the evaluation The use of benchmark data sets facilitates the reproduction of our results and the direct comparison with other methods proposed in the literature. The UCR time series archive contains 43 data sets, but 5 of them are synthetic since they were generated by some predefined procedure. We decided to exclude all synthetic data sets since they are usually generated for a specific purpose or algorithm. Thus, we ended up with a total of 38 data sets in our experiment.
The experimental section is organized in the following way: we first compare RPCD with the 1-nearest neighbor classifier using Euclidean distance and DTW. We show that our method shows competitive results. More importantly, we show through the Texas Sharpshooter plot that we can predict ahead of time when our method will outperform these state-ofthe-art distance measures. Later, we show that CK-1 is indeed the most suitable distance for comparing recurrence plots. We compare CK-1 with Euclidean distance and NCD in the task of classifying these plots.
A. RPCD against Euclidean and DTW distances
Several studies have empirically shown that the nearest neighbor algorithm allied to Euclidean or DTW distances provides very accurate classifiers for time series data. Therefore, in this section, we compare the performance of the RPCD against Euclidean and DTW distances for time series in the time domain. The results are reported in Table I (in the column RPCD) together with the accuracy rates obtained by the other approaches.
In order to facilitate the visualization of the results, Figure 6 shows the same results presented in Table I in a graphical representation. In these plots, each data set is represented by a point where the y coordinate is the accuracy obtained by comparing RP with CK-1 (RPCD) and the x coordinate represents accuracy obtained by Euclidean distance or DTW. Thus, points above the main diagonal represent data sets in which RPCD outperformed the competing distances.
RPCD is very competitive with Euclidean distance and DTW. Among the 38 data sets used in our experiments, RPCD was superior to Euclidean distance in 28 of them (or 73.68%), and superior to DTW in 20 of them (or 52.63%).
It is interesting to look at the data from different application domains and analyze when RPCD can help. For instance, the UCR archive has data sets generated from figure shapes. It is a representation trick in which shapes of objects (such as leaves and faces) are converted to "time" series by measuring the distance between the object central point and its contour [21] . Figure 7 illustrates this procedure. As we move around the object, we obtain a sequence of distances. Another kind of time series in this repository are those generated by the observation of human movements. Such motions are transformed to time series using accelerometers or by video tracking. To facilitate understanding of the performance of RPCD on these categories, the results shown in Table I and in the graph presented in Figure 6 uses different symbols for each category.
Observing the results on time series generated from shapes, we can notice that RPCD outperformed Euclidean and DTW distances in all of the eight data sets in this category. We believe that RPCD performs well in this sort of data because shapes frequently result in stationary time series that are characterized by repeating patterns. These patterns may be easily observed in leaf shapes which are frequently cited as examples of natural fractals. Fractals have the property of self-similarity that is characterized by a repeating pattern that occurs in different scales. Other objects that do not have the fractal behavior, such as face contours, may show other properties that also cause repeating patterns such as symmetries and concavities.
As a contrasting example, RPCD does not perform well with time series of human movements. From eight data sets in this category, DTW outperforms RPCD in seven of them. We notice that time series from non-repeating movements may contain too few recurring patterns. Actually, these time series may be highly non-stationary causing that a certain trajectory never visits the same area in the phase space. In contrast, DTW is very effective for this sort of data since warping can deal very well with non-linear time differences between two Example of representation trick in which shapes of objects are converted to "time" series [4] movements.
We performed a statistical test to detect significant differences among the classification methods. We used the Friedman test with Bonferroni-Dunn post-hoc test [11] at 95% confidence level. The Friedman test rejected the null hypothesis that all methods have similar performance. We proceeded to the Bonferroni-Dunn post-hoc test using the RPCD as control. The post-hoc test indicated a significant difference between RPCD and Euclidean distance, but no significant difference between RPCD and DTW. Figure 8 graphically represents the comparison between the 1-nearest neighbor classifier using RPCD and the same classifier using DTW and ED. We should interpret the results of the statistical test with a word of caution. First, because our evaluation is quantitative with data sets from different application domains. However, it is very difficult, if not impossible, to propose a time series representation and classification procedure which are the best for all application domains. Nevertheless, RPCD statistically outperformed Euclidean distance and had a similar performance to DTW, which is considered a state-of-the-art distance function for time series classification [12] .
As important as having a good average performance on several data sets is to provide a significant improvement in classification accuracy in some relevant problems. We note that RPCD improved considerably the classification performance over both Euclidean distance and DTW in several data sets such as Coffee, ECGFivedays, FaceFour, SwedishLeaf, and others. Obviously, these data sets in which RPCD can significantly improve the classification performance has some sort of match between the data characteristics and the representation bias.
However, RPCD is useless if one cannot identify when it will provide more accurate results. The next section shows how this can be done using a simple plot. The plot indicates that we can safely identify the problems RPCD will outperform other competing methods based on training data performance results.
B. The Texas Sharpshooter Fallacy
As we have seen in the previous section, RPCD is able to outperform Euclidean and DTW distances in 73.68% and 52.63% of the data sets, respectively. Although RPCD cannot provide the best accuracy rates for all data sets, and the central assumption of this work is that no single representation is the best for every domain, we can identify when RPCD will outperform the competing methods.
Many papers in the time series classification literature affirm that the proposed method or distance measure is useful since it outperformed the state-of-the-art in some datasets. However, as noted in [5] , it is not useful to have an algorithm that can be accurate on some problems unless you can tell in advance on which problems it will be more accurate.
A simple way to show that we can predict when our method will have superior accuracy ahead of time is to use the Texas sharpshooter plot [5] . The Texas sharpshooter fallacy comes from an anecdote of a Texan who fires his gun at the side of a barn, then paints a target around the spot where most bullet holes are clustered [35] . This is in essence the same as evaluating a method that performs well in some problems and claiming a posteriori that the method is accurate for the problems it performed well. Such a method has no practical utility unless one can indicate ahead of time for which problems the method will perform well. One way of performing such analysis is testing the accuracy of the competing methods looking only at the training data. We use this information to choose which algorithm will classify the objects from the test set.
In order to do that, we can calculate the accuracy gain, as defined by Equation 10 .
Obviously, gain values greater than one indicate that we expect RPCD will outperform the competition on a given data set; and gain values lower than one indicate the opposite.
Expected gain is the gain calculated over the training set and actual gain is the gain over the test set. Recall that the UCR archive provides data sets with standard training and testing splits, and we used these data partitions to calculate the gain values. In order to calculate the gain inside the training set (expected gain) we used leaving-one-out cross-validation, since frequently the training sets have reduced sizes. We also measured the actual gain on testing data, using the accuracy rates presented in Table I . The expected and actual gains for each dataset are presented in Table II . Figure 9 shows the plots of expected gain versus actual gain. These plots are for RPCD versus Euclidean distance (Figure 9 -top) and DTW (Figure 9-bottom) . The plots are divided in four regions: Most of the points on the plots of Figure 9 fall in the TP and TN areas. This means that we can confidently predict that RPCD will outperform or will be outperformed by the competing methods. Concretely, for Euclidean distance, 31 points fall in these areas (or 81.58%); and for DTW, 34 points (or 89,47%).
There are only 6 points falling in the FN area of the two plots (5 for ED and 1 for DTW). These points indicate an incorrect diagnosis, i.e., we predicted a performance loss for RPCD, but it actually improved classification accuracy. However, we can understand this situation as a lost opportunity, since we reject to use RPCD, but we are no worse off than if we had not tried RPCD. The bad case for RPCD occurs in the FP area. However, there are only 5 points fall in this area, all of them representing minor gains or losses that could easily happen by chance.
C. Distances Between Recurrence Plots
At this point, we have shown that RPCD can be an accurate approach for classifying time series. However, it is interesting to analyze where the accuracy of RPCD comes from. In particular, we claimed that CK-1 is a suitable distance for recurrence plots, since it can make use of the spatial information of the images. In this section, we show that CK-1 can indeed outperform other distance measures between recurrence plots for time series classification. We performed an experiment using the 1-nearest neighbor algorithm with CK-1, Euclidean and the Normalized Compression distances, such as used in [6] . The NCD was calculated using the CompLearn NCD implementation 1 . The results are presented in Table III . Figure 10 shows the same results as presented in Table III in a graphical representation. In these plots, each data set is represented by a point where the y coordinate is the accuracy obtained by comparing RP with CK-1 (RPCD) and the x coordinate represents accuracy obtained by Euclidean distance or NCD. Thus, points above the main diagonal represent data sets in which RPCD outperformed the competing distance.
From the results, it is very evident that CK-1 outperforms Euclidean distance and NCD. In particular, RPCD outperformed NCD in all but two datasets, in many of them by a very large margin. Nevertheless, we performed a hypothesis test, in order to verify if the performance of the compared methods are statistically different. Since NCD performed poorly in our experiment, we excluded it from the hypothesis test. We used the Friedman test with the Bonferroni-Dunn post-hoc test at 95% confidence level. The test rejected the null hypothesis that RPCD and Euclidean distance have similar performances. Figure 11 graphically represents the comparison between the 1-nearest neighbor classifier using RPCD and ED.
VI. CONCLUSION
In this work we propose the use of recurrence plots as representation domain for time series classification. Our approach employs similarity-based classification using the CampanaKeogh (CK-1) distance. Our method is a simple and parameterfree approach to time series classification.
To ensure the effectiveness of the proposed method, we conducted experiments on a large number of data sets. The results show that the proposed algorithm outperforms Euclidean distance in 73.68% and DTW in 52.63% of the data sets. In some data sets, RPCD outperforms the competing distances by a large margin. We also showed with the Texas sharpshooter plot that we can predict ahead of time in which data sets RPCD will outperform the other distances.
As future work we indent to evaluate the influence of different time series characteristics, such as non-stationarity, on the performance of the RPCD in classification. We will look for different data pre-processing techniques to remove such characteristics from the data, if necessary. We will also investigate the use of RPCD in other data mining tasks such as clustering, anomaly detection and motif discovery. Finally, we will evaluate the robustness of our method to provide invariances in the time series, such as rotation, phase and scale.
