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ABSTRACT
We present an autonomous robotic system for the estimation of crop stem
width in highly cluttered and variable agricultural fields. Stem width is
an important phenotype (observable trait) needed by breeders and plant-
biologists to measure plant growth. However, its manual measurement is
cumbersome, inaccurate, and inefficient. There is an immense need to au-
tomate such a task in order to increase the productivity of plants in future.
The presented system aims to achieve this goal. It navigates autonomously
through every row of an agricultural field under the plant canopy. This nav-
igation is based on deep optical flow on videos collected by the robot and
lane estimates from a low cost LiDAR sensor. The phenotyping is performed
using deep learning or a sequence of image processing steps to eliminate back-
ground. Width is estimated based on the robot velocity from wheel encoders,
and validated by the lane estimates from the LiDAR. This system has been
tested and exhaustively validated against available hand-measurements on
biomass sorghum (Sorghum bicolor) in real experimental fields. Experiments
indicate that this system is also effective for other kinds of crops, like corn.
The width estimation match on sorghum is 93.5% (using optical flow) and
92.38% (using LiDAR lane estimates) when compared against manual mea-
surements by trained agronomists. Thus, our results clearly establish the
feasibility of using small robots for stem-width estimation under the canopy
in realistic field settings. Furthermore, the techniques presented here can be
utilized for automating other important phenotypic measurements.
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1.1 Bottleneck in Plant Phenotyping
Plant phenotyping is the quantification of the effects of genotype differences
(i.e., differences in the genetic makeup) and the environment on the exhib-
ited phenotype such as the plant’s appearance and behavior [40]. Large-scale
experiments in plant phenotyping (measuring visible plant traits for pheno-
type to genotype correlation) are a key factor in breeding better crops that
are necessary for feeding a growing population and providing biomass for
energy while using less water, land, and fertilizer. The need for large scale,
more comprehensive, and efficient phenotyping has become crucial due to a
constantly evolving climate [34] and changing demographics in rural areas.
However, current phenotyping methods are mostly limited to manual mea-
surements out in the field, which is labor intensive, time consuming, and
lacks accuracy. This has created a so-called phenotyping bottleneck in agri-
cultural productivity [19, 3]. Attempts to automate this task is crucial to
understanding the genotype and environmental impact on the phenotype of
the crop, which will provide better crop yield using less amount of resources.
1.2 Main Contribution
To address the issue of phenotyping bottleneck, we present a portable au-
tonomous robotics system called TerraSentia for high-throughput plant phe-
notyping in highly variable and cluttered agricultural field conditions. Ter-
raSentia uses low-cost sensors, consisting of a monocular RGB camera (EL-
PUSBFHD01M, USA), a 2D LIDAR (2-D Hokuyo UTM-30LX) that is used
for autonomous within row navigation, and wheel encoders for estimating
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robot velocity. TerraSentia is a new breed of agricultural robots that are
extremely lightweight (< 14 kg) and small (width less than 38 cm) while en-
abling autonomous within plant row navigation, even after the crop canopy
closes [30],[22]. This enables TerraSentia to collect valuable under-canopy
data for high-throughput phenotyping.
The main contribution of this work is the creation of a robust vision-based
pipelines for average stem width estimation of crops by utilizing deep learn-
ing and various image processing steps. The vision pipelines also aids au-
tonomous navigation of the robot which previously used semi-autonomous
LiDAR-based navigation approaches. A significant contribution of our work
is in the creation of a finely labelled dataset consisting of 1000 images that
contains annotations for semantically segmented plant parts on video frames
collected from agricultural fields. Another contribution is in the exhaustive
validation of the system in real agricultural fields. Our algorithms match
available ground truth within the allowable range of error (8%) set by an
oversight agency. The width estimation match on extensive ground truth
was found to be 93.5% using optical flow and 92.38% using LiDAR lane es-
timates discussed in details in the following sections. We argue that our
measurements could potentially be more accurate than the available ground
truth measured by agronomists, given that the agronomist can only measure
limited number of plants and are prone to human error, whereas our pipeline
is more exhaustive and accurate. one of the width estimation pipelines pre-
sented here is quite general in nature due to it’s reliance on fundamental prin-
ciples of machine vision without the need for an extensively labeled dataset.
As such, it can be utilized with on other plants, as demonstrated by our
experiments in corn (Zea mays). Therefore, our results clearly establish
the feasibility of using small autonomous robots for stem-width estimation
in realistic field environments. Furthermore, the pipeline for filtering use-
ful content from noisy robot-obtained field images will lead to datasets that
could feed future machine learning pipelines for robust high-throughput plant
phenotyping.
The outline of the paper is as follows. Section 2 discusses the background
for plant phenotyping, autonomous in-field navigation and the related con-
cepts used in the paper. Descriptions of experimental set up and details
about data acquisition are provided in section 3.1. Section 4 provides de-
tailed explanations of the algorithms. The test results are summarized in
2
section 5, followed by challenges and limitations of the work in section 6.1





As mentioned in the previous chapter, plant phenotyping is the quantifi-
cation of the effects of genotype differences (i.e., differences in the genetic
makeup) and the environment on the exhibited phenotype (i.e., the plant
appearance and behavior) [40]. Phenotypic variation in natural populations
results from a combination of genetic effects, environmental effects, and gene-
by-environment interactions. Despite the vast amount of genomic data be-
coming available, many pressing questions remain about the nature of genetic
mutations that underlie functional variation [48]. Genome wide association
studies (GWAS) are emerging as powerful tools for the understanding of the
inheritance of complex traits via utilization of high throughput genotyping
technologies and phenotypic assessments of plant collections [46]. But most
of the current phenotyping methods are limited to inefficient and cumber-
some manual measurements, thereby creating a phenotyping bottleneck in
understanding the complex traits.
2.1.1 Automated plant phenotyping
Over the past few years, several attempts have been made to automated plant
phenotyping using a wide range of sensors involving multispectral and hy-
perspectral remote sensing, thermal infrared imaging, fluorescence imaging,
3D imaging, tomographic imaging and imaging in visible light. Automated
stem-width determination from a moving robot with sufficient accuracy has
been an open problem. Li et al. [31] provide an extensive survey of the afore-
mentioned methods, their applications, advantages and limitations.
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(a) Image of rosette plant from the
dataset given by [36]
(b) Images acquired from real robot
in actual field condition with high
level of clutter, varying sunlight,
motion blur, and occlusion.
Figure 2.1: Difference in images obtained by robots and images from the
available datasets
Visible imaging is a practical, energy efficient and cost effective way to mea-
sure several plant phenotypes. Many recent approaches ([15], [26], [35], [21],
[39], [8], [44], [12]) try to model plants using imaging techniques and 3D re-
construction. However, these approaches have been tested under simulated
environment or under extensively monitored environments, such as a green
house. The aforementioned methods and algorithms have not been imple-
mented in actual agricultural fields where the level of uncertainty is very
high. This is due to changes in lighting conditions during different times
of the day and during different seasons, variation of plant color and size
across different growth stages, background clutter, and numerous other fac-
tors. Hoyos-Villegas et al. [25] and Chen et al. [11] try to do experiments
in field conditions and use digital imaging to assess soyabean and sorghum
respectively: Hoyos-Villegas et al. [25] develop a hand-held digital imaging
tool to assess soybean yield, and establish strong relationships between the
ground cover data obtained using image analysis, grain yield, crop growth
rate, and photosynthesis. Chen et al. [11] use UAS based RGB imagery to
locate plant centers of sorghum in a field and achieves an accuracy of only
64% to 66%. In contrast to all the aforementioned methods, our results are
over 90% accurate. Furthermore, our results are designed and evaluated on
ground robots, which need to deal with harsher conditions, but are more
desirable for high throughput phenotyping as opposed to UAS, since they
have a far closer and more detailed under-canopy view of plants [37].
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Computer vision has progressed remarkably in the past decade, especially
with notable successes of deep learning and convolutional neural networks.
Although there is a huge potential for deep learning and computer vision in
plant phenotyping, it has become clear that the challenges arising in plant
phenotyping differ significantly from the usual tasks addressed by the com-
puter vision community [40]. In context of robotic phenotyping, one huge
challenge is the lack of available labeled and curated datasets for training deep
networks in realistic field conditions. Minervini et al. [36] provide a dataset
of potted rosette plants over multiple growth stages where each leaf segment
of the plants are labeled with a different color [33]. Many recent works have
used this dataset to achieve high accuracy in leaf counting and segmentation
tasks ([1],[47],[41],[14]). Giuffrida et al. [20] augment this dataset by gener-
ating realistic images of rosette plants using generative adversarial networks.
Pound et al. [38] provide a new dataset for wheat spikes, analyze the spikes
and count them. However, the conditions in this dataset differ significantly
from those in the field (e.g. Figure 3.2), with field obtained data from a
moving robot having a high level of clutter, varying sunlight, motion blur,
and occlusions. However, there are currently no datasets available for in-field
tasks with high background clutter, variable environmental conditions, and
change in plant growth stages. Figure 3.2 highlights some of the stark differ-
ence between an image of a rosette plant from the dataset given by Minervini
et al. [36] and conditions on an actual agricultural field as observed by a field
robot. The high level of clutter, varying sunlight, motion blur, and occlusions
are immediately apparent from such an image.
2.1.2 State of the Art in Stem Width Estimation
Stem width of fuel plants is an important phenotype that determines the
plant’s biomass content. In spite of the importance of this task, there are
currently no efficient in-field practices for stem width measurement. The
current practice of plant width estimation involves trained agronomists man-
ually going out into fields and measuring the stems using vernier calipers (see
e.g. 2.2). This technique is slow, inaccurate, hazard-prone, and highly labor
intensive. Figure 2.2 depicts how it is done presently. Jin and Zakhor [27]
propose an algorithm to estimate stem width from 3D point cloud data col-
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Figure 2.2: The practice of manual stem width measurement using vernier
calipers is cumbersome, inefficient, and inaccurate.
lected by a robot equipped with a depth sensor (ToF sensor). Baharav et al.
[4] use 2 infrared cameras mounted on a robot and applies image processing
techniques to estimate height and width of plants. However, these algorithms
have yet to be validated in field settings for accuracy under high clutter and
changing field conditions. Recently [5] et al., presented a robotic system for
stalk width measurement and count. But only results with the system mov-
ing around the field without going in between crop rows, thereby not helping
much in high throughput plant phenotyping between the rows. Besides, they
require a deep learning techniques that require pixel-wise labeling of a large
dataset, which is cumbersome. On the other hand, one of our methods rely
on optical flow and low level computer vision algorithms that do not require
any labeled data, and our classifier does not require pixel-wise labeling. We
also tackle the task of producing such a dataset for sorghum and corn crop
type under different types of field conditions and design a deep learning based
algorithm that relies on transfer learning for semantic segmentation, to learn
to robustly detect and mask stems from low amount of data.
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2.2 Optical Flow
Optical flow is the pattern of apparent motion of image objects between two
video frames caused by the movement of object or camera. The concept of
optical flow is used in 3D reconstruction of objects, action recognition, video
editing, autonomous driving, and numerous more applications. The basic
assumptions for optical flow computation are as follows.
1. Brightness Consistency Assumption
I(x, y, t) = I(x+ ∆x, y + ∆y, t+ ∆t) (2.1)
2. Small Movement Assumption

























These two assumption help us obtain the Flow Equation, that various optical
flow algorithm aim at solving. The flow equation is given by the following
equation.
IxVx + IyVy = −It (2.3)
However, traditional flow methods like the Lukas Kannade [32], Horn and
Schunck [23] and farneback [16] methods are not robust enough to apply in
a variable field setting. Recent deep learning architectures to predict optical
flow are highly effective in dealing with uncertainty in the environment and
generating sharp edges in motion, even when the velocity is large. In our
work, we use a recent deep optical flow network, PWC-net [45]. The network
is pretrained on the MPI-Sintel Dataset, with no fine-tuning. Approach of
deep dense optical works best for our problem setting instead of sparse optical
flow, because of the lack of distinctively different feature points specific to
our data. Figure 2.4 shows the color-coded visualization of the calculated
optical flow using PWC-Net and traditional Farneback dense optical flow
method. Brighter objects have a higher velocity component and hence are
closer to camera. PWC-Net generates crisp and consistant edges with higher
accuracy. Figure 2.3 describes the architecture of the PWC-net [45].
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Figure 2.3: Architecture of the PWC-Net, the current state of the art
network in estimating optical flow from video scenes. The network we use
has been pre-trained on the MPI- Sintel Dataset
Figure 2.4: Comparison of Optical Flow. From left to right: itht video
frame; Farneback Algorithm [16] on itht and i
th
t+1 video frame; PWC-Net [45]
on itht and i
th
t+1 video frame; Color codes to indicate directions of motion
2.3 Autonomous LiDAR-Based Navigation
The robotic system has been designed for autonomous navigation under clut-
tered canopies in agricultural fields. The current navigation algorithm utilizes
semi-autonomous LiDAR based heuristic approaches according to[22]. The
heavy reliance on LiDAR comes from the fact that GPS is highly unreliable
under dense crop canopy due to multipath errors and signal attenuation.
Figure 2.5 describes the approach for semi-autonomous LiDAR navigation.
Appropriate lines to approximate lanes are fitted through the filtered points
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of the LiDAR point cloud by a weighted mean of the point distances to the
line of traversal of the robot. The lateral robot to crop row estimates also
help in crop stem width estimation as discussed in chapter 4.









































Figure 2.5: Lateral Distance Approximation. (a) LiDAR point cloud shown
by black circles, note the significant number of outliers. Red crosses
indicate the chosen points after rejection of outliers, (b) Zoomed view of
(a), (c) Lane Approximation as shown by fitted red lines (Refer to
algorithm 3 of the supplementary material for pseudo-code)
In a variety of highly cluttered environments, the robot has logged several
kilometers of autonomous runs in straight rows using the LiDAR-based nav-
igation algorithm. But it is often desirable to detect when a crop row ends
and take a turn into the adjacent row, based on a pre-installed map of the
crop plots. This is difficult to achieve from [22] because of heavy leaf clutter
in some regions and sparse crop occurrences in some rows. Robust computer
vision approaches are necessary for addressing this challenging task. we This
will be addressed in future work. The idea is that the prediction from a
vision based algorithm will generate control commands to guide the robot
navigate through the field.
2.4 Semantic Segmentation Using DeeplabV3+
Semantic image segmentation is the task of assigning a label, such as stem,
leaf, background, soil, etc, to every pixel in every video frame. Assigning
these semantic labels requires pinpointing the outline of objects, and thus
imposes a strict localization accuracy requirements than other visual entity
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Figure 2.6: DeepLabV3+ Architecture for Semantic Segmentation. [10]
recognition tasks such as image-level classification or bounding box-level de-
tection [9]. Figure 2.6 refers to a state of the art architecture in semantic
segmentation of objects, called Deeplab Version3+. This method uses a
pyramidal approach consisting of atrous convolutions (dilated convolutions)
in the encoder architecture, followed by a decoder that outputs segmenta-
tion masks over objects. The encoder module encodes multi-scale contextual
information by applying atrous convolution at multiple scales, while the sim-





3.1 Description of the Robot
(a) CAD drawing of the
phenotyping robot TerraSentia that
was used for data acquisition
(b) TerraSentia moving
semi-autonomously through a 30
inch wide, heavily cluttered sorghum
row.
Figure 3.1: Mobile Robot, Terrasentia, used for autonomous navigation
through crop rows and plant phenotyping.
A lightweight, ultra-compact, 3D printed, autonomous field phenotyping
robot (called TerraSentia) is used for data acquisition for plant phenotyping
(Figure 3.1). The robot is 12” tall, 20” long, 14” wide, with a 6” ground
clearance, and less than weighs 14 kgs [28]. The compactness of the robot
allows it to easily traverse between narrow crop rows, especially in corn,
hemp, and sorghum, where 76cm or greater row spacing is common. The
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robot is powered by Lithium Ion batteries and has 4 hours of battery life.
We utilized the robot at a speed of about 0.4 m/s. At this speed, the robot
covers a row of a single 3m by 3m plot of a crop variety in under 10 seconds,
and can cover several plots in a reasonable amount of time. Furthermore, at
this speed, motion blur was not found to be significant. If a speed of 0.5m/s
is maintained while traversing crop rows, a large 80 acre field can be covered
in just a couple of hours, without the need to replace the batteries in the
mean time. 0.5 m/s is an optimum speed for good quality video acquisition
without blur. The entire system is detailed in the following paragraphs.
3.1.1 Robot Design
Heavy weight equipment damages the agricultural ecosystem by increasing
soil compaction, which can significantly reduce yield [2]. However, heavy
weight machinery made out of metal parts is widely used in agriculture be-
cause of its perceived structural strength. To overcome this, a robot has
been constructed entirely out of 3-D printed construction. This leads to
an extremely light-weight robot (less than 14 kgs), yet, the robot has been
proven to be structurally resilient to field conditions during entire seasons of
heavy operation in Corn, Sorghum, and Soybean farms in Illinois. In addi-
tion, lightweight equipment has several benefits, it is easier to manage, has
better endurance, safer to operate in general, and leads to lower ownership
cost. The lightness of the robot prevents any damage to plant parts, even if
the robot runs over them accidentally. Figure 3.2a depicts a CAD drawing
of the robot with a suite of sensors attached. The robot has been designed
specifically using additive manufacturing, to be ultralight and compact. In
addition, the design implements specific low-weight metal components, which
are carefully selected to maximize the robots field-endurance [30].
The wheel mechanisms ensure minimal stress on the motors. Power is
transmitted directly to the wheels with as little gears and transmission system
as possible to minimize losses. Another feature of the wheel and mount design
is embedding the suspension without having to increase the size of the robot.
The suspensions are embedded between the wheel mount and the chassis.
Each wheel of the robot is powered by a separate motor with encoders and












(a) CAD drawing of the robot. 1.
GNNS antenna, 2.,3. Bayspec
hyperspectral sensor, 4. Radiator for
the liquid cooling system, 5. Mount for
3d Sensor Intel RealSense, 6.,8.,
Embedded visual sensor, 7. LIDAR










(b) Interior of the ultra-compact 3D
printed robot. 1. Raspberry Pi, 2.
Lithium Ion Batteries, 3. Tegra, 4.
Heat sink, 5. Cooling Fan, 6.
Kangaroo/Sabertooth, 7. Regulator, 8.
3-axis gyroscope, 9. Breadboard, 10.
Raspberry Pi C.
Figure 3.2: Design of the Robot
can slip quite a bit in practice, however, averaged encoder values provide a



























Figure 3.3: Block diagram of the hardware
The block diagram of hardware is illustrated in Fig. 3.3. All available mea-
surements from all its onboard sensors (GNNS, gyroscope, and encoders) are
fed to an online state and parameter estimator to estimate yaw angle of the
robot and traction parameters. In every time instant, estimates are updated
and fed to the trajectory tracking controller which calculates the desired an-
gular velocity to follow the reference path given by a trajectory generator.
The desired angular and linear velocities are then sent to the Kangaroo x2
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Motion Controller as reference command signals in the form of the Pulse-
width modulation signal. The Kangaroo x2 Motion Controller functions as
the robot’s low-level controller by using feedback from encoders attached to
the motors to determine the required control signals for tracking the given
reference command signals to ensure that the robot’s desired velocities are
maintained. The Kangaroo x2 Motion Controller outputs the modified com-
mand signals to the Sabertooth Motor Controller (SMC) which correlates
the given control signals to the necessary output voltages needed by the DC
motors [29].
3.2 Camera and Light Source
Video data is acquired at 90 frames per second with a frame resolution of
640×480 pixels by the robot’s camera. The acquisition is performed with a
low-cost digital monocular RGB camera (ELPUSBFHD01M, USA) mounted
on the side of the robot chassis. The camera has a field view of 60◦. The
number of plants captured in the image depends on the distance between
the camera and plant row, as well as the spacing between adjacent plants.
In a 30 inch row, for instance, two to three corn plants normally appear in
the image. The camera has a USB 2.0 interface that connects to a Jetson
TX2 (NVIDIA, USA), an embedded module for fast and efficient deep neural
network inference. The module houses 8GB memory that is shared between
CUP and GPU, and is able to process image frames captured by the camera
in real-time.
A common inexpensive LED light source, having a 3000K color temperature
and providing 60 lumens of light, is attached on the robot chassis near the
camera position to ensure ample brightness under the dark sorghum canopy.
This is done to prevent the camera firmware from increasing the exposure
time which could cause excessive motion blur. We had no control over the












Figure 3.4: Front View of the Robot in a 76 cm row, showing placement of
the camera, light and LiDAR. Field of view of the camera is 60◦.
3.3 Data Acquisition
Video data, encoder readings (for instantaneous robot velocity estimation)
and LiDAR point cloud data (for lateral distance estimation) are acquired at
90 fps, 5 fps and 20 fps respectively. GPS data is also logged, however, GPS
accuracy varies widely under canopy, hence GPS data is not used. There
was no inertial measurement unit on the robot we utilized. All our results
are in an offline setting with data retrieved using wi-fi, however, high speed
and low computational requirements of the presented algorithms indicates
that they could be utilized onboard the robot in the future. In either case,
there is little value lost by doing off-board estimation, since the data has to
be retrieved for other purposes any way. Python 3.6 with PyTorch 0.4.0 and




In this chapter, we describe the pipeline for automatic extraction of the
important phenotypic information, stem width of crops, under high vari-
ability and clutter. The pipeline involves two phases, foreground extraction
and width estimation. We discuss three different techniques adopted for
foreground extraction. Each of the techniques have their own benefits and
drawbacks, although the last approach (??), that uses DeeplavV3+ for se-
mantic segmentation of stems, is the most robust and effective. For the next
phase, width estimation, we discuss two pipelines, both of which are seen to
be equally effective. The entire process has been described in the following
sections.
4.1 Phase 1: Foreground Extraction
4.1.1 Approach 1: Connected Component Labelling and
Polygon Approximation
This approach of foreground extraction relies solely on low level image pro-
cessing techniques, without the need of any training data. The method works
fairly well on crops at a late growth stage under well-lit or sunny conditions.
At a younger growth stage, the leaves are often captured in the foreground
because of the similarity in shapes of the leaves and stems, and heavy occlu-
sion of the stems by leaves. Figure 4.1 describes the pipeline. The steps for
this pipeline is discussed below.
1. Window Selection: A fixed sized window is defined at the left side of
each video frame and only that region is processed to extract a stem bound-





















Figure 4.1: Algorithmic Framework for Approach 1: Foreground extraction
involves window selection, a few image processing steps including edge
detection and morphological operations, and a stem detectorbased on
connected component labelling and polygon approximation
most crop fields: the stem width does not exceed 4 inches, and stems never
come closer than 3 inches to the camera lens without blur. This window size
has worked for all our validation tests, and hence we avoid using a variable-
sized window to avoid unnecessary and redundant calculations. Placement
of the window is on a side instead of the center because video frames some-
times blur towards the center due to small row spacing, in spite of the high
frame rate (90 fps) and additional lights (section 3.1). The placement of the
window is shown in (fig. 4.2). The window, placed in each frame of the raw
video, is processed to find out if an un-occluded part of the stem is visible.
The rest of the video frame does not need to be utilized, and this is done to
reduce computational overhead. Discarding the rest of the frame does not
cause any valuable information loss since the robot traverses through the en-
tire row visiting each plant one by one, so all parts of the frame pass through
the chosen window at some point in time.
2. Canny Edge Detection: In this work, we are using Canny edge de-
tection technique [7] to find out the edges as a first step of our algorithm.
This is illustrated in Figure 4.2. We have adopted this technique because
of it’s easy availability, and robustness over other available edge detection
techniques (like Sobel, Laplacian [6]).
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3. Morphological Operations: Owing to noise and variable lighting con-
ditions, the edges obtained in the previous step are often broken. We close
the edges by using morphological dilation followed by erosion [6] and invert-
ing the image (Figure 4.2). A rectangular kernel of size 25 × 3 is used for
dilation followed by a kernel size of 15 × 15 for erosion. Using a long rect-
angular kernel helps restore the horizontal width information; the vertical
gradients become distorted, which are not of significance in this application.
4. Components Removal: Connected component labeling (CCL) is per-
formed for the extraction of stem from a cluttered image (Figure 4.2). This
is performed using the skimage library in python ([17] and [49]). The com-
ponents in the image are obtained and indexed differently. Using skimage we
measure essential characteristics of each labeled component and remove the
objects that do not have the desired characteristics of a stem. For example, a
stem must have larger size than background clutter, higher eccentricity than
undesired leaf and more erect orientation than the diverging branches. We
require only the stem components which are cylindrical, and are projected
as long rectangles on the video frames. If we approximate ellipse around
them, the eccentricity of such ellipses are high(>0.8). We also provide the
constraint of orientation of 40◦ on the left and right. These three constraints
(size, eccentricity and orientation) remove most of the background clutter
and non-stem components like leaves or other objects like sign boards or
shoes of a person walking. Figure4.2 shows the cleaned up image after this
step.
5. Polygon Approximation: A rough mask of the plant stem is obtained
after the above process that is clean and devoid of unnecessary components.
To smoothen the mask, we find a convex hull of these 2D point sets using
Sklanskys algorithm [43]. This is shown in Figure 4.2.
4.1.2 Approach 2
Figures 4.3 and 4.4 show the sequential steps taken to extract stems from
the videos obtained by the robot running through the crop rows. The steps
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Figure 4.2: Sequential steps for foreground extraction. From top left to top
right: Window placement (marker with cyan); Cropped window frame;
Edge Detection on cropped window. From Bottom left to bottom right:
Dilation of edges; Erosion; Inversion of the image; Removal of unwanted
components after connected component labelling and polygon
approximation respectively.
are detailed in the following paragraphs. In spite of the fact that deep con-
volutional neural networks perform very well on image datasets, they aren’t
usable for many real world application because of lack of meaningful labels.
If a dataset lack the semantic labels necessary to detect and localize stems in
each video frame, detection and segmentation becomes very difficult. There-
fore reliance on low level image processing algorithms is inevitable. Besides,
exploiting the inherent structure of stems seem intuitive, rather than the
brute force approach of labelling thousands of images. This particular ap-
proach is more robust than the previous approach, and is able to generalize
well across different growth stages. Very little training data is required (50
images or 300 instances), in which only bounded boxes are labelled, to train
a classifier that differentiates between leaves and stems.
Background Subtraction using Optical Flow: Optical flow can be used




















Figure 4.3: Algorithmic Framework for Approach 2: Consecutive video
frames it and it+1 are used for calculating optical flow, Vx and Vy, necessary
for background subtraction. Foreground extraction involves a sequence of
image processing steps (frangi filtering and hough transform) and
classification into leaves or stems.
background. Consecutive video frames it and it+1 are used for calculating
optical flow through the PWC-Net architecture as discussed in section2.2.
The RGB colorcoded optical flow images are clustered into 2 sub-groups
based on color cues, using kmeans algorithm. The cluster with brighter color
is retained as foreground and acts as the mask for background subtraction.
Frangi Filtering: After foreground extraction from deep optical flow, the
masked video frame is passed through a frangi filter [18]. Frangi filter brings
out tube-like structure in an image, and can be exploited for stem width
extraction as described as [27].
Hough Transform: Using a straight line model of the edges of a stem,
we perform probabilistic Hough transform [24] as the next step. This step
has also been performed in [27]. After a straight line has been detected, a
small window based on the size of the line is created on either side of the line,
as described in figure 4.4. Each of the regions on either side of the line, is
masked with the foreground mask. These are the potential candidate regions
for stems.
Leaf-Stem Classifier: The previous step eliminates everything other than
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stems, most of the time. However, leaves occasionally look very similar to
stems, causing false detection. To address this, we designed a simple classifier
to eliminate the leaves. The classifier works with as low as 300 instances of
labelled leaves and stems. The idea is that the labelling can be done just by
choosing yes or no on the candidate regions proposed by the previous step.
Hence, the labelling process is simple and fast. The architecture chosen is
that of VGG16 [42] pretrained on imagenet dataset[13]. We add 3 more
convolution layers and train only the extra layers. Classification accuracy
achieved is 92% on unseen instances of leaf or stem.
Figure 4.4: Sequential steps Pixel-Width Extraction. Top left to top right:





video frame, from PWC-Net [45]; the mask obtained after dividing the
image into 2 color clusters using kmeans, and keeping only the brighter
cluster; Result of Frangi Filtering on obtained mask. Bottom left to right:
Probabilistic hough transform and the candidate lines; Candidate image
extraction after hough transform using a window size of 250 pixels;
Classification into leaf or stem
4.1.3 Approach 3: Deeplab
The previous two algorithms are lightweight and require no or very little












Figure 4.5: Algorithmic Framework for Approach 3: Foreground extraction
is performed using DeeplabV3+ architecture
tions vary significantly as the clutter, light conditions and appearance of the
plants change. The state of the art highly accurate model for semantic seg-
mentation, deeplab, is used for foreground extraction in this approach. Even
though it requires considerable amount of memory and training data, the ar-
chitecture is robust to most kinds of infield variability and clutter. In order
to utilize this architecture, we prepare a dataset comprising of 1104 video
frame containing stem and non-stem instances, each of them semantically
labelled.
Figure 4.6 shows the annotation type that we adopt. Deeplab architecture
as described in section 2.4 is pre-trained on the COCO dataset. The last layer
is trained using the prepared dataset. The entire pipeline of this approach
is portrayed in figure 4.5. Figure 4.7 shows an example of an images, the
corresponding stem masks and predicted masks after training.
We perform a study on what the optimum number of semantically la-
belled images are, in the dataset, for an acceptable performance. For this
experiment, we set aside 100 images with corresponding labelled masks as
validation images. We train the network thrice, each time with different num-
ber of random images (124, 500 and 1104 number of images). The validation
is performed on the same set of 100 images. For quantitative analysis, the
mean IOU (intersection over union) is taken as a metric for enhancement in
performance. The difference in performance is shown in figure 4.8. Figure
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Figure 4.6: A semantically labelled image from the prepared dataset to
train DeeplabV3+ architecture
Figure 4.7: From left to right: Raw Image, Labelled Mask, Mask predicted
by the network after finetuning it on 1104 labelled images
4.2 Phase 2: Width Estimation
A clean white foreground on black background is obtained after the fore-
ground extraction procedure using approach 1, 2 or 3. N imaginary hori-
zontal lines are drawn on the foreground and for each line, the number of
white pixels are recorded. This gives us the width in pixels (WPi) at N dif-
ferent locations of the stem (as shown in Figure 4.10. We have designed two
methods for the extraction of actual width from pixel width. One method is
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Figure 4.8: Mean of IOU match with the labels, when the network is being
fine-tuned on 124, 500 and 1104 images respectively. With more training
data, performance is enhanced. x-axis: Number of iterations, y-axis: mean
IOU
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(a) Accuracy across training iterations,
when training is performed with 1104
images. x-axis: iterations, y-axis:
accuracy of prediction (1 is highest)
(b) The training loss curve over
epochs. Training is performed with
1104 images. x:axis: number of epochs,
y-axis: value of the loss function
Figure 4.9: Change in accuracy and loss with each epoch. Training is done
using 1104 images
from LiDAR distance estimates (section 2.3) and the other one is from deep
optical flow (section 2.2).
4.2.1 From LiDAR Lane Estimates
The lane approximation and estimation of lateral distance from LiDAR to
crop row using a sparse 2D LiDAR is described in section 2.3. The instan-
taneous distance from the robot to the crop row under consideration (D) is
useful for width estimation from LiDAR, WL, according to equation 4.1. F










It should be noted that the LiDAR used is low cost and generates a sparse
2D point cloud. Width estimation directly from the LiDAR reading isn’t
possible based on the reflectance of the stems.
4.2.2 From Robot Velocity Estimates
Camera Motion estimation is performed using deep optical flow through
PWC-Net as described in section 2.2. Equation 4.2 show the steps for width
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Figure 4.10: Pixel Width (WPi) at N different places (N=8) of a sorghum
stem
calculation (WS) from instantaneous robot velocity estimates (VR) from en-
coder readings. VX is the average horizontal pixel velocity of the current










This optical flow approach obviates the use of complex sensors like the
RealSense or stereo camera to estimate the depth information.
WS and WL are the widths estimated from deep optical flow and LiDAR
lane estimates respectively. They are compared against each other and man-





A significant contribution of our work is in the exhaustive validation of the
presented system in biomass sorghum (Sorghum bicolor (L.) Moench) in real
fields. Experiments have been performed across all growth stages of sorghum.
We have extensively validated the last growth stage when the clutter and leaf
occlusion is the highest among all growth stages. Some experiments have
also been performed on corn. The validation experiments are described in
the following subsections.
5.1 Results from Approach 1
5.1.1 Expt 1: Comparison with agronomists
The results from approach 1 of the presented system have been compared
against all available values of manually measured plots in a 80 Acre (0.32sq.km)
experimental sorghum field (Energy Farm, Savoy, Illinois) at the last growth
stage of sorghum, when the variability of field conditions and leaf occlusion is
maximum. Approach 1 as described in 4.1.1 works well with the last growth
stage. Each 3m×3m plot consists of roughly 50 plants. A trained agronomist
(independent from the authors) used industry-standard practices to measure
the average stem-width of 20 plots dispersed across the field. The agronomist
chose 3 representative plants in each plot, and made one manual measure-
ment with vernier calipers from each of these 3 plants. This approach was
designed to enable the agronomist to accumulate a reasonable amount of data
from large fields within cost and time constraints. The industry practice is
to use the average of these 3 readings to represent the average stem width for
that plot. On the other hand, our robot traversed entirely through those 18
plots and attempted to measure stem width at multiple locations on every
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plant in the plot. This is why our system is feasible for high-throughput
plan phenotyping as opposed to standard manual practices. The comparison
of results is shown in figure 5.1. The percentage match of our algorithms
with the hand measured width by the agronomists, considering all plots, is
77% using LiDAR and 76% from optical flow width measurements. This was
solely done using Approach 1, as discussed in section 3.1. The data collected
was collected and tested in the year 2017 and a labelled dataset was not
available then.
Figure 5.1: Distribution of manual measurements, LiDAR width and
Optical flow width across 18 Plots of sorghum in Energy Farm field. The
standard industry practices for manual measurements is restricted to the
average of only three plants per plot.
There is significantly difference in measurements from our system and
hand-measurements. However, this disagreement is not surprising, since
the sparse manual measurements of the agronomist are not reflective of the
ground truth, nor do they represent the true nature of the width distributions
of plants. Manual measurements are limited by cost and time considerations.
They do not take into account the fact that the width of the plants varies
along its length significantly, so a single measurement does not reflect the
true plant width. Furthermore, the cross section of the stem is elliptical,
not circular, therefore, the placement of vernier calipers affects the measure-
ment. Figure 5.2 depicts the amount of width variation in a single plot (see
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Section 5.1.2). This lack of accuracy and rigor due to high cost of trained
manual labor is precisely the reason the industry is looking towards robotic
high-throughput phenotyping. Therefore, to evaluate our algorithm against
a true representation of the stem width, we performed Experiment 2.
5.1.2 Expt 2: Comparison with extensive hand measurements
To address the limited agronomist obtained measurements, extensive manual
measurements were performed on a representative plot (17MW0159) in the
sorghum field. 3 measurements were taken from different lengths of each
plant from one row of the plot which consisted of 32 sorghum plants. Figure
5.2 show the variation in the 32× 3 measurements.
Figure 5.2: Variation of manual measurement per plant in plot 17MW0159.
3 measurements have been taken per plant for all plants in the plot.
Standard Deviation: 6.5mm (0.256inches)
The standard deviation of such a distribution is 6.5mm (0.256 inches),
clearly showing that averaging only 3 measurements per plot (as in section
5.1.1), which is the current practice, is not very accurate. Table 5.1 shows
that the robot based predictions correlate with these exhaustive hand mea-
surements and the error is under the 8% tolerance set by a federal oversight
agency. We argue that Indeed, we our robot-based measurements are more
accurate, as all the plants from all plots are taken into account. But estab-
lishing the accuracy of such methods is extremely difficult because of lack
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of availability of actual ground truth. This is why experiment 2 has been
performed with rigorous manual measurements.
Table 5.1: Comparison of Mean, Variance and mean error (%) of estimated
width from presented system and hand measured values for plot 17MW0159
LiDAR Optical Flow Manual
Mean (mm) 21.47 23.26 20.18
Variance (mm) 3.88 7.19 1.68
Mean Error (%) 7.6189 6.5093
Figure 5.3 shows one processed video frame with histograms of width from
Optical flow, LiDAR and manual measurements.
5.2 Results from Approach 2
5.2.1 Demonstration of generalization to other crops
As summarized in the last two experiments, the presented system was ex-
tensively validated in the last growth stage of sorghum across several plots
consisting of different varieties of sorghum, at different times over a period
of days (spanning two weeks in September between 8AM and 5PM), and in
different weather conditions (under bright sun and cloud cover). We have
tested and validated our algorithm rigorously with sorghum in spite of the
lack of ground truth and field uncertainties. Accuracy with respect to hand
measured ground truth and fastness have been demonstrated. Our tests have
been performed at different hours of the day (8AM to 5PM continuously), and
in different weather conditions (under bright sun and cloud cover). However,
approach 1 couldn’t generalize well to younger crops where the leaf clutter
looks very different from the last growth stage. Therefore, we have designed
approach 2, that does fairly well on the last growth stage and also can be gen-
eralized to multiple growth stages and multiple crops like corn and sorghum.
Figure 5.4 shows the comparison of approach 1 and approach 2 on a series
of plots called BioContortia. To demonstrate robustness and generality, the
system has been tested on all growth stages of sorghum, starting from the
emergence to harvest in another experimental field of Illinois (on staggered
sorghum plots).The results have been summarized in figure 5.5. There is a
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Figure 5.3: Width estimation (in inches) for sorghum: Top row: A typical
video frame for plot 17MW0159 with window marked in cyan. WSi (red)
and WLi (yellow) are noted inside window. WS (red) and WL (yellow) are
placed at the bottom left corner. V: Instantaneous robot velocity, D: Robot
to plant distance measured by LIDAR); Bottom left to right: Distribution
of Width from Optical Flow (Farneback algorithm) across all frames in the
video; Distribution of width from LIDAR across all frames in the video;
Distribution of hand measured width for all plants in the plot
clear correlation with the industrially obtained ground truth, demonstrat-
ing the effectiveness of our system for width estimation. The average error
across all growth stages was found to be 11.15% for LiDAR based approach
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Figure 5.4: Estimated Width (mm) in y-axis vs Ground truth (mm) in
x-axis for BioContortia plots. Red denotes appproach 1, blue denotes
approach 2. The red line is where x and y are equal. It is clear that blue
dots follow the trend of the ground truth much more consistently than the
red dots.
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and 11.68% for the optical flow based approach of width estimation. Experi-
ments are also performed on corn in an experimental field of Wisconsin with
extensive hand measurements. The mean and variances of ground truth,
optical flow width and LiDAR width is shown in table 5.2.
Table 5.2: Comparison of Mean and Variances of width estimation results
for an experimental corn field in Wisconsin
LiDAR Optical Flow Manual
Mean (mm) 27.63 24.21 0.919
Variance (mm) 3.78 2.36 3.40
Mean Error (%) 18.27 3.59
Figure 5.5: Width from robot (mm) vs ground truth (mm) for Staggered
Sorghum Plots across all growth stages in 2 months, June and July. The
trend in data is followed to a good extent, except for some high values. The
high valued videos were manually seen to have significant occlusion.
5.3 Results from Approach 3
Although approach 3 is not as lightweight as the first 2 approaches, and
significant training data is required for this case, the accuracy remains more
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than 95% for most cases with this approach. Figures 5.6, 5.7, 5.8 shows some
graphical analysis of the same.
(a) Approach 2 on staggered plots.
Results deviate significantly.
(b) Approach 3 on staggered plots.
Results are more aligned to ground
truth.
Figure 5.6: Estimated Width (mm) vs Ground Truth for staggered plots
using approach 2 and 3. Approach 3 clearly performs significantly better.
The varying colours are based on specifics of plots.
Figure 5.7: Approach 3 on plots with very diverse growth stages. The trend






10 15 20 25
Approach 1 Approach 3 Approach 2
Bio-Contortia Plots: Estimated Width vs Ground Truth
Figure 5.8: Comparison of all 3 Approaches on the bio-consortia plots.
x-axis: Ground truth (mm), y-axis: Measured width (mm). Blue, red and
yellow colours indicate approaches 1, 2 and 3 respectively. The trend lines
are marked with the same colours, with the black line as x = y. The trend
line for approach 3 (yellow) shows maximum closeness to the x = y line.
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CHAPTER 6
Conclusion and Future Work
6.1 Challenges and Future Work
The presented system is robust to most variability seen in cluttered agricul-
tural fields. A few failure cases for erroneous stem width estimation occur
because of the following reasons. False classification of a few leaves into stems
often bring down the accuracy. One such example is figure 6.1 (a) where a
leaf is shown which is difficult to classify into stem or leaf even by humans.
This can be improved by increasing the size labelled dataset. Significant leaf
clutter can cause faulty lane estimation by LiDAR, thereby causing erroneous
D estimation. A few stems are missed out because they don’t fit our model
that depends on straight line approximation (hough transform). Figure 6.1
(b) shows a stem almost completely occluded by a leaf in front, there’s no
way to detect the stem in this case with the sensors we have used. Figure 6.1
(c) shows bright sunlight entering through dense sorghum canopy, causing
stems and leaves to be only partially illuminated.
Regardless, within reasonable weather and crop cover, the results from
our robot based method should yield far more accurate and rich data than
manual measurements alone.
6.2 Conclusion
We have presented an autonomous system for plant phenotyping under highly
uncertain field conditions and exhaustively validated the results with rigor-
ous ground truth measurements. This is a significant step forward in field
robotics for phenotyping applications. More labeled data and more train-
ing would further improve accuracy, generalize better and contribute signif-
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Figure 6.1: Challenges associated with agricultural fields. From left to
right: A leaf that looks like a stem causing false detection; A stem almost
completely occluded by a leaf, a situation where detection fails; Uneven
Sunlight, which is likely to output inconsistent width
icantly to high throughput plant phenotyping. Extention of this would also
help in the diagnosis of anomalies and diseases of plants, thereby enhancing
the quality of crop yield.
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