Abstract. Let ϕ be a smooth solution of the parabolic equation
Introduction
In this paper we present a general regularity result for small perturbation solutions of parabolic equations. It is a parabolic analogue to the result of [11] .
When dealing with a parabolic or elliptic equation, the classical approach to regularity is to differentiate the equation along a direction e. Then u e solves the linearized equation which is treated as a linear equation with measurable coefficients. When the equation is not uniformly elliptic, this approach requires a priori bounds on u, Du and D 2 u. On the other hand, it is possible to obtain interior estimates from a nearby regular solution. This approach has been employed in several important works such as De Giorgi's analysis of minimal surfaces (see [9] ) and Caffarelli's work on free boundary problems [2] .
Recently Savin has applied this approach to study the flat level sets in GinzburgLandau phase transitions models [10] . He has also applied this approach to analyze small perturbation solutions of general elliptic equations [11] . The result in [11] has been employed by Armstrong, Silverstre and Smart to estimate the Hausdorff dimension of the singular set of a solution to a uniformly elliptic equation [1] . It has also been applied by de Silva and Savin to study the thin one-phase problem [4] .
It seems natural and interesting to establish an analogous result to [11] for parabolic equations.
Let D represent the partial differentiation with respect to x-variables. Let Sym(n) be the space of n × n symmetric matrices equipped with standard spectral norm and Q 1 = B 1 (0) × (−1, 0]. Let F : Sym(n) × R n × R × Q 1 → R be a function defined for (M, p, z, x, t). Given a function ϕ ∈ C 2,α (Q 1 ) and a number δ > 0, let U δ (ϕ) = {(M + D 2 ϕ(x), p + Dϕ(x), z + ϕ(x), x, t) | M , |p| , |z| < δ, (x, t) ∈ Q 1 } and F [ϕ](x, t) := F (D 2 ϕ(x, t), Dϕ(x, t), ϕ(x, t), x, t).
In this paper, we shall consider parabolic equations of the form
under the following hypotheses regarding F on U δ (ϕ): H ϕ 1) F (·, p, z, x, t) is elliptic, i.e., for every (M, p, z, x, t) ∈ U δ (ϕ), F (M + N, p, z, x, t) ≥ F (M, p, z, x, t), ∀N ≥ 0.
H ϕ 2) F (·, p, z, x, t) is uniformly elliptic in U δ (ϕ), i.e., ∃ Λ ≥ 1 ≥ λ > 0 such that for all (M, p, z, x, t) ∈ U δ (ϕ), Λ N ≥ F (M + N, p, z, x, t) − F (M, p, z, x, t) ≥ λ N , ∀N ≥ 0, N ≤ δ.
H ϕ 3) ϕ is a solution to (1.1). H ϕ 4) F ∈ C 1 (U δ (ϕ)) and
where derivatives of F are taken with respect to all variables (M, p, z, x, t).
H ϕ 5) ∇ M F (derivatives of F with respect to the matrix variables M ∈ Sym(n)) have uniform continuity, i.e., there exists an increasing continuous function ω : [0, ∞) → [0, ∞) such that ω(0) = 0 and for every pair (A, p, z, x, t), (B, p, z, x, t) ∈ U δ (ϕ), ∇ M F (A, p, z, x, t) − ∇ M F (B, p, z, x, t) ≤ ω( A − B ). Note that we do not require any information about F outside U δ (ϕ). A large class of operators satisfy the above conditions, for example, the real and complex Monge-Ampère operators.
All solutions mentioned in this paper are understood in the viscosity sense (see [13] ). From now on, we refer to positive constants that depend only on (n, λ, Λ) as universal constants and positive constants that depend only on n as dimensional constants. We shall label the dependence explicitly if a constant depends on other parameters (K, δ, ω).
Next we recall the standard conventions (see [8] ). A function u defined on Q 1 is said to be C k,α with k being even if
Our main result is the following theorem.
Theorem 1.1. Suppose that F satisfies H ϕ 1) − H ϕ 5) with ϕ ≡ 0. Then for each α ∈ (0, 1), there exist positive constants (µ 0 , C 0 ) only depending on (n, λ, Λ, K, δ, ω, α) such that the following statement holds: If u is a solution to (1.1) in Q 1 and satisfies that
The above theorem is parallel to the main result in [11] with a slight refinement on the structure condition of F (D 2 F is required to be bounded in [11] ). Such a refinement in the elliptic case has been pointed out in [1] . As an immediate consequence of Thm.1.1, we have Corollary 1.2. Let α ∈ (0, 1) and ϕ ∈ C 3,α (Q 1 ). Suppose that F satisfies H ϕ 1) − H ϕ 5). Then there exist positive constants (µ 1 , C 1 ) only depending on (n, λ, Λ, K, δ, ω, α, ϕ C 3,α (Q 1 ) ) such that the following statement holds:
If u is a solution to Eq.(1.1) in Q 1 and satisfies that
The dependency of (µ 1 , C 1 ) on ϕ C 3 ,α can be effectively reduced according to the specific structure of F . For example, if F = F (M, x), only D 3 ϕ L ∞ instead of ϕ C 3,α will enter into the constant dependency in Cor.1.2.
Along the proof of Thm.1.1 we also produce some other important results. In particular, we establish the oscillation decay property for the solutions to Eq.(1.1) in the case that F : Sym(n) → R only satisfies H 0 1) − H 0 3) (see Prop.4.1).
We follow closely the method in [11] . Recall that the main ingredient of the proof there is to establish certain homogeneity of contact sets with respect to concentrated balls (Lem.2.2 in [11] ). The key step in this paper is to establish a parabolic analogue of this homogeneity. From this we deduce the oscillation decay property of solutions (Prop.4.1), based on which we may perform a blow-up argument to obtain C 2,α -regularity. Our study here also shares many similar ideas to [13] , [14] and [15] which dates back to [3] and [7] . However, our local analysis differs from [13] in techniques. Rather than working with cubes in R n and parabolic cylinders, we perform our analysis over a class of special domains -parabolic balls (Defn.2.1). A parabolic ball can be viewed as the union of parabolic cylinders with all scales. Indeed, even not used explicitly, it has been pointed out in [13] that one should view parabolic cylinders in a scaled fashion (P. 30 in [13] ). This point of view should correspond to the notion of parabolic balls used here. Although we cannot find explicit reference regarding parabolic balls in literature, we believe that similar notions have been considered by many authors.
In order to present the main idea in a transparent fashion, we shall first discuss the case that F only depends on M ∈ Sym(n), i.e., F is of the form
Then in a seperate section ( §6), we will explain how the proof can be adapted to establish Thm.1.1 in the general case.
The paper is organized as follows: In §2 we study the basic properties of parabolic balls and contact sets. In §3 the homogeneity of contact sets with respect to parabolic balls is proved. In §4 we establish the oscillation decay property of solutions. §5 is devoted to the proof of Thm.1.1 under the assumption that F is of the form (1.2). In §6 we explain how to modify the proof in §5 to establish Thm.1.1 for general setting and give the proof of Cor.1.2.
Parabolic Balls and Contact Sets
In this section we introduce the notion of parabolic balls and parabolic contact sets and list their basic properties. All distances and measures are taken to be the standard (n + 1)-dimensional Euclidean distances and Lebesgue measures. Definition 2.1. We define parabolic balls of opening θ > 0 to be domains of the following forms:
where ω n is the volume of the unit ball in R n .
Now we study some intersection properties of parabolic balls. Although these properties are established via elementary arguments, they seems not standard in the literature. Thus we shall provide more details in the proof.
Recall the standard notation of parabolic cylinders Q r (x, t) := B r (x) × (t − r 2 0 , t] and Q r = Q r (0, 0).
).
Proof. For simplicity of notations, set B , r 2 = (r 0 + r 1 − |x 1 − x 0 |)/2 and
We shall show that
satisfies all desired properties. To show i), let Proj : R n+1 → R n be the projection given by (x, t) → x and
It is easy to see that
Now, by the definition of parabolic balls,
Along with the definition of r, we have,
This proves i).
To show ii), by direct calculation, we have
By Eq.(2.2), Eq.(2.3) and assumption that θ ≥ 3/4 , we have
This proves iii).
Lemma 2.3. Let (x 0 , t 0 ) and (x 1 , t 1 ) be two points in Q 11/24 . For i = 0, 1, set
and 
For each y ∈ B r/2 (x 2 ), let s i (y) > 0 be the unique number such that (y,
It then suffices to find a lower bound of s that is independent of (x 0 , t 0 ) and (x 1 , t 1 ).
First, we estimate s 0 (y) from below. By the definition of θ 0 and s 0 (y),
.
By the choice of x 2 and the fact that y ∈ B r/2 (x 2 ), we obtain
Along with the fact that |t| ≥ (11/24) 2 , we obtain
With the same procedures, one obtains s 1 (y) ≥ 1/8, ∀y ∈ B r/2 (x 2 ). This completes the proof.
Next we establish a Vitali-type of covering lemma for parabolic balls. Consider the following construction.
Given (
Proof. We shall mimic the standard proof of the Vitali's covering lemma (see [5] Page 27). Let
We define
First, we show that G is countable. Since (x, t) ∈ D and T 0 < ∞, ∪ F B is a set with finite volume. Meanwhile, for each fixed k,
Therefore, G k must be a finite set, because it consists of disjoint parabolic balls. It follows that G is countable. 
which implies that (x, t) ∈ B(y, s). This completes the proof.
Now we move to the discussion of contact sets. We begin with some terminologies. A function P (x, t) on R n × R is called a concave parabola of opening a > 0 if it is of the form
for some point (y, s) ∈ R n × R; It is called a convex parabola if it is of the form
Let ϕ be a smooth function and u ∈ C(B 1 × R). We say that ϕ contacts u at (x, t) from below if ϕ(ξ, τ ) < u(ξ, τ ), ∀ξ ∈ B 1 , τ < t and ϕ(x, t) = u(x, t).
Similarly, we say that ϕ contacts u at (x, t) from above if ϕ(ξ, τ ) > u(ξ, τ ), ∀ξ ∈ B 1 , τ < t and ϕ(x, t) = u(x, t).
Note that we always compare the function ϕ with u in time τ ≤ t.
Definition 2.5. Let u ∈ C(B 1 × R) be a bounded function and E be a compact subset of R n × R. Given a > 0, the contact set A a (E, u) is defined as follows:
We shall write A a (E) if the indication of the function u is clear.
The following lemma is a summary of the basic properties of A a (E). The proof is straight forward, hence it is omitted.
We end up this section with a version of ABP-estimate regarding A a (E). This estimate follows an idea similar to [12] . As in the usual discussion of parabolic equations, all continuity and differentiability with respect to the t-variable are understood as the left-continuity (differentiability) if necessary. We first recall the following definition and theorem. Definition 2.7. A function u ∈ C(Q 1 ) is said to be locally uniformly semi-concave in Q 1 if for each compact subset Z, there exists a constant b > 0 such that for each (x, t) ∈ Z, there exists a convex parabola P b of opening b contacting u from above.
Theorem 2.8. If u is locally uniformly semi-concave in Q 1 , then there exists a measure-zero set N such that the following statement holds:
For each (x, t) ∈ Q 1 \ N , there exists a quadratic polynomial
Proof. Since u is locally uniformly semi-concave, for each compact subset Z, there exists b such thatũ
is concave in x and monotone in t. Thus, by applying the parabolic version of Alexandrov's differentiability theorem (see Appendix 2 of [7] , Theorem 1 on Page 444) toũ, the desired conclusion follows.
The above theorem allows one to define Du, D 2 u, u t at (x, t) ∈ Q 1 \ N . In the rest of this paper, we shall understand derivatives of u away from N in the above sense.
Here comes our version of ABP-estimate.
Lemma 2.9. Let u ∈ C(B 1 ×R) be locally uniformly semi-concave in Q 1 . Suppose that
where N is a measure-zero set.
Proof. Without loss of generality, we may assume that min
is a compact subset of Q 1 , the uniform semi-concavity allows us to find a contact parabola of opening b from above for each (x, t) ∈ A a (E). The constant b is independent of (x, t). On the other hand, by the definition of contact set, for each (x, t) ∈ A a (E), there exists (y, s) ∈ E such that P (y,s;a) contacts u at (x, t). Thus on each (x, t) ∈ A a (E), u is contacted from above and below by parabolas; therefore, u is differentiable at (x, t). By the contact condition and the assumption that A(E) lies in the interior of Q, we have (2.6)
where I n is the n × n identity matrix. Let T be the mapping that maps (x, t) to (y, s) according to Eq.(2.6). It is easy to check that T is a Lipschitz map and
Meanwhile, by the boundedness and continuity of u, for each (y, s) ∈ E, there exists (x, t) ∈ A a (E) such that P (y,s;a) contacts u at (x, t). Hence T is a surjective Lipschitz map from A a (E) to E.
Apply the Area formula, we obtain
for any measure-zero set S.
To prove the lemma, we are left to compute the Jacobian of T . Let
where N is given in Thm.2.8. Since T is Lipschitz, N has zero measure. Moreover, by (2.6), for each (x, t) ∈ A a (E) \ N ,
By the contact relation, the diagonal entries are all nonnegative. The desired estimate then follows immediately.
Homogeneity of Contact Sets
In this section we establish the main ingredient (Prop.3.1) in proving Thm.1.1.
Proposition 3.1 (Homogeneity of Contact sets). Let
and u ∈ C(B 1 ×R) be a bounded and locally uniformly semi-concave function.
Suppose that 3 4 ≤ θ ≤ 4 and
Then there exists a universal constant c 1 such that the following statement holds: For every a ∈ (0, c 0 δ) and every B θ T 1
We shall need several lemmas to prove Prop.3.1. All lemmas in this section are stated under the assumptions of Prop.3.1.
Proof. Argue by contradiction. Otherwise, there exists a direction e such that M > (a + δ)e ⊗ e − aI.
This leads to a contradiction by the choice of c 0 .
Proof. By Lem.2.9, it suffices to control
be the quadratic polynomial given by Thm.2.8. By the contact relation,
For every > 0,
contacts u from below at some point in B r (x) × (t − r 2 , t] with some small r depending on . By the definition of viscosity super-solution,
Let Ca be the largest eigenvalue of M and e be the corresponding eigenvector. By Lem.3.2, (Ca − ) ≤ δ. Then by H 0 1), H 0 2) and H 0 3),
Let tend to 0, we obtain D 2 u(x, t) ≤ Λn/λa.
On the other hand,
Combine the above two estimates, we obtain that for each (x, t) ∈ A a (E) \ N ,
The desired estimate follows. s 1 ;a) be the corresponding contact parabola. Let Q r (x 2 , t 2 ) be the cylinder given in Lem.2.2 with respect to (x 0 , t 0 ) and (x 1 , t 1 ). Then there exists a point (y 0 , s 0 ) ∈ Q r/4 (x 2 , t 2 ) such that
Proof. We shall perform a barrier argument. Recall from Lem.2.2 that r ≥ γ T 1 /θ where γ = (
Then it is easy to check that
We shall show that the desired point (y 0 , s 0 ) occurs in B 2 ∩ {t ≤ t 2 }. Up to a translation of coordinates, we may assume that x 2 = 0, t 2 − δT 1 = 0. Consider the following function
where C , β 1 , β 2 are constants to be determined. By direct calculation, we have
x ⊗ x t − 2β 2 I n e −β 2 ρ , and
First choose β 2 = max{α −1 + 1, Λn/λ}, then choose
and finally choose C = (n + 1)e β 2 α −1 .
By the choice of c 0 and the assumption that a ≤ c 0 δ, we have
Let ψ = P 1 + ϕ. The above choice of constants (only depending on n, λ, Λ) ensures that
Then by definition of a viscosity solution, the minimum of u − ψ has to occur on ∂ B 2 ∩ {δT 1 ≤ t < T 1 (1/2 + δ)}. On other hand,
So the minimum of u − ψ has to occur on B 3 ∩ {t = δT 1 } and the minimum value is negative. Let (y 0 , s 0 ) be the minimum point, then
The desired estimate follows from the explicit expression of ϕ. 
First of all, we observe that the opening of p y,s is C + 1 with C = 2 20 C. Set δ = 1/(C + 1), then the vertex (ỹ,s) of p y,s is given bỹ
LetẼ be the set of vertexes of parabolas {p y,s | (y, s) ∈ B ) under the bijective mapping (y, s) → (ỹ,s). Therefore,
) .
Next, we claim that
To show the claim, we need the following two observations: i) Note that
Thus, by Lem.3.4,
Therefore, p y,s contacts u before time s 0 . ii) Note that 
Finally, by the explicit formula of (ỹ,s), it is easy to see thatẼ ⊂ Q 1 , hence
The desired estimate follows by choosing c 1 according to n, c 2 and C .
By a covering argument, Prop.3.1 implies the following proposition. Assume that a ∈ (0, c 0 δ), (x 0 , t 0 ) ∈ A a (Q 1 ), 3 4 ≤ θ ≤ 4 and
Then for all k ∈ N satisfying c −k
where η 2 is given in Eq.(2.5).
Proof. We prove by induction on k. For simplicity of notations, let A a = A a (Q 1 ). The case that k = 0 is trivial. Assume that the statement is valid for k, we need to deduce the case for k + 1.
On other other hand, we may apply Prop.3.1 to each B i and obtain
Combine these two, we have
The desired estimate then follows immediately.
Decay of Oscillation
In this section, we prove that the oscillation of u decays under suitable conditions (Prop.4.1). This fact will allow us to reach higher regularity via a blow-up argument.
where ν 0 is a universal constant.
The proof is divided into several lemmas. First, we recall the sup-inf convolution (see Sec.8 in [6] ).
Suppose that u satisfies
Then u is locally semi-concave and for every compact subset Z ⊂ Q 1 , there exists depending on (Z, u) such that
where
Moreover, if F satisfies any of H 0 1) − H 0 3), so does F .
Next we prove that the oscillation of a supersolution decays in measure.
Lemma 4.3. Let u ∈ C(Q 1 ) and
Given (y 0 , s 0 ) ∈ Q 1/3 and ν ∈ (0, 1) such that
Then there exists (x 0 , t 0 ) ∈ Q 11/24 such that for all k ∈ N satisfying 8 2 νc
Proof. Extend u continuously to B 1 × R with the same bounds. Let γ = min Q 1 u and δ = osc Q 1 u. Observe that the conditions and conclusions of Lem.4.3 are stable under uniform limit, then by virtue of Lem.4.2, we may assume that u is locally semi-concave in Q 1 . Let a = 8 2 νδ , consider
; the choice of θ 0 ensures that 3 4 ≤ θ 0 ≤ 4. Apply Lem.3.6, we obtain that
Lem.4.3 then follows from the observation that if (x, t) ∈
Proof of Prop.4.1. Let γ = min Q 1 u, Γ = max Q 1 u and δ = osc Q 1 u. Let ν 0 be a universal constant to be specified later.
Suppose that there exists (y 0 , s 0 ) ∈ Q 1/3 such that
We need to rule out the existence of a point (y 1 , s 1 ) such that 3) and (x 0 , t 0 ) ∈ Q 11/24 such that
On the other hand, apply Lem.4.3 to Γ − u and
we obtain that there exists (x 1 , t 1 ) ∈ Q 11/24 ,
First take k such that 
which is impossible.
where α 0 is a universal constant.
Proof. Apply Prop.4.1 to
we see that
Inductively apply this result, we obtain that
Then by taking α 0 = − log(1 − ν 0 )/ log 3, we obtain that
The desired estimates then follows from (4.5).
5. Proof of Thm.1.1
Upon obtaining Prop.4.1 and Cor.4.4, one can follow the proof in [11] line by line to deduce Thm.1.1. Here we present a slightly different argument for readers' convenience.
First, we recall the underlying idea: Let u = v, then in the formal sense
and v solves the linear heat equation with constant coefficients. Therefore, v and thus u should be regular. This formal argument will be made rigorous via a compactness argument. Next, we recall the following elementary fact.
Lemma 5.1. Let u ∈ C(Q 1 ). Suppose that there exist positive constants (σ, r 0 , C) such that for every (x, t) ∈ Q 1/2 , there exists a polynomial
, ∀k ∈ N.
Then u ∈ C 2,α (Q 1/2 ) and
Thm.1.1 is a direct consequence of the following proposition.
Proposition 5.2. For each α ∈ (0, 1), there exists a small constant r 0 only depending on (δ, K, ω, n, λ, Λ, α) such that the following statement holds: For every r < r 0 and every solution u to Eq.(1.1) with F satisfying H 0 1)−H 0 5), if there exists a polynomial
then there exists another polynomial P M ,p ,z ,β with
where C, σ are universal constants and shall be specified in the proof.
We first complete the proof of Thm.1.1 by assuming Prop.5.2.
Proof of Thm.1.1. Modulo translations of coordinates, by virtue of Lem.5.1, it suffices to findr 0 and a sequence of quadratic polynomials We shall construct the polynomials by induction. When k = 0, let P 0 = 0. Assume that we have constructed P k , then the existence of P k+1 with the desired properties follows immediately from Prop.5.2. This completes the proof. Now we are left to prove Prop.5.2. In this section, we shall consider the case that F only depends on M ∈ Sym(n). The proof for general F shall be discussed in the next section.
Proof of Prop.5.2 for special F . Let w : Q 1 → R be the function such that u(rx, r 2 t) = P M,p,z,β (rx, r 2 t) + r 2+α w(rx, r 2 t).
Then w satisfies the following equatioñ
Note thatF satisfies H 0 1) − H 0 3) withδ = r −α δ and w L ∞ ≤ 1. Hence w satisfies (5.2) osc
where α 0 is the universal constant given in Cor.4.4. Now solve the following linear problem
where ∂ p Q 1 is the standard parabolic boundary. Since w satisfies (5.2) on Q 3/4 and thus on ∂ p Q 3/4 , by linear theory, we conclude that Meanwhile, by linear theory, in Q 3/4− ,
Hence, by takingP =PM ,p,z,β to be the Taylor expansion of h at (0, 0),
Next we control the difference between w and h in Q 3/4− by maximum principle (equivalently, the definition of viscosity solutions). Consider
By taking r small enough such that (5.6) r α (C/ 2 + µ) < δ/2, we have
By choosing r small enough such that (5.7)C 2 ω(r α / 2 ) < λnµ,
we obtain thatF
Meanwhile, by (5.5) we have
Therefore, by the maximum principle,
Then, it follows that w −P L ∞ (Qσ) ≤ µ + 4 α 0 +Cσ 3 .
Next, we need to give a slight modification ofP becauseF (M ) −β may not equal 0. Introduce a new parameter s. Note that if r −α s < δ/2, theñ F (M + sI) −β ≤ nΛs +C 2 ω(r α (C/ 2 + s)) andF (M + sI) −β ≥ λs −C 2 ω(r α (C/ 2 + s)).
Thus, by varying s,F (M + sI) −β changes sign. Therefore, there exists s 0 such thatF (M + s 0 I) −β = 0. Moreover, the above two inequalities also show that s 0 → 0 when r → 0. Now, we first choose σ universal such that . Finally, we take r 0 small enough so that s 0 ≤ σ α /4.
In this way, we obtain that w − (P + s 0 |x| 2 /2) L ∞ (Qσ) ≤ σ 2+α with M , |p| , |z| , β ≤ C universal.
The proof is completed by taking P (x, t) := P (x, t) + r 2+α P x r , t r 2 + s 0 2
x r 2 .
6. Adaption to Prove Prop.5.2 for general F Now we explain how the above proof can be modified to establish Prop.5.2 in general setting.
From the proof in §5, we see that the only property about w that we have used is the oscillation decay property (Prop.4.1 and its corollary). In the case that F depends on more variables, we can generalize Prop.4.1 to the following form. Before proving Prop.6.1, we first explain how it leads to the proof of Prop.5.2 in the case that F depends on more variables.
Proof of Prop.5.2 for general F . One simply follows the argument in §5. Consider
where w is given by u(rx, r 2 t) = P M,p,z,β (rx, r 2 t) + r 2+α w(x, t)
