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7. COMMUNICATIONS LINK CONSIDERATIONS
This section addresses the considerations pertinent to proper link
design and selection. The basic approach to the section is to review and/or
develop the following:
• Projected requirements, including bit rates, types of service,
data perishability and data quality
• Current capabilities and constraints, including frequency
allocations and bandwidths, CCIR limits on interference,
STDN, TDRSS and NASCOM
• Basic system considerations and major subsystem characteristics
and options. This section represents the bulk of the task, and
includes the basic data required for preliminary system synthesis
• Conclusions and recommendations.
The major subtasks of the study plan, listed below, are included in
the above areas in the indicated section of this report.
• Choice of rf frequency for each link considering government
a	 allocations, application, bandwidth, propagation conditions,and ease of power generation, radiation and reception.(Section 7. 1)
• Power budgets for each link with parametric relationships
between: power generated, on-board antenna gain, ground
antenna gain, receiving system noise temperatures and data
rates. (Section 7.3 and 7.4)
• On-board rf power sources considering efficiency, level of
output, ease of modulation, reliability, etc. (Section 7. 3.3)
• Modulation techniques relating the ratio between data rate and
bandwidth with communication efficiency, ease of generation
and ease of detection. (Section 7. 3, 1)
• On-board antennas relating gain and pointability to size, weight
and influence on other system characteristics such as space-
craft pointing accuracy, ease of integration and checkout,
shading of solar arrays, etc. (Section 7. 3. 3)
s Ground receiving equipment including antennas, receivers,
and demodulators; specifically developing cost and installation
data as a function of sensitivity and level of performance.(Section 7. 3. b)
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m Laser communication possibilities with emphasis on their
application and feasibility for the various links of the paths
covered in the routing analysis. (Section 7. 3. 5)
• Point to point ground communications for getting data from
receiving stations to the processing center, including wide-
band band lines and communication satellites. (Section 7. 3. 6)
Seven possible ERS communication frequencies have been identi-
fied at L-, S-, X-, K-, KU-, V-, and W-bands. The S-, K-, and Ku-
band links are established consistent with STDN (spacecraft tracking and
data network) service allocations. Link power budgets have been per-
formed for four low altitude orbits (possible mission orbits) and a
synchronous orbit and for four of the seven frequencies. These are at
S-, X-, Ku-, and K-bands. All link evaluations have been performed
on the basis of digital communication techniques, including link evaluation
with ground receiver systems of the simplest variety and the best, and at
each of the four frequencies.
For missions using low orbits, a means by which determination of
the satellite contact time as a function of satellite elevation angle and
tracking angle has also been provided.
The RF power source evaluation includes both microwave semicon-
ductors as well as travelling wave tube (TWT) devices. Charts are pre-
sented giving current status in terms of efficiency and power output for
Gunn, Trapatt. Impatt, and LSA semiconductor devices. CW TWT devices
of the conventional line as well as the new miniature TWT's have been
evaluated. The latter has some promising size and weight advantages due
to the use of samarium-cobalt magnets. This recent technology addition
has some exciting possibilities and is considered as part of the RF power
source discussion.
As mentioned, link power budgets are worked on the basis of using
high-data rate digital communication techniques. One of the newest 	 3
modulation techniques that has been undergoing concentrated evaluation
in the past few years is amplitude-phase keying (APK). This technique
and its relative merits is described in Appendix B . A second technique
also considered is called pulse amplitude phase modulation (PAPM) 	
:J(Appendix C). This modulation technique when coupled with the high-energy
short-pulse characteristics of Gunn, I.mpatt, or LSA semiconductor devices,	 t
F7-Z	
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opens new and exciting possibilities by which communication links can be
worked using analog pulse techniques.
On-board spacecraft antenna considerations include reflectors,
optical lenses, spherical lenses, constrained lenses, beam forming array
matrices, self-phasing and adaptive arrays and their relative advantages
with respect to spacecraft stabilization, coverage, pointing control, and
bandwidth.
The technical problem of establishing a ground station receiving
system is considered as part of the link power budget problem already
discussed. The problem is considered on the basis of using a 85- or
30-foot antenna already available at many of the STDN stations. A 12. 5-
foot antenna is included in this evaluation to serve for the higher link fre-
quencies. A second aspect of the ground receiving problem is cost. This
problem has been considered from three points of view. These include the
cost of the antenna that may not be applicable in most cases except for the
smallest U. 5-foot antenna. The preamplifier cost analysis, which has to
be considered at most tracking centers, has been treated for the most
sophisticated receivers, such as a maser, to the most conventional including
TWT's and a tunnel diode amplifiers. A means by which cost optimiza-
tion as a function of G/T and frequency has also been included.
Optical laser systems are considered for atomic gas, solid-state
and molecular gas laser sources. Appendix F gives curves by which
clear day attenuation can be determined as a function of source wave-
length. Evaluation of optical links for point-to-point ground communica-
tion has also been considered, including charts giving the maximum laser
power, required receiver sensitivity, and waveguide loss and loss margin
(see Section 7. b).
The combination of PAPM modulation techniques and state-of-the-
art RF power source technology in the Gunn, Trapatt, Impatt, and LSA
device area requires exploring. The literature search performed as part
of this report revealed little information indicating work done in this area.
The cost of ground station receiving equipment, presented as part
of this report, is believed to have merit but is based upon information
and reports which are approximately three years old. An area of
specialized interest might include updating this information and extending
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it into future years based upon cost-year extrapolation. Some information
was found indicating the R&D work in the azea of optical communications.
These reports dealt with current day link communication problems
associated with laser communication technology. However, it is felt that
most of these were superficial and/or only partially complete in their
presentation and this area is one in which useful evaluation of current and
projected technology could be performed.
7. 1 Summary of Projected Regyiireme nts
Sections 2, 3 and 4 develop the communications requirements, in
terms of mission parameters, orbit altitudes, sensors, real time data
rates, and data perishability. Key elements of these requirements are
listed in Table 7-1. The maximum data rates shown range from 0.6 Mbps
to 728 Mbps, and represent the total real time data acquisition rate from
all on-board sensors. Fig-a a 7-1, shows the projected real time data
acquisition rate for each mission, plotted against launch date. As one
would expect, there is a gradual increase in data rates, with an upper bound
represented by the solid curve, and a lower bound represented by the
dashed curve.
Ii
F,
A word of caution about data rates is in order. Table 7-1, and
Figure 7-1 present maximum real time sensor acquisition rates, and not
necessarily the probable communication rates. Depending on the on-
board processing and storage capacity, orbit parameters, and perishability,
one could expect the actual communications rates to ;nary up or down from
sensor acquisition rates. This will also be proportional to the ratio of time
the sensors are operating to the tim= the satellite is actually transmitting
sensor data. Thus, a mission which continually gathers data that is only
retransmitted when the satellite is in view of a ground station would have
a higher data rate, whereas the reverse could be true of one that gathers
data over a brief period of time.
Figure 7-2 illustrates four possible transmission modes:
1)Real time transmission to STDN (further described in Section
7.2.2).
2) Store and forward to STDN.
The maximum STDN bit rate is 30 mb.LL/sec. The maximum TDRSS bit
!	 rate is 300 orbit/sec.
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k	 3) Data relay via TDRSS (maximum STDN bit rate is 30 Mbps,
maximum TDRSS bit rate is 300 Mbps)
4) Transmission to a local user station.
The data rate for missions employing real time transmission
(Mode i and 3, possibly 4) will be the same as the sensor acquisition
i
rate, modified by on-board processing, and limited by the channel
capacity. The data rate for Mode 2 (and possibly 4) may be greater or 	 I
iless than the sensor acquisition rate, and is limited by the data acquired iduring the orbit, the record/playback rate of the onboard recorders, and
the time the satellite is in view of the ground station and able to communi-
cate (contact time). i
i	 The feasibility of evening-out the data load by using on-board re-
corders, of course also depends on the perishability of the data. Figurei
1	 7,-3 illustrates data perishability and suggests that sore data can be delayed
on all but the geosynchronous Missions 5 and 8. 	 9
REAL
TIME
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Recorder storaje/playback capabilities are reviewed in Section.
Of concern here, however, is that near-term transports provide up to
100 channels at playback rates up to 2. 5 Mbps, for a maximum capacity
of 250 Mbps/, Projected pre--1980 capabilities will be limited to 300 Mbps.
Thus, it would be desirable to design for a maximum record/playback
rate of 300 Mbps, which incidentally is also the maximum data rate of the
STDN/TDRSS system. With this in mind, required transmission times
in minutes per orbit are indicated in Table 7-i. Other tunes - can be
computed from Figure 7-4. Available contact times are reviewed in
Section 7. 2.4
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7.2 Current Capabilities and Constraints
7. Z. 1 Satellite Frequency Channel Allocations
The sources considered in the establishment of communication bands
	
f th
	
th	 1	 hor a ear exp Oration researc satellite service, include the recent
World Administrative Radio Conference on Space Telecommunications
(WARC) held in Geneva, the FCC Rules and. Regulations, Volume 2,
September 1972; and the Spaceflight Tracking and Data Network (STDN)
	
^l
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jplans as given for the 1979 to 1985 timeframe. The frequency allocations
established by the June/July 1971 WARC are planned to be effective by
1 January 1973,	 g
A number of bands were determined, running between 1. 5 and 66
GHz and these are listed. in Table 7. 2. They include seven new earth ex-
ploration frequencies at L-, S-, X-, K-, V- and W-bands. Two are
found at X-band. Forward and return link STDN service frequencies
have been identified at S-band and Mu-band.
1Table 7-2, Space Telecommunication
Frequency Allocations (1971)
Frequency Band(G14z) Bandwidth(MHz) Service
1. SZ5 to 1. 535 10 Space operation (telernetering)
Earth exploration satellite
1.750 to 1. 850 too S-band return (STDN service alleca-
t ion )
3. 025 to 2. 120 95 S-band forward (STDN service alloca-
tion)
Space research service
Earth exploration satellite
Z00 to 2. 300 100 S-band downlink (STDN service alloca-
tion)
8. 025 to S. 175 150 Earth exploration satellite
Fixed, fixed satellite
Mobile
S. 175 to 8. 215 40 Fixed, fixed satellite
Meteorological
Mobile
8. 215 to 8. 400 185 Earth exploration satellite
Fixed, fixed satellite
Mobile
13. 400 to 14. 000 600 Ku-band return (STDN service alloca-
tion)
14, 400 to 14, 485 85 Government space research service
Fixed satellite
Mobile
14. 515 to 15. 350 835 Government space research service
Fixed satellite
Mobile
14. 600 to 15. 200 600 Ks-band forward (STDN service allo-
cation)
21. 200 to ZZ, 000 800 Satellite space research
Earth exploration
51. 000 to 52. 000 1000 satellite space research
Earth exploration
65. 000 to 66. 000 1000 Satellite space research
Earth exploration
For the purposes of this study, frequencies s
consideration are 2.2 GHz, 8. 5 GHz, 13.7 GHz; 21
66 GHz,
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Figure 7--5 illustxates the present trend of allocating increasing
bandwidths at the higher frequencies. Missions i, Z, 3 and 6 will require
data rates in excess of 100 Mbps, thus must look to the use of X-band
(EOS), Ku-band (STDN/TDRSS) or higher frequencies.
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Figure 7-5. Allocated Bandwidth Versus
Operating Frequency
7. Z. Z Satellite Tracking and Data Network (STDN) and the Tracking
and Data Relay Satellite Systems (TDRSS)
The STDN is composed of the facilities of two previously independent
networks: The Space Tracking and Data Acquisition Network (STADAN)
and the Manned Space Flight Network (MSFN). The STADAN was used
primarily for unmanned spacecraft support while the MSFN was designed
and equipped to support the U. S. manned flight programs.
Existing network equipment iFS being relocated in order to minimize
the number of required stations without degrading coverage capability.
The former STADAN stations at Fort Myers, Florida, has been closed; a
former MSFN station at Honeysuckle Creek, Australia, has been trans-
ferred to the 3PL for use in support of deep space missions. The station.
at Corpus Christi, Texas, has recently closed. Carnarvon, Australia, and
Johannesburg, South Africa, are scheduled to be closed in 1974 and 1975,
respectively. The resulting network will consist of 15 stations shown in
Figure 7-6.
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Future planning for the STDN includes the implementation of a
Tracking and Data Relay Satellite System (TDRSS) in geosynchronous orbit
into the STDN to provide service to payloads in low earth orbit. After the
third TDRSS (including an in-orbit spare) is operational, plans include
reducing the number of earth tracking stations in the STDN. Figure 7-7
shows a tentative configuration of the STDN with TDRSS. It is presently
planned to reduce the STDN from 15 sites to the 7-8 station configuration.
Figure 7-7 and 7-8 also show a proposed configuration of the TDRSS,
consisting of two geosynchronous relay satellites, 130 degrees apart in
longitude, and a ground station facility planned to be located at White
Sands, New Mexico. Coverage is such that real time data support will be
provided to satellites orbiting between 120 km and 5000 km, with coverage
below 1200 km -reduced somewhat due to a small shadow zone, as illus-
trated in Figure 7-8b.
In combination, the TDRSS will provide primary support to low
earth orbit payloads (below 5000 km) while the remote STDN sites will
provide primary support to medium and high altitude payloads (above
5000 km).
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ij	 Characteristics of the STDN and TDRSS networks are presented
E
in detail in references 29 through 33. Table 7-3 and 7-4 summarize the
more important details. Frequency coverage is essentially S-band (2.2
to 2.3 GHz), and Ku-band from 13.4 to 15. 25 GHz, according to
Figure 7-9.
Table 7-3. STDN Data Handling Capabilities (Without TDRSS)
S-Sand (Z. 200 GHz - Z. 300 GHQ
Telemetry Data
Receive, demodulate, bit synchronize, format and record - 1
Receive, demodulate, and bit synchronize - 5 mbps
Receive - up to 30 mbps (depending on modulation technique)
NASGOM point-to-Point Communications
56 kbps minimum from earth site (50 kbps minimum real-
time telemetry transmission capability)
Coverage
30 percent maximum (present network)
Ku-Band (13.4 - 14. 0 GHz)
Selected sites by January 1978
Future Network Utilization
Post-1978 STDN will provide primary support to medium and
high altitude (above 500 km) payloads
S-band support with 85-foot antennas is available at Alaska, Rosman,
Orroral, Madrid, and Goldstone. S-band support with 40-foot antennas
is available at Tananarive and Alaska. S-band support with 30-foot S-band
antennas is available at Merritt Island, Bermuda, Goldstone and the
Vanguard (ship). Ku-band support will be implemented at selected STDN
sites for wideband data use.
Table 7-4. TDRSS Data Handling Capabilities
S-Band (2.200 - 2. 300 GHz)
-	
Multiple access antenna system up to 100 kbpe (maximum 20
simultaneous users)
Single access antenna system up to 5 mbps (maximum 2
simultaneous users)
Ku-Band (13.4 - 14.0 GHz U21ink. 14.6 to 15.25 GHz return link)
Single. access antenna system up to 300 mbps (only one Ku-band
user per TDRS if user's data rate exceeds 50 mbps (Biphase))
1.344 mbps from ground station (White Sands, New Mexico)
to GSFC, redundant links, diverse routed
Payload Support Function
Will provide primary support to low earth orbit payloads(below 500 im)
85 percent (Minimum)
t
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Althwzab. the TDRSS will have both multiple-access and single-
access channelization, anticipated data rates are such that the single-
access made will be of primary interest. Achievable data rates versus
user EIRP are presented in Figure 7-10 for both the STDN and TDRS
systems.
-10	 0	 10	 20	 40	 so	 6%,
EIRP (DBW)
Figure 7-10. Achievable STEIN and TDRSS Data Rate
versus EIRP
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7. 2. 3 National Aeronautics and Space Administration Communications
Network
3
The National Aeronautics and Space Administration Communica-
tions Network (NASCOM) is a global system established and operated by
NASA to provide long-line operational communications support of all NASA
projects. NASCOM provides voice, data, and teletype communications
between all ground tracking and data acquisition stations and the appro-
priate operations and control centers. It also provides for television
and other wideband transmissions from selected stations. The network
includes land lines, submarine cables, microwave and satellite links, and
necessary terminal and switching facilities. In general, geographically
diverse routes have been established from each station where possible so
that no total communications loss will occur if the primary route fails.
Voice/Data Circuits. NASCOM provides a system of full period
leased voice circuits (nominal 3-kHz bandwidth) to virtually all stations
and terminal points in the NASCOM network. Essentially all voice/data
circuits are routed either directly to the GSFG Switching, Con€erenci.ng ,
and Monitoring Arrangement (SCAMA) or through various overseas
NASCOM switching centers where conferencing, monitoring, and test
facilities are available. Ths voice links interface with Air-to-ground
(A-G) voice equipment at manned flight support spacecraft voice com-
munications in addition to the general mission support services.
i
	
	 High speed data modem (modulator-demodulator) sets are provided
at all STDN and DSN stations. Modems at STDN stations operate at
F
7200 b/sec for transmission of telemetry data, and operate at 2400
b/sec (different modems) for transmission of high-speed tracking data.
Channels to the DSN stations operate at 4800 b/sec. Analog data may
also be transmitted over the 3-kHz voice/data lines either directly or
using multiplex equipment.
Wideband Systems . Wideband communication links currently exist
between GSFC and several STDN stations, and between GSFC and JSC.
Group bandwidth (48 kHz) channels connect GSFC with Fairbanks, Madrid,
Orroral, and with the MCC at JSC. Rosman is connected to GSFC by a
wideband link with t. 5 MHz total available bandwidth (not continuous) in 	 t
addition to a two-way 20.-kHz wideband channel.
7-t5
Generally, these circuits are capable of operating in a variety of
modes to accommodate varying requirements. Typically a 48-kHz circuit
can carry 25.5 kb/sec of data along with four voice bandwidth channels,
or as with the three 48-kHz circuits to JSC, 50 kb/sec of data.
7.2.4 Available Communications Time
The time available for transmitting data directly to a ground site
will be influenced by the time the satellite is in view of the ground stations
and higher than a minimum elevation angle above the horizon. The former
is influenced by the satellite orbit altitude, and the offset angle, or angle
of closest approach to the zenith of the ground station, as illustrated in
Figure 7-i.1 for elevation angles of 5 degrees and 15 degrees. Figures
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Figure 7 . 11. Ground Station Coverage Considerations
7-i2a and 7-12d indicate the time the spacecraft are above a minimum
elevation angle at altitudes of 707, 852, 1146 and 1852 km for offset angles
up to 24 degrees. Note that the available transmission time is often as 	 S
little as five minutes for offset angles of 2i or 24 degrees and minimum
elevation angles on the order of 5 to 15 degre°s.
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The minimum elevation angle is influenced by several factors,
including CCIR limits on permissable flax density, atmospheric and
other attenuation, rxultipath effects and antenna sensitivity. Flux
density effects are reviewed in the next section. Weather effects are
reviewed in Section 7.2.6 and In Appendix A. It is worth noting here,
however, that atmospheric, cloud and rain losses become more severe
with increasing frequency. At 8.2 GHz, the atmospheric and cloud
losses without rain are not too severe above 5 degrees. However at
13.7 GHz, atmospheric losses alone rise to 3 db at 5 degrees, and at
2 1. 6 GHz they are as high as 15 db. Rain and cloud losses at 13.7
or 21.6 GHz can be on the order of ten's of decibels at 5 degree elevation.
Multi.path influences the minimum acceptable elevation angle by
virtue of the deep nulls that occur when the reflected rays phase cancel
the direct rays. The severity of the effect is influenced by the pattern of
the ground receiving antenna, the nature of the terrain in the vicinity of
the antenna, and the modulation. Multipath is the subject for a large study,
in and of itself. However, as a rule of thumb, there will be few multi-
path problems if the bottom of the main beam of the antenna is above ther	 }
tangert to the earth. The beam width of an 85-foot parabolic antenna is
0. 4 degree at Z. 2 GHz, that of a 30-foot parabolic is 0. 3 degree at 8. 2
GHz, and that of a 12. 5-foot parabolic is 0.4 degree at 14 GHz. Since
the first antenna null occurs approximately one beamwidth from bore-
sight, multipath should present few limitations.
A final, very important limiting factor is the impact of terrain
generated noise on the sensitivity of ground receiving systems. As the
antennas are depressed, the lower atmosphere and terrain generated
noise sources are included within the main beam and sidelobes, thus
raising the effective antenna temperature. This is reviewed in
Section 7. 3. 6.
In summary, it is evident that there are a number of factors
inhibiting successful communications at low elevation angles and
thus restricting available communications time. This in turn increases
the required data rate during the portion of the orbit when communications
can be established. It is for these reasons that a system design must
occasionally be iterated, with parameters adjusted to allow for contact
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time variations. Occasionally, it will be necessary to restrict the data
rate, or to use an alternate path such as will be afforded by the TDRSS.
7.2.5 Interference and CCIR Limits
A major factor limiting satellite ERP is the power limitation es-
tablished by international agreement and published in the form of CCIR
rules. At present, the maximum flux density produced at the earth's
surface by a satellite transmitter is as illustrated in Figure 7-13. Figure
7-14 illustrates the maximum allowable ERP permitted, as a function of
slant range, bandwidth and satellite elevation angle, assuming no excess
path attenuation caused by atmospheric absorption or weather.
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It is interesting to compare allowable flux density with receiver
noise temperature. For example, the maximum energy intercepted by
a one meter square antenna at a low elevation angle of 5 degrees, is
- 154 dbw/4 kHz at S-band. This corresponds to -190 dbw/Hz which
compares to kTB = 204 dbw for a one Hertz bandwidth when T is 2900K.
Although the margin is 14 6b, much of this would be required to overcome
receiver noise figure and demodulation thresholds. It is apparent that
one is driven to providing more sensitive receiving system with larger
ante.1n4 s, lower equivalent noise temperatures and to use increased
modulation bandwidths when possible.
7.2.6 Atmospheric Absorption and Weather Losses
Atmospheric absorption and weather effects worsen with increased
frequency, and with the length of the path passing through the atmosphere,
clouds or rain storms. Inasmuch as the slant path length increases for
low elevations anglef, excess attentuation can vary considerably as the
satellite rises from the horizon to directly overhead. This is illustrated
by Figures 7-15 a - d for Z. Z, 8. Z, 13. 7 and 21. 6 GHz. Specific rainfall
rates to be used will depend on outage requirements in terms of permissible
link-downtime, and the geographical location of the ground terminal. An
example of the cumulative distribution of rainfall rates is provided in
Figure 7-16.
It is readily apparent that weather and atmospheric losses will have
a significant impact on the minimum usable elevation for frequencies
above 8.2 GHz. Factors influencing weather effects are reviewed further
in Appendix A.
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I7. 3. i System Overview
In general, one is concerned with communicating a given number of
information bits over a lank with no worse than a specified error rate.
For each of the many modulation formats, when the received noise is
gaussion, the bit error rates (BER) may be related to the ratio of the
received energy per bit (E b) to noise spectral energy density (No). Thus
the starting point in the power budget derivation is to select a modulation
format and maximum acceptable bit error rate. With these parameters,
one is able to determine a minimum acceptable value of E  /No.
Let	 E  = Energy per information bit
Pr = Received energy/second
R 1 = Information bits/secor.6
N O = Received spectral noise density.
Then
E 	 =
No
=
Pr
R1 No
PtGtGr
Rl k Teq Lp
Where G 	 = Transmitting antenna gain
Gr
	= Receiving antenna gain
L	 =P Path losses
k	 = Boltzman's constant
T eq = Equivalent antenna temperature.
But Eb /N o
 must exceed Eb IN 0 (threshold) by a safety factor, or margin,
in order to provide reliable communications over the majority of operating
conditions. If we denote the margin by m (where rn> i ), we have
Eb T Pt
 Gt
 Gr	must m Eb
N Q	Rl k Teq Lp	 7	 No Threshold	 (i )
I
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Rearranging
(Pt Gt) . G 
	
must	 Eb	 (m L p ) (mi l ) (2)
Teq	 No Threshold
Thus the major factors influencing link design are revealed as:
E 	 =	 the threshold condition for a given bit error rate
N TH	 (BER). This is influenced by acceptable BER,
o
	
	
modulation format, coding and implementation losses.
These are reviewed in Sections 7.3.2 and 7.4. 1.
Pt
 G 	 - EIRP, or effective isotropic radiated power. This is
a spacecraft design variable governed by the choice
of transmitter power and spacecraft antenna. These
factors are reviewed in Section 7. 3. 3 and 7. 3.4.
or	 = Equivalent ground receiving antenna system figure
Teq	 of merit. This is governed by the ground antenna
and preamplifier noise temperatures, and is re-
viewed in Sections 7. 3.6 and 7. 3.7.
L	 =	 Path losses, including spherical divergence,p
atmospheric attenuation weather and multipath. This
latter is influenced by antenna pattern, elevation
angle and modulation format. This is reviewed. in
Section 7.2. 6 and Appendix A.
m	 = Link margin. This is essentially excess power pro-
vided as a safety factor to accommodate component
degradation and link fading variables such as weather
or multipath. Margin directly influences communica-
tion reliability in terms of the fraction of time the
link will be available. Note that margin is provided
to cover relatively long time-constant effects, as
opposed to gaussion noise.
k	 = Boltzman's constant = 1.3 x WZ3 Joules/°Kelvin.
Note that k = -ZZ8.6 dBw /Hertz /°Kelvin.
R 1	- Information bit rate to be supported by the link.
s: 7.3.2 Modulation Considerations
7.3.2. 1 Gene.ral. The modulation technique to be selected will depend,
to a great extent, on the ease of fitting the required bit rate into the
3	 available bandwidth, the maximum allowable error rate, the possibility of
yyjlII `^'' 	 minimizing radiated power, and equipment complexity. Systems requiring.jy
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a
isome immunity to jamming, or to multipath will also be influenced by these
factors. However, we will assume that the latter considerations do not
apply.
There are a variety of modulation possibilities, including amplitude,
frequency and phase and combinations thereof. Each, in turn, may be
developed in multistate formats ranging from binary and quaternary to
as many as 32, 64, 128 or more.
Traditionally, binary modulation techniques have been used where-
ever bandwidth permits, since this leads to the simplest system. Further-
more, uniform, amplitude systems permit the simplest transmitter design,
and are compatible with the use of limiters in the receiver. Accordingly
multilevel systems have found less favor than constant amplitude systems
such as permitted by frequency or phase modulation.
Detection of a signal depends on the ability to make a decision in
the presence of interferring noise. The usual practice is to assume gaussion
noise as a basis for comparison, and will be followed here. More exotic
noise sources often defy analytical tools, except in the case of specialized
interferors such as cw signals, and will serve no useful purpose for
comparison at this time.
Bit error probabilities have been derived by many workers, and
are presented in numerous texts such as Bennett and Davey or Stern and
Jones. The standard derivations lead to distributions of error probabilities
as a function of signal-to-noise ratio at the detector input, after the
signal and noise have passed through the transmitter and receiver filters
and the intervening media.
The nature of the intervening transmission media and filters in-
fluence such signal characteristics as pulse shape and energy content
in addition to the total noise energy at the detector input. Further, when
there are adjacent channels to consider, the filter characteristics will
jinfluence channel aliasing or cross-talk.
In order to cope with filter effects, authors in the field introduce
reasonable assumptions when deriving error probabilities, and then treat
additional loss effects as implementation losses introduced by the parti- 	 x
cular system design. Bennett and Davey (Ref. 34, page 99) present an
analysis to justify spectrum shaping according to a raised-cosine law.
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Stein and Jones (Ref. 35, Chapter 13) also review filter effects, with
analysis of matched filters, integrate and dump filters, maximum likeli-
hood receivers etc. The approach taken here will be to present bit error
rate curves based on signal-to-noise ratios, which for matched filter de-
tection is equivalent to energy contrast ratios, Eb /No. Implementation
losses will be touched upon in a subsequent section.
The following sections will review modulation formats, spectral
energy distributions and bit error probabilities. Bandwidth limiting
factors will be received, followed by implementation losses. Binary
systems will be reviewed first, followed by a generalization to multi-
state systems.
Because of the difficulties inherent in providing linear amplifiers
required for non-constant amplitude wave forms, this review will con-
centrate on constant amplitude signals. However, two new non-constant
amplitude waveforms that show considerable promise for the future are
described in Appendix B and C.
7. 3. 2.2 Binary Wave Forms. Constant amplitude binary wave forms
`	 that merit review are the various forms of frequency shift keying
(FSK), and phase modulation (PSK).
FSK. FSK with discontinuous phase is generated by switching be-
tween two oscillators at the "mark" and "space" frequencies f  and f2.
Detection may be accomplish noncoherently with mark and space filters,
or coherently with phase-locked loops (PLL's) tracking the discrete
spectral components at f  and f2.
iiie spectral occupancy of discontinuous FSK is a function of the
modulation index h, defined as
h = (f2 -f l ) T
	i /T
	
- bit rate	
I
	X 	 _ (f - fo )/ bit rate
The modulation spectral density consists of sin 2x/x2 functions centered
at f  and f2 containing i /Z the total power, plus two discrete components
containing the remaining power as shown in Figure 7-18. The spectral
occupancy for reasonable values of h (say h = 1) is much greater than
comparable PSK or QPSK systems.
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Figure 7-18. Spectral Density of Random Binary FSK Waveforms
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IContinuous -Phase FSK. Some bandwidth reduction is obtained if
the phase transitions are continuous from bit to bit. The continuous-
phase FSK signal is illustrated in Figure 7-19, and given by equation 7-1.
-1-
Figure 7-ig, FSK Waveform, Rectangular Pulses
S (t) = sin 
[?-IT
	
2	 t + ^(0) + ^ (t)
	
(7-1)
whet e
^(0) initial random phase
n
a.I7r) + an+17r(f2 - fl )(t nT),
	
nT 16 t < (n	 i*, r
a.
jt
The phase function ^(t) follows the continuously branching path sketched
in Figure 7-*20, increasing by 7rh during each bit interval.
21rb - -
7rh.-
t
	
-7rh- -	 2T
-27fh--
Figure 7-Z0. Allowed Paths of the Phase
for Continuous Phase FSK
7-Z8
fThe value h = i for continuous phase FSK was proposed by Sunde.
However, this modulation is inefficient because it contains discrete
components at f  and f2 , as shown in Figure 7-18d.
PSK. The binary PSK modulation signal is illustrated in Figure 7-21,
and given by equation 7-2.
V	 T	 2T	 3T	 4T	 5T
Figure 7 . 21. PSK Signal, Rectangular Pulses
s(t) = a  sin 
PC 
t + ^(0)]	 (7-2)
where
ai=±1
WC = 2nfc
 = carrier frequency
,^(0) = initial random phase
Since this coding is antipodal, it uses both power and bandwidth very
efficiently. The bit rate of PSK can be doubled in the same bandwidth by
trrnsmitting two 90 degree shifted biphase carriers at a symbol rate equal
to 1/2. the bit rate. The signal vectors for BPSK and QPSK are shown
in Figure 7»22. The QPSK spectru is a sing
 x/x2m 	 function with the.fre-
	
quency between the first nulls equal to the bit rate or twice the syrubol or
	 {
baud rate.
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Figure 7.-22. BPSK and QPSK Phase Decision Regions
Differentially Coherent PSK WPM. An alternative to ideal co-
herent PSK, with the required long-term stability and/or high-quality
phase correction loops, is differentially coherent phase shift-keying and
detection, often termed simply differential PSK or DPSK. In this
i
	 technique, it is assumed that enough stability is present in the oscillators
and the transmission medium that there is negligible change in phase
from one information pulse to the next information pulse, aside from
changes caused by actual encoding. Information is encoded, not by abso-
lute identification of, say, 0 degree phase with. Mark and 180 degrees
f
	 with Space, but rather by differentially encoding the information in terms
of the phase change between successive pulses. For example, no (0 degree)
phase shift from the previous pulse could designate Mark, and 180 degrees
phase shift would then designate a Space.
Bit error rates (BER) for FSK and PSK binary systems are given
in Figure 7-23 as a function of 7, the signal to noise power entering the
detector. The actual value of Y will be greatly influenced by the predetec-
tion filter which will limit both signal energy and noise. However for the
special case of matched filter, y assumes its maximum value, and is
equivalent to Eb /N o , the ratio of the energy per bit to the noise spectral
energy density.
MSK. Minimum (frequency) shift keying (MSK) may be viewed
either as a special case of continuous phase FSK with h = 1 /2, (peak
frequency deviation equal to +1 /4 R L ) where R L is the link bit rate), or
as on offset-keyed QPSK modulation.
7.30
C`
c 10
iv
a
g 1040
0.
., i
!0'
1p 1
142
CSTT
Noncoherent FSK
1 e- y!2
E
 erfc f
Coherent FSK
2 erfc vr%Z
pi##erentialfy
coherent PSK
! e-Y2
i
V
10,
1157 8 -6 -4 -2
	 0	 2	 4	 6	 8	 10 12 14 16
Signal - to-noise power ratio, y NO
Figure 7-23. Error-rates for Several Binary Systems
J
E
4
f
r
M	 ;#
^i
i
In the first (FSK) view, MSK possesses the following properties.
The frequency deviation A f is exactly f (1 /4) RL.
The RF phase varies linearly exactly x-90° with respect to the
carrier during each T = 1 /R L
 input bit interval.
There is phase continuity of the modulated RF carrier at the interbit
switching ins tants.
With MSK, a phase difference of n /2 - (-7r /2) = 7r separates the
mark and space frequencies, Hence a "space" (at frequency f 2 ) is exactly
1/2 cycle longer than a "mark" (at frequency f 1 ). A typical MSK waveform
is shown in Figure 7-24.
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Figure 7-24. Typical MSK Waveform
A second approach views MSK as a quadriphase system with offset
keying and sinusoidal symbol shaping.
A visualization of the waveforms is shown in Figure 7-25.
WAVE SHARES
s
v1 j	 +!	 1	
+1	 -I 	 I	 1
	
Iai CHANNEL
	
1	 0"	 I — 180"	 1	 180`
I 	 I
^ 	 I
^1	 I	 r1	 1	 -1	 1
YQ	 1	 1	 I
	
r	 1	 1
	
1W CHANNEL
	
90°	 90	 90
	
I	 1	 1
	
r	 I	 1
i	 11	 i	 I	 ^	 I
	
1c1 COMPOSITE	 gaY	 a	 90°	 18W	 g0"	 180°
	
CARRIER	
1H 
1 I	 I	 — 1 	 W 
Figure 7-25- M.SK Visualized as Sine-
Multiplied OK-QPSK
In this second visualization, MSK possesses the following properties.
The composite signal can be viewed as two orthogonal (quadrature)
phasors.
.
Each phasox is amplitude modulated by a half sinusoid.
The phase sense of the phasox is determined by the symbol sense.
Figure 7-Z5(c) illustrates that the sum of (a) and (b) yields a
composite carrier ideistical to that of the FSK visualization.
Equations (7-Z), (7-3), and (7-4) constitute the formal definition of
MSK as used. in Reference 36.
m(t) = yQ cos (Cott) cos { 2T ` + yI sin (cct) sin(7 1 t)	 (7-3)
yQ
 cos tv e + (YQ
 (9 YI) 2T t	 (7-4)
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where yQ and ys -are the quadrature and in-phase phasor symbols (+i) and
(9, denotes modulo two addition
yl(m) = yL (n) ® y  (m -- 1)	 (7-5)
with a similar expression existing for yQ . yL is the last input bit to
the modulator.
The optimal detector for MSK consists of in-phase and quad3rature
channels at baseband. These each perform an integrate-and-dump
operation on interleaved pairs of bitty rather than on a single bit, since
bit phases are interrelated by the continuous phase restricted modulation.
A system using MSK to transmit unambiguous data has the same
ideal Eb /N o as differentially encoded BPSK or OK-QPSK.
The probability of bit error p  of coherently detected BPSK and
conventional nonoffset QPSK is
E	 i /2
Pe = 1/2 i —erf Nb
	
(7-6)
0
For MSK, this is modified by differential coding such that the combined
probability bit error P e is given by P e W 2p e -- pe 2 . A typical value
for E  IN o is 8.8 db for Pe = 10-4 , and 9.9 for P e = i 0-'.
3
7.3.2.2 Multi-State Systems
FSK and PSK may logically be extended from two frequency or
phase values to several possible values. Usually, M is taken as somei
power of 2,
M = 2k , k = integer
Thus, we have 2, 4, 8- .	 possible tones in FSK, or phases in PSIS,
and detection of one of these values, M yields k = log2M bits of infor-
xnation.
Multiple FSK reception is usually via set of M bandpass filters,
each centered on one of the possible tones, followed by non-coherent
envelope detection. At low bit rates, more efficient integrate and dump
filters may be used. Occasionally coherent detection is considered, 	 i
but the problem of maintaining M uohereat phase references mitigates
7.33
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against its implementation, especially when doppler correction is re-
quired. Symbol error rates for M-ary single tone non-coherent FSK
signals are presented in Figure 7-26. Note that the curves are presented
as a probability of symbol error, with each symbol containing k bits of
information. Bit error rates are related to symbol error rates by
Pe	 (7-7)P eb	 l /2 Ci	 ^i 2)
For large k, bit error rates are approximately one half of the symbol
error rates.
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yb is the signal-to-noise ratio at the output of the tone filter con-
taining the signal.
Figure 7 .-26 suggests that increasing M will permit reducing the
transmitted power, while maintaining a constant symbol error rate and
bit rate. This may be done, however, only at the expense of widening
the total required spectrum. This is based on a relation between an
increasing number of filters, each of which may be narrower by 1092M
B W required oG bit rate
	
	 Mlog2M
When multiple tones are simultaneously transmitted, the bandwidth
need not be quite as wide, but signal power is again increased. As an
example of simultaneous multiple tone keying, four bits could be trans-
mitted by using four tones, each of which is allocated to one of four pairs
of filters, for a total bandwidth equal to that of eight filters, as opposed
to sixteen for the single tone case. Another possibility would be two
tones allocated to each of two groups of four filters, thereby giving
sixteen combinations within half the bandwidth of single tone keying.
Each of these combinations is equivalent to combinations of lower-order
single tone systems, insofar as signal to noise ratios are concerned, but
with total required power proportional to the number of simultaneous
tones used. Thus we again see a power bandwidth tradeoff.
Multiple PSK signalling is based on the possibility of signalling with
several phases on a singal tone, as illustrated in Figure 7-27.
For each signal pulse of length T,
It
S (t) =	 ,,/2S cos (27rfOt + B ),	 0 < t < T	 (7-8)
'	 I
where e is one of a set of uniformly spaced values A m given, for example
(see Figure 7-27), by
85
7-3b
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Figure 7-27. M-phase Signaling
(Illustrated for M = 8)
Again, each phase state represents a symbol with k = logzM
information bits. The symbol probability error is presented in Figures
7-28 and 7-29 for coherent m-ary PSK and differentially coherent PSK
as a function of signal to noise ratio at the detector input. Bit error
probability, relative to symbol error probability is bounded by
Pe	
a Pe
	
z 4	 Pe
i /Z ! -- (1 Zk)	 b - log? M	 (7-10)
with the exact relationship determined by the randomness of the error in
the phase bins and the conversion from symbol to bit sequence.
Signal to noise ratio for received signals will be maximum if matched
filtering is used. In this case, T  will equal Eb /No, as before.
For a constant PSK error rate, Figures 7-28 and 7-29 both show
that Tb , must be increased as the number of states is increased. This is
a direct consequence of reduced allowable phase error between states. Since
each symbol duration'increases, as M increases, the required bandwidth
decreases. Thus m-ary PSK will permit a reduced bandwidth for a given bit
rate, but at the expense of additional power for the same bit error rate.
The bandwidth will be proportional to (log 2 M)" ` , or to the increase
k
of the number of bits per symbol,
Itd°
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I7.3.2.3 Analog Techniques. When the information is in analog form,
PAPM is an attractive alternative to the more conventional SSB/AM or
FM modulation methods as it provides some of the advantages of both.
TRW is currently investigating the performance of PAPM systems
under a separate study which evaluates PAPM performance for several
nonlinear mappings considering the effects of thermal noise, filtering,
co-channel and adjacent channel interference, synchronization errors,
and TWT nonlinearities. PAPM can provide a SNR improvement
with a bandwidth that is determined by the baseband sampling rate, not
the SNR improvement factor.
Although the use of more sophisticated modulation techniques such
as APK or PAPM yield distinct performance advantages over more con-
ventional methods, more complex and sophisticated modems are required
at the high-data rates of interest. It is pr^:)bable that the communications
system would initially employ a conventional modulation technique such as
biphase or quadriphase PSK perhaps with a rudimentary form of data com-
pression. The system would have the capability for evolving into a more
sophisticated and efficient network later as the state of the art permitted
the use of high-speed APK or PAPM modulation, For additional informa-
tion about APK or PAPM modulation techniques, see Appendix B, and
Appendix C, respectively.
7.3.2.4 Bandwidth and Implementation Losses. she required bandwidth
of a digital communication link must be considered in the light of spectrum
utilization, and efficiency of information transfer. The former is con-
cerned with the in-band bit rate and with minimizing modulation sidelobes
and out-of-band energy. The latter two are very much a function of the
modulation format, transmitter-induced non-linearities and transmitter
filtering, all of which are transmitter-related. Information transfer-
efficiency is primarily related to in-channel factors such as modulation
format, transmitter and receiver filtering and in-band effects of the
transmission medium on both the signal and the total noise contribution
at the detector input. We thus are concerned with the transmitted spec-
trum, as influenced by transmitter filtering, and with received signal and 	 L
noise as influenced by receiver filtering..	 ?
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The question that must be addressed is "what bandwidth is required
for a given bit rate? ", or "how many bits can be passed through a given
channel? " There usually is no direct answer, since bandwidth can usually
be restricted if one is willing to pay the price in terms of additional power
to make up for additional implementation losses. Accordingly one looks
for a way to answer the question for an ideal system, and a way to address
implementation losses.
Recall that the error probability curves, previously presented, are
plotted against signal to noise ratio,Y, normalized to signal energy per
bit. For a given transmitter-receiver combination, Y will be largest
when the receiver uses a matched filter having properties such that
a The filter's amplitude response versus frequency is proportional
to that of the signal components.
a The filter's phase at each frequency negates the signal phase, with
an additional phase variation which represents a time delay. (This
phase characteristics results in phase-aligning all signal com-
ponents so they add up to a maximum. This also distorts the
pulse to a peak at the coupling instant).
a The noise power density spectrum, the weighting of the voltages
at each frequency is inverse to the noise power density at that
frequency.
Under these conditions, Y b maximum will equal the energy con-
trast ratio, Eb /N o , and the error rate will be minimized. Although the
matched filter may or may not be realizable, it does not have an easily
defineable bandwidth, but depends on the spectrum of the incoming signal.
It does, however, offer the same ffdvantage of maximizing signal to noise
ratio and of causing N to equal Nb . Thus, the error probability
0
curves can be treated as referenced to E b /N o directly, with total re-
ceived power equal to E  x R, where R is the bit rate. It follows that
error probability curves with matched filtering make a convenient ref-
erence, with implementation losses charged to all factors which tend to
aggravate the power budget to require increased transmitted energy.
We have not yet come to grips with bandwidth requirements, but
we have defined a reference for implementation losses, i.e., the matched
J	
filter receiver.
f	 A
Bennett and Davey distribute bandwidth limiting circuit elements be-
tween the receiver and the transmitter. They derive optimum filtering
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2k R3t -	 k (7-11)
conditions for flat gaussian white noise at the receiver input for common
waveforms including baseband, FSK and PSK, and conclude in every case
that an optimum configuration* is one in which
• The receiver uses a cosine filter.
s The transmitter output spectrum is adjusted to create a raised
cosine spectrum at the input to the detector. Output power is
charged to the after-filtering portion of the spectrum.
Since a raised cosine is equivalent to a cosine squared spectrum it
follows that the receiving filter is a matched filter when the receivers'
input noise spectrum is flat,.
The base-band bandwidth of the optimum filter is chosen to be
one half of the bit rate for binary signals. The equivalent RF bandwidth
would be equal to the bit rate for Sennett and Davey's modulation formats.
For the optimum filter, signaling efficiency, in bits/Hz of RF bandwidth
is thus unity for binary systems. Higher order PSK systems will support
k = log 2M bits /Hertz. Multi-tone FM systems using one tone at a time,
and matched filters, require a tone spacing equal to the symbol rate.
For an optimum system with no inter-symbol interference, the required
bandwidth between 3 db points of the outermost tone pulse is M times the
symbol rate, or
I
where R is the after coding bit rate. This is presented graphically in
Figure 7-30 for optimized ideal systems.
In order to minimize implementation losses, practical systems tend
to use bandwidths that are wider than the values shown in Figure 7-30.
Even then, they also have implementation losses that vary from i to 4 db,
depending on a variety of factors.
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To illustrate, consider Figure 7-3f, which presents the spectrum of
PSK, QPSK and MSK binary signals, as a function of the bit rate.
For the MSK spectral density the bandwidth between first nulls is
11.5 times the bit rate. This bandwidth is exactly intermediate between
the nulls of the BPSK and QPSK modulations
The power excluded by an ideal rectangular filter should be as small
as possible. The signal normally passes through a link whose overall
1	 Ibandwidth is about equal to the bit rate. The amount of power lost by
E 
s	 bandpass filtering gives a lower bound to the link degradation (inter-
.
symbol interference and adjacent channel interference may a.1so contribute
r
x
	
	 degradation). The power loss for MSK, BPSK and QPSK is shown in 	 t
Figure 7-32,
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For example, consider a filter with bandwidth equal to the bit rate.
The power loss for MSK is negligible, but about 0.44 dB for QPSK and
about 1. i dB for BPSK. Notice that the QPSK loss curve is almost flat
at this point and down to a bandwidth of about 0.8 times the bit rate. The
QPSK power lo g s even at this narrow bandwidth is less than 0. 5 dB.
The total degradations -a Eb /No ratio for QPSK at bit error rate W b
is shown in Figure 7-33. A chebyshev transmission filter with between
3 and 11 poles is assumed. This curve includes degradation due to power
loss, degradation due to intersymbol interference, mismatched detection
filter and group delay of the signal. Data filters, for detection, after
the input filters are either integrate-and-dump fitters, or 2 pole Butter-
worth filters.
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Figure 7-33. Degradat,itn due to Transmission Filtering Versus
Falter Cut.-off Frequency f for QPSK
For a bandwidth equal to the bit rate the degradation is about 1 dB
for all the filters. This 1 dB includes the previously specified 0.44 dB
due to power loss only, plus the additional degradation sources. Further-
more, the degradation is approximately 1 dB for all bandwidths between
x
6
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0. 9 and 1.4 times the bit rate.
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Jones has shown that for QPSK the total degradation due to symmetri-
cal band-pass filtering (including power loss) is 1. 0 dB for a bandwidth of
two times the symbol rate (symbol rate = 2 x bit rate) and a bit error
rate of W 6 . increasing the bandwidth does not improve performance at
all for symmetrical filtering. However, Jones' analysis shows that
r?	 degradation increases rapidly for bandwidth less than Z. 0 times the symbol
rate. For example, a bandwidth of 1.4 times symbol rate causes a degra-
dation of from !.. 5 dB to almost 3 dB depending on the number of poles in
the transmission filter.
Cuccia indicates that the bandwidth used for a QPSK system should
be 1.3 times the bit rate in order "to avoid undue degradation due to
group delay distortion. " However, Jones' analysis indicates that a QPSK
signal which has been bandlim.ited to 1. 0 times the bit rate is not sensitive
to parabolic or cubic phase distortion. Cuccia does not elaborate on what
is meant by "undue degradation", however, the extra degradation caused
by decreasing the bandwidth from 1. 3 to t. 0 times the bit rate is probably
less than about 0. 7 dB in a real system.
Jones curve of Figure 7-33 applies to PSK signals when "bits" are
replaced by "symbols", and it is recalled that there is one bit per PSK
symbol instead of two as for QPSK. Thus, the bandwidth for PSK would
be double that for QPSK, or in the range of Z. 0 Hz per bit.
For further comparison, the losses incurred by a pseudo-noise
	
	 }E
DPSK sequence when filtered by a sharp out-off linear phase band-pass
filter causes correlation losses illustrated in Figure 7-34. The two
curves shown correspond to the losses referenced to the signal power ibefore and after filtering. Losses introduced by parabolic phase distortion r B
and finite bandwidth Ore as shown in Figure 7-35. From these two curves.
one is inclined to agree with commonly accepted values of bandwidths equal
to t.8 Hz/bps for binary PSK with filtering implementation losses on the
order of 1. 0 db.
Mathwich, et al develop bandwidth requirements for MSK systems with
!	 and without limits, using a 4 pole butterworth transmitter filter and a
linear phase gaussian channel filter ahead of an ideal receiver. For this
t g
N	 `;ii
7-44
a1	 - ,
0
-SHARP CUTOFF, LINEAR PHASE BANG PASS FILTER
SIGNAL AT BANOCE1a1ER
6
2
LINEAR CHWE6
6
LINEAR CHANNE
y
L. NET LOSS AT1TR FILTER INS
1
f
I
4	 0.4	 0.8	 1.2	 1.6	 2.0	 2.4	 2.8	 3.2	 9.6
CHANNTLBANDWIDTH (Hertzichip /sec)
DPSK PN Modulation
Figure 7-34. Correlation Loss Due to Filtering
1.0
D.%
0.92
0.28
a sa
P
6
0 0.80
5
RC
v
0.76
O.R
0.68
0.8	 l.2	 I . 6	 2.0	 2.b
RF Hertz/chip/sec
Figure 7-35. Loss Due to Parab
Distortion and Fin
7_45
2
2
m
1
0
wm
0 1
rm^a0u
0
C
PRUE OISTORTION AT FIRST KILL
T da LOSS
_
0 RAG
1 0
z. a
1.0
taa
^
I
s
1
5.0
3 Ea
combination, 3 db system bandwidth ratios of 0.6 Hz/bit cause a theoretical
'4... , '	 degradation of less than i db. Figure 7-36 illustrates their theoretical
results for a BER of 10-'.
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Figure 7-36. Eb /N o Degradation Versus Normalized Bandwidth at
10 -3 BER for M5K
Note, however, that they reference degradation to over-all system
bandwidth. Transmitter and receiver 3 db bandwidths are approximately
20 percent greater. Their experimental verification produced additional
implementation losses of approximately 1.4 db, not including losses re-
lated to synchronizing the integrate and dump circuits. It seems
prudent, at this time to assume a practical link bandwidth of 0.6 - 0.7
Hz/bit with approximately 2 db implementation losses.
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!	
	 FSK systems with non-coherent detection often use integrate-and-
dump detection filters for data rates in the kilo-bits to low mega-bit range.
For tone spacings equal to the multiples of the bit rate, I&D matched
filters centered on each tone, and perfectly synchronized, will give zero
inter-symbol distortion and cross-talk. At the higher bit rates, losses
associated with synchronizing the I&D switching circuitry, discharge
times, etc., become significant. For these higher frequencies, 2-pole
Butterworth filters followed by envelope detectors become more practical
to discriminate between the tone-channels. The tone-spacings will
depend on acceptable inter-symbol interference and implementation losses.
For a simple one-pole filter, channel spacings need be 1. 5 for 20 db
inter-symbol interference, or 2. 1 R I for 30 db intersymbol interference.
Pre-detection filters will increase cross-talk, depending upon their
phase and envelope distortion. For planning purposes, however, band-
width ratios of 2.0 are reasonable, with insertion losses of 1. 5 to 2 db.
In summary, it is proposed that reasonable bandwidth design goals,
and initial implementation loss estimates for MSK, PSK and QPSK be as
shown in Table 7-5. Higher level systems would be adjusted in the same
Table 7-5. Bandwidth Ratios for Practical Systems
Modulation
Bandwidth
Hz/Bit/Sec
Representative
Implementation Losses
	 - db
MSK 0.6 - 0.7 2
QPSK i	 - 1.2 2.0 - 1.5
PSK t.8-2.0 2.0-1.5
FSK 2.0 1.5 - 2.0
.	 ratios, relative to symbol rates. The values listed in Table 7-5 are
:.	 plotted in Figure 7-37 for comparison to ideal values.
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Figure 7-37. Required Bandwidths Versus
Eb/No
7. 3. Z. 5 Comparison of Higher Order Modulation Systems. Bennett and
Davey compare modulation systems, with varying number of states, by
comparing required SIN to bits/hertz of bandwidth at i0 -4 BER level.
They choose a form of multi-tone FM modulation which packs more and
more filters into the given bandwidth, and as one would expect the higher
SNR I s since required bandwidth per bit is diminishing. This is also true
of PSK systems, but one expects narrower bandwidth with PSK, whereas
FSK usually is implemented to use wider bandwidths at lower E b/No. In
use wider bandwidths at lower Eb /N o . In order to put things in perspective,
PSK, DPSK and FSK are compared in Figure 7-37 which presents required
Eb /N Q against bandwidth requirements in Hertz/bit of information. Ideal
bandwidth efficiencies are used as a point of reference. The FSK curve is
extended from the high channel packing region, a la Bennett and Davey,
to the wider bandwidth case reviewed in Section 7. 3.2.3.
As one would expect, increasing bandwidth permits reducing the
required signal to noise ratio. Regions with good bandwidth efficiency
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towards the left of the abscissa require increased signal to noise ratio,
with PSK, DPSK and FSK requiring increasingly more energy,
Further, the usual perversity of nature sets in, and we find that
the simplest system to implement (FSK), requires more power, whereas
PSK which require less power also requires more complex hardware to
implement. The latter includes such circuits such as phase-lock loops, or
Costas loops to track or generate a reference carrier.
In general, when one is confronted with a starved bandwidth situa-
tion, it will be necessary to determine the bandwidt.,h, efficiency required
in Hertz/bit, then to select the simplest modulation structure compatible
with available system power budget, i, e. , FSK is simpler, but requires
increased transmitter ERP and increased receiver sensitivity.
In summary, the key aspects of candidate modulation techniques
are as follows:
Type	 Characteristics
PSK	 0 Most efficient binary scheme
s May be suppressed carrier or not
* Requires receiver phase reference
QPSK	 a Same efficiency as PSK, 1/Z bandwidth
M•-ARY PSK	 • Bandwidth conserving
e Decreased efficiency
MFSK	 a No phase coherence
• Efficient for large alphabet (>8) but increased
bandwidth
APK	 • Bandwidth consez lring
* Non.constant envelope
* More efficient (>bits /Hz) than M-ARY PSK
• More complicated demodulator
MSK	 M Bandwidth conserving
• Efficiency approaches QPSK
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7. 3. 3 On-Board Antennas
7. 3. 3. 1 General. An interesting variety of special communication prob-
lems are generated for the spacecraft antenna system that involve unique
considerations and difficulties differing in both degree and kind from
those associated with earth-based facilities and terminals. Highly
efficient point-to-point communications are going to be required in which
the space vehicle itself may constitute either a point of origin of trans-
missions or a relay station, depending on the particular mission. A
higher aNR will be required of the energy from the satellite, especially
in the final, possibly power-limited, link down to earth. Also, motion
is to be expected of either or both terminals of a communication link with
respect to any particular choice of reference frame_ New environmental
demands must be met including those imposed by the ambient vacuum,
temperature extremes, and micrometeorite bombardment. Reliability
assumes extreme importance with spacecraft antenna systems since
neither repair nor servicing is possible with present-day technology.
The stringent weight restriction on equipment that is inherent in
all space r.zissions translates for the antenna system rather directly into
limitations of the available power and size of communication equipment.
Transmission of signals to and from space vehicles will involve communi-
cation data rates over distances which, even for an earth-orbiting
satellite, are great. The implications of the weight limitations and the
high communication data rates Joint to the desirability and necessity of
achieving as much directivity , -id efficiency in the antenna structure as
the mission situation will permit.
Not all missions, however, will permit an arbitrary selection of the
antenna to be used, since beamwidth and gain are inversely proportional.
There will be classes of missions requiring simultaneous access to terminals
anywhere on the earth's surface within view of the spacecraft. For
these missions broad-beam or earth-coverage patterns are required.
Other missions may not be so constrained, and high gain narrow beam
antennas, will be permitted. Accordingly, selection of the spacecraft
antenna system depends upon the antenna pattern constraints.
Tables 7-6a and 7-6b summarize key characteristics of repre-
:i
	 sentative low, medium and high gain antennas suitable for spacecraft
k:
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Table 7-6a. Candidate Antennas for ERS Spacecraft
Low/Medium Gain
^,GV ISORIPao 0
OF
IFAM- MAXIMUM BAND-
TYPE PATTERN POLARIZATION GAIN (661) WIDTH FREQUENCY WIDTH
(DEG) (GH-) (PERCENT)
LOW-GAIN IOMNII
I.	 LOG CONICAL
SP91AL CP 2-5 12O - 220 X-IAND 65
2.	 ARCHtMEDEAN
SPIRAL
3. CROSSSS^^ED
& S-7 70- PO X-RAND 65P CP
DIPOLE
LP,
CP 4-7 70 - 110 X-BAND 2040
MEDIUM-GAIN
1.	 HOR^
LP,
CP B - 70 1.5-65 K.-BANG 30
2.	 HELIX
CP 6-15 30-66 X-SAND 50
3.	 ARRAYS
HELICAL SIMILAR CP X-BAND 30
CROSSED DIPOLE TO CP to- 25 8. LB X-BAND 8.10
PC CROSS SLOT HORN CP 5-BAND 8-10
WG SLOT CP K.-BAND S- 6
A.	 SMALL REFLECTOR
SIMILAR CPTO 10-25
 18 - 25 9 - 20 BVTFEEDE° 30NORM
Table 7-6b. Candidate Antennas for ERS -Spacecraft
High-Gain
t
I i
ii
BEAM— MAXIMUM BAND—
TYPE PATTERN POLARIZATION GAIN (DBI) WIDTH FREQUENCY WIDTH
(DEG) (GHO (PERCENT)
1.	 PARABOLIC
REFLECTOR DETER-LP,
CP 20-50 0.5— 16 MINEDBY 30
FEED
"PENCIL" BEAM
2.	 PHASED ARRAY
• DETER— DETER—
' SIMILAR TO
LP
LP, 20-50 0.5-16 
MINED
 BY
MINED
BY
•
.	 a	 s
REFLECTOR ELEMENTS ELEMENTS
3.	 WAVEGUIDE ARRAY
SIMILAR TO LP 20-50 0.5-16 X—SAND 5 —6REFLECTOR	 ^
4.	 ARTIFICIAL
DIELECTRIC
LENS SIMILAR TO LP, 20-50 0.5-16 Ku-BAND 30REFLECTOR CP
3	 :'
:i
"r
a.
h <^
is
i`
II
KEY TECHNOLOGY AREA.	 y }
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use. The higher gain antennas have increased directivity and the
.j	 necessary degree of pointing accuracy required of the spacecraft antenna
also increases. Two limitations are encountered here: i) in the cap-
ability of a vehicle to control its mechanical orientation, and 2) in the
accuracy to which this orientation may be determined at any given time.
To achieve good performance, high gain is the basic requirements and
controls the characteristics of a satellite communications antenna. High
gain implies:
a A beam. from the satellite that is narrower than a beam
that would subtend the earth
e An aperture that is large compared to wavelength
• A steering mechanism that points the beam continuously
at one or more selected locations on earth.
The beam motion is an integral part of the antenna problem. Three
types of beam motion are possible, of which the most promising is also
the least developed: i) mechanical, including large appendage antennas,
2) electromechanical, and 3) electronic or inertialess. Short of these
limitations, the question exists of the extent to which control of the vehi-
cle attitude is advisable in a given set of circumstances. The answers
from an engineering standpoint entail practical compromises and depend
on the techniques available for antenna searching and tracking as com-
pared with vehicle control methods. A consideration of antenna techniques
must thus be incorporated into any overall system design for a mission,
in order that essential tradeoffs in weight, accuracy, and reliability can
be determined. Some of these factors are tabulated in Table 7-7.
Various kinds of space communication links have been considered
in this study in an effort to provide descriptions of antenna and antenna
system techniques that would improve overall gain characteristics.
Available techniques for all-electronic beam formation, shaping, and
steering, were surveyed and their applicability to specific space missions
assessed, even though the devices presently available for the reliable
control of individual radiating elements involve considerable bulk and
weight.
The functions of the communication systems studied demand high-
gain beams that can be despun and pointed at electronic speeds. This
7-5Z
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Table 7-7_ Beam Antenna Considerations
Type ofFP
Applicable
T	 e of Coverageg External Pointing Bandwidth
Reliability Problem
AreasAntenna iStabllizattan Control Factors
eflectora and Gravity A few beam- pilot signals or Inherently broadband; Failure of Gain degradation
Foods widths off axis pre-programmed limited by feed and switch counts beyond a few beam.
a0ntrola crossover level changes lose of widthsbeams) Aperture blockage
Thin optical Gravity A few bean.- Pilot signals or Unzoned solid dielectric Failure of Weicht and
leases and widths off axis pre-programmed broadband switch causes food array
facds controls Zoned:	 lose broadband leas ofbcatn(")
B1Y = M 5
' (dielectric)
Spherical Gravity Beams may be Pilot signals orrammed Solid dielectric, brood- Failure of Weight
optical lemmas positionedP contre]p band (octave) ewfech causes
and feeds within cane of Artificial:	 leas broad. lose ofbeam(*)half-attglo
600 . 700 band
Constrained Gravity Beams may be Pilot signals or Narrow band (on the Failure of Feed array
iensee and positioned pre-programmed order of 10 percent) switch cnunes
feeds within cone of controls leas of
half-angle beam(")
so.
Arrays with Gravity Beams may be pilot signals or Matrices can be made Failure u.
beam. positioned pre-programmed broadband switch causes
forming within cone of controls (octave! loss of
matrices half-angle beams)450
self-phased Gravity All Pilot signals or Limited by aim. of Fails Lightweight
arrays require preprogrammed array and by scan gracefully componentsllnstabilixed r-, controls coverage are needed:spin pilot phase coherence
required between
Adaptive Gravity Fails channel" to limited
arrays gracefully by camp .... t
Unstabtlized characteristics
demand implies lightweight antennas that can be integrated into the sur-
face of the vehicle. Those functions that require high power gains in
certain areas of space need antennas of sufficient size in wavelengths to
effectively collimate the radiated or received energy. Each antenna sys-
tem must be capable of finding a small target and tracking it under di-
verse operating conditions. Various stabilization configurations were also
considered and suitable antenna techniques were juxtaposed with the
missions {see Figure 7-38).
As a result of the antenna techniques survey embodied in this
report, several conclusions for applicability of the various methods have
been reached. The following sections briefly review key considerations
related to earth coverage antenna and to the more directive antenna sub-
systems.
7.3.3.2 Earth Coverage Considerations. A well known rule-of-thumb
for antenna gain, is
where 0 and 0 H are the E and H plane half power beamwidths. This
.4
r
,1 -:
JRECEIVING
DI POLE
SPIRALS
CIRCULAR
ARRAY
(a) SPIN-STABILIZED SATELLITE (b) GRAVITY-GRADIENT STABILIZED
SATELLITE WITH MULTIPLE BEAM
ARRAYS
SOLAR CELLS
(c) UNSTABILIZED SATELLITE
Figure 7»38. Possible Antenna Configurations
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3equation is often used to estimate directivity gain from pattern measure- 	 i
ments. The equation is felt to be accurate to within 25 percent, or approx-
mately 1. 25 db, with accuracy improving for narrow beam high gain
antennas.
A spacecraft mounted antenna whose pattern subtends the earth's
disc at the 3 db point would have a gain of approximately
G = 44. 3 — 20 log i 0 [?_ Sin-
 i rah	 decibels	 (7-14)
where
Z Sin - I	 corresponds to the subtended angle, p .
For a geosynchronous altitude spacecraft, the included angle
would be 17. 5 degrees, and the gain approximately 0 db. For lower
altitude orbits, the gain is correspondingly lower, ranging down to 2 db
for a spacecraft orbit altitude of 707 km.
We see that earth-coverage antennas to be used for low orbit
spacecraft have low to medium gains, represented by the antenna of
Table 7-7. Each of these is relatively straightforward to design and
build, with the important details contained in the standard handbooks
such as Jasik's "Antenna Engineering Handbook. "
7. 3. 3. 3 High Gain Antennas
Paraboloidal
 Reflectors. The possibility of using a paraboloidal
reflector on a gravity-gradient stabilized satellite has been considered.
In this application; the reflector would be located on the base of a cylin-
drical or cubical satellite structure with the antenna axis directed along
the satellite axis. In the absence of librations this axis would be directed
through the center of the earth. These antennas are not desirable for
electronically scanning a beam over large angular regions. Problems of
aperture blockage are severe and array type feeds are required to
obtain proper beam positions and small spillover. They might be used
for restricted angular coverage since, in general, scans of a few beam-
widths can be achieved without pattern deterioration.
Reference 41 reports the off-axis scanning capabilities of para-
boloidal reflectors. It shows that only limited scan angles may be
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achieved without serious sidelobe and gain degradation. For example, a
scan of about 5 half-power beamwidths with a 30-inch reflector, which
has a 3-degree half-power beamwidth and a 20-db aperture taper, has a
gain loss of about 1. 5 db. The sidelobe level increases from about -26
db to -14 db, an increase of approximately 8 db. These measurements
were taken using a single-feed horn mechanically moved off the axis.
Spherical Reflectors. These antennas are also not desirable for
satellite communication application. They are capable of wide-angle scan
with a single mechanically moved feed, but electronic scanning requires
the presence of array feeds that result in aperture blockage. With either
type of scanning, inefficient use is made of the aperture. As shown
in Reference 17 symmetry of the spherical surface eliminates beam
deterioration over wide-scan angles, at least when a single movable
feed is used to scan the beam. When a cluster of switched feeds is used
for electronic beam steering, however, perfect symmetry is not main-
tained as various feeds are connected, so that some beam shape changes
might be expected to occur as the beam is stepped throughout the required
coverage region. Other factors also affect the applicability of the spherical
reflector to electronically scanned antennas.
The spherical reflector does not have a well defined focus so that a
point-source feed gives a rise to phase errors over the aperture. If it is 	 i
assumed that the aperture is uniformly illuminated (the primary pattern
must in reality by tapered in order that the aperture be limited to a
(specific value), that a 3 degree beamwidth is preserved, and a maximum 	
1
scan angle of t8 degrees (corresponding to a synchronous altitude orbit)
is used, about 41 percent of the physical aperture available may be used to
produce the beam. If the aperture taper is taken into account, this area	
-e
is further reduced. It is apparent that such a system maker very i_aeffi-
cient use of the physical aperture. In addition, aperture blockage will	 l
also be a problcrn area when clusters of feeds are used. The feed problern
nnight be solved by casing arrays to foam the primary aperture as discussed
in the previous section on paraboloidal reflectors. For these reasons,
the spherical reflector is not too attractive for a scanning antenna.
Other types of reflectors may appear to be adaptable to electronic
scanning requirements in certain respects. However, it is felt that the
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aperture blockage and feeding techniques will remain problem areas and	 j
this type of antenna system has not been pursued further.
Thin Optical Lens and Wide--Angle Scanned Dielectric Lens Antennas.
The use of lenses with multiple switched feeds for electronic scanning
would apply most readily to a satellite using the gravity-gradient type
of stabilization. Various types of dielectric and metal plate lenses have
been studied by a number of investigators and are reported in several
places. These antennas have a problem as they require array feeds to
obtain proper beam spacing. Unless primary phased arrays are used to
feed them they are. limited in their achievable scan angle before pattern
deterioration occurs. However, aperture blockage is not a problem with
lenses. Solid dielectric lenses are broadband but may be heavy. Zoned
lenses are less broadband but lighter. The use of artificial dielectrics
can decrease weight but will increase dissipative losses and frequency
sensitivity.
Both dielectric lenses and metal plate lenses whose radiation
characteristics are optimum along, or symmetrical about, a certain axis 	 3
fall into the class of lenses with an optical axis.
Dielectric lenses are designed on the basis of geometrical optics
(Snell's law). The surfaces are chosen in such a way that rays emanating
from a paint (focus) on one side of the lens einerge as parallel rays on the
opposite side of the lens. The radiation pattern of the lens is computed
from the resulting field distribution over an aperture near the lens surface.
Metal plate lenses may be designed on a similar optics basis, but
one type, the so-called constrained lens, does not, depend on Snell's law
for its operation and merits separate discussion.
Most optical syste ns can be designed so there are no phase errors
over a given plane aperture for one particular position of the feed, usually
the lens axis. When the feed is removed from this position, however,
the resulting aperture distribution has phase errors, which contribute to
beam pointing error, pattern asyrnmetry, gain reduction, and increased
sidelobe levels. With dielectric lenses it is possible, through use of they	 i
Abbe sine condition (Reference 18) to improve the off-axis pattern
characteristics. When this condition is satisfied, "coma" effects are
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treduced for source positions near the lens focus and lens scanning per-
formance is improved. Even with this improvement, scanning is still .
restricted to relatively small angles. An example of a wide-angle scanned
dielectric lens that employs the Abbe sine condition to improve scanning
performance is discussed by Friedlander in Reference f9. The lens
has a constant dielectric with a plane surface on the feed side. The ideal,
value of the index of refraction, n, was found to be n = 1.613 but
T'riedlander used a slightly dii Brent value. For a lens in which D = 50%,
he was able to obtain a scan of ±10 degrees frorn the axis with satisfactory
beam performance. If it is assumed that the aperture illuzraination seas
tapered as I i - (4—' )?T  then the half-power beamwidth of the antenna isgiven by
Beamwidth1 !2 = 1.27 ^ radians
Beamwidth l/Z = 1.45 degrees
Thus, the scan angle is equivalent to 6.9 half-power beamwidths.
.If the D/% ratio is halved by reducing the frequency, the beamwidth would
increase to about 3 degrees and a scan angle of '_-15 to 2U degrees might
be achievable within the swne limits of phase error over the aperture,
These result's tivould depend on how the phase error distribution over the
aperture varied with feed position, so the number of beamwidths that
would be scanned is not independent of frequency. Even lenses designed
for wide-angle scanning of fairly narrow beams are still restricted rather
severely in their scan capabilities. Thus, an array technique would be
required for feeding sucix a lens. However, in order to obtain wide angle
scan, this primary feud array would have to be phased to correct for lens
aberrations; otherwise, G!1y limited scan is achievable. In view of the
rather limited scan angle achievable without pha.sin.g, this lens systern is
apparently not generally applicable to the space missions of interest.
Wide-Angle Scanned Constrained Lens. These antennas, which
'force rays to follow prescribed paths, can be designed for wide-angle
coverage. They still have the requirement that array feeds are necessary
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to obtain overlapping beams. They may also be frequency sensitive be-
cause of dispersion in the constraining paths, Constrained lenses, which
do not obey Snell ' s law, may be designed to scan over fairly broad angu-
lar regions. These lenses use parallel metal plates which constrain the
waves to follow prescribed paths. If the metal plates are arranged in an
egg-crate fashion so that they form square dominant mode waveguides,
then waves of any polarization will be accepted and constrained to follow
these waveguides. By adjustment of the input and output surfaces of these
lenses, desirable radiation characteristics may be obtained over relatively
wide-scan angles. Such lenses are discussed by Ruze (Reference 20) and
are considered in two-dimensions. However, the general technique
apples to three -dimensional lenses. For example, if a lens aperture D,
is 72 wavelengths and f  /D = 1. 5, it is possible that with the feed lo-
cated on a feed locus of radius fo , there are no phase errors in the
aperture for feeds positioned at angles of +45 degrees with the axis.
With the feed on axis at f o , there is no quadratic phase error over the
aperture. Under these conditions the antenna was capable of scanning a
1 degree (half-power beamwidth) beam over a +50 degree range.
Reference 20 also gives a relation between the f/D ratios, half-power
beamwidth, 9 s , and the total scan angle for this type of 'lens as
f 2 1/3
8 930 BW /2\ll0) I
For the particular antenna considered, it can be found that BW f /2 = 650X/D
s o that
z 1/3
Z	 0 -- 3740 [X/D o^s	 D	 -
r
For D = 751 and fo/D = 1. 50, this relation gives e s = 113 	 substantial
agreement with the experimental results. if D/X were decreased by ai	
factor of three, i.e. , if the beam had ahalf-
	 teesower width of 3 degr ,
}	 then the scan angle 6 s , is increased to 8 3 = 163 degrees so that a sector
of -+$1 degrees could be scanned.
l	 7-59
Feeding Techniques. In all the reflector and lens antennas consi-
dered, it was shown that the primary aperture dimensions required are
greater than the displacement of the primary aperture necessary to ob-
tain a scan of 0. 5 power bealnwidth. Thus, to obtain electronic scanning,
it appears that the primary aperture must be composed of an array of
small (i.e., approximately half wavelength) radiations, which can be
excited in combinations, to produce the desired effective primary aper-
ture. If this array were conformal with the locus of the focal point as the
array is scanned, then the array elements could be fed in phase and only
on-off switching or a smooth transfer of power between elements would be
required to obtain beam scanning. This technique would not be able to
correct for aberrations resulting from the effective motion of the primary
ape rture .
The technique of White and DeSize (Reference 21), on the other
hand, uses a surface that usually does not coincide with the locus of focal
points and thereby requires phase as well as amplitude control to achieve
proper illumination. It is capable of correcting the various aberrations
that might otherwise occur in electronic scanning but is more complicated
than the system without phase control. Since in 1enz antenna systems,
aperture blocking would not be a problem, either technique might be
applied. The relative merits of each would depend on the particular sys-
tem requirements. In any event, additional investigation of the techniques
would be required before any specific recommendations could be made.
Losses. Several effects contribute to losses in lens antennas. In
both dielectric and metal-plate lenses, reflection losses occur at the air-
dielectric or air-metal plate interfaces. These losses depend on polariza-
tion and incidence angle of the radiation as well as on the effective lens
dielectric constant and arn.ay result in a gain reduction of 0. 5 dB. They
may be reduced by the use of matching techniques into and out of the lens.
Dissipation losses in dielectric lenses may also be a problem; however,
they depend on the type of lens and the loss tangent of the material used.
For low-loss di.clectric lenses (loss tangent = 0. 001), which are zoned to
keep therm thin, dissipative losses are on the order of less than 0. 1 dB.
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Spherical Lenses With Multiple Feeds. This variety of lenses pro-
vides wide angular coverage, and with a cluster of feeds arranged on a
sphehical cap, the antenna is applicable to a gravity-gradient stabilized
satellite. With a belt of feeds surrounding the lens on a great circle, the
antenna is applicable to a spin-stabilized vehicle. In the first configuration,
for example, the antenna could be placed on the earth-directed face of the
satellite. The feeds, and somewhat less than half the lens, would be set
in a recessed portion of the satellite. In the second configuration, the
lens and feeds would have to be supported on the satellite spin axis but
far enough away from the satellite to avoid interference between lens and
satellite. In this form, it would be an appendage antenna. Weight is a
problem if solid dielectrics are used for the lenses. Artificial dielectrics
are lighter but have higher losses that can be up to 3 db more than for the
solid lenses. In addition, the volume of these lenses, as with thin optical
and constrained lenses, is relatively large since their depth is equal to
their aperture.
Since sp er^cal.ly symmetric lenses do not have any preferred
optical axes and, therefore, maintain their radiation characteristics for
all positions of a feed, they are inherently wide-angle scan lenses. Sev-
eral types are of interest; 1) Luneberg lens, 2) Constant dielectric lens,
and 3) Broadbeam Luneberg lens.
Luneberg Lens. The Luneberg lens is a sphere of dielectrically
loaded, radar-transparent material. The dielectric constant increases
from that of air at the periphery to twice this value at the center. The
rate of increase is such that a plane striking the lens from any one direc-
tion is focused at a point on the opposite side of the sphere. If an open
waveguide feed is placed at this focus, the energy will propagate down
the waveguide. A second waveguide placed adjacent o the first will pro-
duce a second beam adjacent to the first, and if the two waveguides are
sufficiently close, the two beams will overlap. Because of diffraction
effects, the beams that are formed have finite angular beamwidths and
sidelobes6 in fact, the complete radiation pattern of one of these beams
is very much like the radiation pattern of a planar aperture of the same
diameter.
Eaton (1954), and others have shown that the paths followed by the
rays in an ideal Luneberg lens lie in planes and have elliptical shapes.
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A mosaic arrangement of feeds on the surface of the Luneberg lens
will generate a similar mosaic of overlapping beams in space on the
diametrically opposite side of the lens. The amount of beam overlap can
1— controlled by the spacing between adjacent feeds. Use of loaded wave-
8aide feeds allows their size and spacing to be tailored to the particular
requirements for any application. Beam overlap at the 3- dB points is
easily obtained. The gain, beamwidth, and radiation pattern of each
beam would be essentially identical. Overall gains of about 3 and Z. 5 dB
below area. gain have been obtained, respectively, with an B-inch dia-
eter Luneberg lens operating at iZ.4 GHz and with a i0-inch diameter
Luneberg lens operating at 6 GHz (Shapiro, Refereuce ZZ). The pattern
of the i0-inch diameter lens fed by open-ended waveguides at 6 GHz is
shown in Figure 7-39. Such a pattern would be acceptable for communi-
cation s Aems.
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Figure 7-39. Typical Pattern of i 0-Inch
Luneberg Lens with Open-
End Waveguide at 6 GHz
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In addition to the effects of adjacent feeds on the radiation pattern,
the effects of aperture blockage at wide scan angles due to the presence
y
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of multiple feeds distributed over the rear of the lens have been measured
experimentally. It was found that the effect was negligible for scan over
cones of half-angle less than 67 degrees.
Several problems exist in the use of Luneberg lenses. One of
these is weight; for example, the 18-inch lens discussed above weighs
about 36 pounds. A Luneberg lens cannot be zoned to reduce weight as
can the other lenses, but artificial dielectrics can be used. A light-
weight version of the 18-inch lens would weigh 9 pounds. The artificial
dielectric material restricts the use of t'-ese lenses to frequencies for
which the loading objects and their spacings are small in terms of wave-
length. The problem of controlling the dielectric constant in sufficiently
small steps also limits the high frequency application of such lenses. In
addition, less gain (about 2 db) is to be expected because of the artificial
dielectric material. The beamwidth, however, would be unchanged.
Constant Dielectric Lenses. A spherical lens of uniform dielectric
material, commonly referred to as the "constant-K" lens, can be used
to obtain wide angle scan. This type of lens has focusing properties
similar to those of Luneberg lenses, except that small aberrations sufficiently
small to be negligible for most practical applications, are present, Fig-
7-40 shows a constant-K lens and indicates the manner by which the
rays are brought to a focus with ray refraction. Such lenses are inherently
of simpler mechanical design than Luneberg lenses and should therefore
have electrical symmetries far more accurate than those attainable for
Luneberg lenses.	
APPROXIMATELY PLANE
PHASE FRONT
K = 3.5
Figure 7-40. Constant-K Lens Showing
Focusing of Rays by
Refraction
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The focus is within the lens if the dielectric constant of the con-
'.	 start-K lens is greater than 3.5. As the dielectric constant is reduced
from 3.5, the focus progressively moves away from the surface.
r
	
	 Constant-K lenses with diameters in excess of 100 wavelengths
should perform. well according to theoretical investigations. However,
as the aperture gets larger in terms of wavelength, the aberrations be-
come more significant and degrade the pencil-bearn pattern and reduce
the gain. Over^M gains of about 3 dB below area gain have been obtained
with a constant_ . K-type Lens of diameter equal to 12 -.v avelengths (15.5
inches) operating at 9.375 Gc.
A multiple-beam antenna formed by a constant-K lens or a Luneberg
lens backed with a r^;osaic or array of feed elements has a unique advan-
tage over multiple-beam ante'anas that use beam-forming matrices. In
the lens array, the pointing direction of each beam is independent of fre-
quency; it depends only on the location of the feed with respect to the
center of the lens. This advantage will reduce the complexity of a wide-
band system that must operate at widely different frequencies with the
multiple beams.
The weight of a constant-K-type lens would probably be greater
than that of a luneberg lens of similar size, and would be a serious
problem in many space applications.
33roadbeaim Luneberg Lens. To minimize the problem of aperture
blockage by increasing the size of the lens and retaining the same beam-
width, a shaped beam modification of the Luneberg lens is considered.
This lens has a broader pencil beam than a Luneberg lens of the same
diameter, since the emergent phase front is not plane but rather a slightly
curved sphere. The rays are not collimated, and the lens design may be
thought of as being of the "shaped beam" type. Geometrical optics should
give a reasonable first approximation to the actual patterns achieved by
these lenses, just as it does for the shaped-beam metal reflectors de-
scAbed by Silver (Reference 23). Since this type of analysis leads to
patterns that are frequency independent, one application of the shaped
beam lens is for "pencil.-beams" with constant beamwi f il: over a broad-
band. This application permits broadband, wide-angle coverage with a
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rnultiplicity of faxed feeds without failure of coverage at the high-frequency
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end of the band or wasteful overlap at the low-frequency end.
References 24 and 25 show design procedures for finding the
index variation of a spherically symm.etric lens that will produce a uniforrn
exit beam of any desired width. For the broadbeam. Luneberg lens With a
cosine-tapered feed at the surface, Morgan has verified bay's work and
derived the index of refraction of a lens with a specified sector beam to
allow fourteen beams to cover the earth from a synchronous orbit of
approximately 2Z, 000 miles.
The broadbeam Luneberg lens would produce a constant beamwidth
regardless of size and frequency, when fed with a cosine primary pattern.
It has a dielectric constant that varies with the normalized lens radius as
plotted in Figure 7-41.
2.8
2.6
2.4
Z 2.2
z 2.00U
1.8hU
2'	 1.6
a
1.4
1.2
l.a l 	 I	 J	 it
0	 0.2	 0.4	 0.6
	
0.8	 1.0
NORMALIZED RADIUS
Figure 7-41. Relationship of Dielectric
Constant and Radius of a
Broad-Beam Luneberg Lens}
As far as is known, there are no lenses of this design available
commercially. Thus, the potential of the theoretical work remains to
be reduced to practice.
r 
J
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Multiple-Beam Arra s Using Beam-Forming Matrices. These
antennas use a single array of radiators that are fed by a matrix with
multiple inputs, which forms a number of independent beams. The
beam-forming matrices require combinations of hybrids or directional
couplers. The fact that the matrix consists of passive elements makes
it inherently reliable; however, their number depends on the number of
beams required and rapidly becomes very large-. At frequencies up to
X-band, strip transmission line techniques can be used in the matrix
to keep down size and weight. The extensive networks required can intro-
duce dissipation losses of several db into the antenna.
Of the. multiple-beam arrays studied, the most attractive appears
to be a hybrid of the spherical lens and an array with a beam-forming
matrix, the former for its wide angle scan capability and the latter for its
capability to be arranged in a compact planar configuration. A promising
example of an array is the so-called Butler array that consists of an RF
beam-forining matrix circuit in which extensive use is made of 3-dB
directional couplers and fixed-phase shifter. The beam-forming matrix
technique has been modified and adapted to use in circular arrays
(Chadwick and Glass, Reference 26).
The Butler Array One of the basic components of the Butler type
of beam-farming array is the 3-dB directional, coupler that connects the
antenna elements to the output terminals.
A. four-beam array can be built by the interlacing of two two-beam
arrays with a second level of directional couplers provided to combine
the outputs into beams. Fixed-phase shifters must be inserted between
the upper and lower levels of couplers to form the output beam. Figure
7-42(a) shows such a four-element, four-beam array using directional
couplers. The amplitudes and phases of an incident "Beam l-Left" signal
are shown at various points in the matrix. Figure 7-42(b) shows the
amplitudes and phases of an incident "Beam 2-Left" signal.. Beam i-
Right: and Bcam 2-Ri ght are obvious because of the symmetry of the
matrix. The shaded directional couplers are the ones used to form the
particular beam. It can be noted that the beam-farming matrix behaves
like a multiple corporate feed structure that routes a signal originating, at
a particular point in space to a particular output part of the matrix.
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The number of directional couplers required to build the matrix of
i)	 the Butler array can be shown to be equal to n;''2 log, n, where n is the
nvnzber of elements in the array. The number of fixed phase shifters re-
q«;red is n12 (log ? n - 1). A major drawback of this beam-forming tech-
nique, when large arrays are considered, is the complexity of the matrix
arrangement.
These arrays can be built to have any power of two beams, 2, 4, 8,
16, 32, and so on. The number of beams is equal to the number of array
elements. This beam-forming technique can be used in two-dimensional
(planar) arrays by first combining the outputs of the columns of antenna
elements into matrices and then combining the outputs of the column
matrices in a group of row matrices.
Theory of Butler Array. The normalized magnitude of the field in-
-tensity in the far field of a linear array of n isotro-pic sources is given by
Reference 16 as:
EI	 f sin(nt/ 2)n siniy/2}
The number of 3-dB couplers required for an 8 x 8 array is 768, while
512 fixed-phase shifters are required. The phase shifters may consist
of only sections of transmission line and would be no problem but the
number of 3-dB couplers is quite large. However, it appears that all
relatively high-gain scanning systems require a large number of elements.
Shelton and Kelleher describe alternative methods
for building up the feed matrix of uniformly illiuninated multiple-beam
arrays. In addition to the hybrid junctions of the Butler matrix, they
consider the use of 6- and 8-port junctions. With these, it is not neces-
sary that the number of radiating elements egt,al a power of two. The
number of elen-ierts may take on the values 7 3 in4n, where f, m, and n
are integers (including 0). By using a combination of 4- and 8-port
,junctions, it is possible to obtain a 128-element linear array that re-
quires 64 hybrids and 06 8-port junctions for a total of 160 junctions, A
i
	 Butler matrix for the same number of radiating elements requires 448
hybrids. Thus, the use of different building blocks can drastically reduce 	 Y
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the number of junctions required and might more than offset the increased
complexity of the multiport junctions. As a further comparison, a 16 x
16 element planar array using 8-port junctions would require only 256
such junctions as compared to the 8 t 92 2 x Z hybrids required for the same
aperture using a Butler matrix. It appears that development of low-loss,
6- and 8-port junctions for use in such matrices, might make such a sys-
tem feasible.	 j	 r
_Multibeam Circular Arrays. Adaptation to circular arrays of the
Butler beam-forming matrix technique (Chadwick and Glass, Reference
) makes use of an approximate analogy between the exponential
Fourier series expansion in 0 of the azirnuth pattern of a circular array
and the pattern of a linear array in the variable u = kd sin 0 1 . If the
excitations of the elements of a circular array are expressed in terms of
their phase sequence anodes, then each phase sequence mode is respon-
sible for exciting primarily one specific terns in the exponential Fourier
expansion of the pattern in 0. For example, the zero phase sequence
mode excited an essentially omnidirectional pattern with uniform phase;
the first positive phase sequence excites a pattern that is essentially
omnidirectional in ¢, but whose phase varies linearly in 0; the second
phase sequence mode excites an essentially omnidirectional pattern whose
phase varies as ZO; etc. Actually, the phase sequence mode patterns are
not ideal and have additional harmonics that are error terms. If the error
terms are sufficiently small, then excitation of the phase sequence anodes
with the same relative ani.plitudes and phases as those of the element
excitations of -the equivalent linear array will result in a pattern as a
function of p, which is identical with the linear array patterns as a func-
tion of kd sin 0 1 . Therefore, techniques for synthesizing linear array
patterns, as a function of kd sin 0 1 , may be applied to synthesizing pat-
terns of circular arrays as a function of 0.
The heart of the technique is the s o- c-allc d mode -forming matrix
that tramforrns the: excitation coeffic erlts of the reference linear array
into the proper please sequence component of the circular array excitation
and earnhiru:s these excitations at the elements of the circular array to
produce the desired pattern in 0
.
 This nnatriti is illustrated in Figure 7-43.
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CIRCULAR
ARRAY
EQUIVALENT LINEAR ARRAY EXCITATION
Figure 7-43. Circular Array with
Beam-Forming Matrix
The errors in the fields of the various phase sequence modes are
grcatest ftor the inodes WhOSc 11LIni a rs are. applroxinia Lcly equal to half
the number of array clelT ents. These errors increase with clement
spaciiw. They ap^p^oar to be relatively small for'spacings less than 0. 25
wavelength but increase beyond this spacing. As an example, for a 16-
element array with half-wavelength spacing, whose elements have patterns
of the form cos 16 (0--on /7 ), where ¢n is the angular position of the nth
element; only 10 out of 16 phase sequence modes are very pure. This
means that a pattern corresponding to a linear array of only ten elements
can be faithfully reproduced. As the patterns of the individual elements
become more nearly omnidirectional, even fewer phase sequence modes
have suficicnt purity; i.e., the number of elements in the equivalent
linear array whose pattern can be faithfully reproduced becomes less.
7. 3. 3.4 Self -Steerable Antennas. The class of antennas termed "self -
steerable" are those which, through the use of electronic processing
equipment, can automaticaily form a beam in the direction of an incident
pilot signal. These antennas may be subdivided into several group _ de-
pending on how the steering is accomplished. These groups are listed 	
t.here as: 1) switched multiple-beam antennas, 2) self-phased arrays,
and 3) adaptive arrays.
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Group i) may use the multiple-beam antennas mentioned with appro-
priate switching and control circuitry to select the proper beam auto-
matically as indicated by the pilot signal. Group 2) is composed of confor-
mal arrays of elements, each of which has its own electronic circuitry
that automatically phases the elements or produce a beam in the direction
dictated by the pilot. Group 3) is closely related to Group 2) but uses
phase-locked loops at each element to accomplish the element phasing.
The term adaptive comes from certain properties of the phase-locked
loops.
Conventional Phase Arrays. These arrays obtain beam-pointing
direction through the use of phase shifters to control the phase distribution
across the aperture. They differ from the self-phased and adptive antennas
in that the beam-pointing information is not obtained directly at each element
but must be obtained from some other information, such as the inter-
element phase shift of a pair of elements, an lR sensor, or some pre-
progrz rammed pointing instructions. This information must then be used
to generate control signals that will adjust the individual phase shifters
to point the beam in the proper direction. The control functions must be
tailored to the phase shifter characteristics.
7. 3.4 RF Power Sources*
7. 3.4. i Microwave Semiconductors. The use of semiconductors as
sources of microwave energy has relentlessly expanded in the area of
upper frequency operation and efficiency for a number of years with
breakthroughs most noteworthy in the areas of IMPATT, TRAPATT, and
Transferred Electron Devices (TED's) devices. Along with the use of
diodes as RF sources for both pulsed and CW purposes, the transistor
market has steadily been pushing its own upper frequency limit.
Figure 7-44 shows the current state of both the transistor and
diode markets with transistors making a good showing up to 3 GRZ with
10 watts power output at 30 percent efficiency. Pulse application diodes
deliver a wide range of power outputs for frequencies from i to 90 GHz.
CW diode applications are limited between 0.02 and 5 watts over the
same frequency range. This is described in some detail in the following
sections.
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Figure 7-44. Microwave Power Generators
IMPATT (Avalanche) Diode Devices. IMPATT is an acronym for
"impact ionization avalance transit-time. 11 This junction device operates
under a reverse-bias field with the junction in deep avalanche breakdown.
If thw avalanche (carrier discharge) region is at one end of a high-
resistance region the rest of which serves the generated carriers as a
transit-time drift space, then the device can exhibit a negative resis-
tance. (Such a diode was first proposed by W. T. Read). The IMPATT
phenomenon involves an exchange of energy between a DC field and the
desired RF field. When the DC field farces carriers to move against the
RF field, then those carriers give up energy to the RF field which, in
turn, transfers it to an external. load. At the start of a cycle, the DC
field is at a critical level, just below threshold. The RF field at its
positive maximum, adds to the DC level to establish avalanche. Carrier
charge-density rapidly builds in the avalanche region, and moves into the
drift region just as the total field drops below threshold. The charge (a
current) moves through the transit-time region at saturation drift velocity
as the RF field passes through its negative maximum and is collected
just as the RF field (a voltage) reaches a minimum. The combination of 	 I
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i) delay between carrier generation rate and carrier accumulation and
2) the tinne delair associated with the transit time through the drift region
accounts for a 180 degree phase shift between RF electric field and RF
current density. thus producing a current-controlled, dynamic, negative
resistance.
IMPATT diodes are generally epitaxial silicon devices. They are
noisy, because avalanche breakdown is a noisy phenomenon; but there
are circuit techniques to reduce this problem. Gallium-arsenide
IMPATTS are available; these are less noisy than silicon devices, but do
not have silicon's thermal conductivity. However, they offer better efficiency
operation; impressive results have been achieved with special profile
Ga As diodes at X and Ku-bands; 5-10 watts CW and efficiencies in the
20-30 percent range have recently been obtained.
IMPATT oscillators are ultra-reliable, fixed-frequency or tunable
solid-state sources for use as local oscillators or parametric-amplifier
pumps in applications or as RF low power sources.
High-Q oscillator configurations provide up to 200 mW of low-
noise RF power output in both X- and Ku-bands up to 16.0 GHz. From
16. 0 to i 8.0 GHz up to 100 mW is available, with either fined-frequency
or mechanical tuning. Operating lifetime in excess of 16, 000 hours at
these power levels has been achieved without failure. Table 7-8 shows
the typical performance for High-Q IMPATT oscillators.
Table 7-8. Typical Performance: High-Q IMPATT Oscillators
Mechanically
Tunable
Fixed
Frequency
From	 To From	 To
Frequency ranges 7.0 to 8.Z
	
12.4 to 1
	 . 0 7. 0 to 8. Z	 12.4 to 16. 0 GHz
Tuning range 100 to 300	 +50 to +500 _	 _	 MHz
Power output 10 to 150	 10 to 150 25 to ZOO	 25 to 200	 mW
Low-Q IMPATT Oscillators deliver up to i watt of RF power out-
put for applications where noise performance is less critical but power
output and DC to RF efficiency are of prime importance (Table 7-9). They
are ideal for injection-locking use, with locking bandwidths up to 200 MHz
and 10 decibels of locking gain.
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Table 7-9. Typical Performance: Low -Q IMPATT Oscillators
Mechanically
Tunable
Fixed
Frequency
From	 To From	 To
Frequency ranges 5.85 to 8.20	 8.20 to 1$.4 3.95 to 5.85	 8.20 to 10.00 GHz
Tuning range +150	 +250 -	 -	 MHz
Power output 750	 750 100 to 500	 100 to 1000	 MW
Expected performance for both silicon and Ga-As IMPATT diode
devices are shown in Figure 7-44 for both CW and pulse applications.
Typical device bias conditions at 100-200 mA vary from around 100V
at X-band to 30 volts at Ka-band to 15 volts at 60 GHz.
TRAPATT Diode Devices. TRAPATT diodes, first reported by
K. K. N. Change, give higher power, and at higher efficiencies, than do
ordinary IMPATT. They are called TRAPATTS, an acronym for "trapped
plasma avalanche-triggered transit, " A TRAPATT cycle starts in a
normal IMPATT mode. But then a second, IMPATT triggered avalanche
occurs, forming an avalanche zone which moves through the diode in
much less than the normal transit time. (for this reason, one should
not expect useful TRAPATT operation much above 20 GHz). Carrier
velocity decreases because the electric field rises in front of this zone
and drops behind it, developing a space-charge-neutral, trapped plasma.
This plasma (output signal) is bled off by external circuitry and the cycle
starts anew, with output frequencies about half those of corresponding
IMPATTS . High efficiency comes from the diode's alternate cycling
between a low-voltage, high-current plasma state, and a high-voltage,
low-current IMPATT state.
TRAPATT diode efficiency as a pulsed device will be between 45
percent at 1 GHz and 20 percent at 10 GHz.
TRAPATT operation requires circ At techniques for more complex
than pure IMPATT operation, and although CW operation was recently
achieved more work needs to be done before the TRAPATT device
reaches the stage of genuine usefulness for a real systems application.
Gunn-Effect Devices. J. B. Gunn was the first to observe that a
produces a current wb :ch rises with voltage, then becomes oscillatory
as the field reaches several thousand volts per cm. In the most simple
mode, the oscillation is in the form of domains of high field strength
which travel across the material between its ohmic contacts. The
period of the RF energy corresponds to the transit-time of the high-
field domains across the device. As one domain disappears at the
anode, the field builds up behind it, forming a new domain at the cathode,
and so the cycle goes. Gunn or "transferred electron" devices (TED's)
exhibit a voltage-controlled negative resistance. Above a critical field
value (threshold) the average electron velocity and current begin to de-
crease. This quantum-mechanical effect excites high-energy electrons
into a low-mobility conduction band from one with higher mobility (the
two-valley theory), and the loss of high-mobility electrons produces a
differential negative resistance. Avalanche and bulk-effect devices show
negative resistance along with a capacitance, and they oscillate when
embedded in an inductive structure such as a cavity.
Gunn-Effect devices can be designed to constitute a line of CW and
pulse oscillators for low-power transmitters, local oscillators, and
parametric amplifier pump experimentation from C through Ka bands.
FM noise characteristics are comparable to those of good reflex kly-
strons; AM noise characteristics are superior. Mechanical tuning
ranges greater than i GHz are standard, with little power variation. Typ-
ical DC potentials at Ka-band are 5 volts, and at X-band, 9 volts, while
typical currents are 500 ma. Life tests indicate an MTBF in excess of
t00, 000 hours. Typicaal performance for mechanically tuned Gunn-effect
oscillators is' shown in Table 7-10.
Table 7-10. Typical Performance: Mechanically
Tuned Gunn-Effect Oscillators
i, :.
From	 To
Frequency ranges 4, 9 to 8. 0 	 50 to 66 GHz
Power outputm	 ?_5  to 100 	 5	 mW
Tuning range	 +250	 +t00	 MHz
250 mW power output available from 8. 0 to 12.4 GHz
100 mW up to 50 GHz	 t
mr Up to +500 MHz tuning available from 8. 0 to 50. 0 GHz
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Phase locked transferred electrons oscillators have become avail-
able recently which permit crystal derived frequency stability at 8 to 18
GHz with output powers of 500 to 50 mW without the use of multipliers.
The technique utilizes sampling the fundamental oscillator output up to
18 GHz. The input frequencies are typically 80 - 130 MHz.
i-+
i	 LSA Devices. IMPATT diodes and transferred electron (Gunn)i
'	 devices are transit-time limited; the power-impedance product is pro-f;
portional to 1 /f2 . But the Limited Spacecharge Accumulation (LSA)
!.;	 mode of a bulk device - an effect discovered by S. A. Copeland - has
lower capacitance and greater power output capability than either IMPATT
or Gunn devices, and a power-impedance product nearly independent of
frequency. High-field, traveling domains characteristic of bulk-effect
devices are not permitted to form. The oscillating field across the de-
vice rises above and falls back to the threshold level too quickly for
domains to take shape. Any small charge which does manage to accumu-
late dissipates rapidly when the field drops below thresholds. Thus,
the charge density is essentially uniform within the bulk sample; almost
the entire device acts as a negative resistance independent of the sample's
length, and without any transit-tune effects. In this way, pulsed LSA
devices can operate at much higher peak power levels than can Gunn or
IMPATT diodes. The LSA mode needs a DC bias several times threshold,
but the RF field still must be able to drop below the threshold. This
situation implies a very lightly loaded device: an LSA diode must work
into a circuit impedance about ten times as large as that of the diode itself.
To date, the LSA devices have not .fulfilled the promise of high
power, high efficiency devices in those frequency bands complimentary to
IMPATTS, say at 100 GHz and above. Typical performance is summarized
in Table 7-11.
Table 7-i1, Typical Performance: LSA
Effect Sources
E
E
From	 To
Oacillators
Frequency range 40 -45	 90-90 GHz
Power output +	 20 M19
Nominal efficiency i to 2 percent
Pulses Sources
Frequency range t.5	 75 GHz
Power output 5K	 0.05W
Nominal efficiency 6 to U percent
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7. 3.4.2 Broadband CW Devices. The perennial race for supremacy
among the various microwave broadband, CW devices now narrows down
to solid-state devices attempting to overtake traveling-wave tubes (TWT's).
Latest estimated contour plots of RF CW power as a function of frequency
for promising microwave devices, including high power TWT devices,
are shown in Figure 7-45
140
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Figure 7-45. State-of -the-Art RF Power Amplifier Devices
For solid-state amplifiers, as indicated, the transistor prevails
below 4 GHz. Above this frequency, the transistor and single-port re-
flective devices (IMPATT, TRAPATT, and TEA) are collectively in
competition. Nevertheless, distinctive performance differences among
these amplifiers tend to separate one from the other readily. The CW
capabilities of microwave solid-state devices, although still embryonic
and undergoing exciting improvements, are.
a All. of the reflection-type amplifiers, when optimized for
bandwidth, have low gain per stage (6 to 3 dB). Conse-
quently, five to seven stages are needed for 40-dB overall
gain. The device simplicity virtually disappears as one
adds the required circulators to isolate input and output
ports, biasing networks, and temperature compensation
for each of the stages.
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$ The TRAPATT amplifier, requiring harmonic and sub-
harmonic tuning as well. as initiation through the I.MPATT
mode, has excellent efficiency ( 25 percent but relatively
narrow instantaneous bandwidth ( 5 to 10 percent).
* The IMPATT amplifier has a bandwidth capability greater
than the TRAPAT T ( 10 pe r cent biL:t le s s than one -thi rd to
one-half that of the TEA.
0 The TEA has the widest bandwidth (50 to 100 percentl and
lowest noise figures of all the single-poxt devices, but its
efficiency (,,,3 percent) and power out ; gut are low.
a The transistorized amplifier has narrow bandwidth and
relatively low power and efficiency above 3.5 GHz.
A. review of the limitations of the aforementioned solid-state ampli-
fier devices for CW performance serves to highlight the superiority of
the helix-type TWT. For the TWT, gains of the order of 40 to 50 dB
over octave bandwidths and conversion efficiencies over 20 percent are
routinely achieved. Moreover, as indicated in Figure 7-45. The CW
power-output capability of the conventional TWT is two to three orders of
magnitude in excess of that achieved for those solid-state devices pre-
viously described.
More recent advancements -- miniaturization of the TWT —have
added significantly to the advantages inherent in these broadband,
high-gain devices,
7.3.4.3 TWT's. A generic line of miniature TWT's intended for aero-
space or ground-based applications at the 10- to 30-watt RF output power
levels has been developed. These miniature tubes, which cover the frequency
range from 2.6 to 18 GHz, are unique in their performance, size, and
weight. The tubes use sanniarium.-cobalt magnets, have a volume as low
as 4 cubic inches and weigh as little as 9 ounces. These tubes which pro-
vide greater than octave bandwidth coverage, can be used whenever high-
performance RF amplifiers are required.
The miniature TWT uses a conduction-cooled heat sink and de-
pressed collector operation for improved overall DC to RF efficiency.
They are specifically designed for side-by-side operation — a prerequisite
in an antenna array --- with minimal interaction between adjacent tubes.
sa
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TWT Design Considerations. Miniature TWT I s hav3 been designed
with rare-earth samarium-cobalt mageets. These magnets produce ex-
tremely large axial flux fields to maintain stable beam focusing and, at
the same time, make small packaging dimensions possible.
A comparison of the flux fields obtained for z specific configuration
with samarium-cobalt and with Alnico 8 magnets for PPM focusing is
shown in. Figure 7-46. The curves illustrate the increased axial flux that
can be obtained fora fixed magnetic pole piece inside diameter (ID) (0.2
inch) as the outside diameter of the magnetic material is increased. For
this configuration, the. Alnico material is limited to a flux density of 1200
gauss with a magnet outside diameter (OD) of 0.75 inch; the samarium
cobalt provides a flux of 2000 gauss for an OD of 0.4 inch. This dimen-
sion is well within the form factor to enable the fabrication of a packaged
0.5-inch width TWT. The magnetic-focusing stack is processed before
use at an elevated temperature (200 0C) which exceeds the maximum
operating temperature, to eliminate an inherent irreversible flux (-10
percent) loss and to obtain high-temperature operation independent of
time.
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Figure 7.46. Comparison of Magnetic Fields-
Samarium-Cobalt and Alnico 8
Performance Capabilities. The characteristics of the miniature
TWT's, now under development or being sampled for system usage, are
given in Table 7-12. RF power output contours as a function of frequency,
typical of some of the tubes, are shown in Figure 7-47. These tubes have
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sdemonstrated the capability of meeting RF power-output requirements
greater than 30 watts over octave frequency bands from 2.6 to 18 GHz.
Table 7-i2. Technical Data for Mini-NWT's
RCA Fraq RF i SIB Noise Heater Collector Holies Anode Dimanalona2 %valght
Typo Runge Output Gain Figure Power Power Power Vokiage (ineboal Appre:
Dav B GHz 17 dB db V	 A V mA V mA _ V L %V it 1.B
A1485 2.6-6.2 25 40 3.5 6.3	 1.0 t200 120 2100 B.0 3804 10.0 0.75 1.0 S10
At481 5.Z-10.4 25 40 3.5 .5 1300 t00 2500 8.0 3900 810 016 0.85 0.6
•4 1700 70 3000 5.0 2900	 1010 0.6 1.0 110
A1487 7.0-17.0 10 50 3.5
A1484 B. 0-16. 0 10 45 3.5 .35 1700 60 3300 6. D 2300 9.0 0.63 1.35 0.75
A1478 9.0-78.0 15 40 3.0 .4 2000 75 3000 8.0 2900 7.0 :..5 1.0 0.5
A1486 10.4-t B.0 25 40 3.5 .5 1800 95 3000 8.0 3400 7.0 0.6 0.85 0.6
A14BO 11.0-18.0 20 40 3.0 .3 16OD 70 3200 8.0 2800 7.0 0.5 t.35 0.6
I Saturated
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Figure 7-47. RF Power Output for Several Mini-TWTts
High Power TWT's. The availability of high power TWT tubes of
proven reliability makes it possible to consider future communication
links with considerably higher values of ERP. Table 7-i3 indicates
representative parameter values for a range of TWT devices, with
outputs of i to 500 watts. Tubes are available for power of up to 8 kw.
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Table 7-13. Characteristics of Medium and High Power TWT Amplifiers
M 7M
!	 i4lLl DOOR QUALM. 7"81
Manufacturer Part Number
Frequency
Range
(GHz)
Power
Output(Watts)
Power
Gain(d8)
Noise
Factor
(dB)
Form
of
Cooling
RCA A-1429 4 to 8 Z 40 -
Keltec CXR-600-1 4 to 12.4 1 30 30
Keltec CSR-602-Z 4 to 12.4 2 30 30
Watkins Johnson WJ-231-5 (opt 4-9) 35 30 - Cond.
5 to B. 5
RCA A-1397 5 to 10 4 43 -
Watkins Johnson WJ-440 5.2 to 10.4 500 30 - FA (also
Liq 440-Z)
Keltec CXR-602-1 5.4 to 10.7 1 55 30
Keltec CXR-601-2 5.4 to 10.7 2 60 30
Keltec CSR-600-ZO 6 to 11 20 35 35
Keltec CXR.-601-ZO 7 to 11 20 50 35
Watkins Johnson WM-231-4 (opt 5 to 10) 35 40 - Cond.
7 to 8
Keltec XR-601-1 7 to 12.4 1 50 30
Keltec XR-600-2 7 to 12.4 2 36 30
Keltec CXR-601-1 7 to 11 1 33 30
Keltec CXR-600-2 7 to 11 Z 36 30
Watkins Johnson WJ-1128 7 to 11 2 37 - Cond.
Watkins Johnson WJ-1116-Z 7 to it 2 37 - Cond.
RCA A-1428 7 to 11 2 40 -
Watkins Johnson WJ-492-1 7 to 11 3 37 22 Cond.
Watkins Johnson WJ-1115 7 to 11 4 45 to 60 - Cond.
Watkins Johnson WJ-391 7 to 11 5 36 - Cond.
Keltec CXR-600-10 7 to 11 10 40 35
RCA A-1378 7 to 11 10 40 -
Keltec CXR-601-10 7 to 11 10 60 35
Keltec CXR-600-100 7 to 11 100 30 35
Keltec CXR-600-200 7 to 11 200 37 35
Watkins Johnson WJ-1116-1 7 to 13 2 45 - Cond.
RGA A-1427 7.9 to 8.4 5 50 -
Hughes 7ZZH 8.4 to 9. 2 1 kw 40 -
Hughes 710H 8.7 to 9.3 8 kw 50 -
Hughes 732H 8 to 10 5 40 -
Keltec XR-600-1 8 to 1Z.4 1 30 30
Watkins Johnson WJ-2503-3 8 to 1Z.4 1 30 - F.A.
Watkins Johnson WJ-492-2 8 to 12.5 3 54 ZZ Cond.
Keltec XR-600-10 8 to iZ.4 10 30 35
Hughes 771H 8 to 12.4 10 30 0
Keltec XR-500-10 8 to 12.4 10 35 25
Keltec XR--600-20 8.2 to 12.4 20 35 35
Keltec XR-601-ZO S. 2 to 12.4 20 50 35
Watkins Johnson WJ-350-1 8 to 12.4 30 38 - Cond.
Keltec XR-600-100 8 to 12.4 100 30 35
Keltec XR-601-100 8 to 12.4 100 50 40
Keltec XR-600-200 8 to 12.4 Z00 40 35
Hughes 77314 8 to 14 100 40 -
Keltec XR-602-125 8 to 14 125 30 40
RCA A-1427 10.7 to 11.7 5 50 -
_......1-.tea ..e-..,,...... -.._.^. ,.:	 .,. -^...-,.., „^. .. .. _.. ,.. 	 _..,,.:^„^..___.^_,_ _......._^...-.. 	 ..,^ . _....._...	 .._..._
7. 3. 5 Path Losses
A major factor in a power budget analysis is the signal loss between
antennas. Nominally the loss contributors are the spreading or 1 /RZ
loss due to spherical divergence, and the attenuation caused by absorp-
tion in th£ atmosphere, clouds or rain through which the signal passes.
A third contributor sometimes encountered is fading caused by multi-
path induced phase cancellation that can occur whenever energy reaches
the receiving antenna via two or more paths. This latter should not be a
serious problem for systems using narrow-beam ground antennas when
the satellite elevation angle exceeds the beamwidth.
The usual derivation of energy transfer is based on isotropic trans-
mitting antennas having a spherical radiation patterns, and on isotropic
receiving antennas having an effective intercept area equal to A Z /4rr .
The received energy is proportional to the transmitted energy and the
ratio of the receiving antenna's effective area to the area of a sphere
centered on the transmitting antenna. Accordingly, path loss becomes
L	 Area Receiving
p	 Sphere Area
Z
Lp
 -	 7R }	 (7-15)
The term that varies with R  is caused by spherical divergence, whereas
the frequency sensitivity is related to the effective area of the isotropic
receiving antenna. Taken together they form a term referred to as path
loss.
When one terminal of the communications link is on the ground, and
the other in a spacecraft, path losses are sometimes computed on the
basis of orbit altitude h, and frequency. However, when the spacecraft
is not at the zenith, the path loss increases slightly according to the
square of the ratio of path lengths, illustrated by Figure 7-48. For
convenience, Figures 7-60 and 7 1 for zenith and off-zenith losses
are provided in Section 7.4, (link power budgets). The first relates
zenith path loss at each of the candidate orbit altitudes versus frequency.
The second, presents the incremental path loss as a function of elevation
angle.
a
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Figure 7-48. Orbit Geometry
Atmosphere, Clouds and Rain. Losses caused by the atmosphere
and adverse weather vary with frequency, precipitation and its form
(humidity, ice crystals or rain). The losses to be expected from these
phenomena are well understood for uniform weather masses. Unfor-
tunately, actual weather conditions are highly variable in both uniformity
and frequency of occurrence. Accordingly, there is usually a great deal
of uncertainty about how to plan for weather losses before a link is
developed.
When interest in communications lie in frequencies below a few
GHz, or even up to 8 GHz, weather losses are not significant more than
a few hours a year, and then only for the heavier rains. With i-nterest
now extending upward in frequency, including Ku-band and up, weather
losses can be significant, and should be accounted for. The ability to
account for these losses will be heavily dependent upon the weather data
available for the terminal area, and all portions of the path likely to
pass through adverse weather.
The TDRSS ground site will be in Roswell, New Mexico, which is
known to have predominantly clear weather, and will thus require less
of a margin than will other sites, for other systems, that might be
located in Europe, South East Asia, Washington, D. C. and other locations
with a significant amount of adverse weather.
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_	 There is usually little statistical weather data in the form desired-
1	 S,^
	
(J1	 The available weather data is usually recorded at fixed observation posts
at hourly or six-hourly intervals. Rain gauges provide the integrated
effect since the previous measurement; observers estimated cloud cover,
in 10ths, at the instant of the observation. Accordingly there is little
data to indicate how long a particularly heavy rain lasted, how wide an
area was included or what the distribution of heavy rain cells was. This
is turn, makes it difficult to develop fine-grain outage time statistics,
or to estimate path attenuation for narrow beam antenna systems, when
the fraction of the path in the loss region is uncertain.
With 9.nterest in the rise of frequencies above X-band increasing,
and a recognition that weather conditions present serious problems in
Europe and South-East Asia, the USAF Environmental Technical Applica-
tions Center (USAFETAC) has recently started to develop analytical and
statistical data. References 43 46 list a few of their more applicable
reports.
In recent years, major meteorological stations have begun to re-
	
t	 cord data in a form to assist in predicting weather losses, and should be
solicited as a part of a link design and site selection program.
Typical weather losses are reviewed in Appendix A. Parametric
curves generated for 2. 2, 8. 2, 13. 7 and 21.6 GHz are provided in
Section 72, 6 as a part of the discussion on constraints imposed upon
the system engineer,
7. 3.6 Ground Receiving Equipmr iA Implications. A ground receiving
system used for communications at microwave frequency today is
specified in terms of the antenna system figure of merit, This is the
ratio G/T of the antenna gain G to the system noise temperature, T
referenced to the same point.
There are three contributors to the system noise temperature.
i) the noise tern*.c rature (T a) of the antenna.. 2) the insertion loss and
resultant noise temperature (T f) of the dipiexer and feeder system, and
3) the noise temperature (T R ) of a high-g,-in, ultra-low-noise amplifier,
(LNR).
Figure of merit GATa + T  + TR)=G/T
There are two contributors to antenna gain, namely antenna diam-
eter, D and antenna efficiency,?).
From the cost standpoint, an antenna of diameter D, and efficiency
will cost so many dollars for the gain involved. If the antenna is in-
creased, the gain and the cost will both increase. If the gain can be in-
creased by an increase in efficiency, then the cost may not increase as
much since the increase in structure cost may not be significant. In like
manner, there is a relationship between receiver noise temperature and
preamplifier or receiver cost. As the receiver noise temperature is
reduced, cosmos increase.
The following sections review the important factors relating to
antenna and preamplifier design, then relate the tradeoffs involved in
minimizing co sts.
7.3.6. 1 Antenna. Considerations
As micx. owave frequencies increase, the most predominant factor
in establishing the effer4ive gain or efficiency of a large aperture
antenna is the phase error associated with the received signal. Assuming
that the antenna is located in a radome for security or environmental
protection, the following sources of phase error would be present in the
signal 'witimately daiivered to the receiver:
e Random phase errors due to non-uniformity of the radome
material dielectric constant and thickness tolerances
s Random phase errors due to the manufacturing tolerances of
the main reflector and subrefleytor
e Systematic phase errors due to axial defocussing of the sub- 	
_:
reflector-feed combination
j
e Systematic phase errors due to structural sag in the total
reflector, causing the reflector to assume a quasi-elliptical
shape
e Systematic phase errors due to a difference in the E- and H-
plane feed phase centers.
The phase shift through a dielectric material is given by
s	 'E
^S
1
,	 .	 .
where
d is the radome wall thickness
Ao is the free space wavelength
E' is the dielectric constant of the radome
0 is the angle of incidence (A =o=normal incidence).
The minimum thickness for a space frame radome is in the order of
0. 020 inch, with a tolerance of approximately 20 percent, Average
dielectric constants of materials employed (epoxy-dacron) is 3.0 with a
tolerance of 20 percent. Assuming a random distribuil', n of both
thickness and dielectric constant, the radome phase error will be in
ttie order of +0. 003 inch at angles of incidence between 0 degree and
30 degrees.
Ruze's work is widely utilized to account for gain loss due to
random errors in the surface tolerances of parabolic reflectors. For
a dual reflector antenna, employing a radome with phase errors, the
random phase error efficiency is given by:
^2 / 2
NT = e -16	 2 IoM
o	
\\
2	 \
+ a 	 +o'R
2
 )	 (7-16)
where
A o is the free space wavelength
uM is the RMS surface tolerance of the main reflector
as
 is the RMS surface tolerance of the subreflector
aR is the combined RMS thickness -dielectric constant
tolerance of the radome.
For most large aperture antennas it can be reasonably slated that
main reflector surface tolerances can probably be maintained to 0. 01 J
j
E	
inch RMS under controlled environmental conditions, while subreflectur
	 !_
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tolerances will be 0. 005 inch RMS. This includes antenna sizes up to
66 feet in diameter. For smaller aperture antennas, below 36 feet in
diameter, main reflector surface tolerances of 0. 005 inch have been
achieved, while a subreflector surface tolerance of 0. 003 in-;h can be
achieved. The loss in gain versus frequency for these two cases is
plotted in Figure 7.49
REFL ECTOR SIZE	 : ?5 FT DIAMETER
PARABOLA SURFACE TOL = 0.005 INCHES
SUBREFL SURFACE TOL 	 = 0.003 INCHES
RADOME PHASE ERROR	 = 0.003 INCHES
REFLECTOR SIZE a 66 FT DIAMETER
PARABOLA SU:.FACE TOL = 0.030 INCHES
SUBREF L SURFACE TOL	 = 0.005 INCHES
_ RADOME PHASE ERROR	 = 0.003 INCHES
20	 30	 40	 50	 60	 70	 80	 90	 100
FREQUENCY (GHz)
Figure 7-49. Gain Loss versus Frequency due to
Surface Tolerance
Systematic phase errors can be treated in a somewhat different
manner, especially where the antenna is to operate over a small angular
region and is located in a controlled environment. Axial defocussing, due
to subreflector displacer_ient would be caused by temperature changes
and structural deformation for large movements of the antenna. Struc-
tural sag in the total antenna aperture is highly dependent upon the design
of the structure. if the antenna is to operate over a limited region, then
the parabola would normally be designed to have minimum deflection over
that region. In the area of feed design, very efficient designs are avail-
able, having well-defined phase centers and very low spillover in a casse-
grainian geometry. These include the corrotgated conical horn, the dual
or multimode horn, and finned conical or rectangular horns. Thus, it
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can be concluded that systematic phase errors of the types mentioned can
be minimized when
w The antenna is in a controlled environment (radome with air
conditioning and/or haating)
• The antenna look angle is confined to a small angular region
as would be the case with a synchronous satellite
• Exploitation of the above conditions and the feed design
techniques are fully utilized.
Other factors affecting the efficiency of a high frequency cassegrain
antenna include the following.
• Ni, the aperture illumination, or amplitude taper
• NSS , the spillover or lost energy not collected by the subreflector
• NSR' the spillover or lost energy not collected by the parabolic
aperture
• NBSUB' the blockage of the subreflector
• NBSOP, tl. .s blockage by the subreflector supports
• NXP , the cross polarization of energy inherent in the feed design
and incurred by the reflecting surfaces
• NLS , the losses, ohmic in nature, caused by the reflecting surfaces
• NLF , ohmic losses of the feed subsystem including polarizer
• NLD , ohmic losses of the diplexer
• NR , reflective loss due to finite VSVTR of feed subsystem (negli-
gible for good designs).
In order to achieve the highest possible efficiency from a given
aperture, various techniques have been devised to obtain very nearly
uniform illumination across the aperture. These include shaping of
the subreflector and main reflector, multi-feed horn arrangements, and
feed-compensated lenses. In general, these techniques have worked quite
well and illumination efficiencies in excess of 90 percent have been ob-
tainable. However, in a radome-enclosed situation where the metallic
members of the space frame radome produce increased blockage toward
the edge of the aperture, there may be little, if any efficiency improve-
ment unless the radome is large compared to the diameter of the antenna.
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This can be intuitively visualized when one considers that the metallic
members of the radome are essentially thin radials of a sphere, such
that an optical projection across an aperture causes greater and greater
blockage towards the edge of the aperture. lxais blockage, for normal
radome diameter to antenna diameter ratios ( about 4 /3) can almost
obviate any sophisticated attempts at increasing efficiency by obtai ping
uniform illumination. Furthermore, the computation of surface P--ror
efficiency by Ruze's method is based upon a tapered or weighted illumin-
ation function which is nominally a 10 db illumination taper. Toward the
outer edge of the aperture of a physically realizable parabola, or quasi-
parabola the actual surface tolerance will be lessened due to the reduced
rigidity of the structure. Thus, while the RMS surface tolerance of the
reflector surface may be measured to be, say 0. 010 inch, the outer por-
tion of the aperture, which has the least stiffness, but the greatest area,
could logi.ally cause the greatest phase error. For very high frequency
systems, then, the Ruze phase error equation for uniformly illuminated
apertures would predict an optimistic efficiency.
While no numerical results were obtained from the above discussion,
it can be seen that certain flaws exist in the "uniform illumination - 100
percent aperture efficiency" design approach, and that this is especially
true where a metal space-frame radome is employed.
As with everything in nature, there is an ultimate limit which can-
not be exceeded. This holds true where the gain of an antenna is con-
cerned. The gain of an antenna is given by
G = N 4 7r	 (7-17)
AZ
where	 N is the efficiency
A is the area of the aperture
?L is the free space wavelength
E
Assuming a fixed efficiency, higher and higher gain is achieved
s
with increasing aperture size. Unfortunately, the assumption of fixed
efficiency with increased aperture size is not experienced in practice.
^	 3
For fixed efficiency, a fixed tolerance value must be held as the aperture
is increased, i.e., mechanically a smaller and smaller percentage
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variation is required. At the present state of the art, antenna gain
^.^	 limits have fallen between. 73 to 75 dbi. This is illustrated in Figure
7 . 50 which plots the gains of several of the state of the art ground
antennas.
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Figure 7-50. Gain of Large Antennas
7.3.6. 2 Low Noise Amplifier Considerations. Many types of LNA's
are avilable for frequencies well into the microwve range. Figure 7-51
presents noise temperatures that are representative, in mid-1974, of
the cooled and uncooled parametric amplifier, the mixer, tunnel diode
amplifier and field-effect transistors (FFT's).
The maser exhibits bandwidth limitations of about 150 MHz. It
also requires a very expensive liquid helium cryogenic refrigerator.
The traveling-wave tube has been subject to obsolesence wherever it
could be replaced by solid-state device. As a result of the liabilities
in the maser, and the general trend away from TWT t s, development
efforts are concentrated on the cooled paramp, which despite its
slightly higher noise temperature, than the maser is much lower in
.^
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Figure 7-51. State of the Art
for Preamplifiers
cost, has a much wider bandwidth, and can operate reliably unattended
for thousands of hours.
Many of the technologies required for stable wideband cooled and
uncooled paramps matured between 1966 and MO.. A highly reliable
17°K cryogenic refrigerator was developed. Gallium arsenide varactors
with cutoff frequencies in excess of 200 GHz were procued. Capricious
and unstable reflex klystrons gave way to the stable long-life two-cavity
klystron, which then were superseded by the solid-state pump utilizing
the Gunn diodr. oscillator.
Uncooled paramps of extremely low noise temperatures, approaching
what would-have been considered to be the noise temperature of a cryo-
genic paramp ten years ago, are now being built in many frequency 	 li s
ranges. Wideband paramps are available at frequencies from 2 GHz all 	 '?
the way up to 94 GHz. The klystron has now been virtually entirely 	 ^ ^1
supplanted by solid-state pumps for most new communication paramps.
;t
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The development of new varactors for use in either cartridges or wave- 	 -
guide mounts, with cutoff frequencies well above 500 MHz and capable
of being pumped in the 60-80 GHz range, are now being made.
Modern paramps utilize significant thermal stabilization techniques
to assure that the varactor temperature is very stably maintained. The
two most common stabilized temperature enviromxnents in use today are:
i.) around 170K, which is found in the dewar of a cryogenic refrigerator
or 2) on a temperature-stabilized plate using Peltier cooling, usually at
20 degrees below zero. In today's terminology, the former would be a
cooled paramp, whereas the latter would be on rruncooled' r paramp.
Effective temperature is related to varactor thermal temperature
by cut-off frequency and pump frequency.
One favorable technical aspect of the cryogenic paramp is the fact
that, to achieve noise temperatures usually below 50 aK even into the
i0-20 GHz range, a pump frequency as low as around three times that
of the signal frequency can be used.
On the other hand, the uncooled paramp- and this refers to paramps
whose varactor temperature can be maintained thermoelectrically as low
as at - 400 C has a significant problem since it requires that the pump
frequency be as far removed from the signal frequency as is practical.
Figure 7-52 illustrates the performance improvement achievable by in-
creasing the pump frequency of 4 GHz paramp whose varactor is main-
tained at -f 8oC.
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Uncooled paramps above 15 GHz use pump frequencies from 70-
iZ0 GHz and have noise temperatures in the 4-6 db range. This high
noise figure makes these amplifiers still very attractive, but now signi-
ficant competition comes from mixer down-coverters with 5. 0 db
conversion loss, which can operate into a 1-db noise figure transistor
amplifier at UHF or VHF.
Pump power level variation. The pump power level is one of the
key elements of paramp stability with respect to gain. In general, a
change of approximately 0. 1 db of pump power will result in about 1 db
of gain change. Modern practices now provide leveling loops and thermal
controls adequate to maintaining gain stability to approximately 0. 5 db.
7. 3.6.3 System. Gf T. The system noise temperature substantially
represents the thermal sum of the antenna, the feed and feeder, and the
low noise receiver.
Principal contributors to noise temperature of a parabolic antena
at received frequencies include cross-polarization loss, forward spillover
loss, and blockage and scattering loss. Also, the antenna looks into a
sky having various temperature values; when the antenna is at the zenith,
the sky temperature is approximately 3. 5°K; at 7. 5 degrees above the
horizon, the sky temperature is 22.70K; and on the ground, the antenna
temperature is 240 0K. The antenna will sum various noise contributions
depending on elevation angle beamwidth, side lobes, and back lobes and
provide antenna noise temperature, Ta.
Antenna temperature will never be significantly below i 0 0K, even
when pointed at the zenith. At low elevation angles, this noise tempera-
ture will be in the 30 0-600K range. Feed and feeder loss noise contribu-
tions will never be less than about 15 0K and most earth terminals will be
in this range.
Based on a reasonable antenna temperature assumptions, G/T
curves have been developed for the four key frequencies of interest, 2. 2,
8.7, 13. 7 and 21.6 GHz for probable antenna sizes and candidate pre-
amplifiers. These are presented in Figure 7-53 a through d for the four
frequencies Z.2, 8. 2, 13. 7 and Z1. 6 GHz. Antenna diameters of 25.9m-
(85 ft) and 9. im (30 ft) are used for 2 GHz and 8.2 GHz, and 9. im
(30 ft) and 3.8m (12.5 ft) for 13.7 and 21.6 GHz.
{	
7-93
i
i
260	
t
106	 4[
so —
to—
AD-
20
g
10	 2r
6
6
2
4
I
	
T 6 l0	 IR	 6	 8 10	 20	 40	 60 so 100
	
1	 ^
ELEVATION ANGLE (DEG)
30 FOOT ANTENNA WITH A GAIN DF 43.9 d4
105 FOOT ANTENNA W'TH A GAIN OF 3:.9 d8
Figure 7-53ao G /T for a 30-Foot and x-85-Foot Parabolic Antenna
at Z.2 GHz (add 9 Tib when using 85-foot antenna)
L
` ANELNNA
nMRAlIY,cE
MTL7ODEL
\
\ IPJIVIVNG WAVE MASER 0'K1
20'K COC31F0
MUM 20-
^ l _
:OOLE D
I
 1ALPAW 150•KI
l
I
I
ONCOOLEU P ^MP(150%)
l iLINNEl D[D0E AMP (SONY.)
RANSISIOR ATAP (300•K1
21	 s:
16o	 x
t;a
fA
^ 40
K 20	 4;
G1	 O
10	 3
^ B
6
3
4
2
iL 20
1	 2	 4	 6 8 10	 20	 30 40	 w 80 100
ELEVATION A 4Gt{ (DEO)
OVIMARNO FRMUENGYS.? GHz
30 FOOT ANUNINA WITH A GAIN OF 55.3 d6
+85 FOOT ANTENNA WITH A GAIN OF 67.3 d0
Figure 7-53b, G/T for a 30-Foot and -1 .85-Foot Parabolic Antenna
at 8. Z GHz (add 9 db when using 85-foot parabola)
7-94
ANiiNNn \^
UMPERA ME
AlOdll
^ iAAVEIING WAVE MASiR [l0•KI
OOEEO PARWP (90'1)
-- Witti LEU i41WIP RM-I:)
TUNNEL OiODE AMP NDO-K)
ANIENNA
\	 TEMMAIURE
It
2RAVELING WAVE IAS EN 1]'K	 ^
79' COOEED PAP.A'fP {Sp'Tt 	 ^
9	
— • — —	 7 COOLED P;,'AN.P VN'K
S
UNC 7dlEl1 PtiN.53! '}J'K
	 )
IUNNEt. O1M: A1:.P f1?%0•KI
200	 SS
1001 ,
BO
60
A
60
'X 0
TS
	6 10	 3
8 -
6
3
	
2	 7
1
S
?D
L
'Or
	
A00
551-	 290
u
AS
AI
u '
<0 qqA
[^	 q
SS	
r U
i
25
70-
	 01	 2	 S	 6	 0 10	 20	 40	 60 89 100
ELEVATION ANGLE {DEG)
OPERATING FREQUENCY 21.6 G11s
12.5 FOOT P.M) ANI INNA WIIH A GAIN OF 541 40340 FOOT ANTENNA W T11 A GAIN OF 61.7 dB
Figure 7-53c. G/T for a 12, 5--Foot and +30.0-Foot Parabolic Antenna
at 13.7 GHz (add 7.6 db when using 30-foot antenna)
ANTENNA rE7.1PERA1lA1E MODL
TI.Avdit.c, V,:,,,,t
	 ,'Axtx (/d'LI
20' COOLED M:A IP A0'K1
COOLED AAWAP (150'K)
UNCOOLEG PAPJJ4P 4670 •K1
TUNNEL DIODE Ah%? 41700.1:)
1	 2	 4	 6 15 ID	 20	 30 tD 60 fi0 m
	
MEW ON ANGLE {AEG1 	 +
s
r	 )
^ 17.5 FOOT Ca.OM} AN1 EN NA GAIN 15 52,7 d3 	 3
1	 39A fOOT ANTENNA GAIN 15 59.0 d3	 ^.
}t
Figure 7-53d. G/T for a 12. 5-Foot and 30. 0-Foot Parabolic Antenna
at 21.6 GHz (add 7.6 db when using 30-foot antenna)
7-95
k	
`^
7.3.6.4 Ground Receiving System Costs. Cost-oriented programs
frequently must meet a system specification by a realistic determination
of the cost effectiveness of the antenna system. There are numerous
tradeoffs to be considered between the antenna costs, which relate to
gain and antenna noise temperature, and the preamplifier costs, which
relate to receiver noise temperature.
In the final analysis, the merit of the design of an earth station,
will be how well it minimizes the cost of achieving a particular G/T.
The problem of meeting a given G/T requirement at minimum cost, there-
fore, becomes one of selecting the minimum cost of an antenna and pre-
amplifier.
Selecting the least-cost antenna preamplifier combination is accom-
plished by using the following: i) cost curves for antennas, which vary
with diameter and therefore with gain, 2) cost curves for preamplifiers,
which vary with noise temperature, and 3) curves for feed cost, which
also can vary with antenna size.
Antenna Cost Analysis. In any antenna system the antenna diameter
is the principal parameter of cost. When it is greater than 30 feet, the
cost of the structure increases rapidly so that the structure can withstand
severe environmental conditions, and be movable by servo equipment on
pedestals of practical design.
Potter of NASA /JPL related antenna costs to diameter according
to the following equation
cost ($000) = 4. 37D 2.78
Where D is the antenna diameter in feet.
This equation is particularly applicable to antennas greater than
75 feet and also indicates that a small increase in antenna diameter can
involve a very significant change in cost. For example, an increase of
14 feet for a 90-foot antenna can lead to a normal increase in cost be-
:E
tween. $200, 000 and $300, 000 over the cost of a 90-foot antenna.
Actually, no expression has ever been developed to represent
	 g
t
	
	 antenna costs for the wide variety of types, cheap, commercial, mili-
tary and for diameters as little as 5 feet.
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The Philco-Ford curve, shown in Figure 7-54 represents antenna
cost data made available through the POLFTS program, available in the
GE Shared Computer Service.
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Figure 7-54. Ground Antenna System Costs
Preamplifier Cost Analysis. The choice of low-noise devices for
a particular G/T depends not only on performance and noise temperature
required in bandwidth, but very heavily upon cost. Many different cost
levels are encountered, from the cost of a maser representing a cost in
excess of a quarter of a million dollars, to the cost of a tunnel-diode
amplifier, representing costs of less than $3000. These costs are plotted
in Figure 7-55 as a function of preamplifier noise temperature on a non-
redundant per-channel basis. Costs are based on present figures reported
by the various principal manufacturers of low-noise aerospace microwave
amplifiers in the industry.
e
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Cost Optimization Curves. G/T versus system costs for various
r'
antenna sizes may be developed from curves of G/T such as Figure 7-53
and costs of the antenna and preamplifiers cited above. An example is
shown in Figure 7-56 for a low elevation angle of 7. 5 degrees, which
represents a near-to-worst case.
G/T versus antenna system costs were developed based on pur-
chased or first costs for the frequencies 2. Z, 8, 13, and 2i GIN, for
antenna diameters for 5 up to 100 feet and G/T from 16 to 44 db where
applicable.
Figur a 7-57a through 7. 57d show G/T cost curves as a function
5	 tof antenna diameter for the above mentioned frequencies. The elevation
chosen was 7. 5 degrees representing a low elevation position close to
t
the horizon, a near-to-worst case.
Each G/T curve has the basic curve form, following a sma.0 incre-
ment from the basic antenna and feed cost curve, and then passing through
a minimum and rising to infinity in regions of sensitivity where cooled 	 `E
! "^	 preamplifiers or masers are required to maintain sensitivity. The sharpE
minimum cost point reflects the domination of the antenna costs in the	 E
cost equation until the sensitivity can no longer be attained.
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As the frequency is increased to 2 i GHz, the maximum gain limita-
tion providing a maximum diameter comes into effect sharply limiting
antenna size, The curve for Zi GHz is semi-academic at points of maxi- 	 i
mum sensitivity since masers and cooled paramplifiers are not at the
s
	
	 product status for these frequencies. Due to high atmospheric losses,
the sensitivity of a space-to-earth link may not be economically served
by a parametric amplifier due to the high noise level. Here a tunnel-
,.diode amplifier at the 500°K noise temperature may provide the most
`R	 practical approach to sensitivity that a typical link can provide,
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7.3.6.5 Mini.mum -COSt for G/T and Frequenc
An important aspect to economic antenna system design is the mini-
mum cost point of a G/T curve where the optimum size of antenna is
matched with the most economic value of amplifier no4 p e temperature.
Figure 7-58 shows a family of curves that represents the locus of lowest
cost points at each frequency for each G/T versus antenna diameter
curves of Figure 7-•57a through 7-57d. The antenna cost range is for
maximum cost or military antennas.
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7.4 ERS Power Budge^Anal^*ss
Section 7. 1 summarizes projected requirements. Nine candidate
missions are listed, with orbital altitudes ranging from 707 km to geo-
synchronous attitude. Parametric charts are presented here for five
representative altitudes of 707, 852, 1146, 1852 and 34,880 km.
Section 7.2 reviews possible frequency allocations, and suggests
six, ranging from 2.2 GHz to 65 GHz. Of these, parametric data is
presented in this report for four; Z. 2, 8. 2, 13. 7 and 21.6 GHz, Due to
greater atmospheric absorption, the possibility of link operation at 51
or 65 GHz seems remote at this time.
7-101
A major concern, regarding the higher frequencies, above 8.2 GHz
	
`	 is the increased attenuation at lower elevation angles, caused by at-
mospheric absorption and adverse weather. However, because of band-
width requirements for projected data rates, and the STDN/TDRSS use
of Ku-band, it is essential to consider these frequencies and to recognize
the impact of excess attenuation on useful communications time during
each orbit.
The following sections address the problem of synthesizing and
selecting a suitable communication system for the missions developed
earlier in this report.
7.4. 1 Link Budget Technique
Section 7.3. 1 presented an overview of the link power budget. Equa-
tion " -18 is a variation of one form with parameters expressed in decibel
fore ti,
Eh = (Pt Gt) + Gr -- RL — k --- L	 - E 	 + M	 (7-18)
Nc	 Teq	 p	 No j	 'Threshold
	
'`^^	 ^.-"`3 	 `+v^r'-w w^3 `-+'vas3 ^-^•-..'^-' '^'rr""^'	 ^+^1.--^
( 1 )	 (2)	 (3)	 (4)	 (5)	 (6)	 (7)
(i) -	 Satellite ERP
(2) =	 Ground receiving station figure of merit
(3) - Information data rate
(4) = Boltzman's constant = —228 dbw/oK/Hz
(5) -	 Path loss E
(6) =	 Threshold No
	
t
(7) - Link margin
Of these parameters, (1), (2), and (6) tend to be flexible, and subject
to variation by the designer, who strives to select combinations leading
to an effective low-cost system, subject to given constraints.
To establish a straightforward method of handling this reasonably
complex communication synthesis problem, which requires evaluation at
a set of communication frequencies and for a number of satellite orbits,
a link power budget flow chart is provided in Figure 7-59. Successive
steps are labeled and discussed below.
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Step 1 and 2 gather the basic data necessary to define the mission,
sensors, sensor data rates, on-board processing and/or storage, coding,
reliability and orbit parameters. This information is addressed in
previous sections of this report and is considered to be an input to the
communication problem. Where inputs influence or constrain the system
design, it would occasionally be desirable to influence specific para-
meters selected. An example would be the orbit selection problem
which has important ramifications including available observation time
and maximizing high-data rate flow before atmospheric loss occurs at
low-elevation angles. An advantage of higher orbits includes increased
contact time for circular orbits that do not pass directly overhead.
Charts for the latter are included in Section 7.2.4,
Step 3. From Step i, determine the sensor bit rates, the total
amount of data to be accumulated per orbit, the data perishability,
whether data is to be stored then retransmitted, the required bit trans-
mission rates (which very likely will differ from the sensor data acquisi-
tion rates), and acceptable bit error rates.
Step 4. Based on Steps 1-3, review the constraints imposed by
bit rates, orbital altitude, path and perishability and select a trial data
routing. Candidates include the use os the STDN /TDRSS network in a
direct or relay mode, and either real time or store and playback trans-
mission to a ground terminal. (When STDN/TDRSS is to be used, it
will ultimately be necessary to verify it's availability). The output of
this step should include link frequency, the available bandwidth of the
selected routing and the location of the receiving terminal ( on the ground,
or another, spacecraft as in the TDRSS).
Step 5. Based on the results of Steps 1 -4, including data rate,
bandwidth limitations, required bit error rate, and whether coding will
be employed, select a candidate modulation and establish the threshold
Eb /No for the required bit error rate. Bear in mind that coding will
extend total transmission time for a fixed amount of data and fixed band-
width.
i
An irs:pr rtant cost consideration, also to be considered, is whether 	 ii
r;-	 or not pre - established demodulation equipments already exist to handle 	 1
A'
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data. For this case, many links are already operable using two- and four-
state FSK transmission links. While these do not give the degree of
bandwidth reduction that the higher order modulation techniques provide,
hardware does exist for these modulation techniques and therefore is
an important factor in the selection of the modulation technique chosen.
Parametric curves to assist in selecting the modulation format and
Eb /No are presented in Figures 7-26, Z8, 29 and 7-37 of Section 7.3.2.
When the bit rate, after coding, exceeds the available bandwidth it will
be necessary to use a multiple state modulation. Figure 7-30 relates
bandwidth in Hertz/bit to the number of modulation states for FSK, QPSK,
and for MSK. Final bandwidth may be computed by applying these ratios
to the after-coding bit rate, which is the data bit rate divided by the
coding ratio.
Figure 7-37 may be used to determine E b /No for various modula-
tions for the particular case of a bit error rate of 10_4 . For other bit
error rates, see Figure 7-26, 28 and 30 and Appendices B and C.
Coding gains, in decibels, may be inferred from Figure 6-13 or
from Table 6-6. Required Eb /No equals Eb
i
 /No without coding, less
the coding gain. For the particular case of a BER of 10_4 , rate 1/2
coding will reduce the threshold Eb /No of Figure 7-37 by 5. 2 db, whereas
rate 1 /3 coding will reduce it by 5. 7 db. However, rate 1 2 and 1 3 will
also double or triple the required R. F. bandwidth or transmission time.
Step 6. Based on the results of Step 3 through 5, determine the mini-
mum time required during each orbit to transmit data to the receiver. This
will be used to determine the minimum elevation angle, in Step 7 from
which worst case path losses may be determined in Step 11.
Step 7. Based on receiver location, orbit parameters and mini-
mum transmission time required, compute the minimum elevation angle
to the spacecraft from the receiving station. This is facilitated by the
charts in Figures 7-11 and 7-12 of Section 7. 2. 4. Since the spacecraft
will seldom pass directly over the ground receiving site, worst-case
off-zenith angles should be used when determining the minimum elevation
If the receiver is in another spacecraft, such as the TDRSS relay,
verify that the relay will be in view when required. The majority of the
following sections relates to using ground receiving stations. Variations
for the TDRSS are reviewed in Section 7.4.2.
Step 8. A major step in the link synthesis process is the selection
of a ground station receiving system. To a certain extent this is dependent
upon the routing being evaluated, thus if a STDN Site location is under
consideration, it very likely will have an in-place antenna and receiving
system. If, on the other hand, a new station is to be erected at the
ground receiving location, more options will be available.
To maximize the effectiveness of the l:.-tk budgets presented here,
three antenna sizes have been assumed. These include 30- and 85-foot
dish antennas usable at 2.2 and 8.2 GHz. A 3.8-ni (12. 5-foot) antenna
along with the 30-foot dish antenna has been selected for use at 13. 7 and
21.6 GHz. After reviewing current STDN station capabilities and proposed
plans for the stations through CONUS, these antenna selections seemed
most reasonable. Selection of a receiver was more difficult to establish,
so conservative models of six varieties have been considered. The six
receiver types are. i) transistor amplifier at 2.2 GHz only, 2) funnel
diode amplifier, 3) uncooled paramplifier, 4) 77 0K cooled paramplifier,
5) 20 OK cooled paramplifier, and 6) traveling wave maser. The very best
device is a traveling wave maser and the most conventional and least costly
device is the tunnel diode and/or transistor amplifier.
A part of this step is to determine the G/T eq of the antenna/re-
ceiving system to be used. Figures 7-53a-d present parametric curves
of likely G/Teq for 85, 30 and 12. 5 foot parabolic antennas with the
selected amplifiers. This G/T eq may be readly determined for the parti-
cular amplifier at the minimum elevation angle determined in Step 7,
If an existing site is to be used, the designer would use G/Teq
curves for that site. However, if a ground system is to be developed, some
care should be given to the cost-aspects of selecting a receiver and pre-
amplifier, with due attention given to the merit of selecting more sensi-
tive preamplifiers in view of the elevation angles to be used. For ex-
ample, between 10 degrees and zenith elevation angles, significant
improvements can be realized by using the higher quality receivers. At
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elevation angles of less than 10 degrees, the traveling wave maser and
cooled parametric amplifiers coverge to about the same antenna gain to
effective system temperature (G/T).
Step 9. Determine the free space zenith path losses from
Figure 7-60 which is based on the equation
L p 
= (4i  d 2
Step 10. It is next necessary to determine the incremental losses,
at the minimum elevation angle, caused by atmospheric losses, weather,
and increased path length due to off-zenith conditions. Before weather
losses can be determined, however, it is necessary to review reliability
and outage requirements from the mission requirement listing. This
step therefore, involves checking link reliability and outage constraints
from Step i, and then determining the maximum rainfall rates that
must be tolerated. This step, then, is to first determine the number of
acceptable outage hours per year.
A portion of the acceptable outage hours can be allocated to adverse
weather, with the remainder allocated to equipment failures.
Weather statistics are compiled in major meteorological stations
and may be used, with varying success to determine atmospheric
attenuation due to clouds and rain. Losses caused by clouds and weather
is discussed in Section 7.2.6, and 7. 3. 5 and Appendix A. As an example,
Figure 7-16 or Table A-t present the average expected annual number of
hours various rainfall rates occur at Washington, D.C. , as well as
attenuation for a 30 degree path. This table can be used to determine
the worst-case acceptable rain rate in mm/hour, for use in Step 12.
Similar data can be obtained for other sites of interest.
In view of the fact that the transmission time for some missions
could be relatively short (see Table 7-1), repeat transmissions are
worth considering for use when weather attenuation precludes successful
data transmission on a particular pass. Retransmission could be on the
same or on subsequent orbits. Thus, reliability and mission require-
ments should be reviewed to assess the need for automatic retransmission
requests from the ground station. This possibility also needs to be
assessed in terms of the total buildup of data from previous orbits, as
well as on--board storage requirements and the number of orbits until
the spacecraft is again within view of a ground station.
Step 11. Determine incremental losses caused by the atmosphere,
clouds and weather, and by increased path length at off-zenith elevation
angles. Atmospheric and weather losses will vary with the length of the
path passing through the atmosphere or adverse weather, with frequency,
and rainfall rates and cloud densities.
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-,,	 Considerable research has been invested on weather loss statistics,
r
but there still is a great deal to be learned about the subject. Rain is by
no means uniform, with heavier rainfalls occuring in smaller cells.
Thus, there is concern about the true path lengths that pass through the
heavier rain cells. For the purposes of this report, a conservative ap-
proach has been taken, leading to the atmospheric, cloud and rain losses
presented in Figures 7-15a through d. A more precise statistical approach
may be taken by those interested in doing so.
Based on the worst case rainfall rates from Step 10, and the mini-
mum elevation angles of Step 7, one should next obtain excess trans-
mission losses from Figures 7-15a through d.
Off-zenith path losses, due to increased path lengths may be
determined from Figure 7-61, which is based on the equation
r Cosb
loss db = 20 log (r+h)Sin[Cos
-1
 ^ r+h 	 -r SinbI	 [	 h	 ^ (7-19)
where
6 = the elevation angle
h = orbit attitude
r - the earth's radius, 6, 378. 388 km
ELEVATION ANGLE (DEG)
Figure 7«61. Off-Zenith Incremental Path Losses
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Step 12. Select a system margin to allow for implementation 	 t
losses, equipment degradations, additional path losses, or other factors.
Reasonable values, sometimes used, vary from 3 to 6 db.
Step B. Form the sum of parameters determined to date, in
accordance with equation 7-18. The sum will yield the required spacecraft
EIRP in the direction of the ground receiver at the minimum elevation
angle. The remaining steps to be taken are to determine spacecraft
antenna gain and rf power output, and to verify the feasibility of the design.
Step 14. Spacecraft antenna pattern and gain characteristics must
next be determined. The EIRP of Step 13 applies to the direction of the
ground receiver from the spacecraft. If the spacecraft antenna's bore-
sight (direction of maximum gain) is not pointed at the ground terminal
(or satellite relay), it is necessary to additionally compensate for pattern
shape.
A major factor regarding spacecraft antenna gain limitations, is
the mission constraint imposed by the possibility of requiring an antenna
that illuminates the entire earth within view. If an earth-coverage
antenna is required, it will not be possible to provide an arbitrarily high
antenna gain to permit reducing the transmitted power.
If, on the other hand, earth coverage is not required, the spacecraft
antenna pattern can be narrowed, and higher gain can be obtained.
Accordingly, it is necessary to review pattern .coverage require-
ments and to then select an appropriate pattern and gain, bearing in
mind that narrow beam antennas must also be pointed.
Figure 762 presents curves of parabolic antenna gain as a function
of the diameter of the parabola, assuming 55 percent aperture efficiency.
It also presents the resillting 3 db beamwidth versus gain, thus illustrating
beam pointing requirements.
Step 15. The rf output power may next be determined, based on the
EIRP computed in Step 13, and the antenna gain selected in Step 14.
Step 16 and 17 are feasibility check steps. At this point, one
selects the antenna and rf power sources to be used, and verifies their 	 +
feasibility. Factors influencing providing high EIRP's are illustrated
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at 2.2, 8.2, 13.6 and 21.6 GHz
in Figure 7-63. Of these, prime power is a major factor that is directly
influenced by rf power requirements as illustrated in Figure 7-64.
Step i8. Review modem requirements, including projected impie.-
mentation losses, and development feasibility.
Step 19 and 20. Compile the basic parameters of this trial design,
then consider iterating the design with input parameters adjusted in a di-
rection anticipated to improve performance, lower cost or to simplify
the design and improve feasibility.
3
7.4.2 Link Sizing for STDN and TDRSS
A process similar to that of the preceding section may be used to
^'.	 size a terminal to be used in conjunction with the STDN or TDRSS systems,
These systems, however, will be designed for a specific modulation,
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-	 (PSK), carrier frequency (S-and Ku-band) and will have receiving terminals
in place. AccoYdingly, some of the steps of Figure 7-59 may be bypassed,
since the only factors remaining to be determined is the required space-
craft EIRP and its allocation to antenna gain and rf power.
Figure 7-65 is a convenient nomogram to facilitiate link sizing
once the basic data rate has been selected. Three routings may be con-
sidered, two via the TDRSS relay at S-and Ku-b?na respectively, the third
is via the STDN network at S-band.. Spacecraft altitude for TDRSS may be
anywhere below 5, 000 km, with reduced availability below 1200 km. Space-
craft altitude for the STDN network is 4600 km, but may be adjusted by
adding 20 log (h/4600 km) to the EIRP requirements.
To use the chart, enter on the lower ordinate at the data rate and
project left to the desired routing, then vertically to the required EIRP.
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The next step is to allocate EIRP to rf power and antenna size.
Project vertically from required EIRP to a candidate rf power level,
then horizontally to the correct frequency in the right quadrant to obtain
	
!
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antenna size. Check the acceptability of the antenna size and the re-
sulting beamwidth and iteratively adjust as necessary.
7. 5 optical Communication S sterns
The use of visible or near-visible light frequencies for communica-
tion purposes differs from the use of microwave frequencies in some
important ways. A laser can be considered as an oscillator that gener-
ates the energy used for the carrier of the information. Laser systems
frequently, but not always, use a modulator separate from the oscillator,
The modulator applies the information to the user energy. An optical
system consisting generally of a telescope used with the laser radiation
projected out of the objective end is the counterpart of the microwave
antenna. At the receiver another telescope collects the energy and
focuses it onto a photodetector which converts the radiation onto an elec-
trical output that represents the signal applied to the laser beam at the
transmitter.
The most applicable types of lasers are listed in Table 7-14 and
further described in Appendix E. The salient features of presently fore-
seeable lasers are:
e Low-power conversion efficiency
c, -Uncertain operational lifetime
o Unknown reliability.
Table 7-14. Applicable Lasers
Laser T
	
e Examples
Wavelength
(Km^
ConversionEfficiency power for NominalSpace Applications
Atomic Gas Helium - Neon 0 . 632 50 m watt
Helium - Cadmium 0 . 4416	 0 . 3Z50 µ m to 	 10_
3 50 m watt
Argon 0.5145	 0.4880 pm 10 m watt
Solid State Neodymium in YAG 1. 06 5 x 10 -3 to 10-2 - t watt
Optically Pumped 0. 53 (frequency - 0.4 watt
doubles 1.06
output
Solid State Gallium Arsenide 0.9050 2 x 10-2 150 watt peak
Electric Current with various 2 x 10 4 duty factorPump Dopants 0.8470
Molecular Leas Cargo= Dioxide 10.6 0.08 to 0.20 - ISO watts
Regular lasers are modulated by direct control of the output light
beam using a birefringent material.. Semiconductor diode lasers are an
7..i i4
exception; their output may be intensity modulated by control of the driving
current. The critical performance parameters of the modulator are
the modulation voltage sensitivity and the associated power needed to
drive the modulator over the desired bandwidth. Not all modulation tech-
niques used with microwave tubes can be applied to lasers.
Perhaps the most significant difference in the use of laser frequen-
cies rather than microwave frequencies is in the area of detection. For
laser systems, coherent detection is superior to detection of just the
signal energy as'in radar and is enormously superior to the alternative
of detecting the temperature rise due to the incident energy. In the fre-
quency region the energy of the photons is about 10 5 tunes greater than
that in the microwave range. It is nearly as efficient to use an energy
(incoherent) detector as opposed to a coherent (heterodyne) detector. At
the wavelength corresponding to the CO 2 laser (10.6 lim) heterodyne de-
tector is superior to energy detection because there are no detectors
available that have internal gain producing mechanisms. This is probably
not fundamental, and perhaps in the future such detector materials will be
synthesized. The consideration of heterodyne versus noncoherent detec-
tion has important system tradeoffs associated with it, and is reviewed
in a later paragraph. In the visible and near-visible frequency regions
such dein.ctors do exist :h-1 the form of photo-multiplier tubes and avalanche
photodioeles .
The remaining major subsystem elei-nent is the collecting optics
(antenna) required at both the transmitter and receiver. applicable sys-
tems are in an acceptable state of development; however, improved
r.,aterials and in.ethods are needed to reduce ti .. weight of large (>0.3-
mc'vv r diarricter) systems while maintainiri op' 1, :d quality.
'..',e first consideration is usually the choice of laser transmitter.
If the particular communication problem is one wit]i large relative velo-
cities (as between a lo`. -earth orbit satellite and a s ynchronous relay
satellite) a COZ laser with its need for a heterodyne receiver burdens the
relay satellite with the need for a turnable laser local oscillator, for a
cryogenically cooled detector/photomi_Ner and alignment tolerance at the
J	 receiver of a small fraction of a wavelength (10.6 pin) between the local
oscillator beam and the received signal beam. This translates into a
7.115
stringent attitude control requirement on the receiving terminal. For
application to a relay link between two synchronous satellites however,
the use of a heterodyne detection system would be more attractive. This
is in part because the power efMciency of the CO 2 laser is so favorable
for spacecraft application. Other lasers operating at shorter wave-
lengths can employ incoherent o:,- direct detection. The theoretical
(photonoise) limitation is only 3 dB worse for direct detection than for
heterodyne detection. Beamwidths for such cases are in the range of
about 5µ radians to perhaps ifl0µ radians. These are substantially
smaller than satellite attitude control tolerances, so it is likely that the
user of a laser communication subsystem on a spacecraft will call for
special laser Pointing and tracking. The use of such narrow beaanwidth
between communication terminals which have differing tangential veloci-
ties/earth-low orbit, or earth to synchronous requires that the trans-.
mitter beam be pointed ahead, to allow for the trans time of the radiation
-from say a low orbit satellite.
For ground terminal application many of the constraints are not
applicable. A critical related area, however, is that of the earth's
atmosphere and its ability to support laser frequency propagation. This
problem is also of concern in the EHF region, particular.Ly if ground
stations located in areas of heavy rainfall. The tradeoff considerations
include use of locations in high elevation dry climates, and geographical
diversity. Optical ground stations may offer mobility, size, and cost
benefits compared to microwave frequency terminals.
It is possible in some cases, that substantial radiant fluxes (>i
watt:) will be transinitted by ground terminals. Such might be the case
of a corarriand transmitter to an earth synchronous satellite. At the pre--
sent time there is considerable uncertainty to the hazard such beams
might pose to personnel at the ground terminal or in over-flying aircraft.
7.6 Point-to-Point Ground Communications 	 ii
7. 6. 1 Optical. Ground Links 	 c
Another potential method of wideband transmission is to use optical
carriers. Three transmission schemes have been demonstrated and are
potentially applicable; they are: 	 ti
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Radiative -- using laser bea-in
2) Periodic refocusing lens structure
3) Sheathed low-loss fiber optic guide.
The first approach uses a regular laser and remote photo detector in a
manner entirely anologous to a microwave repeater. Its performance is
highly dependent on local weather conditions. Inhaled systems provide
improved fog penetration. Potential, eye damage should not be overlooked.
The periodic lensing method uses a succession of lens elements
.along a tube (pipe) to refocus the beam, as it diverges and minimize loss.
It does not necessarily require a laser.
The most interesting recent development is the sheathed glass fiber
guide. This is a bundle of small dW-ne e r drawn glass fibers that exhibit
low-signal attenuation by confining the radiation within the fiber walls by
total internal reflection. The extre-me flexibility and modest loss (C32
dB/mile) makes it an interesting transmission medium, The ultra-high
carrier frequency makes any presently conceived modulation bandwidth
(say 1 GHz) a small fraction, so there is no equivalent of equalization re-
quired; the band is essentially flat.
At present the cost is relatively high and the laser sources have far
too short an operating life to consider such a system candidate. However,
laser technolo ,, y is xapidly maturing and the problems of radio spectrum
congestion n,-ast lead to increased interest and emphasis on optical
transmission.
The present state-of-the-art in fiber optic bundle attenuation, avail-
able in reasonable lengths (;:e100 feet), is 6. 15 dB+iOOO foot (ZO dB/lan),
which corresponds to 32.5 dB per statute mile.
The Gorning Research Laboratories have drawn some ultra fine
fibers of a few microns diameter, encased in a 100-micron glass sheath
that exhibited  even lower attenuation figures. The present loss perfor-
mance has been found to be critically dependent on the interface between
the core glass and the cladding and on the impurity levels in the glass..
Using very small diameter fibers, all but the simplest TE mode is1i
suppressed, under these conditions, using high purity glass.losses
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,equivalent to 5 to 7 dB/krn were obtained. The key impurity elements 	 ^f
are metal ions, most commonly iron and copper; these must be held to
about 10 parts per billion to achieve the production material ?ttenuation
limits in the range of 5 dB/bra..
The two most common classes of photon detection devices are the
photomultipl.ier tube (PMT) and the Silicon Avalanche Diode (SAD). The
sensitivity of a photon detection device is customarily expressed in te=s
of a noise equivalent power, (NEP), defined as the radiant flux required to
provide a unity SNR in unity bandwidth at the detector output. For either,
the noise is dependent on the square foot of the bandwidth. Representa-
tive pe xform.ance figures are*.
a) For (visible range) PMT, NEP - 160 dBw/Hz
b) For SAD	 NEP... -1Z0 dBw/Hz.
The ma: idm-Lun permissible length of fiber optic guide between
repeater locations is a function of tht^  required SNR and the ratio of the
source power to detector NEP. Present laser sources can provide out-
puts in the range 0. 5 mW to 1000 watts.
There is a coupling loss associated with termL-iating the ends of
the fiber guide material due to Fresnel,reflection. The magnitude is a
function of the ratio of refractive indices of the two materials at the
ii7te rface .
The worst-case loss results if the guide interfaccs with air, for
which N2 = unity, and an appro>d-mately 25 percent re.flaction coefficient
would be realized for a fiber material of 1.62 refractive index.
The guide itself absorbs the light it conveys at a rate depending on
its composition, purity, and condition, this loss is given by the expression:
Loss '= e -cLL	 (7-20)
where
e = base of natural logarithm
a = a material dependent constant
L = length of guide (in feet)
i	 J
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fAdditional space loss characteristics are included in Appendix F.
The limiting values that establish potential system performance
are shown in Table 7-15.
Table 7-i5. System Performance Limiting Values
Source power (dBw)
.Maximum Minimum
30 -33
Detector NEP (dBw) -160 -120
Assumed SNR (dB) i 0 10
Net ms.xa.mum loss 130 dB 77 dB(unit B W )
For the purpose of transmitting wideband data, we are interested
in bandwidths in the range 10 to 1000 MHz for which we will have to trade
the equivalent guide loss values (Table 7-16).
Table 7-16. Equivalent Guide Loss
Data Rate (Mfiz) i 0 30	 100 300	 1000
Equivalent Guide 35 37.3	 40 42.3
	 45Los s (dB)
;e
The maximum permissible guide loss per repeater span is there-
fore between 180 to 35 or 145 dB best case, and 77 to 45 or 32 dB in the
worst case. The several combinations possible are used in Table 7-17 to
develop the maximum repeater spacing for a guide media having an atten-
uation of 10 dB/mile (--6dB/km).
'f
IThe most important feature to notice is the modest reduction in re-
peater  spacing for the very wide bandwidths, a most desirable charac-
teristic for ERS applications (see Figure 7-66).
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Table 7-17. Maximum Repeater Spacing (in Miles) for Optical
Repeater Using 10 db/m Fiber Optic Guide
Photo Multiplier TuSe Silicon Avalanche Diode
Equa.. Guide Laser Power Used Laser Power UsedData	 Guide	 Loss
Rate	 Loss	 Margin i000W i Watt 1.0 MW 1000W i Watt 1.0 MW
10	 35.0	 145 14. 5 11.5 8.5 10. 5 7.5 4.5
30	 37.3	 142.7 14.27 11. Z 7, 8.27 10.27 7.27 4.27
100	 40.0	 140 14. 0 1 i. 0 8.0 10. 0 7.0 4.0
300	 42.3	 137.7 13.77 10.77 7.77 9.77 6.77 3.77
1000	 45.0	 135 13.5 10.5 7.5 9.5 6.5 3.5
Optic Guide Ground Links Using 10 db/m Media
7. 6. 2 RF Ground L.'Vnks
Point-to-point communications using standard rf techniques are
reviewed in Task 5, Data Routing.
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f7.7 Summary and Conclusions
This section reviews data communications from the earth re-
sources satellite to a ground terminal. Requirements and constraints
are reviewed in Sections 7. 1 and 7. Z. The components of the link are
reviewed individually in Section 7.3, including selecting the waveform
modulation, the spacecraft rf power sources and antenna systems, ground
terminal considerations relating to antenna sizing, pre-.amplifier selec-
tion and combined cost economics. Path losses are reviewed as well, with
more detail regarding atmospheric and weather losses provided in
Appendix A. Link power budget considerations are presented in Section
7.4. Optical links are touched upon briefly in Sections 7. 5 and 7.6.
Table 7-1 normalizes the data per orbit to the required trans-
mission time per orbit, for data rates of 100, 300 or 728 Mbps. The
first two rates correspond to the data rate of the S- and K-band TDRSS
links; the third corresponds to the highest real-time data acquisition rate.
Interestingly enough, the longest transmission of 30 minutes at t00 Mbps
for mission seven corresponds to a relatively modest data acquisition
rate of 32. 3 Mbps. The next longest times do correspond to the highest
acquisition rate, but even then, the total data/orbit can be transmitted
in 7.25 minutes at 300 Mbps over the Ku-band TDRSS link.
The available time (Table 7. 1) above 15 degree elevation, for
direct overhead passes always exceeds the required transmission time per
orbit at 300 Mbps, but not always at 100 Mbps. Available time falls off
rapidly for orbits that do not pass directly over the ground station,
particularly for the lower altitudes, such as Mission 3. For Mission 3
(the required transmission time per orbit must average 7. 25 minutes at
300 Mbps) the time above 15 degrees vanishes when the orbit's sub-
point misses the earth station by 15 degrees, or 900 nautical miles.
Since.there will be a large number of orbits that do not pass within view
of a given ground station, the storage requirements for later transmission
	 s
could be horrendous, or the TDRSS must be selected and used on every
orbit, at the available 100 or 300 Mbps rate. Since recorder playback
capabilities will be limited to approximately 300 Mbps, it will be difficult
to play back the accumulated data from several orbits during the time
available on the orbits within view of the ground station. Thus the TDRSS
7.-12i
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or multiple ground stations appear to be the remaining options, with the
TDRSS the more promising. Whether the TDRSS will be available to the
ERS spacecraft, in view of the requirements of other spacecraft is sub-
ject to a traffic analysis not within the scope of this study.
It is appropriate to consider the consequences of the TDRSS not being
available. If one is to maintain the same orbit altitude, and acquire the
same sensor information, a great deal of data will have to be passed out
over a number of condidate routings. For example, the high priority,
highly perishable data could be passed to the TDRSS over a narrow band
channel, with the balance recorded for playback when the spacecraft is
in view of a candidate ground terminal. During this latter time, transmission
data rates will be very high. The playback rate of on-board recorders,
and the capacity of the data link, become limiting output factors. The
initial data acquisition, and on-board processing and/or compression to
reduce total data transmission requirements are the limiting input
factors. On-board processing, including recording rarmifcations are
reviewed in Section b.
With respect to the data link capacity, there is pressure to move to
the higher frequencies where available spectrum allocation provide in-
creased bandwidth. However, atmospheric , and weather losses miti-
gate against moving upward, even though technology is beginning to
make possible the necessary hardware such as stable oscillators and
wideband modulators.
There is thus a considerable squeeze between bandwidth require-
ments and spectrum availability below the high loss regions beginning
at X-hand and getting progressively worse at Ku- and K-band.
Aside from limiting the data to be transmitted, or providing addi-
tional capability for storing and re -•.r —:smitting the data on a subsequent
pass when weather becomes a problem, these are two principal alternate
approaches - both of which ultimately require more ERP. The first
approach is to move up in frequency to obtain wider bandwidth, and to
provide additional ERP to make up for the losses. The second approach
is to use higher order M-ary modulation to transmit more data in
narrower bands at lower carrier frequencies. This, of course, will also
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require abigher E b IN 0 ratio, again leading to increased ERP require-
ments, although even here, CGIR regulations limit ERP in S- and X-bands.
We thus find that the system designer is constrained to operate
within a region bounded by available bandwidth at various parts of the spec-
trum, atmospheric and weather losses that become progressively worse
above fO GHz, and ERP limits imposed by regulation or by spacecraft
design and prime power constraints. To escape this bounded region
requires minimizing the data to be transmitted, or improving the
transmission duty cycle through the use of a system such as TDRSS.
Fortunately the capacity of the planned STDN/TDRSS system will
be able to support the forecast communications needs of the ERS
spacecraft, subject to the constraints of projected on-board recording
and processing capability.
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APPENDIX 7A
7A. i ATMOSPNERIC ABSORPTION AND SATELLITE-GROUND
COMMUNICATIONS LINKS
Space-earth communications links are subject to attenuation due to
oxygen, water vapor, rain and clouds. Over the years, numerous
models have been used to determine the attenuation from each component.
Statistical data of each meteorological parameter have been accumulated
over a sufficient period of time to rna .e a real nable estimate on pro-
ability of future occurrence.
Figure 7A-i shows attenuation for existing satellite frequencies
between i and 100 GHz at an elevation angle of 30 degrees. This figure
1	 2	 4	 6 8 10	 20	 40 60 80100	 3
FREQUENCY (GHz)
Figure 7A-i. Contributions of Rain, Cloud, Oxygen and
Water Vapor Absorption to Total Attenuation	 k
at 30-Degree Elevation During Moderate
Summer Rain.	 J^
^'E	 7
also shows the relative importance of the various components of the atten-
uation. For example, the total attenuation at 30 degree elevation due to
molecular absorption (0 2 and 1-1 20) at 10 GHz (0.2 db) is small compared
E
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with the cloud (0. 5 db) and rain (6. 5 db) attenuation components. At the
peak of the water vapor attenuation (22 GHz) it rises to over 2. 5 db but
is still less than the rain attenuation (5 db) and roughly equal to that of
cloud. The effect of the peak oxygen absorption at about 60 GHz, how-
ever, is much greater than that of the rain or cloud. It should be noted
that the so-called "windows" at 35 and 90 GHz can only be regarded as
transparent under fine weather conditions and may suffer attenuation of
20 and 50 db, respectively, in moderately heavy rain.
7A.2 WEATHER MODELS
The major problem in the evaluation of tropospheric attenuation is
in the synthesis of an adequate weather model from the components de-
scribed above which can be correlated with a specific precipitation rate.
In order to achieve a high confidence in the value of the maximum outage
time per year, it is desirable to assume the worst credible weather
model which can be associated with a specific precipitation rate. A
number of temperate climate models with the maximum feasible attenuation
values for oxygen, water vapor, rain, cloud, and melting snow have,
therefore, been synthesized and evaluated to determine their effect on a
space/ground link. Minimum values of tropospheric attenuuation have
also been obtained for clear, dry weather conditions for comparison.
The results of the winter and summer models are shown by Figure 7A-2
and 7A-3. The cloud profiles for each case have been converted to an equi-
valent 1 km thickness for convenience. The actual freezing level heights
vary with location and time. In order to make an allowance fnr the effect
of wet snow in the melting region an equivalent height is used. Wet snow
has an attenuation which is about Z. 5 times that of rain for the same pre-
cipitation rate at 35 GHz. The melting region is therefore assumed to be
about 2. 5 times thicker than its actual value in the weather model, re-
sulting in effective heights of about 4.8 km for the summer model.
In the winter the equivalent melting lager height may vary between 0
and about 2.4 km. An average value of i.2 km is assumed.
For space/earth paths another meteorological parameter of im-
portance is the height of the freezing layer since this directly affects
the length of the path through the region of high attenuation. Systematic
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Figure 7A-2. Total Attenuation and Antenna
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Figure 7A-3d Total Attenuation and Antenna Nozse
Temperature at 30-Degree
Elevation (24 gm/M3 water vapor
4.8 1cm freezing level)
time of the year enables better estimates to be made of the earth/space
propagation losses at ground terminal locations.
7A.3 PRECIPITATION RATES
Data gathered over a period of several years are available from
major meteorological stations which enable an estimate to be made as to
the number of hours per month a certain mediam precipitation rate will
occur within most regions within CONUS. The annual hours correponding
to the precipitation rates of a two season model of a ground station within
the vicinity of Washington, D. C. is presented along with a annual
attenuation experienced or exceeded for this area. (Figure 7A-4). This
work can be done also for each of the possible CONUS site locations
relating to ERS.
The total hours per year for a given attenuation can be anticipated
are obtained by summing the hours per season for each model. The spring
and models have been omitted here. The results that are presented in
Table 7A-1 at 10, 15, 20, 30, 40, 50, and 95 GHz are for a ground station
antenna with an elevat i on angle of 30 degrees. Value at other angles of
elevation can be obtained by increasing the path length loss by the well
known cosecant relationship. Thus the attenuation given should be
multiplied by two for an angle of 14 degrees. It is apparent that very
large excess capability may be required in certain frequency bands to be
proposed at the 1971 Geneva conference if small outage times are required.
7A.4 SOME EFFECTS OF PROPAGATION LOSSES ON SYSTEM
PERFORMANCE
In addition to the direct system loss due to attenuation under bad
weather conditions there are additional losses due to increase of antenna
effective noise temperature and to increase of radome losses when one is
required.
The effect of bad weather conditions and attenuation due to the for-
mation of a water film on the surface of a redome is detailed by Blevis.
This relates the attenuation at a number of frequencies to the thickness
of the water film and an empirical formula published by Gibble enables
an estimate to be made of the thickness of a water film on a spherical
radome by rain at a given precipitation rate. The curves in Figure 7A-5
7-131
Ivu
80
60
40
20
Z
0
10Wi N! M MODEL	 z
tN	 so
60
40
D
0 20
Ri
2: 10
§: a
LU
6
4
2
1.23
2.5—
W,/HR
50 I107GHZ
I
15 201 J30 40-- r)5 1
95 G Hz---
50
40
30
20
15
1200
2%	 3.1696
1 1	 t	
--- --
	
I	 I	 I	 l
0.1	 0.2	 0.4 0.6 0.81	 2	 A 6 810	 20	 40 60 80 100	 1/4%	 1/2%	 1%
ATTENUATION AT:;O DEGREE ELEVATION (da)	 ANNUAL HOURS
Figure 7A-4. Example of Ground Station in the Vicinity of Washington, D. Co
IV	 /V	 40 	 au IV100
^'_
1.25 MfV,1H%
5--
9-1.
10
20
1
5 120	 30 1 	 40 5'
eu
6
4
2
1
MAI
so
60
40
Cd
D
0 20
en 8
6
2
20 MWHR'
i0
5
..^ ^-
~
20 MM/HR ON REFLECTOR SURFACE
t-17-t-1- ___4
1)	 A r	 ^A s^	 ^ n	 12	 14	 16	 18 20	 22	 2
10
8
m 6
4!9
t/7
0
2
0
t
Table 7A.•1. Summary of Attenuation (300 Elevation) for Three
Temperate Regions with Strati€orm Weather Models
Cloud
f	 Water Annual
Density Houro
Normalized ( 5 yr. Attenuation in d8 with Frequency in GH7.
Ground Level	 to 1 km avg)
Precipitation	 ( gm/cu Washing- 1 40 50 70Weather Model state (mm/hr)	 meter) ton, D. C. 10 15	 20 30 95
Summer model Clear weather - NIA 0.26 0.8	 3.2 ?.0 1.7 3.8 5.9 4.2
Freezing level 4. 8 km 1.25 1.0 40.0 0.54 1.7	 4.8 5.6 8.0 15.0 23.0 27.0
Ground level water 2.50 1. 7 27.0 0 . 82 2.5	 6.0 9.0 14.0 22.0 37.0 43.0
Vapor content 5.0 2.4 14.0 1 . 3 4.0	 9 . 0 15.0 22 . 0 33.0 58.0 66.0
24 gma /m at 79° F 10,0 3.0 6.5 2.3 7.0	 14.0 25.0 36.0 60.0 78.0 100.0(100 percent R14) 20.0 3.65 2.8 5.0 4.0	 25.0 42,0 55. 0 82.0 112.0 143.0
Spring and Fall model Clear weather - NIA 0.2	 1 .55 2.2 1.4 1.2 3.3 5.3 3.0
(Mediterranean year 1.25 1.0 150.0 0.42 1.Z 3.3 4.2 6.0 12.0 16.0 22.0
round) 2.50 1.7 92.0 0.6 1.8 4.2 6.4 9.5 17.0 25.0 35.0
Freezing level 2.4 km 5.0 2.4 40.0 0.95 2.5 5.8 9.8 15.0 24 . 0 37.0 52.0
Ground level water vapor 10, 0 3 . 0 13.0 1.5 4.2 8.8 16.0 25.0 37.0 54,0 70.0
content l6 gms/m 3 at 20 . 0 3.65 3.0 3.0 7.6 14.0 26.0 36.0 50 . 0 70.0 96.0
65°F (l00 percent RH)
Winter model Clear weather	 - N/A 0711 0.25 0.83 0.6 .63 2. 7 4.5 1.5
Freezing level 1 . 2 km 1.25	 1. 0 96. U 0.33 0.8 2.0 2.7 4. 0 B.0 14.0 t7. 0
Ground level water 2.5	 1. 7 60.0 0. 52 1.2 2, 6 4.2 7.6 14.0 22.0 30.0
Vapor content 6 gma /m 3 5,0	 1	 2.4 15.0 0.70 1.7 3. B 6, 6 1 !, 0 18, Q 29.0 42.0(100 percent RH) 10.0	 F	 3.0 1.5 1.1 3.0 5.4 10.0 16.0 25.0 40.0 55.0
i
F
i=
Fti
^i
I
FREQUENCY (GHz)
Figure A-5, Loss Due to Water Film on Radome for Various Rain. Rates
are produced by a combination of these data and illustrate the severe
attenuation which may be caused by a wet radome and is compared with
the very small attenuation due to a similar water film on the surface of
an antenna reflector. Thus the use of a radome should be avoided wherever
possible but if a radome is mandatory a thorough investigation should be
made of thermal or mechanical techniques to minimize the water film
thickness in bad weather conditions.
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7B. 1 APK SIGNAL TECHNIQUE
The increasing demands on the data transmission capacity of satellites
has caused bandwidth efficiency of the signal modulation to become as
important a consideration as its detection efficiency. Thus the poor band-
width efficiency of the commonly employed biphase and quadriphase PSK
modulation can become a severe limitation on communication
capacity. One way to increase the data capacity for a given bandwidth
allocation is to increase the symbol alphabet size by using M-ary signal
sets. M-ary PSK is a well-known example of this approach which is
suitable for saturated TWT operation. The newer M-ary modulation
technique which combines both amplitude and phase keying (APK), requires
less peak or average power than M-ary PSK to achieve the same symbol
error probability.
The performance of a number of candidate signal sets has been con-
sidered in terms of symbol error probability as a function of both average
and peak signal-to-noise ratio (SNR). The tradeoff between the higher
traffic capacity of the higher order alphabets and their increased signal
energy requirements is presented by curves of log ?M, (information bits/
symbol), versus peak and average bit energy-to-noise density ratio for
a specified bit error probability. It is found that when signal sets such
as in Figure 7B-1 are compared on an average SNR basis, the triangular
design yields the best performance for M ? 32. For 8-ary and i6-ary sets
the (1, 7) and (1, 5, 10) circularm sets excel but the rectangular sets are ver
very near optimum for all alphabet sizes. When compared on a peak
SNR basis, circular designs are superior for all alphabet sizes.
PSK, because of its widespread use, is a natural standard of com-
parison for APK and this comparison has been made in each case. With
an ideal channel, APK is superior to PSK on a average SNR basis for all
M ;t8, increasing from 1. 8 db at M=8 to 13, 1 db at M=128 for Pe=10-5.
Based on peak SNR, APK has a 1.25 db advantage at M=8 which increases
to 10. 1 db at M-128.
*The circular set rotation (a, b, c) means that there are three circles with
"a" signals on the inner circle, "c" signals on the outer circle, etc. .
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Figure 7B-1. Some Signal Set Candidates
Channel filtering affects PSK and APK in a nearly identical fashion.
However, for high alphabet sizes PSK degrades somewhat more rapidly
than APK for small bandwidths.
7B. 2 CANDIDATE APK SIGNAL SETS
The purpose is to identify and describe those M-ary APK signal
sets which appear to have performance and/or implementation advantages,
The optimum APK signal set, in the sense of minimizing the average
probability of symbol error in thermal noise under ideal conditions, is
an unsolved problem.
Some theoretical guidance for very large signal sets is available
from Shannon in consideration or the signal statistics of optimum analog
	
a
AM and PM systems at high SNR. Shannon has shown that under an average
power constraint the channel capacity is maximized with a signal that
is uniformly distributed in phase and Rayleigh distributed in amplitude,
i.e., two-dimensional Gaussian. Under a peak power constraint the 	 r
capacity is maximized by a signal uniformly distributed in phase with an
amplitude probability density which increases linearly with amplitude up
to the peak amplitude constraint.
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Candidate designs for each alphabet size are described and most
of these designs fall into four categories: those with the signals arranged
on concentric circules, and those with triangular, rectangular, or hexa-
gonal grid arrangements. The circular and the rectangular sets are
attractive because of their implementation convenience. The triangular
sets yield high performance because, over an infinite plane, triangular
packing is very efficient.
7B. 2. 1 8ary Signal Sets
For 8-ary signal sets there are four candidate configurations as
listed in Table 7B.-1.
The first design is a 3 x 3 grid minus the center ,point and belongs
to the rectangular-decision-region category. The second is a double
circle with four signals per circle, denoted as a (4,4) design. Lucky
and Hancock claim this second configuration to be the optimum 8-ary
design under an average power constraint. The remaining two candidates
are a (1, 7) circular set and a triangular design. The rectangular 8-ary
is shown in Figure 7B-t.
7B. 2. 2 16-ary Signal Sets
The five 16-ary candidate sets are listed in Table 7B-1 and are
claimed to be acceptable for the reasons given. Two of the five are shown
in Figure 7B-i. The rectangular set is a 4 x 4 square, while the triangular
set is composed of alternating rows of 3 and 4 signals each, minus the
center point. Four circular designs are included. The (8, 8) arrangement
is claimed by Lucky and Hancock to be optimum For both peak and average
power constraints. The (5, 11), (4, 12), and (1, 5, 10) sets are considered
because of their low peak power.
The (5, 11), (4, 12) and (1, 5, 10) circular sets were obtained by
applying the Shannon criterion for peak power limited sets, i.e. , that
the signal distribution be uniform within the peak circle. This can be
satisfied approximately with circular sets by making the number of signals
per circle proportional to the circle radius.
7B.2.3 3Z-axy Signal Sets
There are five candidate configurations for 32-ary signal sets as	 f:.
listed in Table 7B-1. The first is a recta-igular set sized to be 6 x 6 square
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Table 7B-1. Candidate Signal Designs
Alphabet
Size Configuration Reason for Selection
8 Rectangular Ease of demodulation
(4,4) circular Peak power, Lucky and Hancock "optimum"
(1,7) circular Peak and average power
Triangular Average power
16 Rectangular Ease of demodulation, average power
Triangular Packing efficiency, average power
Hexagonal Regular polygonal structure
(5,11) circular Peak power, drm = 0.87
(4,12) circular Peak power, drm = 1.21
(8,8) circular Lucky and Hancock "optimum"
(1,5,10) circular Peak and average power, d rm = 0.84
32 Rectangular Ease of demod., average power
Triangular Packing efficiency, average power
Hexagonal Regular polygonal structure
(4,11,17) circular Peak power, drm = 0.96
(5,11,16) circular Peak power, drm - 0.84
64 Rectangular Ease of demodulation, average power
Triangular Packing efficiency, average power
Hexagonal Regular polygonal structure
(6,12,19,27) circular Peak power, drm = 0.93
(6,13,19,26) circular Peak power, d	 = 0.96
rM
128 Rectangular Eage of demodulation, average power
Triangular Packing efficiency, average power
(8,17,25,34,4+) circular Peak power, drm = 0.84
(6 9 12,18,24,30,38) 	 circular Peak power, drm = 0.93
7138
minus the four corner points. The triangular and hexagonal design is shown	 3
in Figure 7B-1. The two circular designs are based on peak power consid-
erations where again for uniform distribution the optimum number of
signals/circle. This leads to the (5, 11, 16) design with the (4, 11, 17)
design.
7B. 2.4 64-ary Signal Sets
The triangular of the five candidate 64-ary designs are illustrated
in Figure 7B-1 where only the basic symmetry region is shown. The rec-
tangular configuration is an 8 x 8 square and the triangular set has a
slightly diamond-like shape. Uniform distribution with circles leads to
the (6, 12, 19, 27) and (6, 13, 19, 26) designs for two circles.
78.2.5 1 Z8-arX Signal Sets
The four candidate designs selected for 128 - ary signal sets, as
illustrated in Table 7B-1 are the rectangular, triangular, five-circle (8,
17, 25, 34,44), and six - circle ( 6, 12, 18, 24, 30, 38) configurations. The
circles approximate a uniform signal distribution.
SUMMARY OF CANDIDATE SIGNAL SETS. The signal sets which
were investigated are summarized in Table 7B..1 and the symbol d rm is
used to denote the distance between the two closest rings in a circular set;
the smaller d rm , the poorer the performance in general.
7B. 3 APK THERMAL NOISE PERFORMANCE
To evaluate the thernial noise performance of the candidate APK
signal sets selected in terms of symbol error probability versus both
average and peak signal-signal-to-noise ratio 'SNR), a tradeoff betwe.'n
the traffic capacity of higher order alphabets (2k , 3sk s 7) and the
increased signal energy requirements is required. This is presented
by plotting 2k or m, the data r%.._ per unit bandwidth, versus the peak
and average bit energy-to-noise density ratio required to achieve a
specified error probability.
The performance curves of Figures 7B-2 and 7B-3 are summarized
in Table 7B-2, where the best circular design, the triangular, and the
rectangular sets are compared for each alphabet size. The degradation in-
i curred by using one of the nonoptimum. sets is given for a symbol error
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Table 7B-2. Comparison of Principal APK Sets
For 'Peak SNR For Average SNR
Penalty With Respect Penalty With Respect
Alphabet	 Best Other To Best Set Best Other To Best Set
Size Set Sets (Pe-10"5) Set Sete (13s =10-5)
8 (1,7) (1,7) Triangular 0.1 db
PSK 1,2 db Rectangular 1.2
Rectangular 1.7 PSK 1.8
16 (5,11) (1,5,to)
Triangular 0. 8 db Rectangular 0.1 db
Rectangular 1.2 Triangular 0.2
PSK 2.7 PSK 4.1
32 (4,11,17) Triangular
Rectangular 0.5 db Rectangular 0.2 db
Triangular 1.0 (4, 11, 17) 0.2
PSK 5.2 PSK 7.1
64 (6,13,19,26) Triangular
Triangular 0.7 db Rectangular 0.4 db
Rectangular 0.9 (6, 13, 19, 26) 0.4
PSK 7.6 PSK 10.1
128 (6,12,18,24,30,38) Triangular
Triangular 0.2 db Rectangular 0. 5 db
Rectangular 0,5 (6, 12, 18, 24, 30, 38) 0.5
PSK 10.1 PSK 13.1
of 10 -5
 but the value would change very little over the range 10 3 to 10_8
The curve of Figure 7B-2 presents the average and peak symbol SNR
required for each alphabet size investigated which will maintain a symbol
error probability of 10 -
	The bands of performance indicate the range of
SNR I s found for near optimal to suboptimal signal set configurations.
Probably the most important qualitative observation which can be made
is that the bands of performance remain narrow in spite of the use of tri-
angular, circular, rectangular or other more exotic signal constelations;
so that one may expect at best, a two to 3 db improvement for a M-ary
constelation over another M-ary constelation, assuming both have rea-
sonable configurations to start with. The curve of Figure 7B-3 presents
the same information required to maintain a symbol error probability of
10-5.
Several important conclusions about APK signal selection and per-
formance can be drawn from the results as summarized in Table 7B-2
and Figures 7B-2 and 7B-3.
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The penalties and advantages of using M-ary alphabets are displayed
in Figure 7B-2 and 7B-3 by plotting k w log2 M versus the bit energy-to-
noise density ratio for a given bit error probability. For an ideal band-
limited channel which produces no distortion the capacity in bits/sec is
proportional to k. As shown in Figures 7B-2 and 7B-3, however, the in-
creased capacity is obtained at the expense of increased signal energy.
To increase the capacity from 3 to 7 requires an increase of approximately
8 db in average power and 10 db in peak power. However, if the same
capacity increase were attempted with PSK an increase of 20 db in signal
power would be required.
On a peak SNR basis of comparison, the circular signal sets are
optimum whether maximum likelihood detection or suboptimum pie-fan
decision regions are employed. The rectangular set suffers a disad-
vantage of 0. 5 to t. 7 db 'epending upon the alphabet size.
On an average SNR basis, the circular sets are best for M=8 and
16; for larger alphabets the high packing; efficiency of the triangular
structure gives it the best performance. The rectangular set, however,
;A	 is within 0. 5 db of optimum. for M z t6.
Also, APK signal sets exhibit a striking advantage over PSK for all
alphabet sizes (M > 8) on both a peak and an average SNR basis. For a
peak SNR comparison the APK advantage increases from t. 2 db for M=8
to 10, i db for M=128. For an average SNR comparison the advantage is
even greater, increasing from 1.8 db for M=8 to 13. 1 db for M=128.
tt
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APPENDIX 7C
7C. f PAPM MODULATION TECHNlOUE
The increased satellite communication traffic density predicted for
the 1975-1985 time period, makes it highly desirable to use available
frequency band allotments more efficiently.
It is well known that single sideband, amplitude modulation (SSB/
AM) attains a bandwidth ratio of unity and therefore permits the highest
possible capacity for a system with no power constraint. There are many
disadvantages to SSB for satellite operation, however. It is a linear
modulation technique and hence has a SNR improvement factor, or process
gain, of unity. It also has a high peak-to-av gage power ratio and high
intelligible crosstalk when a reference carrier is transmitted to simplify
demodulation. It is interesting to note that SSB/AM is actually a hybrid
modulation because it consits of both AM and PM. Because linear SSB is
so efficient in bandwidth one would expect an AM-PM modulation technique
utilizing nonlinear or "twisted" modulation for SNR improvement to be a
very appealing form of modulation, especially if the peak-to-average power
ratio is not large.
One such hybrid technique extends pulse amplitude modulation (PAM)
to two dimensions (amplitude-phase or inphase-quadrature) according to a
specified mapping transformation to obtain a pulse-amplitude-phase modu-
lation (PAPM). Because it is pulsed, its bandwidth exceeds SSB /AM by a
factor of nearly 3. The nonlinearity of the modulation, however, yields
an advantage of 5 to 12 db in terms of output SNR versus carrier-to-base-
band noise power ratio. Compa_-:^d to FM, the bandwidth improvement
amounts to a .factor of 2 for the same carrier-to-baseband noise power
ratio. Thus PAPM achieves its SNR improvement without a corresponding
increase in RF bandwidth and thus is much more attractive for channel-
limited communication links.
This report evaluates PAPM performance under realistic transponder
and transmitter/receiver equipment constraints. Two modulation mapping
configurations are considered; i) a linear, or rectangular, raster, and 2)
a spiral.
w
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The performance of three PAPM modulatior schemes is evaluated
in terms of output SNR versus peak and average carrier-to-noise ratio
(CNR). Two types of errors affect the PAPM demodulator's estimate of
the transmitted baseband signal. The first is an error that arises from
interference parallel to the signal mapping locus; it is inversely propor-
tional to CNR and predominates at high CNR. The second is due to inter-
ference normal to the mapping locus and causes large output errors, or
"clicks, " when these anomalous events occur. At low CNR anomalous
errors predominate and produce a demodulator threshol 	 As in FM
there is a tradeoff between SNR improvement and threshold level.
Since PAPM is both a coherent and a pulse modulation, its per-
formance depends upon carrier phase and gain references and pulse sample
tinning. Errors in the carrier reference distort the locus of the received
signal so that the inverse mapping produces an output signal error. A
sync timing error reduces the energy in the desired pulse and increases
the interpulse interference from adjacent pulse time slots.
Curves of SNR versus CNR as a function of synchronization error,
(not given here) for the linear and spiral mapping indicate that PAPM is
quite sensitive to all three types of error. A 5 db degradation in output
SNR occurs with approximately i percent timing error or a 0. 01-0. 02
radian phase error for both linear and spiral mappings. A 2 percent gain
error degrades the linear mapping 5 db, while the spiral can tolerate an
8 percent error for the same degradation. PAPM demodulators must be
carefully designed to achieve such small gain, phase and timing reference
error specifications. Hence very careful modem design will be required
to achieve the high SNR improvement factors which make the PAP) &
attractive a a modulation technique.
Careful inspection of either linear, spiral, or ^Aill a third un-
mentioned variety of ,mapping called skewed linear mapping all results
in the same basic performance characteristics and this is illustrated in
Figure 7C-i.
A threshold is produced by a large, anomalous error which occurs
when the noise is so large that the receiver selects the wrong RF locus
segment for mapping back into the baseband domain. The probability of
this anomalous error depends upon the distance between the locus segments.
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Figure 7C-1. PAPM Performance Characteristics(for 6, 8, 10, and i.2 segment spirals)
7C.2 PAPM IMPLEMENTATION
i PAPM is implemented by rr. ,pping the one dimensional locus of base-
band -3ample values into a two-dimensional RF signal. Two such mappings
are illustrated in Figure 7C-2 for a baseband signal constrained to +1.
The length of the resulting locus is 2L so that the locus has been "stretched"
by '
 a factor L. When the received RF signal-plus-noise is mapped back to
the baseband domain the effective noise voltage is reduced by a factor
of L.
Linear Mapping. For the linear loci, L i = 2L/N for all segments.
As specified, the mappings for these loci map the point -i to the bottom
of the lefthand segment and + 1 to the top of the righthand segment. The
mapping on each segment is in an upward direction joining the top of a
segment with the bottom of the next segment to the right. The segments
for the linear locus extend from -L /N to +L/N.
7di46
XOUADAATURE
COMPONENT
^Y
IN-PHASE
COMPONENT
x
i
OuADRATURE
COMPONENT
(ai r/d = n !n-l)	 (b) 1/d -n27I
LINEAR MAPPING	 SPIRAL MAPPING
i IS THE LENGTH OF THE LINE
STARTED FROM -1 TO •1
Figure 7C••2. Modulation Schemes
When the message pdf is uniform Cm the mean square carrier
power is
Cm = (N
-
i
 J ( J2 I	 3N2
where L is the stretch factor.
Spiral Mapping. The spiral mapping is composed of semicircular
segments of radius (2k-i)d/2, k = 1, 2, ..., N/2. The locus is con-
structed so that each circular segment begins and ends on the y-axis. For
N segments the stretch factor L is
L - Zd ^ Z ^2
when the message pdf is uniform.
The mean square carrier power is therefore
C	 2 7r d
ms	 L	 2 (^ZL)
A
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7D. 1 ANTENNA PERFORMANCE
The performance characteristics of a set of parabolic antennas at
each of the frequencies of interest has been evaluated for wavelength,
diameter to wavelength ratio, gain at 54 percent efficiency, and beam-
width. Antenna tolerance has also been considered and less than 2 db
will be lost as long as . 010 inches surface deviation is maintained at
65 GHz. Surface accuracy problems will generally improve at the lower
frequencies of interest.
The frequencies for the evaluations of Table 7D-1 to 7D-8:
include:
L-band (1. 525 - 1. 535 GHz) telemetering
m	 S-band (1.750 - 1.850 GHz) uplink, STDN
S-band (2. 025 - 2. 125 GHz) user forward, STDN
s S-band (2. 200 - 2.300 GHz) user return, STDN
• X-band (8.0 - 8.4 GHz) earth exploration
• Ku-band (13.4 - 14. 0 GHz) user return, STDN
• Ku-band (14.6 - 15.2 GHz) user forward, STDN
• K-band (21.2 - 22. 0 GHz) earth exploration
m V-band (51.0 - 52.0 GHz) earth exploration
r W-band (65. 0 - 66. 0 GHz) earth exploration
7D.2 ANTENNA TOLERANCE
The deviations of an antenna reflector from its ideal shape
cause, in general, loss of gain and pattern degradation. These deviations
may result from manufacturing and rigging tolerances and from thermal
effects. The effects on surface deviations of manufacturing and rigging
tolerances (including nondeterministic errors in the measuring instru-
ments employed) are usually random in nature and can be estimated
through stochastic analyses. Recently developed automated computation
techniques permit structural engineers to predict accurately the deforma-
tions of the reflector surface caused by known temperature changes.
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To show the accuracy of the usual tolerance theory in predicting
the loss of gain of antennas due to surface deviations, the axial loss of a
uniformly -illuminated paraboloidal reflector with various radially -linear
distri'z kl', tions of surface deviations is calculated and the results are com-
pared vrith the corresponding values obtained assuming uniform arror
distribution.
Four cases are considered for this purpose, as follows:
Case I: The function cr vanishes at the outer edge of the
ire actor.
Case II: The function a vanishes at the center of the
reflector.
C4se HI, An intermediate condition in which the rate of change
of a wU radius is one half that for Case I.
Case W: An intermediate condition in which the -rate of change
of a with radius is one half that for Case 11.
standard deviation of phase error over
the aperture.
The results are shown in Figure 7D•1 and indicate that the assump-
tion of uniform distribution of surface deviations over the aperture involves
errors that becomee significant for high-tolerance losses.
0
40 20. 1.5	 to
14
12
UNIFORM ERROR	 IV
DISTRIBUTION
S
V10 8-
_j
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Iz	 CASE6
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ti
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Figure 7D - i. Tolerance Loss for Various
Distributions of Surface
Deviations
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APPENDIX 7E
7E. i NEUTRAL GAS LASERS
Since the first report in 1961 of population inversion and oscillation
in a gas discharge in a helium-neon mixture, oscillation in 29 elements
on more than 450 identified transitions in neutral species has been
reported. Oscillation in neutral species has been observed in all atomic
groups.
Neutral gas lasers fit into three broad classifications depending on
the types of electrical excitation used. These types of excitation are:
1. Weakly ionized do and rf-excited discharges
Z. Pulsed afterglow discharges
3. Short rise-time pulsed discharges.
The most commonly used CW laser medium for neutral species is
the weakly ionized plasma of the positive column of the glow discharge.
The current densities involved in such discharges in which CW-oscillation
has been reported are typically 100-200 mA/cm z . The properties of the
plasma of the positive column are determined by the electric field existing
along the columa. In a steady, unstriated, uniform positive column the
longitudinal electric field has such a value that the number of electrons
and ions produced is equal to the diffusion loss of charged particles to
the walls of the discharge tube. The electron tern,
 perature in the plasma
adjusts itself to that value required to maintain the flow of positive ions
and the loss of electrons to the walls. A theoretical treat rnert of the
positive column in gases and gas -mixtures, where volume-ionization and
electron-metastable collisions are not significant, leads to the important
result that the average electron temperature is determined primarily by
the pressure and tube-diameter product (pD). A low pD results in a high
electron temperature, and a high pD in a low electron temperature. To
produce given discharge conditions in a discharge in a single gas, all
"that is necessary is that the pD be maintaine .-I constant tat constant
electron concentration). In the weakly ionized plasma of the positive
column. the electron concentration is directly proportional to the current
density.
r
7-160
i'i
9
The basic importance of the pD-product in laser discharges in	 }
single gases or mixtures of gases, include values of the optimum pD
for giving population inversion on: a large number of transitions.
U.2 IONIZED GAS LASERS
This category includes all known laser lines originating from transi-
tions between energy levels of the ionized states of atoms in gas dis-
charges. Not surprisingly, the elements are those that occur as gases
at room temperature or are easily vaporized. Many other elements
doubtless would exhibit ion laser action if they were studied. Of those
elements already found to exhibit laser action, 29 in total, more than
450 identified transitions have been reported. Surprisingly enough, the
transitions identified for the ionized gas lasers are not the Name as those
identified for neutral gas lasers. Within the ionized gas laser regime,
gain, power CW and superradia.nt operation has been observed.
7E. 3 MOLECUI AR GAS LASERS
Molecular gas lasers have been operated using a variety c excita-
tion methods, including electrical, optical and chemical pumping. In
some pumping methods, a mixture of gases is added to the laser gas to
modify relaxation rates and gas cooling, or to provide collisional energy
transfer. An example of this is the addition of .He and N2 to CO2 gas
lasers.
Frequently, the excited laser molecule itself is produced in the
discharge or reaction tube an a result of excitation of one or more
different molecules. The reaction of CS  and O., excited by either flash
photolysis or an electric discharge, to produce excited CO molecules in
the CO laser is representative of this case. Some z5 varieties of
molecular gas lasers have been. identified.
7E.4 DYE LASERS
The properties of close to 200 varieties of dye lasers have been
investigated and are summarized in Table 7E•1.
A number of workers'have noted the role of various additives to
the dye solution. Molecular oxygen quenches the lifetime of the triplet
state and usually increases the duration of lasing, 37 but since it can
also enhance singlet-triplet transitions, in some cases it decreases the
7-161
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laser output. The effect of oxygen addition has been studied for a number
of dye a.38
Table 7E-1, Summary of Dye Laser Properties
Y
perly Typicwl velar's Comlilioes Conrmeals
34WI 1.750 A Flashlamp andlur laser A variety of dye-solvent
pumped t^nibinations am available
to span the entire
wavelength range nearly
FWagIh
continuously
Up to 17f^n. A Prism, filter, grating, Length, concentration, andQ-switch in cavity temperature of active
medium also providetuning.
Solvent pH afects tuning
range.
pectralWidth 15-150 A Broadband mirrors
0.5 A Grating in cavity
- 0:01 A Grating plus etalon
Beam Divergence 2-5 mrad Flashlamp and/or laser Dependent on uniformity of
pumped pumping
0.5 mrad Etalon in cavity
Efficiency Up to 23 percent Laser pumped Measured optical efficiency
0.4 percent Flashlamp pumped Electrical energy input to
laser energy output
Energy 2J (high)- Flashlamp pumped
0A (typical)
Power M 2 MW 20 MW pump Rhodamine 6G
0:75-2 .0 MW Flashlamp pumped
Repetition Up to 200 pps Laser pumped Pump laser rate limits
Output
	
Rate
1 20-30 pps Linear Flashlamp System cooling and
component failure are
limits
I pps Annular Aashlamp
continuous last r pumped Dye liquid flow transversely
Ismail cavity through cavity
Pulse - 20 nsec pumped Follows pump pulse
Duration
0.514stc: typical; Ilashlamp pumped Shorter than pump duration
up to 5011 itsec
Mode-Temporal +^
achieved
MmIc-lucked pump Pump cavity length integral
Locked multiple of dye cavity
Pulses ..	lit'" sec; flarhlamp pumped
with intracavity
snturahle- absorber
Puk= { 10-	 se: Mole-locked pump Obwrved by two-pWgca
f1uorescance
7E.5 RARE EARTH LIQUM LASERS
`	 Rare earth lasers use rare earth .ions in solution. All of these
lasers have been operated only in a pulsed mode, using xenon -filled
flashla:mps for optical excitation.
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The Chelates in solution are a class of laser materials in which 	
:1 )
the active ion is a trivalent rare earth (RE) bonded to .several organic
groups or ligands . Most chelates are soluble in a number of organic
solvents and are historically important because a Eu-chelate dissolved
in alcohol was the first liquid material to exhibit las er action.
Two general types of compounds can be distinguished:
(RE)+3 ["gandl
-4 Q+ Tetrakis chelates
(RE)+3
 [ligand]-3	 Trds chelates
where Q+
 is a cation. The efficiency of chelate lasers is limited by
excessive absorption in pump band regions: output energy is limited by
the very small .
 volume of active material that can be effectively pumped.
Extensive search for different [ligand) and Q emotions has not
yielded materials of significantly higher efficiency. Small changes in
wavelength (for a particular ion.) can be achieved by changing the ligand
or the cation.
7E.6 COMMERCIAL LASER GLASSES
The following examples illustrate the extremes in performance
that have been achieved with glass laser systems. Thresholds for laser
action as low as 0^ 9 joules have been obtained for clad laser rolls 3.0
cm long with a 0. 1 nun diameter core. Efficiencies up to 9 percent
have been reported for rods 20 m,m in diameter by 92.4 cm long, and
efficiencies of 12 percent have been predicted. In the millisecond tune
domain, output energies as high as 5000 joules in a 10 milliradian beam
• angle have been obtained from a clad glass laser rod 1. meter long with a
30 mm active core diameter. In the picosecond time domain, 51 joule
pulses with power densities of 17 x 10 12
 watts have been reported.
Dillraction limited, lowest order mode glass laser systems have pro-
duced high radiance outputs of 2 x 10 17
 watts /cm2
 steradian from an
oscillator-amplifier system in which the output from the last amplifier
rod (38 rnna diarx^eter by 1 meter long) was 90 joules in a 40 microradian
beam angle..
Damage in laser glass is currently receiving much attention and has
been the subject of two symposia, June 1969 and June 1970, sponsored by
7.163
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the American Society for Testing and Materials, and a study by the
National Materials Advisory Board of the National Academy of Sciences
and the National Academy of Engineering. In a report by the latter. it
is con laded that the three main causes of laser damage in glass laser
material are.,
1. Absorption of .light by metallic and nonmetallic inclusions
followed by thermally induced fracture around the inclusion.
2. Intrinsic bulk damage initiated by a self-focusing mechanism
resulting in plasma formation and filamentary damage tracks.
3. Surface damage accompanied by plasma formation at the surface.
At the time at which the above report was issued, it was felt that inclusions
were the most serious cause of damage, but that glass with a low absorption
loss and a damage threshold of 20 joules/cm2
 in a 3 x 10 -8
 second pulse
was being produced with a reasonable yield in both platinum and ceramic
crucibles.
The threshold for intrinsic damage in bulk glass is over 1000 joules/
cm2 in a 3 .x 10_8
 second pulse. These intensities can be reached by a
self-focusing mechanism, which has a threshold of formation in the range
of 50 to 100 joules /cm 2 for a 3 x 10 -8
 pulse.
The mechanisms for surface damage is only-partially understood.
Surface preparation appears to play the major role in determining the
threshold for surface damage. By appropriate surface treatment, surface
damage thresholds of 100 joules/cm2
 should be possible in a 3 x 10 -8 second
pulse.
The threshold for laser damage appears to vary with: the duration of the
laser pulse. The threshold for inclusion-induced damage varies, in a
complex manner, with both pulse duration and particle size. The
threshold for surface damage appears to decrease w-Rh decreasing pulse
duration. Self focusing not only depends or the pulse duration, but also
on beam uniformity and the length of the sample being tested.
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7F, 1 ATMOSPHERIC ATTENUATION AT VISIBLE AND INFRARED
FREQUENCIES
Optical transmission of energy is most usually expressed by:
T = exp(-OR),
where v is the attenuation coefficient or extinction coefficient and R is
the result of two processes--scattering and absorption. The scattering
portion of the attenuation coefficient may be further broken down into
scattering from air molecules and from aerosols. Scattering from air
molecules is called Rayleigh scattering and varies as the altitude.
Scattering from aerosols is a function among other things, of atmospheric
pressure and geographic location--distinction often being made on the
basis of maritime and continental aerosols. The data presented here
doses not reflect this distinction. and therefore must be considered as
qualitative. The majority of the existing experimental and theoretical
work in atmospheric transmission has been involved with incoherent,
broad-band sources and Trust be evaluated with care, since the absorp-
tion bands consist of a multiplicity of lines, whose width and strength
depend upon the pressure and concentration of the particular absorbing
constituent. Figure 7F-1 displays the broad-band transmission for various
atmospheric conditions. Figures 7F-2 and 7F-3 provide a convenient
method of evaluating the slant path attenuation at a wavelength ol^  10.59
for a model standard clear atmosphere. Also, ;n general, Table 7F-1
indicates those lasers that are strongly and weakly affected by the
atmospheric absorption.
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8. GROUND DATA HANDLING SUBSYSTEM (GI)HS) CONSIDERATIONS
:t
The objective of this section is to investigate ground data handling
for Earth Resource Systems (ERS) in the 1978 to 1988 time-frame,
identify technologies involved, develop a parametric model for the
ground data handling system (GDHS), and summarise significant trade-
offs and problem areas. The results of this effort will be used in con-
junction with results from related Phase B studies addressed to 1) data
routing analysis, Z) on-board data processing, and 3) communication
link considerations to synthesize potential data management systems.
This section is divided into four parts. The first part presents an
overview of the GDHS structure and illustrates how it interfaces with the
system components used for data handling in the Earth Resources System.
This section also identifies modes of data handling used in the GDHS. It
further identifies dominant technologies associated with the GDHS and
discusses each of the areas and their relationship to ERS ground data
handling problems. A parametric model of the ERS GDHS is also
presented.
p
	
	 The parametric model relates ERS data processing requirements
to the costs of implementing the GDHS for ERS. The methodology is new
and evolves from TRW's past experience in processing ER TS data. The
estimated hardware costs were derived, for the most part, by using
engineering judgment to extrapolate present knowledge.
Conclusions are presented for the ERS GDHS data handling consid-
erations, these identify the dominant tradeoffs, and required development
areas, as well as other critical consideratio-us necessary to ensure smooth
progress in the design of GDHS for future NASA Earth Resource Systems.
8. 1 S stemAnal pis of GDHS Structure
The ERS GDHS has been evaluated on the basis of the overall s.ys -
tem, including spacecraft, *to define functional interfaces for allocation
of requirements among the ERS elements. This yields an understanding
of the GDHS design elements, which in turn, can be evaluated using the
supplied parametric model.
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The user community has identified a list of various output data
products for ERS. NASA will orbit a sensor payload that can best ser-
vice the list while providing the best data quality. It is expected that
NASA will retain responsibility for, and control of, all system-induced
errors associated with the output data from the sensors. The four- major
components of the system include the information generation and trans-
mission function, the data capturing function, the system error correc-
tion function, and the information extraction function. Figure 8-1 illu6--
trates the system.
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Figure. 8-1. GDHS Structure
System -induced errors from the first three functions are assumed
to be under NASA ' s responsibility and control. Certain elements of the
fourth function may also be within NASA's purview. Consequently, GDHS
requirements will result from NASA tradeoffs between error control and
error measurement/ correction for each function.
	 I'
8, 1. i Information Generation
There are several ways in which information is formulated for the
ERS GDHS. Figure 8-2 provides a structure for this process and indicates
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Figure B.Z. Information Flow for ERS GDHS
the different types of information. These sources of information
are determined by the ERS user community requirements for useful
output products.
The ERS sensors can be categorized into four general classes:
1) imagers, • 2) spectrometers, 3) radiometers, and 4) data collection
and location units. Each class- contributes specialized information for
producing output products. In addition to the sensor's output data, in-
formation must be obtained from the sensor for calibration and scan
characteristics. To process this sensor data., spacecraft information
(attitude, ephemeris, thermal, and mechanical data) must be obtained
to estimate distortions with the imager class of sensors partic14.larly
demanding. Finally, information must be obtained to satisfy data pro-
cessirng requirements for the specific output products. Examples of
these types of information are weather, in situ data., and ground truth..
There is also a requirement for information or. die mission operation of
the spacecraft to schedule sensor operation and provide tracking and
processing data inputs to local user ground stations.
8. 1.2 , Data Capturing Function
The data capturing function transforms spacecraft- transmitted
energy into a data format suitable for processing sensor information.
Figure 8-3 is a functional block diagram. of the principal components
r
`s^
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F:gure 8.3. Principle Components of the Data Capturing Function
of data capturing function for ERS, covering anticipated ERS configura-
tions from the low-cost user station through the NASA ground station
concepts.
The downlink data stream from the spacecraft is received by the
antenna system. This requires an antenna and associated RF electronics
matched to the transmission characteristics of the data stream, and a
tracking system matched to the mission operational characteristics of 	 ry ._
the spacecraft and receiving station site. The antenna system interfaces
with a preamplifier, and the antenna gain and preamplifier noise figure
determine the essential RF characteristics of the data capturing function.
The receiver demodulates the RF signal into'a. bit stream which is con-
ditioned, synchronized, and timed for subsequent processing in the buffer
and interface function..
The buffer and interface function matches the serial bit s.tream.to
the three basic distribution modes for the data: 1) record for further
processing, 2). process In -real time, and 3) transmit over a data link.	 _.
All three modes have a required format, and any processing not performed
on the spacecraft to . obtain these formats szau.st be accomplished by the
buffer and interface function.
E S. 1. 3 Central Data Processing. FacilitZ (CDPF)
I	 - t
a Figure 8:-4 shows a system .functional flow which is basically a 	 f,
sequential processing structure that may incovpora.te p:ar}allel prc, cesses
for certain functiorns which wo:
 d 'otherw' ise limit throughput performance:.
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Figure 8-4. Ground Data Handling Functional Block Diagram
Also shown are configurations for different anodes of sensor data processing:
nonreal-time and real-time with the various technologies of each func-
tion. There are three essential steps associated with each configuration:
input reformatting, correction of sensor output data, and output data
reformatting. Within each step exists the possibility of parallel as well
as pipeline processing.
	
The input data stream is from one of the distribution anodes of the	 {'
	
data capturing function. Reformatting of the data may be necessary. If 	 j
I
	the data from several sensors are multiplexed to form. the data stream,. 	 E
	
der ultiplex ng may .also be required. The use of-common. data. formats	 „ q
for all interfaces is certainly an issue that can simplify data handling
and data processing requirements.
Correction of sensor output data for system errors will initially
require the formation and conditioning of pixel values. *Kftis process
could be rather simple or very .demanding, e.. g. , radar imagery data
8_5
can require azimuthal as well as range compression. Distortion esti
nation, including registration control point (RCP) location, is also per-
formed early in this step. The output from the estimation routines may
be required for the pixel formation/ conditioning process if demanded by
the particular sensor type. Radiometric calibration of the data is
required; this function can be incorporated at any time before the detector 	 i
outputs are transformed.. The last function is the process of geometric-
ally correcting the data. This process generally requires resampling the
data to obtain an output that has been corrected for system--induced
errors.
If a uniform data format is not possible for the several anodes of
output data distribution, the processed data will have to be reformatted.
The output data reformatting is the last of the three essential steps
comprising the functions of the CDPF. One of the output distribution
modes is the quality assurance rejection mode. In addition to this anode,
there may be quality control checks incorporated into the system error
correction process which will reject certain data. Consideration must
be given to incorporating this data into the quality assurance rejection
mode.	 i
Certain GDHS data management functions such as scheduling will
be automated, probably on general-purpose computers. Time-sharing
communication will probably be incorporated to handle user requests and
special-processing requirements. While these aspects cannot be
addressed here, consideration must be given to the data management
problems.
Us Lr community requirements for ERS data increasingly demand
the usage of digital data. Therefore, an all digital implementation of
the data processing functions is indicated to preserve the quality of
	 ;J
sensor data. This does not preclude the possibility of analog imple'-
mentations of various processes for ERS GDHS designs However, for
purposes of this study, an all digital approach will be used for sizing the
CDPF hardware architecture.
Figure 8-5 presents a CDPF architecture. This configuration
will be used for sizing the hardware requirements and costs of the GDHS.
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Figure 8-5.	 Central Data Processing Facility Sizing Architecture
It is an extrapolation of present hardware configurations and is pre-
sented for modelling purposes only. The main processing structure is
a computer-based system, probably mini— or midi-implemented, which
performs the three essential steps of the CDPF. The processing is per-
t
formed in a pipeline fashion with parallel processing used to obtain the
necessary throughput. In. fact, this main processing structure itself
could be an element in a parallel processing configuration. For example,
data from each sensor could be corrected using its awn dedicated main
processing structure. A general-purpose computer system is used to 	 ^	 J
supervise the generation of corrected output data and distribate this
data to the various output modes. It is envisioned that this computer 	 {
could communicate directly with the processors associated with each
distribution mode,
s
8. 1.4 Local. User Data P rocessing Facility (LUDPF)
The local user data. processing - facility and the CDPF perform the
same functional sequence. It receives input sensor data from one of the
three distribution. modes of the data capturing function.' In fact,. the
data capturing function and local user data processing might be irnple- f.
merited in one facility for some ERS GDHS configurations. Three con
sidera.tions differentiate the implementation of ahe . LUDPF from the
^.	 .1.
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CDPF: lower d-c,ta rates, smaller data volume, and user specific data
processing. BeLwase of these differences, the implementation of LUDPF
will be assumed to be just the main processing structure of the CDPF
architecture as presented in Figure 8-5.
In addition to the above considerations, the dominant LUDPF design
consideration will be achieving low cost and providing fast turnaround
time for processing data, The output products of the LUDPF will corn-
bine all the distribution rxiodes of the CDPF as part of its implementa-
tion, but the products will be tailored to the needs of the local user
community.
8. 1. 5 ERS Information Distribution Modes
There are four basic modes for distributing ERS information
which has been corrected for all systern errors: archivin,,, generation
of output data products, transmission over a data linit, and quality
assurance processing. Figure 8--6 presents a diagram of these modes
and lists the dominant characteristics of each mode.
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Figure 8-6. Distribution Modes from Data Processing Facility
Archiving ERS data requires careful consideration of the formats
and. storage media used, data retrieval requirements to satisfy the
anticipated needs of the user community, and data volume requirements.
"I	 Generation of output, data products.:requires the use-of fi.lmwrit.er and
photographic technology to produce fihn copy, additional data processing
to produce the output -tape formats to perform the information extraction
k! necessary to obtain: the special products . desired by users,: and the use of{	 quality control techniques to ass-are data gaality.
The output of the data processing facility can also be transmitted
over a data link to regional evaluation centers, local users, and other
'	 processing centers of the ERS user community. Concern must be given
to the data format and transmission technology used for t1d.s process.
Lastly, ERS data which does not meet the quality .control criteria will.
have to be . processed. To perform this. quality assurance processing,
consideration must be given: to the format used for the rejected data,
how data are stored and retrieved, and the degree of processing neces-
to make its data quality acceptable.
S.2 Dominant Technology Areas of the. ERS GDHS
The following sections present a discussion and. evaluation of the
dominant areas of technology associated with the ERS GDHS. Pursuant
to the level of effort, no claim is made that an in-depth study has been
performed within each area. Rather, the value of the following sections
is in identifying dominant technology areas involved with the GDHS and
presenting a brief discussion of the issues faced by each area.
8.2. 1 ERS Data Formats
Data formats (structure), issues of minor consequence in the past,
become an important. issue of automated, high-throughput, flexible ERS
ground data handling systems. Indeed, one of the tradeoffs is system
flexibility and data format. The highly flexible system will use common
data .formats but have the penalty of a higher initial cost. The .initial
design must allow for a wide range of sensors, but reduce data handling
at interfaces. The first question to be asked is where to introduce format
commonality —at the sensor, at the data capture point, or at the ground
data processing facility.
Sensor designs typically do not produce data streams in a format
amenable for direct data processing. Moreover, if data compression is
required to meet the communication link capabilities, the compressed
format may not be amexiable for direct data processing, The first
logical point to establish commonality is at the data LCaptUring point.
Spacecraft:p repro cessing could alleviate the capturing ground station's
data handling load if the downlink data stream were structured to be
close to the common format.
S
Data handling at the data capture point implies data processing
hardware collocated with the data capturing equipment and a consequent
increase of ground station costs as the handling capability increases.
The mode of-data transmission to the processing facility (either central
or local) will also determine if significant reformatting should be done
at the data eapture point. The reformatted data volume may produce an
unmanageable .number of tapes or choke a high-speed ground communica-
tions link.
It is desirable, however, that common data formats be used from
the point of input to processing through the final distribution modes.
Consequently, the easiest design, but perhaps 'least optirnurn for ERS,
would be to follow the traditional approach and reformat at the processing
facility prior to the actual data processing. function. However, this choice
limits ERS data handling fle:i.bility (e. g. , the use of a data link network
to disseminate input data •fxom the data capture po?nt to the various pro-
cessing facilities).
S. 2.2 Ground Station Tape Recorder and Interface 	 t :;
E	 i
1	 iIt is inevitable that the high data rate sensors used by the ERS
program will require recording and subsequent non-real-time processing
of their data to produce corrected data.	 (Albeit, the requirement may be 	 f
3	 ;^
nothing more than a back-up for a high-speed data link. -) Furthermore,	 ^	 3
it is generally true that any.processing performed on the spacecraftcan
also. be performed on. the ground,. i....e .. , : if the sensor data can be multi.-
plexed and transmitted from the spacecraft; then technology should. exist 	 E
to receive and deniultiplex the data on the ground. 	 These two concepts
indicate that the tape recorder and interface technology will probably be
the driving consideration for implementation of the data capturing function.
There appears . to be an.uppe r bound. to the transmitted data; a 	 3
300 Mbit/s channel rate for the TDRS data link. 	 Of .course, this : rate
could be for data compressed information, allowing higher total sensor,
i data. rates., '-anad requiring decomp .r,-ssion of the data on the ground.
f, Nevertheless, the 300 Mbit/s can be established as .an-upper bound to the 1
required rate.	 The: actual recording rate maybe lower .sauce each of the
E large data rate sensors could have its data recorded separately after 	 F
E 8.10
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demultiplexing on the ground.. Conceptually, multitrack tape recorder
^.j
	
	 technology :could handle a 300 Mbit/s data rate; see Fgure.8..7. * A 240-
Mbit/s tape recorder (HDMR-2400) has been developed. by RCA using high
density multitrack recording (MDMR) technology. This technology allows
$.4 tracks /inch for lower linear packing densities, on the order of Z5, 000
bits per inch (BPI), which result in bit error rates (BER) less than 105.
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It ,ippears the maximum packing density (an order of 106 bits/in. Z)
for magnetic tape recorders is being approached by both the multitrack
fixed-head and rotating-head recording technologies. The speeds used
by these technologies should cover the maximum data rate of 300 Mbit /s,
This estimate assumes, however, that the present rate of research and
development funding in the recording industry continues as there are
significant problems to overcome in achieving this recording rate and
reproducing the data.
Multitrack recorder teclnLology is concerned with the deskew/
interchannel flutter problem. This problem is a result of the tape being
reproduced with multichannel data being demultiplexed into a serial, data
stream (or at len.st when some of tht tracks are combined into one data
stream). Skew, relative to time or distance, across the tape (with
respect to the center track) develops due to gap .scatter, misalignment
of the heads, track circuit timing variations, and stretching and rotation
of the Tape. Flutter problems are time or distance instabilities resulting
in zhe reference track and, hence, cause relative errors in the other
data tracks. There are a number of approaches to solving .these prob-
lems and advances in digital circuit technology speeds should provide
the means to accomplish this task.
The other approach to high -data capacity and recording speed is
the rotating head technology. .A. number of machines using this tech-
nology has been converted from televis-ion applications into digital
recorders. To achieve the high packing, densities, the head is rotated
across the tape as the tape is moved in a longitudinal direction. Trans-
verse and helical scans have bean used. The data are recorded serially,
eliminating the skew problem and requirement for multiplexing and
demultiplexing electronics. There are timing problems in reproducing
the data and longitudinal tracks are used to provide control signals to
solve this problem.
JR gaxdless of ^.vh ch recording technology is used, the ground sta:
tion recorder must present the capability to reproduce data at a sub-
stantially lower rate than the recorded rate, e. g. g ratios "of 10 thou h
100 to 1, `
 The reduced playback cpabiliy , and need for:`reproducing the
data on a different machine than recorded, will be a significant factor in
determining technology used for the ground station: tape recorder and its
required interface.
8. 2.3 Processing Algorithm Devel2p ent
A recent study by TRW for NASA" has shown that high-order algo-
rithms are required to produce imagery of high-precision (mean error
less than one pixel). Moreover, all digital processing is possible with
these algorithms with little decrease in processing speed compared to
low-order algorithm implementations .. Indeed, special-purpose or
microcoded processor implementations would speed up the higher order
image correction, process.
The nature of algorithms used in the ground data handling of image
data is well understood. For example, the fast Fourier transform (FFT)
is well known and speed of operation is not the major point, but the
opportun .ty for parallelism and pipelinin.g the data through the FFT. So
rather than she nature of the algorithms dominating ERS image processing
system. design., it is the data structure and hardware/ software imple-
mentation of the algorithms that demand attention.
Above and beyond image processing considerations, there are the
myriad of GDHS manag,sment algorithms to consider. For example, ERS
application of the elegant scheduling algorithms developed for transporta-
tion problems shoald be considered for managing data requests and data
flow through the system. The proper design/ implementation of the
management algorithms will ensure effective functioning of the GDHS.
5.2.4 Filmwriter/Display
Filmwriter/d splay'technology is concerned with presenting sensor
output data in a visual format, either as a display or film products.
There are two basic modes for presenting the data. The first is generating
film products at the CDPF or regional evaluation centers under conditions
of large data throughput. The second usage of this technology is in real-
time processing applications either for continuous rate .sensor.s . .or at the
--_	 TRW..Rep.ort No. 20.634-6003-Ur-0Q, '.'Evaluation of Digital. Correction
Techniques for ERTS Images,. Final.Report, rr. March 1974.
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Lower data rates processed at local user processing facilities. This
second mode also includes display capability for visual an;,,lysis of the 	 l
sensor  data.
Generating film output products from the sensor output data is a
problem that has been faced by ERTS NDFF. Because of throughput and
desired output film product sizes and quality, two approaches to pro-
ducing film, products have evolved. One uses laser beam recorders (LBR)
and the other electron beam recorders (EBR). Both approaches can
accommodate very large input data rates far exceeding 100 Mbit/s.
CBS Laboratory's ERTS Electron Beam. Recorder, Type 70c and Type 70f,
are examples of EBR I s that are presently being used to generate ERTS
film products. While the EBR's can be used to geometrically and photo-
metrically correct an image, they are limited by their technology to a
maximum scan width on the order of 8 cm. On the other f-=nd, LBR's
can accommodate relatively large film widths (as large as 40 cm). A
great deal of discussion has transpired regarding the relative merits of
each approach to film generation, most of the discussions centered
around the ERTS application. These film recording systems are fairly
expensive, running in excess of $100 K.
The second method of presenting sensor output data in a visual
format is a new application area derived from the earth resources system
anodes of sensor data distribution. It is envisioned there will be a need
for real-time monitoring of continuous rate sensors as well as visual
presentation of processed data. Furthermore, a need for hard copy of
the sensor output data is anticipated. Low-cost local user facilities can
be configured with filnzwriter/display systems as their means of pro-
cessing ERS data and generating output products. In addition,
filinwriter/display units can be used in facsimile systems to transmit
sensor data directly to the user community in real-time or with a rela-
tively small time lag. Maximum data rates should be on the order of
20 Mbit/'s for the local ground station/processing facility application'
and 2 Mbit/s for other applications.
Cost is a driving consideration for the design of a filmwriter/
display system. The present technology of the LBR's and EBR's cer
tainly will .satisfy. the rate spe-cifications. Flying-spot scanners such as
8-i4
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the Optronics Model 5619 cost around $35 K but have low data rates (on
the order of 60 kbit/s). High-resolution CRT technology systems can be
obtained for on the order of $60 K at recording rates around 1 Mbit/s; af
I' new example of such technology is the DICOMED Model D47, which can
provide color products as well as black and white. A new solution is a
I	 relatively low-cost LBR being developed by Goodyear Aerospace for
E.	 commercial applications. It should meet the ERS requirements for this
mode, and is estimated to cost on the order of $50 K; a cost which
includes a general-purpose buffer/interface. This represents a new
direction and should be closely monitored.
A need also exists for computer compatible displays with quick-
look and interactive processing capabilities. For these applications,
smaller frame size e (-500 xs 500 pixels) &,ad lower data rates (-10 usec/
pixel) will probably be sufficient. Displays with these capabilities are
presently available in the $ZO to $60K price range. This cost is deter-
mined by the precision, rate, and color requirements desired.
8. Z. 5 Computer Hardware Technology
Computer hardware technology is slowly changing focus from the
general-purpose sequential von Neumann machines to architectures
oriented toward solving a particular class of problems. The architecture
used to size processing requirements of the CDPF is an example of this
new focus. Because of the level of support for this study it is not
feasible to investigate the new technologies that are expected to provide
design elements for future computing systems. Rather, as indicated
in Figure 8-5, an existing approach to the implementation of computing
processes will be used. Therefore, present computer technology will
be used to size the data processing requirements and estimated costs
for the ERS GDHS. Wherever appropriate, existing technology per-
formance characteristics will be extrapolated to cover the ERS time
frame.
It should be noted this is a very conservative approach. The ad-
rantage of this approach results from the fact that if the present tech-
nical approach (with the improved performance specifications anticipated
in the future) can meet the requirements, then the incorporation of
l
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unanticipated new technologies in the actual. ERS GDHS implementation
does not invalidate the conclusion that the requirements can be satisfied.
Some general trends in computer hardware should be mentioned.
Memory costs in the future, as now, will exceed processor costs.
There is a great deal of activity in memory technology and most will be
applicable to the ERS GDHS data processing requirements. Processor
speeds continue to increase at a rapid rate, and this also is applicable
to present problems. New computing elements are evolving; micropro-
cessors and hard-wired processors are well established in the field.
Computing architectures with multiple CPU configurations are now
commonplace. Peripheral technology also continues to develop rapidly.
In summary, all the trends appear to favor an optimistic view of possi-
bilities for the future.
However, one concept will become increasingly important as the
data processing tasks become more automated and higher throughputs
are demanded. That concept is structure, or format, of the data. The
format of the incoming data stream, word length optimized to data con-
tent, will have a significant impact on the choice of computer hardware.
used. The data structure must be tailored to facilitate storage, ease
data partitioning, and minimize data handling requirements. Com-
monality of formats across system interfaces is a desirable, if not
necessary, design goal.
8.2.6 Archiving Technology
A significant problem facing the ERS GDHS is storage and retrieval
of collected sensor data. Th p storage volume will have to be measured
in units of terabits, 10 12 bits of data. The storage problem will be at
least one magnitude greater than the present ERTS situation.
Fortunately, a new technology has developed, called mass memory
systems. These are systems that can store on-line the order of one
terabit of data and efficiently retrieve these data with very little
degradation of quality.
There are essentially three approaches at this time for storing
large amounts of digital data: 1) tape recording systems, 2) pc^.nti^
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writing systems, and 3) holographic memory systems. Table 8-1 illus-
trates a comparison for some characteristics of each. The tape re-
cording systems are basically derived from the television video tape
recorder technology, especially the cartridge approach. Data are stored
on magnetic tape (an erasable medium) and retrieved in most applica-
tions with the assistance of a minicomputer data processing subsystem.
Examples of such systems as the Ampex Terabit Memory Sy. , tem and
System Development Corporation Mass Storage System MM—f-S-1 and
MMSS-2 incorporating the International Video 1VC-1000 recorder. The
RCA TCR-100 would be a candidate (using 11 units) to develop a terabit
system incorporating tape cartridges.
Table 8..1. Brief Characteristics of Terabit Archiving Teclmologies
Table B-1. Brief Characteria tics of Terabit Archiving Technologies
Estimated
Storage Media Estimated TerabitStorage Size
Maximum
Access
Recording/
Reading nr.*.e BER —Cost'
Time (Mbit/a) (M1(see)
Tape recorder Magnetic tape cartridge 220 6 x B x 9 cm cartridges 25 Both i to 10 108 1.5
or reel or 11 40 cm (16 in.) reels
Point writing Metal or thermoplastic 500 thin strips:	 B x 25 cm 10 5/3 10-8 1.5
strip
Holographic Photographic film 5 kg of Film 20 10/10 1010 1
A well-publicized example of the point writing system is the
Precision Instrument UNICON 690-212 laser recording system installed
at NASA/Ames. Further developments in this approach are anticipated.
The remaining approach is the relatively new area of laser holography.
A holographic storage system has been developed by TRW and its use
demonstrated over the past year. Improvements in the holographic
memory approach should make this a particularly attractive possibility
for solving the ERS GDHS archival and storage problem.
In addition to the actual storage and retrieval technology factors,
the entire issue of data formats to be used for archiving and data manage-
ment aspects .of storage and retrieval present considerations for the
ERS GDHS system. The latter are nontrivial and deserve as much
attention'as technologies investigated for archiving and storage
S. Z. 7 Output Data Quality Specifications and Quality .Assurance
The most meaningful way to specify output data quality is to con-
sider the data's ultimate use or its output from the information extraction
processing function. For example, precise geodetic accuracy of image
data is required to produce maps whereas high precision is not required
to produce thematic maps for land management analysis. It is therefore
important to understand the nature of the final products derived from
sensor output data. That nature must then be specified in quantitative
terms that lead to meaningful output quality specifications for the system
error corrected data.
As parts of the ERS system evolve from a research objective into
an operational anode, efforts must be continued to ascertain the nature
of the final products. These efforts must provide the basis for deter-
mining quality control criteria and output data quality assurance.
8.2.8 ERS GDHS Management Considerations
It is easy when concentrating on the implementation of complex
data processing systems to overlook the management aspects. This
observation applies to the ERS GDHS system. Under the guise of
management considerations, a number of items should be addressed
including: overall administration (e.g., personnel, procurement, budget,
and maintenance), information systems organization (e. g., scheduling,
distribution, and allocation of resources), output product generation,
and further development of the NASA./user community interface.
8.3 Parametric Model for ERS GDHS ReSuirernents and Estimated Costs
Reliance has been placed on TRW's accumulated experience in
processing ERTS images for the development of the parametric model
for the ERS GDHS during the 1978 to 1988 time-frame. The thrust of
the model is the hardware implementation requirements and costs for tg
' 	 4
data handling functions performed by the ERS GDHS. The model is suf-
ficient to indicate the technological requirements for processing the data
to perform system error correction of the sensor output data and 	 r
ascertain the hardware cost of implementing the data processing.
Because of the technical requirements of the ERS output data rates and
volume, filrnwriter/display technology also has been included. For 	 ;mss
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purposes of sizing this model., it is assumed that only sensor data
obtained over the United States, its territories, and other areas rele-
vant to its interest will be processed by the ERS GDHS configuration.
The tape recorder and interface requirements are the only consideration
addressed within the data capturing function. Furthermore, present
data processing schemes and algorithms are assumed, where appli-
cable, for sizing purposes.
Because of the level of effort suppc •rted; manpower, facilities,
maintenance and costs for processing system error corrected output
data as well as overall consideration of the information extraction data
processing requirements and implementation have not been included. The
latter is difficult to define at this time because of the research nature of
the present usage of earth resource data by the user community. The
former considerations are important for ascertaining the actual cost of
implementing the ERS GDHS; it is a truism that the operating expenses
eventually lead to a greater cost than the cast of purchasing capital
equipment. Hence, for assessing total implementation cost of the ERS
GDHS it will be necessary to provide additional information covering these
considerations.
It should be noted that in sizing a problem for a GDHS there are
striking cost implications associated with the sizing. This is particularly
true if the computers) is so selected that almost all of its resources are
used by the problem or by the software situated thereon. Note in
particular Figure 8 -8 showing data developed by Dr. Barry Boehm of
the Rand Corporation. This figure shows software development costs
rising dramatically as either the memory capacity or the machine
throughput limits are approached. The figure strongly suggests that for
a relatively small increase in hardware costs, a major savings in soft-
ware costs may be realized. Such a savings would occur if the machine
were significantly larger than needed to handle the problem for which the
machine was selected. To realize the potential savings in selecting an
oversized computer, however, it is necessary to exercise good control
in management over the software so that a Parkinsonian effect does not
I '
	 predominate over the effect shown in this figure.
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Figure 8-8. Software Development Costs
The model begins with a definition of the input data and its charac-
terization. Hardware technology areas used in the ERS GDHS system
are then characterized in terms sufficient to ascertain the requirements
to correct system errors and produce output data products for the modes
of distribution. Estimated costs of the hardware technology in terms of
this characterization are then presented. Next a model is presented
for sizing the data processing configuration for correcting system
errors. The model commences with the tape recorder and "interface
requirements of the data capturing function through the data processing
facility requirements and terminating with film-writer/display and
archiving technology requirements. This sizing model is then used to
estimate hardware technology requirements and implementation costs.
Finally, some examples are presented to illustrate use of the parametric
model.
8.3. 1 Data Processing Requirements
For data processing modeling purposes, the sensor data types
were divided into two classes: 1) data characterized by daily data
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volume in units of Mbits, 2) data characterized by data rate in units
of AQ-I t/s. The first class can represent large data rate sensors, which
operate a relatively short period of time, as well as lower data rate
sensors, which operate for longer periods of tune. The second classi
represents continuously operating sensors as well as sensors whose 	 z
data , are processed in real-time. These two classes are then charac-
terized by their required processing throughput rate in units of
gsec/pixel, processing memory requirements in units of Mbits, and data
E volume for archiving requirements in units of terabits (10 bits). The 	 3
encoding level of the digital data in units of bits /pixel is parameterized
for these considerations.
The processing throughput and yearly volume, as determined by
the sensor output daily volume, for the first class is presented in
Figure $-9. The figure and subsequent figures shows annotation is
PROCE55ING
THROUGHPUT RATE(µsec/pixel}
DAILY VOLUME O&Its}
Figure 8-9. Large Data Rate Sensor Characterization
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provided to ee3tablish benchmarks for performance and yield perspective
for the values presented. Note t5hat the throughput and volume data are
parameterized with respect to the number of bits /pixel. The proces
sing throughput rate is calculated on the basis of two shifts (16 hours
per day) for the processing. Note 1 hat no allowance has been made for
overhead time; however, overhead tan be easily incorporated into the
model by suitably adjusting the daily volume or, in the case of the second
data class, adjusting the continuous rate.
Figure 8-10 presents the required processing throughput rate for
the second class of sensors and the daily and yearly data volume for
this class are presented in Figure 8-11.
10
PRESENT MINI —D
10
PROCESSING
THROUGHPUT
RATE Olsec/pixel)
10
10
PRESENT G»P MACHINE
1
.<—PRESENT SPECIALPURPOSE HARDWARE
d
BITS PER PIXEL
9
7
5
ERTS MSS
1978-1980	 1983
1985
1
vy
r
0.1	
1	 10	
100
CONTINUOUS RATE (Mbs)
Figure 8-.10. Required Throughput for Continuous Sensors
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Figure 8.-11. Required Volume for Continuous Sensors
Processing memory requirements for the sensor data are modeled
in the following manner. For the purposes of input data formatting it is
assumed that a full frame worth of data (including all spectral bands)
must be stored. To unscramble the data it is assumed that a scan's width
of lines must be stored for reformatting. For example, if each sensor
scan produced data for 102 detectors and the line length was 104 pixels,
then 106 pixels would have to be stored to separate the spectral bands
for subsequent processing. This factor also should model any conical
to linear scan transformations. Implicit in these considerations is the
assumption that data are processed in a band sequential format, certainly
a conservative assumption. Finally, detector calibration correction
using table look-up, or possible modifications of this approach, will
place a requirement on at least a ROM capability. This memory
{ 1	 requirement is determined by the number of detectors and encoding
8«23
levels. These three generic memory requirements will be referred to as
the sensor  frame volume, sensor  s can volume, and calibration data volume,
respectively.
These three sensor related volumes are related to the data pro-
cessing memory requirements by Figures 8-i2, 8-13, and 8.-14. Fig-
ure 8-12 relates the sensor frame volume in pixels to the input data
frame volume in Mbits. The processing data volume memory require-
ment in Mbits is related to the sensor scan volume in pixels in Fig-
ure 8»13. The detector calibration requirement leads to the calibration
data volume requirement in Mbits as shown in Figure 8-14. Some addi-
tional comment is necessary about the results in Figure 8-14. These
requirements are very conservative; it will become more cost-effective
for the larger volumes to store piecewi.se linear models and calculate
corrected sensor output pixel values. Nevertheless, this presentation
will expose the problem.
As a convenience, the next two figures, 8-15 and 8-16, have been
included to relate the sensor output data characterizations to the sensor
coverage. Figure 8-15 relates the sensor daily operation time to the
daily volume using the sensor data rate as a parameter. Once the daily
operation time is known, Figure 8--16 can be used to calculate the cover-
age area given the spacecraft altitude and sensor swathwidth. Fig-
ure 8-16 presents the nadir ground spread of the spacecraft for the range
of orbits (other than geostationary) considered for the ER missions.
Conversely, the sensor coverage can be used with the aid of Figures 8-15
and 8-16 to obtain the daily volume and, hence, enter the parametric
model.
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S. 3.2 Hardware TecLnology Area Requirements and Estimated Costs
The hardware technology areas associated with the ERS GDHS are
discussed in this section and estimates of implementation cost are pre-
sented. It is important to recognize that the estimated costs should be
evaluated with a critical eye and be open for farther study. While the
estimates made are the best possible, they are not necessarily best
estimates, especially given the tune-frame over which they apply.
It is appropriate to summarize again the assumptions used. Basi-
cally, the approach is to use existing technology to construct a model for
the ERS GDHS data preprocessing requirements. Estimates are then
made for the future performance of the technological areas used in the
ERS GDHS and predictions are made for the costs of implementation.
The following data processing functions are investigated with respect to
.their hardware implementation: the ground station tape recorder and
interface for the data capturing function, the data processing facility
using the sizing architecture presented in Figure 8-5 for the system error
correction function, and the archiving and filmwriter/display technologies
relevant to the output distribution modes used in the information. extrac..
Lion function,
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Figure 8.-17 presents the estimated range of cost for the ground
station tape recorder and interface as a function of input rate. Figure 	 }
8-0 and those following show that annotation is included on the figure
to provide perspective and enhance the presentation. Also, the dashed
lines represent "weak" estimates and the solid lines represent "strong"
estimates. There appears to be a gap between the 10 and 100 Mbit/s
recorder technology. lJowever, 100 Mbit/s multitrack technology exists
and is shown by cost estimates. A significant aspect of the recorder
problem is the reproduce serial bit rate slow-down on playback necessary
to process the data. Figure 8-18 presents this requirement as a function
of daily volume. It appears that development is proceeding in this area,
The data processing facility hardware requirements are evaluated
in the context of the sizing architechure presented in Figure 8-5. The
following parts are incorporated into the concept of a minicomputer system
for implementation and cost requirements. CPU, computer bus, system 	
t
f/O, and auxiliary memory. The input and output memories, data correction
memory, processing memory, and the special-purpose hardware com-
ponents will be discussed separately as well as the general-purpose
computer system.	 -^
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Figure 8- 18. Input Data Tape Recorder Requirements -
Two Shifts
Figure 8--19 presents the CPU/data bus processing rate require-
ments for the minicomputer system as a function of throughput rate.
Indicated along the ordinate are the ranges of processing rates at present
and those estimated for 1980 and 1980; these estimates are based upon
speed predictions given for LSl technology, technology used in fabri-
cating minicomputer components. The estimated range of cost for the
minicomputer system is 50 to 100 thousand dollars.
The input and output data memory requirements are demanding on
both volume and transfer rate. To satisfy the throughput requirements, it
probably will be necessary to double buffer both the :input and output.
The estimated rwige of cost values presented in Figure 8-20, includes
the double buffering requirement; the costs shown are also sum of both
input and output memory costs.
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Figure 8_19. CPU/Data Bus Processing Rate
Requirements
The estimated range of costs for the other two memories associated
.w	 with the main processing structure are presented in Figure 8-21, As
noted, one Mbit should be added to the calibration data volume require-
ment to size the RCP and estimation data storage. This range is more
optimistic than the other costs as it is felt that LSI technology is moving
rapidly in.this area towards reducing costs.
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Figure 8-2i. Estimated Range of Cost for Data
Correction and Processing Data Memories
The processing rate requirements sized to the throughput rate are
presented in Figure 8-22. This graphical relationship is based upon
TRW's experience and an extrapolation of that experience. Also shown
are typical ranges for time periods. The estimated range of costs for
special-purpose hardware is presented in Figure 8--23; the upper values
are determined by the development costs. The basic concept is that the
special-purpose hardware is used to implement a particular processing
algorithm. A number of units may be necessary for a data processing
scheme and they could be pipelined. The type of functions performed are
listed in Figure 8»5.
8-3f
:1
1 97
19P.
PROCESSING
RATE
(NS£C/WORD)
198
a
[07 ^r°`'
101
RE
A[
101
,O
^i,^
OJ
-^ I0[
1
100 10
1072
 	
10-I 10	 101
OUIRED BIT
ID TIME (NSEC)
3
i
980
{
I
- 1 1988
i
THROUGHPUT RATE (pSEC/fIXEE)
Figure 8..22. Special Purpose Hardware Processing
Rate Requirements
I
COST
I
Ilhf
k
i
d
i
a
s
i
4r-	
r
IL
1
7
7	 _.	 3
1	 t
4
i!
f^
i^
f
,^	 M
The last item considered for the data processing facility is the
^-. general-purpose computer. This computer will handle the scheduling,
control, and 1/0 processing. It is envisioned to be a medium-to-large
scale computer in the 500 thousand to one million dollar range. Tech-
nology to perform the anticipated functions exist today, but the systems
integration function must be carefully planned.
The two technologies in the information extraction function will
now be considered. Figure 8-24 presents the estimated range of cost for
filmwriter technology. There is quite a range because of the availability
of very high-precision LBR and RBR recorders, However, there is much
activity centered around reducing the cost of this technology and, hence,
the lower bound on the range.
150	 ^
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SUFFICIENT PRECISION TECHNOLOGY
THROUGHPUT RATE (µsot/phrol)
Figure 8-24. Estimated Range of Cost for FUrrwriter Technology
Figure 8-25 presents an estimated range of cost of capital expense
for archiving. The lower bound is essentially the high-density digital
tape recorder approach and the upper bound is the mass memory systems
being developed. Unfortunately, there is some uncertainty as to the esti-
mated cost at .volumes around 10 6
 AAbit and above --- definitely an area for
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Finally, the film.writer/display and interface requirements for the
continuous rate --- real-time configuration is anticipated to be satisfied by
extensions of existing technology.. The price range for this hardware
implementation is estimated to range between 50 and 100 thousand dollars.
Table 8-2 summarizes this fact and the computer cost estimates.
Table 8-2. Summary of Computer and Fi,lmwriter/
Display Estimated Costs
Minicomputer system	 50 - 100 thousand dollars
General purpose computer 	 0. 5 - 1.0 million dollars
Filmwriter /displayed interface	 50 - 100 thousand dollars
8. 3. 3 Applications of the Parametric Model
This section presents eight steps that czm be followed and an ex-
ample to illustrate their use for the parametric model. They are:
i) Obtain Data 
-
Processing Requirements. With the aid of Figures 8-
15 and 8-16, determine the throughput rate, daily volume, and
memory require_ents using Figures 8-9 , and 8-14 for each
sensor used in the spacecraft payload
2) Determine Ground Station Tape Recorder Requirements. Using
Figures 8-17 and 8-18, the tape recorder requirements for non
real-time processing can be determined. A decision must be
made to ascertain whether single or multiple recorders (sensor
dependent, perhaps) are to be used. The higher estimates of
cost for the multiple case should be used to compensate for the
multiplex requirements.
3) Determine the Degree of Major Parallelism in the Data Processing
Facilities. The degree of major parallelism in the data processing
facility for the main processing structure and for the input/output
data memory requirements are determined by the use of Figures
8-19 and 8-20. For purposes of sizing the requirements, the
higher cost estimates should be used to compensate for the sys-
tem integration costs. The procedures is described below.
e Determine the Main Processing Structure Requirements. Fig-
gure 8-i9 is used to determine the number of main processing
structures needed. If the total throughput cannot be processed,
then parallel structures must be incorporated. A main pro-
cessing structure can be used for one sensor's output or part
of one sensor's output depending on the throughput required.
,t	 Note that this approach can duplicate some common processing,
y	 e. g., distortion estimation, so they will be on the conservative
side.
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s Determine Input/ Output Reguirem.ents. The use of Figure 8-20
will indicate the degree of difficulty in meeting the frame
volume requirements. If the volume requirements are too
large, then parallel structure will have to be used; the de-
gree of parallelism is based upon a single or partial sensor
output.
4) Determine Special Purpose Hardware Requirements. Figure 8-
22 and 8-23 are used to determine the special-purpose hardware
requirements. Candidates for special-purpose hardware imple-
mentation are any definable data processing algorithm. Figure
8-22 determines the degree of parallelism necessary; as stated
before, use the larger estimates for parallel structures to
compensate for the system integration: costs.
5)Determine Data Correction and Processing Data Memory Re-
quirements. Use Figure 8-2i to estimate the memory require-
ments; do not forget to include the basic memory volume in the
estimate for the data correction memory.
6) Determine Film. Writer and Archiving Requirements. Use Fig-
gures 8-24 and 8-25 to estimate the cost and requirements of the
film writer and archiving technologies. Figure 8-25 should be
used to determine the degree of parallelism necessary for the
archiving technology.
7) Considerations of Continuous or Real-Time Sensor Data Pro-
cessing and LUDPF Requirements. If the processing is to be
analog only (see Figure 8-4), use Step i above and the lower
valued estimates in Figure 8-24 to determine hardware tech-
nology requirements. If digital processing is used, skip Step 2,
tape recorder considerations. The sensor input characteristics
for the LUDPF determine the data processing requirements;just follow the same steps as before.
8)Determine Estimated Hardware Cost. Taking into account all
the parallelisms, add up the estimated hardware costs. For
the CDPF, add the costs of the minicomputer systems and
general-purpose computer; for the LUDPF with digital processing,
use only the high estimates for the minicomputer system.
CAUTION; Be sure all assumptions are understood when inter-
preting the estimated hardware costs.
It is appropriate to present an example of use of the parametric
model to illustrate the application of the eight steps. To enhance the
illustration, a hypothetical example is chosen. Two sensors are assumed
to be used within a year from now; i) a large data volume sensor con-
sisting of 8 spectral bands of data using 20 detectors for each band (a
total of 160 detectors to be calibrated), 7-bit encoding, a line length of
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4000 pixels with a 4000 by 4000 pixel frame size, and a daily volume of
5 x 10 5 Mbits at an sensor rate of 80 Mbits, and a continuous rate
sensor with a data rate of 1 Mbit/s, 10 spectral bands with 4 detecters
each band with 5-bit encoding, and a frame size of 1000 x 1000 pixels.
Starting at Step 1, the large data volume sensor has a throughput
rate of -0.9 lisec/pixel and the continuous sensor is 5 µsec/pixel. The
daily volumes are 5 x 10 5
 and -9x-  104 Mbit/s, the sensor frame
volumes are 1.28 x 10 8 and 1.0 x 10 7
 pixels yielding 900 and 50 Mbits,
respectively, for the input data frame volumes. The sensor scan volumes
are 6.4 x 10 5 and 4. 0 x 104
 pixels yielding 4. 5 and 0.2 Mbit/s, respect-
fully for the processing data volumes. The calibration data volumes are,
respectively, N 0. 15 and less than 0.01 Mbit/s.
For the large data volume sensor, Step 2 is used to obtain an esti-
mate of $70K for each ground station recorder, assuming multiple unit
purchases; the playback rate is —9 Mbit/s. Step 3 shows there should not
be a problem with implementing the minicomputer system for the contin-
uous rate sensor 15 µsec/pixel). however, for the large data volume sen-
sor (0.9µsec/pixel), two main processing structures will have to be used.
The input data frame volume for the larger data rate sensor is near the
border for the estimated input/output memory costs, therefore, a con-
servative estimate of $22U.K is used. An estimate of $70K is used for
the continuous rate sensor for the same costs.
Step 4 is addressed for the special-purpose hardware requirements.
The continuous rate sensor is well within the capabilities of present
technology; nevertheless, assume two pieces will be used to implement
the distortion estimation and geometric correction algorithm for a total
estimated cost of $60K. Two main processLig structures are already
assumed for the large data volume sensor; this implies only 1.8 µsec/
pixel are needed, which is in the neighborhood of present technology.
The same two algorithms are assumed implemented in special-purpose
hardware for this sensor yielding an estimate of $120K (two each).
The data correction memory costs for each are estimated to be $10K,
adding the i Mbit to the calibration data volumes. The processing mem-
tai	 ory costs are estimated to be 30 and $10K respectively, taking the upper
limit because of the present time assumption. This completes Step 5.
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zStep 6 is followed next. The lower estimates are used for the 	 c
film-writer costs because it is assumed two are used, one for each,
yielding a total cost of $i00K, The archiving requirements are estimated
for the combination of both sensors yielding a conservative estimate for
the , 5.9 x 105 Mbit/s of $700K. Step 7 has implicitly been followed and, t4
hence, Step 8 completes the example. The total estimated hardware costs
using the lower estimates for the minicomputer system and the general
3
purpose computer comes to $2.05M. Table 8-3 summarizes the costs.
Table 8-3. Example of Use of Parametric Model for
Estimated Hardware Costs
Large Data Continuous
Volume($X _ )__ Rate $K
Ground station tape recorder*' 70 0
Input/Output memory 220 70
Special-purpose hardware i20 60
Data correction memory i0 i0
Processing memory 30 i0
Minicomputer systems 100 50
Subtotal 550 200
General-purpose computer
Filmwriter
Archiving
Subtotal
(Total Estimated Hardware Cost
Cost for only one unit
Additional Estimated Hardware
Costs {$K}
500
i00
700
1300
$2.05 x 106
r
;:	 t
S
I
s.
i
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Care must be taken in interpreting this estimate. It does not
include, for example, the programming .effort, facilities, manpower and
maintenance costs, nor the RF portion of the data capturing function.
Nevertheless, it does indicate the relative proportions of the different
8-38
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hardware costs to implement the data processing for system error cor-
rection. But it is not the total estimated cost for the ERS GDHS data
handling.
This example indicates the flexibility intrinsic to the parametric
model. It also illustrates engineering judgment must be exercised for
application of predicting costs. It is fair to state that this parametric
model is a beginning, and fixture work must be performed to extend and
refine its substance.
8.4 Conclusions of this Study of ERS GDHS Data Handling Considerations
The most important contribution of this study is the definition of a
structure for the ERS GDHS data handling considerations and develop-
ment of a parametric model for its data processing requirements. While
readily admitting limitations in this parametric model, it represents a
beginning for the development of a strong, quantitative understanding of
future ERS ground data processing requirements.
Some preliminary conclusions can be stated on the basis of this study
(	 with respect to the ERS GDHS. They are:
• Proceeding from the ERTS to the EOS data processing require-
ments is more significant than consideration of the post-EOS
requirements; therefore, solving the technical problems
associated with EOS-A essentially will establish the feasibility
of meeting future ERS GDHS requirements.
a The state of each of the eight dominant technology areas specified
should be determined in sufficient depth to confidently predict
future developments.
• Data format is a significant consideration: where common data
formats are formed (on-board, ground station, CDPF or LUDPF),
the word length/encoding level, and archiving formats to be used
are just some of the issues involved.
+r Archiving technology at the higher data volumes needs more
detailed effort to determine the most cost-effective technology.
• Output data quality specifications need more study. Cognizance
must be taken of the fact that present systems are research-
oriented; therefore, operational systems may have less de-. 	 ^.
manding requirements. Hence, data quality requirements
necessary for the user community needs should be used in 	 9'
future specifications. Also, quality control and assurance will
become increasingly important in the future.
8•-3 9 	 1 a
* There is a definite tradeoff between single and multiple unit
ground station tape recorders. `	 <<
• Operating costs generally exceed capital expenses; therefore, it	 fis essential that the management aspects of the ERS ODES be
thoroughly examined.
• Low-cost filmwriter/display units for real-time processing and
high data rate facsmile applicatnons of ERS data have been es.
1 .
	 tablished as a future need; more detailed study of this paxticular
area of technology is necessary.
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9. POTENTIAL DATA MANAGEMENT SYSTEMS
.1	 9.1 Introduction
The objectives of this task were twofold: first, to use the para-
metric data generated in Tasks 4 through 8 to synthesize optimum ERS
data management systems and second, to generate a list of technological
advances needed to make each approach feasible.
The study plan proposed carrying out the synthesis of three of the
missions identified in Task 3, Selection of the three missions was
coordinated and approved by NASA prior to the start of Task 9. The
criteria use in selecting these three missions are listed below:
1) Launch date; coverage of the time span of interest to the
study (1978-1988) was desirable.
2) Orbit type; non-geostationary orbit types were of primary
interest.
3) Both research and operational mission types should be
represented.
4) A variety of mission disciplines should be included.
5) Medium and high bit rates and data perishability should be
covered.
Based on these criteria, the following three missions were selected for
the Task 9 effort:
a Mission 2, a 1980 launch in a sun-synchronous orbit for
ocean and meteorological research.
• Mission 6, a 1984 sun-synchronous launch with an operational
mission in terrestrial survey/ environmental quality.
r Mission 9, an equatorial orbit launch in 4987 with meteorological
research as the principal function .
The reader is cautioned not to interpret these missions as representing
approved NASA missions. They were structured with a minimum of
coordination with NASA planning groups and their performance para-
meters were specifically chosen to maximize the demand for technology
development.
Fh
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Carrying out the mission synthesis proved to be more difficult than
we had originally anticipated. We underestimated the amount of iteration 	 k
that would be required between mission synthesis and development of the
data base. Thus our original plan of directly applying the data base to
derive the desired systems was modified to allow for considerable judg-
ment as synthesis progressed.
Specifically, we discovered that the interrelationships between
sensor design., frequency of coverage and data readout led to orbit choices
different than those postulated in Sections 2, 3, and 4 and these in turn
impacted sensor design and data handling approach.
In addition, it was necessary to use judgment to balance the relative
importance of performance and cost. In research missions we typically
deemed validating a conjecture very important while perishability and
completeness of coverage were of secondary importance compared to cost.
Operational missions, however, received an inverse emphasis. In Mis-
sion 6 tan operational mission), for example we proposed a constellation
of three sateliit!. , s to ensure that needs for relatively frequent coverage at
high resolution were met. The data taking among these three has been
staggered so that a degree of redundancy occurs. Should one satellite fail,
full data collection still continues but at a reduced coverage frequency.
This reflects our view that in an operational system it is mandatory to
provide a high probability of data continuity.
9.2 Mission 2
9.2. 1 Mission Requirements
Mission 2 is a research and development mission which addresses
the user needs for synoptic oceanographic and meteorological data. It is
the first in a series of three missions: two R&D precursors plus an oper-
ational mission. The research and development nature of this mission
applies to both the use of a space platform for the development of sensors
and the means for conducting oceanographic and meteorological studies.
The launch data for Mission 2 is FY 1980. It will have the following
sensor complement:
e Pointable imager
9-2.	
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* Oceanic scanning spectrophotometer
v	 M Sea surface temperature imaging radiometer
I't
* Advanced atmospheric sounder
* Data collection and location system.
The instruments are described in Table 9-1. The selection of swath
width, IFOV, pointing capability and resolution are computed as part of
the mission design (see Sections 9.2. 2 and 9. 2. 3).
The mission must be optimized for routine surveillance of dynamic
coastal oceanic and meteorological phenomena in the vicinity of CONUS
and territories. It should provide enough coverage of phenomena of
interest for potential users to converge on data handling techniques which
are optimal for their specific individual program objectives. Therefore,
near-raw data (i. e., data corrected for geometric and photometric/radio-
metric errors) should be disseminated to the users at a rate which matches
their perishability requirements.
Table 9-2 summarizes the data requirements, in terms of obser-
vation frequency, perishability and data format requirements, for each
data use and indicates which instruments are used to gather the data.
Three data use categories are not addressed by the mission sensor
complement: earth radiation budget, snow/ice survey and soil moisture.
9.2.2 Orbit/ Satellite - Constellation Design
Mission 2 is characterized by relatively low data rates, rapid
perishability of data and its relatively early initiation so that largely
existing technology must be employed. Because the mission is for
research purposes, only -one satellite can be justified. Reviewing the
mission requirements reveals that three of the seven instruments can
employ very wide swaths and require daily to twice daily coverage, that
a third instrument (the Pi) has a narrow swath width but must be able
to point selectively at any spot once daily and that the fourth instrument
(the OSS) must make observations in a much narrower swath every three
to five days.
These requirements suggest an orbit Q whose fractional part is 1/4.
To minimizes obliquity and ease data communication, a fairly small (12)
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1INSTRUMENT DISCIPLINE APPLICATION TYPEOF SCAN
SPECTRUM/BANDWIDTH
(MICRONS) ERROR SOURCES UNIQUE DATA PROCESSING REQUIREMENTS
POINTABLE IMAGER EARTH RESOURCES GEOLOGY, PUSH BROOM 0.5 TO 0.6 GEOMETRIC: RADIOMETRIC CORRECTION FOR DARK CURRENT
AGRONOMY, SOLID STATE 0.6 TO 0.7 r S?ACECRAFT ATTITUDE AND NONUNIFORMITY OF DETECTORFORESTRY, ARRAY 0.7 TO O.B AND EPHEMERIS RESPONSNITIESCOASTAL 0.8 TO 1.1 ERRORS1.55 TO 1.75
LOCAL SURFACE
ALTITUDE VARIATIONS
RADIOMETRIC= CORRECTION FOR EFFECTS OF EARTH ROTATION
r CALIBRATION
• DARK CURRENT
r NONUNIFORMITY IN
DETECTOR RESPONSE
r ATMOSPHERIC EFFECT
SYNTHETIC APERTURE EARTH RESOURCES GEOLOGICAL ALONG TACK - X-BAND/1SMHz, GEOMETRIC: AZIMUTH DATA PROCESSING REQUIRED TO
RADAR SURVEY, LAND SPACECRAFT MO- DUAL POLARIZATION r SPACECRAFT ATTITUDE ACHIEVE AZIMUTH RESOLUTION.USE MONITORING,
WATER, ICE
TION L-BAND/15MHz, r EARTH ROTATION COMPENSATION FOR EARTH ROTATION AND
MONITORING ACROSS TRACK- DUAL POLARIZATION EFFECTS GEOMETRIC EFFECTSRANGE
DISCRIMINATION o SLANT RANGE
DISTORTION
ADVANCED METEOROLOGY TEMPERATURE +40°, CROSS TRACK, 8 CHANNELS - 15 BAND RADIOMETRIC:
ATMOSPHERIC PROFILES FOR SAMPLES 400 KM 4 CHANNELS - 4.3 r CALIBRATION 1SOUNDER NUMERICAL APART 1 CHANNEL - 9.6MODELS AND I CHANNEL- 11.1 r DETECTORS, NOISE
LOCAL AREA 2 CHANNELS - 3.8 EQUIVALENT POWER
FORECASTS OF 3 CHANNELS - 18 TO 30 r ATMOSPHERIC ABSORP-POLLUTION 2 CHANNELS - MICRO- TION COEFFICIENCESTURBULENCE, FOG WAVE
ETC.
HIGH RESOLUTION EARTH RESOURCES TERRESTRIAL BIDIRECTIONAL ?CHANNELS. 6 IN GEOMETRIC: ACCOUNT FOR 14 SCAN LINES/MIRROR SCAN.
MULTISPECTRAL THEMATIC BUDGET BAND VISIBLE 0.43 TO 0.8 r SCAN VARIATIONS ALTERNATE SCAN DIRECTIONS.POINT SCANNER MAPPING (GEO- SCANNING USING
LOGY, HYDRO- OSCILLATING r SPACECRAFT ATTITUDE VA(;YING SCAN LENGTHS
LOGY, AGRON- MIRROR DUTY CYCLE AND EPHEMERIS ERRORS EFFECTS OF EARTH ROTATION.ONY, FORESTRY, POINTS a LOCAL SURFACEETC.) ALTITUDE VARIATIONS
RADIOMETRIC:
r CALIBRATION
c ATMOSPHERIC EFFECTS
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Table 9-2. Summary of the Data Requirements and Applicable
Instruments for Each Data Use in Mission 2
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CLOUD COVER P P 5
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EARTH RADIATION WIDGET
CLOUD PHYSICS 5 5 S 5
UPPER ATM. TEMPERATURE P
UPPER ATM. COMPOSITION P P P 5
SNOWACE SURVEY,
SOIL MOISTURE
SEA SURFACE POLLUTION P P P
ATMOSPHERIC POLLUTION P P P
SEVERE STORM 'NARNING P P P
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P 5 PRIMARY APPLICATION
5 R SECONDARY APPLICATION	 *RANGE COVERING TIDAL CYCLE - COASTAL
integer part of Q has been selected. After establishing the Inclination
to give sun synchronism, we have;
Q - 12-1/4	 Orbit to orbit swat]^ -- :;265.6 km
Adjacent daily swath W 816 km
h = 1652.2 km
Ground velocity = 5.677 km/sec
i = 102.2$ degree
The coverage pattern is depicted in Figure 9-1.
9.2.3 Sensor Design.
9.2. 3. 1 OSS Design
The ocean scanning spectrophotometer has 20 spectral bands each
encoded to 8 bits and achieving a ground resolution of 2 km. Assuming a
1.4 kell factor and a swath of 900 km (to allow for overlap), we obtain the
number of samples per line to be:
900 x 1, 4/2 = 630
The rate at which lines are generated is:
5. 677/2 = Z. 8385 line/sec
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ONE SATELLITE
Q = 12 1/4 ORBITS/DAY
S ENSORS
COVERAGE 
FREQUENCY
OSS-OCEAN SCANNING SPECTROPHOTOMETER 4 DAYS
SSTIR- SEA SURFACE TEMPERATURE IMAGING RADIOMETER 1/2 DAY
PI-POINTABLE IMAGER DAILY
3450 KM - SSTIR SWATH WIDTH
860 KM - OSS SWATH WIDTH
i
4
3
¢ 2
0
1
KM - PI SWATH WIDTH
W	 -4	 -
WEST	 EAST
3265.57 KM
DISTANCE BETWEEN SUCCESSIVE
EQUATORIAL CROSSINGS
Figure 9-1. Mission. 2 Coverage Geometry
Thus for each spectral band the sample rate is:
630 x 2. 8385 = 1788 samples/sec
Converting to bit rate for all the bands gives:
286 kilobits /sec
R. 2. 3.2 Pointable Imager Design
The pointable imager has a 48 kin swath width achieving a 10 meter
resolution in each of four spectral bands. The number of samples per
line is thus
48 x 10 3 IN = 4800
The rate of line generation is:
5. 677 x 10 3 /i0 = 567. 7 lines per sec
Thus 567. 7 x 4800 = 2. 725 mega samples per second per channel are
generated. Encoding at a 7 bit level for each of the bands yields a data	 y}
rate of 76. 3 megabits Ise c.
q. 2.3.3 Sea Surface Temperature Imagery Radiometer Design
The sea surface temperature imaging radiometer obtains 2 km
cell measurements at i0 bit accuracy in each of five spectral bands over 1#
g..6	 h
j	 Sk
a 3600 kin swath. Thus the number of cells per line is: 	 i
3600/2 = 1800 cells
The line rate is:
5, 677/2 = Z. 838 lines/sec
The sample rate per spectral band is:
2. 838 x 1800 = 5108 samples per sec
Converting to bits for all spectral bands gives 256 k bits /sec.
The performance of Mission 2 with the orbital and sensor charac-
teristics mentioned above is evaluated in Figure 9-2 in terms of obser-
vation frequency requirements. Cloud cover is the only data use not
addressed by at least one primary sensor.
f)ATA USE	 MISSION 2
SHOAL AND COASTAL MAPPING
SEA SURFACE CURRENTS
SEA SURFACE COMPOSITION
SEA SURFACE TEMPERATURE
SEA SURFACE ROUGHNESS
SEA SURFACE PHASE
CLOUD COVER
PRECIPITATION
OCEAN RADIATION BUDGET
CLOUD PHYSICS
UPPER ATM. TEMPERATURE
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SEVERE STORM WARNING
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Figure 9-2. A Comparison of the Coverage Frequency of Mission
2 Sensors in a 1562.2 km., 102.3 0 Orbit and the
Observation Frequency Requirements
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9. 2.4 Communication System Design
Getting high bit rate data. from the satellite to the ground may be
accomplished by direct transmission to the STDN or via TDRSS. The
76. 7 x 106 bit per, second data rate plus the wide areal coverage of Mission
2 make transmission via TDRSS mandatory. The high data rate of the
P. 1. instrument compared to the other suggests that two different com-
munication channels be employed; one at about 80 megabits and the other
at about 600 Kb/sec. The wideband link would employ the single access
KU-band and the other the single access S-band link. EIRP requirements
for these links are displayed in Figures 9-3 and 9-4, respectively. Based
L,
a
a
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u.^a
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I
USER EIRP (d6W)
Figure 9-3. Mission Z Ku-Band Link Requirements
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Figure 9-4. Mission 2 S-Band Link Requirements
on these requirements it is possible to structure the two links. One
configuration for each link is derived below:
^T
S- BLnd Ku-Band
FIRP Required. 31 dB 54 dB(without (without
encoding) encoding)
Antenna Gain 20.5 dB 43 dB
Antenna Sire 1.5 ft dish 4 ft dish
`.Transmitter Losses 2.5 dB 2 dB
Power 13 dB = 13 dB =
20 watts 20 watts
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Supporting and pointing these antennas, and particulary the 4-foot dia-
meter Ku-band dish, may be a severe design problem. Gimbal design,
clear field of view, plus the narrow i degree beamwidth of the Ku-band
dish all tend to increase the complexity of this system element.
9.2. 5 Ground Data Handling System Des ign
As discussed in Section 8. 3, TRW has developed a pa y ametric model
for the ERS GDHS during the 1978 to 1988 time-frame which determines
the hardware implementation requirements and costs for data handling
functions. *In this section, the model will be applied to Mission 2. Costs
will be derived for;
® Data station - mainprocessing structure
Land line (if required) - tariff and terminals
• Filmwriter, archiving and computer.
The analysis is based upon a routing scheme in which error processing is
performed at the data :station and output product generation is performed
in a separate facility at NASA/GSFC (see Figure 9-5).
TDRS
GROUND TAPE RECORDERS
ERS
SATELLITE
ERROR CORRECTION PROCESSING
TAKES PLACE AT THE DATA STATION
• DATA STATION --
HIGH RATE TAPE RECORDER
WITH PLAYBACK CAPABILITY
• OPGF --
LOW RATE TAPE RECORDER
WITH PLAYBACK CAPABILITY
DATA 15 DISSEMINATED
TO THE USERS BY THE OPGF
OUTPUT
^11111111111i FACILITY (OPGF)
GREENBELT, MARYLAND 	 Wr	
I
Figure 9-5. Data Routing for Mission 2
The sensor characteristics of interest, in cerms of sizing the 	 !
ground data handling system, are shown in Table 9-3. The duty cycle for	 ;!
all three instruments is continuous coverage over United States coastal
areas (see Section 4. 1).
DATA
	
LAND LINE
STATION
WHITE SANDS, NEW MEXICO
Table 9-3. Sensor Characteristics Considered in the Ground Data
Handling System Parametric Model
PARAMETER
SENSOR
OSS	 PI SSTIR
DATA RATE (MBPS) 0.25 76.20 0.29
UMBER OF DETECTORS 9000 19200 8500
ENCODING LEVEL 7 10 8(BITS/PIXEL)
SWATH WIDTH (KM) 900 48 3400
L
ESOLUTION (KM) 2 .01 2
Beginning at Step i in the parametric model analysis, the data
volume was computed for each sensor by multiplying the daily coverage
times the data rate. The calculations are depicted in Table 4-2 and the
,resulting volumes are listed in Table 9 -2. Using the data volumes and
encoding levels and Figure 8-8, the processing throughput rates were
derived: OSS* - 1.4 sx. 10 3 psec /pixel, P1 - 1.4 x 10 2 psec /pixel and SSTIR -
7. 9 x 10 2 usec/pixel. These rates were based on a two shut throughput.
k.^	 The number of detectors were used in Figure 8-13 to determine the cali-
bration memory requirements ( see Table 9-3). The data frame volume in
pixels was converted to bits using Figure 8-11. Before the processing
volume could be determined, a decision had to be made with respect to
the image volume required to correct for attitude uncertainties. For the
'FRTS -MSS and the EOS-TM the frame volume required was less than 0. 1
percent. For this analysis, 0.5 percent was used. The processing memories
were computed using this percentage, the data volumes, and using Figure
8-12 (see Table 9-4).
Step 2 was used to determine the ground station tape recorder re-
quirements. An input rate of F' .7 Mbps implied a unit cost of
$75K-182K (see Figure 8-17). Since pxes..^nt technology is adequate, a
recorder in the late 70's would cost $75K. Adding an additional unit for
redundancy, the total cost for recorders would be $150K. Step 3 shows
that Mission 2 throughput rates could easily be handled with FY74 tech-
nology (Figure 8-19) and one main processing structure was adequate.
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The input/output memory cost for a total frame volume of 892 Mbits
would be $186K since this frame volume was well within state of the art
(see Figure 8-20).
Table 9-4. Ground Data Handling Volume Requirements for the
Mission 2 Design Driving Sensors
PARAMETER
SENSOR
OSS	 PI SSTIR
DATA VOLUME (Mb/DAY) 3.29 x 102 2.90 x 103 7.75 x 102
CALIBRATION DATA 19 30 18
'VOLUME (MBITS/DAY)
DATA FRAME VOLUME 4.05 9.22 1.45
(MP IXE LS/FRAME/DAY) (32.0) (750) (110)
(MB ITS/FRAME/DAY)
PROCESSING DATA 0.16 3.20 0.72
VOLUME (MBITS/DAY)
Special purpose hardware requirements are determined in Step 4.
A throughput rate of 1.4 x 10 2 p sec /pixel is equivalent to a processing rate
on the order of iO 4 nsec /word which is well within FY74 technology as
shown in Figure 8 . 22. The cost per unit is ^-50K assuming a single unit
purchase.
Step 5 determines the data correction and processing data memory
requirements. Using the throughput rates calculated in Step i, the pro-
cessing memory costs were estimated ( see Figure 8-21):
OSS -	 ix
e Pl -	 15K
e SS TIP. - 3K
Data correction memory costs were computed using the calibration data
volumes derived in Step is
• OSS -	 i i OK
• PI -	 140K
i^
	
• HRMPS - 82K
l	 ; .__	 L	 l	 I	 I_	 I	 _i
Steps i through 5 were used to derive the cost of the main processing
structure in the data station. A cost summary is shown. in Table 9-5.
Table 9-5, Cost Summary for the Error Processing
System at the Data Station ($Thousands)
ITEM UNIT COST QUANTITY TOTAL COST
TAPE RECORDERS 75 2 150
MAIN PROCESSOR 186 1 186
SPECIAL PURPOSE 50 1 50
HARDWARE
PROCESSING DATA 19 - 19
MEMORY
CALIBRATION DATA 332 - 332
MEMORY
MINICOMPUTER 100 2 100
SYSTEM
TOTAL 837
The filmwri.ter and archiving requirements for the OPGF were de-
termined in Step 6. For the throughput rates being considered a filmy
writer would cost on the order of 50K (see Figure 8-24). A daily volume
of 2.9 x iO 3
 Mbits/day resulted in an archiving cost range of 50K for
multiple high-density recorders to 500K for mass memory; as shown in.
Figure 8-25 300K was selected as a representavaive value. A general
purpose computer would cost 500K (see Table 8-2). The degree to which
the OPGF would satisfy the user format requirements is shown in Table 9-6.
The total ground data handling system costs are shown in Table
9-7. They do not include programming effort, facilities, manpower and
maintenance costs.
Table 9-7. GDHS Cost Summary
ITEM COST
DATA STATION
OPGF
837K
850K
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Table 9-6. Satisfaction Of User Format Requirements by the
Output Product Generation Facility in Mission 2
s
FORMAT DESCRIPTION FUNCTION OF OUTPUT PRODUCT GENERATION FACILITY
PHOTOMAP PHOTOGRAPH WHICH MAY INCLUDE SUPERIMPOSED SUPPLIES BY THE OUTPUT PRODUCT GENERATION FACILITY
GRIDDING AND ANNOTATION (OPGF) FILMWRITER.
OVERLAY ONE OR MORE IMAGES ADJUSTED IN SCALE AND SUPPLIES BY THE OUTPUT PRODUCT GENERATION FACILITY
ORIENTATION (OPGF) FILMWRi?ER. OVERLAYS CONSIST OF PRINTS AND/OR
TRANSPARENCIES.
THEMATIC MAP MAPS UPON WHICH GEOGRAPHICALLY DISTRIBUIED SINCE THE OUTPUT REQUIRES CLASSIFICATION ALGORITHMS AND
ATTRIBUTES ARE DESCRIBED BY VISUAL AIDS SUCH AS THIS IS AID RESEARCH AND DEVELOPMENT MISSION, THIS FORMAT
CONTOUR AND COLOR DIFFERENTIATION WILL NOT BE SUPPLIED BY THE OPGF.
GEOMETRICALLY GEOMETRICALLY CORRECTED IMAGERY PRECISION PROCESSED DATA WITH SUB—PIXEL REGISTERABILITY WILL
REFERENCED
SPATIAL BE SUPPLIED TO THE USER VIA THE OPGF. HOWEVER ALL
MEASUREMENTS CORRECTIONS WILL HAVE BEEN MADE AT THE CDPF.
INPUT TO GENERATION OF MODEL PARAMETER INPUTS IN A PRECISION PROCESSED DATA WITH SUB—PIXEL REGISTERABILITY WILL
MATHEMATICAL
MODELS COMPUTER COMPATIBLE FORMAT BE SUPPLIED TO THE USER VIA THE OPGF. HOWEVER ALL
CORRECTIONS WILL HAVE BEEN MADE AT THE CDPF. THIS FORMAT
WILL NOT BE SUPPLIED BY THE OPGF.
STATISTICAL DATA SUMMARIES (E.G., AVERAGING ON PIXELS) PRECISION PROCESSED DATA WITH SUB—PIXEL REGISTERABILITY WILL
SUMMARIES BE SUPPLIED TO THE USER VIA THE OPGF. HOWEVER ALL
CORRECTIONS WILL HAVE BEEN MADE AT THE CDPF. THIS FORMAT
WILL NOT BE SUPPLIED BY THE OPGF.
AUTOMATED APPLICATION OF SIGNATURE RECOGNITION ALGORITHMS PRECISION PROCESSED DATA WITH SUB-PIXEL REGISTERABILITY WILL
INVENTORY BE SUPPLIED TO THE USER VIA THE OPGF. HOWEVER ALL
'CORRECTIONS WILL HAVE BEEN MADE AT THE CDPF, THIS FORMAT
WILL NOT BE SUPPLIED BY THE OPGF.
AUTOMATED APPLICATION OF SIGNATURE RECOGNITION ALGORITHMS PRECISION PROCESSED DATA WITH SUB —PIXEL REGISTERABILITY WELL
CHANGE
DISCRIMINATION BE SUPPLIED TO THE USER VIA THE OPGF. HOWEVER ALL
CORRECTIONS WILL HAVE BEEN MADE AT THE CDPF. THIS FORMAT
WILL NOT BE SUPPLIED BY THE OPGF.
SPECIAL APPLICATION OF COMPUTATIONAL ALGORITHMS PRECISION PROCESSED DATA WITH SUB—PIXEL REGISTERABILITY WILL
MEASUREMENTS BE SUPPLIED TO THE USER VIA THE OPGF: HOWEVER ALL
° CORRECTIONS WILL HAVE BEEN MADE AT THE CDPF. THIS FORMAT
WILL NOT BE SUPPLIED BY THE OPGF.
9. 2.6 Data Dissemination System
Since Mission 2 is a research mission, distribution of the satellite
data will be limited. Data will arrive at the White Sands terminal and
must be routed to the Output Products Generating Facility (OPGF) at
Goddard. Dissemination of these data will be limited by the facilities
which are projected for the 1980 time frame of this mission. Thus, the
options available for data distribution are limited to the following:
1) Hard copy via nail or courier.
2) Error corrected tapes aria mail or courier.
3) Digital data via commercial leased lines.
In addition, unprocessed data could be made available via land line from
the White Sands facility.
Construction of a domestic data distribution satellite (i. e.,
DOMSAT) could significantly improve the timeliness and the scope of data
dissemination. However it does not appear that such a satellite system
will be operational in time to support Mission 2.
9. 2. 7 System Summary
Figure 9-6 shows the proposed Mission 2 system in simplified
block diagram form. The system configuration is conventional but there
are several elements which merit further comment.
The most serious problem with this system involves the TDRS
antennas. As noted in Section 9. 2. 4, providing a two axis drive for a
4 foot dish which is not affected by blockage from the earth or from the
spacecraft body and which also meets the Ku-band pointing -requirements
is a challenging design problem.
A family of miniature TWT's (now under development) which use
samarium-cobalt magnets is proposed as the candidate Ku-band power
amplifier. Should this development be delayed, some alternate configu-
ration for this device would have to be found.
A similar situation exists relative to the 70-80 MBPS recorder
required at the TDRS ground station. Such a recorder appears to be
feasible with current technology, but such a device will require develop-
ment. For Mission 2, :an additional complication is added by the input/
output ratio imposed by the TDRS-OPGF 1andlina data rate limitation.
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Figure 9-0. Mission 3 Data System Block Diagram.
The data enter the ground station at 76.3 Mbps and leave at 57 K.bps.
This 1340:1 data rate reduction may be accomplished through a combina-
tion of the following techniques:
1) Demultiplexing the incoming signal into the original 4 spectral
bands (4:1).
2) Speed reduction of the recorder fox playback (20:1)..
3) Buffering of data into the )^._ocessor at the ground station
and/or into the landline terminal.
In summary, the proposed system configuration will satisfy mission
xequirenaents and is technologically feasible for a 198 0 mission.
9.3 Mission 6
9.3.1 Mission Requixernents
Mission 6 is the final operational system in a mission serri.es
dedicated to terrestrial survey and environmental quality monitoring.
As such, it will gener ate the largest data . load in the mission series and
data handling considerations become most critical.
I
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The launch date for Mission 6 is FY 1984. Its sensor complement
consists of four instruments:rti	
= 1
• Synthetic aperture radar
1 ;+	 • Combined scanning spectxoradiometer/pointable imager	 j
s Advanced atmospheric sounder
• Data location and collection system.
The second instrument will be considered as two separate sensors be-
cause of insufficient data on the combined version, the high resolution
multispectral point scanner (which represents .he spectrophotometer)
and the pointable imager. The sensor complement is described in
Table 9-8. Fox a more detailed description see Section 2. U. As in
Mission 2, the swathwidth, IFOV, pointing capability and resolution of
the instruments are determined as part of the mission design. (See
Section. 9.3.2).
The research and development precursory to Mission 6 (i.e.,
Missions i and 3) were sensor testbeds and collection, processing and
{ _	 dissemination systems used to accomplish terrestrial and environmental
research. Each contriba.ted to the development of data handling tech-
;	 zoology that would be adequate to deal effectively with data from an oper-
ational mission. Consequently, near raw data or partially processed data
were sent to the users in these early R&D missions so they could per-
;	 form the appropriate data processing and analysis to decide on optimal
f approaches tailored to their specific needs. These selected approaches
were transformed into special processing and formatting requirements.
The central data processing facility in Mission 6 should meet these re-
quirements and provide final format data directly to the uers for analysis
and interpretation in a manner which meets their perishability require-
ments.
Mission 6 is basically an "operational ERTS" with special emphasis
on environmental quality monitoring. As discussed in Section 3.3, the
major application areas include;
a .Agriculture, forestry and rangelands
_
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Table -9-8. Sensor Complement for Mission 6
INSTRUMENT DISCIPLINE APPLICATION TYPEOF SCAN
SPECTRUM'3ANDWIDTH
hilcRONS) ERROR SOURCES UNIQUE DATA PROCESSING REQUIREMENTS
POINTABLE IMAGER EARTH RESOURCES GEOLOGY; PUSH BROOM 0.5 TO 0.6 GEOMETRIC: RADIOMETRIC CORRECTION FOB' DARK CURRENT
AGRONOMY, SOLID STATE 0.6 TO 0.7
• SPACECRAFT ATTITUDE AND NONUNIFORMITY OF DETECTORFORESTRY, ARRAY 0.7 TO 0.8 AND EPHEMERIS RESPONSIVITIESCOASTAL 0.8 TO 1.1 ERRORS
• LOCAL SURFACE
ALTITUD9 VARIATIONS
RADIOMETRIC:- CORRECTION FOR EFFECTS OF EARTH ROTATION
• CALIBRATION
n DARK CURRENT
• NONUNIFORMITY
DETECTOR RESPONSE
• ATMOSPHERIC EFFECT
OCEANIC SCANNING OCEANOGRAPHY CHLOROPHYLL CROSS TRACK: 0.4 TO 0.7µ1150 GEOMETRIC: RADIOMETRIC CORRECTIONS FOR SHADING,
SPECTROPHOTOMETER CONTENT: ELECTRICAL OR ANGSTROMS, 20
. SPACECRAFT ATTITUDE SUN ANGLE, SCAN ANGLEPOLLUTION UP- MECHANICAL BANDS
WELLING: OCEAN • EARTH ROTATION
CURRENTS
• SCAN DISTORTION
RADIOMETRIC-. GEOMETRIC CORRECTIONS FOR SPACECRAFT
• CALIBRATION ATTITUDE, SCAN ANGLE, OFFSET ANGLE
• SUN ANGLE
• ATMOSPHERIC
SCATTERING
SEA SURFACE OCEANOGRAPHY SEA SURFACE CROSS TRACK 0.2 TO 4.0 CLOUD Y 4G GEOMETRIC: CALIBRATION OF DATA FROM FIVE CHANNELS
TEMPERATURE AND TEMPERATURE, LINE SCAN (DAY)
• SPACECRAFT ATTITUDE TO DETERMINE TEMPERATUREIMAGING RADA4 METEOROLOGY CLOUD COVER, 3.6 TO 4.1 CLOUD TAG
RADIATION BUDGET (NIGHT) is VIABLE RESOLUTION
OF OCEAN 6.5 TO 7.0 H2O
ABSORPTION RADIOMETRIC:
8.9 TO 9.4 H2 
CONTINUM  • CLOUD INTERFERENCE
10.5 TO 11.5 SEA SURFACE • ATMOSPHERIC TURBIDY
TEMPERATURE
ADVANCED METEOROLOGY TEMPERATURE s4r, CROSS TRACK, 8 CHANNELS - 15 BAND RADIOMETRIC:
ATMOSPHERIC PROFILES FOR 5AMPLES 400 KM 4 CHANNELS - 4.3 CALIBRATIONSOUNDER NUMERICAL APART 1 CHANNEL - 9.6
•
MODELS I CHANNEL - 11.1 • DETECTORS, NOISE
AND LOCAL 2 CHANNELS - 3.8 EQUIVALENT POWER
A.aEAFORECASTS 3 CHANNELS - I8 TO 30
• ATMOSPHERIC ABSORP-OF POLLUTION 2 CHANNELS - MICRO- TION COEFFICIENCESTURBULENCE WAVE
1
00
e Geology
o Hydrology
e Environmental pollution
The data requirements for each data use category and the instruments
used to gather the data are depicted in Table: 9-9. All of the data use
categories were addressed by at least one instrument.
Table 9-9. Sw! iniary of the Data Requirements and Applicable
Ina l.runients for Each Data Use in Mission 6
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WATER QUALITY P P
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SEVERE STORM WARNING S
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9. 3. 2 Orbit/Satellite-Constellation Design
The requirements for this mission indicate that three primary in-
struments (HRM.PS, SAR, PI) are involved and that repetition frequency
may;	 for HRMPS images must be in the order of two or three days, for SAR 	 4
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images less than a week, for PI images daily at selected small regions.
Furthermore, preliminary HRMPS design considerations which include
viewing obliquities, optical field of view, design of detector clusters in
the image plane, and total data rate suggest a maximum swath width of
about 400 km. Preliminary SAR design considerations including trans-
mitter power, PRF, and data rate limit SAR swath widths to about t 00 km.'
If, for a starting point, we assume an equatorial orbit-to-orbit separation
of about 3000 km we find that 3000/400 = 7. 5 satellite passes (at one per
day per satellite) are required before repeated viewing with the HRMPS
is possible. Similarly for the SAR, 3000/100 = 30 satellite passes are
required between repetitions. Both repetition times miss by several times
over the mission requirements for frequency of repetition. The obvious
way to meet the HRMPS requirements is to employ three satellites phased
such that they interlace at 1/3 the original coverage interval. In this case
coverage is reduced to about 2. 5 days (figures at this point are only
approximate). For a three satellite constellation, repeated coverage by
the SAR would reduce to 10 days which is still in excess of the weekly
repetition desired. Here, however, it is possible to employ two SAR's,
one looking out each side of the spacecraft and effectively increase the
swath width (though not contiguous) to 200 km and reduce the interval be-
tween passes of the three satellite system to about five days.
Using the above analysis as a first step one would select an orbital
Q such that its fractional denominator was 5. Each satellite would inter-
lace such that the orbit-to-orbit separation would be divided into 15 pass
positions. With this orbital configuration, however, the failure of a
sensor on any satellite would leave a permanent series of gaps in the
ground coverage. By selecting an orbital Q whose denominator is 15
rather than 5, each satellite will cover each ground region during the
15 day repeat pattern and failure of any single instrument will merely
cause an occasional delay in coverage repetition but will not cause per-
manent deletion of any ground region.
Because the swath width of the HRMPS will be twice the width of the
15 sections the orbit-to--orbit distance jr. divided into, it is appropriate
that adjacent swaths on succeeding days advance (or lag) by two units.
This says the numerator of the fractional part of Q should be 2 or D-2. 	 }^ 
E
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That is, Q should be N 15 or N 15	 where N is an integer about 13 and
still to be determined. Table 9-10 presents some consequences of selecting
Q within the guidelines given above. Not only have the (non-overlapping)
s=wath widths for the HRMPS and SAR been presented, but also the ground
distance from satellite nadir over which direct communication can take
place. For reasons discussed in Section 9. 3. 5, communication will take
place directly to Sioux Falls for this mission. Since the P1 and the SAR
look off to the side, it is important that communication can take place
when Nadir is hundreds of kilometers off shore. For this reason we have
s elected Q = 13 1 5 which leads to an altitude of 1203.6 km and an inclin-
ation of 100.4 degrees. A summary of the orbits considered is shown in
Table 9-10. At this altitude, communication directly to Sioux Falls can occur
Table 9-10. Summary of the Orbits Considered for Mission 6
Q (ORBITS DAY)
11 13/15 12 2115 12 13/15
JAIIJI
lb	 19 ""'l 13 13/15
NM	 KM NM KM NM KM NM KM NM KMPARAMETERS
ORBIT TO ORBIT SWATH 1820.2 3371.0 1780.2 3297.0 1678.8 3109.0 1644.7 3045.9 1557.7 2884.8
HRMPS SWATH 242.7 449.5 237.4 439.6 223.8 414.5 219.3 406.1 207.7 384.6
SAR SWATH 60.7 112.4 59.3 109.9 56.0 103.6 54.8 101.5 51.9 96.2
ALTITUDE 935.2 1143.6 870.9 1614.7 705.5 1308.0 649.2 1203.6 503.7 933.9
VISIBILITY CIRCLE RADIU 2007.7 3718.4 1942,3 3597.0 1755.0 3251.6 1687.0 3124.0 1482.9 2746.3
SELECTED ORBIT
*SIOUX FALLS
at distances exceeding 400 km off the coast of Continental U.S. The coverage
pattern is described in Figure 9-7. The performance of Mission 6 with the
orbital characteristics mentioned above is evaluated in Figure 9-8 for the
user observation requirements two data use observation requirements were
not satisfied by at least one primary instrument.
9.3.3 Sensor Design
9.3.3. 1 SAR Design
Mission requirements suggest a B meter ground resolution for the
SAR in each of two received polarizations at both X- and L-band.
9-21
Q = 13 2/15 ORBITS/DAY
THREE SATELLITES T A, B, C
'SWATH WIDTH = 101.5 KM
SWATH WIDTH = 406.1 KM
is A B A	 B C	 B	 ^---- s— A C A
14 A 8	 C B	 C	 A	 C A B
13 C— A	 C	 A B A
12 C El C	 A C	
____^	 . B A B
11 B	
—T--i— 
A	 C _^^ , 9
	 A C
10 C A C	 A B	 A	 B C B CC
—A ~C — 8B C A
A B	 A ^^ C	 B	 C A C
d s
a y B A ^^_ C B	 A
---.—
A
d A e A	 B^ C	 B	 C^ A B
5 8 C B	 ^, A	 C ^^ B A B
4 B ---- --	 A C	 a 	 B	 A C3 C A	 C B	 A	
--t----- C B
2 A C^ A
	
B A ^^ C B C
1 C --t__ _—	
B	 A	 _ C	 B —_ A
047- B A— B A C A
WEST EAST
3045.9 KM
Figure 9-7. Coverage Pattern for Mission 6
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Frequency Requirements
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The orbit analysis previously concluded indicates a swath on each
=--	 of two SAR 1 s looking out opposite sides of the spacecraft should be 101.5
km. A depression angle of about 60 degrees where the beginning and end
of a swath are multiples of 101. 5 km from. nadir extends from 609 km to
711.. 5 km. To provide overlap between adjacent swaths, we have designed
the swath to extend an additional 4 km toward nadir and an additional 4.5
km away from nadir yielding actual swath of i 10 km. These- relationships
are shown in Figure 9-9. Using the Range to inner and outer swath edges,
we can calculate the round trip time to be 9149. 3 and 9558. 7psec respec-
tively. All the information desired is conveyed in the echoes received
between these times; that is in a 409.4 Asec interval..
SPACECRAFT
29.&43°
26.11e
1203.6KM
715KM
4.OKM605KM
^ ISISR	 l
`
(N+ ;)S
	
4.5KM
SURFACE OF EARTH
637SKM
6.423°
5.439	 SR = NON-OVERLAP SENSOR SWATH = 101.5MA
N = SWATH OFFSET INTEGER
OVERLAP = 4KM, 4.5KM
CENTER OF EARTH
Figure 9-9. Synthetic Aperture Radar
Geometry
In SAR design one tries to employ an antenna whose along track
length equals the desired along track resolution. Furthermore, the SAR
design requires - that two pulses be transmitted during the time the antenna
'moves its length. Using the orbital velocity of the spacecraft for the Q =
13,5 (v = 7.2285 km/sec) and the desired resolution3. of 15 meters we
?t	 calculate the interval between transmitted pulses as approximately 1038
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p sec, which is slightly over 'twice the observation time required per pulse.
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This suggests that the radars on opposite sides of the spacecraft can trans-
mit alternately yielding a time between pulses of about 5001usec which is still
adequate if properly phased to permit the desired echo to fall entirely be-
tween transmitted pulses. It must be noted that the observation of the
echo from a given pulse occurs many (about 9) transmitted pulses later.
In fact, we have selected the PRF of each radar to be 940 pps or the com-
bined PRF to be 1880 PPS. Figure 9-10 illustrates the tinning relationships
and shows that the wanted portion of an echo from a given pulse falls
NTH PULSE	 NTH PULSE
	
I
N + 8)TH PULSE (N + 9)TH PULSE	 (N + 9)TH
 PULSE
FROM SAR A	 PROM SAR B	 FROM SAR B	 FROM SAR A	 FROM SAR B
to
	to + 531.9psec	 to + 9042.6 }^sec	 to + 9574.5psec
	
to + 10106.4 p sec
TIME LINE
DESIRED ECHO
FROM SAR A
DESIRED ECHO/
	 f sFROM SAR B
Figure 9-10. Timing Relationship Between the Transmitted Pulses
and Echo Returns for the Synthetic Aperture Radars in
Mission 6
squarely between transmission of the 9th following pulse of the same SAR
and the 9th following pulse of the SAR on the opposite side. To accommodate
both X- and L-band systems it is suggested that pulses from each system
be transmitted nearly simultaneously, so that the listening periods are
silent for both systems. Range gating is used to exclude reception ex-
cept during the in.ervals of interest. Given that the PRF is 940 the an-
tenna length is chosen to be 2 v/940 W 15.4 meters. This also is used
to establish the ground resolution. The width of the X- and L-band an-
tennas can be established using the desired beamwidth from Figure 9-10
and the respective wavelengths. For X-band the width perpendicular to
the line to the center of the swath is .46 meter and for L-band this is
3. 54 meter. Some system simplication can result from using a single
horizontally oriented antenna to transmit alternately on each side of the
spacecraft. This requires broadening the antenna from .46m to .52m
for X-band and from 3. 54m to 4. Om for L-band.
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The data rate can now be computed as follows:
The PRF for each system. is 940 PPS.
940 x 7150 x 6 x 4 = 161. 3 megabits /sec
• There are i l Okm/ 15.4m. = 7150 range bins
• Each sample is quantized to 6 bits
• Four modes of data are conveyed (two polarizations in each of
two bands)
The average transmitted power per polarization required to achieve
adequ a te dynamic range for the X-band system is about 200 watts while
for L-band the corresponding value is 25 watts. 	 Thus for all four systems, r
450 watts is required. The peak pulse power will depend on the transmitted
pulse length.	 The required time resolution is 409.4	 sec/7150	 =
0. 057 lisec.	 This corresponds to a duty cycle of 1 in 18, 580. 	 Clearly
pulse compression is required, and at a compression ratio of 300 to i
the peak transmitted power would be 12.4 kw for X-band and 1550 watts
for L-band.
9.3.3.Z Pointable Imager
y'	 The pointable imager uses push broom detectors to achieve a 7. 5
meter resolution in a 48 km swath for each of five spectral bands. Basic
design is straightforward assuming a 6 bit quantization and 5 percent
i
overhead for synchronization and housekeeping data. There will be
48 x 10 3 /7. 5 = 6400 detectors for each spectral band. 	 Each will be
sampled once each time the spacecraft moves 	 7. 5m; that is, 6081 /7. 5 =
810 lines per second. Thus the data rate will be 6400 x 810 x 5 x 6 x 1.05 = i
163. 5 megabits.
Since viewing of any selected region once per day is required, off- a9
set pointing must be provided. Figure 9-11 shows the geometry of this
situation. The greatest surface, distance a target can be from a sub-
orbital point is half the orbit-to-orbit distance, i. e. , 1523 km at the or-
bital altitude of 1204 km this corresponds to an offset pointing angle of
47.45 degrees.	 Scenes viewed from this angle are seen quite obliquely
(61. i o ) and resolution across track is reduced to about 15 meters. 	 For- s
tunately this is am extreme case and on the succeeding day pointing offset
to	 and obliquity will reduce to 40.5 degrees and 50. 5 degrees respectively.
it
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DEFINITION OF PARAMETERS
PARAMETER
	 MI5S(ON 6
	 MISSION 2
d	 1523.OKM 1632.8KM
h	 1203.6KM 1570.6KM
6	 47.450 42.25
0	 61.130 56.42°
n	 13.68° 14.67°
Figure 9.11. Geometry for Determining
Pointable Imager Offset Angle
G6, and Ground Obliquity 0
9.3.3.3 HRMPS Design
Mission requirements dictate a 30 meter resolution for the HRMPS
in eight spectral bands. The technique for communicating the satellite
data which is discussed in Section 9.3.5 permits a reduction in resolution
to V. 5 meters and it is this latter value which is used in the following
discussion.
The orbital swath identified for the HRMPS in Section 9.3.2 was 406
km. To allow for overlap at the sides the sensor design swath has been
set at 425 km. The number of across track cells is thus 4z5 x 10 3 x 1.4 x
27.5 = 21636 cells, where the 1.4 is the over sampling factor commonly
required in this type sensor. Lines are collected at a rate of 6081/27.5 =
221. 1 lines per second. Combining these numbers with the number of
bits /pixel, (7), the number of spectral bands, (8), and a 20 percent re-
trace inefficiency factor yields a total data rate of 21636 x 221. 1 x 7 x 8 x
1.2 = 321. 5 megabits/sec.
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For each spectral band multiple detectors scanning in parallel
will be used to reduce the scanning frequency and to reduce the optical
aperture through the ability to dwell longer on each pixel. The image
on the ground of the line of detectors will however tend to elongate at
the edges of the scan due to the increase in scanning radius. For this
sensor and altitude the elongation will be 1. 0184. Thus if we desire to
eliminate overlap at the outer detectors at the swath edge to about 10
percent we cannot use more than six detectors scanning in parallel.
(This actually produces 11 percent overlap). This occurs in each of the
eight spectral bands so that in total 48 detectors are employed.
9. 3.4 Onboard Data Handling System Design
The proposed implementation of Mission 6 data processing on board
the spacecraft involves the following:
1) Analog-to-digital conversion of a variety of sensor data.
2) Recording and playback of data acquired over territorial or
other remote locations.
3) Storing commands for use throughout the mission.
= .R 1;
	 Configuring a data system to meet these requirements is straightforward
and a typical block diagram is given in Figure 9-12.
The typical analog multiplexer frequency is 165/4 or approximately
41 mbps, and the largest number of encoding levels is 7. Reference to
Figure 9-13 shows that these units are within range of current technology
and should represent no significant SRT concern.
Tape recorders to support the proposed configuration are projected
to be available in the 198'0's as illustrated in Table 9- 11.
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Table 9-11. Projected Characteristics of Data Storage Devices
1Q  LABORATORY MODEL - 107 BITS	 LEGEND:
O2 DEPENDENT ON ELECTRICAL CONNECTION.
	 G = GOOD
A - ADEQUATE
P = POOR
9. 3. 5 Communication System Design
The technique which shows the greatest benefit for transferring
data collected at the satellite to the central processing facility at Sioux
Falls is direct transmission over the Continental U.S. and relay via
wide band tape recorder for Alaska, Hawaii and our island possessions.
Analysis shows that such an approach minimizes cost because a TDRSS
link is not required for the bulk of data anyway, and a tape recorder will
cost less than separate ground stations for the two non-contiguous states
and each possession..
The transmission link from satellite to Sioux Falls consists of
three identical but independent channels each capable of supporting a
165 megabit data stream (Figure 9-14). Cross-strapping permits
working around any multiple failures that may occur. The ERMPS data
output is grouped such that four channels are delivered on one line and the
remaining four on another line. The outputs from these lines can occupy
two of the three transmission channels during daylight passes of the U.S.
The Pi output would normally occupy the third output. During night time
passes the SAR would occupy one channel and two of the three tape re-
corders could be dumped. Since the data volume which must be recorded
is much less than that sent real time, no data backup is anticipated.
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Figure 9-14„ Mission b Communication System Configuration
A power budget which is representative of any of the three channels
is given in Table 9-tZ. Assuming that a 30-foot antenna and a low noise
parametric preampWie7r are employed at Sioux Falls, a spac-craft trans-
mitter power of 0. 5 watt transmitting into a 1 .7 foot pointable dish
maintains reliable communication at the channel data rate.
Table 9-12. Mission 6 Power Budget (Each of Three Channels)
TRANSMITTER POWER (.5W) -	 3 DBW
TRANSMITTER LOSSES -	 2 DB
SPACECRAFT ANTENNA GAIN (1.7' DISH) 30 DB
EIRP 25 DBW
SPACE LOSS (3581.3 KM, X-BAND) - 180.2	 DB
ATMOSPHERIC LOSS
-	 3 DB
RECEIVING ANTENNA GAIN (30' DISH) 53.7
RECEIVED SIGNAL POWER - 104.5 DBW
BIT RATE (1 CHANNEL) (165 MBPS) 82.17
RECEIVED ENERGY/BIT (Eb) - 186.67 DBW/HZ
RECEIVER NOISE SPECTRAL DENSITY (AT 184°x) - 206.	 DBW/HZ
E  /No +	 19.33 DB
E  /No FOR PE	10-5 (PSK) 9.5 DB
Eb
RECEIVED	 - REQUIRED —- +	 9.83 DB
N0	 NO
DEMOD. LOSSES 2	 DB
TRUNCATION LOSSES 1	 DB
I
SYSTEM MARGIN 6.83 DS
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9.3.6 Ground Data Handling System
" f
	
	 As discussed earlier, Mission 6 is an operational terrestrial survey-
environmental quality mission with a constellation of three satellites. The
data obtained by each collection platform is sent directly to a central data
processing facility (CDF I F) at Sioux Falls from distances exceeding 400 km
off the coast of CONUS (see Figure 9-15). Territorial data re stored on tapF
recorders and dumped at night when the satellite is within view of CDPF.
Processed idata re transmitted to the users via a data dissemination satel-
lite,
DATA
DISSEMINATIONERS SATELLITE
	 SATELLITE
USERS
DATA STATION TAPE RECORDERS-- 	 ERROR CORRECTION
FIVE HIGH RATE RECORDERS	 PROCESSING AND OUTPUT
WITH PLAYBACK CAPABILITY
	 PRODUCT GENERATION
• 2 - SARs ACCOMPLISHED AT A
. 2 - HRMPS	 SINGLE FACILITY
l-PI
S 1 OUX FALLS
DATA STATION
Figure 9-15. Data Routing for Mission 6
The characteristics of interest for the ground data handling system
design driving sensors are listed in Table 9-13. The duty cycle for the SAR's
is different than for the imagers. The SAR's gathers data over the United
States at night and periodically may be used during daylight in place, of
an imager. HRMPS and PI maintain continuous daylight coverage over
the United States.
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Table 9-13. Sensor Characteristics Considered in the Ground
Data Handling System Parametric Model
PARAMETERS
SENSORS
SAR	 PI HRMPS
DATA RATE (MBPS) 161.3 163.5 321.5
NUMBER OF DETECTORS N/A 32000 48
ENCODING LEVEL 6 6 7(BITS/PIXEL)
SWATH WIDTH 110 48 425(KM)
RESOLUTION 15.0 7,5 30.0(M)
In Step 1 of the parametric model, the data volume, processing
throughput, detector calibration memory, data frame volume and pro-
cessing data volume were computed. Data volumes were based on the in-
formation in Figure 4-6. The resulting throughput rates were: SAR -
0. 7µsec /pixel, PI - 2.0 µsec /pi.xel, and HRMPS - 0.7 µs ec /pixel. In cal-
culating the data fram.t: volumes, the SARs were assumed to be sequen•.
tially processed. The image storage requirement used in determining the
processing data volume was assumed to be the same as Mission 2,
0. 5 percent. The resulting daia handling volume requirements are
summarized in Table 9-14.
Table 9-i4. Data Handling Volume Requirements for Mission 6
Desien Driving Sensors
PARAMETERS
SENSORS
SAR
	 PI HRMPS
DATA VOLUME 5.13 x 10¢ 2.60 x 104 5.11 x i 0(M6/DAY)
CALIBRATION DATA N/A 12.00 0.04
VOLUME (MBITS/DAY)
DATA FRAME 2.16 x 102 2.05 x 102 1.74 x 103
VOLUME (1.30 x 103) (1.23 x 103) (1.22 x 104)
(MPIXELS/FRAME/DAY)(MB ITS/ FRAME/DAY)
PROCESSING DATA 6.6 6.0 61.0
VOLUME M ITS DAY
9.32
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	 In Stap 2, the assumption was made that one tape recorder was
required for each 165 Mbps band of data. Five tape recorders are there-
fore required (see Figure 9-15) at a cost per unit of $200K.
Three main processing structures, one for each instrument, were
required to handle the throughput rate in Step 3. The input/output data
n:3mory costs were estimated to be;
o SAR	 400K
`s
	 s PI	 400K
e HRMPS 500K
Step 4 determined the special purpose hardware requirements. As a
result of this analysis two pieces of hardware were required for each
sensor. The imagers would use one for along-l ye interpolation and one
for across-line interpolation. The SAR also required two pieces, one
for fast Fourier transforms and one for convolutions or filtering. The
cost for each piece was estimated to be 60K.
Step 5 determined the data correction and processing data memory
requirements. The estimated costs were
Processing_eano 	 Calibration Memory
e SAR	 20K
® PI	 20K	 i0K
® HR MPS	 200K	 1K
The filmwriter and archiving requirements determined in Step 6 resulted
in a cost of 2000K. Based on Table 8-2, a general purpose computer
would cost 500K.
The costs for the CDPF are summarized in Table 9-15. The most
significant cost drivers are tape recorders, input/output memory and
archiving (-61 percent of the total cost).
9.3.7 Data Dissemination System D2'-&n
Distribution of the satellite data received at the Sioux Falls term-
inal may involve many routes and many data formats. To adequately
define a distribution system will require specification of the following
variables:
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Table 9-15. Cost Summary for the Ground Data
Handling System ($ Thousands)
ITEM LJNIT COST QUANTITY TOTAL COST
TAPE RECORDERS 200 5 1000
INPUT/OUTPUT MEMORY 1300 - 1300
SPECIAL PURPOSE HARDWARE 60 6 360
PROCESSING DATA MEMORY 240 - 240
CALIBRATION DATA MEMORY 100 - 100
MINICOMPUTER SYSTEMS 100 3 300
F I LMWRITER 200 1 200
ARCHIVING 1800 - 1800
GENERAL PURPOSE COMPUTER 500 1 500
TOTAL
I
5800
i) The average data rate received by iffie Sioux Falls station.
2) The number of formats and the percentage of the total data
required by the various users.
3) The location of all users and their specific data needs (format,
froquency, Coverage, etc.).
4) Possible reduction of total data throughput due to cloud cover
or the use of compression techniques.
The maximum possible data input from the Mission 6 satellite
may be computed as follows (see Figure 9-16):
Time	 PaLi sesDmax - Bit Rate x Pass x Day
(495 x 10 6 ) x (6.09 x 60) x 12
Z. 1705 x 10 12 bits /day
which yield an average data rate from Conus data of approximately 25
Mbps. Alternatively, the total area of interest represents approximately
2 percent of the earth= s surface. Hence the data can be stretched by a
9 -34
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factor 98/' or 41) and the stretched data rate would t-e 495 10. 1 Mbps.
A compromiY^ value of 15 Mbps will l ., taken to represent the average
data rate.,
Modelling the users and their specific data needs is a difficult
task. There are several types of users which have been identified:
i) Large archiving and processing centers of various agencies
in the Washington, D. C, area. Presumably these centers
will want all of the data received either in raw form or in a
multiplicity of formats.
2) Moderate regional centers of the various government agencies
which will want regional data, processed and in a multiplicity
of formats.
3) Small users (counties, cities, etc.) which will want a very
small amount of data but also in a multiplicity of formats.
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User locations include all of Conus, Alaska, Hawaii., and U.S.
territories. To distribute high bit rate data over such a wide geographic
area suggests the use of a synchronous data dissemination satellite.
Figure 9-.17 shows the possible coverage of such a satellite when located
at i200 W. Assuming that this coverage includes all potential users, this
Figure 9-17. Data Dissemination Satellite Coverage
method of distributing data will be analyzed further. The small and
moderate data users will be the limiting cases. For these risers, the
following assumptions apply:
1) Divide Conus into 10 regions (Figure 9-18) plus two additional
for Alaska. axed Hawaii plus eight additional for territories(total of 20 regions).
2) Limit small user antenna diameter to B feet (fixed pointing).
3) All regional data transmitted in a maximum of six different
fo rmats .
With these assumptions it is possible to proceed with the description of a
data dissemination system,
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Figure 9.-18. CONUS Data User Regions
Figure 9-0 shows one approach to the configuration of a data distri-
bution satellite. Here it is assumed that all data leaving Sioux Falls
will be processed and formatted to satisy the various users. The EIRP
required to transmit 6 x 15 = 90 Mbps from synchronous altitude is
DOWN TO
WASHINGTON
D.C.
DATA
REGIONAL
DATA
DATA PROCESSING
	 RECEIVING AND
CENTER
	 TRANSMITTING TERMINAL
DATA
A	 ]
J}^
7
i.	
figg'
Figure 9-19. Data Dissemination Satellite Configuration
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1. DEMODULATOR LOSS
2. SPECTRAL TRUNCATION LOSS
3. Eb/t% REQUIRED FOR PE = 10-5
4. Eb/No REQUIRED
5. RECEIVER NOISE DENSITY (Na) FOR T = 1840K
6. REQUIRED ENERGY/BIT (EB)
7. BIT RATE (90 MBPS)
S. RECEIVED SIGNAL POWER REQUIRED
9. RECEIVER AA JtENNA GAIN (15 FOOT-DISH)
10. ATMOSPHERIC LOSSES
11. SPACE LOSS (19,323 N.M. and 10 GHz)
12. REQUIRED EIRP (NO MARGIN)
13. TRANSMITTER LOSSES
14. GAIN x POWER
15. SYSTEM MARGIN
16. NEW GT x PT
17. SHAPED ANTENNA GAIN (GT)
18. REQUIRED POWER (3.2 WATTS)
1.0 DB
2.0 DB
9.5 DB
-173D1-
-206 DBW/Hz
-193.5 DBW/Hz
79.5 DBW - Hz
-114.0 DBW
+ 51 DB
3 DB
-204 UB
41 DBW
2 DB
43 DBW
4 DB
47 DBW
42 DB
5 DBW
^B2 /
0 1 - 1200 = 0.062 RADIANS
19323
A l = 2500 = 0.1294 RADIANS
]9323
GAIN = 4n x 10 = 15,630
01 0 2
= 41.9 DB
DISSEMINATION
SATELLITE
Figure 9 .20. Regional Coverage Antenna Gain
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42 dbw (see Table 9- 16) when operating at X-band into a i5-foot dish, but
with no system margin. With 4 db system margin, the ELRP required is 	 f )46 dbw. The gain of an antenna (see Figure 9-20) which approximately
Table 9..16. Small Data User - Link Power Budget
covers one of the 1O regions of Conus is 42 db. Hence with 3.2 watt of
transmitter power it is possible to provide six data formats to each of
the regions of interest.
To recap the capabilities of the data dissemination satellite:
a All data will be transmitted from Sioux Falls in processed,
formatted form
All data will be transmitted via a dedicated link to Washington,
D. C.
o Any user within view of the satellite can receive all of his
regional data in six different formats with a 15--foot fixed dish.
Figure 9-21 is an abbreviated block diagram of the Mission 6 end-
to-end data system. Details of the on-board data handling and communi-
cation subsystems may be found on Figures 9 . 17 and 9-.19, respectively,
Although this spacecraft is scheduled to fly in 1904, the proposed design
reflects a minimal use of new/advanced technology items. This is due in
part to the operational character of the mission which dictates ::he use of
flight-proven hardware where possible.
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Figure 9-21. Mission 6 System Block Diagram
Recording data acquired over territories and states outside the
CONUS will require tape recorder development. As shown in Figure 9-17,
the proposed recorders will accept a 165 MBPS data stream. If such ar f , ,
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device is not develo w,- Fs by 1984, it would be a simple task to reconfigure
the sensor outputs into lb data streams each operating at a bit rate of
approximately 40 MBPS. Of course this would require IZ machines to
duplicate the capability shown, but weight would not be a concern. If this
configuration was seriously considered, the cost effectiveness of other
data processing alternatives might prove to be attractive.
Timely distribution of high data rate and high volume data over a
wide geographic area is one of the most challenging aspects of this
mission. Several options are obvious:
1) Transmit raw data in real time to local users.
2) Process on-board and transmit directly to local users.
3) Transmit raw (or processed) data to the ground via TDRS;
distribute to local users.
4) Transmit, process-on -ground, receive / record processed
data, retransmit to local user.
5) Transmit, process -on-ground, distribute to local users.
Choosing the most cost -effective option depends to a great extent upon
the definition of the users. Options 1 and 2 may be selected if the users
are few in number (say 3 to 5) and there are no central data stations
where all data is required. Option 3 is probably not an acceptable use of
TDRS and still leaves the distribution problem to be solved. Option 4
adds a significant data delay in the system and places the recorders in-
line for all user data. Option 5, the proposed system configuration, is
based on the use of a dedicated satellite which will receive and broadcast
data into many small local ground stations. This option was judged to be
the only reasonable solution to meeting the demands (perishability,
formats, etc.) of a large number of local users disbursed over a wide
geographical area.
9.4 Mission 9
9.4. i Mission Requirements
Mission 9 is designed to provide high resolution data on a frequent i
basis to aid meteorologists in the detection, monitoring and prediction of
dynamic weather systems in -tropical latitudes. As such, this is a re- 	 _
search and development mission dedicated to meteorology. Multistage,:
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sampling will be accomplished through the use of complementary data
	
i	 supplied by geostationary, lour resolution, broad perspective meteoro-
logical satellites.
The launch data for Mission 9 is FY 1987. Its sensor complement
includes:
s Synthetic aperture radar
Passive multifrequency microwave radiometer
• Constant resolution meteorological scanner
Advanced atmospheric sounder
Data collection and location system.
The mission independent instrument characteristics are depicted in
Table 9-17. As in the previous missions, swath width, IFOV, pointing
capability and resolution were determined as part of the mission design.
(See Section 9.4.2).
The mission must be optimized for routine surveillance of dynamic
weather systems in the tropical latitudes at coverage frequencies which
- satisfy the user observation requirements. Table 9-18 summarizes the
data requirements for each data use and indicates the utility of each in-
strument.
The research and development nature of this mission implies that
near raw data should be sent directly to the user for specialized data
analyses and interpretation.
9.4. 2 Orbit/Satellite - Constellation Design
The basic areal coverage desired for this mission is approximately
14 degrees North and South of the e quator. If the satellite flies in an
equatorial orbit, the SA.R cannot cover this area, but instead will provide
one or two straps close to the equator. To approach the desired coverage
it is necessary to incline the satellite orbit.
Figure 9-22 shows the coverage pattern of the SAR based on the use
of an antenna which provides a swath on both sides of the satellite. To
	
.,	 insure complete overlap of the two beams at the equator requires the
ILJ
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rd	 Table 9.-17. Sensor Colmpl.emert for Mission 9
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sP
N
INSTRUMENT DISCIPLINE APPLICATION TYPEOF SCAN
SPECTRUM/9ANDWIDTti(MIC RONS) ERROR SOURCES UNIQUE DATA PROCESSING REQUIREMENTS
SYNTHETIC APERTURE EARTH RESOURCES GEOLOGICAL ALONG TRACK - X-BAND/15MHz, GEON . r7RIC: AZIMUTH DATA PROCESSING REQUIRED TO
RADAR SURVEY, LAND SPACECRAFT MO- DUAL POLARIZATION
• SPACECRAFT ATTITUDE ACHIEVE AZIMUTH RESOLUTION.USE MONITORING,
WATER, ICE
TION L-BAND/15MHz
• EARTH ROTATION COMPENSATION FOR EARTH ROTATION AND
MONITORING ACROSS TRACK - DUAL POLARIZATION EFFECTS GEOMETRIC EFFECTSRANGE
DISCRIMINATION • SLANT RANGE
DISTORTION
ADVANCED METEOROLOGY TEMPERATURE +4(P, CROSS TRACK 8 CHANNELS - 15 BAND RADIOMETRIC:
ATMOSPHERIC PROFILES FOR 5AMPLES 40OKM 4 CHANNELS - 4.3 CALIBRATIONSOUNDER. NUMERICAL APART I CHANNEL - 9.6 a
MODELS AND 1 CHANNEL -11 - 1 a DETECTORS, NOISE
LOCAL AREA 2 CHANNELS - 3,8 QUIVALENT POWER
FORECASTS OF 3 CHANNELS - 18-30
• ATMOSPHERIC ABSORP-POLLUTION 10 CHANNELS IN MICRO- TION COEFFICIENTSTURBULENCE, FOG WAVE NEAR a0 GHz
ETC.
PASSIVE MULTICHANNEL COASTAL OCEAN- SEA SURFACE CONICAL, AP- 4.99 GHz/0.6 GHz GEOMETRIC: INVERSION OF DATA TO SEPARATE EFFECTS OF
AND MICROWAVE OGRAPHY AND TEMPERATURE PROXIMATELY 40° 10.7 GHz/0.6 GHz SPACECRAFT VARIATIONS TEMPERATURE, ROUGHNESS, EMISSIVITY,RADIOMETER METEOROLOGY AND ROUGHNESS, FROM NADIR, I 10.0 GHz/0.6 GHz • LIQUID WATER AND WATER VAPOR IN ATMOS-
SEA ICE, WATER FREQUENCY 110.7 21.5 GHz/0.6 GHz • SCANNING VARIATIONS PHERE AND WATER ICE COVERAGE.
VAPOR AND GHz) 37.0 GHz/0.6 GHz
LIQUID WATER IN CONICAL, AP- ALL FREQUENCIES DUAL RADIOMETRIC: CONVERSION OF CONICAL SCAN TO RECTAN-TROPOSPHERE PROXIMATELY 609 POLARIZ4TION • CALIBRATION GULAR GRID FOR DESIRED PROJECTION.
FROM NADIR, 2
• ATMOSPHERICFREQUENCIES (18
GHz) •	 SIDE LOBES
CONSTANT RESOLUTION EARTH NEAR REAL-TIME TYPE OF SCAN 0 .4 TO I.1 GEOMETRIC: PROVIDE HIGH RESOLUTION DATA IN TERMS
METEOROLOGICAL OBSERVATIONS INPUT TO EARTH CONTINUOUS 07013
• LESS THAN ONE OF SCENE RADIANCE WHICH CAN BE USED IMSCANNER OBSERVATIONS CROSS TRACK RESOLUTION ELEMENT SHORT-TERM (<6 HOURS) FORECASTINGCOMPUTER 25.50 COMPUTER PROGRAMS.
MODELS GLOBAL RADIOMETRIC:CLOUD OVER
IMAGERY • LESS THAN 5 PERCENT
ROOT SUM SflUARE
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Table 9-18. Summary of the Data Requirements and Applicable
Instruments for Each Data Use in Mission 9
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geometry as shown in Figure 9»23. From this Figure it is possible to
derive the following relationships:
SATELLITE AT MOST
NORTI­;ERLY POINT
SAR-B
BEAM
S= d+ W
L= 2S+ W
EQUATOR
SARA	 SAR-B
BEAM	 BEAM
-- -°^- V,
d ^
SATELLITE AT MOST
SOUTHERLY POINT
SAR-A
BEAM
NADI R
S	 S^/
NORTH	 L	 1	 SOUTI
l
Figure 9 -23. View of Orbital Geometry Looking East
To ensure than successive swaths of the same SAR do not leave a gap a
the satellite crosses the equator, it is necessary that the orbit-orbit
spacing not exceed W or
S sin 7^ = W	 iN
where N is the number of equatorial crossings around the circumference t
of the earth (assuming that an orbit is selected which repeats the same
ground traces on a daily basis). If N = 11 is selected, then the orbital
altitude can be computed since {
1
I
Q=N+ 1= 11+ 1= 12
H= (6.617 - 1) R
r 1673. 8 KID!
To cover +14 degrees of latitude requires that the distance L be equal
to 1558. 3 KM. Selecting a swath. width W of 320 KM yields
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t
S = 1/2`L - VI = 1/2 x1558. 3 - 160
L	 L
= 699. 2
and d=S-=699.2-160
-_ 539. 2 KM
To provide a 10 KM margin on the overlap, the following values wii? be
used:
d^= 530 KM= (d - 10) KM
W 1 = 340 KM = (W + 20) KM
L= 1568 KM
S= 700 KM
Hence the orbit inclination is:(
	 TT
 ^1- T	 or 6.28 degrees.
The performance of Mission 9, with the orbital characteristics
mentioned above, is evaluated in Figure 9-24 in terms of observation re-
quirement. All of these requirements are satisfied by at least one pri-
ri ary instrument.
DATA USE
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Figure 9-24. A Comparison of the Coverage Frequency of the Mission. 9
Sensors in a 1674 km, 6.3 .Degree Orbit and the Observation
Frequency Requirements
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9.4.3 Sensor Design
9.4.3.1 SAR Design
The geometry of Figure 9-25 is appropriate for establishing key para-
meters in the SAR design. It should be noted that the actual swatli of the
,i
3I
Ij
H = 1673.8 KM
R	 R
1	 2
10 KM--
T ^
j
d „H'
J--, KM
RE
R1	 = 1776.7 KM
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E
f	 91	 = 4.7620
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}	 B1	 ^1	 = 17.3e
a2 	= 26.09°
§	
= 2- of 1 = 8.750	ai
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t
	
	
w	 = 320 KM
R2 -R 1 =150.3 KM
Figure 9-215. SAR Geometry for Mission 9
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SAR has been increased over W by 10 km on each side to provide over	 t
►► 	 lap. Using the geometry in this figure one can determine that R  = 1776.7km and Rz = 1427 Ian. The round trip times for these values are 11, 844.6
	 aF
and 12, 846 microseconds, respectively. The time difference here is
995.4 µsec. A pulse repetition interval of 1073. 5 psec, i.e. , 931.5 pulses
f	 9-46
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per second ensures that the total echo lies between the sixth and seventh
pulses transmitted after the one whose echo is being received.
Because there are two SAR`s on board, each will have a PRF of
half 92! 5 or 465.75 pps. In the interval betweer_ . pulses from each SAR
the spacecraft will have advanced 15. 085 meters at the orbital velocity of
7. 026 kin/sec. The SAR antenna should then be twice this long or 30. 17
meters.
Antenna size can be determined by eval4atizig the transverse beam
width at the spacecraft. Again using the geometry of Figure 9.-25 we deter-
mine that the inner beam odge is 17. 34 degrees from nadir and the outer
beam ed-c- is 26. 09 degrees from nadir. By use of the relationship
K(	 tdegrees) where K = 50 for uniform apeture illumination, it is
possible to fins' the transverse antenna length. Thus, the transverse beam
width is seen to be 8. 75 degrees at X-band, this corresponds to an antenna
width perpendicular to the beam of about 17. 1 cm, and at L-band of about
132 cm. Upon orienting the antenna horizontally as was done for Mission
6 the antenna widths become; 18. 5 cm at X-band and 142 cm at L;-band.
Data rate for one SAR is found by calculating the number of range cells
and multiplying by the PRF, 340 x 10 3 = 22, 666 range cells, 22666 x15465.75 = 1006 mega samples/sec. For 6-bat encoding, two radars, and
4 modes (dual frequency and dual polarization) the data rate equals approx-
imately 506. 8 megabits /second. Average power for each X-band SAR is
found to be about 263 watts while rower for each L-band SAR is about 34
watts. Uncompressed pulse duty cycle is about 21, 000 so that pulse
compression is called for.
9.4. 3.2 Passive Microwave Radiometer
The passive microwave radiometer which v Ives a measure of ocean
surface temperature and roughness may use one of two conical scans (see
Figure 9••26. One intersects the surface at 40 degrees and the other at 60
degrees fxozn vertical. Both beams scan over +40 degrees from the or-
bital velocity vector. Scanning is accomplished electronically by a phased
array 15 meters by 30 meters lying horizontally under the spacecraft.
Five frequencies are scanned at each angle. One scan of +40 degrees is
accomplished in 1000 steps. The dwell at each step is 0. 5 ms. This
yields samples collected on approximately a Z. 5 km spacing grid. The
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Figure 9.-26. Passive Microwave Radiometer Geometry an-1 Scan Pattern
data rate for each channel is 2000 samples per second. Nine bit encoding
yields a bit rate of 18, 000 bits/sec/channel. The five frequencies each
have two polarizations and two beams and hence the system data rate is
3 6 0 kb/sec.
9.4.4 Communication S stein Design
Previous dis.7!..4ssions have shown that the SAR is the prime generator
C	 t, operating at 253.4 Mb/sec, _all sensors together can be handled
w; 'i z communication system capable of 510 Ms /sec. The perishability
of the data indicates the need for a real time link. The orbit altitude
and inclination make TDRSS the logical candidate for accomplishing this
real time data gathering, At the 1673, 8 km altitudes there will be no
blind spots in the TDRSS coverage, The single access Ku-band channel
will adequately handle the data rate.
A 30 watt Ku-band amplifier and an 8 root antenna accomplish
transmission with the required margin. Two antennas could be employed
for redundancy and to handle the hand-over between relay satellites without
data dropouts. The antenna outer giml-,als will be along the p tch axis and
will require + 130 degrees of motion from the equatorial plane. No gimbal
lock condition occurs. In the 1987 time fxame, solid state amplifiers at
Ku-band can be expected to develop the required power.
x -^
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DATA STATION TAPE RECORDERS --
A TINGLE HIGH RATE RECORDER
WITH PLAYBACK CAPABILITY
ERROR •CORRECT ION PROCESSING
AND OUTPUT PRODUCT GENERATION
PERFORMED AT A SINGLE FACILITY
9. 4. 5 Ground Data Handling System
Mission 9 is similar to Mission 2 in that it is a research mission
gathering meteorological data using a single data collection platform.
However, Mission 9 obtains frequent observations of highly dynamic
tropical phenomena through the use of a near-equatorial orbit whereas
Mission 2 obtains, at best, two observations per day over GONUS and
territories. Because of the po rishability of the Mission 9 data, TDRS
is used to relay the data to a CDPF at White Sands in real time. The
processed data is then distributed to the users via a data dissemination
satellite (see Figure 9-27),
DATA
TDRS	 DISSEMINATION
5ATIEL^M
REAL TIME RELAY
OF TROPICAL. LATITUDES
DATA VIA TDRS
ERS
SATELLITE
	
USERS
/DISSEMINATION
AL TIME
 OF
 PRODUCTS
DATA STATION
WHITE SANDS, NEW MEXICO
Figure 9-27. Data Routing Scheme for Mission 9
The characteristics of interest for the ground data handling system
design driving sensors are shown in Table 9 -19. The SARs acquire inter-
inittent data, day or night (approximately id percent of total time). The
PMMR and CRMS operate approximately 33 percent of the total time
(for basic areal coverage--day and night--every six hours).
9.49
i
a
i
I
T
y
Table 9 . 19. Sensor Characteristics Considered in the GroundData Handling System Parameter Model
PARAMETER
SE NS ORS
SAR PMMR CRMS
DATA RATE (Mops) 125 0.36 1.00
NUMBER OF DETECTORS N/A 20 3676
ENCODING LEVEL 6 9 6
(BIZ'S/PIXEL}
SWATH WIDTH (KM) 320 1450/25577 3060
RESOLUTION (m) 30 2500 830
1450 KM FOR THE 40 DEGREE CONE
2557 KM FOR THE 60 DEGREE CONE
As in the previous applications of the parametric model, Step 1
determined the data volume, processing throughput, detector calibration
memo-y, data frame volume and processing data volume. The resulting
throughput rates were:
• SAR: 0. f8 µsec/pixel
• PMMR: 50.0 µsec/pixel
o CRMS: f2. 0 psec/pixel
The data handling volume requirements are listed in Table 9-20; they are
based on the data in Table 9.-19 and the throughput rates. The SARs and
PMMR cone angles were each processed sequentia-3.31y. With respect to
the PMMR, the larger cone angle was used as a design driver. The
image storage requirement was ass'amed to be the e,arne as in the other
missions, 0. 5 percent
In Step 2, a single tape recorder with a playback rate of 40 Mbits /
sec was assumed to be adequate. However, a second recorder was
included for redundancy. Each recorder would cost 2.00K.
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Table 9-20. Data Handling Volume Requirements
for Mission 9 Design Driving Sensors
PARAMETER
SENSORSSAT-7 PMMR CRMS
DATA VOLUME 2.16 x 106 r 1.03 x 104 2.85 x IC(MB ITS/DAY)
CALIBRATION DATA N/A 0.09 1.50
VOLUME (MBITS/DAY)
DATA FRAME VOLUME ,.,.
"T(MPIXELS/'FRAME/DAY) 4.55 x 10, 4.68 27.0(162)(MBITS/FRAME/DAY) 10)(2.73 x (42.12)
PROCESSING DATA 3.41 0.05 0.51
VOLUME (MBITS/DAY)
INCLUDES BOTH RADARS
BASED ON THE LARGER CONE ANGLE
Two main processing structures were considered adequate in
Step 3 to handle the processing throughput rates computed in Step 1, one
i.	 }
--	 for the SARs and another for the PMMR and CRMS. The input/output
memory costs would be:
* SARs
	
500K
* PMMR. + CRMS	 i00K
Step 4 determined that three pieces of special purpose hardware were
required. As in Mission 6 1 the SARs required one for fast Fourier
transforms and another for convolutions or filtering. Because of the low
processing rates of the other two instruments, a single piece of hardware
could be used for along-track and cross-track interpolation. (The process-
ing rates for the PMMR and CRMS would be approximately 10  nsec/word
and approximately 10  nsec/word, respectively. ) The costs would be:
• SAR pieces
	 60K each
w PMMR + CRMS piece
	 50M
The processing and calibration memory costs derived in Step 5 were:
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Processing	 Calibration
Memory	 Memory
is SAR
	 i 0K
• PMMR	 iK	 1K
• CRMS	 ix
	 aK
The filmwriter and archiving requirements determined in Step 6 resulted
in a cost of i525K. The general purpose computer would cost 500X.
The cost for the CDPF is summarized in Table 9-21. The most
significant cost driver is 3ata. archiving.
Table 9-21. Cost Summary for the Ground Data Handling System.
($ Thousands)
ITEM UNIT COST .QUANTITY TOTAL COST
TAPE RECORDERS 20,0 2 400
INPUT/OUTPUT MEMORY 600 600
SPECIAL PURPOSE HARDWARE VARIES 3 170
PROCESSING DATA MEMORY 12 - 12
CALIBRATION DATA MEMORY 6 - 6
MINI-COMPUTER SYSTEMS 100 2 200
F ILMWR IT?ER 225 1 225
ARCHIVING 1300 - 1300
GENERAL PURPOSE COMPUTER 500 1 500
TOTAL. 3413
9.4.6 Data Dissemination System Design
The Mission 9 data distribution system will employ the same basic
elements as Mission 6. Raw data from the spacecraft will be rooted (via
TDRS) to a ground processing facility. Following the correcting and
formatting of raw data, they will be transmitted to a Data Dissemination
Satellite for distribution to the users. This system should put near raw
data into the hands of the user in near real time.
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A worthwhile addition to the basic data distribution system describ-
ed above would permit small users (ships, for example) access to a 	 t
limited amount of processed data. Sea surface temperature and salinity
are of special interest to fishermen. The location and nature of storm
activity aa:e of benefit to all mariners as well as to the general public.
Thus an expansion of the data dissemination satellite capabilities to meet
the needs of the small data user is highly Xecommended, and should be a
required feature of the operational version of this mission.	 a
9.4.7 System SummE.xy
Figure 9-28 shows a simplified block diagram of the Mission 9 end-
to-end data system. System implementation is straightforward although
there are several advanced technology items in this configuration. The
506. 8 MBPS analog--to-digital converter should be space--qualified in the
near future. Data processing capability in 1984 might permit partial or
cornplote synthesis of the SAR antenna beam .in which case the. data rate
could be substantially reduced. This would also alleviate the demultiplex
and record hardware required at the White Sands TDRS ground facility.
Note that a contiguous d^.ta processing and retransmission facility has
been proposed for Mission 9. This facility would format data and distri-
bute it to a variety of users via the data dissemination satellite proposed
for Mission 6. 1.
9. 5 SRT and ART Requirements
Throughout this study we have identified areas where technological
improvements would lead to better mission fulfillment potential. Only 'a
limited number of these have found application in the three synthesized
missions. Here, however, we. summarize our findings in all areas..
A statement is in ordex at this point about the present: SRT and ART
program:.. We find, in general, that they axe quite effective. Among
the items discussed below will be found many, such af, solid state power
amplifier and tape recorder development, which are currently being
pursued. Their inclusion here should help to reinforce the need fox con-
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rIn selecting items for inclusion two qualifications have been. imposed.
F	 a) The desired result would lead to substantially improved
. performance, increased reliability or reduced cost.
b) There is a reasonable chance that devoted effort would
result in progxess:
'	 Items have been grouped into specific technology areas in the discussion	 .:
which follows.
Instrument. Design
Shortcomings in present point -detector design involve a combination
of sensitivity., stability, uniformity and reliability. There are detectors.
which have reasonably good characteristics in each area but none which
does well in all areas. Pxogress here would go a long way -`owaxd
simplifying some sensor designs.
Mechanical scanning devices in present sensors fall. shoat of
desired linearity of scan and scan efficiency. • A variety of image and
_
	
	
object plane scanning techniques have been proposed but only as part of an
overall sensor design. One or more properly direct'ART efforts here,
could develop the technology needed for future instruments before it
becomes necessary to rush the effort to meet launch date deadlines,
. I	 Over sampling has been used for a long time to offset the effect of
resolution degradation resulting from aperture smear. 	 Unfortunately,	 ;'-
there is a consequent increase in data rate proportional to the over#
sampling,	 A theoretical understanding of the interrelationships between
^.f
-
aperture shape and size, spatial sampling interval, pre sample filtering 	 1
and image reconstruction techniques as they effect signal-to-noise, alias ng,
MTF, has been growing but there are still areas not well understood.
Furthermore, when aperture shading and/or shaping are called for *	" E
a
techniques for synthesizing them rarely exist. 	 Effort could profitably be
spent in increasing our theoretical understanding liexe and in reducing" to
practice techniques for synthesizing apertures to control abasing and
minmize smear without loss of MTF or signal-to-noise.
Today ' s pushbroom scanners suffer from the need to independently .
.i	 calibrate each detector. 	 Through better understanding and more laUxa-
tory work it should be possible to control the properties of individual
9	 .,
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delectowp in an array so as to ensure uniformity. Progress hexe could
yield substantial dividends in the ease of image reconstruction and . the
elimination of correction equipment.
SAR beam synthesis i-avolves multidimensional processing com-
parable to taking a Fourier transform. Pursuing algorithms and
techniques for doing all or partial bear. 	 on-boaxd would permit
a reduction of transmission rates and possibly remove the need.fox
complex ground processing equipment. Similarly, when multi-frequency,
multipolarization radars are employed simple range-bin by range-bin
reduncy- elimmi atiox techniques might substantially reduce data rates
with or without on-boaxd beam synthesis. Such improvements will de-
pend. both on a better understanding of the problem and on the availability
of the proper LSI implementation.
Today's multi-frequency passive microwave radiometers require a
multiplicity of large antennas. Technology studies directed toward making
use of a common radiating system for all bands would be beneficial. Both
mechanical (a common scanning reflector) and electronically scanned
arrays should be included.
Cua-Boa=d Data Processing
Large buffers (from c-ne to several million bits) for use in line
stretching, data formatting, sensor calibration, and sample interpolation
will be required to optimize future data handling systems. Much of the
buffering can be sekial but there will also be a need for random access.
LSI techniques must be advanced but bubble memories and CCD techniques
are worthy of appreciable emphasis.
Large-capacity, serial data storage devices will also be needed.
Today tape recorders still hold: the greatest promise for accommodating
the volume
. 
of data needed. but increases in. reliability and wear-out life
time are needed. One of the biggest problems relates to headwear and
accumulation of debris. Continued effort should be directed. toward
minimizing these as problems in future designs. Also continued empha-
sis must be placed on increasing input and output data xates and total
storage capacity.
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There is need for developing a large-capacity storage medium for
accepting varying input rates, This is easily possible using a combination
r, 	 1	
-
`^: 	 of existing tape recorder and electronic buffering. Flight-qu4lified con.-•
tenuously-variable-speed tape recorders currently exist. Their speed is
slaved to the frequency of an incoming signal. The .inex'tia of these taps
recorders precludes their instantaneous response to data rate changes,
so an electronic buffer which can accept data at any rate and feed it to
the tape recorder at a different rate must be added. 'Pape recorder
speed would be regulated by the fraction of the buffer that is filled and
the data would be transferred from the buffer to tape recorder in sy33chro-
ism with the locking signal (so as to ensure constant recording density on
the tape). The availability of such a system would be invaluable for use
with data compression systems of various types.
Likely contenders to replace tape recorders are CCD' s and bubble
memories. Progress in these areas must be monitored and if the tech-
nology advances to where competition with tape recorders is possible,
effort should be devoted toward applying it to the creation of flight
verification models.
On-board computation today is used for relatively few functions.
Computation speeds, instruction sets, and memory sizes are severely
limited even in comparison with todays mini-compaters for ground usage.
In. the fixture, demands for on-board computation d capacity will grow.
In the future quantities of data pzocessing currently done on the ground
may be done in a data processing satellite. To prepare for this, now
concepts in "self-healing" architecture will be required, random access
memory capacities must be expanded, computational speeds must be
increased: and new medium-capacity temporary storage. devices (whose
function on the ground is accomplished in disks) must be developed,
Comm.unicatiali,s. Equipment
The greatest need in communications equipment (which is already
being pushed) is for improved efficiency in solid state transmitters at
higher power and higher frequencies. A.goal of 2 . p watts at Ku--band at
better than 50 percent efficiency is appropriate. Closely related is a
need for efficient maltip owe; -level transmitters which can be used at a
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variety if data rates. Steerable phased-ar.-cay antenna development could
be beneficial: of weight and power requirements were reduced to be
competitive with mechanically pointed antennas.
Ground Data Processing
New developments in ground data processing should be directed
toward increased throug13piAt j naaam accurate interpolation algorithms,
techniques for linearizing conacallV scanned data and special equipment
for synthesizing SAR beams.
SEeeialized System
TDRSS capacity should be substantially increased in the single
access mode. Larger TDRSS antennas should be used to ease the ERP
problem of the using spacecraft. A three satellite constell,atioxz should be
developed with laser communications between satellites.
In Mission 6 we have identified the need for a dedicated data
dissemination satellite. The study of such a system could profitably
begin. To achieve best results a two way communication system should
'	 be available to pernilt interactive operations with a central processing
i
	 and archiving facility. Thus, a user would be able to get not only routine
i
	 data periodically after each pass but could also request past data.
The key factor i1i the development of the data dissemination
satellite would be establishing an interface with users that can be met
with low cost and easily operated and maintained equipment. Items to be
considered in establishing this interface include; formats, frequencies,.
data rates, power flux densities,_ freedom from dynamic pointing, etc.
In the satellite, multiple antennas would be used to permit simultaneous
communication to more than one user.
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