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We study the Anderson-like localization transition in the spectrum of the Dirac operator of
quenched QCD. Above the deconfining transition we determine the temperature dependence of
the mobility edge separating localized and delocalized eigenmodes in the spectrum. We show that
the temperature where the mobility edge vanishes and localized modes disappear from the spectrum,
coincides with the critical temperature of the deconfining transition. We also identify topological
charge related close to zero modes in the Dirac spectrum and show that they account for only a
small fraction of localized modes, a fraction that is rapidly falling as the temperature increases.
I. INTRODUCTION
Quantum Chromodynamics (QCD), the theory of
strong interactions, has a rich structure even at zero
chemical potential. At low temperature quarks are con-
fined in hadrons, while at high enough temperature they
are liberated and form a quark-gluon plasma. The
hadronic and plasma phases are not separated by a gen-
uine phase transition, only a rapid cross-over occurs in
between, where quarks become deconfined [1]. This de-
confining transition is also accompanied by the restora-
tion of the approximate chiral symmetry that is sponta-
neously broken at low temperature.
It is well-known that at low temperature eigenstates
of the quark Dirac operator are delocalized and the cor-
responding eigenvalues are described by Wigner-Dyson
statistics known from random matrix theory (see eg. [2]
for a review). Already a long time ago speculations ap-
peared that the finite temperature chiral transition might
be accompanied or even driven by an Anderson-type lo-
calization transition in the lowest part of the Dirac spec-
trum [3]. If this happens, the lowest eigenmodes of the
Dirac operator become localized and the corresponding
part of the spectrum is described by Poisson statistics. It
was only a decade later that the first evidence for such a
transition was obtained both in an instanton liquid model
[4] and in lattice simulations [5]. In both cases it was
found that when the system crosses into the high tem-
perature phase, the spectral statistics starts to move from
Wigner-Dyson towards Poisson. However, in the lattice
simulation the used volumes were not large enough to al-
low a precise quantitative assessment of the localization
transition.
Later on more quantitative lattice studies of the tran-
sition appeared both in QCD and other similar models,
and features of an Anderson transition were confirmed in
more detail (see [6] for a review). It was found that at
temperatures well above the transition the lowest part of
the Dirac spectrum consists of spatially localized eigen-
modes, while eigenmodes higher up in the spectrum are
delocalized. Exactly as in the case of Anderson-type
models, the localized and delocalized modes are sepa-
rated by a critical point in the spectrum, the so called mo-
bility edge [7]. The transition at the mobility edge turned
out to be a genuine second order transition characterized
by a correlation length critical exponent compatible with
that of the three dimensional Anderson model of the same
symmetry class [8].
When the temperature is lowered towards the chiral
transition, the mobility edge within the spectrum moves
down towards the origin. At the temperature where the
mobility edge vanishes, all the localized modes disappear
from the spectrum and even the lowest part of the spec-
trum becomes delocalized. We note that this disappear-
ance of localized modes at some temperature is expected,
as we know that at zero temperature the whole spec-
trum consists of delocalized modes. However, what is
remarkable is that this localization transition occurs in
the crossover temperature region. We emphasize that on
the one hand, the vanishing of the mobility edge happens
at a precisely defined temperature. On the other hand,
the chiral transition is only a cross-over and no precise
critical temperature can be associated with it. There-
fore in QCD the question of whether the chiral and the
localization transition happen at exactly the same tem-
perature, is not meaningful.
There are, however, models similar to QCD where a
genuine finite temperature chiral or deconfining phase
transition does take place. An example is QCD with
staggered quarks on coarse lattices (Nt = 4). This sys-
tem possesses a genuine phase transition in the thermo-
dynamic limit, as the spatial box size goes to infinity
while the temporal size is kept fixed at Nt = 4 [9]. Here
it was shown that the disappearance of localized modes
at the low-end of the Dirac spectrum precisely coincides
with the chiral phase transition [10]. However, the chi-
ral phase transition of Nt = 4 staggered quarks does not
survive in the continuum limit.
QCD in the limit of large quark masses, i.e. the
quenched theory is another example of a QCD-like sys-
tem with a genuine deconfining phase transition. In the
present paper we focus on this system, SU(3) Yang-Mills
theory and study how the Anderson-type localization
transition is related to the finite temperature deconfining
phase transition. An advantage of this model compared
to the one mentioned above is that in this case the phase
transition survives the continuum limit. The main result
2of the present paper is that the lowest eigenmodes of the
Dirac operator are found to become localized exactly at
the critical temperature of the deconfining transition.
We show this by simulating SU(3) lattice gauge the-
ory at different temperatures above the deconfining phase
transition. We compute the low part of the spectrum of
the Dirac operator on these gauge configurations. For the
gauge ensembles at each temperature we find the mobility
edge by analyzing the unfolded level spacing distribution.
In this way we compute the mobility edge as a function
of the temperature (or rather, the inverse gauge coupling
β) and by extrapolation we find the temperature where
the mobility edge vanishes. This is the critical tempera-
ture of the localization transition where localized quark
modes completely disappear from the spectrum. Below
this temperature even the lowest Dirac eigenmodes are
delocalized. We find that the gauge coupling where this
happens is compatible with the critical coupling of the de-
confining transition. This demonstrates that indeed the
localization and the deconfining transition are strongly
related.
Another question we would like to touch upon here
concerns the nature of the localized eigenmodes of the
Dirac operator and the possible role instantons might
play in the localization transition. A plausible under-
standing of the QCD vacuum holds that low eigenmodes
of the Dirac operator are essentially linear combinations
of approximate instanton and antiinstanton zero modes
[11]. In this framework the localization transition might
be understood as follows. In the Euclidean formulation
of QCD the temperature is set by the temporal size of
the box as
T =
1
aNt
, (1)
where Nt is the temporal box size in lattice units and
a is the physical lattice spacing. As the temperature is
increased above the cross-over temperature, the tempo-
ral box size become too small for instantons of typical
size and they are effectively squeezed out of the system.
As a result, above the cross-over the instanton density
drastically decreases and the corresponding approximate
zero modes, i.e. the low-end of the Dirac spectrum is de-
pleted. Due to the lower instanton density and smaller
instanton size the quarks cease to be able to hop from
instanton to instanton and get localized. It was verified
in a numerical simulation that an instanton gas with re-
alistic QCD parameters is indeed capable of producing
such a transition [4].
If this picture is valid, the localized Dirac eigenmodes
are essentially approximate instanton zero modes. To
resolve instantons, a fine enough grid is needed, there-
fore the quenched theory where the phase transition sur-
vives in the continuum limit, is well suited for studying
the role of instanton zero modes. Our results indicate
that already at Nt = 6, above the critical temperature
quark eigenmodes connected to instantons can be sepa-
rated from the rest of the spectrum, as they show up as
a bump in the spectral density around zero. We demon-
strate that these zero mode related quark eigenmodes
account only for a fraction of the localized modes and
that fraction becomes ever smaller as the temperature
increases. This indicates that even in the quenched the-
ory where instantons are expected to be more abundant
than in full QCD, zero modes do not account for the
localized quark modes.
The plan of the paper is as follows. In Section II we
briefly summarize the details of our lattice simulations.
In Section III we discuss the mobility edge and how it
can be computed using the unfolded level spacing dis-
tribution. In Section IV we present our main result,
the dependence of the mobility edge on the gauge cou-
pling. By extrapolation we determine the critical cou-
pling where the mobility edge vanishes. We perform the
analysis at three different lattice spacings, corresponding
to Nt = 4, 6 and 8, and find that in all cases the criti-
cal coupling for localization is compatible with the point
where the deconfining transition occurs. In Section V we
show that instanton-related low modes can be separated
in the spectrum but most likely they cannot explain the
localized quark modes found at high temperatures. Fi-
nally, in Section VI we discuss our conclusions and some
further questions not addressed in the present paper.
II. DETAILS OF THE SIMULATION
We simulate SU(3) lattice gauge theory with the Wil-
son plaquette action on lattices of temporal extent Nt =
4, 6 and 8. In all three cases we use several values of the
gauge coupling just above the finite temperature decon-
fining transition. To assess finite volume effects, at each
gauge coupling we consider at least two different spatial
volumes. The deconfining transition is of first order and
the correlation length does not diverge, but our expe-
rience shows that it increases substantially towards the
transition. Therefore, closer to the transition we need
to use larger volumes. We choose the volumes by the
requirement that the physical quantity we are interested
in, the mobility edge, be volume independent within the
statistical errors. We summarize the parameters of our
simulations in Table I.
We calculate the lowest eigenvalues of the Dirac op-
erator on these gauge configurations. The lattice Dirac
operator we consider is the staggered operator on two
times stout smeared gauge links with smearing parame-
ter ρ = 0.15 [12]. The spectrum of the staggered opera-
tor (at zero quark mass that we consider here) is purely
imaginary and symmetric around zero. Therefore, we
will only compute the positive eigenvalues. The number
of eigenvalues we calculate on each configuration is set by
the requirement to capture all the localized modes and
also the transition region from localized to delocalized
modes. This is needed for a precise determination of the
mobility edge on each ensemble.
3Nt β Ns Nconf Nevs
4 5.693 32 1061 600
40 1192 1100
48 2381 1500
5.694 32 1715 600
40 1005 1100
48 2014 1600
5.695 32 2184 650
40 2012 1100
48 2028 1300
5.696 32 1073 900
40 1628 1000
5.6975 32 2291 600
40 1524 1100
48 2000 1500
5.6985 40 1973 1000
5.7 24 4139 600
32 4040 800
40 1022 1000
5.71 24 2509 300
32 2507 450
40 1073 1100
5.74 24 2024 300
32 2501 450
40 2390 1100
6 5.897 32 532 900
40 1249 1000
48 682 1350
5.9 32 998 900
40 925 1000
48 813 1350
5.91 32 1068 900
40 834 1000
48 1088 1350
5.92 32 1822 600
40 960 1000
5.93 32 806 900
40 1050 1000
5.94 40 1092 1000
5.95 32 562 600
40 1276 1000
5.96 32 832 1000
40 1032 1000
6.0 32 1392 900
40 1958 1000
8 6.1 48 439 500
56 681 600
64 486 400
6.15 48 781 500
56 698 600
64 385 400
6.18 48 636 500
56 964 600
64 384 400
6.2 48 675 500
56 778 600
64 418 400
6.25 48 758 500
56 652 600
64 320 400
6.3 48 578 500
56 616 600
64 452 400
TABLE I. The parameters of the simulations; the temporal
size of the lattice, the Wilson plaquette gauge coupling, the
spatial size of the box, the number of configurations and the
number of Dirac eigenvalues computed on each gauge config-
uration.
III. CALCULATION OF THE MOBILITY EDGE
At high temperature the lowest part of the Dirac spec-
trum consists of localized eigenmodes, while higher up
in the spectrum the eigenmodes are delocalized. The
boundary between localized and delocalized modes is the
mobility edge, λc. In QCD if the temperature is lowered
towards the transition, the mobility edge shifts down to-
wards zero and at a certain temperature in the cross-over
region it reaches zero. At this point localized modes com-
pletely disappear from the spectrum and even the lowest
eigenmodes becomes delocalized. We expect similar be-
havior in the quenched theory. Our main goal is to de-
termine the temperature at which the mobility edge hits
zero and all Dirac modes become delocalized.
To this end we calculate the mobility edge as a function
of the temperature and by extrapolation find the temper-
ature at which λc(T ) = 0. Since strictly speaking in the
quenched theory it is not possible to set a physical scale,
we actually compute the mobility edge as a function of
the Wilson gauge coupling β and find the gauge coupling
where λc(β) becomes zero. This can be compared to the
known critical gauge coupling βc
deconf, where the decon-
fining transition takes place.
On an ensemble of gauge configurations obtained at a
given gauge coupling β we use the following procedure
to determine the mobility edge. The simplest way to tell
whether the eigenmodes are localized or not is to consider
the unfolded level spacing distribution. After unfolding,
which is a rescaling of the level spacings by their local
average (local in the spectrum), the resulting distribu-
tion is known to be universal. In the case of localized
modes it is the exponential distribution p(s) = exp(−s)
following from an uncorrelated spectrum. In contrast,
the level spacing distribution of delocalized modes can
be accurately described by the unitary Wigner surmise
Pu(s) =
32
pi2
s2 · exp
(
−
4
pi
s2
)
(2)
corresponding to the symmetry class of the Dirac opera-
tor at hand [2] (see Fig. 1).
Since we would like to detect a transition from localized
to delocalized modes within the spectrum, the spectral
statistics have to be computed locally. We do this by
subdividing the spectrum into small intervals of width
∆λ and considering the level spacing distribution sepa-
rately in each subinterval as a function of its location in
the spectrum. As we move up in the spectrum and the
eigenmodes change from localized to delocalized, the ex-
ponential distribution of level spacings continuously de-
forms into the Wigner surmise. To follow this more quan-
titatively it is convenient to consider a single quantity
characterizing the continuously deforming distribution.
We choose
Is0 =
∫ s0
0
p(s) ds, (3)
40 0.5 1 1.5 2 2.5 3 3.5 4
s
0
0.2
0.4
0.6
0.8
1
p(s
)
FIG. 1. The exponential distribution (dashed line) of level
spacings for localized eigenmodes and the unitary Wigner
surmise of Eq. (2) (solid line) describing the level spacing
distribution of delocalized modes.
where the upper limit of the integration was taken to
be s0 = 0.508, the point where the exponential and the
Wigner surmise probability densities first intersect. This
choice was made to maximize the difference in this pa-
rameter between the two limiting distributions. In Fig.
2 we show a typical plot of how this quantity changes
across the spectrum interpolating from the value corre-
sponding to the exponential distribution to the Wigner
surmise. In the Figure we show Is0 for different volumes.
It is apparent that as the volume increases the cross-over
from localized to delocalized modes becomes sharper. In
fact, in QCD a finite-size scaling study revealed that in
the infinite volume limit the transition is of second order
[8].
Our main concern here is the determination of the crit-
ical point λc in the spectrum where the transition from
localized to delocalized modes happens in the infinite vol-
ume limit. We identify the critical point with the location
in the spectrum where Is0 reaches the value Is0cr = 0.196
corresponding to the critical statistics between the Pois-
son and Wigner-Dyson statistics [13]. Since in the ther-
modynamic limit the transition becomes infinitely sharp,
instead of Is0cr, any other value between the one corre-
sponding to the Poisson and the Wigner-Dyson statistics
could have been chosen. However, our choice turns out to
have small finite size corrections. Another advantage of
our choice is that around the point Is0cr the curve Is0(λ)
has an inflection point and it is well approximated by
a straight line. Therefore in the vicinity of this point a
linear fit to the data can be used to obtain a precise deter-
mination of the solution to the equation Is0(λ) = Is0cr.
We did this for several choices of ∆λ, the width of
the spectral windows where Is0 was computed. Since the
spectral statistics changes along the spectrum, ∆λ had to
be small enough to have this change negligible within this
spectral window. Besides this, there is a trade-off in the
choice of ∆λ; narrower spectral windows yield more data
0.1 0.2 0.3 0.4
λa
0.1
0.2
0.3
0.4
I s 0
V=243
V=323
V=403
FIG. 2. The quantity Is0(λ) as a function of the location in
the spectrum. Is0 shows how the level spacing distribution
changes from exponential to Wigner surmise as the eigen-
modes change from localized to delocalized across the spec-
trum. The solid line segments in the upper left and lower right
corners indicate the limiting values for the exponential and
the Wigner-Dyson distributions. The dotted line corresponds
to the critical value of Is0 . Data is shown for Nt = 4, β = 5.74
in three different lattice volumes with the larger symbols cor-
responding to larger volumes.
points, however each data point has a larger statistical
error, due to the smaller number of eigenvalues falling in
each spectral window and as a result, a smaller statistics.
We chose different values of ∆λ and found that within
reasonable bounds 0.0005 ≤ a∆λ ≤ 0.005 the resulting
variation in λc was well below the statistical uncertainty.
The latter was estimated using the jackknife method.
This procedure yielded λc for each lattice ensemble. To
keep finite volume corrections under control, we increased
the spatial linear size of the lattice in steps of 8 until the
resulting λc did not change any more to within the sta-
tistical errors. Not surprisingly, closer to the deconfining
temperature larger volumes were needed for that.
IV. THE CRITICAL TEMPERATURE OF
LOCALIZATION
To determine the dependence of the mobility edge, λc,
on the inverse gauge coupling β, we repeated the above
procedure for different values of β above the deconfining
temperature. As an illustration, in Fig. 3 we show λc
versus β for the lattices of temporal size Nt = 4. The
analogous graphs for other values of Nt are qualitatively
similar. In order to determine βc
loc, the critical coupling
for the localization transition, we fitted the parameters
b, c and βc of the function
a λc(β) = c (β − βc
loc)b (4)
55.69 5.695 5.7 5.705 5.71
β
0.15
0.2
0.25
λ c
a
FIG. 3. The mobility edge λca (in lattice units) as a function
of the inverse gauge coupling for temporal lattice size Nt = 4.
The solid line is a fit to the data using the function in Eq.
(4).
to the data points1. The fit range was chosen by two
criteria. The lower end was restricted because close to
the deconfining transition larger volumes were needed
and here we included only those points where simulations
could be done on large enough volumes to ensure no finite
volume corrections to λc. The upper end of the fit range
was limited by the fact that the chosen functional form
of λc(β) had a finite range of validity. At the upper end
we included as many data points as was possible to keep
the quality of the fit (measured by the χ2) acceptable.
In the Figure we show only the points that were used for
the fit. Since all the data points used originated from in-
dependent simulations, performed at different values of
the gauge coupling, they are also statistically indepen-
dent and the uncertainty of the fit parameters could be
easily estimated.
In Table II we give the main result of the paper, the
critical gauge coupling, where localized eigenmodes dis-
appear from the spectrum. In comparison we also quote
the critical coupling for the deconfining transition which
is known from the literature [14]. Clearly the critical cou-
plings for the deconfining and the localization transition
coincide to within the numerical uncertainties. Moreover,
this happens for Nt = 4, 6 and 8, i.e. at three different
lattice spacings. We would like to point out that accord-
ing to present-day standards of QCD thermodynamics
simulations, even Nt = 8 lattices around Tc are not con-
sidered to be very fine lattices. However, since in the
quenched theory the transition happens at a relatively
higher temperature than in full QCD, these lattices are
not very coarse. Indeed, at the critical point for Nt = 8
1 To avoid the complications and ambiguity coming from setting
the scale, throughout the analysis we use the dimensionless quan-
tity aλc. This is perfectly legitimate since we are only interested
in the critical point βcloc where λc vanishes
Nt βc
deconf βc
loc b c fit range
4 5.69254(24) 5.69245(17) 0.1861(6) 0.563(2) 5.695-5.71
6 5.8941(5) 5.8935(16) 0.1580(8) 0.320(1) 5.91-5.96
8 6.0624(10) 6.057(4) 0.164(4) 0.233(2) 6.08-6.18
TABLE II. The critical gauge couplings where the deconfining
and the localization transition occur for temporal lattice sizes
of Nt = 4, 6 and 8. We also list the fit parameters b and c
appearing in Eq. (4), as well as the best fit range in β, selected
by the criteria described in the text.
the lattice spacing set by the Sommer scale [15], r0 is
a = 0.085 fm. Our Nt = 8 simulations are performed
on even finer lattices with 0.07 fm< a < 0.08 fm. It is
thus very likely that the same behavior persists in the
continuum limit. This provides strong evidence that the
deconfining and the localization transition are linked.
V. LOCALIZED MODES AND INSTANTONS
In the present Section we would like to study the pos-
sible relationship between instanton-antiinstanton zero
modes and localized modes. The simplest question that
arises in this connection is how the number of localized
modes compares with that of the topology related eigen-
modes. Since we computed the mobility edge for each
ensemble, the average number of localized modes per
configuration, i.e. the number of eigenvalues below the
mobility edge can be easily counted.
A more difficult question is how to separate the topol-
ogy related modes from the rest of the spectrum. In
fact, above the deconfining transition where the instan-
tons form a dilute gas, this is possible by looking at the
spectral density of a Dirac operator with sufficiently good
chiral properties. Indeed, it was found that the eigen-
values corresponding to approximate instanton and an-
tiinstanton zero modes show up in the spectrum of the
overlap Dirac operator as a bump in the spectral density
close to zero [16]. We emphasize that these eigenmodes
are not the zero modes corresponding to the net topolog-
ical charge, but small complex eigenvalues of the overlap
Dirac operator produced by a dilute gas of instantons
and antiinstantons. More recently a very detailed study
of this part of the spectrum appeared and it was found
that this feature in the spectrum persists even if dynam-
ical fermions are present [17].
In Fig. 4 we show the spectral density of the Dirac
operator used in the present paper on Nt = 6, 8 and
10 lattices just above the deconfining transition at T =
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FIG. 4. The spectral density of the Dirac operator at a
temperature slightly above the deconfining phase transition
(T = 1.05Tc). The data sets represent data for different
lattice spacings corresponding to temporal lattice sizes of
Nt = 6, 8 and 10. The density is understood to be normalized
with the three-dimensional (spatial) volume.
1.05Tc. We set the scale using the Sommer parameter,
r0 = 0.49 fm. Already for Nt = 6 the instanton related
modes appear to be separated from the bulk of the spec-
trum and this separation becomes even more pronounced
on the finer lattices. We note here that in Ref. [16] this
spectral structure around zero was seen only with the
overlap operator but not in the spectrum of the stag-
gered operator. However, the lattices we use here are
finer, and in contrast to Ref. [16], we use an improved
staggered operator with two times stout smeared gauge
links. Apparently the finer lattices and the improved
staggered operator make it possible to resolve zero modes
and separate them from the bulk of the spectrum 2. In
what follows we consider those modes to be instanton re-
lated that are below the minimum between the bump at
the origin and the bulk of the spectrum.
Now we can compare the number of topology related
small modes and the total number of localized eigen-
modes. In Fig. 5, as a function of the temperature
in units of Tc, we plot the fraction of localized modes
accounted for by instantons and antiinstantons on the
Nt = 6 and Nt = 8 lattices. In the same figure we also
included a data point on a finer, Nt = 10 lattice. By
extrapolating the data down to the critical temperature,
we estimate that just above the deconfining transition
about 60% of the localized modes can be identified as
topology related near zero modes. As the temperature
increases, this fraction falls rapidly. Clearly, above the
2 There is, however, a small difference here compared to Ref. [16].
Since we use the staggered Dirac operator, there are no exact
zero modes, therefore it is not possible to separate them, they
also appear in the bump of the spectral density.
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FIG. 5. The ratio of the number of instanton zero mode re-
lated small eigenvalues to the total number of localized modes
as a function of the temperature normalized by the critical
temperature. The data sets correspond to lattices with differ-
ent lattice spacings, namely temporal lattice sizes of Nt = 6, 8
and one point for Nt = 10.
deconfining transition most of the localized low modes
cannot be identified with instanton related close to zero
modes. This is especially true farther above the critical
temperature. Within our numerical accuracy the data
appears to be scaling which indicates that the statement
that topology related modes do not account for localized
modes, is also true in the continuum limit.
VI. CONCLUSIONS
In the present paper we studied the localization tran-
sition in SU(3) Yang-Mills theory. We determined the
temperature dependence of the mobility edge, separat-
ing localized and delocalized eigenmodes in the Dirac
spectrum. By extrapolating the mobility edge as a func-
tion of the gauge coupling, we calculated the tempera-
ture where the mobility edge reaches zero. At this tem-
perature localized modes completely disappear from the
spectrum and for smaller temperatures even the lowest
Dirac eigenmodes are delocalized. We found that the
temperature where this occurs precisely agrees with the
critical temperature of the deconfining phase transition.
This indicates that the deconfining and the localization
transition are strongly related phenomena. It would be
also interesting to understand the details of the physical
mechanism of the why these two phenomena are related.
We also identified the part of the Dirac spectrum con-
sisting of close to zero modes produced by instantons
and antiinstantons. Just above the transition they ac-
count for a bit more than half of the localized modes.
However, the fraction of instanton zero mode related lo-
calized modes falls sharply with increasing temperature.
This comes about from a combination of several effects.
On the one hand, with increasing temperature, instan-
7tons are squeezed out of the system and their density
falls rapidly. On the other hand, the number of localized
modes decreases much slower since the decreasing of the
spectral density is somewhat compensated by the fact
that the mobility edge moves up with increasing temper-
ature. To summarize, even in the quenched theory where
the instanton density is higher than in QCD, most of the
localized modes cannot be understood as approximate
zero modes. It still remains to be seen whether local-
ized modes can be associated to some simply identifiable
structure in the gauge field. A first step in this direction
might be the finding that localized modes are spatially
correlated with local fluctuations in the Polyakov loop
[18] and the topological charge [19]. Recently it has been
found that just above Tc the structure of gauge field con-
figurations might be more complicated than a dilute gas
of non-interacting instantons [20]. The possible connec-
tion between these recently found dyon structures and
localized Dirac eigenmodes is an interesting possibility
still to be explored.
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