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1. Introduction
In 1979, Kazhdan and Lusztig [15] introduced a family of polynomials, indexed by pairs of elements
in a Coxeter group W , which play an important role in various areas of mathematics, including the
algebraic geometry and topology of Schubert varieties and representation theory (see, e.g., [1, p. 171]
and the references cited there). These celebrated polynomials are now known as the Kazhdan–Lusztig
polynomials of W (see, e.g., [1] or [12]).
In 1987, Deodhar [7] developed an analogous theory for the parabolic setup. Given any parabolic
subgroup W J in a Coxeter system (W , S), Deodhar introduced two Hecke algebra modules (one for
each of the two roots q and −1 of the polynomial x2 − (q − 1)x − q) and two families of poly-
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590 F. Brenti et al. / Advances in Applied Mathematics 47 (2011) 589–614nomials {P J ,qu,v(q)}u,v∈W J and {P J ,−1u,v (q)}u,v∈W J indexed by pairs of elements in the set of minimal
coset representatives W J . These polynomials are the parabolic analogues of the Kazhdan–Lusztig
polynomials: while they are related to their ordinary counterparts in several ways (see, e.g., Eq. (1)
and [7, Proposition 3.5]), they also play a direct role in several areas such as the geometry of partial
ﬂag manifolds [14], the theory of Macdonald polynomials [10,11], tilting modules [24,25], generalized
Verma modules [4], canonical bases [9,29], the representation theory of the Lie algebra gln [17], and
quantized Schur algebras [30].
The purpose of this work is to study the parabolic Kazhdan–Lusztig polynomials for the tight
quotients of the symmetric group. The tight quotients have been introduced by Stembridge in [28]
who classiﬁed them for ﬁnite Coxeter groups [28, Theorem 3.8]. For the symmetric group, the non-
trivial tight quotients are obtained by taking either J = [n − 1] \ {i}, i ∈ [n − 1] (maximal quotients),
or J = [n − 1] \ {i − 1, i}, i ∈ [2,n − 1]. The parabolic Kazhdan–Lusztig polynomials for the maximal
quotients have been studied in [2]. In this paper we complete the study for all tight quotients giving
an explicit closed combinatorial formula for the parabolic Kazhdan–Lusztig polynomials of the quo-
tients W J , with J = [n−1]\ {i−1, i}, i ∈ [2,n−1]. The formula, which implies that these polynomials
are always either zero or a monic monomial, can be used to give another proof of the formula found
in [2] for the maximal quotients, and involves a new class of (possibly skew) superpartitions, which
we call Dyck. With every v ∈ W J , J = [n − 1] \ {i − 1, i}, i ∈ [2,n − 1], we associate a superpartition
(with fermionic degree equal to 1) and show that the parabolic Kazhdan–Lusztig polynomial associ-
ated to u, v ∈ W J is encoded in the pair of superpartitions associated to u and v . More precisely, the
polynomial P J ,qu,v(q) is non-zero if and only if the two superpartitions form a Dyck skew superpartition
(see Section 4 for the deﬁnition) and, in this case, it is a power of q whose exponent is an explicit
statistic of the Dyck skew superpartition.
Although superpartitions can be traced back to MacMahon diagrams [19], it is especially in recent
years that they attracted much attention, since they have been shown to arise in several contexts
including mathematical physics, q-series, symmetric functions and combinatorics. Superpartitions (or
strictly related concepts) have been extensively studied, sometimes under different names such as
dotted partitions, joint partitions, colored partitions, jagged partitions, and overpartitions (see, for ex-
ample, [5,6,8,18] and references cited in these papers). This work provides a Lie theoretic application
of the concept of superpartition (as asked for in [5]).
The organization of the paper is as follows. In Section 2, we recall some deﬁnitions, notation,
and results that are used in the sequel. In Section 3, we explain the connection between the tight
quotients of the symmetric groups and superpartitions with fermionic degree 1. In Section 4, we
introduce and study the main new combinatorial concept of this work, namely Dyck superpartitions,
which plays a fundamental role in the main result. In Section 5, using the results in the two previous
sections, we prove our main result (Theorem 5.1) and derive some consequences of it including the
formula for the maximal quotients found in [2] and new identities for the ordinary Kazhdan–Lusztig
polynomials and for their leading terms.
2. Preliminaries
We let P = {1,2, . . .} and N = P∪ {0}. Given n,m ∈ N, with nm, we let [n,m] = {n,n + 1, . . . ,m}
and for n ∈ P we let [n] = [1,n]. For a set T we let S(T ) be the set of all bijections π : T → T , and
Sn = S([n]). If σ ∈ Sn then we denote σ by the word σ(1)σ (2) . . . σ (n). If σ ∈ Sn then we also write σ
in disjoint cycle form omitting to write the 1-cycles of σ . For example, if σ = 365492187 then we
also write σ = (1,3,5,9,7)(2,6). Given σ ,τ ∈ Sn we let στ = σ ◦ τ (composition of functions) so
that, for example, (1,2)(2,3) = (1,2,3). Recall (see, e.g., [26, p. 21]) that, for v ∈ Sn , the inversion
table of v is the sequence (v1, . . . , vn) with
vh =
∣∣{k ∈ [n]: k > h, v−1(k) < v−1(h)}∣∣
for all h ∈ [n]. The permutation v is uniquely determined by its inversion table: in fact it gives a
bijection between Sn and [0,n − 1] × [0,n − 2] × · · · × [0,0].
We follow [26, Chap. 3] for poset notation and terminology.
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λ1  λ2  · · · λk . We call the non-zero λi the parts of λ. We identify a partition λ with its diagram{
(i, j) ∈ P2: 1 i  k, 1 j  λi
}
.
We ﬁnd convenient to draw the diagram of a partition λ rotated counterclockwise by 45 degrees with
respect to the French convention (this is sometimes called the Russian convention). So, for example,
the diagram of (3,2,2,1,1) is the following:
We call the elements of P2, and hence of λ, cells. Expressions such as “to the left of ”, or “directly
above”, always refer to these rotated diagrams. The level of a cell (i, j) ∈ P2 is lv((i, j)) = i + j. We
denote by P the set of all integer partitions. It is well known, and not hard to see, that P , partially
ordered by set inclusion, is a lattice, usually called Young’s lattice (see, e.g., [27, §7.2]).
Given a rectangular partition (nm), we identify any partition λ ⊆ (nm) with the lattice path ob-
tained by following the upper boundary of its diagram, which consists of n up ((1,1)) steps and m
down ((1,−1)) steps. We denote such a path with a UD-word (that is, a word in the alphabet {U,D})
with n +m letters, n of which are U. For example, given (3,2,2,1,1) ⊆ (45), we have
(3,2,2,1,1) = = UDDUDDUDU.
Let λ ⊆ (nm) and let a1a2 . . .an+m be the associated UD-word. We say that j ∈ [n + m − 1] is a
peak (resp. valley) of λ if (a j,a j+1) = (U,D) (resp. (a j,a j+1) = (D,U)). For any j ∈ [n +m], we denote
dλ( j) = |{k ∈ [ j]: ak = U}|.
Let λ, μ be partitions, with μ ⊆ λ. Then λ \μ is called a skew partition. Given a (skew) partition η,
we denote by |η| the number of its cells. The conjugate of η is η′ = {( j, i) ∈ P2: (i, j) ∈ η}. A (skew)
partition η is self-conjugate if η′ = η. A skew partition η is connected if it is “rookwise connected”,
so that, for instance, (2,1) \ (1) is not connected. We say that a skew partition is a border strip if it
contains no 2 × 2 square of cells. For brevity, we call a connected border strip a cbs. Given a skew
partition λ \μ, the outer border strip θ of λ \μ is the set of all cells of λ \μ such that there is no cell
of λ \ μ directly above it (see Fig. 1: the outer border strip of the skew partition is shaded in dark
grey). Given a skew partition λ \ μ ⊆ (nm), for any j ∈ [n + m], we denote dλ\μ( j) = dλ( j) − dμ( j)
(the “thickness” of λ \ μ at j). Note that this deﬁnition of dλ\μ is equivalent to the one given in [2],
right before Lemma 4.2. We follow [27, §7.2] for any undeﬁned notation and terminology concerning
partitions.
We now recall some notions introduced in [2]. A cbs θ is Dyck if it is a “Dyck path” (see,
e.g., [27, p. 173]), which means that no cell of θ has level strictly less than that of the leftmost or
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the rightmost of its cells. In particular, in a Dyck cbs the leftmost and rightmost cells have the same
level. A skew partition is deﬁned to be Dyck in the following inductive way:
(1) if λ \ μ is not connected, then λ \ μ is Dyck if all of its connected components are Dyck;
(2) if λ \ μ is connected and non-empty, then λ \ μ is Dyck if the outer border strip θ of λ \ μ is a
Dyck cbs and (λ \ μ) \ θ is Dyck;
(3) the empty partition is Dyck.
If λ \μ is a Dyck skew partition, the depth of λ \ μ, denoted by dp(λ \ μ), is deﬁned in the following
way:
(1) if λ \ μ is not connected and η1, . . . , ηk are its connected components, then
dp(λ \ μ) = dp(η1) + · · · + dp(ηk);
(2) if λ \ μ is connected and non-empty and θ is its outer border strip, then
dp(λ \ μ) = 1+ dp((λ \ μ) \ θ);
(3) dp(∅) = 0.
For example, the skew partition λ \ μ in Fig. 2 is Dyck, with dp(λ \ μ) = 8.
Let λ be a partition. If x is a peak or a valley of λ, we denote by xˆ the cell immediately below x
or above x, respectively. Then we set
λx =
{
λ \ {xˆ}, if x is a peak of λ,
λ ∪ {xˆ}, if x is a valley of λ,
The operator (·)x is clearly an involution.
We now recall two results of [2] that we will use in Section 3 (note that here x is a positive
integer, whereas in [2] x and y are cells).
Proposition 2.1. (See [2, Proposition 4.1].) Let λ \ μ be a Dyck skew partition and let x be a peak of λ. Then x
is either a peak or a valley of μ.
Theorem 2.2. (See [2, Theorem 4.3].) Let λ \ μ be a skew partition and let x be a peak of both λ and μ. Then,
the following are equivalent:
(1) λ \ μ is Dyck;
(2) λ \ μx is Dyck;
(3) at least one of λx \ μ and λx \ μx is Dyck;
(4) exactly one of λx \ μ and λx \ μx is Dyck.
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dp
(
λ \ μx)− dp(λ \ μ) = 1,
dp
(
λx \ μ)− dp(λ \ μ) = 1, if λx \ μ is Dyck,
dp
(
λx \ μx)− dp(λ \ μ) = 0, if λx \ μx is Dyck.
A superpartition with fermionic degree f is a pair of partitions (η˜;η) such that η˜ is a partition
with f distinct parts. With a superpartition, we can associate a partition with circled parts: circle
the parts of η˜ and rearrange them together with the parts of η in order to obtain a single parti-
tion whose circled parts come ﬁrst. For example, ((2,1); (3,2,2,1,1)) = (3, 2 ,2,2, 1 ,1,1). In the
diagrammatic representation, we put a circle in correspondence of every circled part of the superpar-
tition.
For brevity, we call f -superpartitions the superpartitions with fermionic degree equal to f , that is
with exactly f circled parts. If (η˜;η) is an f -superpartition and μ ∈P then we say that (η˜;η) is con-
tained in μ, and write (η˜;η) ⊆ μ, to mean that the partition λ obtained by rearranging the parts of η
and η˜ is contained in μ. In this paper we will be concerned with 1-superpartitions (η˜;η) contained
in a ﬁxed rectangular partition (nm). It will be convenient for us to think of the 1-superpartition
(η˜;η) ⊆ (nm) as the pair (λ, r), where r is the valley of λ corresponding to the circled part; we call r
the circle of the 1-superpartition. Equivalently, we will consider the dotted UD-word associated with
(λ, r), which is the UD-word associated with λ with an extra “•” character inserted between the D
and the U corresponding to r (that is, inserted after the r-th letter). For example, if n = 4, m = 5,
η˜ = (1) and η = (3,2,2,1), we identify (η˜;η) ⊆ (45) both with ((3,2,2,1,1),3) and UDD •UDDUDU.
(
(1); (3,2,2,1))= = ((3,2,2,1,1),3)= UDD • UDDUDU.
Note that a 1-superpartitions contained in (nm) can also be thought of as a cover relation in the
interval [∅, (nm)] of Young’s lattice.
We follow [12] for general Coxeter group notation and terminology. In particular, given a Coxeter
system (W , S) and u ∈ W we denote by (u) the length of u in W , with respect to S , and we
let D(u) = {s ∈ S: (us) < (u)} be the set of (right) descents of u. For u, v ∈ W we let (u, v) =
(v) − (u). We denote by e the identity of W , and we let T = {usu−1: u ∈ W , s ∈ S}. Given J ⊆ S ,
we let W J be the parabolic subgroup generated by J and
W J = {u ∈ W : (su) > (u) for all s ∈ J}
be the corresponding quotient. Note that W ∅ = W . If W J is ﬁnite then we denote by w0( J ) its
longest element. The Coxeter group W is partially ordered by Bruhat order. Recall (see, e.g., [12, §5.9])
that this means that x  y if and only if there exist r ∈ N and t1, . . . , tr ∈ T such that tr · · · t1x = y
and (ti · · · t1x) > (ti−1 · · · t1x) for i ∈ [r]. The parabolic subgroup W J and the quotient W J have the
induced order.
For J ⊆ S , x ∈ {−1,q}, and u, v ∈ W J , we denote by P J ,xu,v(q) the parabolic Kazhdan–Lusztig polyno-
mials of W J of type x (we refer the reader to [7] for the deﬁnitions of these polynomials; see also
below). It follows immediately from [7, §2 and §3] and from well-known facts (see, e.g., [12, §7.5]
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Lusztig polynomials of W [15].
The following result is due to Deodhar, and we refer the reader to [7] for its proof. For u, v ∈ W J
let μ J ,q(u, v) be the coeﬃcient of q((u,v)−1)/2 in P J ,qu,v(q) (so μ J ,q(u, v) = 0 if (u, v) is even). We
will often write μ(u, v) instead of μ J ,q(u, v) if there is no danger of confusion.
Proposition 2.3. Let (W , S) be a Coxeter system, J ⊆ S, and u, v ∈ W J , with u  v. Then, for each s ∈ D(v),
we have that
P J ,qu,v(q) = P˜ (q) −
∑
w∈W J
uw<vs
ws<w
μ(w, vs)q(w,v)/2P J ,qu,w(q),
where
P˜ (q) =
⎧⎪⎨⎪⎩
P J ,qus,vs(q) + qP J ,qu,vs(q), if us < u,
qP J ,qus,vs(q) + P J ,qu,vs(q), if u < us ∈ W J ,
0, if u < us /∈ W J .
Remark 2.4. (See [22].) In the hypotheses of Proposition 2.3, if u < us /∈ W J , then all the P J ,qu,w(q) in
the sum are zero, so P J ,qu,v(q) = 0.
The next result follows easily from [7, Remark 3.8] and well-known properties of quotients of
Coxeter groups (see, e.g., [1, Proposition 2.4.4]).
Proposition 2.5. Let (W , S) be a Coxeter system, I ⊆ J ⊆ S and u, v ∈ W J , with u  v. Then
P J ,qu,v(q) =
∑
w∈(W J )I
(−1)(w)P I,qwu,v(q).
Hence, knowledge of {P I,qu,v(q)}u,v∈W I for some I ⊆ S implies knowledge of {P J ,qu,v(q)}u,v∈W J for all
J ⊇ I . Also, for I = ∅, we get
P J ,qu,v(q) =
∑
w∈W J
(−1)(w)Pwu,v(q), (1)
therefore parabolic Kazhdan–Lusztig polynomials of type q are alternating sums of ordinary Kazhdan–
Lusztig polynomials. On the other hand, it is known (see Propositions 2.12 and 3.4, and Remark 3.8
in [7]) that if W J is ﬁnite then
P J ,−1u,v (q) = Pw0( J )u,w0( J )v(q). (2)
Another relation between parabolic and ordinary Kazhdan–Lusztig polynomials is given in [7, Propo-
sition 3.5].
It is well known that the symmetric group Sn is a Coxeter group with respect to the generating
set S = {s1, . . . , sn−1}, where si = (i, i + 1) for all i ∈ [n− 1]. If there is no danger of confusion we will
denote si simply by i (so S = [n − 1]). The following result is also well known (see, e.g., [1, §1.5]).
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(v) = ∣∣{(i, j) ∈ [n]2: i < j, v(i) > v( j)}∣∣
and
D(v) = {i ∈ [n − 1]: v(i) > v(i + 1)}.
Our purpose in this paper is to study the parabolic Kazhdan–Lusztig polynomials for the tight
quotients of the symmetric group. These quotients have been introduced by Stembridge in [28] who
classiﬁed them for ﬁnite Coxeter groups [28, Theorem 3.8]. For the symmetric group, the non-trivial
tight quotients are obtained by taking either J = [n − 1] \ {i}, i ∈ [n − 1] (maximal quotients), or J =
[n− 1] \ {i − 1, i}, i ∈ [2,n− 1]. The parabolic Kazhdan–Lusztig polynomials for the maximal quotients
have been studied in [2]. In this paper we complete the study for all tight quotients, generalizing the
results in [2].
3. Tight quotients and superpartitions
In this section, we explain the connection between the tight quotients of the symmetric groups
and superpartitions with fermionic degree equal to 1.
Fix n ∈ P and i ∈ [2,n − 1] and note that, by Proposition 2.6, we have
S[n−1]\{i−1,i}n =
{
v ∈ Sn: v−1(1) < · · · < v−1(i − 1) and v−1(i + 1) < · · · < v−1(n)
}
.
Therefore v ∈ S[n−1]\{i−1,i}n if and only if its inversion table (v1, . . . , vn) satisﬁes the following condi-
tions:
(1) v j = v−1( j) − j for all j ∈ [i − 1];
(2) v j = 0 for all j ∈ [i + 1,n].
Condition (1) can be replaced by the requirement that (vi−1, . . . , v1) be a partition (note that,
in this case, ((vi); (vi−1, . . . , v1)) is a 1-superpartition written as a pair of partitions: as said in the
previous section, it is more convenient for us to use the other notation).
Given v ∈ S[n−1]\{i−1,i}n , we set Λ(v) = (vi−1, . . . , vk, vi, vk−1, . . . , v1), where k = min{ j ∈ [n]:
v j > vi} (and k = i if { j ∈ [n]: v j > vi} = ∅). In other words, Λ(v) is the partition which is obtained
from (vi−1, . . . , v1) by inserting the term vi in the leftmost suitable position (that is, the partition
associated with the superpartition ((vi); (vi−1, . . . , v1))). Note that Λ(v) ⊆ ((n − i + 1)i).
For example, if v = 61523748 ∈ S[7]\{4,5}8 , we have Λ(v) ⊆ (45) and
Λ(v) = (3,2,2,1,1) = = UDDUDDUDU.
It is easy to construct directly the UD-word associated with v .
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ah =
{D, if v(h) < i,
U, if v(h) > i,
DU, if v(h) = i,
for all h ∈ [n].
Proof. Let Λ(v) = (vi−1, . . . , vk, vi, vk−1, . . . , v1), as above. Then the UD-word associated with Λ(v)
is
Uv1DUv2−v1D . . .DUvi−vk−1DUvk−viD . . .DUvi−1−vi−2DUn−i+1−vi−1 .
On the other hand, note that v j − v j−1 = v−1( j)− v−1( j − 1)− 1, for all j ∈ [i − 1] (where we set
v0 = v−1(0) = 0), and that vi − vk−1 = v−1(i) − v−1(k − 1) − 1 and vk − vi = v−1(k) − v−1(i). The
result follows. 
The following result establishes the link between the tight quotient S[n−1]\{i−1,i}n and the 1-super-
partitions contained in ((n − i + 1)i).
Proposition 3.2. The map v → (Λ(v), v−1(i)) is a bijection between S[n−1]\{i−1,i}n and the set of 1-super-
partitions contained in ((n − i + 1)i). Moreover, (v) = |Λ(v)|.
Proof. We have already observed that Λ(v) ⊆ ((n − i + 1)i). Also, by Proposition 3.1, we have that
v−1(i) is a valley of Λ(v).
Conversely, given a 1-superpartition (λ, r), with λ = (λi, . . . , λ1) ⊆ ((n− i+1)i), we construct a per-
mutation v ∈ S[n−1]\{i−1,i}n as follows. Let λk be the circled part of λ (so that r = λk +k and λk < λk+1).
Then we set
v−1( j) =
{
λ j + j, if j ∈ [k − 1],
λ j+1 + j, if j ∈ [k, i − 1],
r, if j = i.
This uniquely determines v ∈ S[n−1]\{i−1,i}n . It is easy to check that the two maps just deﬁned are
inverses of each other, so they are bijections. By Proposition 2.6, we have that (v) = |Λ(v)|, since
v j = 0 for all j ∈ [i + 1,n]. 
As a consequence of Proposition 3.2, we have that the number of 1-superpartitions contained in
((n − i + 1)i) is i(ni).
Given v ∈ S[n−1]\{i−1,i}n , we let Λ•(v) = (Λ(v), r(v)) be the 1-superpartition contained in ((n −
i + 1)i) associated with v , where r(v) = v−1(i) is its circle. For example, if v = 61523748 ∈ S[7]\{4,5}8 ,
then we have
Λ•(v) = ((3,2,2,1,1),3)= = UDD • UDDUDU.
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dotted UD-word associated with v .
Proposition 3.3. Let v ∈ S[n−1]\{i−1,i}n . Then Λ•(v) = a1a2 . . .an, where
ah =
{D, if v(h) < i,
U, if v(h) > i,
D • U, if v(h) = i,
for all h ∈ [n].
Proof. Let Λ(v) = (v1, . . . , vk−1, vi, vk, . . . , vi−1). Then, the dotted UD-word Λ•(v) associated with v
is
Uv1DUv2−v1D . . .DUvi−vk−1D •Uvk−viD . . .DUvi−1−vi−2DU(n−i+1)−vi−1
and the result follows as in the proof of Proposition 3.1. 
The next result shows that the descents of v correspond to the peaks of Λ(v), and describes the
effect of multiplying v by a generator s j = ( j, j + 1). Given v ∈ S[n−1]\{i−1,i}n and j ∈ [n − 1], we set
pv( j) =
{
j, if j < r(v),
j + 1, if j  r(v). (3)
Proposition 3.4. Let v ∈ S[n−1]\{i−1,i}n , Λ•(v) = (λ, r), and j ∈ [n − 1]. Then
(1) vs j < v if and only if pv( j) is a peak of λ; in this case
Λ•(vs j) =
{
(λpv ( j), r), if |pv( j) − r| > 1,
(λpv ( j), pv( j)), if |pv( j) − r| = 1;
(2) v < vs j ∈ S[n−1]\{i−1,i}n if and only if pv( j) is a valley of λr ; in this case
Λ•(vs j) =
{
(λpv ( j), r), if |pv( j) − r| > 1,
(λr, pv( j)), if |pv( j) − r| = 1.
Proof. This follows from Proposition 3.3, by distinguishing the eight possible cases depending on
whether v( j) and v( j + 1) are greater than, equal to, or smaller than i. For example, if v( j) < i =
v( j + 1), then v < vs j ∈ S[n−1]\{i−1,i}n , pv ( j) is a valley of λr and Λ•(vs j) = (λr, pv ( j)). 
We illustrate Proposition 3.4 with an example. Let v = 61523748 ∈ S[7]\{4,5}8 and j = 3. Then
Λ•(v) = ((3,2,2,1,1),3), pv(3) = 4, vs3 = 61253748 ∈ S[7]\{4,5}8 and Λ•(vs3) = ((3,2,1,1,1),4).
We now give a description of the Bruhat order on S[n−1]\{i−1,i}n in terms of 1-superpartitions.
Let (λ, r) and (μ, t) be two 1-superpartitions. We say that (λ, r) is obtained from (μ, t) by an
elementary move if λ = μx , for some valley x of μ, and λ has no peaks strictly between r and t . In
other words, if x = t then r = t , while if x = t then r is either the rightmost valley of λ to the left
of x or the leftmost valley of λ to the right of x. We may think of an elementary move as changing a
valley of μ into a peak and letting the circle of μ “slide down”, as if it were subject to gravity.
The following result characterizes the cover relations of the Bruhat order on S[n−1]\{i−1,i}n . We say
that a cover relation u  v is weak if v = us j for some s j = ( j, j + 1).
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elementary move. Moreover, the cover relation is weak if and only if |r(v) − r(u)| 1.
Proof. Let Λ•(v) = (λ, r) and Λ•(u) = (μ, t). By [1, Lemma 2.1.4], we have that v covers u if and only
if v = u( j,k), with j < k, u( j) < u(k), and there is no h with j < h < k and u( j) < u(h) < u(k). The
cover relation is weak if and only if k = j + 1. Suppose that v covers u. Since u, v ∈ S[n−1]\{i−1,i}n , the
only possibilities are the following:
(1) u( j) < i < u(k) and k = j + 1;
(2) u( j) = i < u(k) and u(h) < i for all j < h < k;
(3) u( j) < i = u(k) and u(h) > i for all j < h < k.
If (1) holds, then, by Proposition 3.3, we have that λ = μx , for some valley x of μ different from r,
and t = r. In this case, the cover relation is weak.
If (2) (resp. (3)) holds, then, by Proposition 3.3, we have that λ = μt and r is the leftmost
(resp. rightmost) valley of λ to the right (resp. left) of t . In this case, the cover relation is weak if
and only if |r − t| = 1.
Conversely, if (λ, r) is obtained from (μ, t) by an elementary move, then, by Proposition 3.3, we
are in one of the cases (1), (2) or (3), so the result follows. 
Given two 1-superpartitions (λ, r) and (μ, t), we say that (λ, r) dominates (μ, t) if μ ⊆ λ and, if
r < t (resp. r > t), there are no down steps (resp. up steps) of the paths λ and μ, strictly between the
two circles, on which the two paths coincide. For example, ((3,2,2,1),2) dominates ((2,1,1,1),6),
while ((2,2,2,1),2) does not dominate ((2,1,1,1),6). It is not hard to see that domination gives the
set of 1-superpartitions a partial order structure.
Theorem 3.6. Let u, v ∈ S[n−1]\{i−1,i}n . Then u  v in the Bruhat order if and only if Λ•(v) dominates Λ•(u).
Proof. By Proposition 3.5, we need to show that Λ•(v) dominates Λ•(u) if and only if Λ•(v) is
obtained from Λ•(u) by a sequence of elementary moves.
Suppose that Λ•(v) is obtained from Λ•(u) by a sequence of elementary moves. By the transitivity
of the dominance relation, we may assume that Λ•(v) is obtained from Λ•(u) by one elementary
move. By our deﬁnitions, this implies that Λ•(v) dominates Λ•(u).
Conversely, assume that Λ•(v) dominates Λ•(u). Let Λ•(v) = (λ, r) and Λ•(u) = (μ, t). We pro-
ceed by induction on |λ\μ|. If |λ\μ| = 0, then the fact that (λ, r) dominates (μ, t) implies that r = t ,
so u = v . Now let |λ \ μ| 1. By our induction hypothesis, we are done if we ﬁnd a 1-superpartition
(ν, s) which is obtained from (μ, t) by an elementary move and such that (λ, r) dominates (ν, s).
If dλ\μ(t) 1 then we let ν = μt and s be the ﬁrst valley of μ from t in the direction of r (any of
the two possible choices works if r = t). Clearly, (ν, s) is still dominated by (λ, r).
If dλ\μ(t) = 0, then, since (λ, r) dominates (μ, t), we have that r = t . In this case, since λ = μ,
there is a valley x of μ such that dλ\μ(x) 1. Then (ν, s) = (μx, t) is dominated by (λ, r). 
4. Dyck superpartitions
In this section, we introduce and study the main new combinatorial concept of this work, namely
Dyck superpartitions, which plays a fundamental role in the main result.
If (λ, r) and (μ, t) are two 1-superpartitions such that μ ⊆ λ, we call (λ \ μ, r, t) a skew 1-super-
partition. We will usually write (λ, r) \ (μ, t) rather than (λ \ μ, r, t).
Given (i, j), (k, l) ∈ P2 we say that (i, j) is admissible with respect to (k, l) if either i  k + 1 and
j = l + 1, or j  l + 1 and i = k + 1. We can now deﬁne the main combinatorial concept of this work.
Let (λ, r) \ (μ, t) be a skew 1-superpartition, and θ be the outer border strip of λ \ μ. We deﬁne
(λ, r) \ (μ, t) to be Dyck in four steps:
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We may therefore assume that rˆ = tˆ .
2. If λ has a peak strictly between r and t then (λ, r) \ (μ, t) is not Dyck.
If λ has no peaks strictly between r and t then tˆ ∈ λ \μ. Let λ \μ(1), . . . , λ \μ(k) be the connected
components of λ \ μ indexed so that tˆ ∈ λ \ μ(1) . Then:
3. (λ, r) \ (μ, t) is Dyck if and only if:
(i) (λ, r) \ (μ(1), t) is Dyck;
(ii) λ \ μ(2), . . . , λ \ μ(k) are Dyck.
Finally, if λ \ μ is connected, then:
4. (λ, r) \ (μ, t) is Dyck if and only if either:
(i) θ is Dyck and (λ \ θ, r′) \ (μ, t) is Dyck where
r′ =
{
lθ , if rˆ is to the left of θ,
rθ , if rˆ is to the right of θ,
r, otherwise,
(4)
and lθ (resp., rθ ) is the valley of λ \ θ immediately below the leftmost (resp., rightmost) cell of θ ;
or
(ii) θ is not Dyck, rˆ is admissible with respect to tˆ , and λ \ μt is Dyck.
If λ \ μ = ∅, then (λ, r) \ (μ, t) is Dyck if and only if rˆ = tˆ .
Let (λ, r) \ (μ, t) be Dyck. We deﬁne the depth of (λ, r) \ (μ, t), denoted dp((λ, r) \ (μ, t)), in the
following way.
1. If rˆ = tˆ then dp((λ, r) \ (μ, t)) = dp(λ \ μ).
2. If rˆ = tˆ and λ \ μ(1), . . . , λ \ μ(k) are the connected components of λ \ μ indexed as above then
dp
(
(λ, r) \ (μ, t))= dp((λ, r) \ (μ(1), t))+ k∑
i=2
dp
(
λ \ μ(i)).
3. If λ \ μ is connected and θ is its outer border strip then
dp
(
(λ, r) \ (μ, t))= {dp((λ \ θ, r′) \ (μ, t)) + 1, if θ is Dyck,
dp(λ \ μt) + 1, otherwise,
where r′ has the same meaning as in (4).
Four examples of Dyck skew 1-superpartitions are shown in Fig. 3. For all of them, dp((λ, r) \
(μ, t)) = 8.
The following result characterizes Dyck skew 1-superpartitions in terms of Dyck skew partitions
and will be used often in the sequel.
Theorem 4.1. Let (λ, r) \ (μ, t) be a skew 1-superpartition. Then (λ, r) \ (μ, t) is Dyck if and only if λ has no
peaks strictly between r and t and either λ \ μ or λ \ μt is Dyck. In this case,
dp
(
(λ, r) \ (μ, t))= {dp(λ \ μ), if λ \ μ is Dyck,
dp(λ \ μt) + 1, if λ \ μt is Dyck. (5)
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Proof. Suppose ﬁrst that (λ, r) \ (μ, t) is Dyck. We proceed by induction on |λ \ μ|, the result being
clear if |λ \μ| = 0. So assume that |λ \μ| 1. If rˆ = tˆ then the result is clear so we may assume that
rˆ = tˆ . Then, since (λ, r) \ (μ, t) is Dyck, λ has no peaks strictly between r and t . Hence tˆ ∈ λ \ μ. Let
λ \ μ(1), . . . , λ \ μ(k) be the connected components of λ \ μ indexed so that tˆ ∈ λ \ μ(1) . Then, since
(λ, r) \ (μ, t) is Dyck, (λ, r) \ (μ(1), t) and λ \ μ(2), . . . , λ \ μ(k) are Dyck and
dp
(
(λ, r) \ (μ, t))= dp((λ, r) \ (μ(1), t))+ k∑
i=2
dp
(
λ \ μ(i)).
If k > 1 then we conclude by induction that either λ \ μ(1) or λ \ (μ(1))t are Dyck and
dp
(
(λ \ r) \ (μ(1), t))= {dp(λ \ μ(1)), if λ \ μ(1) is Dyck,
dp(λ \ (μ(1))t) + 1, if λ \ (μ(1))t is Dyck,
and the result follows. We may therefore assume that λ \ μ is connected. Let θ be the outer border
strip of λ \ μ. We have two cases to consider.
(i) θ is Dyck and (λ \ θ, r′) \ (μ, t) is Dyck where r′ has the same meaning as in (4).
Then, by our induction hypotheses, either (λ \ θ) \ μ or (λ \ θ) \ μt is Dyck and
dp
((
λ \ θ, r′) \ (μ, t))= {dp((λ \ θ) \ μ), if (λ \ θ) \ μ is Dyck,
dp((λ \ θ) \ μt) + 1, if (λ \ θ) \ μt is Dyck.
If (λ \ θ) \μ is Dyck then, since θ is Dyck, λ \μ is Dyck and we are done. So suppose that (λ \ θ) \μ
is not Dyck. Then (λ \ θ) \μt is Dyck and (λ \ θ) \μt = (λ \ θ) \μ. Hence tˆ /∈ θ . Therefore θ is also the
outer border strip of λ \ μt so, since θ is Dyck, λ \ μt is Dyck and we are done.
(ii) θ is not Dyck, rˆ is admissible with respect to tˆ , and λ \ μt is Dyck.
Then λ \ μt is Dyck and we are done.
Conversely, suppose that λ has no peaks strictly between r and t and that either λ \ μ or λ \ μt
is Dyck. We proceed by induction on |λ \ μ|, the result being easy to check if |λ \ μ| = 0. So assume
|λ \ μ| 1. If rˆ = tˆ then λ \ μ = λ \ μt so λ \ μ is Dyck and we are done. We may therefore assume
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the connected components of λ \ μ indexed so that tˆ ∈ λ \ μ(1) . Then λ \ μ(2), . . . , λ \ μ(k) are Dyck
and either λ \ μ(1) or λ \ (μ(1))t is Dyck. If k > 1 then by our induction hypothesis (λ, r) \ (μ(1), t) is
Dyck and we are done. We may therefore assume that λ \ μ is connected. Let θ be the outer border
strip of λ \ μ. We then have two cases to consider.
(i) either tˆ /∈ θ or λ \ μ is Dyck.
Then θ is Dyck (for if λ \ μ is not Dyck then λ \ μt is and tˆ /∈ θ , so θ is also the outer border strip
of λ \ μt ). We claim that there are no peaks of λ \ θ strictly between r′ and t . In fact, note ﬁrst that,
since θ is Dyck, the only peaks of λ \ θ that are not peaks of λ are (possibly) lθ − 1 and rθ + 1. If
lθ  r  rθ then lθ < r < rθ so lθ < t < rθ and our claim follows since r′ = r in this case. If r > rθ then,
since λ has no peaks strictly between r and t , and rˆ = tˆ , all the steps of λ between rθ and r are down
and lθ  t  rθ so our claim follows since r′ = rθ in this case. Similarly if r < lθ . This proves our claim.
Hence, by our induction hypotheses, (λ \ θ, r′) \ (μ, t) is Dyck and the result follows.
(ii) tˆ ∈ θ and λ \ μ is not Dyck.
Then λ \μt is Dyck and the outer border strip of λ \μt is θ \ {tˆ}. Let θL and θR be the two connected
components of θ \ {tˆ} (possibly one of them is empty). Then θ \ {tˆ} is Dyck so θL and θR are Dyck
cbs’s. Therefore lv(lθ ) = lv(rθL ) = lv(tˆ) + 1 = lv(lθR ) = lv(rθ ), where rθL and lθR denote the rightmost
(resp., leftmost) cell of θL (resp., θR ). Hence θ is not Dyck. Furthermore, since λ has no peaks strictly
between r and t , we have that all the steps of λ between r and t are up (resp., down) if r  t (resp.,
r  t). Hence rˆ is admissible with respect to tˆ and the result follows. 
It is useful to know, in the statement of Theorem 4.1, when both λ \ μ and λ \ μt are Dyck. The
following result answers this question, and is used in the proof of the main result of this section.
Proposition 4.2. Let λ \ μ be a skew partition and let t be a valley of μ such that dλ\μ(t) 1. Suppose that
at least one of λ \ μ and λ \ μt is Dyck. Then λ \ μ and λ \ μt are both Dyck if and only if t is a peak of λ.
Proof. If t is a peak of λ, then, by equivalence (1) ⇔ (2) in Theorem 2.2, λ \ μ is Dyck if and only if
λ \ μt is Dyck.
Conversely, assume that λ\μ and λ\μt are both Dyck. We prove that t is a peak of λ by induction
on dλ\μ(t). Let θ be the outer border strip of λ\μ. If dλ\μ(t) = 1, then the outer border strip of λ\μt
is θ \ {tˆ}. Since both the outer border strips of λ\μ and λ\μt are Dyck, the only possibility is θ = {tˆ}.
Thus t is a peak of λ. If dλ\μ(t)  2, then θ is also the outer border strip of λ \ μt . Let λ(1) = λ \ θ .
Then λ(1) \μ and λ(1) \μt are both Dyck, so, by the induction hypothesis, t is a peak of λ(1) . But this
implies that t is also a peak of λ. 
Proposition 4.3. Let (λ, r) \ (μ, t) be Dyck and x be a peak of λ. Then, either x is a peak or a valley of μ, or
|x− t| = 1 and x is a valley of μt .
Proof. Since (λ, r) \ (μ, t) is Dyck, λ \ μ or λ \ μt is Dyck. In the ﬁrst case, by Proposition 2.1, x is a
peak or a valley of μ. In the second case, x is a peak or a valley of μt . If |x− t| > 1, then x is a peak
or a valley of μ, while if |x− t| = 1, then x is necessarily a valley of μt . 
The following is the main result of this section.
Theorem 4.4. Let (λ, r) \ (μ, t) be a skew 1-superpartition and let x be a peak of λ, with dλ\μ(x)  1 and
|x− r| > 1. Assume that y is a peak of μ, where
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{ x, if x < r, t or x > r, t,
x+ 1, if t  x < r,
x− 1, if r < x t,
and set
t′ =
{
y, if |y − t| = 1,
t, if |y − t| > 1.
Then, the following are equivalent:
(1) (λ, r) \ (μ, t) is Dyck;
(2) (λ, r) \ (μy, t′) is Dyck;
(3) at least one of (λx, r) \ (μ, t) and (λx, r) \ (μy, t′) is Dyck;
(4) exactly one of (λx, r) \ (μ, t) and (λx, r) \ (μy, t′) is Dyck.
Furthermore, if these conditions are satisﬁed, then⎧⎪⎨⎪⎩
dp
(
(λ, r) \ (μy, t′))− dp((λ, r) \ (μ, t))= 1,
dp
((
λx, r
) \ (μ, t))− dp((λ, r) \ (μ, t))= 1, if (λx, r) \ (μ, t) is Dyck,
dp
((
λx, r
) \ (μy, t′))− dp((λ, r) \ (μ, t))= 0, if (λx, r) \ (μy, t′) is Dyck.
Proof. If x is strictly between r and t , then |y − t| > 1, so t′ = t . In this case, by Theorem 4.1, none
of the four skew 1-superpartitions mentioned in the theorem is Dyck (both λ and λx have a peak
strictly between r and t), and we are done. Thus we only have to consider two cases: x < r, t (the
case x > r, t being similar) and t = x < r (the case r < x = t being similar).
Moreover, if λ has a peak different from x strictly between r and t , again none of the four skew
1-superpartitions is Dyck, and we are done. So we may assume that there are no peaks of λ strictly
between r and t , which means that the path associated with λ is decreasing (resp. increasing) be-
tween the two circles if t < r (resp. r < t).
We will prove that (1) implies (2), (4), and the identities involving the depth and then, conversely,
that either (2) or (3) implies (1).
We start with the case x < r, t , for which y = x is a peak of both λ and μ.
Suppose that (λ, r) \ (μ, t) is Dyck. Then, by Theorem 4.1, either λ \ μ or λ \ μt is Dyck. In both
cases, λ has no peaks strictly between r and t′ , since either t′ = t or t′ = t − 1.
If λ \ μ is Dyck, then, by Theorem 2.2, λ \ μx is Dyck, and dp(λ \ μx) = dp(λ \ μ) + 1, so by Theo-
rem 4.1 we conclude that (λ, r)\ (μx, t′) is Dyck and dp((λ, r)\ (μx, t′)) = dp(λ\μx) = dp(λ\μ)+1 =
dp((λ, r) \ (μ, t)) + 1, as desired.
If λ \ μt is Dyck then it cannot be t = x+ 1, because in this case the peak x of λ is neither a peak
nor a valley of μt , contradicting Proposition 2.1. Then t > x + 1, so t′ = t . By Theorem 2.2, λ \ (μt)x
is Dyck and dp(λ \ (μt)x) = dp(λ \ μt) + 1. But λ \ (μt)x = λ \ (μx)t′ . So λ \ (μx)t′ is Dyck. Therefore,
by Theorem 4.1, (λ, r) \ (μx, t′) is Dyck and dp((λ, r) \ (μx, t′)) = dp(λ \ (μx)t′ ) + 1 = dp(λ \μt) + 2 =
dp((λ, r) \ (μ, t)) + 1, as desired.
Suppose now that t is a peak of λ. Then t > x+1, so t′ = t , and, by Proposition 4.2, both λ \μ and
λ \ μt are Dyck. Hence, by Theorem 2.2 (applied to λ \ μ and x), exactly one of λx \ μ and λx \ μx is
Dyck and
dp(λ \ μ) =
{
dp(λx \ μ) − 1, if λx \ μ is Dyck,
dp(λx \ μx), if λx \ μx is Dyck. (6)
Since t is a peak of λx , by Proposition 4.2, we have that λx \ μ is Dyck if and only if λx \ μt is
Dyck and λx \ μx is Dyck if and only if λx \ (μx)t = λx \ (μt)x is Dyck. Also, since t′ = t > x + 1,
we have that λx has no peaks strictly between r and t . Therefore, by Theorem 4.1, (λx, r) \ (μ, t) is
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dp((λ, r) \ (μ, t)) = dp(λ \μ) = dp(λx \μ)− 1 = dp((λx, r) \ (μ, t))− 1, if (λx, r) \ (μ, t) is Dyck, while
dp((λ, r)\ (μ, t)) = dp(λ\μ) = dp(λx \μx) = dp((λx, r)\ (μx, t′)), if (λx, r)\ (μx, t′) is Dyck, as desired.
Suppose now that t is not a peak of λ. Then, by Proposition 4.2, exactly one of λ \ μ and λ \ μt is
Dyck.
Suppose that λ \ μ is Dyck and λ \ μt is not. By Theorem 2.2, exactly one of λx \ μ and λx \ μx is
Dyck and (6) holds. If t = x+1, then t′ = x. Since |x− r| > 1 by hypothesis, we have that t = x+1 < r.
Therefore, all the steps of λ between t and r are down, so x + 1 is a peak λx . On the other hand,
x + 1 is neither a peak nor a valley of μx , so, by Proposition 2.1, λx \ μx cannot be Dyck. Thus
λx \ μ is Dyck. Also, λx has no peaks strictly between r and t , so by Theorem 4.1, (λx, r) \ (μ, t) is
Dyck and dp((λx, r) \ (μ, t)) = dp(λx \ μ) = dp(λ \ μ) + 1 = dp((λ, r) \ (μ, t)) + 1. On the other hand,
(λx, r) \ (μx, t′) is not Dyck, since the peak x + 1 of λx is strictly between t′ = x and r. If t > x + 1,
then t′ = t and λx has no peaks strictly between r and t′ = t . Also, since λ \ μt is not Dyck, neither
λx \ μt nor λx \ (μt)x = λx \ (μx)t are Dyck by Theorem 2.2. Hence, by Theorem 4.1, (λx, r) \ (μ, t)
is Dyck if and only if λ \ μ is Dyck, (λx, r) \ (μx, t′) is Dyck if and only if λx \ μx is Dyck, and
dp((λx, r) \ (μ, t)) = dp(λx \ μ) if λx \ μ is Dyck while dp((λx, r) \ (μx, t′)) = dp(λx \ μx) if λx \ μx is
Dyck so the result follows from (6).
Now suppose that λ \ μt is Dyck and λ \ μ is not. We already showed, that in these hypotheses,
by Proposition 2.1, t = x + 1. So t > x + 1, and t′ = t . By Theorem 2.2, exactly one of λx \ μt and
λx \ (μt)x = λx \ (μx)t is Dyck and
dp
(
λ \ μt)= {dp(λx \ μt) − 1, if λx \ μt is Dyck,
dp(λx \ (μx)t), if λx \ (μx)t is Dyck.
Also, since λ \ μ is not Dyck, by Theorem 2.2, neither λx \ μ nor λx \ μx are Dyck. Finally, λx has
no peaks strictly between r and t′ = t . Hence, by Theorem 4.1 exactly one of (λx, r) \ (μ, t) and
(λx, r) \ (μx, t′) is Dyck and we conclude as above.
Conversely, suppose that (λ, r) \ (μx, t′) is Dyck. Then, by Theorem 4.1, either λ \ μx or λ \ (μx)t′
is Dyck. Moreover, we are assuming that λ has no peaks strictly between r and t . If λ \ μx is Dyck,
then, by Theorem 2.2, λ \ μ is Dyck so, by Theorem 4.1, (λ, r) \ (μ, t) is Dyck, as desired. So assume
that λ \ (μx)t′ is Dyck. If t = x+1, then t′ = x and λ \ (μx)t′ = λ \μ. So λ \μ is Dyck and we conclude
as above. If t > x + 1, then t′ = t , so λ \ (μt)x = λ \ (μx)t′ . Then, by Theorem 2.2 (applied to λ \ μt
and x), λ \ μt is Dyck. Hence by Theorem 4.1 (λ, r) \ (μ, t) is Dyck, as desired.
Finally, suppose that either (λx, r) \ (μ, t) or (λx, r) \ (μx, t′) is Dyck. Then, by Theorem 4.1, at least
one of λx \μ, λx \μt , λx \μx or λx \ (μx)t′ is Dyck. If λx \μ or λx \μx is Dyck, then, by Theorem 2.2,
λ \μ is Dyck. Now let λx \μt be Dyck. If t = x+ 1, then, since |x− r| > 1 and we are assuming that λ
is decreasing between t and r, we have that t is a peak of λx . So, by Theorem 2.2 (applied to λx \ μt
and t), λx \ μ = λx \ (μt)t is Dyck, and this implies, as above, that λ \ μ is Dyck. If t > x + 1, then x
is a peak of μt , so, by Theorem 2.2 (applied to λ \ μt and x), λ \ μt is Dyck. Finally, let λx \ (μx)t′ be
Dyck. If t = x + 1, then t′ = x, so λx \ μ = λx \ (μx)t′ is Dyck, and this implies, as above, that λ \ μ
is Dyck. If t > x + 1, then t′ = t , so λx \ (μt)x = λx \ (μx)t′ is Dyck. Then, by Theorem 2.2 (applied to
λ \μt and x), λ \μt is Dyck. So, in all cases, either λ \μ or λ \μt is Dyck. Moreover, we are assuming
that λ has no peaks strictly between r and t , so, by Theorem 4.1, (λ, r) \ (μ, t) is Dyck.
We now consider the (easier) case x = t < r. Then y = x+ 1 = t′ .
Let (λ, r)\ (μ, t) be Dyck. Since t = x is a peak of λ, by Proposition 4.2 we have that both λ\μ and
λ \ μt are Dyck. In this case λ \ (μy)t′ = λ \ μ is Dyck. Also, λ has no peaks strictly between r and t′ .
Thus, by Theorem 4.1, (λ, r) \ (μy, t′) is Dyck and dp((λ, r) \ (μy, t′)) = dp(λ \ μ) + 1 = dp((λ, r) \
(μ, t)) + 1. Also, by Theorem 2.2 (applied to λ \ μt and x) exactly one of λx \ μ and λx \ μx is Dyck.
But, by Proposition 2.1, λx \μx is not Dyck, since x+1 is a peak of λx , but neither a peak nor a valley
of μx . Thus λx \ μ is Dyck and dp(λx \ μ) = dp(λ \ μ) − 1. By Theorem 2.2 (applied to λx \ μ and y),
we have that λx \μy is Dyck and dp(λx \μy) = dp(λx \μ) + 1. Now note that the peak x+ 1 of λx is
strictly between t = x and r, so (λx, r) \ (μ, t) is not Dyck, whereas λx has no peaks strictly between
t′ = x+ 1 and r, so, by Theorem 4.1, (λx, r) \ (μy, t′) is Dyck and dp((λx, r) \ (μy, t′)) = dp(λx \μy) =
dp(λ \ μ) = dp((λ, r) \ (μ, t)), as desired.
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Conversely, suppose that (λ, r) \ (μy, t′) is Dyck. Then, by Theorem 4.1, one of λ \ μy and
λ \ (μy)t′ = λ \ μ is Dyck. But, by Proposition 2.1, λ \ μy is not Dyck, since x is a peak of λ, but
neither a peak nor a valley of μy . So λ \μ is Dyck. Also, we are assuming that λ has no peaks strictly
between r and t , so, by Theorem 4.1, (λ, r) \ (μ, t) is Dyck.
Finally, suppose that either (λx, r) \ (μ, t) or (λx, r) \ (μy, t′) is Dyck. Note that (λx, r) \ (μ, t) is
not Dyck, since the peak x + 1 of λx is strictly between r and t , so (λx, r) \ (μy, t′) is Dyck. Then, by
Theorem 4.1, one of λx \ μy and λx \ (μy)t′ = λx \ μ is Dyck. If λx \ μ is Dyck, then, by Theorem 2.2
(applied to λ \ μx and x), we have that λ \ μ is Dyck. On the other hand, if λx \ μy is Dyck, then, by
Theorem 2.2 (now applied to λx \ μ and y), λx \ μ is Dyck. As before, this implies that λ \ μ is Dyck.
Also, we are assuming that λ has no peaks strictly between r and t , so, by Theorem 4.1, (λ, r) \ (μ, t)
is Dyck. 
We conclude this section with some technical results that we will use in the proof of the main
theorem. We ﬁrst introduce some notation.
Given a partition λ ⊆ (nm), we denote by d(λ) the length of the Durfee square of λ (largest square
partition contained in λ). Note that d(λ) = dλ(m) (the “thickness” of λ at m). If λ = (λ1, λ2, . . .) ⊆ (nn)
is self-conjugate, we set
s(λ) =
{
λd(λ) − d(λ), if λ = ∅,
n, if λ = ∅.
Let d = d(λ) and s = s(λ). Given a partition η = (η1, η2, . . . , ηk) ⊆ (ss), we denote
λ η = (λ1, . . . , λd, λd+1 + η1, λd+2 + η2, . . . , λd+k + ηk, λd+k+1, . . .).
Fig. 4 illustrates an example: λ = (9,9,7,3,3,3,3,2,2) ⊆ (99), with d(λ) = 3 and s(λ) = 4, η =
(3,2,2) ⊆ (44) and λ  μ = (9,9,7,6,5,5,3,2,2).
Consider the rectangular partition (nm). If λ ⊆ (min{n,m})min{n,m} , then we set
λ↓(nm) =
⎧⎨⎩
λ, if n =m,
(nm−n, λ), if n <m,
(n −m)m + λ, if n >m,
where the sum is componentwise.
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is Dyck if and only if there exists a self-conjugate partition λ ⊆ (min{n,m}min{n,m}), with s(λ) 2, such that
μ = (λ (a,b))↓(nm), (7)
where (a,b) is such that
(
(a,b), r − n + 2) ∈ { ((2,1),2), ((2,0),1), ((1,1),3), ((1,0),1), ((1,0),3), ((0,0),2)}.
In this case,
dp
(((
nm−1,n − 1),n) \ (μ, r))= n + 1− d(λ) − a − b. (8)
There are 3 · 2min{n,m}−1 such 1-superpartitions (μ, r).
Proof. It is not hard to check, by induction on n  2, that if r ∈ {n − 1,n,n + 1} and μ is of the
form (7) then ((nm−1,n − 1),n) \ (μ, r) is Dyck and (8) holds.
Let (μ, r) be such that ((nm−1,n− 1),n) \ (μ, r) is Dyck. Then, by Theorem 4.1, r ∈ {n− 1,n,n+ 1}
and either (nm−1,n − 1) \ μ or (nm−1,n − 1) \ μr is Dyck.
Suppose ﬁrst that (nm−1,n − 1) \ μ is Dyck. Then, by [3, Theorem 4.1], there exists a self-
conjugate partition λ ⊆ (min{n,m}min{n,m}), with s(λ)  2, such that μ = (λ  (a,b))↓(nm) where
(a,b) ∈ {(2,1), (2,0), (1,1), (1,0)}. Adding a circle in all possible ways yields(
(a,b), r − n + 2) ∈ {((2,1),2), ((2,0),1), ((1,1),3), ((1,0),1), ((1,0),3)},
as desired. Assume now that (nm−1,n − 1) \ μ is not Dyck; then (nm−1,n − 1) \ μr is Dyck and, by
Proposition 4.2, r = n. Hence, by [3, Theorem 4.1], there exists a self-conjugate partition λ ⊆ (nn),
with s(λ)  2, such that μr = (λ  (a,b))↓(nm) where (a,b) ∈ {(2,1), (2,0), (1,1), (1,0)}. Since r is a
peak of μr , we conclude that (a,b) = (1,0), so μ = λ↓(nm) and the result again follows. 
Proposition 4.6. Let (μ, r) be a 1-superpartition contained in (nm−1,n − 2). Then ((nm−1,n − 2),n − 1) \
(μ, r) is Dyck if and only if there exists a self-conjugate partition λ ⊆ (min{n,m}min{n,m}), with s(λ) 3, such
that μ = (λ  (a,b, c))↓(nm), where (a,b, c) is such that(
(a,b, c), r − n + 3) ∈ {((3,3,1),2), ((3,3,0),1), ((3,2,1),2), ((3,2,1),4),(
(3,2,0),1
)
,
(
(3,2,0),4
)
,
(
(3,1,1),3
)
,
(
(3,1,0),3
)
,(
(2,1,1),3
)
,
(
(2,1,0),1
)
,
(
(2,1,0),3
)
,
(
(2,0,0),2
)
,(
(1,1,1),4
)
,
(
(1,1,0),1
)
,
(
(1,1,0),4
)
,
(
(1,0,0),2
)}
.
In this case,
dp
(((
nm−1,n − 2),n − 1) \ (μ, r))= n − 3− d(λ) + dp(((3,3,1),2) \ ((a,b, c), r − n + 3)).
In particular, dp(((nm−1,n − 2),n − 1) \ (μ, r)) = 1 if and only if either d(λ) = n − 4 and ((a,b, c), r −
n + 3) = ((3,3,1),2), or d(λ) = n − 3 and(
(a,b, c), r − n + 3) ∈ {((3,3,0),1), ((3,2,1),2), ((3,2,1),4), ((2,1,1),3)}.
There are 2min{n,m}+1 such 1-superpartitions (μ, r).
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Let (μ, r) be such that ((nm−1,n − 2),n − 1) \ (μ, r) is Dyck. Then r ∈ {n − 2,n − 1,n,n + 1} and
either (nm−1,n−2)\μ or (nm−1,n−2)\μr is Dyck. Suppose ﬁrst that (nm−1,n−2)\μ is Dyck. Then,
by [3, Theorem 4.1], there exists a self-conjugate partition λ ⊆ (min{n,m}min{n,m}), with s(λ) 3, such
that μ = (λ  (a,b, c))↓(nm), where (a,b, c) ∈ {(3,3,1), (3,3,0), (3,2,1), (3,2,0), (2,1,1), (2,1,0),
(1,1,1), (1,1,0)}. Adding a circle in all possible ways, with r − n + 3 ∈ {1,2,3,4}, yields
(
(a,b, c), r − n + 3) ∈ {((3,3,1),2), ((3,3,0),1), ((3,2,1),2), ((3,2,1),4),(
(3,2,0),1
)
,
(
(3,2,0),4
)
,
(
(2,1,1),3
)
,
(
(2,1,0),1
)
,(
(2,1,0),3
)
,
(
(1,1,1),4
)
,
(
(1,1,0),1
)
,
(
(1,1,0),4
)}
,
as desired. If (nm−1,n − 2) \ μ is not Dyck then (nm−1,n − 2) \ μr is Dyck and, by Proposition 4.2,
r ∈ {n−1,n}. Hence, by [3, Theorem 4.1], there exists a self-conjugate partition λ ⊆ (min{n,m}min{n,m}),
with s(λ) 3, such that μr = (λ  (a,b, c))↓(nm) , where
(a,b, c) ∈
{ {(3,2,1), (3,2,0)}, if r = n,
{(2,1,0), (1,1,0)}, if r = n − 1.
In this case, μ = (λ  (a,b, c))↓(nm) , where ((a,b, c), r−n+3) ∈ {((3,1,1),3), ((3,1,0), 3), ((2,0,0),2),
((1,0,0),2)}, and the result again follows.
Furthermore, since s(λ)  3, we have that d(λ)  n − 3. Therefore, dp(((nm−1,n − 2),n − 1) \
(μ, r)) = 1 if and only if either d(λ) = n − 3 and dp(((3,3,1),2) \ ((a,b, c), r − n + 3)) = 1, or
d(λ) = n − 4 and dp(((3,3,1),2) \ ((a,b, c), r − n + 3)) = 0. Then, the result follows from the ﬁrst
part. 
Proposition 4.7. Let (μ, r) be a 1-superpartition contained in (nm−1,n − 1,n − 2). Then ((nm−2,n − 1,
n − 2),n − 1) \ (μ, r) is Dyck if and only if there exists a self-conjugate partition λ ⊆ (min{n,m}min{n,m}),
with s(λ) 3, such that μ = (λ  (a,b, c))↓(nm), where (a,b, c) is such that
(
(a,b, c), r − n + 3) ∈ {((3,2,1),2), ((3,2,0),1), ((3,1,1),3), ((3,1,0),1),(
(3,1,0),3
)
,
(
(3,0,0),2
)
,
(
(2,2,1),2
)
,
(
(2,2,0),1
)
,(
(2,1,1),3
)
,
(
(2,1,0),1
)
,
(
(2,1,0),3
)
,
(
(1,0,0),2
)}
.
In this case,
dp
(((
nm−2,n − 1,n − 2),n − 1) \ (μ, r))
= n − 3− d(λ) + dp(((3,2,1),2) \ ((a,b, c), r − n + 3)).
There are 3 · 2min{n,m}−1 such 1-superpartitions (μ, r).
Proof. The proof follows the same line as that of Proposition 4.6, except that (a,b, c) ∈ {(3,2,1),
(3,2,0), (3,1,1), (3,1,0), (2,2,1), (2,2,0), (2,1,1), (2,1,0)} and r = n − 1 if (nm−2,n − 1,n − 2) \ μ
is not Dyck. We omit the details. 
Proposition 4.8. Let (λ, r) be a 1-superpartition contained in (nm). Then (λ, r) \ (∅,m) is Dyck if and only if
(λ, r) satisﬁes one of the following three conditions:
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(ii) (λ, r) = ((kk−1,k − 1),m) for some kmin{n,m};
(iii) (λ, r) ∈ {((2),m − 1), ((1,1),m + 1)}.
Proof. It is easy to see that, if (λ, r) satisﬁes one of the conditions (i), (ii) and (iii), then (λ, r) \ (∅,m)
is Dyck.
Conversely, suppose that (λ, r) \ (∅,m) is Dyck. Then either λ or λ \ (1) is Dyck. If λ is Dyck then,
by [2, Theorem 5.1 and Corollary 5.2], λ is a square, thus (i) holds. Now assume that λ \ (1) is Dyck.
We proceed by induction on d(λ). If d(λ)  3 then it is easy to check that one of conditions (i), (ii)
and (iii) holds. So assume d(λ)  4. Since λ \ (1) is Dyck and d(λ)  4, the outer border strip θ of
λ \ (1) is Dyck and λ \ θ ⊇ (1). Hence, by induction, either λ \ θ = (kk), thus λ = ((k + 1)k+1), or
λ \ θ = (kk−1,k − 1), thus λ = ((k + 1)k,k). In the second case m − 1 and m + 1 are both peaks of λ,
so necessarily r =m. 
5. Parabolic Kazhdan–Lusztig polynomials
In this section, using the results in the two previous ones, we prove our main result (The-
orem 5.1) and derive some consequences of it, including the formula for the maximal quotients
found in [2] and new identities for the ordinary Kazhdan–Lusztig polynomials and for their leading
terms.
Theorem 5.1. Let u, v ∈ S[n−1]\{i−1,i}n , with u  v. Then
P [n−1]\{i−1,i},qu,v (q) =
{
q(|Λ(v)\Λ(u)|−dp(Λ•(v)\Λ•(u)))/2, if Λ•(v) \ Λ•(u) is Dyck,
0, otherwise.
Proof. We proceed by induction on (v) 0, the result being clear if v = e.
Let (v) 1, and r = r(v) (recall that r(v) = v−1(i) is the circle of Λ•(v)).
Suppose ﬁrst that D(v) {sr−1, sr}. Let s = s j ∈ D(v)\{sr−1, sr}. Then |pv( j)− r| > 1 and r(vs) = r.
By Proposition 3.4, this implies Λ(vs) = Λ(v)pv ( j) and that Λ(vs) has a valley at pvs( j).
Let w ∈ S[n−1]\{i−1,i}n be such that μ(w, vs) = 0 and ws < w . By Proposition 3.4 and by our induc-
tion hypothesis, we have that Λ•(vs) \ Λ•(w) is Dyck and dp(Λ•(vs) \ Λ•(w)) = 1. By Theorem 4.1,
this implies that there are no peaks of Λ(vs) strictly between r(vs) and r(w) and either Λ(vs)\Λ(w)
is Dyck and dp(Λ(vs) \ Λ(w)) = 1 or Λ(vs) \ Λ(w)r(w) is Dyck and dp(Λ(vs) \ Λ(w)r(w)) = 0. In the
ﬁrst case Λ(vs) \ Λ(w) is a Dyck cbs. In the second one, we conclude that Λ(vs) \ Λ(w)r(w) = ∅
and therefore Λ(w) ⊆ Λ(vs) ⊆ Λ(w)r(w) . Hence, since (w) < (vs), Λ(vs) = Λ(w)r(w) and so
Λ(vs) \ Λ(w) is a Dyck cbs. Thus, in all cases, we conclude that Λ(vs) \ Λ(w) is a Dyck cbs. Since
Λ(vs) has a valley at pvs( j) and Λ(w) has a peak at pw( j), this implies that pvs( j) = pw( j). Say
pvs( j) = pw( j) − 1. Then r(w) pw( j) − 1 = pvs( j) < r(vs), so, since pvs( j) and r(vs) are both val-
leys of Λ(vs), Λ(vs) has a peak strictly between r(w) and r(vs). This yields a contradiction. Similarly
if pvs( j) = pw( j) + 1.
This shows that there are no w ∈ S[n−1]\{i−1,i}n such that μ(w, vs) = 0 and ws < w . Therefore, by
Proposition 2.3 we conclude that
Pu,v(q) =
⎧⎨⎩
Pus,vs(q) + qPu,vs(q), if us < u,
qPus,vs(q) + Pu,vs(q), if u < us ∈ S[n−1]\{i−1,i}n ,
0, if u < us /∈ S[n−1]\{i−1,i}n .
(9)
(For simplicity, in this proof we omit to write the superscripts “[n − 1] \ {i − 1, i}” and “q” on the
polynomials.)
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pu( j) =
{ pv( j), if pv( j) < r(v), r(u) or pv( j) > r(v), r(u),
pv( j) + 1, if r(u) pv( j) < r(v),
pv( j) − 1, if r(v) < pv( j) r(u).
(10)
We have now three cases to consider.
(i) u < us /∈ S[n−1]\{i−1,i}n .
By Proposition 3.4, pu( j) is neither a peak of Λ(u) nor a valley of Λ(u)r(u) . Hence, by (10),
r(u) = pv( j). If r(v) < pv ( j) < r(u) or r(u) < pv ( j) < r(v) then Λ(v) has a peak strictly between
r(v) and r(u) so Λ•(v) \ Λ•(u) is not Dyck and the result follows from (9). If r(v), r(u) < pv ( j) or
pv ( j) < r(v), r(u) then, by (10), pv( j) is neither a peak of Λ(u) nor a valley of Λ(u)r(u) . So, by
Proposition 4.3, Λ•(v) \ Λ•(u) is not Dyck and the result again follows from (9).
(ii) us < u.
By Proposition 3.4, Λ(u) has a peak at pu( j) and the result follows from Theorem 4.4 (applied
to Λ•(v) \ Λ•(u) and pv( j)), (9) and our induction hypothesis since, by Proposition 3.4, Λ•(vs) =
(Λ(v)pv ( j), r(v)) and Λ•(us) = (Λ(u)pu( j), r(u)′), where
r(u)′ =
{
r(u), if |pu( j) − r(u)| > 1,
pu( j), otherwise.
(iii) u < us ∈ S[n−1]\{i−1,i}n .
By Proposition 3.4, pu( j) is a valley of Λ(u)r(u) .
Assume ﬁrst that |pu( j) − r(u)| > 1. Then, by Proposition 3.4, Λ•(us) = (Λ(u)pu( j), r(u)) and
the result follows immediately from (9), our induction hypothesis, and Theorem 4.4 (applied to
Λ•(v) \ Λ•(us)). (Note that Λ(u)pu( j) ⊆ Λ(v) since us v .)
Assume now that |pu( j) − r(u)| = 1, and so Λ•(us) = (Λ(u)r(u), pu( j)). Suppose that pv ( j) <
r(v), pu( j). Then, by (10), pu( j) = pv( j) + 1 and r(u)  pv ( j). Hence r(u) < pu( j), so r(u) =
pu( j) − 1 = pv( j). Similarly, we conclude that r(u) = pv( j) if r(v), pu( j) < pv( j), while r(u) =
pv ( j)−1 (resp. pv( j)+1) if r(v) < pv ( j) pu( j) (resp. pu( j) pv ( j) < r(v)). The result then follows
from (9), our induction hypothesis and Theorem 4.4 applied to Λ•(v) \ Λ•(us).
Suppose now that D(v) ⊆ {sr−1, sr}. So v is the permutation
12 . . . (r − k)(i + 1) . . . (i + k − 1)i(r − k + 1) . . . (i − 1)(i + k) . . .n,
where k = 1+max{v(r − 1) − i,0}. If we set h = i + k − r, then Λ(v) = (kh−1,k − 1).
Assume ﬁrst that D(v) = {sr−1, sr}. Let s = sr−1 and t = sr . Then pv (r − 1) = r − 1 and
r(vs) = r − 1. Let w ∈ S[n−1]\{i−1,i}n be such that μ(w, vs) = 0 and ws < w . Then, by our in-
duction hypothesis, Λ•(vs) \ Λ•(w) is Dyck and dp(Λ•(vs) \ Λ•(w)) = 1. By Proposition 4.6, this
implies that there exists a self-conjugate partition λ ⊆ (min{k,h}min{k,h}), with s(λ)  3, such that
Λ(w) = (λ  (a,b, c))↓(kh), where either d(λ) = k − 4 and ((a,b, c), r(w) − r + 3) = ((3,3,1),2), or
d(λ) = k − 3 and ((a,b, c), r(w) − r + 3) ∈ {((3,3,0),1), ((3,2,1),2), ((3,2,1),4), ((2,1,1),3)}. But
since ws < w , by Proposition 3.4, we have that pw(r − 1) is a peak of Λ(w), so d(λ) = k − 3 and
((a,b, c), r(w) − r + 3) = ((3,2,1),2).
This shows that the only w ∈ S[n−1]\{i−1,i}n such that μ(w, vs) = 0 and ws < w is w = vst . Hence,
from Proposition 2.3 and Remark 2.4, we have that
Pu,v(q) =
⎧⎨⎩
Pus,vs(q) + qPu,vs(q) − qPu,vst(q), if us < u,
qPus,vs(q) + Pu,vs(q) − qPu,vst(q), if u < us ∈ S[n−1]\{i−1,i}n ,
0, if u < us /∈ S[n−1]\{i−1,i}.
(11)n
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(a) Λ•(v) \ Λ•(u) is Dyck.
By Proposition 4.5, there exists a self-conjugate partition λ ⊆ (min{k,h}min{k,h}), with s(λ) 3, such
that Λ(u) = (λ  (a,b, c))↓(kh) , where(
(a,b, c), r(u) − r + 3) ∈ {((3,3,2),3), ((3,3,1),2), ((3,2,2),4), ((3,2,1),2),(
(3,2,1),4
)
,
(
(3,1,1),3
)
,
(
(2,1,0),3
)
,
(
(2,0,0),2
)
,(
(1,1,0),4
)
,
(
(1,0,0),2
)
,
(
(1,0,0),4
)
,
(
(0,0,0),3
)}
.
Since these cases are all analogous, we treat only three of them.
Suppose that ((a,b, c), r(u) − r + 3) = ((1,0,0),2). Then pu(r − 1) = r so, by Proposition 3.4,
us < u and Λ•(us) = (λ↓(kh), r). Hence, by Propositions 4.5, 4.6 and 4.7, dp(Λ•(v) \Λ•(u)) = k−d(λ),
Λ•(vs) \Λ•(u) is Dyck, Λ•(vs) \Λ•(us) and Λ•(vst) \Λ•(u) are not Dyck, and dp(Λ•(vs) \Λ•(u)) =
k + 1− d(λ). Hence, by (11) and our induction hypothesis,
Pu,v = Pus,vs + qPu,vs − qPu,vst = qPu,vs
= q · q(((u,v)−1)−(k+1−d(λ)))/2 = q((u,v)−(k−d(λ)))/2
and the result follows.
Suppose now that ((a,b, c), r(u) − r + 3) = ((2,1,0),3). Then pu(r − 1) = r − 1 so, by Propo-
sition 3.4, us < u and Λ•(us) = ((λ  (2,0,0))↓(kh), r − 1). Hence, by Propositions 4.6 and 4.7,
Λ•(vs)\Λ•(us), Λ•(vs)\Λ•(u) and Λ•(vst)\Λ•(u) are all Dyck, and dp(Λ•(vs)\Λ•(us)) = k−d(λ),
dp(Λ•(vs)\Λ•(u)) = k−1−d(λ), dp(Λ•(vst)\Λ•(u)) = k−d(λ). Therefore, by (11) and our induction
hypothesis, we have
Pu,v = Pus,vs + qPu,vs − qPu,vst
= q((u,v)−(k−d(λ)))/2 + q · q(((u,v)−1)−(k−1−d(λ)))/2 − q · q(((u,v)−2)−(k−d(λ)))/2
= q((u,v)−(k−2+d(λ)))/2,
and the result follows since dp(Λ•(v) \ Λ•(u)) = k − 2− d(λ).
Suppose now that ((a,b, c), r(u) − r + 3) = ((3,3,1),2). Then, pu(r − 1) = r so, by Propo-
sition 3.4, u < us ∈ S[n−1]\{i−1,i}n and Λ•(us) = ((λ  (3,3,2))↓(kh), r). Hence, by Propositions 4.5,
4.6, and 4.7, Λ•(vs) \ Λ•(u) is Dyck, whereas Λ•(vs) \ Λ•(us) and Λ•(vst) \ Λ•(u) are not, and
dp(Λ•(vs) \ Λ•(u)) = k − 3− d(λ). Therefore, by (11) and our induction hypothesis,
Pu,v = qPus,vs + Pu,vs − qPu,vst = Pu,vs
= q(((u,v)−1)−(k−3−d(λ)))/2 = q(((u,v))−(k−2−d(λ)))/2,
and the result follows since dp(Λ•(v) \ Λ•(u)) = k − 2− d(λ).
(b) Λ•(v) \ Λ•(u) is not Dyck.
If Λ•(vs) \ Λ•(us), Λ•(vs) \ Λ•(u) and Λ•(vst) \ Λ•(u) are not Dyck, then the result follows im-
mediately from (11) and our induction hypothesis.
If Λ•(vs) \ Λ•(u) is Dyck, then, by Propositions 4.5 and 4.6, there exists a self-conjugate partition
λ ⊆ (min{k,h}min{k,h}), with s(λ) 3, such that Λ(u) = (λ  (a,b, c))↓(kh) , where(
(a,b, c), r(u) − r + 3) ∈ {((3,3,0),1), ((3,2,0),1), ((3,2,0),4), ((3,1,0),3),(
(2,1,1),3
)
,
(
(2,1,0),1
)
,
(
(1,1,1),4
)
,
(
(1,1,0),1
)}
.
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sition 3.4, us /∈ S[n−1]\{i−1,i}n and the result follows by (11) and our induction hypothesis. If (a,b, c) =
(2,1,1) then, by Proposition 3.4, u < us ∈ S[n−1]\{i−1,i}n and, by Proposition 4.7, Λ•(vst) \ Λ•(u) is
Dyck and dp(Λ•(vst)\Λ•(u)) = dp(Λ•(vs)\Λ•(u))−1. Also, Λ(us) = (λ  (2,2,1))↓(kh) , so, by Propo-
sition 4.6, Λ•(vs) \ Λ•(us) is not Dyck. Therefore, by (11) and our induction hypothesis, we have
that
Pu,v = 0+ q((u,vs)−dp(Λ•(vs)\Λ•(u)))/2 − q · q((u,vst)−dp(Λ•(vst)\Λ•(u)))/2 = 0.
If ((a,b, c), r(u) − r + 3) = ((3,2,0),1) then, by Proposition 3.4, u > us and, by Proposition 4.7,
Λ•(vst) \ Λ•(u) is Dyck and dp(Λ•(vst) \ Λ•(u)) = dp(Λ•(vs) \ Λ•(u)) − 1. Also Λ(us) =
(λ  (3,1,0))↓(kh) , so, by Proposition 4.6, Λ•(vs) \ Λ•(us) is not Dyck. Therefore, by (11) and our
induction hypothesis, we have
Pu,v = 0+ q · q((u,vs)−dp(Λ•(vs)\Λ•(u)))/2 − q((u,vst)−dp(Λ•(vst)\Λ•(u)))/2 = 0.
If Λ•(vs) \ Λ•(u) is not Dyck and Λ•(vst) \ Λ•(u) is Dyck, then, by Propositions 4.6 and 4.7,
there exists a self-conjugate partition λ ⊆ (min{k,h}min{k,h}), with s(λ)  3, such that Λ(u) =
(λ  (a,b, c))↓(kh) , where(
(a,b, c), r(u) − r + 3) ∈ {((3,1,0),1), ((3,0,0),2), ((2,2,1),2), ((2,2,0),1)}.
We treat only one of these cases. For instance, if (a,b, c) = (2,2,1) then, by Proposition 3.4, us < u
and Λ(us) = (λ  (2,1,1))↓(kh), so, by Proposition 4.6, Λ•(vs) \Λ•(us) is Dyck, dp(Λ•(vs) \Λ•(us)) =
dp(Λ•(vst) \ Λ•(u)), and we conclude as above, by (11) and our induction hypothesis.
Finally suppose that Λ•(vs) \ Λ•(u) and Λ•(vst) \ Λ•(u) are not Dyck. We claim that Λ•(vs) \
Λ•(us) is not Dyck. To prove that, assume by contradiction that Λ•(vs) \ Λ•(us) is Dyck. Then, since
u,us ∈ S[n−1]\{i−1,i}n , we have from Proposition 3.4 that pus(r−1) is either a peak of Λ(us) or a valley
of Λ(us)r(us) . Hence, by Proposition 4.6, there exists a self-conjugate partition λ ⊆ (min{k,h}min{k,h}),
with s(λ) 3, such that Λ(us) = (λ  (a,b, c))↓(hk) , where(
(a,b, c), r(us) − r + 3) ∈ {((3,3,1),2), ((3,2,1),2), ((3,2,1),4), ((3,2,0),1),(
(3,1,1),3
)
,
(
(3,1,0),3
)
,
(
(2,1,1),3
)
,
(
(2,1,0),1
)
,(
(2,1,0),3
)
,
(
(2,0,0),2
)
,
(
(1,1,0),4
)
,
(
(1,0,0),2
)}
(4 of the 16 conﬁgurations listed in Proposition 4.6 do not occur here, because in those cases
pus(r − 1) would be neither a peak of Λ(us) nor a valley of Λ(us)r(us)). Therefore, by Proposition 3.4,
Λ(u) = (λ  (a,b, c))↓(kh) , where(
(a,b, c), r(u) − r + 3) ∈ {((3,3,2),3), ((3,1,1),3), ((3,2,2),4), ((3,1,0),1),(
(3,2,1),2
)
,
(
(3,0,0),2
)
,
(
(2,2,1),2
)
,
(
(2,2,0),1
)
,(
(2,0,0),2
)
,
(
(2,1,0),3
)
,
(
(1,0,0),4
)
,
(
(0,0,0),3
)}
.
By Propositions 4.5 and 4.7, this implies that at least one of Λ•(v) \ Λ•(u) and Λ•(vst) \ Λ•(u) is
Dyck, contradicting our hypotheses.
Suppose now that D(v) = {sr−1}. Then Λ•(v) = ((r − i), r) and Λ•(u) = ((r(u) − i), r(u)), with
r(u)  r. If r(u) = r, then u = v and we are done. If r(u) = r − 1, then usr−1 = v ∈ S[n−1]\{i−1,i}n ,
Λ•(v) \ Λ•(u) is Dyck, dp(Λ•(v) \ Λ•(u)) = 1 and Pu,v(q) = 1. If r(u) < r − 1, then Λ•(v) \ Λ•(u) is
not Dyck and Pu,v(q) = 0 since usr−1 /∈ S[n−1]\{i−1,i}n .
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r(u) r. We are in the mirror conﬁguration of the preceding case and we may conclude in the same
way. 
We illustrate the preceding theorem with an example. Let n = 9, i = 5, u = 125637849 and
v = 651728934. Then Λ•(u) = ((4,2),3) and Λ•(v) = ((5,5,3,2,1),2) so Λ•(v) \ Λ•(u) is not
Dyck and P [8]\{4,5}u,v (q) = 0. On the other hand, if n = 7, i = 4, u = 1245367 and v = 5647123 then
Λ•(u) = ((2),3) and Λ•(v) = ((4,4,4,2),3) so Λ•(v) \ Λ•(u) is Dyck and dp(Λ•(v) \ Λ•(u)) = 4 so,
by Theorem 5.1, P [6]\{3,4}u,v (q) = q 12 (12−4) = q4.
For simplicity, we denote by w0(n, i) the longest element of S
[n−1]\{i−1,i}
n . Note that, from (2), we
have that
P [n−1]\{i−1,i},−1u,v (q) = Pw0(n,i)u,w0(n,i)v(q)
for all u, v ∈ S[n−1]\{i−1,i}n . On the other hand, the polynomials Pw0(n,i)u,w0(n,i)v (q) have been com-
puted (for u, v ∈ S[n−1]\{i−1,i}n ) in [16] (see also [1, Chap. 5, Ex. 39]). Thus Theorem 5.1 completes the
computation of the parabolic Kazhdan–Lusztig polynomials of the tight quotients of the symmetric
groups.
In view of the geometric interpretation given in [14] of P J ,qu,v(q) (u, v ∈ W J , W a Weyl group), it
would be interesting to have a geometric proof of Theorem 5.1.
We note the following simple consequence of Theorem 5.1 which seems to be diﬃcult to prove
directly.
Corollary 5.2. Let u, v ∈ S[n−1]\{i−1,i}n , u < v, and (k,k + 1) ∈ D(v) be such that either v−1(i) < k + 1 <
u−1(i) or u−1(i) < k < v−1(i). Then
P [n−1]\{i−1,i},qu,v (q) = 0.
Proof. Since (k,k + 1) is a descent of v , it follows from Proposition 3.4 that Λ(v) has a peak at
k + 1 (resp., k) if v−1(i) < k + 1 < u−1(i) (resp., u−1(i) < k < v−1(i)). Hence Λ(v) has a peak strictly
between the circles of Λ•(v) and Λ•(u) so the result follows from Theorems 4.1 and 5.1. 
For certain intervals, Theorem 5.1 becomes even more explicit. For simplicity, we call a 1-super-
partition (λ, r) satisfying condition (ii) in Proposition 4.8 a dented square.
Corollary 5.3. Let v ∈ S[n−1]\{i−1,i}n , with (v) 3. Then
P [n−1]\{i−1,i},qe,v (q) =
⎧⎨⎩q
(|Λ(v)|−d(Λ(v)))/2, if Λ(v) is a square,
q(|Λ(v)|−d(Λ(v)))/2−1, if Λ•(v) is a dented square,
0, otherwise.
Proof. This follows immediately from Theorem 5.1, Proposition 4.8 and the deﬁnition of depth for
Dyck 1-superpartitions. 
Given a 1-superpartition (μ, r) contained in (nm−1,n− 1), we say that ((nm−1,n− 1),n) \ (μ, r) is
almost self-conjugate (in short, asc) if it satisﬁes the conditions of Proposition 4.5.
Corollary 5.4. Let u ∈ S[n−1]\{i−1,i}n . Then
P [n−1]\{i−1,i},qu,w0(n,i) (q) =
{
q((m+1)(m−2)−|λ|+d(λ))/2, if Λ•(w0(n, i)) \ Λ•(u) is asc,
0, otherwise,
where m = min(n − i + 1, i) and λ has the same meaning as in (7).
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We now show that the main result of [2] follows from Theorem 5.1. Note that, if u ∈ S[n−1]\{i}n , then
the partition Λ(u) deﬁned in [2] (see (2)) coincides with the partition Λ(u) deﬁned in Section 3.
Corollary 5.5. Let u, v ∈ S[n−1]\{i}n , with u  v. Then
P [n−1]\{i},qu,v =
{
q((u,v)−dp(Λ(v)\Λ(u)))/2, if Λ(v) \ Λ(u) is Dyck,
0, otherwise.
Proof. Since ((Sn)[n−1]\{i})[n−1]\{i−1,i} = {ω j: 0 j  i − 1}, where ω j is the cycle (i, i − 1, . . . , i − j),
for j = 0, . . . , i − 1, by Proposition 2.5, we have that
P [n−1]\{i},qu,v (q) =
i−1∑
j=0
(−1) j P [n−1]\{i−1,i},qω ju,v (q).
Let Λ(u) = μ = (μ1, . . . ,μi) and Λ(v) = λ = (λ1, . . . , λi). Note that, since u, v ∈ S[n−1]\{i}n , r(v) =
λ1 + i (the rightmost valley of λ) and, for 0  j  i − 1, we have Λ(ω ju) = (μ1 + 1, . . . ,μ j + 1,
μ j+1, . . . ,μi) and r(ω ju) = μ j+1 + i − j (that is, the circle of Λ•(ω ju) is in the valley between
parts j and j + 1 of Λ(ω ju)).
Let x be the rightmost peak of λ. By Theorem 4.1, if r(ω ju) < x then Λ•(v) \ Λ•(ω ju) is not Dyck,
and so P [n−1]\{i−1,i},qω j u,v = 0. Since r(ω0u) > r(ω1u) > · · · > r(ωi−1u), if we set j0 = max{ j: r(ω ju) x},
we have that
P [n−1]\{i},qu,v (q) =
j0∑
j=0
(−1) j P [n−1]\{i−1,i},qω ju,v (q).
Now note that, if r(ω ju) > x, then, by Proposition 4.2, Λ(v) \Λ(ω ju) and Λ(v) \Λ(ω ju)r(ω j u) cannot
both be Dyck. But Λ(v) \ Λ(ω ju)r(ω j u) = Λ(v) \ Λ(ω j+1u), hence, if Λ(v) \ Λ(ω ju) is Dyck, then
Λ(v) \ Λ(ω j+1u) is not Dyck. Therefore, if we set
J D =
{
j ∈ [0, j0]: Λ(v) \ Λ(ω ju) is Dyck
}
,
J•D =
{
j ∈ [0, j0]: Λ•(v) \ Λ•(ω ju) is Dyck
}
,
then J D and J D \ {0} − 1 = { j − 1: j ∈ J D \ {0}} are disjoint and J•D = J D ∪ ( J D \ {0} − 1). Hence, if
j ∈ J D \ {0}, then j, j − 1 ∈ J•D and |Λ(v) \ Λ(ω ju)| = |Λ(v) \ Λ(ω j−1u)| − 1, dp(Λ(v) \ Λ(ω ju)) =
dp(Λ(v) \ Λ(ω j−1u)) − 1, so
P [n−1]\{i,i−1},qω ju,v (q) = P [n−1]\{i,i−1},qω j−1u,v (q).
We therefore conclude that
P [n−1]\{i},qu,v (q) =
∑
j∈ J•D
(−1) j P [n−1]\{i−1,i},qω ju,v (q)
=
∑
j∈ J D
(−1) j P [n−1]\{i−1,i},qω ju,v (q) +
∑
j∈ J D\{0}−1
(−1) j P [n−1]\{i−1,i},qω ju,v (q)
=
{
P [n−1]\{i,i−1},qu,v (q), if 0 ∈ J D ,
0, if 0 /∈ J D .
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or a valley of Λ(u). Since r(u) and r(v) are the rightmost valleys of Λ(u) and Λ(v), this implies
that x  r(u) and hence that there are no peaks of Λ(v) strictly between r(u) and r(v). Therefore
Λ•(v) \ Λ•(u) is Dyck and dp(Λ•(v) \ Λ•(u)) = dp(Λ(v) \ Λ(u)) so the result follows from Theo-
rem 5.1. 
We conclude by deriving two consequences of our main result for the ordinary Kazhdan–Lusztig
polynomials.
The next result follows immediately from (1) and Theorem 5.1 but we feel that it should be stated
explicitly.
Corollary 5.6. Let u, v ∈ S[n−1]\{i−1,i}n , u  v. Then
∑
w∈(Sn)[n−1]\{i−1,i}
(−1)(w)Pwu,v =
{
q(|Λ(v)\Λ(u)|−dp(Λ•(v)\Λ•(u)))/2, if Λ•(v) \ Λ•(u) is Dyck,
0, otherwise.
It is of interest to know which Kazhdan–Lusztig polynomials attain the maximum possible degree
and, in that case, if the leading coeﬃcient equals 1 (see, e.g., [1, Chap. 6], [13,20,21,23]). Theorem 5.1
enables us to answer this question explicitly for permutations u, v ∈ Sn such that D(u) ∪ D(v) ⊆
{i − 1, i} for some 2 i  n − 1.
Corollary 5.7. Let u, v ∈ Sn, u < v be such that D(u), D(v) ⊆ {i − 1, i} for some 2  i  n − 1. Then the
following are equivalent:
(1) the coeﬃcient of q((u,v)−1)/2 in Pu,v is non-zero;
(2) Λ(v−1) \ Λ(u−1) is a Dyck cbs and Λ(v−1) has no peaks strictly between u(i) and v(i);
(3) the coeﬃcient of q((u,v)−1)/2 in Pu,v is 1.
Proof. It is well known (see, e.g., [1, Chap. 5, Ex. 12]) that Pu,v = Pu−1,v−1 . Since D(u), D(v) ⊆
{i − 1, i}, u−1, v−1 ∈ S[n−1]\{i−1,i}n so it follows from (1), Proposition 3.1 of [7], and Proposition 2.4.4
of [1] that the coeﬃcient of q((u,v)−1)/2 in Pu−1,v−1 equals the coeﬃcient of q((u,v)−1)/2 in
P [n−1]\{i−1,i},q
u−1,v−1 (see also [22]). The result then follows from Theorems 5.1, 4.1 and the deﬁnitions of
Dyck and depth of a Dyck skew partition. 
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