In this paper we give the definition of 1/2-harmonic maps u : D → N , where D is an open set of IR and N is a k dimensional submanifold N of IR m as critical points of the functional Ω |∆ 1/4 u| 2 dx . We write the Euler-Lagrange equation satisfied in a weak sense by the 1/2-harmonic maps, which is a nonlocal partial differential equation involving the 1/2-Laplacian operator . We prove the local Hölder continuity of solutions in H 1/2 (IR, N ) to a class of nonlocal equations involving the 1/2-Laplacian operator and that includes the case of 1/2-harmonic maps. The key point in our result is the reduction to a linear Schrödinger type equation with a commutator estimate of the right hand side of the equation.
Introduction
Since the early 50's the analysis of critical points to conformal invariant Lagrangians has raised a special interest, due to the important role they play in physics and geometry.
For a complete overview on this topic we refer the reader to the introduction of [13] . Here we recall some classical examples of conformal invariant variational problems.
The first example of a 2-dimensional conformal invariant Lagrangian is Critical points of this functional are the harmonic functions satisfying ∆u = 0, in IR 2 .
We can extend L to maps taking values in IR m as follows
where u i are the components of u . The Lagrangian (4) is still conformal invariant and each component of its critical points satisfies the equation (3) . We can define the Lagrangian (4) also in the set of maps taking values in a compact submanifold N ⊆ IR m without boundary. In this case critical points u ∈ W 1,2 (D, N ) of L satisfy in a weak sense the equation
where T ξ N is the tangent plane a N at the point ξ ∈ N , or in a equivalent way − ∆u = A(u)(∇u, ∇u) := A(u)(∂ x u, ∂ x u) + A(u)(∂ y u, ∂ y u),
where A(ξ) is the second fundamental form at the point ξ ∈ N (see for instance [7] ). The equation (5) is called the harmonic map equation into N . In the case when N is an oriented hypersurface of IR m the harmonic map equation reads as − ∆u = n ∇n, ∇u ,
where n denotes the composition of u with the unit normal vector field ν to N . All the above examples belongs to the class of conformal invariant coercive Lagrangians whose corresponding Euler-lagrangian equation is of the form
where f :
One of the main issues related to equation (7) is the regularity of solutions u ∈ W 1,2 (D, N ). We observe that equation (7) is critical in dimension n = 2 for the W 1,2 -norm. Indeed if we plug in the nonlinearity f (u, ∇u) the information that u ∈ W 1,2 (D, N ), we get that ∆u ∈ L 1 (D) and thus ∇u ∈ L 2,∞ loc (D) the weak L 2 space (see [18] ), which has the same homogeneity of L 2 . Hence we are back in some sense to the initial situation. This shows that the equation is critical.
In general W 1,2 solutions to equations (7) are not smooth in dimension greater that 1 (see counter-example in [12] ). I refer again the reader to [13] for a more complete overview of the results in literature concerning the regularity and compactness results for equations (7) .
Here we are going to recall the approach introduced by F. Helein [7] to prove the regularity of harmonic maps from a domain D of IR 2 into the unit sphere of IR m . In this case the Euler-Lagrange equation is
It was observed by Shatah [17] that u ∈ W 1,2 (D, N ) is a solution of (8) if and only if the following conservation law holds div(u i ∇u j − u j ∇u i ) = 0,
for all i, j ∈ {1, . . . , m} . Using (9) and the fact that m j=1 u j ∇u j = 0, Helein wrote the equation (8) in the form
where
) . The r.h.s of (10) can be written as a sum of jacobians:
This particular structure permits to apply to the equation (8) 
Moreover there exists a constant C > 0 such that
In particular ϕ is a continuous in D .
We recall that the Lorentz space L 2,1 (D) is the space of measurable functions such that
Once it is known that the solution of (8) is continuous, it can be deduced that it is Hölder continuous (see for instance Hildebrabt-Widman [8] ) and thus by using bootstrap arguments it is C ∞ . The key point in Helein's approach is the conservation law (9) . We observe that the harmonic map equation into general target can be written in the form
since the terms j n j ∂ x u j and j n j ∂ y u j are both zero. In this case there is no reason for Ω ij = ∇n i ∇n j − n j ∇n i to be divergence free. Recently Riviere [12] discovered that what is relevant in (12) is not the divergence free structure of Ω ij (which is true in the case of the sphere) but the anti-symmetry of this quantity. The anti-symmetry of Ω ij is much more robust and is the key point to get the regularity of solutions to (6) and to more general conformal invariant equations. More precisely he proved the following result:
taking values into antisymmetric matrices. Assume that u satisfies the following elliptic system
which means using coordinates
loc for some α > 0 . Theorem 1.2 is based on the discovery of a conservation law generalizing (9) . Indeed he showed that the system (13) is equivalent to
and Gl m (IR) respectively the space real m × m matrices and the group of real invertible m × m matrices) satisfying
The main advantage of Theorem 1.2 is the reduction of a nonlinear variational problem to the resolution of a linear system. Partial regularity of harmonic maps in higher dimensions into general target and under the further assumption that the solution belongs to the Morrey space M 1,2 2 , has been obtained in [15] . In [10] the authors found a conservation law also for fourth order systems including both intrinsic and extrinsic biharminic maps in dimension n = 4 , into general targets, which permits them to obtain the continuity of weak solutions to these systems.
In the present work we are interested in 1 dimensional quadratic Lagrangians which are invariant by the trace of conformal maps that keep invariant the half space IR 2 + . A typical example is the following Lagrangian
where u : IR → N , N is a smooth k-dimensional submanifold of IR m which is compact and without boundary. We suppose that
N , a.e, } . The operator ∆ 1/4 u is defined by means of the the Fourier tranform by ∆ 1/4 u = |ξ| 1/2û , (given a function f,f denotes the Fourier tranform of f ). We observe that the L(u) in (14) coincides with the semi-norm ||u|| 1/2 (for the definition of || · ||Ḣ1/2 we refer to Section 2 . Moreover one can check that
The critical points u ∈ H 1/2 (IR, N ) of (14) are called weak 1/2-harmonic maps . We show that weak 1/2-harmonic maps satisfy in a distributional sense the following Euler-Lagrange equation
where n is the composition ν • u , ν is the Gauss map from N k to Gr m−k (IR m ), the Grassmanian of oriented m − k-planes of IR m and P is the Fourier multiplier of symbol
The symbols ∧ and • denote respectively the wedge product and the contraction in the exterior algebra of multivectors in IR m , (we give a more precise definition in Section 5) .
If N is an oriented hypersurface then the equation (15) reads as
We recall that a pseudo-differential operator P can be formally defined as
where σ, the symbol of P , is a complex-valued function defined on IR n × IR n . If σ(x, ξ) = m(ξ) is independent of x, then P is the Fourier multiplier associated with m . Given k ∈ Z Z we say that σ is of order k if for every multi-indexes β, α ∈ IN n . The regularity of weak 1/2-harmonic maps follows from the following more general result. Theorem 1.3 Let P be a Fourier multiplier of order zero of symbol m(ξ) satisfying
Then u ∈ C 0,α loc (IR, IR m ) for some α ∈ (0, 1) . Theorem 1.3 is based on the following commutator estimate of the r.h.s of equation (17).
We observe that in the case of equation (15) the vector field F is given by (16) then the vector field F is simply given by F ij = n i n j .
By using a suitable bootstrap argument we finally obtain the following result Theorem 1.5 Let u be a weak 1/2-harmonic map. Then it belongs to H s loc (IR, N ) for every s and thus it is C ∞ .
To conclude we would like to make some comments on Theorem 1.3 and Theorem 1.4 and compare them with the results obtained for weak harmonic maps. First of all we observe that in analogy with Theorem 1.2 we are able to reduce a nonlinear problem into a linear one, which is a great advantage.
Then we mention that the regularity of weak harmonic maps, in particular the Hardy estimate of the r.h.s of the harmonic maps equation established in [2] , can also be deduced from a suitable commutator estimate. This was observed in Section III of [2] .
We take for simplicity the case of the harmonic maps equation into a sphere. We set Q = ∇ ⊥ curl∆ −1 (where for every vector field X :
is the space of bounded mean oscillation functions in IR n ,) and g ∈ L 2 (IR n ) the following commutator estimate holds (see [3] ) .
||f
Thus for every
Since the dual of the Hardy Space H 1 is BMO (see for instance [22] ), from (20) it follows that ∇ ⊥ B∇u is in H 1 . It is work in progress the study of the compactness of solutions to (17) and the extension of the regularity result in the case of (k + 1/2)-harmonic maps in dimension n = 2k + 1.
The paper is organized as follows. In Section 2 we give some preliminry definitions and notations. In Section 3 we prove Theorem 1.4. In Section 4 we prove Theorem 1.3 and in Section 5 we derive the Euler-Lagrange equation associated to the Lagrangian (14) to which Theorem 1.3 can be applied .
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Notations and Definitions
In this Section we introduce all the notations and definitions we are going to use in the sequel.
For n ≥ 1, we denote respectively by S(IR n ) and S ′ (IR n ) the spaces of Schwartz functions and tempered distributions. Moreover given a function v we will denote either byv or by F [v] the Fourier transform of v :
We recall the definition of fractional Sobolev space (see for instance [19] ).
For a real s < 0,
which does not use the Fourier transform is the following.
For s > 0 we set
and
For an open set Ω ⊂ IR n , one can define H s (Ω) for 0 < s < 1 as follows.
Definition 2.2 Let Ω ⊂ IR
n be an open set and s ∈ (0, 1).
Finally for a is submanifold N of IR m we can define
We introduce the so-called Littlewood-Paley or dyadic decomposition of unity. Such a decomposition can be obtained as follows Let φ(ξ) be a radial bump function supported on {ξ : |ξ| ≤ 2} which is equal to 1 on {ξ : |ξ| ≤ 1}. Let ψ(ξ) be the function ψ(ξ) := φ(ξ) − φ(2ξ) . ψ is a bump function supported on the annulus {ξ : 1/2 ≤ |ξ| ≤ 2} .
We put
We recall the definition of the Besov spaces B s pq (IR n ) in term of the above dyadic decomposition.
The s-fractional Laplacian of a function u : IR n → IR is defined as a pseudo differential operator of symbol |ξ| 2s such that
In the case where s = 1/2, we can write (−∆) 1/2 u = P (∇u) where P is a pseudo differential operator of symbol
We observe that P is a pseudo-differential operator of order zero and thus it is a continuous map
for every s ∈ IR, (see for instance [21] ). We set B(0, r) = {x ∈ IR n : |x| < r}. Sometimes we will denote the euclidean ball of radius r as B r .
Proof of Theorem 1.4
In this Section we prove Theorem 1.4 and some other preliminary results.
We first remark that
. Nevertheless the particular structure of the r.h.s of the equation (17) permits to obtain an H −1/2 (IR) estimate of it. The key tool is the use of paraproducts introduced by Bony [1] .
We consider the dyadic decomposition introduced in Section 2 . For every j ∈ IN and f ∈ S ′ (IR) we set φ j (ξ) = j k=0 ψ k (ξ) and
We have f j = j k=0 f k and f = +∞ k=0 f k (where the convergence is in S ′ (IR)) . Let f, g ∈ S ′ (IR). Suppose that f g exists in S ′ (IR). Then we split the product in the following way
We observe that for every j we have 
We estimate separately the H −1/2 norm of the following three terms
Estimate of (23).
We have
Since the single term F j (P (X)) j−4 − P (F j X j−4 ) are supported in annuli, the following estimate holds.
In the last line of the above estimate we use the fact that
Moreover we use the the fact that in dimension n = 1, the space H 1/2 (IR) is continuously embedded in the Besov space B 0 ∞,∞ (IR). More precisely we have
|dx < +∞}, (see for instance page 31 in [16] , page 129 in [22] , page 129). Thus
Estimate of (24).
In the forth line of (27) we use the fact that 2 j−1 ≤ |ξ − η| ≤ 2 j+1 , |η| ≤ 2 j−3 and thus
and for some C (independent on ξ and eta)
In the sixth line we use the following estimate
Estimate of (25).
We estimate separately the H −1/2 norm of
Estimate of (29): We use the duality between H 1/2 and H −1/2 .
by applying Schwarz Inequality
by applying Hölder Inequality
By combining all above estimates we finally obtain (18) and we can conclude . 2
In the next Theorem we show that the H 
Proof. We set for every i ∈ (−∞, 0),
e. the mean value of u on the annulus A ′ i ). We have
We are going to estimates the last two terms in (31).
Now we have
In the last inequality we use the fact that for every i it holds
Now we observe that
We observe that
for some constant C independent on ℓ . Therefore we get
By combining all the above estimates we finally obtain
Next we show that
We observe that for every ℓ we have
It follows that ,1) ) . 
, Ω open subset of IR is not in H 1/2 (IR) . This is the reason why Lions and Magenes [9] introduced the set H 1/2 00 (Ω) for which Poincaré Inequality holds. , 2) ) .
Proof. We have
We can conclude.. 2 From Lemma 3.2 it follows that
We conclude this Section with the following technical result.
Proposition 3.1 Let (a k ) k be a sequence of positive real numbers such that +∞ k=0 a k < +∞ and for every n ≤ 0
Then there is 0 < β < 1 andn ∈ IN such that for n <n we have
Proof. We assume that C/2 ≤ 1 . In this case (32) implies that
For n < 0, we set A n = n −∞ a 2 k . We have a k = A k − A k−1 and thus
It is easy to see that the above relation implies that
for some β ∈ (0, 1) and for all n < 0 . If C > 1/2 then one considers the smallest m ≥ 1 such that C2 −m−1 < 1 and then one can argue as above by replacing A n by A n−m and
Proof of Theorem 1.3
In order to prove Theorem 1.3 we will show two intermediate regularity results. The first one is a local Hölder continuity result in the case where the norm ||F || H 1/2 (IR) is small and the second one is a local Hölder continuity result when the support of F is contained in the complementary of a compact set. We will consider a dyadic decomposition of the unity ϕ j such that
We set χ r :=
Theorem 4.1 Let P be a Fourier multiplier of order zero of symbol m(ξ) satisfying
Theorem 4.2 Let P be a Fourier multiplier of order zero of symbol m(ξ) satisfying
r , for some r > 0 and u ∈ H 1/2 (IR, IR m ) be a solution of (17) .Then u ∈ C 0,α loc (IR, IR m ) for some α ∈ (0, 1) .
Proof of Theorem 4.1.
For evey i = 1, . . . m we have
(we use summation convention over repeated indices). We multiply the equation (33) by χ r (u i −ū i r ) and integrate over IR . For simplicity of notation in the sequel we drop the indexes i, j. We get
We first write
We are going to estimate the last three term of (35) .
Estimate of the term
We consider separately the cases r ≤ h ≤ r + 1 and h ≥ r + 2.
Case r ≤ h ≤ r + 1 .
Case h ≥ r + 2 .
In this case we will use the fact that the supports of χ r and ϕ h are disjoint .
Now we observe that (up to constants) we have
Moreover
From Hölder Inequality and Lemma 3.2 it follows
We are going to estimate the last two terms in (41).
By combining (38), (40), (41), (42) and (43) we obtain
The last sum in (44) can be estimated as follows
h≥r ℓ≤s
h≥s ℓ≤r
By combining the two cases r ≤ h ≤ r + 1 and h ≥ r + 2 we finally get for some constant C > 0 (independent on r)
Estimate of
We apply Lemma 1.4.
We suppose that ||F || H 1/2 (IR) ≤ ε where ε is small enough so that Cε < 1/2 .
We separate again the case r ≤ h ≤ r + 1 and h ≥ r + 2 .
Case r ≤ h ≤ r + 1 . By applying Lemma 1.4 and arguing as in (36) we get
In this case ϕ h and χ r have disjoint supports and we can get a better estimate :
We estimate the last two terms in (49).
In order to estimate IR (F −F r+1 )χ r (u −ū r )P (∇ϕ h (u −ū r ))dx we premise the following estimate:
Therefore it holds
Now we argue as (44) and we get
and finally
Finally by combining all the above estimates we get
Let r < 0 be such that ||χ r (F −F r )|| H 1/2 (B 2 r ) ≤ ε (ε being the constant in Theorem 4.1).
We write 
1/2-Harmonic Maps
We consider a smooth k-dimensional submanifold N of IR m which is compact and without boundary. Let ν be the Gauss map from N to Gr m−k (IR m ), the Grassmanian of oriented m − k-planes of IR m . Such a map assigns to every point x ∈ N the unit m − k vector defining the m − k-plane N x (N ) orthogonal to the oriented tangent space T x (N ). We denote by π N the smooth orthogonal projection on N defined in a small tubular neighborhood of N in IR m which assigns to each point in this neighborhood the nearest point on N .
We also consider the Dirichlet energy
where u : IR → N . The weak 1/2-harmonic maps are defined as critical points of the functional (54) with respect to perturbation of the form Π N (u + tφ), where φ is an arbitrary compacted supported smooth map from IR into IR m .
Definition 5.1 We say that u ∈ H 1/2 (IR, N ) is a weak 1/2-harmonic map if and only if, for every arbitrary compacted supported smooth maps φ from IR into IR m we have
We introduce some notations. We denote by (IR m ) the exterior algebra (or Grassmann Algebra) of IR m and by the symbol ∧ the exterior or wedge product. By the symbol we denote the interior multiplication :
Let e I = e i 1 ∧ . . . ∧ e ip , e J = e j 1 ∧ . . . ∧ e jq , with q ≥ p . Then e I e J = 0 if I ⊂ J, otherwise e I e J = (−1)
M e K where e K is a q − p vector and M is the number of pairs (i, j) ∈ I × J with j > i .
By the symbol • we denote the first order contraction between multivectors. We recall that it satisfies α•β = α β if β is a 1-vector and α•(β ∧γ) = (α•β)∧γ +(−1) pq (α•γ)∧β, if β and γ are respectively a p-vector and a q-vector .
Finally by the symbol * we denote the Hodge-star operator, * : p (IR m ) → n−p (IR m ), defined by * β = (e 1 ∧ . . . ∧ e n ) • β. For an introduction of the Grassmann Algebra we refer the reader to the first Chapter of the book by Federer [5] .
Next we write the Euler equation associated to the functional (54) .
Theorem 5.1 All weak 1/2-harmonic maps u ∈ H 1/2 (IR, N ) satisfy in a weak sense i) the equation
for every v ∈ C ∞ 0 (IR, IR m ) and v ∈ T u(x) N almost everywhere, or in a equivalent way ii) the equation
where we denote n the composition ν • u , or iii) the equation
Proof of Theorem 5.1
The proof of (55) is the same of the one of Lemma 1.4.10 in [7] , so we omit it. We prove (56). We take ϕ ∈ C m ) since it is a composition of u ∈ H 1/2 with the smooth function ν (see [16] , pages 222, 334)).
We take a k vector n = k 1 n i , {n i } being a orthonormal base of the normal plane. For every i = 1 . . . k we have v, n i = * (n ∧ ϕ), n i = * (n ∧ ϕ ∧ n i ) = 0 .
Thus
It follows from (55) and (58) that IR ϕ ∧ n ∧ (−∆) 1/2 udx = 0 .
This shows that (−∆) 1/2 u ∧ n = 0, in D ′ , and we can conclude . Now we show (57). We premise the following Lemma.
Lemma 5.1 Let u ∈ H 1/2 (IR, N ). Then
Proof.
We prove the equality first for u ∈ C ∞ 0 (IR, N ) . Let n = k 1 n i . Since ∇u ∈ T u(x) (N ), we have every i = 1 . . . k, ∇u, n i = 0 .
Thus we have
Let u ∈ H 1/2 (IR, N ) and let u h ∈ C ∞ 0 (IR, N ) such that u h → u as h → +∞ in H 1/2 (see [13] ). Then n h → n as h → +∞ in H 1/2 as well, (see for instance [16] , page 377) . We can write (∇u h ∧ n h )
For every j, K, L we have ∇u j h → ∇u
Since for all h we have ∇u h = n h • (∇ h u h ∧ n h ), by passing to the limit in both sides as h → ∞ we get ∇u = n • (∇u ∧ n) and we conclude.
2 We continue with the proof of Theorem 5.1. Since (−∆) 1/2 u = P (∇u), from (56) it follows that P (∇u) ∧ n = 0 in D ′ Thus (−∆) 1/2 u = P (∇u) = P ((∇u ∧ n) • n) − (P (∇u) ∧ n) • n .
We can conclude.
Theorem 5.2 Let u ∈ H 1/2 (IR, N ) be a solution of (57). Then it is C 0,α loc (IR, N ) .
Thus for every ℓ ∈ {1, . . . , m} we have
We have F jℓ ∈ H 1/2 (IR) , being the product of two functions in H 1/2 (IR) ∩ L ∞ (IR) . It follows that u satsfies an equation of the type (17) . The result thus follows from Theorem 1.3.
2.
