While functional magnetic resonance imaging (fMRI) studies typically measure 9 responses across the whole brain, not all regions are likely to be informative for a given 10 study. Which voxels should be considered? Here we propose a method for voxel 11 selection based on the reliability of the data. This method isolates voxels that respond 12 consistently across imaging runs while maximizing the reliability of multi-voxel patterns 13 across the selected voxels. We estimate that it is suitable for designs with at least 15 14 conditions. In two example datasets, we found that this proposed method defines a 15 smaller set of voxels than another common method, activity-based voxel selection.
INTRODUCTION
As functional magnetic resonance imaging reaches into its third decade of use in ). This approach makes sense within a modeling framework, but in most cases 96 requires a pre-specified threshold for "well-fit" voxels. Relatedly, other researchers 97 have focused on selecting voxels that respond stably across conditions. For example, The current paper introduces a procedure for voxel selection that starts from a 106 similar logic as this last method, but instead selects voxels based on their reliability 107 across scans. Specifically, in the first step, the reliability of every voxel is computed 108 based on the voxel's profile of responses to all conditions in two halves of the data. 109 Next, a range of voxel-reliability thresholds are considered, and the stability of the multi-110 voxel patterns within the voxels that survive each threshold is assessed for each 111 condition. Finally, the researcher can select a reliability cutoff to select the final set of 112 voxels, while explicitly being able to balance the tradeoffs between maximizing spatial 113 coverage on one hand and multi-voxel pattern reliability on the other. This procedure 114 forms the first step in an fMRI analysis: once the reliable voxels are selected, all 115 subsequent analyses can be conducted in only these voxels.
117
Our method differs from previous stability-based approaches in two key ways. First, 118 the process of identifying an acceptable reliability threshold is done based on the data, 119 without specifying a parameter value a priori. Second, our method selects voxels whose 120 responses vary across conditions; that is, voxels that respond more to some conditions 121 than to others. This contrasts with the method used in Norman-Haignere et al. (2015) , 122 which includes regions that respond similarly to all conditions. Thus, our method is 123 especially well-suited to analyses that leverage the variance in the data, for example to 124 predict brain responses or representational dissimilarities using encoding models.
126
Here, we illustrate the use of this reliability-based voxel selection procedure on a 127 typical set of condition-rich fMRI data: whole-brain responses to 60 everyday actions 128 (Tarhan & Konkle, 2019) . While this method was originally developed for isolating 129 4 voxels for a subsequent voxel-wise encoding analysis, we also demonstrate how it 130 might be used with other analyses, such as classification-based approaches. Further, 131 we replicate all analyses in a separate dataset of responses to 72 everyday objects 132 (Magri et al., 2019) . Finally, we discuss the benefits and limitations of this method, and 133 possible use cases going forward. The primary dataset used in this paper consists of whole-brain functional responses 140 to 60 everyday action videos, collected from 13 human subjects (Figure 1a) . 141 Participants completed four functional runs, during which they freely viewed the 2.5-142 second videos and detected an occasional red frame to maintain alertness. Functional 143 and anatomical data were pre-processed using Brain Voyager QX software (Brain 144 Innovation, Maastricht, Netherlands). General linear models (GLMs) were fit to data 145 from odd and even functional runs with a regressor for each condition (one video). Each 146 voxel's timecourse was first z-transformed within an fMRI run, then corrected for 147 temporal autocorrelations. The beta weights were extracted from whole-brain GLMs, 148 yielding estimates of each voxel's response to each condition. This was done separately 149 for each participant, in addition to a whole-brain random effects GLM to quantify 150 responses at the group-average level. More information can be found in Tarhan & 151 Konkle (2019). For replication purposes, we also included a supplementary dataset 152 collected from 11 human subjects viewing still images of 72 everyday objects (Magri et   153 al., 2019). These data were pre-processed following similar procedures. Both datasets 154 can be downloaded from the Open Science Framework (https://osf.io/m9ykh/). In order 155 to perform reliability-based voxel selection, the only necessary components of these 156 data are odd-and even-run beta values for each condition in every voxel. Reliability-based voxel selection proceeded in two steps, summarized in Figure 1 . 172 First, split-half reliability was calculated separately for each voxel in the brain by 173 correlating each voxel's response profile (the vector of beta weights in response to each 174 6 condition) across even and odd functional runs (Figure 1b ). This produced a whole-175 brain reliability map, with one r-value for each voxel in the cortex (Figure 1c) . Second, 176 to determine which voxels to include in subsequent analyses, we considered a 177 continuum of possible thresholds (from r>0 to r>0.95). At each threshold, we calculated 178 the reliability of each condition's multi-voxel pattern (i.e. the pattern of responses to a 179 single condition) in voxels that survived that threshold. Condition multi-voxel pattern 180 reliability was calculated for each condition by correlating its multi-voxel response 181 pattern across even and odd functional runs. This was done separately for each 182 condition, and then averaged across conditions. This analysis produced a smooth 183 curve, where the average condition multi-voxel pattern reliability increases as more 184 reliable voxels are included in the selection (Figure 1d ).
186
This curve also illustrates a natural tradeoff between the coverage and the stability 187 of the data -simply choosing the threshold that produces the highest possible 188 condition-pattern reliability limits coverage to a tiny fraction of the cortex (Figure 1d) . 189 While the data in that fraction will be highly reliable, this strategy runs counter to 190 experimental goals aimed at studying the large-scale structure of the cortex. On the 191 other hand, a threshold that is too lax may include regions with erratic responses.
192
Therefore, an optimal threshold for voxel inclusion balances coverage and the stability 193 of the data, but its exact value depends on the goals of the experimenter. This curve 194 serves as a guide to balance these tradeoffs. In our case, in multiple datasets we 195 observed that this curve has a plateau -after some critical point, increasing the 196 inclusion threshold only minimally increases the data's reliability but continues to limit 197 coverage. Therefore, we took this plateau point to be an appropriate inclusion threshold. intuitively is when the slope begins to level off. However, we recommend following a 202 more heuristic method. We selected the plateau point by eye, and then considered a 203 range of nearby thresholds to select one that provides good coverage of our general 204 regions of interest while minimizing small, extraneous groups of voxels ("speckles").
206
Critically, notice that this threshold decision is made independently of any 207 hypotheses about how a given region or voxel will respond to the conditions. Instead, 208 this voxel selection procedure only depends on the fact that voxels respond consistently 209 across scans but vary in how much they respond across conditions; it depends not at all 210 on which conditions it responds to the most. Because of this, reliability-based voxel 211 selection is independent of any particular hypotheses regarding the relationship among 212 conditions.
214
Another benefit of this method is that it is fairly flexible; for example, it can be applied 215 at the level of the group (Figure 1d ) or individual subjects (Figure 1d , inset).
216
Interestingly, in both datasets we found that the reliability plateaued at a very similar 217 7 point across participants. Therefore, we selected a reliability cutoff based primarily on 218 the group-level data, then applied that cutoff to the single-subject data to define reliable 219 voxels separately in each subject. While this cutoff was similar across subjects, the 220 number of voxels that survived it varied across subjects. We explore the consequences 221 of this variability further in the Discussion.
223
Code implementing these procedures can be downloaded from the Open Science 224 Framework (https://osf.io/m9ykh/). 230 We performed reliability-based voxel selection on our primary sample fMRI dataset, 231 in which participants viewed short videos of people performing a wide range of actions. 
RESULTS

229
Reliability based voxel selection
265 266
Given that the choice to use an activity threshold of t > 2.0 was arbitrary, it is natural 267 to ask whether these results change if active voxels are defined using a different 268 9 threshold. In other words, is there an activity threshold such that active and reliable 269 voxels cover the same regions? After considering a range of thresholds between t > 0 270 and t > 3.0, we found that the degree of overlap between active and reliable voxels 271 followed a curve that plateaued around 80% at t > 2.0 (Figure 2b; what we observe here. In summary, when using standard thresholds, the activity-based 275 selection method included more voxels than the reliability-based method. Reliability-based voxel selection is well-suited to condition-rich fMRI designs, which 279 expose subjects to many conditions (or items). With very few conditions, the estimates 280 for a voxel's split-half reliability will not be stable, as a correlation based on only a few 281 points is not a robust measurement of a linear relationship (Bonnett & Wright, 2000) .
282
How many conditions must one test to employ this voxel selection method?
283 284
To answer this question, we performed a simulation analysis based on our example 285 data. We asked how robust the split-half reliability calculation is at a range of numbers 286 of conditions (from 1 to 60). For each possible number of conditions c, we randomly 287 selected responses to c conditions, then calculated each voxel's split-half reliability.
288
After doing so 100 times, we calculated the standard deviation of each voxel's split-half 289 distribution. Figure 3 shows the average standard deviation across voxels for each 290 number of conditions c. In general, stability improves (standard deviation falls) as the 291 number of conditions grows. However, the pattern is not linear: at a certain point, adding 292 more conditions does not confer additional benefits to stability. In our data, this point 293 occurred at 15 conditions. This suggests that the reliability-based voxel selection 294 method is appropriate for designs measuring responses to 15 or more conditions.
296
However, there is an important caveat to this result. In this data set the stimuli are 297 sampled broadly from the action domain, with extensive variability across stimuli. We 298 have not tested this method on other kinds of condition-rich designs using stimuli that 299 may be more homogenous (e.g., only faces) or that have a more categorical distribution 300 (e.g., 10 faces and 10 places). Thus, the number of conditions indicated here should not 301 be treated as a strict recommendation; instead, we encourage researchers to test this in 302 their own pilot data. 
306
Average instability of the voxel reliability calculation is plotted for every number of conditions c from 1 to 307 60. For each c, we selected a random subset of whole-brain responses to c conditions. We then 308 calculated the split-half reliability for every voxel within those subsetted data. This procedure was 309 repeated over 100 iterations. Instability was calculated for each voxel as the standard deviation of split- 
Replication 317
These findings replicated in an independent dataset of responses to 72 real-318 world objects (Figure 4a) . Figure 4b shows the split-half reliability for this dataset over 319 the brain. Based on the reliability curve shown in Figure 4b , we selected a reliability 320 cutoff of r > 0.30. Although it is striking that we found the same cutoff in both datasets, 321 we assume that this is mere coincidence. As we found in the first dataset, the reliability-322 based method selected fewer voxels than the activity-based method (t(10) = 3.89, p < 323 0.01; Figure 4c ). In the temporal, parietal, and lateral occipital cortices, reliable voxels 
Decoding Analysis
342
As noted above, this voxel selection method was initially designed to be used in 343 voxel-wise encoding modeling analyses, where the aim is to map out the functional 344 properties of the cortex by measuring individual voxels' tuning to particular features 345 (e.g., Tarhan & Konkle, 2019). However, given the importance of analyzing reliable 346 brain data, it stands to reason that reliability-based voxel selection may also be a useful 347 tool for analyses that aggregate over multiple voxels to characterize a whole region, 348 such as decoding or representational similarity analysis. What steps are necessary to 349 adapt this method to these kinds of analyses? And does using more reliable voxels lead 350 to better outcomes? To explore these questions, we performed pairwise classification to 351 decode action identity from reliable voxels. We then assessed the decoding accuracy at 352 a range of reliability thresholds and asked whether accuracy was higher among more 353 reliable voxels (see Supplemental Methods).
355
This decoding analysis required an adjustment to the reliability-based voxel 356 selection procedure: for analyses that aggregate over multiple voxels, it is important to 357 use different data to define the reliable voxels and perform the decoding analysis.
358
Otherwise, the results may be biased by the existence of "lucky" noise, which is 359 correlated across odd and even runs. Therefore, for each pair of conditions that was 360 decoded, we selected the reliable voxels using responses to all conditions except that 
DISCUSSION
390
The method we have outlined here introduces a new way to select voxels from 391 the whole brain that respond systematically to experimental variations. In addition, it is 392 straightforward to implement and is informed by the data, rather than by a priori 393 parameters that specify a statistical cut-off or a fixed region size. We found that this 394 method selects voxels with more limited coverage than activity-based selection. Once 395 selected, reliable voxels could be entered into a wide range of hypothesis-driven 396 analyses; therefore, we suggest that reliability-based voxel selection is a promising first 397 step to make subsequent fMRI analyses more robust. One possibility is that, while activity-based voxel selection takes noise into account to 403 some extent, some active voxels are still more noisy than reliable voxels. Another 404 possibility is that "active" regions are less sensitive to the condition structure in the data. 405 Whereas reliability requires some variance among conditions, a region can be "active" 406 even if it responds with equal magnitude to all conditions. Therefore, if a researcher 407 predicts that equal response magnitudes across all conditions would be meaningful -408 for example, if she hypothesizes that a scene-processing region will respond equally 409 across all outdoor and indoor scenes -overall activity might be a reasonable way to 410 select voxels. In contrast, a researcher using an analysis that leverages the variance in 411 the data, such as encoding modeling, representational similarity analysis, or most 412 univariate analyses, should select regions whose responses vary across conditions. 413 414
Comparison with Outcome-Based Methods
415
Apart from activity-based selection, one of the main alternatives to reliability-416 based voxel selection is to identify voxels based on the outcome of an analysis; for 417 example, to identify voxels where a model is well-fit. While such outcome-based 418 methods are a useful tool in some situations, reliability-based selection offers two major 419 advantages that make it more generally applicable. First, reliability-based selection may 420 identify regions that have sufficient variance to be included in the analysis, but To illustrate this more intuitively, suppose participants saw images of many 450 different objects. As experimenters, we may be interested in whether any voxels 451 respond parametrically based on the real-world size of the objects, or how graspable 452 the objects are, or how aesthetically pleasing the objects are. We could reasonably use 453 the whole dataset to define a set of reliable voxels in which to run such an analysis, 454 because there is no guarantee that the selected voxels will respond according to our 455 dimensions of interest. Some might respond more to big than small objects, and others 456 might respond more to redder than bluer objects. The selection procedure does not bias 457 an analysis searching for these hypothesized representations. Thus, researchers can 458 leverage the entire data set and use reliability-based voxel selection as a first step after 459 collecting condition-rich fMRI data, as this step is completely separate from any 460 subsequent hypothesis-driven analyses.
462
In contrast to mapping analyses, some analyses aim to read information out from 463 multi-voxel patterns (e.g., classification or RSA). For these read-out analyses, it is no 464 longer safe to use the same data to define reliable voxels and analyze their responses.
465
The reason for this is that some voxels could be reliable in both halves of the data by 466 chance alone. Including these voxels introduces "lucky" noise that is shared across 467 halves of the data, which a classifier may capitalize on. As Figure S2c illustrates, this 468 mechanism boosted decoding accuracy when we used the full dataset to define the 469 reliable voxels, rather than held-out data (particularly at low reliability thresholds).
471
To avoid this bias, it is necessary to use different data to define reliable voxels 472 and analyze the data when analyzing multi-voxel response patterns. This can be done 473 in several ways. One option is to use completely separate datasets to define reliable 474 voxels and analyze their responses; though, splitting a dataset so many ways can 475 cause power issues. A second option is to use the full dataset to determine the best 476 reliability-threshold to define reliable voxels, then iteratively select reliable voxels during 477 the subsequent analysis while holding out the pair of conditions being decoded (as we 478 did in the decoding analysis discussed in the Results).
480
Finally, it is also important to note that, while selecting voxels based on reliability 481 does not bias subsequent hypothesis-driven analyses based on differences between 482 stimuli, the selection procedure could bias estimates of an effect's variance (i.e., In sum, reliability-based voxel selection can be used with a large variety of 488 analyses-however, it is critical to consider the eventual aim of the analysis it is paired 489 with before deciding on its exact implementation. If the aim is to map the properties of 490 individual voxels, the same data can be used to define reliable voxels and conduct the 491 mapping analysis. However, if the aim is to characterize the multi-voxel patterns in a 492 larger region, it may be necessary to use cross-validation or a separate dataset to 493 select the voxels and analyze the data. 
Novel Applications 497
This voxel selection method also allows for several variants, which highlight the 498 many facets of reliability. Data can be reliable over different sources of variation -while 499 we calculated split-half reliability between odd and even fMRI runs (variation in time), 500 one could split the data in other ways to isolate meaningfully-different brain regions. For 501 example, if an experiment includes two stimulus sets -perhaps set 1 contains 502 photographs of real-world objects and set 2 contains drawings of the same objects -503 one could use this method to find regions that respond reliably across the two sets. This 504 would isolate regions that are robust to low-level variations in stimuli, suggesting that 505 their responses reflect higher-level properties of the stimuli, such as object shape or 506 identity. One could also calculate reliability across subject groups -for example, to (Thornton & Mitchell, 2017) . In general, requiring reliable responses over different 515 manipulations-be they at the stimulus, task, or subject group level-can help to isolate 516 the most relevant brain regions for the theoretical question at hand. 517 518
Selecting Voxels at the Single-Subject and Group Levels 519
In our data, we found voxel inclusion thresholds that were highly consistent across 520 subjects and the group data. However, this does not guarantee that reliable voxels 521 surviving those thresholds will overlap perfectly across subjects. In the primary dataset 522 examined here, subjects' reliable coverage using the same cut-off varied from 1,596 to 523 6,879 voxels with a 3x3x3 mm resolution. Thus, the choice to use this voxel selection 524 method at the level of single subjects or the group depends upon the kind of question 525 being asked.
527
For example, in a single-subject approach, one could define reliable voxels 528 separately in each subject, and then perform single-subject analyses in those voxels.
529
This approach is particularly useful if the question concerns the link between an 530 individual's experience, traits, or judgments and their neural responses. However, this 531 approach may force the experimenter to analyze different brain regions in different 532 subjects. An alternative approach is to do a group-level analysis, defining reliable voxels 533 based on the group data, then only analyze the group data.
535
In many cases, a hybrid analysis scheme may be appropriate: the voxels are defined 536 using the group data, and all single-subject analyses can be performed within that set of 537 voxels. This approach guarantees that the same regions will be examined across 538 subjects, enabling the researcher to compare response maps between subjects.
539
However, some of the data will inevitably come from less reliable voxels. Therefore, it is 540 important to interpret each subject's results in light of their reliable coverage. 541 542
CONCLUSIONS
543
In summary, reliability-based voxel selection is a principled method for isolating 544 regions of the brain for further analysis that is informed by the stable structure in the 545 dataset. The strengths of this method are that (i) it is straightforward to implement, 546 making it easy to adopt into a variety of fMRI analysis settings, (ii) it is agnostic to a 547 priori hypotheses about which conditions drive which cortex where, and (iii) it puts the 548 emphasis on data reliability as an early step in fMRI data analysis processing. 549 550
