This paper presents a study on lookahead hierarchies for restarting automata with auxiliary symbols. We show that the class of languages for deterministic monotone or monotone restarting automaton, whose restart step and rewrite step are separated, coincides with that of the same type of restarting automaton whose restart and rewrite steps are not separated, for any fixed lookahead size. For the non-monotone deterministic case, the lookahead length must be approximately doubled. We then turn our attention to restarting automata with small lookahead. For the general restarting automaton model, we show that there are just two different classes of languages recognized, through the restriction of lookahead size: those with lookahead size 1 and those with lookahead size 2. We also show that the respective (left-) monotone restarting automaton models characterize the context-free languages and that the respective right-left-monotone restarting automata characterize the linear languages both with just lookahead length 2.
Introduction
In the restarting automata machine model, computation is separated into phases, where the machine scans its input from the left end marker towards the right end marker, rewriting the lookahead contents with a shorter substring once per phase, following which it restarts before or at the right end marker. The model was introduced to simulate the analysis by reduction grammar verification technique in the analysis of sentences in free-word order natural languages. Through various restrictions on the model, an important number of traditional and new formal language classes have been (re)-discovered. The study of restarting automata has therefore also become important for both computational linguistic application development, as well as for the investigation of properties of traditional and newly distinguished formal language classes.
Mráz [4] presents a study of lookahead hierarchies for restarting automata without auxiliary symbols, showing that the expressive power of restarting automata without auxiliary symbols increases with the size of the lookahead. Besides being of its own inherent interest, a similar study on lookahead hierarchies for restarting automata with auxiliary symbols could provide some insight into one of the central open problems concerning restarting automata: does the separation of rewrite and restart steps correspond to an increase in power in the general modelthat is, does L(RRWW) = L(RWW) hold?
This paper presents a study on lookahead hierarchies of restarting automata with auxiliary symbols. It extends and unifies the results of [11, 12] . After presenting some fundamental definitions and results concerning restarting automata (Section 2), we show that the class of languages for any type of right-or left-monotone restarting automaton (deterministic or not), whose restart step and rewrite step are separated, coincides with that of the same monotone restarting automaton whose restart and rewrite steps are not separated, for any fixed lookahead size (Section 3.1). In Section 3.2, we show that for the non-monotone deterministic case, the lookahead length must be approximately doubled. We then turn our attention to restarting automata with lookahead length 2 or less (Section 3.3), establishing that there are only two different classes of languages recognized by RRWW automata, through restrictions on lookahead size. We also partially improve a result from [4, 11] , by showing that the respective monotone and left-monotone restarting automaton models characterize the context-free languages with only lookahead size 2. And, we establish a corresponding result for the characterization of the linear languages by the respective right-left-monotone restarting automata with lookahead size 2.
Some notation: Let S be a set of symbols. Then S i and S ≤i each denote, respectively, the set of strings of length i ∈ N and of length at most i ∈ N, with symbols from S. Also λ := S 0 is the empty string.
We denote the ith symbol of a string x by x [i] , and its substring from the ith to jth symbols by x [i, j] . To make the length of a string v such that |v| = k explicit, we may refer to v as v [1, k] . We also adopt the convention that v[0, j] = v[j, 0] = λ.
For i, j ∈ N, with i < j, [i, j] alone denotes the set {i, . . . , j}. If i = 1, we say [j] := [1, j] . Also, REG, LIN, DCFL, CFL, and CRL denote the classes of regular, linear, deterministic context-free, context-free and Church-Rosser languages, respectively.
Preliminaries
A restarting automaton or RRWW-automaton, M = (Q, , , g, $, q 0 , k, δ), is a non-deterministic machine model with a finite control unit and a lookahead (or read/write) window of size k (including the symbol under its scanning head, which is the first symbol of the lookahead contents) that carries out computation on a list of symbols delimited by end markers not contained in (or sentinels) ({g, $}), where g is the left sentinel and $ is the right sentinel. is the input alphabet and ⊇ the work-tape alphabet. The symbols − are called auxiliary symbols. Q is the finite set of states and q 0 ∈ Q is the initial state.
M's transition relation, δ, allows four types of transition steps (or instructions), where u is the contents of the lookahead.
(1) A move-right step is of the form q ∈ δ(q, u), where q, q ∈ Q. Here M advances one tapesquare to the right and enters state q upon reading u. (2) A rewrite step is of the form (q , REWRITE(v)) ∈ δ(q, u), where q, q ∈ Q, and v is such that |v| < |u| (u, v ∈ * ). Here M replaces its window contents u with v, advances to the tapesquare directly to the right of v, and enters state q . In this rewrite instruction, we refer to u as the redex and v as the reduct. (3) A restart step is of the form RESTART ∈ δ(q, u), where q ∈ Q, in which M moves its read/write window to the left end marker, g, and enters the initial state. (4) An accept step is of the form ACCEPT ∈ δ(q, u), in which M halts and accepts. (This may also be viewed as the accept state.)
If δ(q, u) = ∅, in which case we say that δ is undefined, M halts and rejects; we could exclude this possibility through the use of a model with both accept and reject states, in which case all possibilities for δ are defined. If |δ(q, u)| ≤ 1 for all q, u, then the restarting automaton is deterministic.
A configuration of M is uqv, where u ∈ {λ} ∪ {g} · * is the contents of the work-tape from the left sentinel to the position of the head, q ∈ Q is the current state and v ∈ {g, λ} · * · $ is the contents of the work-tape from the current first symbol under the scanning head to the right sentinel, and uv is the current contents of the work-tape. The head scans the first k symbols of v (or all of v when |v| ≤ k). A restarting configuration, for a word w ∈ * , is of the form q 0 gw$. If w ∈ * , q 0 gw$ is an initial configuration. An accepting configuration is a configuration with an accepting state.
A computation for M on an input word w ∈ * is a sequence of configurations starting with an initial configuration, q 0 gw$, where two consecutive configurations are in the relation M , induced M's finite set of instructions of one of the above described types. We denote the reflexive and transitive closure of M by * M . Also, by u * M v, we mean q 0 u * M q 0 v. A phase of a computation begins with a restarting configuration and (exclusively) either (1) ends with the next encountered restarting configuration, in which case it includes exactly one rewrite step and is called a cycle, or (2) halts, in which case it includes at most one rewrite step and is called a tail phase. Segments of a computation within a single phase before (respectively after) a rewrite are referred to as left (respectively right) computation.
M accepts or recognizes an input word w if there is a computation which starts in the initial configuration q 0 gw$ and finishes in an accepting configuration. Also, we define L(M) as the language recognized by M.
Let C be a cycle and say the configuration from which M carries out a rewrite step is uqv in C; we define the right distance of C as D r (C) := |v| and the left distance as D l (C) := |u|. Let C = C 1 , C 2 , . . . , C n be a sequence of cycles of a restarting automaton M that, together with possibly a (final) tail phase, are M's computation on some input. If D r (C i ) ≥ D r (C i+1 ) for all i ∈ [n − 1], we say that C is right-monotone or simply monotone. Similarly, if D l (C i ) ≥ D l (C i+1 ) for all i ∈ [n − 1], we say that C is left-monotone. If C is both right-and left-monotone, then we say that C is right-left-monotone. If all the sequences of cycles corresponding to computations of a restarting automaton M are monotone (respectively left-monotone, right-left-monotone) then we say that M is monotone (respectively left-monotone, right-left-monotone). We denote the class of monotone RRWW-automata (respectively left-or right-left-RRWW automata), mon-RRWW (left-mon-RRWW or right-left-mon-RRWW).
A computation C = C 1 , C 2 , . . . , C n is said to be weakly j-monotone if D r (C i+1 ) ≤ D r (C i ) + j holds for i ∈ {1, . . . , n − 1}, j ∈ N. An RRWW-automaton is called weakly monotone if all its computations are weakly j-monotone for some j ∈ N. So a j-monotone restarting automaton only rewrites at most j tape-squares behind the rewrite of the previous cycle.
There are several simple restrictions on the restarting automaton model that yield interesting characteristics of language classes. RRW-automata are RRWW-automata with no auxiliary symbols ( = ). An RR-automaton is an RRW-automaton with rewrite instructions that can only delete symbols. An RWW-automaton is an RRWW-automaton, which restarts immediately after any rewrite instruction, and an RW-automaton is an RRW-automaton that restarts immediately after any rewrite instruction. Finally, an R-automaton is an RR-automaton that restarts after any rewrite instruction.
When the rewrite and restart steps are not separated, items (2) and (3) in the description of δ above are merged to yield the following type of instruction.
where q ∈ Q, and v is such that |v| < |u| (u, v ∈ ). This means that M replaces its window contents u with v and then moves its read/write window to the left sentinel and enters the initial state.
All notions of monotonicity and determinism and corresponding notation extend to these more restrictive versions naturally.
An X automaton, X ∈ {R, RR, RW, RWW, RRW, RRWW}, with lookahead size k, is denoted by X(k). For instance, an RRWW(k) automaton is an RRWW automaton with lookahead size k.
Restarting automaton specification via regular constraints
To describe the behaviour of a non-deterministic restarting automaton M, Niemann and Otto [6] use a finite set of meta-instructions of the form (E 1 , u → v, E 2 ) (called cycle meta-instructions) and (E, ACCEPT) (called tail meta-instructions). Here, E 1 , E 2 , and E are regular languages, which are called the regular constraints of the meta-instruction, and u and v are strings such that u → v stands for a rewrite step of M, where u is the redex and v is the reduct. One applies these metainstructions as follows. In a restarting configuration q 0 gw$, M non-deterministically chooses a meta-instruction, say (E 1 , u → v, E 2 ). Now, if w does not admit a factorization of the form w = w 1 uw 2 such that gw 1 ∈ E 1 and w 2 $ ∈ E 2 , then M halts and rejects. Otherwise, such a factorization is chosen non-deterministically, and q 0 gw$ is transformed into the restarting configuration q 0 gw 1 vw 2 $. If (E, ACCEPT) is chosen, then M halts and accepts, if gw$ ∈ E, otherwise, M halts and rejects. The behaviour of an RWW-automaton M can also be described through a finite sequence of meta-instructions, this time of the form (E, u → v) and (E, ACCEPT).
Four useful properties
In this section, we present four basic lemmata used in the proofs of the main results in Section 3.
The correctness preserving property is a fundamental property of restarting automata.
Proposition 2.1 (Correctness preserving property [9] ) Let M be a restarting automaton, and u, v be arbitrary input words from * . If u ∈ L(M) and u * M v is an initial segment of an accepting computation of M, then v ∈ L(M).
It will also be useful to simplify the computations of the restarting automata that we discuss (without reducing their power). The next three lemmata serve this purpose.
(1) halting (and restarting for automata with separate rewrite and restart steps) occurs only when the lookahead is over the right sentinel, and (2) move-right steps are deterministic.
The following lemma shows that non-deterministic restarting automata with lookahead length k can, without loss of generality, be assumed to be (1) in RR-semi-det-form and (2) making move-right steps based only on the first symbol under the lookahead. 1 Lemma 2.3 For any X-Y automaton, M 1 = (Q, , , g, $, q 0 , k, δ), where X ∈ {(right-left-, left-)mon-, λ} and Y ∈ {R, RR, RW, RRW, RWW, RRWW}, there is an X-Y automaton, M 2 = (Q , , , g, $, q 0 , k, δ ), such that
(2) M 2 makes move-right steps based on the couple (u [1] , q), where u [1] is the first symbol under the lookahead and q is M 2 's current state,
Proof Jančar et al. established (1) [2] . By the specification of non-deterministic restarting automata by means of regular constraints, (2) is straightforward. A restarting automaton specified by regular constraints can easily be assured to be in RR-semi-det-form. Halting (and restarting for automata with separate rewrite and restart steps) can be made to occur once verification that the tape contents can be factorized according to the selected meta-instruction and once the automaton reaches the right sentinel has taken place. Moreover, move-right steps verify membership in a regular language, so not only can these move-right steps be determined, but they can be determined based on just the first symbol under the lookahead. Any monotonicity is clearly preserved.
When a restarting automaton M only rewrites when the contents of its lookahead is full, we say that M has fixed rewrite size.
Proof For the proof, we construct a restarting automaton M 2 from M 1 that never rewrites when its lookahead contains less than k symbols (where k is the length of the lookahead), supposing without loss of generality that M 1 satisfies the properties of Lemma 2.3. We describe the case where restart and rewrite steps are separated, the other case being clear from this discussion. M 1 's lookahead may only contain less than k symbols if it also contains the right sentinel. We rely on a simple speed-up of M 1 's steps for the cases (1) where the left sentinel is also contained in the lookahead or (2) where M 1 cannot rewrite on the given phase and is therefore in a right-computation of a cycle, or in a tail phase.
Otherwise, M 1 (with transition relation δ 1 ) has a rewrite of the form (p, REWRITE(v$)) ∈ δ 1 (q, u$) where |u$| < k. In this case, we 'plug up' the rewrite from the left with all strings α ∈ k−|u$| , such that M 1 from state q reads αu$ and enters state q with u$ as the prefix of its lookahead, giving (p, REWRITE(αv$)) ∈ δ 2 (q , αu$), where δ 2 is M 2 's transition relation. Now it is easy to see that L(M 1 ) = L(M 2 ). Also, monotonicity is clearly preserved.
Lemma 2.5 For any X-Y automaton, M 1 , where X ∈ {(right-left-, left-)mon-, λ} and Y ∈ {RWW , RRWW }, with lookahead size k, there exists an X-Y automaton, M 2 , with lookahead size k, that reduces its input by only one symbol per cycle, and is such that
We give the full proof for left-monotonicity. Sketches for the case of right-monotonicity, which is similar to the left-monotone case, and for right-left-monotonicity are then provided.
Proof (Proof for the left-monotone case) Let M 1 = (Q, , , g, $, q 0 , k, δ 1 ) be a left-mon-RRWW automaton with fixed rewrite size, in the RR-semi-det form, and that carries out move-right steps based on only the first symbol under the lookahead. Let B be a symbol not in , which we call the blank symbol. We construct M 2 = (Q ∪Q ∪Q, , ∪ {B}, g, $, q 0 , k, δ 2 ), such that
The idea of the proof is for M 2 to simulate M 1 's rewrites by padding reducts with blank symbols and then deleting these one-by-one in the immediately following cycles, before simulating another cycle of M 1 , such that during each deletion, the left-distance is the same as for the cycle introducing the blank symbols. Marked states are used in order to control this process.
In what follows:
, and
M 2 's state set includes M 1 's state set (Q), marked states for indicating a guess that there are blank symbols on the tape (in left-computations)Q := {q | q ∈ Q}, and hat states for indicating that M 2 is working in a right-computation,Q := {q | q ∈ Q}.
In a restarting configuration, M 2 can either rewrite or move right. Say M 2 simulates a moveright step of M 1 . M 2 first guesses whether there are any blank symbols currently on its tape. If M 2 guesses that there are blank symbols on its tape, then it will move into a marked state. Otherwise it will remain in a state from Q. So, if q ∈ δ 1 (q 0 , u), then M 2 will have the instruction, q ∈ δ 2 (q 0 , u) for guesses that there are blank symbols on the tape, and q ∈ δ 2 (q 0 , u) for guesses that there are no blank symbols on the tape.
For all rewrites, (p,
That is, we pad rewrites of M 1 (from the left) with k − 1 − |v| blank symbols so that the input is reduced by only one symbol for M 2 (keeping the left sentinel to the leftmost in the case of rewriting from a restarting configuration). The statep indicates that M 2 has made a rewrite. There should be no blank symbols for the rest of this cycle (right-computation). Therefore if M 2 finds a blank symbol while in a hat state, it rejects REJECT ∈ δ 2 (q, Bx) and REJECT ∈ δ 2 (q, x 1 Bx 2 $).
In subsequent cycles, M 2 will delete the blank symbols introduced, one-by-one and immediately restart. Unless M 2 is in a restarting configuration, it can only delete blank symbols if it is in a marked state (i.e. if it guessed that there were blank symbols on the tape at the start of the cycle)
REWRITE(x) ∈ δ 2 (Q, Bx), deletion of blank symbols in a marked state,
deletion of blank symbols in the start state.
(
If M 2 reaches the right sentinel in a marked state, and still has no blank symbols under its lookahead, then it rejects (it has verified that its guess about the presence of blank symbols on the tape is incorrect):
We have already defined move-right instructions for M 2 in state q 0 . M 2 can simulate M 1 's move-right steps with only the first symbol under the lookahead. Therefore we can define the rest of M 2 's move-right steps simply as follows, for q ∈ δ 1 (q, u) and based on just the symbol u [1] of the lookahead (as well as the states q, q ). Here, neither q nor q is the restart state. Also, x does not have the right sentinel as a suffix. If M 2 is in a marked state (respectively hat state, state from Q) it remains in a marked state (respectively hat state, state from Q) q ∈ δ 2 (q, u [1] x),q ∈ δ 2 (q, u [1] x), and q ∈ δ 2 (q, u [1] x).
In state q orq and with lookahead contents u, M 2 moves right and rejects (respectively accepts) if in state q, M 1 moves right and rejects (respectively accepts). Also, it is clear that L(M 1 ) = L(M 2 ). Moreover, it is easy to see that left-monotonicity is preserved.
Proof sketch for right-monotonicity: For right-monotonicity, M 2 is constructed so that during each deletion of a blank symbol, the right distance is the same as that of the cycle introducing the blank symbol (for rewrites that are not over the left sentinel). It does this by marking in the last blank symbol of the padded reduct, how long the reduct v is of the simulated rewrite (M 1 's reduct). So, M 2 's auxiliary symbol set includes k − 1 extra blank symbols, [B, t], t ∈ [k − 1]. Now, for rewrites not over the left sentinel, M 2 deletes blank symbols only with a redex having v as the suffix, so that the right distance remains the same as the cycle introducing the blank symbols.
Proof sketch for right-left-monotonicity: For right-left-monotonicity, the proof is only slightly more complicated. Consider two of M 1 's consecutive cycles, C i and C i+1 , with rewrites having respective redex and reduct pairs u i , v i and u i+1 , v i+1 . By left-and right-monotonicity, v i is a substring of u i+1 . During simulation, M 2 will guess that v i starts as the sth symbol in u i+1 ,
When M 2 discovers the string of blank symbols on the tape, it will also look for a compound symbol containing the guess s about the right-/left-distance of the next rewrite of M 1 that M 2 is to simulate. When deleting a simple blank symbol B, M 2 's lookahead should contain the full string of blank symbols, all of v and as many extra symbols to the left of the blank symbols as possible, up to the maximum s − 1. By doing so, M 2 will have decreasing right-and left-distances that are still larger than that of C i+1 . When deleting the special blank symbol with the guess [B, s], there are no other blank symbols on the tape. M 2 simply moves the guess s one tape-square to the left and decrements s by 1, if s > 1, otherwise M 2 moves this guess to the right and increments s by one (for s = 1).
Clearly, a restarting automaton that has the property of Lemma 2.5 can be simulated by a restarting automaton that in addition to this property also has those of Lemmata 2.4 and 2.3. Therefore, for the remainder of this paper, we will assume w.l.o.g. that all discussed non-deterministic restarting automata with auxiliary symbols (1) are in RR-semi-det form, (2) carry out move-right steps based on the current state and the first symbol under the lookahead, (3) have fixed rewrite size, and, for Section 3.3, (4) reduce their input by only one symbol per cycle.
Fundamental results on restarting automata
Three fundamental results on restarting automata concern the relation of these automata with the class of Church-Rosser languages, the class of deterministic context-free languages, and the class of context-free languages.
The separation of the rewrite step from the restart step does not add power to either the monotonic or (monotonic) deterministic restarting automaton models. Moreover, we have the following important results about their equivalence with the Church-Rosser, context-free, and deterministic context-free languages. On the other hand, the class of deterministic left-monotone restarting automata is a strictly larger class of languages (than the class of deterministic right-monotone languages), shown to coincide with the class RLR ofČulik and Cohen's [1] right-to-left regular languages [10] .
The following lemma concerning deterministic RRWW-automata and their relation to weakly monotone RRWW automata will be used for the proof of Theorem 3.3. Lemma 2.9 ([5]) A deterministic RRWW-automaton with window size k is weakly j-monotone for some j ≤ k − 2.
Main results

Monotone restarting automata
In this section, we examine the separation of restart and rewrite steps for monotone restarting automata with respect to lookahead size, and show that this separation does not result in an increase in power for any k > 1, which is the statement of the following theorem.
Proof idea: The idea of the proof is to construct a mon-RWW-automaton M 2 that simulates a mon-RRWW-automaton M 1 . M 1 's computations in each cycle can be partitioned into leftcomputations and right-computations. M 2 will simulate M 1 's previous right-computations in later cycles or in the tail phase of its computation. M 2 does this by recording the state that M 1 would have been in following the rewrite (if M 1 does not also restart at that point) in a compound symbol of its tape when rewriting. When M 2 finds a compound symbol, and provided the information it gives about how to continue simulating M 1 's right-computations is accurate for the current phase, it is able to carry out simulation of (part of) the preceding right-computations (of M 1 ) that it was not able to carry out when producing this compound symbol, because it had to restart.
If all computations considered are monotone, then there is no need to check the accuracy of information collected from a compound symbol regarding how to continue with preceding right-computations. When M 2 finds two successive compound symbols, it will always abandon the information contained in the former for that of the latter, in the case of monotonicity, or incorporate all information found, in the case of left-monotonicity.
The proof is split into two main parts: one for the assumption of monotonicity and the second for the assumption of left-monotonicity. Following this, we provide proof sketches for the cases of right-left-monotonicity and deterministic right-left-monotonicity, respectively.
A very important part of the proof for the non-deterministic monotone model only is the use of Lemma 2.5 and the fact that k > 1 and to make the assumption that the non-deterministic monotone automata being simulated here do not delete. Indeed, by using non-deleting non-deterministic monotone automata in the proof of Theorem 3.1 (for the non-deterministic case), we avoid any talk of simulating deletions, which made the proof overly complicated. Simulating deletions for the deterministic models, however, does not pose any problem.
Proof [for Theorem 3.1, for X ∈ {mon, det-mon}]
Consider M 1 = (Q, , 1 , g, $, q 0 , k, δ 1 ), a (det)-mon-RRWW automaton, which in the nondeterministic case reduces its input by only one symbol per cycle (by Lemma 2.5). In the following we provide a construction of a (det)-mon-RWW M 2 = (S, , 2 , g, $, (q 0 , {♦} 1×n ), k, δ 2 ) to simulate M 1 , where {♦} 1×n is a vector of n(= |Q|) components, each of which is the symbol ♦.
Note that since the automaton carries out move-right steps based only on the current state and the first symbol under the lookahead one may talk about a sort of k-speed-up of (only) move-right instructions, which may be expressed as the following, with a slight abuse of notation
State set: In M 2 's finite control unit, there are two components: a current state part, CSt, which will contain the current state of M 1 in M 1 's left-computation or tail phase that M 2 is simulating, and the vector part, RC, which contains up to n = |Q| components from Q ∪ {♦} where ♦ / ∈ Q is a new symbol indicating a 'vacant' component in RC; we call symbols (components) ♦, vacancy symbols (or vacancy components). Also, for convenience, we say that with any lookahead contents
The components in the vector hold indications of how to simulate rightcomputations of M 1 previous to the current phase, such that (1) there are no repeating states (symbols from Q) in the vector and (2) all non-vacancy components are contiguous and top-most.
Formally,
Input and work-tape alphabets: 2 contains 1 as well as compound symbols for the simulation of M 1 's right-computations and a set of marked symbols¯ 1
The special symbol B is not in 1 1×n } will be referred to as blank symbols. They account for the case where M 2 is simulating a rewrite of M 1 which is a deletion. The marked symbols in¯ 1 are used on the first symbol of reducts, simply to indicate that rewriting has taken place. The symbols in 2 − ( 1 ∪¯ 1 ) are referred to as compound symbols.
We define a homomorphism h : 2 → 1 ∪ {λ} as follows, where b ∈ 2 , which allows us to 'view' the contents of M 1 's respective tape, in the simulated computation
A very important observation follows easily from the fact that we assume the lookahead size (of all automata being discussed here) to be at least 2 (k > 1) and from the fact that the nondeterministic automata are assumed to reduce their input by only one symbol per cycle (using Lemma 2.5). This means that these automata never delete and as a result, in our simulation, M 2 never uses blank symbols, which is restated in the following lemma (Lemma 3.2).
Lemma 3.2
For M 2 a non-deterministic monotonic automaton (from Theorem 3.1), blank symbols are never used. M 2 's move-right steps: Move-right steps of M 2 are defined using those of M 1 , simultaneously simulating previous right-computations indicated in compound symbols. Let s = (q, RC) ∈ S and let u ∈ * 2 ∪ {g} · * 2 contain no blank symbols unless k = 2 and u 1 = g. (For a move-right step, it will be impossible for u to contain a blank symbol, unless k = 2 and u 1 = g; rewrite steps will require that a blank symbol be deleted as soon as it is under the lookahead, whenever possible.) If M 1 chooses a move-right step from δ 1 (q, h(u)) (as well as from δ 1 (RC 1 , h(u)), . . . , δ 1 (RC n , h(u))), then M 2 will choose a corresponding move-right step from δ 2 (s, u).
We separate the cases where for u = u 1 u 2 . . . u k , (1) k = 2, u 1 = g, and u 2 is a blank symbol, or (2) there are no blank symbols under the lookahead, and (a)
In case (1), there is a blank symbol under the lookahead. In cases (2a) and (2b) this is impossible, but we separate the case where the first symbol under the lookahead is a compound symbol. Note also that if M 1 is a mon-RRWW automaton, then only the cases in (2) are possible for M 2 .
We define, for w ∈ k
is a restart step of M 1 (the simulation of the corresponding right-computation is finished). The method simplify(RC) removes any rightmost (non-vacancy symbol) repetitions in the vector and then compresses the vector towards the top so that no non-vacancy component follows any vacancy component.
(1) If k = 2, u 1 = g, and u 2 is a blank symbol, M 2 simply moves right and remains in the same state.
(2) There are no blank symbols under the lookahead.
(a) For
That is, M 2 replaces the vector component of its state with that which is recorded in the compound symbol u 1 while advancing one tape-square. M 2 must remember information from only the rightmost compound symbol; RC was picked up in the tape region to the left of the window and is abandoned for RC , because, by monotonicity, RC is the most recently written compound symbol.
M 2 's rewrite steps. During rewrite steps, M 2 will simulate right-computations at the same time as rewriting. Apart from this simulation, M 2 records the progress of previous right computations in the last compound symbol of the reduct; if the reduct is empty for M 1 , then M 2 introduces a single blank symbol for this. By the monotonicity of M 1 as well as through the use of marked symbols to indicate where rewriting has taken place, the rightmost compound symbol on M 2 's work-tape will always be the one written in the previous cycle. When a blank symbol is introduced, then the next cycle will serve to remove this blank symbol. If the symbol next to the left sentinel on the work-tape is a blank symbol, then M 2 will delete this symbol and move the information it contains about right-computations one tape-square to the right. Otherwise, M 2 will move the information it contains about right-computations one tape-square to the left.
There are four possible cases for M 2 rewriting the window contents u in defining δ 2 (s, u), with s = (q, RC). To ensure M 2 's monotonicity, we disallow any rewrites where u holds a marked symbol that is not followed by a compound symbol; in the description of rewrites that follows, we assume u is of this form. In addition, either (1) u contains no blank symbols and (a) M 1 's rewrite is not a deletion, or (b) it is a deletion, otherwise (2) u contains a blank symbol, and (a) u 1 is the blank symbol (and k = 2), or (b) u 1 is not the blank symbol. Note that if M 1 is a mon-RRWW automaton, then only the case (1a) is possible for M 2 .
(1) u does not contain a blank symbol.
(a) Suppose M 1 chooses a non-deletion (w = λ) rewrite step of the form (q , Rewrite(w)) ∈ Then
. These are all move-right, restart, or halting instructions since only right-computations are being simulated. If another compound symbol is found with state component RC , then only the information RC is kept in the process, and move-right steps are carried out with this new information. Note that the last symbol of the rewrite records the state following the rewrite of M 1 , in order to be able to subsequently simulate M 1 's right-computations.
Then M 2 will use a blank symbol to record the state of M 1 after the deletion, as follows:
(2) If M 2 writes a blank symbol in some phase then, by the monotonicity of M 1 , it will be deleted in the immediately following cycle (meaning that no rewrite from case (1) could be carried out before a blank symbol comes under the lookahead). There are two cases: either (a) k = 2 and u 1 is a blank symbol, or (b) u 1 is not a blank symbol. (a) k = 2 and u 1 = [B, RC ]. By the definition of move-right steps this can only happen if the previous symbol read was the left sentinel. If the right distance of M 1 's previous cycle (which left this blank symbol) is i + 2, then by monotonicity, M 1 's next rewrite has right distance at most i + 1. M 2 will erase the blank symbol with right distance i + 1, preserving monotonicity
(b) u 1 is not a blank symbol. In this case, M 2 will erase blank symbols as soon as they come under the lookahead (so the right distance of the previous cycle is exactly equal to the right distance of this cycle, if u 1 is not the right sentinel, and is shorter otherwise). From this we see that the assumption of monotonicity prohibits there being two blank symbols on the tape simultaneously; the only possibility would be that the leftmost blank symbol be written last, which is excluded by monotonicity. If the lookahead contents, u, has a blank symbol then M 2 will store the state component of the blank symbol in a neighbouring non-blank tape-square, delete the blank symbol, and restart. Specifically, if the blank symbol is beside the left sentinel, then the state component will be incorporated as a compound symbol in the tape-square to the right (simulating a further move-right step for right-computations of the vector component). Otherwise, it will be stored in the tape-square to the left. M 2 has the following set of instructions for a lookahead content u = u 1 u 2 . . .
Monotonicity in 'invalid' cycles for deterministic and non-deterministic models:
In both the deterministic as well as the non-deterministic cases, the rewrites maintain the invariant that no redex holds a marked symbol that is not followed by a compound symbol. This is to ensure M 2 's monotonicity on cycles of a simulation following the cycle where M 1 would have halted -that is, for the case where M 1 rewrites and then halts over the right sentinel on the same cycle, but M 2 restarts and continues computation until it realizes that M 1 would have halted on a previous cycle. On these intervening cycles, which do not correspond to any valid computation for M 1 we want to ensure monotonicity. Suppose now the computation is not monotonic and suppose in addition that C i was the last 'valid' cycle (cycle corresponding to last one in M 1 's computation before halting), and that C j is the first cycle after C j where the right distances increase.
Suppose first that the rewrite in C j does not overlap with the rewrite in C i ; we must also suppose that the suffix of the redex in C j is not marked, otherwise, M 2 cannot rewrite at that point in the work-tape. Then this corresponds to a possible computation for M 1 , which is excluded by M 1 's monotonicity (and in the deterministic case, this is also simply excluded by determinism). 3 Therefore, the redex in C j must contain part of the reduct from C i , by the monotonicity of M 1 . If it also contains the compound symbol introduced in C 1 , then it is still monotone, so it does not contain the compound symbol of C 1 ; it does however at least contain the first symbol of the C 1 's reduct, which means it has not observed the above mentioned invariant, so this is excluded.
Termination: M 2 halts over the right sentinel, by assumption. It checks the vector part of its state. If in one of the simulated computations, M 1 restarts, then by the definition of M 2 's moveright steps, the corresponding state in the vector part of M 2 's compound state disappears and the remaining states are 'squeezed' to the front. If the first component is non-vacant, then M 2 accepts if this is an accept state and rejects if it is a reject state. (Any other component is disregarded, because the corresponding computation would not have been carried out.) Otherwise, M 2 will accept or reject according to the contents of its state part CSt.
Clearly M 2 will accept only if M 1 accepts, which completes the proof for X =(det-)mon. This is also valid for deterministic monotone restarting automata.
Because of M 1 's left-monotonicity, some alterations must be made, because instead of abandoning information in compound symbols for information in subsequently found compound symbols in a cycle, M 2 must remember all information in compound symbols. Also, we must ensure leftmonotonicity in M 2 by handling blank symbols slightly differently -not always deleting them and then only deleting them as the first symbol under the lookahead.
The state set for M 2 is almost the same as in the previous proof; it has the same components, but includes additionally another component, CF that takes the values YES or NO, recording whether a compound symbol has been found during the current phase. So,
The input and work-tape alphabets are the same as in the previous proof. There are some differences in the instructions: M 2 's rewrites: In general, by M 1 's left-monotonicity, M 2 cannot pass a compound symbol all the way through its lookahead unless it is in the tail phase. However, it may rewrite with a compound symbol under its lookahead. For non-blank symbols, it can do this only if the rightmost marked symbol under the lookahead is also the first symbol under the lookahead. Moreover, blank symbols will not be deleted unless they are found in the phase directly following their introduction and then only as the first symbol under the lookahead, to preserve M 2 's left-monotonicity. The state component CF indicates whether a compound symbol has passed through the lookahead, which also indicates whether a blank symbol is found directly after its introduction: CF = NO if no compound symbol has passed through the lookahead, and M 2 has yet to read the compound symbol written in the previous cycle (which should be read first among all compound symbols on the tape); CF = YES otherwise. M 2 's move-right steps: For the move-right steps, rather than throwing away the information in the vector component of M 2 's state whenever a compound symbol is found, M 2 must keep all information: it must merge all information together. Moreover, M 2 ignores blank symbols, when CF = YES (moves right and just picks up the information stored in them without changing the other components of its state). When CF = YES, M 2 is in a tail phase.
Termination is the same as in the previous proof. By the assumption of M 1 's left-monotonicity and the restriction that M 2 can only rewrite a compound symbol if the rightmost marked symbol under the lookahead is also the first symbol under the lookahead, M 2 's work-tape always maintains the condition that more recently introduced compound symbols occur to the left of less recent ones and that M 2 is left-monotonic. Also by the same assumptions, it will only revisit a compound symbol if it is rewriting it, or in the tail phase. Therefore, all compound symbols will have separate and important information about the simulation of right-computations in previous phases, and everything must be remembered. By this construction, M 2 accepts on input x only if M 1 accepts on input x, which completes the proof.
For the cases X ∈ {right-left-mon-, det-right-left-mon-}, it is easy to show that for two consecutive cycles, C i , C i+1 , with rewrites having the respective redex/reduct pairs u i , v i and u i+1 , v i+1 , v i is a substring of u i+1 . Either construction in the proof of Theorem 3.1 maintains right-leftmonotonicity so long as M 2 does not have to delete any blank symbols: in M 2 's cycles, there is at most one compound symbol on the tape to be found, and it is found during rewriting. So, merging information with an empty vector is the same as abandoning an empty vector for new information in this case. Instead of assuming in the non-deterministic case that the automata do not delete, we just take special care in defining M 2 's deletion of blank symbols.
Sketch of proof for the right-left-monotone case: For the right-left-monotone case, there is a similar proof to that of Lemma 2.5. 
M 2 then goes on to verify the guess s and simulate C i+1 in the next cycle.
Sketch of proof for the det-right-left-monotone case: For the det-right-left-monotone case, if C i 's rewrite is a deletion, M 2 writes B k−1 (rather than just a single blank symbol as in the nondeterministic case). Since M 1 is deterministic, u i+1 must have at least one unseen tape square contents, so on the next cycle, M 2 deletes a blank symbol with redex B k−1 x 1 , where x 1 is the unseen tape-square contents. If the k − 1 tape-squares preceding the string of blank symbols, hold the prefix u i+1 [1, k − 1] and x 1 = u i+1 [k], then M 2 also marks the symbol x 1 , so the reduct is B k−2x 1 , otherwise it simply deletes a blank symbol. On any cycle, if there are blank symbols on the tape, M 2 reads all of them into its lookahead until either (1) a blank symbol is the first symbol under the lookahead or (2) a marked symbol is the last symbol under the lookahead.
(1) If a blank symbol is the first symbol under the lookahead and there are a total of r blank symbols under the lookahead, with x 1 . . . x k−r being the non-blank (suffix) lookahead contents, then M 2 verifies whether the r tape-squares preceding its lookahead hold the prefix u i+1 [1, r] and whether x 1 . . .
If a marked symbol is the last symbol under the lookahead, M 2 has found where it should simulate the rewrite in C i+1 . In order to preserve right-left-monotonicity, the tape head cannot read past any marked symbol. Blank symbols should simply be deleted one by one with the marked symbol as the suffix of the lookahead contents. When there is only one blank symbol left, M 2 removes the marking on this marked symbol as it deletes the last blank symbol. 4 In the following section, we extend the proof approach of Theorem 3.1 to the non-monotone case.
Deterministic restarting automata
Lookahead hierarchies also exist for the deterministic case. However, in this case, the length of the det-RWW automaton's lookahead will have to increase. The proof is reminiscent of Mráz and Otto's [5] proof that states that each deterministic RRWW-automaton with window size k is weakly j-monotone for some j ≤ k − 2. Proof idea: The idea of the proof builds on that of Theorem 3.1. By Lemma 2.9, a det-RRWW(k) automaton is weakly j-monotone for some j ≤ k − 2. So if we extend M 2 's lookahead length by k − 2 and rewrite the first k letters of the lookahead (as M 1 would), while just reprinting or marking the other k − 2, we should obtain an automaton that, on the current phase, will only rewrite when it has seen all of the result of the rewrite from the last phase.
Monotone segments of computations are carried out similarly to the first part of the proof of Theorem 3.1: M 2 abandons information from former compound symbols (here, marked regions) for new compound symbols (marked regions). Non-monotone segments (where M 1 has a rewrite back-up of at most k − 2) are marked so that M 2 knows to merge all information collected in these segments and abandon nothing as in the second part of the proof of Theorem 3.1.
Proof Let M 1 = (Q, , 1 , g, $, q 0 , k, δ 1 ) (with ⊆ 1 ) be a det-RRWW-automaton with lookahead k that halts only at the right sentinel and that has fixed rewrite size. We construct M 2 = (S, , 2 , g, $, (q 0 , {♦} 1×n ), 2k − 2, δ 2 ), a det-RWW-automaton with lookahead of size 2k − 2 that simulates M 1 , for the result. As M 2 moves through the computation, Phase will denote the current phase. As in the proof of Theorem 3.1, M 2 simulates right-computations of M 1 at later stages in its computations. M 2 's state set: M 2 will store in its finite control unit two variables:
(1) CSt will contain the current state in the current phase, Phase. CSt is either an element of Q (unmarked states) or ofQ = {Q | q ∈ Q} (marked states). We define a simple homomorphism g :Q ∪ Q → Q by g(q) = g(Q) = q.
(2) RC is a vector of length n = |Q|, with elements from Q ∪ {♦} as its components, where ♦ called the vacancy symbol. The order of these sets is significant. Also, no vacancy component shall occur before any non-vacancy component.
Thus M 2 's state set S is composed of states of the form (CSt, RC). We will say, for s = (CSt, RC) , that CSt is the current state part and RC is the vector state part. M 2 's work-tape alphabet: 2 contains 1 (which contains ), but also contains compound symbols for the simulation of M 1 's right-computations, as well as marked symbols. Denotinḡ 1 := {ā | a ∈ 1 } (which we will refer to as the marked symbols), 2 
We also define a corresponding homomorphism¯: 2 → 2 for marking symbols, as follows,
(compound symbols stay the same).
We will refer to regions of the tape composed of any number of successive marked symbols bounded by (and possibly interspersed with) compound symbols as marked regions; note that a single compound symbol surrounded by unmarked symbols is a marked region by itself.
Move-right steps of M 2 : M 2 's move-right steps are defined with respect to M 1 's. There are three cases for δ 2 (s, u), where u = u 1 u 2 · · · u 2k−2 : (1) where u 1 is not a compound symbol, (2) where u 1 is a compound symbol and (a) M 2 is in an unmarked state or (b) in a marked state. The main idea is that if M 2 finds a compound symbol, then it goes into a marked state; in marked regions, M 2 remains in a marked state; and outside of marked regions, it should enter or be in an unmarked state.
Let s = (q, RC) ∈ S, and recall that u [1, k] denotes the prefix u 1 u 2 · · · u k of u. h(u[1, k] ))). Move-right steps of M 1 are simulated for the current phase, as well as for the right-computations of all previous phases as indicated by the component RC = RC 1 , RC 2 , . . . , RC n of the current compound state s. The method simplify(RC) is used just as in the proof of Theorem 3.1. If q ∈Q, this means that M 2 has just exited a marked region (the previous symbol was marked), and that it is entering an unmarked region and must revert to unmarked states.
Note that if u 1 ∈¯ 1 , M 2 ignores this. States can only become marked upon M 2 's observation of a compound symbol, i.e. when entering a marked region.
(2) If u 1 = [a, RC ] ∈ , q ∈ Q, then M 2 assumes it has found the rightmost compound symbol on the tape, and that it is entering a marked region of the tape. It therefore enters a marked state and abandons any information about right-computations for previous phases that it has picked up, retaining that of this compound only: δ 2 (s, u) = (δ 1 (q, h(u[1, k]) ), RC ). (RC, h(u[1, k] )))).
Rewrite steps: In the simulation of M 1 's rewrite steps (which rewrite k symbols), M 2 will rewrite up to 2k − 2 symbols. However, only the first k symbols will be rewritten as M 1 would rewrite them (though with a compound symbol at the end); the other k − 2 symbols will be either marked or left unchanged, assuming M 2 is not simulating a deletion for M 1 (this case must be treated slightly differently). For example, letting
If w = w 1 w 2 · · · w 2k−2 ∈ * 1 , we denote a k step speed-up of move-right steps for the vector component, with window contents w by δ k 1 (RC, w). Correspondingly, merge k (RC , RC, w) calculates the vector merge(RC , δ k 1 (RC, w) ). Moreover, for M 2 , we denote a k step speed-up of move-right steps starting at state s = (q, RC) by δ k 2 (q, s). Rewrite steps are defined as follows for δ 1 
(1) If u[k + 1, 2k − 2] does not have any compound symbols, then
otherwise.
(2) Otherwise u[k + 1, 2k − 2] has a compound symbol. And M 2 must mark all intervening squares. All other symbols of u[k + 1, 2k − 2] are just reprinted as they were found. We choose the leftmost compound symbol of u[k + 1, 2k − 2], say, u k+1+m .
otherwise. Note that if both u k+1+m and u k+1+m+j , 0 < m + j < k − 2 are compound symbols then they are part of the same marked region. The symbol u k+1+m+j was printed before the symbol u k+1+m , since their distance apart is less than k − 3 symbols, so the rewrite which printed u k+1+m+j would have wiped out the symbol u k+1+m . So, the symbol u k+1+m was printed later, in which case, according to the above rewrite step definition, all squares between u k+1+m and u k+1+m+j are marked.
Work-tape invariants:
The following invariants hold.
(1) In marked regions of the tape, the compound symbols have been written in temporal order from right to left, the first being the rightmost in the marked region, and the last being the leftmost.
Proof Tape symbols are marked during rewrites when there is a compound symbol in the suffix u[k + 1, 2k − 2] of the lookahead contents. Therefore, successive compound symbols of marked regions are at a distance of at most k − 2. It is therefore impossible for there to be two successive compound symbols in a marked region such that the compound on the left came before the one on the right.
(2) The most up-to-date information (i.e. the information that M 2 should remember) will be that of the rightmost marked region. That is, when M 2 finds the marked region, it can abandon all the information of its vector state part and keep the information recorded in this marked region.
Proof Suppose that the rightmost region was not the most up-to-date. Then there has been a rewrite to the left of this region region, further than 2k − 2 tape-squares from the rightmost compound, which is excluded by determinism.
Termination: M 2 halts in state s = (q, RC), where its scanning head is over the right sentinel, and RC 1 contains a halting state, or q is a halting state. If RC 1 is a halting state, then M 2 rejects or accepts based on RC 1 ; otherwise, if RC 1 is the empty set, then M 2 rejects or accepts based on q.
All right-computations are completed accurately. And M 2 accepts only if M 1 accepts.
Restarting automata with small lookahead
For general restarting automata with auxiliary symbols and lookahead of size 1, the separation of rewrite and restart step leads to an increase in power. In fact, the result is true of monotone restarting automata also. 5 Proposition 3.4 For X ∈ {(right-left-, left-)mon-, λ}, (1)).
Proof Mráz [4] showed that REG = L(X-R(1)) = L(X-RW(1)) = L(X-RWW(1)), with X ∈ {det-mon, det, mon, λ} and this clearly also holds for X = (right-left-, left-)mon. We provide a right-left-mon-RRWW(1) automaton M such that L(M) ∈ LIN − REG, through the following regular constraints. (Note that L(right-left-mon-RRWW) = LIN [3] .)
By exhaustively listing the left-over context possibilities, it can be shown that L(M) = {(ab) n (cd) n | n ≥ 0} ∪ {(ab) n−1 a(cd) n | n ≥ 0} ∪ {(ab) n−1 ad(cd) n−1 | n ≥ 0} ∪ {(ab) n−1 d(cd) n−1 | n ≥ 0} ∈ LIN − REG.
Proposition 3.4 also nicely holds for (R)RR(W)(1)-versus R(W)(1)-automata, since the respective automata coincide with RRWW-and RWW-automata when k = 1.
The class of languages recognized by RWW (RRWW) automata with lookahead 1 and that of those with lookahead 2 can also be separated. The result also applies to monotone restarting automata.
Proposition 3.5 For all X ∈ {(right-left, left-)mon, λ}, L(X-RWW(2)) − L(X-RWW(1)) = ∅ and L(X-RRWW (2)) − L(X-RRWW (1)) = ∅.
Proof The language L = {a n b n | n ≥ 0} is the classic example of a non-regular linear language. A det-right-left-mon-RWW(2) automaton to recognize L may be specified (deterministically) by the following regular constraints:
On the other hand, no restarting automaton M with just size 1 lookahead can recognize this language, for after the first deletion, the tape contents contain a string not in L(M), which is excluded by the correctness preserving property.
The main result of this section is that further separation of language classes for RRWW is not possible (Theorem 3.6 and Corollary 3.12). Proof of Theorem 3.6 Assume M 1 = (Q 1 , , 1 , g, $, q 0 , k + 1, δ 1 ) is an RRWW(k+1) automaton. We construct an RRWW(k) automaton M 2 = (Q 2 , , 2 , g, $, q 0 , k, δ 2 ) to simulate M 1 , such that L(M 1 ) = L(M 2 ).
Proof idea: For this construction, the nondeterminism of M 2 and its separation of rewrite and restart steps are essential. M 2 's lookahead is one symbol shorter than M 1 's. So, M 2 will simulate M 1 's rewrites by guessing the contents of the tape-square, τ R , following the last symbol of its lookahead, contained in tape-square τ L . It will verify this guess within one step (of the same cycle), using a compound state holding this information, leaving behind in the compound symbol τ L , how M 2 should read the guessed contents of τ R in subsequent cycles; we call this instruction I.
If there is a rewrite whose first symbol is in τ R in a subsequent cycle, C i , then M 2 will record in the tape that it should ignore I in all cycles after C i -that is, I is up-to-date so long as there is no subsequent rewrite whose first symbol was in τ R . Up-to-dated-ness is recorded as a combination of information from consecutive symbols: M 2 ensures that various components of the symbols in τ L and τ R are distinct (non-matching) directly following a rewrite whose last symbol is in τ L , and identical (matching) directly following a rewrite whose first symbol is in τ R . The Matching Lemma (Lemma 3.11) concerning the 'interaction' of information in τ L and τ R , proves that M 2 does this successfully. Hence, at any point in the simulation, M 1 's 'tape contents' can be derived from M 2 's as follows: for two consecutive tape-squares, say τ L and τ R , determine which of their contents has the most up-to-date information, and use I accordingly.
Note that this simulation could not work for k = 1, because then M 1 can only delete. We first give an example of the behaviour of the M 2 constructed in the proof, for the language {a 2 n | n ≥ 0}.
Example 3.7
An RRWW(3)-automaton M 1 = (Q 1 , 1 , 1 , g, $, q 0 , 3, δ 1 ) recognizing the language L power-square = {a 2 n | n ≥ 0}, which recursively reduces the input tape by half. In our construction, M 1 A corresponding possible set of instructions for M 1 is the following: 6 Without explicitly constructing M 2 , we show how such an automaton simulates M 1 on the input a 8 . In this example, to refer to the various symbols of this string, we write a 1 a 2 a 3 a 4 a 5 a 6 a 7 a 8 for input a 8 , though these a i are still the symbol a.
The explanation of an accepting computation on a 8 by M 2 is split into phases. In the explanation, the location of the lookahead for M 2 is given by an inner box around circles, and the location of the lookahead for M 1 is given by an outer box, which includes one more symbol.
Phase 1: M 2 moves right to scan the first two symbols following the left sentinel. Recall that an RRWW automaton can be assumed to move-right based on only the first letter under the lookahead, so M 1 's move-right steps are relatively easy for M 2 to simulate so long as the tape symbols and states are the same as M 1 's. It is really the rewrite that needs explanation here. g a 1 a 2 a 3 a 4 a 5 a 6 a 7 a 8 $ M 2 guesses that the next symbol is a 3 , and simulates the rewrite
replacing a 1 a 2 by the symbol (q 1 , aaa, ba, q 2 ) , 0, neutral) and moving into compound state (q 1 , aaa, ba, q 2 ) , 0, verify, neutral).
First consider the compound symbol X 1 , which is a 4-tuple. The first component indicates the contents of the corresponding tape-square for M 1 , which is b. The second component contains the simulated rewrite. The third component is a sort of relative time-stamp with respect to the following symbol, first set to either 0 or 1 arbitrarily, for reasons that will become clear in the explanation of Phases 2 and 6, having to do with the contents of the following tape-square in the case where it contains (or will contain) a compound symbol. Finally, the fourth component is set to neutral, because the previously read symbol did not contain a compound symbol; in fact, it is also a relative time-stamp with respect to the previous symbol and this interaction will be observed in Phase 3.
Compound state q 2 is a 5-tuple whose second, third, and fifth components are directly taken from X 1 's second through fourth components (in the same order). The first component is the state that M 1 would be in after the simulated rewrite and the fourth component contains verify, which signals that M 2 must verify its guess about the contents of the next tape-square in the following step.
In the following step, M 2 checks that its guess about a 3 is correct, and moves right into state q 2 . The remainder of the cycle is the same as for M 1 (except of course, M 2 takes an extra step to reach the right sentinel and restart).
For subsequent cycles, M 2 holds the information about how to update its contents, in its second component. It just so happens here that the last symbol of the reduct in this component coincides with the contents of the tape-square anyways, though technically this information is now out-ofdate. We will show a more obvious case where this information is out-of-date in Phase 6.
Finally, the fifth component of q 2 is set to neutral, because the last symbol of the redex was not a compound symbol. The use of this component will be illustrated in Phase 6.
Phase 2: At the beginning of Phase 2, M 2 moves right based again on the first symbol under the lookahead (the sentinel) to scan the previously written compound as the first symbol under the lookahead (as shown in the inner box).
g (b, (q 1 , aaa, ba, q 2 ), 0, neutral)a 3 a 4 a 5 a 6 a 7 a 8 $ The corresponding work-tape contents for M 1 is gba 6 $. M 2 interprets the lookahead contents as just ba 3 and moves right again, based on M 1 's transitions (M 1 has the move-right instruction δ 1 (q 1 , baa) = q 1 ). However, since it has read a compound symbol, it carries this information over in a compound state: q 1 = (q 1 , (q 1 , aaa, ba, q 2 ), 0, neutral, neutral).
The first two components of this state are straightforward. The third component has been directly copied from the third component of the previous symbol: it is a time-stamp to be made use of if the following symbol were also a compound. The fourth and fifth components are set to neutral, because no rewrite has been made (so there are no guesses to be verified).
In the next step, M 2 uses the last symbol of the reduct in q 1 's second component to actually read aa 4 (instead of a 3 a 4 ), making a guess about a 5 and recording this guess in the rewrite as it did in Phase 1. However, now it has to account for the fact that the previous tape-square no longer holds up-to-date information. It does this by writing the compound symbol (b, (q 1 , aaa, ba, q 2 ), 0, 1).
The fourth component of this symbol is 1, because the third component of the last symbol (carried over by q 1 ) was 0. Since these do not match, M 2 will know (in subsequent phases) that this symbol was written after the previous symbol, and that it should no longer replace the contents of this tape-square by the last symbol of the reduct in the previous symbol's second component (here, a); this is shown by the Matching Lemma in the proof. As in Phase 1, M 2 then moves into a compound state which allows it to verify the rewrite guess.
Phases 3 and 4: Phases 3 and 4 work much like Phase 2. The contents of the work-tape at the beginning of Phases 3 and 4 are, respectively, g(b, (q 1 , aaa, ba, q 2 ), 0, neutral)(b, (q 1 , aaa, ba, q 2 ), 0, 1)a 5 a 6 a 7 a 8 $ and g(b, (q 1 , aaa, ba, q 2 ) , 0, neutral)(b, (q 1 , aaa, ba, q 2 ), 0, 1)(b, (q 1 , aaa, ba, q 2 ) , 0, 1)a 7 a 8 $.
At the end of Phase 4, M 2 's tape contents is g(b, (q 1 , aaa, ba, q 2 ), 0, neutral)(b, (q 1 , aaa, ba, q 2 ), 0, 1) · (b, (q 1 , aaa, ba, q 2 ), 0, 1)(b, (q 1 , aa$, b$, q 2 ), 0, 1)$.
Phase 5: In Phase 5, M 2 scans the tape, much as it did in the previous phase, until it sees that the last symbol of the reduct in the second component is $; this indicates what the symbol following the last symbol of the lookahead is, without actually scanning it. This information was verified to be true in Phase 4. Moreover, since $ can never be over-written, M 2 does not need to question how up-to-date this information is (i.e. whether it should read the following symbol based on information in this second component, or whether there has been a subsequent overwrite of the following symbol and this information in the second component is out-of-date). g(b, (q 1 , aaa, ba, q 2 ), 0, neutral)(b, (q 1 , aaa, ba, q 2 ), 0, 1) · (b, (q 1 , aaa, ba, q 2 ), 0, 1)(b, (q 1 , aa$, b$, q 2 ), 0, 1) $ The corresponding work-tape contents for M 1 is just b 4 , and M 1 would be scanning bb$, and about to perform the rewrite δ 1 (q 1 , bb$) = (q 3 , Rewrite(c$)). So, M 2 replaces the inner box by (c, (q 1 , bb$, c$, q 3 ), 0, 1), where the third component is chosen arbitrarily (either 0 or 1) and the fourth component is 1 again, because it must be different from the previous symbol's third component.
Because no rewrite guess was made, the compound state M 2 moves into a slightly different state from the previous phases, with the third component set to ignore, because the next symbol should be read from the second component:
Also, the last component is copied directly from component 3 of the redex. It is used for determining if the information in this symbol of the redex was up-to-date with respect to the following symbol. However, since in this case the following symbol is the right sentinel, it serves no purpose here. Its use will be illustrated in Phase 6.
Phase 6: In Phase 6, M 2 moves right once to scan the following tape contents, in state q 1 . (q 1 , aaa, ba, q 2 ), 0, 1) (c, (q 1 , bb$, c$, q 3 ) , 0, 1) $
The corresponding work-tape contents for M 1 is gbbc$, and M 1 would currently be scanning bbd. So, M 2 can simulate the rewrite δ 1 (q 1 , bbc) = (q 3 , Rewrite(cc)), guessing that the following tape-square corresponds to the symbol c. In fact, M 2 is making two separate guesses:
(1) That it should ignore the information in the second component of the last symbol of the redex, which indicates that the next symbol is a and (2) that the next symbol is d.
It replaces the inner box by the symbol (c, (q 1 , bbc, cc, q 3 ), 1, 1), and moves into state (q 3 , (c, (q 1 , bbc, cc, q 3 ) , 0, 1), 1, verify, 0).
The first two components of the compound symbol and state are now straightforward; so is the fourth component of the compound state. The third component of these (which is the relative timestamp component with respect to the following symbol) is set to 1, because the fourth component of the following symbol is also 1; the fact that these bits of information match indicates (in subsequent cycles) that the symbol just written was written after the following symbol (this is the point of the Matching Lemma in the proof). If we had set these to 0, then on the next step, M 2 would reject in order to maintain the proper time stamps in tape-squares. Finally, the fifth component of the compound state is set to 0, so that guess (1) can be verified. This 0 is copied directly from the third component of the last symbol of the redex. Now, if the next symbol's fourth component equal to 0, then M 2 know that its guess was incorrect: the information in the second component of the last symbol of the redex was correct, and it should have been used when applying a rewrite. Otherwise the next symbol's fourth component is equal to 1, indicating the guess (1) was correct. So, if this fifth component of the compound state was set to 1, M 2 would have to reject in the next step, when it finds that this guess was incorrect.
In the next step, M 2 verifies its guesses, and continues moving right until it restarts at the end of the tape.
Phase 7: Again, M moves right and into state q 1 with the following tape configuration:
g (c, (q 1 , bbc, cc, q 3 ), 1, 1) (c, (q 1 , bb$, c$, q 3 ), 0, 1) $ As in Phase 5, since there is no need to guess about the right sentinel, M 2 simulates rewrite δ 1 (q 1 , (cc$)) = (q 3 , Rewrite(d$)), replacing the inner box by Example 3.7 allowed us to illustrate two key ideas for the understanding of the proof.
[C1] Compound symbols are written to record guesses about the contents in the next tape-square. So long as this information stays up-to-date, M 2 can just use it to know about the next tape-square. Guesses are always checked immediately after they are made, to maintain correct information on the tape at all times. [C2] M 2 knows which of neighbouring tape-squares holding compound symbols contains the most up-to-date information, by a simple matching of bits: if bits match, then the symbol to the left is most recent, and if they do not then the symbol to the right is most recent.
Example 3.7 illustrated the case where k = 3. We now give the formal proof of the theorem, for k > 3, since the case k = 3 is easily understood from this.
We suppose without loss of generality that M 1 does not rewrite over the right sentinel and then immediately halt.
Verification information notation: As we saw in Example 3.7, we need to refer to M 1 's rewrites that M 2 is simulating, so that information can be updated in subsequent steps. So, by verification information, VerInf, we just mean some member of the set of M 1 's rewrites, or the special blank symbol, B / ∈ 2 . (Blank symbols will be used here when M 2 needs to indicate information about contents of the previous tape-square, but not that of the next tape-square.) We denote the set of verification information as
We will also refer to 1 := − {B} as the set of M 1 's rewrites. For ρ = (q, u [1, k + 1] , v [1, k] , q ) ∈ 1 , we denote the components of ρ as follows: 
As we illustrated in Example 3.7, VerInf, c 1 , and c 2 are used for verifying rewrite guesses, updating tape contents, and determining whether updating is necessary.
If VerInf = B, we say that VerInf is blank; we refer to the set of compound symbols with blank verification information as B . Also, we refer to the set of compound symbols with the last component, c 2 , not equal to neutral as 01 . The set of compound symbols B ∩ 01 is the set of all compounds that indicate information about contents of the previous tape-square.
M 2 uses compound symbols as either the last and possibly also the first symbol of a reduct. The information VerInf is used for verifying rewrite guesses and updating tape contents; this component will be non-blank in the last symbol of a reduct. VerInf represents the latest simulated rewrite introducing a compound symbol in the tape-square as the last symbol of the reduct.
The last two components of the 4-tuples in are relative time-stamp components that take values that help determine when verification information is out of date; the third component gives time-stamp information relative to the following tape-square and the fourth component gives time-stamp information relative to the preceding tape-square.
To refer to the different components of compound symbols z = (x, VerInf, c 1 , c 2 ) ∈ , we introduce the notation comp i (z), i ∈ {2, 3, 4}, which refers to the ith component of z. On the other hand, comp 1 is defined as a homomorphism comp 1 :
Then we extend comp 1 in the natural way to comp 1 :
We also want to consider the context of symbols on the actual work-tape when interpreting the progress of M 2 's simulation of M 1 , since as we saw in Example 3.7, in Phase 2, when the tape contents was g(b, (q 1 , aaa, ba, q 2 ), 0, neutral)a 3 a 4 a 5 a 6 a 7 a 8 $.
M 2 understood that it should read gbaa 4 a 5 a 6 a 7 a 8 $ for its simulation and not gba 3 a 4 a 5 a 6 a 7 a 8 $, where the difference is the third non-sentinel symbol. It knew this based on information in the first compound symbol. On the other hand, Phase 6 started with the tape contents g(b, (q 1 , aaa, ba, q 2 ), 0, neutral)(b, (q 1 , aaa, ba, q 2 ), 0, 1)(c, (q 1 , bb$, c$, q 3 ), 0, 1)$, but M 2 determined that this corresponded to gbbc$ and not gbba$ on M 1 's corresponding worktape, even though the last symbol of the reduct in component 2 of (b, (q 1 , aaa, ba, q 2 ), 0, 1) describes the contents of the next tape-square as a. It knew this because the fourth component of (c, (q 1 , bb$, c$, q 3 ), 0, 1) does not match the third component of (b, (q 1 , aaa, ba, q 2 ), 0, 1). Consider two consecutive work-tape-squares holding the substring z z ∈ ( 2 ∪ {λ, g}) · ( 2 ∪ {g, $}). We want to know how to read z given z in the previous tape-square. That is, when z holds more up-to-date information, M 2 should disregard any information in z indicating how to read z. Otherwise M 2 depends on the information contained in z , to read z. This is the purpose of the following mapping h, which we inductively define as h :
In Case 1, there is no rewrite guess recorded in z possibly altering the reading of z. In Case 2, the information recorded in z concerning a rewrite guess in the following tape-square is out-of-date, because comp 4 (z) and comp 3 (z ) match. Case 3 is listed only for technical convenience, and is the case where no context is given. Finally, in Case 4, the information recorded in z concerning a rewrite guess in the following tape-square must be used when M 2 is determining the contents of M 1 's corresponding work-tape for the simulation.
We complete the definition of h, letting h(z , zα) := h(z , z)h(z, α), where z is still a single symbol.
Since compound symbols may have various components in common, we will sometimes speak of components being introduced into tape squares. If at time t a tape-square τ holds compound symbol z with some component comp i (z), but at time t − 1, τ 's contents held some symbol z ∈ 2 without the same component -that is, either z ∈ 1 or comp i (z ) = comp i (z) -then we say that comp i (z) was introduced (into tape-square τ ) at time t. M 2 's state set: For the definition of Q 2 , we first define the disjoint sets Q 21 and Q 22 (which are also each disjoint with Q 1 ). To refer to the different components of compound states q = (q , VerInf, c, d, e) ∈ Q 21 , we introduce the notation COMP i (q), i ∈ {2, 3, 4, 5}, which refers to the ith component of q. We further define the homomorphism COMP 1 (q) : Q 2 → Q 1 as follows, for q ∈ Q 2 . [1,k] VerInf, c, d, e ) ∈ Q 21 .
Compound states carry over information from read compound symbols in order for M 2 to determine how to read the lookahead contents (if the information it contains is up-to-date or not). So, similarly to h, in order to consider the context of a suffix of the actual work-tape when interpreting the progress of M 2 's simulation of M 1 we must consider the information contained in the current compound state (which was picked up from the previous symbol) scanning the prefix of this work-tape suffix. That is, if the current state holds the most-up-to date information (picked up from the previous symbol), then M 2 should disregard z's information; otherwise z's information should be read as usual. This is the purpose of the following mapping g, inductively defined, using h above, as g : Q 2 × ( 2 ∪ {g, $}) * → ( 1 ∪ {g, $}) * first with the second argument as a single symbol:
In Cases 1 and 3, q does not contain any information that can change how M 2 scans z; in Case 1, the state itself does not contain this information (compare with Case 1 in h's definition), and in Case 3, the state might contain the information, but reading of sentinels cannot be altered. In Case 2, since comp 4 (z) matches COMP 3 (q), M 2 knows that the information contained in q about how to scan z is out-of-date (compare with Case 2 in h's definition). Finally, in Case 4 (like Case 4 in the definition of h), the information contained in q must be used to update the contents of the tape-square containing z.
To complete the definition of g, we let g(q, zα) := g(q, z)h(z, α), where z is still a single symbol. We now describe the rewrite and move-right instruction for M 2 with k > 2. The case for k = 2 is easily obtained from this by merging the requirements for the first and last symbols in reducts of the case k > 2. We first give some notation for M 2 's work tape, which can indeed be skipped and just consulted upon need.
Notation for M 2 's work-tape: Let t,C = π i −1 π i 0 π i 1 π i 2 · · · π i n−m π i n−m+1 π i n−m+2 denote M 2 's -at time t in cycle C m (m ≥ 1) of computation C on an initial input of length n, where each π i j is a tape-square boundary, for j ∈ {−1, 0} ∪ [n − m + 2]. Further, with respect to t,C , we let τ R (π i j , t) denote the contents of the tape-square to the right of π i j at time t (if it exists) and τ L (π i j , t) the contents of the tape-square to the left of π i j at time t (if it exists). So, we always have, for example, τ R (π −1 , t) = g = τ L (π 0 , t). M 2 's rewrite steps: Let ρ = (q, u [1, k + 1] , v [1, k] , q ) ∈ 1 . We define a set of M 2 's rewrites required for simulating ρ, of the form ρ = (p, x [1, k] , y [1, k − 1] , p ).
In the following six points (I-VI), we give a first, less technical description of M 2 's rewrite steps, after which, we give the formal requirements of the components of ρ .
(I) The last symbol of the reduct: M 2 rewrites with rewrite ρ and records ρ in the last symbol, y[k − 1] of the reduct as VerInf (comp 2 (y[k − 1])). In subsequent cycles of the tape, M 2 can use this information to read the contents of the next tape-square, so long as it is up-todate. M 2 also records, in y[k − 1], informationcomp 3 (y[k − 1]) -used to determine in subsequent cycles whether this VerInf (i.e. the information about the contents of the next tape-square) is up-to-date and takes a value non-deterministically in {0, 1}. (II) The first symbol of the reduct: The first symbol of the reduct records whether similar info to that mentioned in (I) was found in the previous tape-square, and carried over by state p. If such information was found then this first symbol is a non-blank compound symbol (from 01 ), otherwise it will not be a compound symbol (from 1 ). (III) State p: As its second component (COMP 2 (p)), state p held the VerInf recorded in the previous tape-square by an earlier process described in (I) (VerInf = B if the previous tape-square was not a compound). M 2 also carries over as the third component of state p (COMP 3 (p)) information to be used to determine whether this VerInf holds the most up-to-date information about the contents of the first tape-square under the lookahead (first symbol of the redex). Also, COMP 4 (p) = COMP 5 (p) = neutral, because the other values of these components are used for checking rewrite guesses only (see Item (VI)). If the y [1] is a compound, then its fourth component, comp 4 (y [1] ), must match COMP 3 (p). This way, M 2 will be able to determine (in future cycles) that the reduct has been written after the symbol to the left of the lookahead, as we show in the Matching Lemma 3.11. (IV) The remaining reduct symbols: The remaining symbols of the reduct are not compound symbols (all from 1 ). (V) The first symbol of the redex: Suppose p is a compound state and that the first symbol of the redex, x [1] is a compound symbol. Then if COMP 3 (p) (picked up from the previous symbol) is the same as comp 4 (x [1] ), then we know that x [1] was written in a rewrite at a later time than the information COMP 3 (p) was introduced to the previous tape-square. Otherwise they are different an x [1] and the latter precedes the former. This will be shown in the Matching Lemma 3.11. (VI) State p : After carrying out rewrite ρ , M 2 must verify its guess about the contents of the following tape square. It has the information to do this after the rewrite ρ, by entering compound state p , which holds: (a) ρ as COMP 2 (p ).
(b) the information comp 3 (y[k − 1]), as COMP 3 (p ), chosen non-deterministically in {0, 1}, stating that the contents of the following tape-square is now out of date (as will be shown in the Matching Lemma 3.11). (c) COMP 4 (p ) ∈ {verify, ignore} as an indication of whether to verify the rewrite guess in the next tape square or not. In particular, COMP 4 (p ) can only be set to ignore if there is no need to verify the ρ in the next tape-square -that is, x[k] is a non-blank compound symbol, so in some previous cycle, there has been a rewrite where the last symbol of the redex fell into the tape-square containing x[k], and for which x[k] was the last symbol of the reduct. In this case ρ can simply be verified with the VerInf contained in x[k] (comp 2 (x[k])).
Otherwise, COMP 4 (p ) is set to verify and the rewrite guess must be verified in the next tape-square. Let τ R be the tape-square contents following the lookahead. As a preview of the moveright steps, we explain the reasoning: if comp 3 (x[k]) = comp 4 (τ R ), then the following tape-square contains up-to-date information, and the rewrite guess should be checked with the contents of following tape-square; otherwise (comp 3 (x[k]) = comp 4 (τ R ))the following tape-square contains out-of-date information and the rewrite guess should be checked with the VerInf in x[k] (comp 2 (x[k]) ). This is shown by the Matching Lemma 3.11.
We now give the formal requirements for ρ = (p, x [1, k] , y[1, k − 1], p ).
(1) p = q if p ∈ Q 1 , and p = (q, ρ , c, neutral, neutral) (as explained in (III)) with c ∈ {0, 1, neutral}, 7 otherwise, where ρ has further constraints with respect to x [1] , given in Item (7) . (2) For p , we have (as explained in (VI)) p =
and only in (6b),
and only in (6a).
Finally for x [1] (as explained in (V)) and y [1] (as explained in (II)).
(a) If p ∈ Q 1 , then y [1] = v [1] and any There are no other rewrites in δ 2 .
Note that M 2 cannot rewrite over the right sentinel, since it always simulates M 1 's rewrites using only the first k symbols and M 1 has fixed rewrite size.
Given M 2 's rewrite steps, we show the following fact. Proof Symbols from 01 have a non-neutral last component (c 2 given by comp 4 ). For some time t in M 2 's computation, let τ R (π, t) ∈ 01 . comp 4 (τ R (π , t)) is introduced from that of a compound state during rewriting (by Item (7) of M 2 's rewrite steps), which in turn was picked up from the compound symbol in the previous tape-square τ L (by Item (1) of the M 2 's rewrite steps). In future cycles, this information can only be destroyed if there is a rewrite over τ L but not over τ R ; that is, if the redex's last symbol is in τ L . But then this symbol must be from − ( 01 ∪ B ) by Item (5) of M 2 's rewrite steps.
Move-right steps of M 2 derived from M 1 's rewrite steps: Recall that we have supposed, without loss of generality, that M 1 does not rewrite over the right sentinel and then immediately halt (so M 2 cannot scan only the right sentinel). Suppose that M 2 is in state p, scanning symbol z ∈ 2 .
(1) If z is a compound symbol, these move-right steps ensure that M 2 can determine that this compound symbol was introduced before the rewrite just carried out, by rejecting if COMP 3 (p) = comp 4 (z), as is needed by the Matching Lemma 3.11. M 2 can only tell that the compound symbol just written into the previous tape-square came before the one currently scanned if COMP 3 (q) = comp 4 (z) (and therefore that comp 4 (z) is also not equal to the third component of the compound symbol written into the previous tape-square as explained in (VIb) and given in (2) of the rewrite steps). (2) Otherwise, there are two types of move-right steps for M 2 that are used for verifying rewrite guesses and are therefore derived from M 1 's rewrites. These two cases, for δ 2 (p, x [1, k] ) are when p ∈ Q 21 with COMP 4 (p) ∈ {verify, ignore}. So M 2 remains in the 'same' state (with respect to M 1 's state), picks up z's verification information (in case it must update tape contents), and its matching information (to keep track of the order of rewrites). The fourth and fifth components are always neutral in the compound state following any step that does not verify a rewrite step.
Move-right steps of M 2 derived from M 1 's move-right steps: Other than the above described move-right steps, M 2 's move-right steps non-deterministically simulate those of M 1 simultaneously updating tape contents because of rewrite guesses. Recall that since M 1 is in the RR-semi-det-form, we only need to consider the first symbol under the lookahead for M 1 's moveright steps (so, in particular, we can talk about move-right steps in δ 1 on a lookahead contents of size k instead of k + 1).
Let
be a move-right step for M 1 . We want M 2 to pick up information on the tape whenever it finds it, so we write M 2 's move-right steps so that they maintain the invariant that M 2 will always enter a compound state after reading a compound symbol from − B as the first symbol under the lookahead. Otherwise, after a move-right step M 2 must be in a state from Q 1 . In fact, if M 2 reads symbol z ∈ , then it enters a compound state q such that COMP 2 (q) = comp 2 (z), COMP 3 (q) = comp 3 (z), and COMP 4 (q) = COMP 5 (q) = neutral.
Along with Lemma 3.8, this yields the following corollary.
Corollary 3.9 M 2 cannot read a symbol from 01 in a state from Q 1 .
We now define the remaining move-right steps for M 2 . First, we put q ∈ δ 2 (q, u [1] x [2, k] ), for all h(x [1] , x[2, k]) = u [2, k] . In addition, M 2 has the following instructions: If M 1 accepts/rejects/restarts with less than k + 1 symbols under the lookahead, then so can M 2 ; that is, if δ 1 (q, u [1, j] ) = ACCEPT (resp. REJECT, RESTART) for 1 ≤ j < k, with u[j] = $, then δ 2 (p, x[1, j]) = ACCEPT (resp. REJECT, RESTART) with x[j] = $ and such that COMP 1 (p) = q, and for all x[1, j − 1] ∈ ( 2 ∪ {g}) · j−2 2 such that g(q, x[1, j − 1]) = u[1, j − 1]. In the remaining description, we describe the simulation move-right steps in which M 1 always has k + 1 symbols under the lookahead.
If q = ACCEPT (so u[k + 1] = $), then we have, for q u [1,k] ∈ Q 22 , q u [1,k] ∈ δ 2 (p, x [1, k] ), and δ 2 (q u [1,k] , x [2, k] 
z)
ACCEPT if z = $ and REJECT otherwise, for all p such that COMP 1 (p) = q and COMP 4 (p) = COMP 5 (p) = neutral, and for all z ∈ 2 , and for all x [1, k] ∈ ( 2 ∪ {g}) · k−1 2 such that g(p, x[1, k]) = u [1, k] . Here, M 2 first guesses that M 1 would accept and then verifies its guess. We must have COMP 4 (p) = COMP 5 (p) = neutral, because in the step after rewriting we have assumed that M 1 does not immediately halt.
If q = REJECT, then we have simply REJECT ∈ δ 2 (p, x [1, k] ) for all p such that COMP 1 (p) = q and for all x [1, k] ∈ ( 2 ∪ {g}) · k−1 2 such that g(p, x [1, k] ) = u [1, k] , so long as COMP 4 (p) = COMP 5 (p) = neutral. M 2 can guess that the M 1 would reject; if this is not the case, there is still some computation that does not reject.
By Corollary 3.9, the remaining cases for the simulation of Equation (3) are where M 2 reads a compound symbol (as the first symbol under the lookahead) and/or is in a compound state.
Suppose p ∈ Q 1 , i.e. p = q. By Corollary 3.9, we must have x [1] ∈ − 01 and therefore comp 1 (x[1]) = u [1] . Now M 2 simply picks up the information in x [1] and moves right as M 1 would:
(q , comp 2 (x [1] ), comp 3 (x [1] ), neutral, neutral) ∈ δ 2 (p, x [1, k] ).
Finally, suppose p ∈ Q 21 ; then COMP 1 (p) = q. The only case left to treat is where COMP 4 (p) = neutral. For these cases, M 2 must determine what information is most up-to-date. It can do this in the following manner as the Matching Lemma 3.11 shows.
(1) If x [1] ∈ ( 2 ∪ {g}) − 01 , then comp 1 (x[1]) = redex(COMP 2 (p))[k + 1] and reduct (COMP 2 (p))[k] = u [1] . In this case it is not difficult to know that x [1] contains information that should be updated. [1] contains information that should be updated), or (b) COMP 3 (p) = comp 4 (x [1] ) and comp 1 (x[1]) = u [1] ; that is, x [1] is up-to-date.
It is straightforward that the following lemma now holds. (1) There is some left-computation on prefix gα ∈ * 2 in which M 2 reaches state p if and only if there is some left-computation on prefix h(λ, gα) that puts M 1 in state q = COMP 1 (p).
(2) There is some right-computation on prefix 8 zα after which M 2 enters state p where z ∈ 2 , α ∈ * 2 starting in state p if and only if there is some right-computation on prefix h(z, α) after which M 1 enters state COMP 1 (p) starting in state COMP 1 (p ).
The following Matching Lemma shows that M 2 can detect the order of rewrites over consecutive tape-squares.
Lemma 3.11 (Matching Lemma)
At time t in M 2 's computation C let π be an interior tapesquare boundary on M 2 's work-tape t,C . Suppose τ L (π , t) ∈ − B and τ R (π , t) ∈ 01 . Then there are two cycles C j 1 , C j 2 ∈ C, such that (1) M 2 uses rewrite ρ i = (q i , x i [1, k] , y i [1, k − 1], q i ) at time t i in C j i (i ∈ [2] ) such that C j 1 introduced comp 1 (τ L (π, t)) = comp 1 (y 1 [k − 1]), and C j 2 introduced comp 4 (τ R (π , t)) = comp 4 (y 2 [1]) ∈ {0, 1}. (2) (a) comp 3 (τ L (π, t 1 )) = comp 4 (τ R (π, t 2 )), implies t 1 < t 2 , (b) comp 3 (τ L (π, t 1 )) = comp 4 (τ R (π, t 2 )), implies t 1 > t 2 .
Proof (1) As a corollary of Theorem 3.6, we have the following lookahead hierarchy collapsal. (2)).
For (right-or left-) monotone restarting automata, the proof of L(mon-RWW) = CFL in [2] actually showed L(mon-RWW(3)) = CFL [4] . Also, Jurdziński et al.'s [3] s proof of L(left-mon-RWW) = CFL actually shows L(left-mon-RWW(3)) = CFL. Therefore, Theorem 3.6 also leads to an improvement of these results, with the following corollary (Corollary 3.13), as well as a corresponding corollary for right-left-monotonicity (Corollary 3.14).
Corollary 3.13 For all k ≥ 2 and X ∈ {left-mon, mon}, we have L(X-RRWW(k)) = CFL. Corollary 3.14 For all k ≥ 2, we have L(right-left-RRWW(k)) =LIN.
Concluding remarks
We have given general lookahead hierarchies for deterministic and monotone restarting automata with auxiliary symbols, relating to the separation of rewrite and restart steps. In addition, we showed that the restriction on lookahead length for (non-monotone, non-deterministic) RRWW automata is not important, unlike for the same restarting automata without auxiliary symbols (RRW automata), so long as restart and rewrite steps are separated, distinguishing only two different language classes for RRWW automata. The respective question for RWW automata remains open, and an answer to this question may shed some insight into whether the general separation of rewrite and restart steps for restarting automata results in an increase in power.
