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THE EFFECT OF INFECTING CURVES ON KNOT CONCORDANCE
BRIDGET D. FRANKLIN†
Abstract. Various obstructions to knot concordance have been found using Casson-Gordon invari-
ants, higher-order Alexander polynomials, as well as von-Neumann ρ-invariants. Examples have been
produced using (iterated) doubling operations K ≡ R(η, J), and considering these as parametrized by
invariants of the base knot J and doubling operator R. In this paper, we introduce a new mew method
to obstruct concordance. We show that infinitely many distinct concordance classes may be constructed
by varying the infecting curve η in S3 −R. Distinct concordance classes are found even while fixing the
base knot, the doubling operator, and the order of η in the Alexander module.
1. Introduction
A knot is a (smooth) embedding of S1 into S3. Two knots,K0 ⊂ S
3×{0} andK1 ⊂ S
3×{1} are said to
be concordant if there exists a (smooth) embedding of an annulus into S3×[0, 1], h : S1×[0, 1] →֒ S3×[0, 1],
such that h(S1 × {i}) = Ki ⊂ S
3 × {i} for i = 0, 1. The set of knots modulo concordance is known to
form an abelian group under connected sum with identity element the trivial knot. This group is the
(smooth) concordance group of knots, denoted C. If any knot is concordant to the trivial knot, this means
it must bound a (smoothly) embedded disk in S3 × [0, 1], or, equivalently, in B4, the four-dimensional
ball bounded by S3. Knots of this form are slice knots. The complete structure of C is still not well
understood. In 1969, Levine defined an epimorphism from C onto a group of cobordism classes of Seifert
matrices isomorphic to Z∞ ⊕ Z∞2 ⊕ Z
∞
4 , called the algebraic concordance group of knots [10]. Elements
of the kernel of this map are algebraically slice knots.
In order to better understand the structure of the (smooth) concordance group, Cochran, Orr, and
Teichner defined a filtration of C by subgroups indexed by half integers
. . .Fn+1 ⊂ Fn.5 ⊂ Fn ⊂ · · · ⊂ F0.5 ⊂ F0 ⊂ C.
This is the (n)-solvable filtration, or Cochran-Orr-Teichner (COT) filtration, of the knot concordance
group [8]. Expanding on previous research by Levine [10], Milnor, and Casson-Gordon [1, 2], Cochran-
Harvey-Leidy show in [5, 6, 7] that for each n ∈ Z
Z∞ ⊕ Z∞2 ⊂ Fn/Fn.5.
Cochran-Harvey-Leidy create these families of linearly independent knots using iterated infections,Ki+1 =
Ri(ηi,Ki). Here, each Ri is a ribbon knot, and ηi is some embedded oriented circle in S
3 −Ri which is
unknotted in S3 and has zero linking with R (call such circles infecting curves). An example is shown
n the left hand side of Figure 1. We obtain Ki+1 by cutting the strands of Ri which intersect the disk
bounded by ηi and “tying them into the knot Ki” as in Figure 1. This procedure will be explicitly
defined in Section 2. Beginning with K0 ∈ F0, this produces Ki ∈ Fi for each i [5, Proposition 2.7]. At
Ri
ηi
Ki+1
Ki
Figure 1. Infection: Ki+1 ≡ Ri(ηi,Ki)
the n-th stage of the iteration, by varying the Levine-Tristram signatures of the inital knot K0, Cochran-
Harvey-Leidy produce an infinite rank subgroup Z∞ ⊂ Fn/Fn.5. Next, they vary the ribbon knots Ri,
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and more specifically their Alexander polynomials pi(t), to produce n additional parameters for linear
independence in each Fn/Fn.5.
Thus, many results regarding the structure of the n-solvable filtration have relied upon the classical
signatures of the base knot K0 and the Alexander polynomials of the ribbon knots Ri. Here, we take a
different approach by varying the infecting curves while fixing the base knot K0 and ribbon knots Ri.
In particular, fixing R, we give conditions such that infection upon two distinct infecting curves, η1 and
η2 ⊂ S
3 − R, by a knot J yields distinct concordance classes. If η1 and η2 have different orders in the
Alexander module AZ(R), the situation is easier – a situation we treat in Section 6. Our main results,
however, apply even when η1 and η2 generate the same submodule of the Alexander module. Furthermore,
all the knots we produce are algebraically slice with vanishing Casson-Gordon invariants. Obstructions
are ultimately found using the Blanchfield linking form, a sesquilinear form on the Alexander module of
R.
BℓR : A
Z(R)×AZ(R)→ Q(t) mod Z[t, t−1].
In particular, we consider the “Blanchfield self-linking” of the infecting curve, Bℓ(η, η). Remark that
we will often blur the distinction between infecting curves η ⊂ S3 −R and the corresponding elements
[η] ∈ AZ(R) (and ultimately any localized Alexander module), allowing η to represent both. Corollary
3.3, stated for simplicity, follows immediately from our main theorem (Theorem 3.1).
Corollary 3.3. Suppose R is any knot with ∆R 6= 1. Then there exists a (countably infinite) set of
infecting curves {ηi} and also a knot J such that each Ki ≡ R(ηi, J) represents a distinct concordance
classes in C.
Figure 2 plots the value of the Blanchfield self-linking of elements in the rational Alexander module
for the specific ribbon knot R = 946. Note that the Alexander module of R is ∆R(t) = 2t
2 − 5t+ 2 and
its rational Alexander module is cyclic, generated by η. Curves on the graph are given by xy = c for
c ∈ {±1,±2,±3,±4,±5} ⊂ Z[1/2]. Each shaded point on the curve xy = c is represented by an element
of AZ(R) whose Blanchfield self-linking, as an element of the rational Alexander module, is
c · Bℓ(η, η) ∈
Q(t)
Q[t, t−1]
.
Furthermore, each of these elements in AZ(R) is realized by an infecting curve, ηc, in S
3 −R. By the
proof of Corollary 3.3, there exists a knot J such that the infection R(ηc, J) yields a distinct concordance
class for each for each distinct c ∈ Z[1/2]. The verification of this graph will be given in Section 5
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Figure 2
Proposition 3.5. Let R be a ribbon knot with Alexander polynomial ∆R 6= 1. There exists a knot J
such that for any fixed infecting curve η ⊂ S3 −R,
{[γ]|R(γ, J) is concordant to R(η, J) for some γ ∈ [γ]}
is the subset of a quadric hypersurface in Q2g.
Note that some restrictions on the infecting knot J are necessary in the hypotheses of the reults
presented. In particular, if J is slice, R(η, J) will always be concordant to R.
Before beginning the technical details, we motivate our study with a few examples. Certainly, it seems
that infection upon distinct infecting curves should describe distinct satellite operations and therefore
produce nonconcordant knots. This is not always the case, however.
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Example 1.1. Take R1 = 946 and let α, β be the infecting curves shown in Figure 3. Take J to be any
knot, and set K1 ≡ R1(α, J), K2 ≡ R1(β, J). Notice that α and β, as elements in A
Z(R1), have different
orders and generate different submodules. However, both α and β encircle ribbon bands of R. If we cut
along the band encircled by α in K1 we obtain a two-component trivial link, shown in Figure 4, proving
that K1 is ribbon. Similary, K2 is also ribbon and K1 and K2 are concordant in C.
J J
Figure 4. Cutting a ribbon band
In Example 1.1, α and β generate different submodules and have different orders as elements of
AZ(R1). However, both submodules are isotropic with respect to the Blanchfield form, that is Bℓ(α, α) =
Bℓ(β, β) = 0. This motivates our inquiry into how restrictions on the Blanchfield form could obstruct
concordance between knots obtained by infecting R using distinct infecting curves. These restrictions
prove lucrative even if the infecting curves generate the same submodule and have the same order in the
Alexander module, A(R). The following example illustrates that the question of which η lead to distinct
concordance classes is complicated even when Bℓ(η, η) 6= 0.
21
η1
(a)
21
η2
(b)
Figure 5. R2 = R1#R2
Example 1.2. Let R2 = R1#R2 be the ribbon knot of Figure 5 formed by taking the connected sum of
ribbon knots R1, R2. Here, the 1 and 2 inside the boxes indicate 1 and 2 negative full twists. Let η1 and
η2 be the infecting curves shown in Figures 5a, 5b respectively. Again, take J to be any knot, and set
K1 ≡ R2(η1, J), K2 ≡ R2(η2, J). The Alexander module of R2 is given by
AZ(R2) = A
Z(R1)⊕A
Z(R2) =
Q[t, t−1]
(1− 2t)(2− 1t)
⊕
Q[t, t−1]
(2 − 3t)(3− 2t)
Notice that η1 and η2 generate different submodules of A
Z(R2), neither of which is isotropic. The orders
of [η1], [η2] are (2 − 3t)(3 − 2t) and (2 − 3t)(3 − 2t)(2 − t) respectively. However, the Blanchfield form
yields
Bℓ(η1, η1) =
5(−1 + t)2
6− 13t+ 6t2
= Bℓ(η2, η2).
4 BRIDGET D. FRANKLIN†
In fact, K1 and K2 are concordant! This is because the “extra band” encircled by η2 is a ribbon band of
R1. By cutting this band, we see that R2 is concordant to R2, shown in Figure 6. Thus, in a similar
process to that depicted in Figure 4, both K1 and K2 are concordant to R2(η, J).
2
η
Figure 6. R2
In Section 2, we provide the necessary terminology and preliminaries before formally introducing our
main theorem in Section 3. Also in Section 3, we will also give a brief outline of its proof leaving some gaps.
In 4 we go through the technical details to fill in these gaps, giving obstructions created by the Blanchfield
form. Then, in Section 5, we give a complete study of distinct concordance classes, Ki ≡ R(ηi, J), which
may be produced by fixing the knot J and setting R ≡ 946 as denoted in the Rolfsen knot tables [11].
This gives the necessary validation of Figure 2 as well as a detailed application of Corollary 3.3. Finally,
in Section 6, we discuss an easier situation in which infecting curves have different orders in the Alexander
module. In particular, this allows us to slightly ease the hypotheses on the infecting knot J .
2. Background
2.1. The n-solvable filtration of Cochran-Orr-Teichner. In order to establish our results, culminat-
ing in Corollary refcor:intense and Proposition 3.5, we rely on methods based on the n-solvable filtration
of the knot concordance group. Our methods ultimately prove a stronger result than knots K1 ≡ R(η1, J)
andK2 ≡ R(η2, J) being nonconcordant, rather we show thatK1#−K2 is 2- but not 2.5-solvable accord-
ing to this filtration. For any knot K, we denote by MK the closed 3-manifold obtained by zero-surgery
on K in S3.
Definition 2.1. [5, Definition 2.3] A knot K is n-solvable if there exists a spin 4-manifold V with
boundary ∂V =MK such that
(1) Inclusion induces an isomorphism H1(MK ;Z)
∼=
−→ H1(V ;Z).
(2) There is a basis for H2(V ;Z), {Li, Dj|i, j = 1, . . . , r}, consisting of compact, connected, embed-
ded surfaces with trivial normal bundles which are pairwise disjoint, except that for each i, Li
intersects Di transversely once with positive sign.
(3) Inclusion induces π1(Li) → π1(V )
(n), π1(Di) → π1(V )
(n) (where G(n) denotes the nth term of
the derived series).
A knot is n.5-solvable if, in addition,
(4) π1(Li)→ π1(V )
(n+1).
V is called the n-solution (respectively the n.5-solution) for K. The subset of C consisting of all n-solvable
knots is denoted Fn.
In addition, if we employ some arbitrary commutator series ∗ on π1(V ) and property 3 (and 4) holds
for π1(V )
(n)
∗ , we say that K is (n, ∗)-solvable (respectively (n.5, ∗)-solvable). The set of (n, ∗)-solvable
knots is denoted by F∗n. These definitions induce a filtration on the concordance group of knots indexed
by half integers, where Fn ⊂ F
∗
n for each n ∈
1
2Z [5, Proposition 2.5].
0 ⊂
⋂
F∗n ⊂ · · · ⊂ F
∗
n.5 ⊂ F
∗
n ⊂ · · · ⊂ F
∗
1 ⊂ F
∗
0.5 ⊂ F
∗
0 ⊂ C
There has been much work using such filtrations (see [8, 5, 7, 6]). Knots which are 0-solvable are precisely
those which have Arf-invariant zero, 1-solvable knots are algebraically slice, and any topologically slice
knot is in Fn for every n ∈ Z. Our results are based upon methods used in [5, 7, 6].
We suppose R is a knot and η1, and η2 are infecting curves in S
3 − R. Let J and L be two knots
which may or may not be distinct. Then via infection, we form K1 by removing a tubular neighborhood,
ν(η1), of η1 in MR and replace it with a copy of S
3 − J along an identification of their common toric
boundary. This process is done such that the longitude of J is identified with the meridian of ν(η1) and
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the meridian of J is identified with the reverse of the longitude of ν(η1). We denote this operation by
K1 ≡ R(η1, J). Form K2 similarly by infecting R along η2 with L. Note that infection is really just a
specified satellite operation.
Theorem 2.2. [5, Proposition 2.7] Suppose J ∈ F∗n, R is ribbon, and η ⊂ S
3 −R is an infecting curve.
If [η] ∈ π1(MR)
(k)
∗ , then R(η, J) is (n+ k, ∗)-solvable.
Under certain conditions for the ηi, J , and L, we show that K1 and K2 are not concordant. This is
done by showing K1#−K2 is not smoothly slice, as considered in the (n, ∗)-solvable filtration. Both J
and L will be 1-solvable, and by Theorem 2.2, both Ki will lie in F2. We show that K1#−K2 is not
slice by showing that it is not (2.5,S)-solvable where S is a commutator series defined in Definition 3.6.
2.2. Cheeger-Gromov constants, and the von Neumann ρ-invariant. In the definition of an n-
solvable knot, we rely heavily on properties of the n-solution V . Therefore, we must look to invariants
associated to this 4-manifold in order to obstruct n.5-solvability.
Given a compact, orientable 4-manifold X with boundary ∂X = MK , let Φ : π1(X) → Λ be a
homomorphism where Λ is a poly-torsion free abelian (PTFA) group [4, Definition 2.5],. If ∂(X,Φ) =
(MK , φ), Cheeger and Gromov study the ρ-invariant, denoted ρ(MK , φ), associated to this coefficient
system and show that it is equal to the “von Neumann signature defect” [3].
ρ(MK , φ) = σ
(2)
Λ (X,Φ)− σ(X)
In this equation, σ
(2)
Λ (X,Φ) is the L
(2) signature of the equivariant intersection form defined onH2(X ;ZΛ)
twisted by Φ and σ(X) is the ordinary signature (See [8, Section 5]).
Proposition 2.3. [7, Proposition 4.1]
(1) If φ factors through φ′ : π1(MK)→ Λ
′ where Λ′ is a subgroup of Λ, then ρ(MK , φ
′) = ρ(MK , φ).
(2) If Φ is trivial on the restriction to MK ⊂ ∂X, then ρ(MK , φ) = 0.
(3) If φ : π1(MK)→ Z is the abelianization homomorphism, then ρ(MK , φ) is denoted by ρ0(K) and
is equal to the integral of the Levine-Tristram signature function of K.
(4) The von Neumann signature defect satisfies Novikov additivity, i.e. if X1 and X2 intersect along
a common boundary component and Φi is the restriction of Φ : X1 ∪ X2 → Λ to Xi, then
σ
(2)
Λ (X1 ∪X2,Φ) = σ
(2)
Λ (X1,Φ1) + σ
(2)
Λ (X2,Φ2).
(5) There is a positive real number CK called the Cheeger-Gromov constant of MK such that, for any
φ : π1(MK)→ Λ, |ρ(M,φ)| < CK .
(6) Let ∗ be an arbitrary commutator series and K ∈ F∗n.5 via X with G = π1(X). If Φ : π1(M) →
G/G
(n+1)
∗ = Λ, then
σ
(2)
Λ (X,Φ)− σ(X) = 0 = ρ(M,Φ)
Property 6 is integral to providing obstructions to solvability. If we assume V is a (2.5)-solution for
K1#−K2, and Φ : π1(V )→ Λ is trivial on π1(V )
(3), then ρ(MK1#−K2 , φ) is trivial.
Using properties of the ρ-invariants, we make the choice of J explicit. First, let J0 be an Arf-invariant
zero knot. Take R to be a ribbon knot with Alexander polynomial, ∆R(t) 6= 1, and an infecting curve, β
in S3−R, which generates the rational Alexander module of R. An example of such a choice is shown in
Figure 7, where the k in the box denotes k negative full twists, and ∆R(t) = (kt− (k + 1)) ((k + 1)t− k)).
We will require that J0 have |ρ0(J0)| > CR + 2CR where CR and CR are the Cheeger-Gromov constants
of R and R respectively (properties 3 and 5 of Proposition 2.3). By Theorem 2.2, J ∈ F1.
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2.3. The Alexander Module and Blanchfield Form. For any knot K with Alexander polynomial
∆K(t) 6= 1, let d be the leading coefficient of ∆K(t) and Q = Z[1/d]. The Alexander module of K with
Q-coefficients is defined by
AQ(K) ≡ H1(MK ;Q[t, t
−1]) ∼= AZ(K)⊗Z Q.
As aQ-module, the Alexander module withQ coefficients is finitely generated and free, i.e. AQ(K) ∼= Q2g
where g is the 3-genus of K. Thus, any element γ ∈ AQ(K) may be described as a vector (γ1, . . . , γ2g) ∈
Q2g.
Classically the Blanchfield form, BℓZK(·, ·), is a sesquilinear form on the integral Alexander module of
K. This form has a generalization to the Alexander module with Q-coefficients.
Theorem 2.4. [8, Theorem 2.13] If Q is any ring such that Z ⊆ Q ⊆ Q, then there is a nonsingular
symmetric linking form
BℓQK : A
Q(K)×QR(K)→ Q(t) mod Q[t, t−1].
We will employ the Blanchfield form with Q-coefficients for arbitrary Z ⊆ Q ⊆ Q and frequently
alternate between coefficient systems. As we are primarily concerned with instances such that BℓQ(x, x) 6=
BℓQ(y, y), the distinction is actually unnecessary for our purposes. Suppose K is a knot with Alexander
polynomial ∆K(t) and x and y are infecting curves in S
3−K. Also, let x and y denote the corresponding
elements in AZ(K). Then x⊗ 1, y ⊗ 1 are the images of x, y under the map
(1) AZ(K)→ AQ(K) ∼= AZ(K)⊗Z Q
given by z 7→ z ⊗ 1. Since AZ(K) has no Z-torsion, this map is injective. The following proposition,
though easy to show, was not found in the literature. We prove it here for clarity.
Proposition 2.5. For any ring Q such that Z ⊆ Q ⊆ Q,
BℓZ(x, x) = BℓZ(y, y) ⇐⇒ BℓQ(x⊗ 1, x⊗ 1) = BℓQ(y ⊗ 1, y ⊗ 1)
Proof. The =⇒ direction is obvious. We prove the⇐= direction by contrapositive. Suppose BℓZ(x, x) 6=
BℓZ(y, y). Then
BℓZ(x, x) − BℓZ(y, y) =
p(t)
δK(t)
∈ Q(t) mod Z[t, t−1]
where (p(t), δK(t)) = 1 and δK(t) divides ∆K(t). Notice that the field of fractions of both Z[t, t
−1] and
Q[t, t−1] is Q(t) and the ring monomorphism Z →֒ Q induces the following Z[t, t−1]-module homomor-
phisms.
h : Q(t) →֒ Q(t)
h : Q(t)/Z[t, t−1]→ Q(t)/Q[t, t−1]
h∗ : A
Z(K)→ AQ(K) ∼= AZ(K)⊗Z Q
The first map is the identity and the third is equivalent to the map of Equation 1. However, given any
element z ∈ AZ(K), we have
BℓQ(z ⊗ 1, z ⊗ 1) = h(BℓZ(z, z))
[9, Theorem 4.7]. If BℓQ(x⊗ 1, x⊗ 1)− BℓQ(y ⊗ 1, y ⊗ 1) = 0, this implies
h
(
p(t)
δK(t)
)
= 0.
The map h is given by modding out by the subring Q[t, t−1]/Z[t, t−1] ⊂ Q(t)/Z[t, t−1]. This means p(t)δK(t)
reduces to a polynomial F (t) ∈ Q[t, t−1]. After multiplying through by some constant q ∈ Z which is a
unit in Q, we obtain the following equation in Z[t, t−1]:
q · p(t) = f(t)δK(t),
where q · F (t) = f(t) ∈ Z[t, t−1]. Since δK(1) = ±1, regarding q as a constant polynomial in Z[t, t
−1],
(q, δK(t)) = 1, so q divides f(t). This means
p(t)
δK(t)
=
f(t)
q
∈ Z[t, t−1],
and so BℓZ(x, x) − BℓZ(y, y) = 0 in Q(t)/Z[t, t−1], a contradiction. 
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Because of Proposition 2.5, we are free to suppress the distinction between the integral and rational
Blanchfield forms in comparing the Blanchfield self-linking of two infecting curves. We will frequently
pass between the two and, by an abuse of notation, allow Bℓ(x, x) to identify both BℓZ(x, x) and BℓQ(x⊗
1, x⊗ 1) where understood.
Recall that η1 and η2 are infecting curves for R, and J is a 1-solvable knot defined by J = R(β, J0)
where |ρ0(J0)| > CR+2CR. Then, require L to be any 1-solvable knot with Alexander polynomial ∆L(t)
satisfying one of the two following conditions:
(1) ∆R and ∆L are strongly coprime, i.e. ∆R(t
n),∆L(t
m) are relatively prime for every n,m ∈ Z.
(2) ∆R(t
m) and ∆L(t
n) have no common roots unless n = ±m.
Certainly (1) implies (2). If (1) holds, K1 ≡ R(η1, J) and K2 ≡ R(η2, L) are distinct (and even linearly
independent) in C by a generalization of Cochran-Harvey-Leidy [5]. If 2, a secondary restriction will be
given by the Blanchfield self-linking of the infecting curves η1, η2. In particular, we need only require
that Bℓ(η1, η1) 6= Bℓ(η2, η2).
3. The Main Theorems
Theorem 3.1. If R and R are ribbon knots, let J0 be an Arf-invariant zero knot such that |ρ0(J0)| >
CR + 2CR. Suppose J ≡ R(β, J0) where β generates the rational Alexander module of R. Then form
K1 ≡ R(η1, J) where Bℓ(η1, η1) 6= 0 and K2 ≡ R(η2, L). If L is any 1-solvable knot such that
(1) ∆L(t) and ∆R(t) are strongly coprime, or
(2) ∆L(t
m) and ∆R(t
n) share a common root only when n = ±m and Bℓ(η1, η1) 6= Bℓ(η2, η2),
Then K1 and K2 are distinct in C.
Before describing an outline of this proof, we introduce the following corollaries which illustrate the
impact of Theorem 3.1.
Corollary 3.2. Suppose J ≡ R(β, J0) where J0 is an Arf-invariant zero knot, R is the ribbon knot
from Figure 7 with β as shown. Let K1 ≡ R(η1, J) and K2 ≡ R(η2, J). If |ρ0(J0)| > CR + 2CR and
BℓR(η1, η1) 6= BℓR(η2, η2) then K1 and K2 are not concordant.
Proof that Theorem 3.1 implies Corollary 3.2. We assume without loss of generality Bℓ(η1, η1) 6= 0. Since
∆R(t) = ∆J(t) = (kt− (k+1))((k+1)t−k) has roots {
k
k+1 ,
k+1
k }, ∆R(t
m) and ∆R(t
n) share no common
roots unless n = ±m. The result follows from Theorem 3.1. 
The above stress the distinction between any two infecting curves. We next generalize these results to
produce infinitely many distinct concordance classes.
Corollary 3.3. Suppose R is any knot with ∆R 6= 1. Then there exists a (countably infinite) set of
curves {ηi} in S
3 −R which are unknotted in S3 and have linking number 0 with R, and also a knot J
such that each Ki ≡ R(ηi, J) generates a distinct concordance class in C.
Proof. In order to employ Corollary 3.2, we must ensure the existence of an infinite family of curves ηi
which have distinct Blanchfield self-linking, i.e. Bℓ(ηi, ηi) = Bℓ(ηj, ηj) only when i = j. Since R has
nontrivial Alexander polynomial and the Blanchfield form on AZ(R) is nonsingular, there must exist
some curve η ⊂ S3 − J such that Bℓ(η, η) 6= 0. We use the following proposition.
Proposition 3.4. Suppose η ⊂ S3 −R is an unknotted curve in S3 with lk(η,R) = 0 and Bℓ(η, η) 6= 0.
For each i ∈ Z≥0, set ηi = iη ∈ A
Z(R). Then Bℓ(ηi, ηi) = Bℓ(ηj , ηj) only when i = j, and each ηi is
represented by an unknotted curve in S3 −R.
Proof. Suppose Bℓ(η, η) = p(t)δR(t) /∈ Z[t, t
−1] such that (p(t), δR(t)) = 1 and δR(t) divides ∆R(t). Then we
have
Bℓ(ηi, ηi) = Bℓ(iη, iη) = i
2Bℓ(η, η) = i2
p(t)
δR(t)
If Bℓ(ηi, ηi) = Bℓ(ηj, ηj), this implies (i
2− j2)Bℓ(η, η) = f(t) ∈ Z[t, t−1]. We have the following equation
(i2 − j2)p(t) = f(t)δR(t)
where, since p(t)δR(t) 6= 0, we can assume that i
2 − j2 does not divide f(t) over Z[t, t−1]. Since δR(q) = ±1,
i2 − j2 ∈ {0,±1}. If i2 − j2 = ±1, this contradicts Bℓ(η, η) 6= 0. As i, j ≥ 0, i2 − j2 is zero only when
i = j. We must next show that each ηi is unknotted in S
3. But notice that the element iη ∈ AZ(R) is
realized by the (i, 1)-cable of η. This completes the proof. 
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By taking J to be the knot given in the statement of Corollary 3.2, we obtain a family of pairwise
distinct concordance classes {Ki ≡ R(ηi, J)} for i ≥ 0. 
The following corollary illustrates how uncommon it is for two infecting curves, η and γ in S3 −R to
yield concordant knots. By viewing them as elements of AQ(K) ∼= Q2g, we get an approximate answer
to this question by seeing that the set of infecting curves γ which yield knots concordant to K = R(η, J)
must lie on a quadratic hypersurface in Q2g.
Proposition 3.5. Let R be a ribbon knot with Alexander polynomial ∆R 6= 1 and J ≡ R(β, J0) as above.
Fix some infecting curve η ⊂ S3 −R and let K ≡ R(η, J). Then,
{[γ]|Bℓ(γ, γ) = Bℓ(η, η)}
is the subset of a quadric hypersurface in Q2g, and thus {[γ]|K ′ = R(γ, J0) is not concordant to K} is
dense as a subset of Q2g.
Proof. Following work of Trotter [15, 14], let z = (1 − t)−1 and note that Q(t) = Q(z). Furthermore,
since z gives an automorphism of AZ(K), enlarging coefficients from Z[t, t−1] to Z[t, t−1, z] has no effect
on the module structure. Consider the map
Q(t)
Z[t, t−1]
j
−→
Q(t)
Z[t, t−1, z]
given by inclusion. The form given by B̂ℓ(x, y) = j(Bℓ(x, y)) is a nonsingular sesquilinear form and j
maps the image of Bℓ(·, ·) one-to-one onto the image of B̂ℓ(·, ·) [15].
Using a partial fraction decomposition, any element in Q(t) may be written uniquely as the sum of
a polynomial and proper fractions where the numerator has lower degree than the denominator. Thus,
Q(t) splits over Q as the direct sum of Q[t.t−1, z] and a subspace P where P consists of 0 and proper
fractions with denominator coprime to t and 1 − t. Then we have a Q-linear map χ : Q(t)→ Q defined
by
χ(f) =
{
f ′(1) f ∈ P
0 f ∈ Q[t, t−1, z]
Since χ is 0 on Q[t, t−1, z], it is well defined on Q(z) mod Q[t, t−1, z] and thus on the image of B̂ℓ. Note
that the value of B̂ℓ(x, y) is uniquely determined by the value of χ(λB̂ℓ(x, y)) for all λ ∈ Z[t, t−1, z], and
furthermore, χ satisfies
χ(f) = χ(f) χ((t− 1)f) = f(1)
for any f ∈ P [14, Section 2]. Since Bℓ(x, y) = Bℓ(y, x) for any x, y ∈ AZ(K), χ(B̂ℓ(γ, γ)) = 0 for all γ.
This is also seen by noting that, by definition, Bℓ is given by
Bℓ(x, y) = y(1 − t) (tV − V ⊺)
−1
x.
Since Bℓ is nonsingular, there must exist some λ0 ∈ Z[t, t
−1, z] such that χ(λ0Bℓ(x, x)) is nonzero for
some x ∈ AZ(K). For γ ∈ S3 −K, define χ̂ : AQ(K) ∼= Q2g → Q by
χ̂(γ) ≡ χ((λ0B̂ℓ(γ, γ)).
Suppose χ̂(η) = c ∈ Q. Then χ̂(x1, . . . , x2g) = c is a rational equation in 2g variables and the left-hand
side is a homogeneous polynomial of degree 2. That is,
χ̂(x1, . . . , x2g) =
∑
i,j
χ (λ0Bℓ(xi, xj))
=
∑
i,j
xi, xjχ (λ0Bℓ(ei, ej))
=
∑
i,j
ai,jxixj = c
where ai,j = χ (λ0Bℓ(ei, ej)) and {ei} is a basis for A
Q(K) ∼= Q2g. Since Bℓ is nonsingular, not all
ai,j = 0. By Theorem 3.1, the set of infecting curves γ ⊂ S
3−R such that K ′ = R(γ, J) is concordant to
K = R(η, J) must be ones such that Bℓ(γ, γ) = Bℓ(η, η). Therefore γ = (γ1, . . . , γ2g) must be a solution
to χ̂(x1, . . . , x2g) = c.
Consider the polynomial F (x1, . . . , x2g) = χ̂(x1, . . . , x2g) − c = 0. If c 6= 0, this polynomial is clearly
nonconstant. Otherwise, given the choice of λ0 and that Bℓ is nonsingular there must exist some element
γ ∈ AZ such that χ̂(γ) 6= 0 and hence F (γ) 6= 0 and F is a nonconstant polynomial. The zero locus of
χ̂(x1, . . . , x2g)− c is a quadric hypersurface in Q
2g whose compliment is dense. 
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ν(η)
MJ × [0, 1]MR × [0, 1]
Figure 8. F1: Cobordism given by infection K1 = R(η1, J)
In the proof Proposition 3.5, we distinguish infecting curves by evaluating Trotter’s trace function χ
on λ0B̂ℓ(γ, γ) for one particular value λ0 ∈ Q[t, t
−1, z]. Since B̂ℓ(γ, γ) is uniquely determined by the value
of χ(λB̂ℓ(γ, γ)) for all λ ∈ Q[t, t−1, z], one could attempt to distinguish the infecting curves γ and η by
using multiple values of λ when χ(λ0B̂ℓ(γ, γ)) = χ(λ0B̂ℓ(η, η)).
We now proceed to the proof of Theorem 3.1.
Proof of Theorem 3.1. We will show the stronger fact that K1#−K2 is not 2.5-solvable. The proof is by
contradiction. K1#−K2 is 2-solvable by [5, Proposition 2.7], and suppose it is 2.5-solvable via V . We
construct a tower of cobordisms for MK1#−K2 . Note that from the infection operation arises a natural
cobordism between zero surgeries on the knots involved. Given that K1 ≡ R(η1, J), denote by F1 the
cobordism obtained by first taking the disjoint union of MR × [0, 1] and MJ × [0, 1]. Then identify a
neighborhood of η1 × {1}, denoted by ν(η1), in MR × {1} with ν(J), a neighborhood of J × {1} in
MJ ×{1} given by
(
MJ \ (S
3 − J)
)
×{1} as shown in Figure 8. This identification is done such that the
longitude of ν(J) is identified with the meridian of ν(η1) and the meridian of ν(J) is identified with the
reverse of the longitude of ν(η1). That is,
F1 ≡
(MR × [0, 1]) ∪ (MJ × [0, 1])
ν(η1) ∼ ν(J)
The boundary of F1 is then given by ∂F1 =MR⊔MJ ⊔MK1 , where by X , we mean the manifold X with
opposite orientation. Similarly, we let F2 denote a cobordism given by the infections K2 = R(η2, L). The
infection J ≡ R(β, J0) will yield a cobordism denoted G. Since connected sum K1#−K2 may also be
viewed as the infection of K1 by −K2 along a meridian, form a cobordism E between zero surgeries on
K1, −K2, and K1#−K2 in a similar manner. DefineW
′ to be the union of V and E along their common
boundary. Similarly, W is the union W ′ ∪ F1 ∪ F2. Then, let Z be the manifold obtained by joining the
cobordisms G to W along MJ . The boundary of Z is given by ∂Z = MR ⊔MR ⊔MJ0 ⊔MR ⊔ML. In
overview,
∂V = MK1#−K2
∂E = MK1 ⊔MK2 ⊔MK1#−K2
∂F1 = MJ ⊔MR ⊔MK1
∂F2 = ML ⊔MR ⊔MK2
∂G = MJ0 ⊔MR ⊔MJ
W ′ = V ∪MK1#−K2 E
W = W ′ ∪MK1 F1 ∪MK2
F2
Z = W ∪MJ G.
Unfortunately, the derived series itself will not be useful in finding an obstruction to the 2.5-solvablity
of K1#−K2. Instead, we define a partial commutator series, S, which will be slightly larger than the
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V
MK1#−K2
E
MK2MK1
F1
MJ
MR
F2
MLMR
G
MR MJ0
Figure 9. The 4-manifold Z, constructed by a tower of cobordisms
rational derived series so that
π1(Z)
(3) ⊂ π1(Z)
(3)
S .
Notice in Definition 3.6, S will be equivalent to the rational derived series on its first two terms.
Definition 3.6. Let G be a group with G/G(1) = 〈µ〉 ∼= Z, then the derived series localized at S is defined
recursively by
G
(0)
S ≡ G
G
(1)
S = G
(1)
r ≡ ker
(
G→
G
[G,G]
⊗Z Q
)
G
(2)
S = G
(2)
r ≡ ker
(
G
(1)
S →
G
(1)
S
[G
(1)
S , G
(1)
S ]
⊗
Z[G/G
(1)
S
]
Q[G/G
(1)
S ]
)
G
(3)
S ≡ ker
(
G
(2)
S →
G
(2)
S
[G
(2)
S , G
(2)
S ]
⊗
Z[G/G
(2)
S
]
Q[G/G
(2)
S ]S
−1
)
.
The right divisor set S ⊂ Q[G
(1)
S /G
(2)
S ] ⊂ Q[G/G
(2)
S ] is the multiplicative set generated by {∆L(µ
iη′2µ
−i)|i ∈
Z}. Here, η2
′ denotes the image of η2 in M−R ⊂ MR#−R and is considered as an element of π1(W ) by
inclusion. S is by definition a multiplicatively closed set with unity, and 0 is not an element of S. Since
Q[G(1)/G
(2)
S ] is abelian, this verifies S is a right divisor set. Furthermore, let γ ∈ G/G
(2)
S . If q(a) ∈ S,
then γq(a)γ−1 = q(γaγ−1) ∈ S. Therefore, µiη′2µ
−i is invariant under conjugation by G/G
(2)
S , and we
see that S is invariant under conjugation by Q[G/G
(2)
S ].
Consider the coefficient system on W given by the projection
Φ : π1(Z)→ π1(Z)/π1(Z)
(3) → π1(Z)/π1(Z)
(3)
S ≡ Λ
Because of property (4) of Proposition 2.3 (and after suppressing notation by σ
(2)
Λ ≡ σ
(2) and Φ|X ≡ Φ
where understood), we have
σ(2)(Z,Φ)− σ(Z) =
(
σ(2)(V,Φ)− σ(V )
)
+
(
σ(2)(E,Φ)− σ(E)
)
+
(
σ(2)(F1,Φ)− σ(F1)
)
+
(
σ(2)(F2,Φ)− σ(F2)
)
+
(
σ(2)(G,Φ)− σ(G)
)(2)
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By assumption, V is a 2.5-solution. Property (6) of Proposition 2.3 yields σ(2)(V,Φ) − σ(V ) = 0. For
E,F1, F2, and G, all of the (integral and twisted) second homology comes from the boundary [6, Lemma
2.4], and therefore
σ(2)(E,Φ)− σ(E) = σ(2)(F1,Φ)− σ(F1) = σ
(2)(F2,Φ)− σ(F2) = σ
(2)(G,Φ)− σ(G) = 0.
However, σ(2)(Z,Φ)− σ(Z) = ρ(∂Z,Φ|∂), and
0 = ρ(∂Z,Φ) = ρ(MJ0 ,Φ) + ρ(ML,Φ) + ρ(MR,Φ) + ρ(MR,Φ) + ρ(MR,Φ).
We employ the following lemmas, to be proven in Section 4.
Lemma 4.2 The restriction of Φ to π1(MJ0) factors non-trivially through Z.
Lemma 4.4 The restriction of Φ to π1(ML) also factors through Z and yields ρ(ML,Φ) = 0.
After proving Lemma 4.2 and using properties (1) and (3) of Proposition 2.3, we will have ρ(MJ0 ,Φ) =
ρ0(J0). Secondly, by Lemma 4.4 and property (2) of Proposition 2.3, ρ(ML,Φ) = −ρ(ML,Φ) = 0. This
yields the following equation.
ρ0(J0) = −ρ(MR,Φ)− ρ(M−R,Φ)− ρ(MR,Φ).
This is a contradiction since, by hypothesis,
|ρ0(J0)| > CR + 2CR ≥ ρ(MR,Φ) + ρ(M−R,Φ) + ρ(MR,Φ)
This completes the proof modulo the proofs of Lemmas 4.2 and 4.4 
4. Blanchfield Form Restrictions
In this section, we prove the Lemmas needed for the completion of Theorem 3.1. We continue to use
notation which was defined in Sections 2 and 3. Before proving Lemma 4.2, we must first show that the
infecting curve η1 represents a nontrivial element of π1(W )
(1)/π1(W )
(2)
S by inclusion. Note that π1(MJ0)
is normally generated by the meridian µ0 which is isotopic in Z to the β ∈ π1(MR)
(1). Similarly, the
meridian of MR is identified with η1 and inclusion induces
η1 ∈ π1(MR)
(1) ⊂ π1(W )
(1) ⊂ π1(Z)
(1)
which implies that µ0 ∼ β is in π1(Z)
(2). If η1 ∈ π1(Z)
(2), then π1(MJ0) is mapped to a subset of π(Z)
(3)
and the restriction of Φ to π1(MJ0) is trivial.
Continue to let η′2 ⊂MR#−R denote the image of η2 after reversing the orientation of MR and taking
the connected sum to form MR#−R. By an abuse of notation, η1 and η
′
2 also represent the corresponding
elements in the Alexander module and π1. Let A(X) denote the Alexander module of the space X with
rational coefficients. The following proofs closely follow the methodology of [7, Lemmas 7.6, 7.6]
Lemma 4.1. The infecting curve η1 represents a nontrivial element of A ≡ π1(W )
(1)/π1(W )
(2)
S
Proof. Consider the following commutative diagram of Alexander modules.
(3)
AZ(R#−R) AZ(V ) AZ(W ′) AZ(W ) A
A(R#−R) A(V ) A(W ′) A(W )

i1
//
φ∗

i2
//
f∗

i3
//
g∗

i5
//
wwoo
o
o
o
o
o
o
oi6
//
φ′∗
//
f ′∗
//
g′∗
The validity of this diagram is supported by the fact thatAZ(K1#−K2) ∼= A
Z(R#−R). The horizontal
maps are induced by inclusion. Since AZ(R#−R) is Z torsion free, i1 is injective. By Definition 3.6,
π1(W )
(2)
S ≡ π1(W )
(2)
r , and therefore i6 : π1(W )
(1)/π1(W )
(2)
S → A(W ) is clearly injective.
The kernel of φ′∗ is an isotropic submodule of A(R#−R) with respect to the Blanchfield form. Since
the rational Alexander module of R#−R decomposes under connected sum, as does its Blanchfield
form, η1 must be mapped to a nontrivial element of A(V ) as BℓR(η1, η1) 6= 0.
It remains to show that the lower maps f ′∗, g
′
∗ are injective; that is, the rational Alexander module
of V injects into that of W . Since the connected sum operation may be described as an infection
K1#−K2 ≡ K1(µ1,−K2), the kernel of f
′
∗ : π1(MK1#−K2) = π1(∂V ) → π1(E) is normally generated
by the longitude of −K2 as a curve in π1(MK1) [6, Lemma 2.5(1)]. The longitude lies in the second
derived subgroup of π1(K2) and also in the second derived subroup of π1(MK1#−K2). Since the rational
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Alexander module of a space, X , with H1(X) ∼= Z is given by A(X) ∼= π1(X)
(1)/π1(X)
(2) ⊗Z Q, f∗ is an
isomorphism between the rational Alexander modules of V and W ′.
Similarly, to show g′∗ is injective, we note that this kernel is normally generated by the longitudes of J
and L as curves in MK1 and MK2 respectively. These curves lie in π1(MJ)
(2) and π1(ML)
(2), contained
via inclusion in π1(MK1)
(3) and π1(MK2)
(3) respectively, and g′∗ is an isomorphism. 
For the contradiction used in the proof of Theorem 3.1 we show that µ0 ∼ β is nontrivial as an element
of π1(Z)
(2)/π1(Z)
(3)
S .
Lemma 4.2. The meridian of J0, µ0, isotopic in Z to β, is nontrivial as an element of
π1(Z)
(2)
π1(Z)
(3)
S
Therefore, the restriction Φ : π1(MJ0)→ π1(Z)/π1(Z)
(3)
S = Λ factors nontrivially through Z.
Proof. Recall that the kernel of
π1(W )→ π1(W ∪G) = π1(Z)
is the normal closure in π1(W ) of the kernel of π1(MJ) → π1(G). This is normally generated by the
longitude of the infecting knot J0 considered as a curve in S
3−J0 ⊂MJ ⊂ ∂W [6, Lemma 2.5 (1)] which
lies in π1(MJ0)
(2). Inclusion induces
π1(MJ0)
(2) ⊂ π1(MJ)
(3) ⊂ π1(W )
(3) ⊂ π1(W )
(3)
S
as well as the following isomorphism:
π1(W )
π1(W )
(3)
S
∼=
π1(Z)
π1(Z)
(3)
S
= Λ
Therefore, it suffices to show β is nontrivial π1(W )/π1(W )
(3)
S . Consider the following commutative
diagram, where we set Γ ≡ π1(W )/π1(W )
(2)
S and R ≡ QΓS
−1.
(4)
π1(MJ )
(1) π1(W )
(2)
π1(W )
(2)
S
π1(W )
(3)
S
A(J)⊗R H1(MJ ;R) H1(W ;R)
π1(W )
(2)
S
[π1(W )
(2)
S , π1(W )
(2)
S ]
⊗R

//
j∗

//
Φ

j
//
∼=
//
j∗
//
∼=
We will now justify certain maps of the diagram. Here, the horizontan map j∗ is given by functoriality of
the commutator series and inclusion which induces π1(MJ) ⊂ π1(W )
(1). Since π1(MJ) is normally gener-
ated by the meridian µ1 which is identified with η1 in W and η1 is nontrivial in A = π1(W )
(1)/π1(W )
(2)
S
by Lemma 4.1, the map
π1(MJ)→
π1(W )
(1)
π1(W )
(2)
S
→֒
π1(W )
π1(W )
(2)
S
≡ Γ
must factor nontrivially through π1(MJ)/π1(MJ)
(1) = 〈µ1〉 ∼= Z. It follows that
H1(MJ ;QΓ) ∼= H1(MJ ;Q[t, t
−1])⊗QΓ ≡ A(J)⊗Q[t,t−1] QΓ
where Q[t, t−1] acts on QΓ by t 7→ η1. Thus, H1(MJ ;R) ∼= A(J) ⊗R. To justify the map
(5) H1(W ;R)
∼=
−→
π1(W )
(2)
S
[π1(W )
(2)
S , π1(W )
(2)
S ]
⊗R,
note that we may interpret H1(W ;ZΓ) as the first homology of the Γ covering space of W , so
H1(W ;ZΓ)
∼=
−→
π1(W )
(2)
S
[π1(W )
(2)
S , π1(W )
(2)
S ]
.
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SinceR is a flat ZΓ-module, equation (5) is justified. Moreover, by the definition of π1(W )
(3)
S in Definition
3.6, the vertical map j is injective. Recall that by hypothesis, β generates the rational Alexander module
of R, and hence J , which implies β ⊗ 1 is the generator of H1(MJ ;R. Therefore, in order to finish the
proof, it suffices to show that β ⊗ 1 is not in the kernel of the bottom row of (4).
Note that W is given by V ∪E ∪ F1 ∪ F2 with ∂W = MR ⊔MJ ⊔MR ⊔ML. Since E,F1, F2 have no
second homology relative boundary,
H2(W )
i∗ (H2(∂W ))
∼= H2(V ).
Furthermore, V is a 2-solution and therefore H2(W )/i∗ (H2(∂W )) has a basis which satisfies conditions
2 and 3 of Definition 2.1 though it fails condition 1. Therefore, W is called a 2-bordism for ∂W [5,
Definition 7.11].
Suppose P ≡ ker{j∗ : H1(MJ ;R)→ H1(W ;R)}. Then, since W is a 2-bordism, by [5, Theorem 7.15],
P must be an isotropic submodule of H1(MJ ;R) with respect to the Blanchfield form H1(∂W ;R) and
thus on H1(MJ ;R). However, we have already shown that β ⊗ 1 is a generator of H1(MJ ;R), and if
β ⊗ 1 ∈ P ≡ ker j∗, then Bℓ
R
J (β ⊗ 1, β ⊗ 1) = 0. Since Bℓ
R is nonsingular [5, Lemma 7.16], this means
H1(MJ ;R) ≡ 0. In order to give a contradiction, we show
A(J)⊗R ∼=
(
QΓ
∆R(η1)QΓ
)
S−1 6= 0.
By hypothesis of Theorem 3.1, the rational Alexander module of R is nontrivial, and ∆R(t) is not a
unit in Q[t, t−1]. The map Z → Γ given by t 7→ η1 is nontrivial, since we showed in Lemma 4.1 that
η1 6= 0 in π1(W )
(1)/π1(W )
(2)
S . Since Γ is torsion-free, QΓ is a free left Q[η1, η
−1
1 ]-module on the right
cosets of 〈η1〉 ⊂ Γ, where 〈η1〉 denotes the submodule of QΓ generated by η1. We may then fix a set of
coset representatives so that any x ∈ QΓ has a unique decomposition
x =
∑
ξ
xξξ
where each xξ ∈ Q[η1, η
−1
1 ] and each ξ is a coset representative in Γ. Notice that if ∆R(η1)x = 1 then
∆R(η1)x = ∆R(η1)
∑
ξ
xξξ =
∑
ξ
∆R(η1)xξξ = 1.
This implies that on the coset ξ = e, we have ∆R(η1)xe = 1 in Q[η1, η
−1
1 ], contradicting the fact that
∆R(t) is not a unit in Q[t, t
−1]. Therefore, ∆R(η1) has no right inverse in QΓ. Since Γ is poly-torsion-free
abelian, QΓ is a domain [13] and
QΓ
∆R(η1)QΓ
≇ 0.
Next, we consider the localization of this module at S. The kernel of
QΓ
∆R(η1)QΓ
→
QΓ
∆R(η1)QΓ
S−1
is the S-torsion submodule [12, Cor 3.3, p 57]. So to establish the desired result, it suffices to show that
the generator of QΓ/∆R(η1)QΓ is not S-torsion. If this generator, which we denote by 1, is S-torsion,
then 1s = ∆R(η1)y for some s ∈ S and y ∈ QΓ.
Remember that Γ ≡ π1(W )/π1(W )
(2)
S and A ≡ π1(W )
(1)/π1(W )
(2)
S ⊳Γ. Since A ⊂ Γ, we may view QΓ
as a free left QA-module on the set of right cosets of A in Γ. So any y ∈ QΓ has a unique decomposition
y =
∑
ξ
yξξ,
where the sum is over a set of coset representatives {ξ ∈ Γ} and yξ is an element of QA. Then
s =∆R(η1)y
=∆R(η1)
∑
ξ
yξξ.
Since s ∈ S ⊂ QA and ∆R(η1) ∈ QA, it must be that each coset representative ξ 6= e yields 0 = ∆R(η1)yξ.
Note that Q[η1, η
−1
1 ] ⊂ QΓ and hence ∆R(η1) 6= 0. Since QA ⊂ QΓ is a domain, it must be that yξ = 0
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for all ξ 6= e. Therefore y ∈ QA and s = ∆R(η1)y is an equation in QA. Because of Definition 3.6, each
element of S can be written as the product of terms of the form ∆L(µ
iη′2µ
−i).
Moreover, since A is a torsion-free abelian group, we may view s = ∆R(η1)y as an equation in QF for
some free abelian group F ⊂ A of finite rank r. Since QF is a UFD, we apply the following proposition.
Proposition 4.3. [5, Proposition 4.5] Suppose ∆R(t),∆L(t) ∈ Q[t, t
−1] are non zero. Then ∆R and
∆l are strongly coprime if and only if, for any finitely generated free abelian group F and any nontrivial
a, b ∈ F , ∆R(a) is relatively prime to ∆L(b) in QF .
Recall if s = ∆R(η1)y is an equation in S, ∆R(η1) must divide a product of terms of the form
∆L(µ
iη2µ
−i). If ∆R,∆L are strongly coprime, we already arrive at a contradiction, since Proposition 4.3
implies ∆R(η1) is relatively prime to ∆L(µ
iη′2µ
−i) for any i. Otherwise, choose some basis {x1, x2, . . . , xr}
for F such that η1 = x
m
1 for some positive m ∈ Z. Then µ
iη′2µ
−i = x
ni,1
1 x
ni,2
2 · · ·x
ni,r
r , and we may view
QF as a Laurent Polynomial ring in the variables {x1, x2, . . . , xr}. Since ∆R 6= 0 and is not a unit, there
exists some nonzero complex root, ζ, of ∆R(x
m
1 ). Suppose that p˜(x1) is a nonzero irreducible factor of
∆R(x
m
1 ) of which ζ is a root. Then for some i, p˜(x1) divides ∆L(x
ni,1
1 x
ni,2
2 · · ·x
ni,r
r ) and so ζ must be a
zero of ∆L(x
ni,1
1 x
ni,2
2 · · ·x
ni,r
r ) for every complex value of x2, . . . , xr which is impossible unless ni,j = 0
for each j > 1. Therefore, µiη′2µ
−i = xni1 for some ni 6= 0. Recall that ∆R(t
m) and ∆L(t
n) share no
common roots unless n = ±m. Thus ni = ±m and µ
iη′2µ
−i = (η1)
±1 for some i.
This equation holds in A but each of η1, η
′
2, and µ are given by circles in MR#−R where µ
iη′2µ
−1 and
η1 represent elements of A
Z(R#−R). Therefore, the validity of the equation µiη′2µ
−i = (η1)
±1 may be
considered in AZ(R#−R) as long as (µiη′2µ
−i)η∓11 does not lie in the kernel of
AZ(R#−R)→ AZ(W )→
π1(W )
(1)
π1(W )
(2)
S
≡ A
Notice however, that in the module notation for AZ(R#−R), (µiη′2µ
−i)η∓11 = τ
i
∗(η
′
2) ± η1, and we
consult the Blanchfield form:
BℓR#−R(τ
i
∗(η
′
2)± η1, τ
i
∗(η
′
2)± η1) = Bℓ−R(τ
i
∗(η
′
2), τ
i
∗(η2))± BℓR(η1, η1)
= Bℓ−R(η
′
2, η
′
2) + BℓR(η1, η1)
= −BℓR(η2, η2) + BℓR(η1, η1)
6= 0.
The last inequality holds since the requirement imposed upon η1, η2 was that Bℓ(η1, η1) 6= Bℓ(η2, η2).
Therefore, if the equality µiη′2µ
−i = (η1)
±1 holds in A, it must hold in AZ(R#−R) where it is written
as τ i∗(η
′
2) = η
±1
1 . Let U and U
′ be Seifert matrices for R and −R respecitvely. We remark that although
U ′ = −U , this distinction is made to emphasize the different contributions from the respective basis
elements coming from the Seifert surfaces of R and −R. A presentation matrix for the Alexander module
AZ(R#−R) is given by (
U − τ∗U
⊺ 0
0 U ′ − τ∗U
′⊺
)
The automorphism τ∗ decomposes under connected sum R#−R. Thus τ∗(A
Z(R) ⊕ 0) ⊂ AZ(R) ⊕ 0
and τ∗(0 ⊕ A
Z(−R)) ⊂ 0 ⊕ AZ(−R), and invalidates the equation τ i∗(η
′
2) = η
±1
1 . This contradicts the
equality of the statement µiη′2µ
−i = η±11 in A and, therefore, contradicts the assumption of ∆R(η1) being
S torsion. Thus, A(J)⊗R is nontrivial and β ⊗ 1 cannot lie in the kernel of the bottom row of 4. This
completes the proof that µ0 ∼ β is nontrivial in π1(Z)
(2)
§ /π1(Z)
(3)
§ so the restriction of Φ to π1(MJ0)
factors nontrivially through Z. 
Our last task is to show that ρ(ML,Φ) = 0, completed in the following short lemma.
Lemma 4.4. The restriction of Φ to π1(ML) also factors through Z and ρ(ML,Φ) = 0.
Proof. Similar to the beginning of Lemma 4.2, we begin with the following commutative diagram.
(6)
π1(ML)
(1) π1(W )
(2)
π1(W )
(2)
S
π1(W )
(3)
S
A(L)⊗R H1(ML;R) H1(W ;R)
π1(W )
(2)
S
[π1(W )
(2)
S , π1(W )
(2)
S ]
⊗R

//
j∗

//
Φ

j
//
∼=
//
j∗
//
∼=
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Again, j∗ is given by functoriality of the comutator series and inclusion given that π1(ML) ⊂ π1(W )
(1).
π1(ML) is normally generated by its meridian, µL, which is identified with η
′
2. Suppose that η
′
2 is nontrivial
in π1(W )
(1)/π1(W )
(2)
S .
π1(ML)→
π1(W )
(1)
π1(W )
(2)
S
→֒
π1(W )
π1(W )
(2)
S
.
This map must factor through π1(ML)/π1(ML)
(1) = 〈µL〉 ∼= Z, and
H1(ML;QΓ) ∼= H1(ML;Q[t, t
−1])⊗QΓ ≡ A(L)⊗Q[t,t−1] QΓ.
where Q[t, t−1] acts on QΓ by t 7→ µL ≃ η
′
2. Therefore, H1(ML;R)
∼= A(L) ⊗ R. Since the rational
Alexander module of L is ∆L(t)-torsion and ∆L(η
′
2) ∈ S by definition, this module is trivial. This implies
that the map along the top row of Diagram 6 is zero.
Conversely, suppose η′2 is trivial in π1(W )
(1)/π1(W )
(2)
S . Since π1(ML) is normally generated by µL ≃ η
′
2
in Z, this implies j∗(π1(ML)) ⊂ π1(W )
(2)
S by inclusion and the map along the top row of the diagram is
again zero.
Finally, consider the restriction of Φ to π1(ML).
Φ : π1(ML)→
π1(W )
π1(W )
(3)
S
By the above arguments, this map is trivial on the subgroup π1(ML)
(1) ⊂ π1(ML) and must therefore
factor through π1(ML)/π1(ML)
(1) ∼= Z. There are two easy cases to consider. If the map is trivial, we
have ρ(ML; Φ) = 0. Otherwise, the map factors nontrivially through Z and ρ(ML; Φ) = ρ
0(L) = 0 since
L is a 1-solvable knot. This finishes the proof of the above lemma and completes the proof of Theorem
3.1.

5. Example: R = 946
In this section, we give an explicit example of Corollary 3.3 where we take R = 946 so that ∆R(t) =
−2t2 + 5t− 2. The infecting curves a, b, as shown in Figure 10, generate the integral Alexander module
of R, and η = a+ b generates the rational Alexander module. In AZ(R), we have the relations:
2ta = a⇒ (2t− 1)a = 0,(7)
tb = 2b⇒ (t− 2)b = 0.(8)
Any element, γ, of the integral Alexander module may be written as a polynomial combination of a, b,
that is γ = x(t)a + y(t)b ∈ AZ, where x(t), y(t) ∈ Z[t, t−1]. Let Q denote the subring Z[2−1] ⊂ Q.
Consider the map
AZ(R)→ AZ(R)⊗Z Q.
Because of identities 7 and 8,
tra 7→ 2−ra, trb 7→ 2rb.
Therefore,
x(t)a 7→ x(2−1)a y(t)b 7→ y(2)b
and γ 7→ x(2−1)a+ y(2)b, where x(2−1), y(2) ∈ Q ⊂ Q. These equations hold as we map to the rational
Alexander module.
AZ(R)→ AZ(R)⊗Z Q → A
Z(R)⊗Z Q ≡ A(R)
Suppose we fix η = a + b. Let K1 = R(η; J) where J is built as in the statement of Corollary 3.2.
Suppose γ = x(t)a + y(t)b ∈ AZ(R), and let K2 = R(γ; J). The rational Blanchfield self-linking of γ is
given by
(9)
BℓR(γ, γ) = BℓR
((
x(t)a+ y(t)b
)
,
(
x(t)a+ y(t)b
))
= BℓR
((
x
(
2−1
)
a+ y (2) b
)
,
(
x
(
2−1
)
a+ y (2) b
))
=
[
x
(
2−1
)2
BℓR(a, a)
]
+
[
x
(
2−1
)
y (2)BℓR(a, b)
]
+
[
x
(
2−1
)
y(2)BℓR(b, a)
]
+
[
y (2)
2
BℓR(b, b)
]
= x
(
2−1
)
y (2)
(
BℓR(a, b) + BℓR(b, a)
)
= x
(
2−1
)
y(2)BℓR(η, η)
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a b
η
Figure 10. R = 946, η = a+ b
where BℓR(a, a) = BℓR(b, b) = 0 since a and b both generate isotropic submodules of A
Z(R). Corollary
3.2 states that K1 and K2 are distinct up to concordance as long as BℓR(η, η) 6= BℓR(γ, γ) which from
9 is equivalent to
(
1− x(2−1)y(2)
)
BℓR(η, η) 6= 0. A formula for the Blanchfield form can be given by a
Seifert matrix U for R:
Bℓ(r, s) = s(1− t) (tU − U⊺)
−1
r
where s is the image of s under the involution t 7→ t−1. The Seifert matrix for R yielding a presentation
matrix for A(R) with respect to the basis {a, b} is(
0 −1
−2 0
)
,
and by a simple calculation,
Bℓ(η, η) =
3(t− 1)2
∆R(t)
, where (3(t− 1)2,∆R(t)) = 1.
This implies (1−x(2−1)y(2))BℓR(η, η) is zero if and only if 1−x(2
−1)y(2) is a multiple of ∆R(t). This is
only possible if x(2−1) and y(2) are inverses in Q ⊂ Q, and it must be that x(2−1) = ±2−r, y(2) = ±2r
with the same sign. Therefore, x(t)a and y(t)b are equivalent in AZ(R) to ±tra and ±trb respectively
and with the same sign. Therefore, x(t)a+ y(t)b ≡ ±(tra+ trb) = ±trη. Since ±trη is represented by the
infecting curve ±η in S3 −R, regardless of r, we see that infection upon η and γ may yield concordant
knots only if γ = ±η.
γ1
γ2
Figure 11. γ1 = (t+ t
−1)a+ b, γ2 = ta+ (t
2 + 1)b
More generally, let γi = xi(t)a+yi(t)b where xi(t), yi(t) ∈ Z[t, t
−1] for i = 1, 2. Then by 9, Bℓ(γ1, γ1) =
Bℓ(γ2, γ2) if and only if (x1y1 − x2y2)Bℓ(η, η) = 0, where for simplicity we set xi ≡ xi(2
−1) and yi ≡
yi(2) ∈ Q ⊂ Q. This is zero in Q(t)/Q[t, t
−1] when x1y1 = x2y2 in Q. For every distinct value ci ∈ Z[1/2],
we can find an infecting curve γi ⊂ S
3−R such that BℓQ(γi, γi) = ciBℓ
Q(η, η). If ci = cˆi2
−ki for cˆi, ki ∈ Z,
γi may be given by γi = t
kia+ cˆib. Thus, each ci yields a distinct concordance class Ki ≡ R(γi; J). We
summarize these results in the following lemma and also in the graph of Figure 12.
Lemma 5.1. Let R be the 946 knot and J the knot given in Corollary 3.2. For every ci ∈ Z[1/2], we
obtain an unknotted curve ηi ⊂ S
3 − J such that lk(ηi,R) = 0. By infection, the {ηi} yield infinitely
many distinct concordance classes of knots Ki ≡ R(ηi, J).
Nonetheless, there are many combinations of x1, y1, x2, y2 ∈ Z[1/2] for which x1y1 = x2y2. For
instance, take γ1 = (t + t
−1)a + b, γ2 = ta + (t
2 + 1)b as in Figure 11. Although these curves are not
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Figure 12. Each level curve in this graph is given by xy = c ∈ Z[1/2]. Actual γ =
xa+ yb in S3 −R with Bℓ(γ, γ) = c are represented by shaded points (x, y) on the level
curves. Choices of γi lying on different level curves lead to nonconcordant knots R(γi; J)
isotopic in S3−R, x1y1 = x2y2 = 15/4 implying that γ1+γ
′
2 lies in an isotropic submodule of the rational
Alexander module, A(R#−R), and thus potentially in the kernel of the map
AZ(R#−R)
φ∗
−→ AZ(V )
for some potential 2.5-solution, V , of K1#−K2. Infection upon η1 and η2 by J may thus produce
concordant knots as we saw in Example 1.2.
6. When infecting curves have distinct orders in A(R)
In many cases, we do not need the full strength of Theorem 3.1 in order to find an obstruction to
concordance between knots given by R(η1, J) and R(η2, J). Many previous findings on the structure of
the knot concordance group, and in particular the n-solvable filtration, have relied only on the order of
the infecting curve ηi as an element of the rational Alexander module [5, 7, 6]. In this section, by building
on these previous results, we show that when η1 and η2 have different orders as elements of A(R), distinct
concordance classes are found more readily and with slightly weaker hypothesis.
Let R again be any knot. We will take J0 to be some Arf invariant zero knot such that |ρ0(J0)| > 2CR,
where CR is the Cheeger-Gromov constant of R and L is any knot. Let η1 and η2 be infecting curves
whose orders as elements of AZ(R) are o1(t) and o2(t), respectively. Suppose p(t) is a prime polynomial
such that p(t) divides o1(t) but (o2(t), p(t)) = (o2(t), p(t
−1)) = 1. Then take P to be the multiplicative
subset of Q[t, t−1] given by
P = {q1(t)q2(t) · · · qt(t)|(qi, p) = (qi, p) = 1},
and let Ψ be the homomorphism Ψ : Q[t, t−1] → Q[t, t−1]P−1. Then Ψ induces the map (which, by
abusing notation, we also label Ψ):
Ψ :
Q(t)
Q[t, t−1]
→
Q(t)
Q[t, t−1]P−1
.
In this case, we require Ψ(Bℓ(η1, η1)) 6= 0, which yields the following theorem.
Theorem 6.1. Let J0 and R be knots such that |ρ0(J0)| > 2CR. Let η1, η2 be infecting curves such
that the orders of [η1], [η2] in A
Z(R) are o1(t), o2(t) respectively. If there exists a prime p(t) dividing
o1(t) such that (p, o2) = (p, o2) = 1 and Ψ(Bℓ(η1, η1)) 6= 0, then given any knot L which is 0-solvable,
K1 = R(η1, J) and K2 = R(η2, L) are distinct in C.
Proof. Construct K1 and K2 as indicated in the statement of the theorem. Certainly, both Ki are 1-
solvable. Let E1 and E2 be the cobordisms given by the infections K1 ≡ R(η1, J) and K2 ≡ R(η2, L)
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respectively, and let F be the cobordism given by the connected sum K1# − K2. As in the proof of
Theorem 3.1, we show by contradiction that K1#−K2 is not slice. If K1#−K2 is slice, there exists a
slice disk complement V with boundary ∂V = MK1#−K2. Let W be the manifold obtained by adjoining
V to F along MK1#−K2 and similarly Z is obtained by adjoining W to E1 and E2 along MK1 and MK2
respectively. Then ∂Z =MR ⊔MJ0 ⊔MR ⊔ML.
Take P to be a partial commutator series on the class of groups G with β1 = 1, given by
G
(0)
P = G
G
(1)
P = G
(1)
r
G
(2)
P = ker{G
(1) → G
(1)
[G(1),G(1)]
⊗Z[t,t−1] Q[t, t
−1]P−1}.
Let φ be the projection
φ : π1(Z)→
π1(Z)
π1(Z)(2)
→
π1(Z)
π1(Z)
(2)
P
Again, we consider the von Neumann signature defect of Z given by this coefficient system.
(10)
0 = σ(2)(Z, φ)− σ(Z)
= ρ(∂Z, φ|pi1(∂Z))
= ρ(MR, φ|pi1(MR)) + ρ(MJ0 , φ|pi1(MJ0 )) + ρ(MR, φ|pi1(MR)) + ρ(ML, φ|pi1(ML))
We will show the restriction of φ to π1(MJ0) factors nontrivially through Z, so ρ(MJ0 , φ|pi1(MJ0 )) = ρ
0(J0),
and the restriction to π1(ML) is trivial, so ρ(ML, φ|pi1(ML)) = 0. This will yield the desired contradiction,
similar to the proof of Theorem 3.1
Since π1(ML) is normally generated by its meridian which is isotopic in Z to η2, it suffices to show
that η2 is trivial in π1(Z)
(1)/π1(Z)
(2)
P . For any space X , we denote by A
P(X) the localized Alexander
module of X :
AP(X) ≡ AZ(X)⊗Q[t, t−1]P−1 ∼=
π1(X)
(1)
π1(X)(2)
⊗Z[t,t−1] Q[t, t
−1]P−1.
Consider the following diagram where φ∗, f∗, g∗, φ
′
∗, f
′
∗ and g
′
∗ are all induced by inclusion and the vertical
maps by projection.
AZ(K1#−K2) A
Z(V ) AZ(W ) AZ(Z)
π1(Z)
(1)
π1(Z)
(2)
P
AP(K1#−K2) A
P(V ) AP(W ) AP(Z)

ψ
//
φ∗

//
f∗

//
g∗

//
wwoo
o
o
o
oi
//
φ′∗
//
f ′∗
//
g′∗
By definition, π1(Z)
(2)
P is the kernel of π1(Z)
(1) → AP(Z) and so i is injective. Under the map ψ,
η2 7→ η2 ⊗ 1. Since the order of η2, o2(t), is relatively prime to both p(t) and p(t
−1), o2(t) ∈ P . Hence
η2 ⊗ 1 = η2 · o2(t)⊗
1
o2(t)
= 0,
and η2 is trivial in π1(Z)
(1)/π1(Z)
(2)
P as desired.
Next consider π1(MJ0) which is normally generated by its meridian, µ0, isotopic in Z to η1. The kernel
of ψ is the P -torsion submodule of AZ(K1#−K2) ∼= A
Z(K1)⊕A
Z(K2). However, η1 is o1(t)-torsion, and
o1(t) /∈ P by definition. Therefore, ψ(η1) is nontrivial. Since we assumed V to be slice disk complement
for K1#−K2, the kernel of φ
′
∗ is an isotropic submodule of A
P(K1#−K2) with respect to the localized
Blanchfield form BℓP which is given by [9, Theorem 4.7]
BℓP(ψ(η1), ψ(η1)) = Ψ(Bℓ(η1, η1)).
Since this was assumed to be nonzero, η1 must survive in A
P(V ). The kernels of both π1(V )→ π1(W )
and π1(W )→ π1(Z) are normally generated by longitudes of the infecting knots. These lie in the second
term of the derived series of π1(V ) and π1(W ) and therefore in π1(V )
(2)
P and π1(W )
(2)
P . Hence,
AP(V ) ∼= AP (W ) ∼= AP(Z),
and g′∗ ◦ f
′
∗ is injective. So µ0 is a nontrivial element of π1(Z)
(1)/π1(Z)
(2)
P and the map
φ : π1(MJ0)→
π1(Z)
π1(Z)
(2)
P
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must factor through π1(MJ0)/π1(MJ0)
(1) ∼= Z. Therefore, ρ(MJ0 , φ) = ρ0(J0). This completes the desired
contradiction as Equation 10 reduces to
ρ0(J0) = −ρ(MR, φ|pi1(MR))− ρ(MR, φ|pi1(MR)) ≤ 2CR.

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