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Abstract: Functional organic materials with enhanced two-photon absorption (TPA)
lead to new technologies in the ﬁelds of chemistry, biology, and photonics. In this arti-
cle we review experimental and theoretical methodologies allowing detailed investigation
and analysis of TPA properties of organic chromophores. This includes femtosecond two-
photon excited ﬂuorescence (TPEF) experimental setups and quantum-chemical method-
ologies based on time-dependent density functional theory (TD-DFT). We thoroughly
analyze physical phenomena and trends leading to large TPA responses of a few series of
model chromophores focusing on the eﬀects of symmetric and asymmetric donor/acceptor
substitution and branching.
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1 Introduction
Two-photon absorption (TPA) is deﬁned as the electronic excitation of a molecule in-
duced by a simultaneous absorption of pair of photons of the same or diﬀerent energy.
This phenomenon was ﬁrst predicted by M. Go¨ppert-Mayer in 1931[1] who calculated the
transition probability for a two-quantum absorption process. Observation of TPA was
possible only thirty years later with the advent of lasers. The ﬁrst experimental evidence
was performed by W. Kaiser and C.G.B. Garret[2] by illuminating a crystal of CaF2 con-
taining Eu2+ ions with a ruby laser beam. The recent emergence of technologies that can
exploit TPA has attracted signiﬁcant interest in the ﬁelds of chemistry, biology, and pho-
tonics. This, in turn, inspired a broad quest in functional chromophores with enhanced
TPA properties.[3–6]
TPA is a third-order nonlinear optical process. The energy absorbed through a two-
photon process is quadratically proportional to the intensity of the incident light. This
provides improved spatial selectivity in three dimensions down to one wavelength res-
olution. Moreover, TPA can be induced at a frequency of half the actual energy gap
which stretches the accessible range of conventional lasers (longer wavelengths at 700-
1300 nm) and ensures deep penetration into scattering media. These distinct proper-
ties enable a large variety of improved and novel technological capabilities[7–9] such as
spectroscopy,[10, 11] fabrication of optoelectronic logical circuits,[12] microfabrication,[13–16]
high-resolution ﬂuorescence microscopy and characterization,[9, 17–24] three-dimensional
optical data storage,[14, 25–32] optical power limiting,[33–38] upconversion lasing,[39–42] non-
destructive imaging of biological tissues,[3, 9, 43–46] photodynamic therapy,[47–52] and new
nanobiophotonics applications.[53, 54] For example, optical limiting has beneﬁted from the
advent of multiphoton absorption in particular in the visible region aiming at eye protec-
tion[55–58] whereas only scarce eﬀort has been dedicated to the protection of near-infrared
(NIR) detectors. TPA applications have also gained widespread popularity in the biology
community. For instance, photodynamic therapy is a relatively new approach for targeted
cellular apoptosis in biological tissues, with current applications in the treatment of tu-
mors, cancers, blood puriﬁcation and blindness.[47, 59–61] This therapy involves a selective
uptake and retention of a photosensitizer by the target area (e.g., tumor) followed by
irradiation with light of a particular wavelength. This is intended to induce tumor apop-
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tosis, presumably through the formation of free radicals and singlet oxygen. A number of
photosensitizers that utilize one-photon absorbing mechanism have been described in the
literature. Even though TPA based approaches hold a considerable advantage over con-
ventional one-photon absorption (OPA) technique due to spatial resolution and deep pen-
etration of long wavelength irradiation into tissues, few organic photosensitizers based on
a TPA mechanism have been suggested.[53, 62–67] Among the other applications in the ﬁeld
of biology, the technique of two-photon laser scanning ﬂuorescence microscopy[9, 17–19,68]
is well-spread. For example, it enables in vivo imaging of calcium dynamics[20, 69,70] or
intracellular zinc.[71, 72] Carrying out two-photon instead of conventional one-photon ex-
citation oﬀers number of advantages. These include highly spatially conﬁned excitation,
three dimensional resolution, increased penetration depth in tissues, in particular thanks
to reduced scattering losses, and reduced photodamage owing to excitation in the visible
red-NIR region (typically 700-1200nm) as well as improved signal-to-noise ratio due to
reduced background ﬂuorescence. The fast development of two-photon laser scanning ﬂu-
orescence microscopy has triggered the design of novel ﬂuorophores order of magnitudes
more eﬃcient than endogenous ﬂuorophores[44, 73,74] such as amino acids, ﬂavins, etc.
Within this context, an increasing eﬀort has been devoted over the past decade to the
design of chromophores with large TPA responses and properties suitable for speciﬁc
applications. Thereby, attention has progressively moved from the well-known push-pull
dipolar molecular structures[34, 41,75–88] to quadrupoles[3, 33,36,57,58,63,76,78,81,85,86,89–107] and,
more recently, toward complex molecular architectures. Quadrupoles have been found to
be more eﬃcient than dipoles in terms of TPA, in particular for multiphoton-based optical-
limiting applications.[33, 36,57] In turn, exploitation of intermolecular interactions through
branching strategies and the supramolecular approaches oﬀers even more possibilities
to tune or enhance TPA properties. This has already been demonstrated for branched
chromophores built from the gathering of either dipolar[108–123] or quadrupolar[97, 102,124–126]
sub-chromophores via common conjugated core moieties and multichromophore structures
in which subchromophores interact only via electrostatic interactions.[127] Alternative
routes such as those based on porphyrins,[128–136] oligomers and polymers[103,137–139] have
been explored as well. The level of complexity has been increased even further by studying
dendritic species such as conjugated dendrimers,[115,118,140–142] multichromophoric den-
drimers[143] and nanodots.[144,145] For example, the latter represent a promising non-toxic
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alternative to quantum dots[19] for (bio)imaging purposes.
The mentioned above molecular engineering eﬀort has beneﬁted considerably from the
various theoretical approaches through their ability to contribute to our understanding of
structure-property relationships.[146–149] Since only a few electronic transitions often pre-
dominate in the nonlinear resonant spectra of organic molecules, eﬀective few-state models
have become very popular for rational molecular design of NLO-phores.[90, 103,127,150–160]
For branched structures, the Frenkel exciton model has been shown to provide a valu-
able qualitative tool to connect the photophysical properties of branched chromophores
to those of their corresponding monomeric counterpart.[113,120,161–163] Theoretical limits
for TPA activities have also been explored as well.[164]
Beyond understanding the underlying structure-property relations, computer design of
nonlinear chromophores should allow accurate prediction of stable conformal structures
of complex molecules, their ﬂuorescent properties and nonlinear optical responses. In
principle, wave-function based correlated ab initio methods (e.g., equations of motion
with coupled-cluster approach (EOM-CC)[165]) can provide an accurate description of
the electronic spectra.[166] However, these techniques are frequently computationally in-
tractable, when applied to the molecules of practical interest. Semiempirical methods
are numerically feasible, however, they are able to reproduce only certain quantities as-
sumed by underlying parameterization of the Hamiltonian model.[167–169] The nonlinear
spectra are typically dominated by higher excitation levels involving signiﬁcant electronic
correlations. Consequently, semiempirical models have somewhat limited quantitative
performance for nonlinear optical responses, while providing an excellent qualitative in-
sight into the nature of physical phenomena involved.[89, 94]
Adiabatic time-dependent density functional theory (TD-DFT)[170,171] in the Kohn-Sham
(KS) form is currently the method of choice for calculating the excited-state structure
of large molecular systems.[172–178] Recently TD-DFT extensions for the calculations
of molecular nonlinear optical properties have been suggested based on the residues
of the quadratic response functions for TPA,[179,180] and on the quasi-particle formal-
ism of the TD-KS equations for arbitrary frequency-dependent nonlinear optical polar-
izabilities.[181,182] Subsequently, the former approach was used for detailed studies of
nonlinear polarizabilities in small organic molecules[183–191] and the latter method was
applied to calculate OPA and TPA responses of several families of donor/acceptor sub-
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stituted conjugated organic chromophores[192–197] and various substituted branched struc-
tures.[102,120,121,126] These studies have shown the excellent performance of TD-DFT based
on hybrid functionals for molecular nonlinear responses.
This article overviews experimental and theoretical methodologies used for determination
and analysis of TPA properties. We investigate in detail synthetic strategies that have
been suggested recently to enhance TPA properties. This includes the eﬀect of symmet-
ric and asymmetric donor/acceptor substitution and branching. Both experimental and
theoretical data are used to get an extensive comprehension of the physics underlying the
two-photon process and its amplitude, as well as to suggest an exploratory root for novel
molecular engineering for further enhancement of TPA.
The paper is organized as follows. In section 2 we deﬁne the TPA cross section by relating
the microscopic hyperpolarizability to the macroscopic response. In particular, attention
is paid to diﬀerent conventions used in the literature when deducing expressions for the
response. In section 3 we summarize the main theoretical and computational models
used for calculation of the nonlinear responses and describe how to account for solvation
and local-ﬁeld eﬀects. Section 4 deals with the principal experimental techniques and
challenges for measurement of the TPA cross section. A variety of representative chro-
mophores are investigated in section 5, both experimentally and theoretically, allowing
for rationalization of diﬀerent structural eﬀects on the TPA cross section and for a test
of diﬀerent theoretical approaches. Finally, main conclusions are drawn in section 6.
2 Deﬁnitions of TPA response
2.1 From time domain response function to susceptibilities
Deﬁnition of NLO quantities is a subject to a lot of confusion given the diﬀerent conven-
tions and systems of physical units that can be used. Among the main sources of havoc
are numerical factors arising from the choice for the deﬁnition of macroscopic susceptibili-
ties, microscopic hyperpolarizabilities and the ﬁeld, incorrect permutation symmetry and
inconsistent units. This is particularly critical in the comparison between experimental
and theoretical values. This subsection aims to clarify the derivation of the expressions
deﬁning the TPA cross section. We choose the cgs system of physical units, unless explic-
itly stated otherwise, and use bold typeface for vector and tensor quantities. The reader
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should reckon that tensorial products are implicit and not marked by any special symbol.
In optics, one is concerned with the interaction of light with matter. A light wave consists
of electric and magnetic ﬁelds but for the process of interest here, the eﬀect of magnetic
ﬁeld can be neglected. Interaction of the incoming light with the sample induces a macro-
scopic polarization P(r, t). For the sake of clarity, the spatial dependence is disregarded
and we focus on the local response where the polarization at a point of the nonlinear
medium is determined by the ﬁeld E(r, t). The diﬀerent nonlinear properties can be
addressed by expanding the macroscopic polarization into a power series of the applied
electric ﬁeld:
P(t) = P(0)(t) +P(1)(t) +P(2)(t) +P(3)(t) + · · · (1)
The ﬁrst term is independent of the ﬁeld and corresponds to the permanent polarization.
P(1)(t) is linear in the ﬁeld, P(2)(t) has quadratic dependence and so forth.
The explicit relation between polarization and electric ﬁeld, can be expressed within dif-
ferent approaches: time-domain response functions, frequency domain response function
or a hybrid between the two.[198,199] Here we start with the time domain approach and
rapidly switch to the frequency domain that allows to deﬁne optical susceptibilities. Con-
sidering the principle of time invariance, the nth order polarization P(n)(t) reads:[198]
P(n)(t) =
∫ ∞
−∞
dt1 · · ·
∫ ∞
−∞
dtnR
(n)(t1, . . . , tn)E(t− t1) · · ·E(t− tn). (2)
This expression implies a deﬁnition of the time-domain response functions R(n) within a
perturbative expansion. Alternatives are discussed later.
To switch between time- and frequency- domains we introduce the Fourier transform
deﬁned for an arbitrary function F as
F(ω) =
1
2π
∫ ∞
−∞
dτF(τ) exp(iωτ), (3)
F(t) =
∫ ∞
−∞
dωF(ω) exp(−iωt). (4)
The Fourier transform of the electric ﬁeld allows to represent the susceptibility tensors as
P(n)(t) =
∫ ∞
−∞
dω1 · · ·
∫ ∞
−∞
dωnχ
(n)(−ωσ;ω1, . . . , ωn)E(ω1) · · ·E(ωn) exp(−iωσt), (5)
and
χ(n)(−ωσ;ω1, . . . , ωn) =
∫ ∞
−∞
dτ1 · · ·
∫ ∞
−∞
dτnR
(n)(τ1, . . . , τn) exp(i
n∑
j=1
ωjτj), (6)
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where ωσ = ω1 +ω2 + · · ·+ωn. The nth order susceptibility is a tensor of rank n+1. For
example, χ(1)(−ωσ, ω) is a 3× 3 matrix of components χ(1)I,J(−ωσ, ω) where the subscripts
take the values X, Y , and Z which label the cartesian laboratory coordinate axes. The
polarization P(t) can be expanded in the frequency domain as well, P(ω) =
∑∞
n=0 P
(n)(ω).
After applying the Fourier transform (Eq. (5)), the frequency domain analogue of Eq. (2)
is given by:
P(n)(ω) =
∫ ∞
−∞
dω1 · · ·
∫ ∞
−∞
dωnχ
(n)(−ωσ;ω1, . . . , ωn)E(ω1) · · ·E(ωn)δ(ω − ωσ). (7)
where δ(ω − ωσ) is Dirac’s delta function.
2.2 Polarization induced by a monochromatic wave
Let us consider the simple case of an applied ﬁeld consisting of a single monochromatic
wave that is speciﬁc to degenerate TPA. We express the incoming electric ﬁeld of frequency
ω′ and amplitude Eω′ as
E(t) =
1
2
[Eω′ exp(−iω′t) + E−ω′ exp(iω′t)]. (8)
Here E(t) are taken to be real (Eω′ = E

−ω′). The frequency-domain equivalent of E(t) is
given by
E(ω) =
1
2
[Eω′δ(ω − ω′) + E−ω′δ(ω + ω′)]. (9)
The induced macroscopic polarization can then similarly be expressed as a superposition
of monochromatic components in time- and frequency- domains as
P(n)(t) =
1
2
∑
ω
[P(n)ω exp(−iωt) +P(n)−ω exp(iωt)], (10)
P(n)(ω) =
1
2
∑
ω”
[P
(n)
ω” δ(ω − ω”) +P(n)−ω”δ(ω + ω”)]. (11)
Insertion of Eq. (9) into Eq. (7) leads to
P(n)ωσ = K(−ωσ;ω1, . . . , ωn)χ(n)(−ωσ;ω1, . . . , ωn)Eω1 · · ·Eωn . (12)
Here we have introduced the numerical factor K, ﬁrst deﬁned by Orr and Ward:[200]
K(−ωσ;ω1, . . . , ωn) = 2l+m−nD, where l = 1 if ωσ = 0 and l = 0 otherwise; m is the
number of non zero frequencies among ω1, . . . , ωn and n the order of nonlinearity. D is
the number of distinguishable arrangements (distinct permutations) of the set of ﬁeld
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frequency labels. This factor arises from the fact that a summation has to be performed
over all of the distinct arrangements of ω1, . . . , ωn. In fact, this expression is also valid
for an applied ﬁeld consisting of a superposition of monochromatic waves. In the case of
a single monochromatic wave of frequency ω, the ωi’s are either equal to ω or −ω and
it should be stressed that frequencies ω and −ω must be considered as distinguishable
when performing the count of distinct permutations.[201] The 2l+m−n pre-factor in the
quantity K arises from the factors 1
2
of Eqs. (8) and (10). It is important to notice that
this pre-factor does not show up once spectroscopic observables such as intensities or
cross sections are considered as it is only related to the convention chosen to express the
electric ﬁeld. However, sometimes part or all of the contributions arising from this K
factor are included into the deﬁnition of the susceptibilities, which is one of the reasons
of confusion existing in the literature.[202] Another reason originates from the expansion
of polarization into a power series of the electric ﬁeld. Here, we choose a perturbative
expansion while Taylor series would have been an alternative choice. Within Taylor series,
a factor 1
n!
should be added in front of the K factor in Eq. (12). This means that the
n-th order susceptibilities χ(n) deﬁned within a Taylor expansion are n! larger than those
derived within a perturbative expansion.
The speciﬁc case of degenerate TPA (ωσ = ω) corresponds to the third-order polarization
derived from Eq. (12):
P(3)ωσ = 3
(
1
2
)2
χ(3)(−ωσ;ω, ω,−ω)EωEωE−ω. (13)
After introducing the spatial dependence, Eq. (13) becomes
(P (3)ωσ )I = 3
(
1
2
)2 ∑
J,K,L
χ
(3)
IJKL(−ωσ;ω, ω,−ω)(Eω)J(Eω)K(E−ω)L, (14)
where the subscripts I, J,K, L run over the spatial coordinates X, Y and Z. The principles
of time invariance and causality implies intrinsic permutation symmetry. Consequently, if
any of the subscripts {J,K,L} are permuted, then the susceptibility remains unchanged
if at the same time the corresponding set of frequencies {ω, ω,−ω} are also permuted.
Moreover, the nonlinear susceptibilities also reﬂect the structural symmetry of the medium
that allows to reduce the number of independent and non-zero components needed to
describe the material.[199]
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2.3 Deﬁnition of the two-photon absorption cross section
The energy exchange between the light wave and the medium per unit time and volume
is given by[203]
dW
dt
= 〈E · dP
dt
〉, (15)
where the brackets on the r.h.s. indicate that time average over cycles of the electric ﬁeld
has to be performed. Given Eq. (13), and combining Eqs. (8), (10), and (15) we obtain
dW
dt
=
3
8
ω Im
(
χ(3)(−ω;ω, ω,−ω) EωEωEωEω
)
. (16)
Considering an incoming ﬁeld to be linearly polarized along the x-axis and given that its
optical intensity is expressed by:[204]
I =
nc(Eω)X(E

ω)X
8π
, (17)
where n is the index of refraction of the medium and c the speed of light in vacuum, the
energy absorbed through two-photon processes is, therefore,
dW
dt
=
24π2ω
n2c2
I2 Im
(
χ
(3)
XXXX(−ωσ;ω, ω,−ω)
)
. (18)
The TPA activity is usually quantiﬁed through the so called two-photon absorption cross
section σ2(ω) deﬁned by the rate equation
dnp
dt
= σ2(ω)NF
2, (19)
where dnp
dt
is the number of photons absorbed per unit time through a TPA process, N is
the density of absorbing species and F = I
h¯ω
being the photon ﬂux. Since dW = dnph¯ω,
σ2(ω) =
24π2h¯ω2
n2c2N
Im{χ(3)XXXX(−ωσ;ω, ω,−ω)}. (20)
For hyperpolarizabilities deﬁned within a Taylor series expansion, the numerical factor 24
should be replaced by 4. Here one can notice another source of diﬀerences in numerical
factors. In fact, in a few studies[205] σ2(ω) is deﬁned starting from the number of two-
photon transitions in Eq. (19), instead of the number of photons. This leads to cross
sections values being two times smaller than those derived with the deﬁnition used in this
review. The deﬁnition we adopt here is, however, the most widely used and accepted.
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2.4 From macroscopic susceptibilities to microscopic polar-
izabilities
In the previous subsections, σ2(ω) has been related to the third-order susceptibility tensor
which is a macroscopic quantity. When the sample of interest consists of an assembly
of microscopic units such as molecules, it is convenient to relate the TPA cross section
to the relevant quantity at the microscopic level, i.e., the second hyperpolarizability γ.
This is especially useful for estimating the TPA cross section from quantum chemical
approaches and hence comparing them to experimental values. The deﬁnition of micro-
scopic quantities follows along the same lines as those used in subsections 2.1 and 2.2
where the macroscopic polarization should be replaced by the (induced) molecular dipole
moment, the external macroscopic ﬁeld should be replaced by the local ﬁeld acting on
the microscopic species in the material, and the susceptibility tensors χ(1), χ(2), χ(3), . . .
should be replaced respectively by the (hyper)polarizabilities α, β, γ, . . . of the species of
interest. Here, a new source of discrepancies in numerical factors arises, because the same
expansion (i.e., perturbative vs. Taylor) into a power series of the ﬁeld is not used consis-
tently for both macroscopic polarization and molecular dipole moment. This shows up as
an additional n! factor between the nth order macroscopic vs. microscopic quantities.[206]
Here we proceed with perturbative expansions.
Derivation of the rigorous relation between macroscopic and microscopic quantities is not
a simple problem. It can be artiﬁcially split in three steps: (i) deﬁnition of the local
ﬁeld experienced by the molecule of interest, (ii) mutual inﬂuence between the molecule
of interest and its environment, and (iii) transformation from the molecular coordinate
system to the laboratory coordinate system. For the sake of clarity, we focus on the
case, where a material of interest is a mixture of chromophores (solute) dissolved in a
solvent. Typically, the distribution of solute molecules in solution can be considered
as isotropic. Hence, the transformation from the molecular coordinate system to the
laboratory coordinate system involves an average over all possible orientations, involving
direction cosines between the laboratory axes {X,Y, Z} and the molecular axes {x, y, z}.
Considering Eq. (20), such transformation is given by[207]
〈γ〉XXXX = 1
5
∑
i
γiiii +
1
15
∑
i=j
(γiijj + γijij + γijji), (21)
where the subscripts i and j run over the solute molecular axes x, y, and z.
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Diﬀerent approaches exist for the treatment of the mutual inﬂuence between the solute
molecule and the solvent. The solvent is generally approximated by a homogeneous di-
electric medium characterized by its frequency-dependent dielectric constant 	ω. The
mutual inﬂuence can be either split into diﬀerent contributions or taken into account
self-consistently. For example, the latter has been proposed within the framework of the
Polarizable Continuum Model (PCM) .[184,206,208–210] This approach focuses on the solute
molecule or a small cluster of the solute with a few solvent molecules and represents the
inﬂuence of the rest of the solvent by an eﬀective continuum surrounding them. Alter-
natively, Conductor-like Screening Model (COSMO) developed by Andreas Klamt,[211,212]
calculates the dielectric screening charges and energies on a van-der-Waals-like molecular
surface in the approximation of a conductor screening, and allows for the direct deter-
mination of the surface charges within the self-consistent ﬁeld procedure using only the
electrostatic potentials.
In Ref.,[213] R. Wortmann and D. M. Bishop treat static and frequency dependent contri-
butions to the interaction between solute and solvent in two diﬀerent steps. The static
contribution accounts for all solute-solvent interactions that are present in the absence
of any externally applied ﬁeld. Consequently, one has to consider the microscopic unit
under investigation in the presence of solvent and derive so-called solute polarizabilities.
The solute polarizabilities (e.g., αsol(−ω;ω), γsol(−ω;ω, ω,−ω)) are typically obtained
using electronic structure calculations performed with a continuum dielectric approach
for the solvent after geometry optimization of the solute molecule in the presence of the
solvent.[206] These polarizabilities account for the static reaction ﬁeld resulting from the
solute-solvent interactions. Based on the solute polarizabilities, the expansion of the
induced microscopic polarization (or dipole moment) is further deﬁned using the local
ﬁelds eﬀectively experienced by the solute molecule. For example, an expansion of the
induced dipole moment amplitude pω at frequency ω into a power series of the local-ﬁeld
amplitudes Elocω at the same frequency is given by
pω = α
sol(−ω;ω) Elocω + γsol(−ω;ω, ω,−ω) Elocω Elocω Eloc−ω + · · · (22)
where the ﬁrst hyperpolarizability βsol does not appear as there is no static applied ﬁeld.
Eﬀects of the corrections to the ﬁeld(s) acting on the solute molecules are introduced
separately, leading to the deﬁnition of so-called eﬀective polarizabilities, which are directly
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related to the macroscopic susceptibilities. This second step is based on the correct
deﬁnition of local ﬁelds to avoid any double counting. Here we proceed with the approach
presented in Ref.,[213] based on the Onsager’s model[214] to derive the relation between the
applied ﬁeld amplitude Eω and the corresponding local-ﬁeld amplitude E
loc
ω . According
to this model, the solute is approximated as a point electric dipole located in a spherical
or ellipsoidal cavity in the solvent, considered as a dielectric continuum. The local ﬁeld
acting on the solute is described by two contributions:
Elocω = E
C
ω + E
R
ω , (23)
where ECω and E
R
ω correspond to the cavity and reaction ﬁelds, respectively. Within the
dipole approximation, the cavity ﬁeld is related to the macroscopic (applied) ﬁeld as
ECω = f
C
ω Eω, (24)
where fCω is a tensor of rank 2, whose components are known as cavity ﬁeld factors at
frequency ω. The induced dipole moment pω at frequency ω of the solute molecule creates
a reaction ﬁeld according to
ERω = f
R
ω pω, (25)
where fRω is the reaction-ﬁeld tensor of rank 2 at frequency ω. The local ﬁeld then reads:
Elocω = f
C
ω Eω + f
R
ω pω (26)
The eﬀective solute polarizabilities are deﬁned as the successive derivatives of the micro-
scopic polarization with respect to the external ﬁeld. For example, the eﬀective third-order
polarizability relevant to the TPA process is
γeffijkl =
1
6
lim
|Eω |→0
∂3(pω)i
∂(Eω)j∂(Eω)k∂(Eω)l
, (27)
where the numerical factor 1
6
appears due to perturbative expansion (22). By choosing a
reference frame where αsol is a diagonal tensor, the relation between γeff and γsol has a
quite simple form, obtained by substituting Eq. (26) into Eq. (22) and applying deﬁnition
(27):
γeffijkl(−ω;ω, ω,−ω) = (FRω )ii(FRω )jj(fCω )jj(FRω )kk(fCω )kk(FRω )ll(fCω )ll γsolijkl(−ω;ω, ω,−ω)
= (FRω )ii(Lω)jj(Lω)kk(Lω)ll γsolijkl(−ω;ω, ω,−ω), (28)
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where
(FRω )ii = [1− αsolii (−ω;ω)(fRω )ii]−1, (29)
are the components of the reaction ﬁeld factor (tensor of rank 2), and
(Lω)ii = (FRω )ii(fCω )ii. (30)
For a spherical cavity, the tensorial components of fCω and f
R
ω are given by:
[215]
(fCω )ij =
3	ω
2	ω + 1
δij, (31)
(fRω )ij =
2(	ω − 1)
a3(2	ω + 1)
δij, (32)
where a is the cavity radius and δij is the Kronecker’s delta. For an ellipsoidal cavity we
have[215]
(fCω )ij =
	ω
	ω − κi(	ω − 1)δij, (33)
(fRω )ij =
3κi(1− κi)(	ω − 1)
axayaz[	ω − κi(	ω − 1)]δij, (34)
where ax, ay, az are the ellipsoidal semi-axes and κi are the depolarization factors
κi =
∫ ∞
0
axayaz
2(s + a2i )
√
(s + a2x)(s + a
2
y)(s + a
2
z)
ds. (35)
In the case of a spherical cavity, the linear polarizability in Eq. (29) can be derived
using the Clausius-Mosotti equation, assuming that αsol solely depends on the solvent
properties. As a result, (Lω)ii in Eq. (30) becomes the Lorentz local-ﬁeld factor:
L =
	ω + 2
3
. (36)
However, this assumption means that the solute molecule has the same polarizability as
the solvent. This is only true for pure liquids and is not applicable for solute molecules
with high (hyper)polarizability values dispersed in common solvents or matrices.[216] This
is also the reason why, as discussed in Ref.,[213] Eq. (28) does not allow to recover the
commonly used Lorentz correction, which would link γeff to γsol through L4. Indeed,
Eq. (28) has been derived by imposing from the beginning distinct polarizations for solute
and solvent, so that the Lorentz limit cannot be recovered by simply acting on the ﬁnal
expression. We emphasize that the assumption of having the same polarizabilities for
16
solute and solvent (both linear and nonlinear) should be imposed in order to ﬁnd the
Lorentz limit.
The macroscopic susceptibility is directly connected to the microscopic eﬀective polariz-
ability. In the case of the TPA process we have
χ
(3)
XXXX(−ω;ω, ω,−ω) = N〈γeff (−ω;ω, ω,−ω)〉XXXX , (37)
where the brackets indicate the orientational average as described by Eq. (21). Evaluation
of the macroscopic susceptibility thus requires calculation of the microscopic solute hy-
perpolarizability tensor, determination of the local-ﬁeld factor tensors, and orientational
averaging of the emerging product. The general result for the TPA cross section is the
following:
σ2(ω) =
24π2h¯ω2
n2c2
Im〈γeff〉XXXX
=
24π2h¯ω2
n2c2
Im
[
1
5
∑
i
(FRω )
4
ii(f
C
ω )
3
ii γ
sol
iiii + (38)
1
15
∑
i=j
(FRω )
2
ii(f
C
ω )ii(F
R
ω )
2
jj(f
C
ω )jj
(
γsoliijj + γ
sol
ijij + γ
sol
ijji
)⎤⎦ .
In the c.g.s. system, the TPA cross section has the following units: cm4 s photon−1.
Practical units commonly adopted are the Go¨ppert-Mayer (GM), deﬁned as: 1 GM =
10−50 cm4 s photon−1.
Hereafter, the conventions introduced in this section are systematically and consistently
adopted.
3 Theoretical approaches
Over the last decades, various theoretical approaches have been implemented to interpret
experimental measurements of NLO properties. They have shown to be very useful to un-
derstand structure-property relations and to provide valuable tools for rational molecular
engeeniring towards improved targets. Among the diﬀerent approaches, ab-initio meth-
ods coupled with ﬁnite ﬁeld techniques are widely used to calculate oﬀ-resonant NLO
responses.[217] A more general approach, covering the entire frequency range, is the time
dependent perturbation theory. In practice, this is essentially a sum-over-states (SOS)
method which involves calculating both ground and excited-states wavefunctions and the
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transition dipole moments between them.[200,202,217,218] Within this frame, the ﬁrst-order
frequency-dependent polarizability reads:[200]
αij(−ω;ω) = 1
h¯
∑
m=g
[〈g|μi|m〉〈m|μj|g〉
(Ωmg − ω) +
〈g|μj|m〉〈m|μi|g〉
(Ω∗mg + ω)
]
(39)
and the third-order frequency-dependent polarizability is given by:[200]
γijkl(−ωσ;ω1, ω2, ω3) = 1
6h¯3
P(j, k, l;ω1, ω2, ω3)
×
{ ∑
m=g
∑
n=g
∑
p =g
[ 〈g|μi|m〉〈m|μ¯l|n〉〈n|μ¯k|p〉〈p|μj|g〉
(Ωmg − ωσ)(Ωng − ω1 − ω2)(Ωpg − ω1)
+
〈g|μl|m〉〈m|μ¯i|n〉〈n|μ¯k|p〉〈p|μj|g〉
(Ω∗mg + ω3)(Ωng − ω1 − ω2)(Ωpg − ω1)
+
〈g|μj|m〉〈m|μ¯k|n〉〈n|μ¯i|p〉〈p|μl|g〉
(Ω∗mg + ω1)(Ω∗ng + ω1 + ω2)(Ωpg − ω3)
+
〈g|μj|m〉〈m|μ¯k|n〉〈n|μ¯l|p〉〈p|μi|g〉
(Ω∗mg + ω1)(Ω∗ng + ω1 + ω2)(Ω∗pg + ωσ)
]
− ∑
m=g
∑
n=g
[ 〈g|μi|m〉〈m|μl|g〉〈g|μk|n〉〈n|μj|g〉
(Ωmg − ωσ)(Ωmg − ω3)(Ωng − ω1)
+
〈g|μi|m〉〈m|μl|g〉〈g|μk|n〉〈n|μj|g〉
(Ωmg − ω3)(Ω∗ng + ω2)(Ωng − ω1)
+
〈g|μl|m〉〈m|μi|g〉〈g|μj|n〉〈n|μk|g〉
(Ω∗mg + ωσ)(Ω∗mg + ω3)(Ω∗ng + ω1)
+
〈g|μl|m〉〈m|μi|g〉〈g|μj|n〉〈n|μk|g〉
(Ω∗mg + ω3)(Ωng − ω2)(Ω∗ng + ω1)
]}
. (40)
Here P(j, k, l;ω1, ω2, ω3) is a permutation operator, ω1, ω2, ω3 denote the frequencies of
radiation ﬁelds and ωσ = ω1+ω2+ω3; m, n and p denote excited states and g denotes the
ground state. 〈g|μi|m〉 is i-th component of transition dipole moment between ground
and m-th excited state and 〈m|μ¯j|n〉 = 〈m|μj|n〉−〈g|μj|g〉δnm. Ωmg = ωmg− iΓmg, where
ωmg is the transition energy between m and g states and Γmg is the broadening factor of
excited state m.
Such expressions allow for both simple modeling through approximate few-state models
(subsection 3.1) and high-level quantum mechanical calculations (subsection 3.3 and 3.4).
For multichromophoric systems, the increased complexity can be addressed through either
the well-known excitonic model (subsection 3.2) or semi-empirical models for interacting
chromophores,[127,219] depending on the nature and the strength of interchromophore in-
teractions.
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3.1 Eﬀective 2/3-state models
Organic conjugated chromophores typically show only a few resonances in the UV-visible
region of their linear absorption spectra. For example, many conjugated oligomers and
donor-acceptor substituted compounds have only one major low energy broad peak (band-
gap transition) in their optical absorption. This means that only a few excited states are
optically active, which attributes to their strong transition dipole moments appearing due
to delocalized π-electronic system. This picture, however, does not hold for other opti-
cal materials, such as semiconductor quantum dots, where broad multi-peak spectra are
common.[220] Similarly, nonlinear resonant spectra of organic chromophores are frequently
dominated by only a few electronic transitions, in our case, TPA bands. These observa-
tions give rise to approximate few-state models for description of observed spectra. These
models can be derived under certain assumptions from the complete SOS expressions,
providing expansions of molecular polarizabilities into dipolar contributions arising from
the diﬀerent many-body excited states. Particularly, such reduced models work well for
compounds of well deﬁned charge symmetry.
Here we consider typical quasi-one-dimensional examples. The simplest case is given by
dipolar chromophores, with a donor-π-acceptor structure. The two-level approximation
is a standard approach for these dipolar (push-pull) chromophores, based on the fact
that such molecules resonate between two basis forms, the neutral and the zwitterionic
structures. Being the ground and the ﬁrst excited state well separated from the higher
lying states, only one excited state mainly contributes to all responses, and can conve-
niently be accounted for in the SOS expressions for α, β, and γ. Moreover, the dipolar
contribution along the molecular axis z is dominant for dipolar molecules, so that the
tensorial component γzzzz is the only one needed. Consequently, the imaginary part of
the second hyperpolarizability for the two-photon process (inh the gas phase), calculated
at the maximum (ω = ωeg/2, h¯ωeg being the excited-state transition energy), is:
Im{γzzzz(ωeg/2)} = 8
3
μ2ge(μee − μgg)2
h¯3ω2egΓ
. (41)
Here μgg, μee, and μge are ground state, excited state, and transition dipole moments, re-
spectively, and Γ is an average linewidth broadening parameter. Since the orientationally
averaged second hyperpolarizability is given in this case by 〈γ〉 = γzzzz/5, the TPA cross
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section at the maximum adopts the following expression:
σ2state2 (ωeg/2) =
16π2μ2ge(μee − μgg)2
5h¯2c2Γ
. (42)
Thus, σ2 is proportional to the product of the squared transition dipole moment and the
squared diﬀerence between excited-state and ground-state dipole moments. In a two-
state model, all molecular properties can be expressed as functions of a single electronic
variable. Parameter MIX, as deﬁned in Ref.,[150] is proportional to (μee−μgg). It vanishes
in the case of equal contributions of the two limiting resonance forms. Similar parameter
ρ (proportional to μgg), as deﬁned in Ref.,
[151] describes the weight of the zwitterionic
resonating structure in the ground state. The highest TPA cross section is thus expected
for chromophores having MIX∼ ±0.6 or, analogously, ρ ∼ 0.2 or 0.8. The simpliﬁed
expression in Eq. (42) has been successfully used to evaluate the TPA peak cross section of
dipolar compounds using computed dipole moments and transition energies.[123] Another
semiempirical approach was developed to account for vibrational contributions. The
resulting two-level model has proved to be adequate to describe the linear and nonlinear
absorption of push-pull chromophores.[127,153,221]
Molecules with quadrupolar symmetry described by donor-π-acceptor-π-donor or acceptor-
π-donor-π-acceptor structures, provide another simple case allowing for a reduced descrip-
tion. For this class of chromophores, a three-state model can be adopted, which is based
on the neutral and two zwitterionic (degenerate) states.[154,155] The inversion symme-
try imposes that the lower energy excited state (e) is one-photon allowed, whereas the
higher-energy one (e′) is accessible through two-photon absorption. Again, the diagonal
γzzzz component along the principal molecular axis provides the major contribution to
the two-photon process. Its imaginary part (relevant to the the gas phase), calculated at
the maximum (ω = ωe′g/2), reads:
Im{γzzzz(ωe′g/2)} = 2
3
μ2geμ
2
ee′
h¯3(ωeg − ωe′g/2)2Γ
. (43)
Using the orientationally averaged 〈γ〉 = γzzzz/5, we arrive to the following expression for
the TPA cross section at the maximum:
σ3state2 (ωe′g/2) =
4π2ω2e′g
5h¯2c2
μ2geμ
2
ee′
(ωeg − ωe′g/2)2Γ , (44)
where h¯(ωeg − ωe′g/2) is the so-called detuning energy, i.e., the energy diﬀerence between
the incident photon and the one-photon resonance. The reliability of a three-state model
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for quadrupolar chromophores with enhanced TPA response has been widely tested and
accepted (e.g.,[90, 157,158]). Similar to the two-state case, MIX[155] or ρ[158] parameter can
be chosen to describe molecular properties in the framework of the three-state model.
The highest TPA cross section for quadrupolar chromophores can be attained for MIX
= 0 (or ρ = 0.5).[155] This corresponds to a ground state described by an equal mixing
of the neutral and the symmetric zwitterionic resonance forms. If this is the case, both
numerator and denominator in Eq. (44) are maximized. The detuning term in the denom-
inator is a key parameter in order to explain the high TPA cross sections of quadrupolar
dyes, which are usually higher than that of dipolar molecules.
If one-photon resonance ωeg is close to the exciting photon energy ωe′g/2, the TPA proba-
bility is strongly increased, because of the supplementary resonant denominator.[89, 90,113,156]
However, a perfect resonance or a small detuning may not allow for determination of the
TPA cross section because of the concomitant one-photon absorption, as discussed in
section 4. Consequently, optimized quadrupolar chromophores for TPA applications need
to be designed by compromising between the maximal intrinsic response (high transition
dipole moments and small detuning) and experimentally accessible response. Finite de-
tuning must be chosen with respect to the sharpness of the absorption edge, in order to
simultaneously maintain high cross sections and the speciﬁc features of TPA.[103]
3.2 Frenkel exciton model
Many chromophores of choice for TPA applications have (multi)branched structures,
where a central electron donor (or acceptor) core is connected to electron acceptor (or
donor) groups by two or more conjugated branches, to give rise to quadrupolar, octupolar
and in general multipolar structures. Such a modular strategy based on the gathering of
dipolar modules provides an additional synthetic freedom to tune the nonlinear response
even further. To connect the photophysical properties of multibranched chromophores to
those of their single-branch (dipolar) counterparts, the Frenkel exciton model has been
proposed and adopted,[113,120] oﬀering a reduced description compared to ‘supramolecular’
approaches.
The Frenkel exciton model describes the limit of tightly bound and localized excitons
as opposed to the Wannier limit of diﬀuse delocalized excitons.[220,222] The former usu-
ally applies to clusters of weakly interacting molecules such as organic molecular crystals
21
or aggregates.[223] It assumes that all intermolecular interactions are driven by electro-
static forces (Fo¨rster limit[224]), while short-range interactions resulting from the direct
wavefunction overlaps among neighboring chromophores are negligible. Consequently,
if intermolecular couplings are small compared to the relevant transition energies, the
problem can be treated perturbatively, so that the zero-order wavefunction basis for the
aggregate is the direct product of the local wavefunctions relevant to each molecular site.
Let us consider a single excitation on each molecular site, so that each molecule can either
be in the ground state, |gi〉, or in the excited state, |ei〉. The reduced Frenkel exciton
Hamiltonian is then given by:[225]
H =
∑
i
h¯ωib
†
ibi +
∑
i=j
Vij(b
†
ibj + bjb
†
i ). (45)
Here indices i and j run over the molecular sites, and b†i (bi) are creation (annihilation)
operators of a local excitation on the i-th site. The ﬁrst term in Eq. (45) characterizes
the total excitation energy of the aggregate, which, to zero-order, is additive with respect
to the local excitations of individual chromophores. Here h¯ωi is the transition energy on
the i-th site. Even for an ensemble of the same chromophores, ωi may not be identical for
each site: ωi = ω0 + δi, where ω0 is the transition energy in vacuum, and δi is a diagonal
disorder term accounting for eﬀects caused by solvent, molecular vibrations, temperature
ﬂuctuations, etc.[226–232] The second term in Eq. (45) describes the eﬀect of intermolecu-
lar interactions, where Vij is the matrix element describing coupling between sites i and
j (hopping integral). Notably, ||Vij||  ||ωi||. Since the electrostatic forces decrease
quickly with the intermolecular distance, often only the nearest-neighbor exciton hopping
is retained. Similar to ωi, a decomposition Vij = Jij + Δij may be useful to account for
disorder eﬀects by an oﬀ-diagonal term Δij. A competition between coupling and disorder
terms deﬁne exciton delocalization properties. When disorder prevails (||Vij||  ||δi||),
the excited states remain localized on individual chromophores.[229,230,233] In the oppo-
site limit (||Vij||  ||δi||), the excited states of the aggregate form quantum-mechanical
superposition of local excitations resulting in delocalized excitonic states.[233–235] In the
discussion below we focus on the latter regime.
Describing multipolar branched molecular systems (quadrupolar and octupolar chro-
mophores) as interacting submolecular dipolar entities, is a ﬁrst approximation: indeed
other communication channels may exist between the branches, other than simple elec-
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trostatic interactions, which can not be accounted for in the exciton model. In the simple
dipolar approximation for electrostatic forces, Vij measures the interaction between the
transition dipole moments on the i-th and j-th branches, hence depending on the recipro-
cal orientation and distance. In the case of dipolar branches the approximation of two-level
molecules is reasonable (Fig. 1). When branches do not interact, single excitations on the
distinct branches are degenerate. However, when interaction is allowed, diagonalization
of the Hamiltonian (45) results in a splitting of the initially degenerate single excitations.
For a dimeric chromophore made of two identical subchromophores (V12 = V ), the two
one-exciton transitions are separated by 2V . Here, the lower and higher-energy states
are one-photon and two-photon allowed, respectively. For a trimeric chromophore made
of three identical dipolar units with C3 symmetry (V12 = V13 = V23 = V ), a twofold
degenerate ﬁrst excited state is obtained, which is mostly one-photon allowed, while the
higher-energy one-exciton state is two-photon allowed (Fig. 1). In both cases, the descrip-
tion of branched molecules through the Frenkel exciton model qualitatively corresponds
to predictions based on charge resonance few-states models.
In general, when applied to (multi)branched structures, the Frenkel exciton model pro-
vides a reasonable qualitative agreement with experimental observation. However, when
applied to homologous series comprised by dipoles, quadrupoles and octupoles, experi-
mental trends not always are correctly reproduced, depending on the nature of the cou-
pling between branches. In particular, it has been demonstrated that this model cannot
quantitatively reproduce such trends when coherent interactions between branches are
important.[120]
3.3 Overview of quantum-chemical approaches
First-principle calculations of molecular electronic spectra require extensive numerical ef-
fort and, therefore, exact treatment becomes impractical even for fairly small molecules.
Correct description of excited states involved in NLO responses frequently requires inclu-
sion of the higher-order electronic correlations. This makes their computing a much more
complicated procedure compared to analogous ground-state calculations. For molecules
of practical interest it becomes necessary to make various approximations to the under-
lying many-electron wavefunction. Restricting the size of active space in conﬁguration
interaction (CI) to a few orbitals (like in CASSCF), limiting the order of substitutions
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to singles (CIS) and doubles (CISD), their combination (MRDCI) and/or simpliﬁca-
tions in model Hamiltonians (AM1 or INDO/S) are typical examples of such approxima-
tions.[185,218,236–241] In spite of overall good performances, these calculations may under-
correlate the excited state wavefunctions (e.g., CIS) or over-correlate the ground-state
wavefunctions (e.g., MDRCI/INDO),[89, 90,237] and do not guarantee size-consistency.[242]
In a contrast to CI-based methods, adiabatic time-dependent density functional theory
(TD-DFT)[170,171] in the Kohn-Sham (KS) form has rapidly emerged as an accurate and
eﬃcient method for studying the optical response of molecules. Excellent results have
been obtained for organic molecules, organometallic compounds, inorganic ﬁnite clusters
and inﬁnite crystals (e.g., see[172–176,243–246]). Recently TD-DFT extensions for the calcu-
lations of molecular nonlinear optical properties were suggested and closed expressions for
frequency-dependent optical polarizabilities up to the third order in the driving ﬁeld were
derived within adiabatic TD-DFT approximation.[179–182] TD-DFT was shown to give a
better agreement with experiment than both semiempirical and low-level ab initio calcu-
lations for two-photon absorption (TPA) calculations in large conjugated organic chro-
mophores[102,120,126,192–196] and small molecules.[183–188] In particular, a benchmark study
of TPA and one-photon absorption (OPA) resonant frequencies calculated with TD-DFT
(B3LYP/6-31G) against experimental data in a series of 16 substituted molecules found
that both TPA and OPA transition energies are predicted with about 0.15 eV average
accuracy.[192]
Search for the methods which can provide reliable qualitative and quantitative information
about linear and NLO responses is still an active ﬁeld. Some of the more recent contribu-
tions to the benchmark studies calibrating performances of higher (Coupled cluster, CCSD
or CC3) and lower-order (CIS/MRD-CI) ab-initio methods with TD-DFT and RPA, and
also semiempirical methods have been recently made by several groups.[238,239,247] Overall
performance of TD-DFT methods is found to be good when combined with proper func-
tionals and basis sets. The results are expected to improve with development of newer
more accurate density functionals, while preserving overall computational complexity.
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3.4 TD-DFT formalism for frequency-dependent polarizabil-
ities
Computation of nonlinear polarizabilities with SOS approach[200] requires ground- and
excited-state energies, state dipoles, and transition dipoles (see Eq. (40)). However, the
manifold of contributing states and transition dipole moments between the excited states
are not available from the linear response theory[171] (we refer to a detailed discussion
in[182]). Alternative expressions for the frequency-dependent polarizabilities have been
recently derived speciﬁcally for time dependent Hartree-Fock (TD-HF) and TD-DFT
approaches.[182,248] These equations require only quantities that can be obtained from
the linear response theory and the corresponding functional derivatives in the TD-DFT
method. The ﬁrst-order optical polarizability αij(−ω;ω) can be calculated using the
following expression:[182]
αij((−ω;ω) = 1
h¯
∑
ν=−M,...,M
Sνμ
(i)
−νμ(j)ν
Ων − ω . (46)
The third-order polarizability can be calculated using 8 term expression symmetrized with
respect to ω1, ω2, and ω3 permutations:
[182]
γijkl(−ω;ω1 = ω, ω2 = ω, ω3 = −ω) = 1
6h¯3
perm∑
ω1,ω2,ω3
(
γ
(I)
ijkl + γ
(II)
ijkl + . . . γ
(V III)
ijkl
)
, (47)
where
γ
(I)
ijkl =
∑
αβγ
μ
(j)
−αβμ
(k)
−βγμ
(i)
α μ
(l)
−γSαSβSγ
(Ωα − ω1 − ω2 − ω3)(Ωβ − ω2 − ω3)(Ωγ − ω3) , (48)
γ
(II)
ijkl =
∑
αβγδ
−μ(j)−αβV−βγδμ(i)α μ(k)−γμ(l)−δSαSβSγSδ
(Ωα − ω1 − ω2 − ω3)(Ωβ − ω2 − ω3)(Ωγ − ω2)(Ωδ − ω3) , (49)
γ
(III)
ijkl =
∑
αβγ
μ
(j)
−αβγμ
(i)
α μ
(k)
−βμ
(l)
−γSαSβSγ
(Ωα − ω1 − ω2 − ω3)(Ωβ − ω2 − ω3)(Ωγ − ω3) , (50)
γ
(IV )
ijkl =
∑
αβγδ
−2V−αβγμ(k)−γδμ(i)α μ(j)−βμ(l)−δSαSβSγSδ
(Ωα − ω1 − ω2 − ω3)(Ωβ − ω1)(Ωγ − ω2 − ω3)(Ωδ − ω3) , (51)
γ
(V )
ijkl =
∑
αβγδη
2V−αβγV−γδημ(i)α μ
(j)
−βμ
(k)
−δμ
(l)
−ηSαSβSγSδSη
(Ωα − ω1 − ω2 − ω3)(Ωβ − ω1)(Ωγ − ω2 − ω3)(Ωδ − ω2)(Ωη − ω3) ,(52)
γ
(V I)
ijkl =
∑
αβγδ
−V−αβγδμ(i)α μ(j)−βμ(k)−γμ(l)−δSαSβSγSδ
(Ωα − ω1 − ω2 − ω3)(Ωβ − ω1)(Ωγ − ω2)(Ωδ − ω3) , (53)
γ
(V II)
ijkl =
∑
αβγ
μ
(i)
αβμ
(k)
−βγμ
(j)
−αμ
(l)
−γSαSβSγ
(Ωα − ω1)(Ωβ − ω2 − ω3)(Ωγ − ω3) , (54)
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γ
(V III)
ijkl =
∑
αβγδ
−μ(i)αβV−βγδμ(j)−αμ(k)−γμ(l)−δSαSβSγSδ
(Ωα − ω1)(Ωβ − ω2 − ω3)(Ωγ − ω2)(Ωδ − ω3) . (55)
Here Sα = sign(α), indices s = i, j, k, l label the spatial directions (x, y, and z), indices
ν = α, β, γ, δ, η = −M, . . . ,M run over the excited states, and Ων are excitation energies
obtained from the linear response theory by diagonalization of the Liouville operator,
which eigenvectors (transition densities ξν) come in conjugated pairs.
[171,248] We assume
that Ων is positive (negative) for all ν > 0 (ν < 0) according to the convention Ω−ν = −Ων .
The line-broadening can be accounted for by replacing the excitation energies Ων with
Ων − iΓν , Γν being the damping factor of excited state ν. Similar to Eq. (40), this gives
rise to the Lorentzian lineshapes of the resonances. The other variables[182]
μ(s)α = Tr(μ
(s)ξα), (56)
μ
(s)
αβ =
perm∑
αβ
Tr(μ(s)(I− 2ρ¯)ξαξβ), (57)
μ
(s)
αβγ = −
1
3
perm∑
αβγ
Tr(μ(s)ξαξβξγ), (58)
Vαβγ =
1
2
perm∑
αβγ
Tr((I− 2ρ¯)ξαξβV˜(ξγ)), (59)
Vαβγδ =
1
12
perm∑
αβγδ
Tr((I− 2ρ¯)ξαξβV˜((I− 2ρ¯)ξγξδ))− 1
12
perm∑
αβγδ
Tr(ξαξβξγV˜(ξδ)), (60)
are tensors symmetrized with respect to all permutations of their indices (α, β, γ, δ, η).
Here μ(s) is the dipole matrix for s-spatial direction, ρ¯ is the ground-state density matrix,
and I is a unit matrix. ξα is a transition density matrix describing a transition from the
ground state to α excited state. ξα quantities are routinely obtained from the linear
response theory as eigenvectors of the corresponding RPA operator.[171,182,248] The terms
that depend on the third- and forth-order functional derivatives of Exc[n][182] have been
neglected in Eqs. (59) and (60) because the appropriate functional derivatives are not yet
available in the widespread computational packages. We believe these quantities may have
only a minor impact on polarizability magnitudes.[192] The Coulomb-exchange-correlation
operator V˜ is deﬁned as
V˜pqσ(ξ) =
∑
mnσ′
((pqσ|mnσ′)ξmnσ′ − cx(pmσ|qnσ)ξmnσδσσ′) +
∑
mnσ′
fpqσ,mnσ′ξmnσ′ , (61)
where (pqσ|mnσ′) denotes the two-electron integrals (indices p, q,m, n and σ refer to the
orbitals spatial and spin indices, respectively). Becke’s mixing parameter cx allows the in-
26
troduction of Hartree-Fock exchange and the construct of hybrid functionals.[249] fpqσ,mnσ′
is the matrix element of the kernel corresponding to the second functional derivative of
an XC functional Exc[n] with respect to the charge density n(r).[170,171]
Expressions (48)-(55) for polarizabilities remind the standard Sum-Over-States equations
by Ward and Orr[200,250] for computing resonant polarizabilities (e.g., the expansion for
γ is given by Eq. (40)) since they include the summation over the contributions from the
individual excited electronic states, however, there are signiﬁcant diﬀerences. Eqs. (48)-
(55) do not include the dipole moments between the excited states. Instead, the coupling
among the electronic states enters indirectly through dipolar μ and Coulomb-exchange-
correlation terms V deﬁned by Eqs. (56)-(60), where μα is the transition dipole between
ground and |α〉 excited states and the other terms describe couplings between two (or
more) states.
The SOS expression can be interpreted as the summation over the Liouville space paths.[198,217,218]
Panel A of Fig. 2 show paths corresponding to μgmμmg dipole combinations in the SOS ex-
pression for linear response Eq. (39) (here we use the shorthand notation μnm = 〈m|μ|n〉).
Figure 2 B illustrates the dominating term from the third order SOS expression (40) con-
tributing to the TPA response of quadrupolar molecules in the 3-level scheme (Eq. (43)).
Similar interpretation can be applied to Eqs. (46)-(55) using the eﬀective oscillator sys-
tem[248] introduced for TD-DFT in.[181,182] Using our notation, we deﬁne that for α > 0
μα with Ωα (μ−α with Ω−α = −Ωα) corresponds to a transition from the ground state to
the |α〉 excited state (from the |α〉 excited state to the ground state) to interpret positive
and negative indices. For example, Figure 2C shows the paths for the linear response
corresponding to Eq. (46). The third order term corresponding to Eq. (47) is displayed in
Fig. 2D. We further notice that μ−αβ (α, β > 0) is partially related to the dipole moment
between α and β excited states, namely part derived from the so-called unrelaxed tran-
sition density matrix.[175,251] The second contribution stemming from the relaxed part
of the interstate transition density matrix enters implicitly through the combination of
other dipolar μ and Coulomb terms V deﬁned by Eqs. (56)-(60). Particularly terms like
μαβ (α, β > 0) show the contributions from the doubly excited eﬀective oscillators, which
appear beyond the linear response theory.[182] Alternatively, such terms can be calculated
variationally using the analytic gradient technique for the TD-DFT developed in[175,251]
or residue response theory.[179,180]
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In our implementation of this methodology[102,192] we used the Gaussian 98 and Gaus-
sian 03 packages[252,253] to calculate the linear response in the adiabatic TD-DFT, and
to print out the excitation energies Ων , transition densities ξν , dipole matrices μ
(s), and
relevant Coulomb-exchange-correlation matrices V˜(ξν) and V˜(
1
2
[[ξβ, ρ¯], ξα]) deﬁned by
Eq. (61). To calculate the third-order response (Eq. (47)) we utilize the Collective Elec-
tronic Oscillator (CEO) program.[248] Minor code modiﬁcations were required to interface
the CEO with TD-DFT data printout, since both TD-HF and TD-DFT methods share
the same mathematical description for the excited-state electronic structure.[182] Com-
putation of TPA cross sections follows from insertion of the appropriate components of
γijkl(−ω;ω, ω,−ω) derived from (47) in expression (38).
3.5 Dependence on the number of states, basis set and func-
tional
When applying described above TD-DFT approach for calculations of nonlinear polariz-
abilities, it is important to realize several practical constraints and methodological aspects.
First of all, summation in Eqs. (48-55) have to be truncated to some reasonable number
of excited states, which is also the case of usual SOS applications. Modern computational
codes use direct Krylov sub-space methods to calculate excited states. Typically, in such
approaches computational cost and memory requirements scale, respectively, linearly and
quadratically with the number of states requested. The ﬁnal result is also a function of
the density functional and a quality of the basis set used. Finally, out of 8 contribu-
tions (Eqs. (48-55)) to the response, terms involving multi-dimensional tensors such as
Vαβγδ bear the majority of the computational expense. Identifying dominant contribu-
tions into the total response allows one to formulate truncated approaches to calculate
NLO responses of large and complex molecular systems at diﬀerent levels of accuracy.
We illustrate these dependencies (a detailed analysis was reported in[193]) by considering
two examples: donor-donor substituted case of para,para’-bis(dimethylamino)bistyryl and
donor-acceptor substituted case of para-dimethylamino,para’-nitrobistyryl shown in Fig.
3 inserts. Substituted bistyryl derivatives were reported to have signiﬁcant NLO response
and experimental NLO data of similar compounds are available.[89, 90,254] We start our
calculations with geometry optimization of both molecules (insets in Fig. 3) at HF/6-
31G level with planarity constraint, and then compute up to 26 singlet electronic states
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for each molecule using TD-DFT coupled with diﬀerent functionals listed in Table 1:
adiabatic local density approximation (ALDA, also known as Slater exchange), gradient-
corrected functional (BLYP), and hybrid functionals (B3LYP, PBE1PBE, MPW1PW91,
and BHandH), which contain an increasing portion of exact HF exchange. Calculations
using TD-HF approach coupled with ab initio (HF) and semiempirical INDO/S Hamil-
tonians (HF/S) were conducted as well to explore the limiting case with 100% of HF
exchange. The calculations of the static and resonant third-order nonlinear optical po-
larizabilities were then performed using the procedure described in subsection 3.4. The
static polarizabilities (γ0 = Re(γ(0; 0, 0, 0)) are of interest to a variety of nonlinear appli-
cations (i.e., optical switches). We also focus on the resonant response γ(−ω;ω, ω,−ω)
responsible for TPA properties. Only a dominant component of the polarizability ten-
sor γzzzz along the molecular axis was included in the average over all orientations (see
Sec. 3.1).
Fig. 3 illustrates the relationships between the ﬁrst-order properties of our molecules and
the third-order static and resonant polarizabilities. The variation of the transition dipole
moments between the ground and the ﬁrst excited states is shown in the Fig. 3(a-a’). For
donor-donor molecule, the value of the transition dipoles varies only within 7.25% (from
11.45 D for TD-HF to 12.28 D for TD-PBE1PBE). For donor-acceptor molecule, on the
other hand, this value changes considerably (from 7.95 D for TD-BLYP to 11.6 D for
TD-HF). This diﬀerence reﬂects electronic delocalization of the excited states: the ﬁrst
excitation in the donor-acceptor compound corresponds to the charge transfer between the
two molecular termini, while in the donor-donor molecule it corresponds to the charge
transfer from the termini to the central ring.[89, 90,192] The HF exchange is known to
have a strong eﬀect on the description of the long range interactions, and, therefore, it
signiﬁcantly aﬀects donor-acceptor molecule. Fig. 3(b-b’) shows the relevant excitation
energies. Due to symmetry, the ﬁrst excited state of donor-donor molecule with frequency
Ω1 is inactive in the TPA process (see Sec. 3.1). However, the two higher-lying states (with
frequencies Ω2 and Ωn, respectively) show up in the nonlinear spectra.
[193] In contrast, the
ﬁrst excited state manifests itself as the ﬁrst TPA maximum in the the donor-acceptor
molecule. Higher-lying state (with frequency Ωn) is showing in the calculated TPA spectra
as well.[193] The excited states of both molecules exhibit large blue shifts with increase of
HF exchange fraction in the functional. This fact is due to the nonlocal nature of the HF
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exchange, which destabilizes the excited states. Fig. 3(c-c’) shows the magnitudes of the
third-order polarizabilities at the maxima denoted as γ1 and γ2. We observe the gradual
decrease of the amplitude for the ﬁrst maximum, and an increase of the amplitude for
the second one upon reduction of the amount of the HF exchange. Static response data
are shown in Fig. 3(d-d’). As one can see in Fig. 3d-d’, the less HF-exchange is present in
the functional, the higher values the static polarizabilities acquire. This is in agreement
with highly polarizable free electron gas model, inherent to ALDA functional. We also
point out that in all diﬀerent methods the third-order static polarizablility of the donor-
acceptor molecule exceeds that of the donor-donor molecule approximately by a factor of
four.
Fig. 4 shows the third-order resonant and static polarizabilities as a function of the number
of excited states M used in summations (47)-(55). In most cases, the asymptotic limit is
reached with eleven excited states for resonant polarizabilities. However, this is not true
for the methods with cx ≥ 0.25 for both γ1 and γ2 maxima (Fig. 4(a-a’) and (b-b’)). The
absolute values of the third-order polarizability in these cases are very low (see Fig. 4(c-
c’),(d-d’)) and, thus, the accuracy of calculations is not suﬃcient. More states are needed
also in the case of the third-order static polarizability (Fig. 4(c-c’)) where many Liouville
space paths contribute to the oﬀ-resonant responses.
To study the eﬀect of the basis set size we calculated both molecules at B3LYP/6-31G*
and B3LYP/6-31+G levels. In agreement with results reported previously,[192] the basis
set size increase changes the polarizability magnitudes by 10 to 20%. The reason for the
relatively weak dependence on the basis set lies in the nature of the molecules studied.
The third-order response properties are dominated by a delocalized π-electron system,
and atomic polarization becomes relatively unimportant. Consequently, addition of the
polarization and diﬀuse functions to the basis set does not change the results substantially.
Finally, Fig. 5 displays the contributions from the diﬀerent components into the total
third-order polarizability for diﬀerent methods. We observe that the general trends for
both molecules are very similar for resonant and static polarizabilities (with the exception
of the TD-HF method). In most cases, the major contribution comes from γ(I) and γ(V II)
terms. In fact, γ(I) and γ(V II) depend only on the dipole couplings (Eqs. (56) and (57))
and are the only terms that give signiﬁcant contribution into the resonant polarizabilities
if HF-exchange is not present in the functional.
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γ(III) always gives negative contribution to the third-order static polarizability. This term
contains dipole coupling between three excited states (Eq. (58)). None of γ(I), γ(V II) and
γ(III) terms contains Coulomb operators. For the resonant polarizability, the second ma-
jor contribution comes from γ(II) and γ(V III) terms, but these contributions amount for
less than 8.3% each for the functionals with cx ≤ 0.25 in the case of the ﬁrst maximum.
However, these terms contribute signiﬁcantly to TD-BHandH and TD-HF results. Both
γ(II) and γ(V III) terms contain Coulomb operators coupling three states (Eq. (59)) and
dipole couplings (Eq. (57)). The next (usually negative) contribution comes from γ(V I).
This term is very small in case of resonant polarizability (except for TD-HF method at the
ﬁrst maximum). For static polarizability, γ(V I) term has considerable contribution only in
the case of TD-BHandH and pure TD-HF methods. This term (Eq. (60)) depends on the
Coulomb operator which couples four excited states and, therefore, γ(V I) contains most
of the computational expense for the third-order polarizability. Thus several approxima-
tions can be readily applied to signiﬁcantly reduce the numerical cost of the third-order
polarizability calculations depending on the level of accuracy required.
3.6 Accounting for solvent eﬀects
As presented in subsection 2.4, solvent eﬀect on molecular properties can be accounted for
in two steps, the ﬁrst consisting in evaluation of so-called solute properties, the second in
the evaluation of local-ﬁeld corrections in order to retrieve so-called eﬀective properties.
We illustrate the amount of such eﬀects by considering three examples: a donor-acceptor
substituted stilbene chromophore (d1, Fig. 6), the structurally related octupolar derivative
obtained by gathering three dipolar units (3d1, Fig. 6) and a donor-donor functionalized
dinonylﬂuorene chromophore (q1, Fig. 7). Their TPA properties are discussed in details
in section 5. Corresponding computational details can be found in subsection 3.7.
3.6.1 Solute versus gas-phase polarizabilities
Diﬀerent models for the calculation of solute second-order hyperpolarizabilities have been
explored, as illustrated in Fig. 8. To evaluate solvent-induced trends, we used the po-
larizable continuum model (PCM) as implemented in Gaussian 03.[253] We chose a low
polarity solvent, toluene, for our investigations, as most of the available experimental spec-
tra we present here are obtained in this solvent. In particular, three diﬀerent calculations
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were performed: all in vacuum (vac-vac); geometry-optimization in vacuum, property-
calculations through PCM (vac-tol); geometry-optimization and property-calculations in
the solvent through PCM (tol-tol). As shown in Fig. 8, PCM calculations strongly aﬀect
the third-order nonlinear response: a systematic red-shift of the electronic transitions and
an increase of the TPA band is observed when going from vac-vac to vac-tol. On the other
hand, changes obtained by geometry optimization in solvent (tol-tol versus vac-tol) are
negligible.
Experimental trends, such as peak position and intensities, are well reproduced by cal-
culations, both for the linear (Table 2) and two-photon (Table 3) properties. However,
the quantitative agreement depends on the speciﬁc chromophore. In particular, results
for the dipolar derivative d1 show the worst agreement with experimental data for TPA
peak position and amplitude. Considering the good agreement of the transition dipole
moment to the ﬁrst excited state (Table 2), expression q1 obtained within the two-state
model suggests that the variation between ground- and excited-state dipole moments is
largely overestimated by B3LYP calculations. On the other hand, for the quadrupolar
(q1) and the octupolar (3d1) compounds a much better agreement is obtained for the TPA
cross section. The main reason for such an inconsistent behavior can be found in intrin-
sic overestimation of charge-transfer in B3LYP calculations, which becomes particularly
pronounced for the dipolar molecules.[176,230]
An interesting question is then investigation of the solvent eﬀects aiming to obtain a better
agreement with experimental data. Even if in principle tol-tol or vac-tol calculations
should perform better than calculations with no solvent (vac-vac), actual results depend
on the speciﬁc molecule and on the property of interest (see Table 2 and Table 3). A quite
general result is that calculations in solvent overestimate transition dipole moments and,
hence, TPA cross sections. Calculations with the B3LYP functional in vacuum slightly
overestimate charge-transfer phenomena (this subject is brieﬂy discussed in subsection
3.7), and this eﬀect is magniﬁed in the presence of solvent.
3.6.2 Local-ﬁeld corrections
Local-ﬁeld eﬀects on the TPA bands have been investigated on the same set of chro-
mophores: d1, q1 and 3d1, in the framework of the three types of calculations (vac-vac,
vac-tol and tol-tol). In order to estimate local-ﬁeld factors, the choice and deﬁnition of
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the cavity is fundamental. Here we adopt the following approach: we estimate the cavity
volume through the PCM method in Gaussian 03; the cavity is then approximated by
an ellipsoid; the ratio between the lengths of the semiaxes of the ellipsoid are estimated
through Molekel[255] (computing the “fast-surface” and drawing the box around that sur-
face); the semiaxes are rescaled in order to have the same volume as estimated before
through the PCM calculations.
Results are reported in Table 3 and exempliﬁed in Fig. 9 for the tol-tol case. Accounting
for the local ﬁeld systematically increases the amplitude of the ﬁrst TPA maxima. But
taking into account the refractive-index eﬀect (see Eq. (38)) leads to a global decrease
of the amplitude. Table 3 shows that the global eﬀect of local ﬁeld and refractive index
always helps to obtain a better agreement between experimental and calculated TPA
cross sections. In general, TPA peak position and intensities are closer to experiment
in case of vac-vac calculations. It is however important to note that even for the worst
agreement, the calculated spectral positions stay inside the value chosen for the full-width
at half-maximum of the bands.
The overall correction to the maximum of the TPA band, including local-ﬁeld and refractive-
index eﬀect, is in general on the order of 0.8. It is interesting to compare this result to
other possible, less reﬁned approximations. For example, using a spherical cavity of the
same volume, corrections would amount to a factor larger than 2. In a diﬀerent approxi-
mation, the Lorentz formula would lead to a global correction L4/n2 of ∼ 1.8. This shows
that the choice of the cavity shape is very important, so that highly simpliﬁed models,
e.g., based on spherical cavities or on the Lorentz approximation, are to be excluded if a
quantitative agreement is desired. Indeed, a discrepancy larger than 2 is found between
the Lorentz or spherical approximation and our best estimates. Our choice for the cavity
is still somewhat arbitrary, and the use of cavities having the true molecular shape would
be a better choice, as proposed and implemented by Cammi et al.[206] It was shown in this
reference, that approximating the cavity to an ellipsoid with the volume equal to that of
molecular cavity provides much better results than the spherical approximation. However,
the eﬀect of the cavity was only investigated for small molecules in ref.[206] Therefore, the
study of similar eﬀects for larger chromophores would be a valuable extension.
In conclusion of this subsection, we found that geometry optimization in a non-polar sol-
vent, such as toluene, is not crucial. Intuitively, the tol-tol approach seems to be the most
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consistent way to calculate TPA cross sections. However, taking into account approx-
imations introduced by the use of the hybrid B3LYP functional, simple calculations in
vacuum (vac-vac approach) in general provide better quantitative results. Since vac-vac
calculations are much less time consuming, we exploit them in the following section to
investigate diﬀerent series of chromophores and compare computed properties to exper-
imental values. Local-ﬁeld corrections are important and depend on the choice of the
cavity shape and approximation scheme.
3.7 Computational details
We employ various quantum-chemical approaches to model all chromophores of interest.
Unless explicitly stated, the computational details are as follows. For the sake of simplic-
ity, nonyl, hexyl and butyl solubilizing chains have been replaced by methyl groups. Most
of the calculations have been performed in vacuum. Ground-state optimized geometries
have been obtained using the Gaussian 98[252] or Gaussian 03[253] packages. For ground-
state geometries of extended conjugated chromophores, we previously found that the HF
method is superior to the DFT-based approaches by reproducing accurately bond length
alternation parameter when compared to experiment.[120,192] This alternation reﬂects the
degree of π-conjugation between the double bonds and constitutes an important param-
eter characterizing electronic properties in these molecules.[147,148] Thus, all ground-state
geometries are obtained at the HF level using the 6-31G basis set.
It is well known that TD-HF approach lacks important electronic correlations, and there-
fore excited states are systematically and signiﬁcantly blue-shifted with respect to ex-
periments. In contrast, TD-DFT reproduces excited-state properties of many systems in
a much better way.[175] However, pure and gradient-corrected DFT functionals do not
provide a correct description of the charge transfer states[176,256–259] and bound exciton
states.[258,260,261] This, to some extent, can be cured by implementing hybrid function-
als, such as B3LYP, where the HF exchange component somewhat compensates incorrect
long-range functional asymptotics. In this review we consistently use B3LYP model,
which was found to give a very accurate description of excited states in many molecular
systems.[174,175,262] However, this model may still be susceptible to the charge-transfer
state failures in large molecules in spite of presence of the orbital exchange fraction of
20%.[176] Replacing B3LYP functional with another DFT model with larger fraction of
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orbital exchange (e.g., PBE1PBE or BHandHLYP) downplays the charge transfer phe-
nomena and shift the transition energies to the blue. On the other hand, reduction of the
orbital exchange in the functional (e.g., TPSSh, BLYP, etc.) enhances charge transfer
processes, shift transition energies to the red and slightly reduce the respective transition
dipoles. Asymptotically corrected functionals which appeared recently, have a potential
to overcome this problem and describe correctly excitations with a long-range spatial ex-
tent.[187,263,264] However, applications to diﬀerent molecular systems[265,266] have shown a
mixed picture compared to standard hybrid models.
We further employ the density matrix formalism for nonlinear optical responses, as de-
scribed in subsection 3.4, with TD-B3LYP/6-31G level of theory to investigate linear and
nonlinear optical properties of organic dyes. Excited-state electronic structure analysis is
performed for 20 singlet excited states for dipoles or quadrupoles, and 60 singlet excited
states for 3-branched chromophores, if not otherwise noted. All theoretical TPA data
presented in this review have been computed following the computation scheme described
above.
To simulate the ﬁnite linewidths in the resonant spectra, a damping factor Γ is intro-
duced in all calculations by adding an imaginary part (iΓ) to the transition frequencies
Ων in Eqs. (46) and (48)-(55). In many theoretical studies, this bandwidth is ﬁxed to
Γlor = 0.1 eV for bands of Lorentzian shape.
[89, 90,192] The choice of this speciﬁc value is
somewhat arbitrary as it corresponds to the one observed experimentally for the series of
chromophores for which it was originally used.[90] The error introduced by an inadequate
bandwidth on the two-photon absorption cross section scales approximately as 1/Γ as can
be simply inferred from expressions derived within eﬀective two- (Eq. (42)) and three-
state (Eq. (44)) models. For the diﬀerent chromophores investigated in section 5 (except
for chromophores of subsection 5.1.1), the experimental half-bandwidth at half-maximum
amounts to Γgaus = 0.25 ± 0.02 eV, with bands of roughly Gaussian shape. Thus the
damping factor used in all calculations is ﬁxed to Γlor = 0.17 eV,
[267] except in subsection
5.1.1 where Γlor = 0.1 eV is used.
In some of our previous work,[102,120,192–195] an inconsistency occurred between conventions
used in order to deﬁne the microscopic polarizability and the macroscopic susceptibility,
so that the front factor in the expression used for σ2 was not consistent with the corre-
sponding hyperpolarizability magnitude. This led to an understimation of σ2 by a factor
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6. Despite the inconsistency, the agreement with experimental absolute cross section
magnitudes was reasonable due to error cancellation from several factors, in particular
linked to the underestimated band-width and the overestimated local-ﬁeld corrections.[126]
In this review the consistency of all expressions has been checked and results reported
are corrected accordingly. With respect to previously published calculated results, other
changes have been introduced in order to have more reliable expression for the local-ﬁeld
correction and optimize the comparison with experimental results. This is the reason why
the damping factor has been chosen to be consistent with experimental spectra and the
Lorentz local-ﬁeld correction has been substituted by a more realistic evaluation of the
local-ﬁeld eﬀect by the use of a reliable molecular volume and a realistic molecular cavity
(see subsection 3.6.2). All these implementations allow to recover a good agreement with
respect to experiments for absolute values of TPA cross sections,[126] as will be discussed
in section 5.
Finally, to analyze the nature of the excited states involved in the photophysical processes
we used natural transition orbital analysis of the excited states[268,269] based on the cal-
culated transition density matrices. This analysis oﬀers the most compact representation
of a given transition density in terms of an expansion into single-particle transitions. We
also note that wavefunctions for degenerate states in the octupolar specimens are de-
ﬁned by implementation of Davidson diagonalization in Gaussian[252] and diﬀer from the
“canonical” eigenfunctions 1/
√
6(2φ1−φ2−φ3) and 1/
√
2(φ2−φ3).[113] Figures visualizing
molecular geometries and transition orbitals are obtained with XCrySDen.[270]
4 Experimental methodology
4.1 Techniques: concepts, assets and drawbacks
Although TPA was ﬁrst predicted more than 70 years ago and ﬁrst observed more than 40
years ago, reliable measurements of the absolute TPA cross sections are still challenging.
Two methods are prominent for this kind of measurements: the Z-scan technique and the
two-photon excited ﬂuorescence (TPEF) technique.
The Z-scan method is based on the measurement of the nonlinear transmittance of a
sample. In the so-called open-aperture condition, the transmittance is measured as a
function of the intensity as the sample is scanned through the focal plane of a tightly
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focused Gaussian laser beam (Z-position). In nonresonant conditions, a TPA process is
characterized by a decrease in the transmittance which is used to extract the magnitude
of the nonlinear process.[271]
The TPEF technique measures the ﬂuorescence signal induced by two-photon absorption
and derive the TPEF action cross section (σ2(ω)φ) by comparison to a reference compound
or to the one-photon excited ﬂuorescence of the same compound (here φ is the ﬂuorescence
quantum yield). Assuming no stimulated emission and self-quenching, the number of
ﬂuorescence photons collected per unit time in TPEF experiment is proportional to the
total number of photons absorbed per unit time and the ﬂuorescence quantum eﬃciency
of the molecule. If excited states are created through a two-photon excitation process, the
number of ﬂuorescence photons is then proportional to the two-photon absorption cross
section of the molecule and to the square of the incident intensity.[62]
Both Z-scan and TPEF techniques have a number of advantages and drawbacks. In
general, high laser intensities are required for TPA measurements, and this can bring some
side-eﬀects such as the concomitant occurrence of other nonlinear phenomena (Raman
scattering, stimulated emission, etc.). This particularly aﬀects the Z-scan technique,
because laser intensities required by this method are usually higher than those used for
the TPEF technique. High laser intensities are also responsible for strong background
signals in the Z-scans, making the interpretation of data somewhat challenging. On the
other side, the TPEF technique is free from these background problems. Moreover, due
to the high sensitivity of modern detectors, possible side-eﬀects can be strongly reduced
using low excitation intensities. The Z-scan method being intrinsically less sensitive, also
calls for highly concentrated samples (typically 10−2 M), i.e., 2-3 orders of magnitude
higher compared to that for TPEF. High concentrations ask for enhanced solubility of
the compound in the solvent of interest and can also lead to aggregation phenomena,
hindering the analysis of true molecular properties. The main drawback of the TPEF
technique is the requirement that chromophores must be at least slightly ﬂuorescent in
the solvent of interest. This narrows the choice of molecules (and solvents) that can
be investigated using TPEF. Nevertheless, the sensitivity of this technique allows for
quite low ﬂuorescence quantum yields to enable analysis of molecules with moderate-high
TPA cross sections (e.g., quantum yield amounting to a few percent for molecules with
σ2 ≥ ∼ 100 GM). It should however be stressed that for a correct estimate of the absolute
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TPA cross section, a reliable φ value is also needed. This becomes challenging if φ is very
low.
We should mention one of the main problems aﬀecting measurements of the TPA cross
section whatever the experimental technique: the duration of the excitation pulse. Indeed,
if the pulse duration is long enough, molecules excited by a two-photon absorption process
can further absorb a photon from the same pulse, giving rise to an excited-state absorp-
tion. Any excitation is followed by a rapid internal conversion towards the ﬁrst excited
state, so that a ﬂuorescence photon is emitted from that state quite independently of which
path the excitation followed before the radiative emission. The excited-state absorption,
being a one photon process, is usually much more eﬃcient than the TPA process. This
phenomenon is indeed important in the nanosecond range for optical limiting applications
aiming for a low-transmitting medium at high laser intensities. However, if not disentan-
gled from the nonlinear eﬀect, excited-state absorption leads to severe overestimation of
the actual molecular TPA cross sections as clearly demonstrated in the literature.[272,273]
For example, artiﬁcially enhanced eﬀective TPA cross sections were reported with nano-
or picosecond excitations.[274] Consequently, a pulse duration in the nanosecond range
(which is comparable to typical excited-state lifetimes) is too long to provide reliable
measurements of TPA properties. It has been demonstrated and commonly accepted
that only pulses in the femtosecond regime assure accurate σ2 estimates.
[62]
It is worthwhile to stress here that high TPA activity can be attained by having a one-
photon resonance midway in energy between the ground and the TPA-state. However, in
this case measurement of pure TPA cross sections is precluded by the onset of one-photon
absorption. Nevetheless, the presence of a one-photon resonance in between the ground
and the TPA-state, when not perfectly resonating with the incident photons, increases the
TPA cross section thanks to pre-resonance eﬀects (a one-photon denominator becomes
almost resonant).[156] While this is an interesting way to obtain high cross sections, the
one-photon resonance must fulﬁll strict requirements. In fact the detuning between the
midway energy and the one-photon state must be larger than the bandwidth in order
to prevent the one-photon absorption process to obscure TPA. So for small detuning
energies the measurement is possible only if the one-photon absorption edge is sharp (as
for example in the case of squaraines[240]). It should be also stressed that even if giant
TPA responses can be obtained when a single-photon absorption process is concomitant
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with the TPA process, several of the speciﬁc advantages oﬀered by TPA, such as 3D
resolution and linear transparency, are lost.
A signiﬁcant diﬀerence between the two principal methods for measuring the TPA cross
section is also apparent with respect to the possibility of estimating absolute cross sections
through a comparison with reference compounds. The Z-scan technique does not need
any reference, but laser mode and pulse parameters must be accurately measured, i.e.,
the spatial beam proﬁle and the temporal pulsewidth. Any error in the measurement of
these parameters lead to errors in the determination of the cross section.[275] Similarly, the
TPEF can be reference-free, if the eﬃciency of one- and two-photon excitation ﬂuorescence
are compared, as ﬁrst proposed by M. D. Galanin and Z. A. Chizhikova.[276] In this case
several set-up parameters are also needed, including pulse duration and shape, average
intensity of the excitation light and repetition rate of the laser pulses. On the other
hand, the TPEF measurement of a given sample can be compared to the response of a
reference compound whose TPA cross section is known, so that an absolute value can
be derived through a relative measurement. This is actually the most widely adopted
TPEF technique for estimating TPA cross sections. This calls for the need of reference
compounds. Xu and Webb measured the absolute TPA cross section of several commercial
molecular ﬂuorophores in the spectral range between 690 and 1050 nm,[62] so that these
compounds are commonly used as a reference for the TPA cross section measurements
in the red-NIR spectral region using the TPEF technique. For the visible spectral range,
from 540 to 700 nm, bis-MSB is usually used as a reference, thanks to the absolute
measurement of its TPA cross section reported by Lytle.[277] We note that the cross
section values reported there must be divided by a factor of 10 due to a typographical
error, as stated in Ref.[278] Absolute TPA cross sections measured deeper in the NIR
spectral region are scanty. We mention the results of Drobizhev et al. for a series of
tetrapyrrolic compounds between 1100 and 1500 nm.[279]
Finally, we stress that complete information on the TPA eﬃciency can be obtained only by
measuring an appropriate spectral range, which allows to explore the extent of the TPA
band and to possibly access the TPA maximum. This is particularly important when
comparing the absolute two-photon eﬃciency of diﬀerent compounds. Measurements
carried out at a single wavelength are of course not suitable for such comparisons because
an apparent decrease or increase of TPA cross section could simply be due to a shift of
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the TPA band. Comparisons between single-wavelength cross sections can however be of
major interest in the case of speciﬁc applications where the TPA response at a precise
wavelength is sought (such as those of nontunable lasers).
4.2 TPA cross section from TPEF measurements
Experimental TPA cross section we present in this review have been derived by the TPEF
technique using reference materials. Here we outline the derivation of σ2 from TPEF
measurements and the pitfalls to avoid in order to retrieve reliable values. The ﬂuorescence
signal (F ) induced by TP excitation is proportional to σ2, ﬂuorescence quantum yield (φ),
concentration (c) of the active species, and the squared excitation power (P ). When the
TPEF of a sample of interest and a reference are measured as a function of the excitation
power, the ratio of the slopes F/P 2 is related to the ratio of their TPEF action cross
sections (σ2φ):
F
P 2
(
F
P 2
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where the index R labels quantities relevant to the reference. The refractive index cor-
rection in the square brackets accounts for focusing eﬃciency of the excitation light as a
function of media refractivity. This correction must be inserted only when the excitation
light is focused on a sample through an objective. The setup we use in our measurements
calls for this correction, but this is not always the case. For example, the collimated beam
setup does not require this correction. K is the detection eﬃciency, which is proportional
to the correction factor (f), taking into account the wavelength dispersion of the response
function, and to the inverse square of the refractive index of the medium. The TPEF
action cross section of the molecule of interest is thus given by
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This expression allows evaluation of the TPEF action cross section of a sample using
the TPEF action cross section of the reference compound, concentration of the solutions,
correction factors, refractive indexes and, of course, the slopes F/P 2, which are the direct
outputs of the measurement. This expression makes it clear that the two experimental
slopes must be constant as a function of P , i.e., the ﬂuorescence signals must have a
quadratic dependence on the incident power. Indeed, the quadratic dependence of the
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TPEF signal on the excitation intensity must always be checked in order to rule out the
occurrence of photodegradation or saturation phenomena.
Fluorescence light emitted after two-photon excitation can be detected in diﬀerent di-
rections. In general, two possible collection geometries are used: the epiﬂuorescence
geometry (detection in the backward direction with respect to excitation) or the 90◦ ge-
ometry. In both cases, care has to be taken to avoid reabsorption of the emitted light
by the sample itself. Indeed, long passage of the emitted light through the sample before
detection raises possibility of reabsorption of the emitted photons, leading to errors in
the determination of the ﬂuorescence intensity. The amount of reabsorbed light increases
with the path length inside the sample, with the concentration of the sample and for
small Stokes-shifts. In order to minimize these eﬀects (which could be quite strong for
the typical 10−5 - 10−4 M concentration range), the path length of the emitted light in-
side the sample must be minimized. In the epiﬂuorescence geometry, this means that the
excitation beam must be focused inside the sample near the ﬁrst cell window perpendic-
ular to the incident direction. For the 90◦ geometry, the incident beam must be focused
inside the sample near the cell window perpendicular to the detection direction. This also
means that in the case of a collimated (not focused) incident beam, only the 90◦ geometry
can be adopted (with beam passing near the cell window perpendicular to the detection
direction), because TPEF is induced all along the beam path inside the sample.
From Eq. (63), the importance of accurate data on the TPEF action cross sections of
reference compounds is apparent. Indeed errors in the reference values directly aﬀect
the evaluation of σ2φ of the sample. The most widely used reference compound for
measurements between 700 and 1000 nm is ﬂuorescein in water at pH = 13, whose absolute
TPEF action cross section has been measured by Xu and Webb.[62] We found that the use
of this reference systematically leads to unreliable results in the short wavelength limit
(≤ 715 nm). This problem was recently conﬁrmed by comparison of results obtained
using both ﬂuorescein and bis-MSB as references in the spectral region of overlap between
the two absolute standards, i.e., around 700 nm.[126] The TPEF action cross section of
ﬂuorescein was then measured with respect to BDPAS (4,4’-bis-(diphenylamino)stilbene)
in CH2Cl2, whose absolute TPA cross section has been determined by Drobizhev et al.
[141]
This measurement allowed to reﬁne the TPEF cross section of ﬂuorescein by adjusting
two data points at 700 and 710 nm in the original set of the reference values.[126]
41
4.3 Experimental details
Optical absorption and emission spectroscopy. The experimental measurements of all
photophysical properties have been performed with freshly-prepared solutions of the chro-
mophores in air-equilibrated toluene at room temperature (298 K). UV/Vis absorption
spectra were recorded on a Jasco V-570 spectrophotometer. Steady-state and time-
resolved ﬂuorescence measurements were performed on dilute solutions (ca. 10.6 M,
optical density <0.1) contained in standard 1 cm quartz cuvettes using an Edinburgh
Instruments (FLS920) spectrometer in photon-counting mode. Emission spectra were
obtained, for each compound, under excitation at the wavelength of the absorption max-
imum. Fluorescence quantum yields were measured according to literature procedures
using ﬂuorescein in 0.1 N NaOH as a standard (φ = 0.90).[280,281]
Two-photon excitation. Unless explicitly stated otherwise, the TPA data presented in this
review have been collected with the TPEF technique as described by Xu and Webb,[62]
with the appropriate solvent-related refractive index corrections[282] and using excitation
pulses in the femtosecond regime (subsection 4.2). TPEF cross sections of 10−4 M so-
lutions in toluene were measured relative to known reference compounds (bis-MSB in
cyclohexane for 560-700 nm,[277,278] and ﬂuorescein in 0.01M aqueous NaOH for 700-980
nm[62, 283]). The quadratic dependence of the ﬂuorescence intensity on the excitation in-
tensity was veriﬁed for each wavelength and each sample.
For further information on experimental measurements, we refer the reader to the cited
original papers. We further underline some diﬀerences between TPA data that can be
found here and original data in the cited papers. Here we uniformly adjusted all our
experimental data to have the same refractive-index correction[282] (see Eq. (63)), and
corrected all data points between 700 and 715 nm according to Ref.[126]
5 Applications to NLO chromophores
Given emerging multifarious applications exploiting the TPA phenomenon, in recent years
a considerable eﬀort has been devoted to design of a diverse variety of chromophores with
large TPA cross sections. Depending on the applications sought, the two-photon chro-
mophores have to satisfy additional requirements besides enhanced TPA. For instance, bi-
ological multiphotonic imaging calls for ﬂuorophores combining a high ﬂuorescence quan-
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tum yield with a TPA cross section in the spectral range of interest (i.e., 700-1200 nm),
several orders of magnitude larger than that of endogenous chromophores. As another
example is optical power limitation. Here, high solubility and photostability, combined
with superb linear transparency and multiphoton absorptivities (including excited-state
absorption) are needed.
Typical NLO-phores are π-conjugated chromophores with strong electron-donor (D) and
acceptor (A) groups. In fact, presence of the charge-transfer degrees of freedom is respon-
sible for their intense linear and nonlinear absorption features, with eﬀects depending on
the strength and number of D and A groups. A careful choice of D/A groups, π-conjugated
connectors and branching symmetry allows for a ﬁne tuning of the optical properties. In
this section we review experimental and theoretical results on examples of NLO-phores
typical for TPA applications. In particular, we examine dipolar, quadrupolar, octupolar
and more extended branched structures aiming to demonstrate consequences of speciﬁc
structural features on the TPA properties. These chromophores of increasing size also
oﬀer a solid testing playground for diﬀerent computational methods.
5.1 Quadrupolar chromophores
Quadrupolar compounds, which are symmetric conjugated molecules bearing two electron-
releasing (D) or electron-withdrawing (A) end-groups, oﬀer a rich platform for designing
novel chromophores with large TPA responses. A large body of experimental data is
available for many families of quadrupolar systems.[3, 33,36,57,58,63,76,78,81,85,86,89–107] Their
nonlinear response is a non-trivial function of terminal donor and acceptor strength, π-
conjugated bridge length and type, nature of the conjugated core, torsional disorder,
symmetry and topology.[58] In this subsection we exemplify some of these relationships
using two diﬀerent families of quadrupoles to derive general trends in terms of TPA cross
sections and peak positions.
5.1.1 Scaling with donor/acceptor strength and bridge length
We illustrate the dependencies of nonlinear properties on the donor/acceptor strength
and on the bridge length using representative series of quadrupolar arylidenepiperidone
chromophores q2-q10 shown in Fig. 7. We refer interested readers to a detailed theo-
retical study of their linear and two-photon absorption spectra published previously.[194]
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Optimized geometrical parameters (HF/6-31G level) are in a good agreement with the
available experimental X-ray diﬀraction data.[284] The ﬁrst 12 singlet excited states are
taken into account in every calculation of resonant polarizabilities at 6-31G/B3LYP level
of theory. Increase in the number of excited states in TD-DFT calculation gives a neg-
ligible impact on UV-visible absorption spectra and only a small eﬀect (within 10%) on
the magnitude of the TPA cross sections (see Sec. 3.5). Calculated linear absorption is
dominated by two peaks. Similarly, theory predicts two strong TPA absorption bands
corresponding to the excited states denoted as e and e′. Typically the lowest TPA peak e
corresponds to the fourth (S4) or third (S3) excited state. The second TPA maximum e
′
is due to a high-energy excited state varying between S11 (small molecules) and S7 (large
cyclohexanones) positions in the TD-DFT calculations.
The trends in the third order polarizabilities related to TPA activities are summarized
in Figs. 10 and 11. Energies of the excited state e and e′ are both shifted to the red
by ∼0.5 eV (∼0.25 eV or 60-100nm peak shifts of the respective TPA maxima) with an
increase of the terminal donor strength (Fig. 10a). The four-fold enhancement of the TPA
cross section with substitution is even more dramatic (Fig. 10b). Changing the terminal
group from methyl-amino to a somewhat stronger ethyl-amino donor substituent has a
weak eﬀect on the transition energies, but does increase substantially the NLO response
cross sections. Figure 11a shows evolution of the TPA transition frequencies with the
size of the π bridge. We observe nearly perfect linear scaling of state energies plotted
as a function of the inverse number of π-electrons in the molecules. Such near-linear
relationship is typical for a band-gap state in many conjugated polymers[285–288] and is
not completely unexpected. A remarkable observation is that this scaling law holds for
both e and e′ peaks corresponding to the higher-lying electronic states in molecules with
and without substituents, and the slope of all curves is about the same. Dependence
of the polarizabilities amplitudes on the π bridge length shown in Fig. 11b is not so
straightforward. Intensities of both e and e′ peaks vary dramatically in unsubstituted
molecules. Peak e′ is particularly sensitive to the elongation of the π bridge. The situation
is diﬀerent for substituted chromophores. We observe a strong enhancement of e, whereas
amplitude of e′ is not aﬀected by π bridge length.
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5.1.2 Scaling with bridge and core type.
The three quadrupolar chromophores q1, q11 and q12 investigated are shown in Fig. 7.
Their ground-state optimized geometries are more or less planar depending on the nature
of the core and the spacer. The biphenyl core (q11, q12) and the phenylene-vinylene spacer
(q1, q12) introduce torsional degrees of freedom that lead to non-planar optimal ground-
state geometries, with twist angles of about 43◦ and 39◦ for compounds q11 and q12,
respectively. All quadrupoles, nevertheless, retain nearly centrosymmetric structures.
This is also visible from both ground and excited-state dipole moments calculated for
the ground-state geometries: they are either vanishing (q11) or rather small (q1, q12),
when compared, for example, to corresponding transition dipole moments.[126] Transition
orbitals associated with vertical transitions between the ground state and the lowest
excited states are shown for compound q1 in Fig. 12. Even if quadrupolar chromophores
q1, q11 and q12 do not have perfect inversion symmetry, their lowest excited state is
predominantly one-photon allowed, while the second one is predominantly two-photon
allowed (see Fig. 1). Charge redistribution upon photo-excitation from the periphery
to the core is observed for both excited states, but this eﬀect is more pronounced in
the second excited state associated with strong TPA. The following excited states (third
and fourth) are predominantly TPA and OPA allowed, respectively, and correspond to
diﬀerent charge redistribution upon excitation.
All chromophores show an intense absorption band in the near UV- violet region. Replace-
ment of the phenylene-ethylene spacer (q11) by the phenylene-vinylene unit (q12) induces
signiﬁcant red shift of the absorption band. Additional replacement of the biphenyl core
by a ﬂuorene core (q1) causes further red shift due to increased conjugation related to
planarization of the core in the ground state.[125,126] The latter substitution allows for
a signiﬁcant increase of the molar extinction coeﬃcients. However, a concomitant slight
reduction of the bandwidth leads to a smaller increase of the transition dipole moment.
Experimental TPA spectra of quadrupolar compounds q1, q11 and q12 are shown in Fig.
13, top panel. The ﬁrst TPA maximum of each of the three chromophores is signiﬁcantly
blue shifted with respect to twice the one-photon absorption maximum, and shows up
between 690 and 760 nm. This is directly related to the nearly centrosymmetric molecular
symmetry of these quadrupoles that brings the ﬁrst excited electronic state to be almost
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TPA forbidden (Fig. 1). But the red shifts observed for the one-photon absorption spectra
when going from chromophore q11 to q12 to q1, are observed for the respective TPA peaks
as well. All three chromophores show two main TPA bands, a ﬁrst one in the NIR and
a second in the green-yellow spectral region. Although these latter bands are closer to
the one-photon resonances, it has been veriﬁed that these intense TPA band results from
true TPA processes originating from the participation of higher-lying excited states.[126]
In fact, calculated TPA spectra (Fig. 13, bottom panel) conﬁrm these experimental
ﬁndings. The TPA maximum in the NIR region can be assigned to the second excited
state that undergoes a signiﬁcant charge transfer from the periphery to the core upon
excitation (see Fig. 12). Virtual states involved in the TPA process are mainly the ﬁrst
and the fourth excited state that bear signiﬁcant oscillator strengths. Higher-lying excited
states such as the third one (Fig. 12) are responsible for signiﬁcant TPA activity in the
visible red region. Large TPA responses at higher energy (i.e., in the green spectral region)
are also predicted by calculations, and correspond to the excited states lying above the
tenth excited state. However, an accurate description of these high-energy contributions
would require incorporation of a very large number of excited states into calculations.
Quadrupole q1, which showed the highest TPA maximum cross section in the red-NIR
region, also show the largest TPA cross section in the yellow-green region. Interestingly,
the relative ranking in TPA activity in the quadrupolar series q1, q11 and q12 is the same
in the yellow-green region and in the red-NIR region. However, the diﬀerences in TPA
responses between chromophores q1, q11 and q12 are even more pronounced for the higher-
energy band. Indeed chromophore q1 shows a TPA cross section at 560 nm, about 3 times
larger that its maximal TPA cross section in the NIR. In comparison, chromophore q11
shows similar maximum TPA activity in the two distinct spectral regions (i.e., yellow-
green and red-NIR), while chromophore q12 shows a TPA cross section at 560 nm which
is about 1.5 times larger than its maximal TPA cross section in the NIR. Quadrupoles q1
and q12 have the same number of π-electrons in the conjugated system as well as the same
number of eﬀective electrons according to Ref.[164] This indicates that the geometrical
conformation (i.e., planar core), favoring increased conjugation, leads to dramatically
higher TPA responses in the green-yellow region. Unsurprisingly, we observe that this
increase accompanies an increase of the transition dipole and a decrease of the energy
gap between the ground state and the ﬁrst excited state, in agreement with increased
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conjugation. In addition, the enhancement of the intrinsic TPA is much stronger when
replacing the vinyl linker by an ethynylene linker than by a biphenyl core, indicating that
the lowering of the energy gap is correlated in that case with the intrinsic TPA magnitude.
Finally, quadrupole q1 shows the highest TPA cross sections over the entire investigated
spectral range. It is particularly interesting to observe that quadrupole q1 has also been
shown to lead to the strongest optical limiting eﬃciency in the visible region.[57] This
optical limiting eﬃciency in the green region might indeed be related to enhanced two-
photon absorption.
5.1.3 Optimization of quadrupolar chromophores
In summary, the main structural characteristics of linear (quasi-one-dimensional) organic
conjugated dyes that signiﬁcantly aﬀect TPA cross sections and peak positions are the
strengths of the donor and acceptor substituents, as well as both the length and the
type of the conjugated core. All these features deﬁne the degree of the charge transfer
in the molecule upon optical excitation. For the series of quadrupolar molecules where
TPA spectra are characterized by two major bands at high- and low-energy regions, the
intensity of the low-energy peak is extremely sensitive to the variations in the donor and
acceptor strengths, and their spatial separation. In contrast, the TPA absorbance at
higher frequencies is only slightly aﬀected by the change of substituents, but it can be
eﬀectively enhanced by the elongation of the π-bridge. The absorption peak positions
can be easily tuned by either extension of the conjugated core or substitution with polar
termini. We observe a linear scaling of the absorption energies with the reciprocal number
of π-electrons in the conjugated bridge. The type of core and spacer controls the degree of
conjugation mainly through the torsional disorder in the system. A more planar molecu-
lar geometry in the ground state leads to red-shifts in the absorption frequencies, and an
increase in the transition dipole moments, which leads to larger absorption amplitudes.
These trends are general for most of the quadrupolar molecules with nearly centrosym-
metric structures. Such linear structures create a rich variety of choices for subsequent
synthetic manipulations of TPA response by branching dipolar or quadrupolar chains into
dendrimeric-like structures. This approach is covered in the next subsection.
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5.2 Branching eﬀect
Among the diﬀerent strategies implemented to obtain improved TPA responses, the
branching strategy has received increasing attention over the recent years.[97, 102,112,114–116,118–121,123–126,140–143
In multibranched systems, various behaviors of the TPA cross section have been reported:
cooperative enhancement,[97, 102,109,114,120,121,140–142] additive behavior,[102,112,123,126,143] or
weakening.[112] Such features are related to the nature and the strength of the interbranch
coupling that will be discussed in this subsection. The characteristics of the coupling are
also responsible for the nature of the ground state that can be either localized[123,289–291] or
delocalized.[120,121,289,290] However, in all branched ﬂuorophores, ﬂuorescence stems from
a single branch.[120,121,123,142,289,290,292–296] This phenomenon of localization of excitation
seems to be a general characteristic of branched systems.
In this subsection we review results on the eﬀects of gathering either dipolar or quadrupo-
lar chromophores via a common core. In particular, we focus on three-branch systems
obtained by the branching of dipolar and quadrupolar entities in the weak-medium in-
teraction limit. To be able to consistently compare the responses of the three-branch
molecules with those of their dipolar or quadrupolar counterparts, we rescaled the TPA
response for the number of branches. This analysis yields information on the intrinsic
charge-symmetry and branching eﬀect, allowing to distinguish an additive behavior from
the cooperative eﬀects.
5.2.1 Branching of dipoles: Triphenylamine derivatives
Here we focus on a dipolar unit composed from an asymmetrically substituted stilbene
moiety bearing the electron-withdrawing end-group SO2CF3. The dipolar chromophore
d1 and the respective octupolar structure obtained by grafting three dipolar branches to
a central triphenylamine core (compound 3d1) are shown in Fig. 6 and has been studied
in detail in Refs.[120,121]
Calculated optimal geometries (HF/6-31G) indicate that the triphenylamine moiety adopts
a propeller-shape structure, the phenyl rings being twisted by about 45◦ with respect to
the trigonal planar nitrogen. The two phenyl rings of the conjugated stilbenyl branches are
substantially twisted (∼ 40◦). Overall, branches in the multipolar system have ground-
state geometries similar to the geometry of the parent dipolar molecule. Ground-state
optimized geometries are in good agreement with crystallographic data.[297]
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The chromophores show an intense absorption band in the near UV-blue spectral re-
gion.[121] Gathering three dipolar d1 units via a common electron-donating nitrogen within
a trigonal branched molecule (three-branched compound 3d1) leads to a slight red-shift of
the absorption band (Table 2). This is indicative of sizeable coupling between the dipo-
lar branches that can be tentatively analyzed within the excitonic model (Fig. 1). The
nature of the excited states involved in the photophysical processes can be investigated
using the natural transition orbitals[268] shown in Fig. 14. The energetic scheme predicted
by the excitonic model is adhered, with two lower-energy degenerate excited states and a
higher-energy excited state. The ﬁrst two excited states are one-photon allowed and cor-
respond to electron transfer from the highest occupied transition orbital (HOTO) to the
lowest unoccupied transition orbitals (LUTO and LUTO+1). In contrast, the third ex-
cited state has vanishing oscillator strength. The experimental energy diﬀerence between
the ﬁrst two degenerate excited states of 3d1 and the ﬁrst excited state of d1 gives an
excitonic coupling constant V of ∼ 0.10 eV for the octupolar chromophore. These values
are in good agreement with results deduced from TD-B3LYP calculations (Table 2). The
position of the third excited state of chromophore 3d1, which is one-photon forbidden but
two-photon allowed, is, thus, predicted within the Frenkel excitonic model to appear 0.30
eV above the degenerate excited states (at ∼ 780 nm for two-photon absorption).
Experimental TPA spectra normalized for the number of branches (N) of the investigated
chromophores are shown in Fig. 15 (top panel). These spectra exhibit a ﬁrst maximum
close to twice the one-photon maximum absorption wavelength, indicating that the lowest
energy excited state is both one-photon and two-photon allowed. The ﬁrst TPA maximum
of the three-branched chromophore is red-shifted with respect to that of the dipolar
chromophore, as a result of the red-shift of the one-photon absorption band originating
from interaction between the branches. The corresponding normalized TPA amplitude is
comparable to that of its dipolar counterpart d1 showing a nearly additive behavior at
this wavelength. On the blue side of the spectrum, the TPA cross section of 3d1 displays
a second maximum about four times larger than that of compound d1, corresponding to a
large enhancement of the TPA response in that spectral region. Interestingly, this second
TPA maximum is blue shifted with respect to the position predicted within the Frenkel
exciton model as it shows up at about 740 nm.
Fig. 15 (bottom panel) shows calculated TPA spectra. The overall agreement between
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experimental and calculated spectra is good for chromophore 3d1, while the TPA cross
section of d1 is strongly overestimated. As discussed in subsection 3.6, this is probably
due to an overestimation of the charge-transfer character for the dipolar compound. Nev-
ertheless, calculations conﬁrm and illustrate the main trends observed in experiments.
In particular, the splitting of the ﬁrst three excited states of 3d1 with respect to the
position of the ﬁrst excited state of d1 does not obey the excitonic model prediction,
(−V ,+2V ). In addition, calculations also indicate sizeable enhancement of the TPA cross
section (per branch) of 3d1 with respect to d1. This enhancement, even if undestimated,
is better reproduced compared to the Frenkel exciton approach, as discussed in Ref.[120]
This means that coherent interactions between branches and higher-lying excited states
(beyond the Frenkel exciton model)[298–301] are important in order to interpret the TPA
enhancement in the branched structure.[113] Interbranch coupling not only induces shifts
of the one- and two-photon absorption bands, but also results in strong TPA enhance-
ment in the whole relevant spectral region. Indeed, the coupling of dipolar chromophores
within the branched structure is responsible for a mixing of single-branch excited states,
with important consequences on the nature of the excited states themselves.
5.2.2 Branching of dipoles: Triphenylbenzene derivatives
In systems obtained by branching two or more arms to a central core, photophysical and
TPA properties not only depend on the nature of the branches, but also on the nature of
the coupling core moiety. In that perspective, results reported in the previous subsection
are compared to those obtained for a series of branched systems where dipolar units are
connected via a common triphenylbenzene (TPB) core.[123] The ability of the TPB core
to promote electronic coupling between branches and to possibly lead to enhanced TPA
is investigated by comparing the photophysical and TPA properties of the three-branched
system (octupolar compounds 3d2, Fig. 6) with that of its dipolar counterpart where the
TPB core has been replaced by a biphenyl (BP) moiety (compound d2, Fig. 6).
The octupolar three-branched molecules adopt a propeller-shape conformation[123] where
the three phenyl substituents on the central phenyl unit are twisted by about 45◦. In-
terestingly, the ground-state optimized geometry of d2 can be superposed to that of one
branch of 3d2 showing identical geometrical parameters except for a small dissymmetry at
the terminal phenyl ring of BP. This suggests that the three branches behave as nearly
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independent sub-chromophores. The nitrogen atom is slightly out of plane and the twist
angle between the two phenyl rings of BP is about 45◦, while the angle between the two
phenyl rings on each side of the double bond is closer to 40◦. The bond-length alternation
(BLA) parameter, deﬁned as the diﬀerence between single and double bonds in the vinyl
bridge, is 0.15 A˚ for all chromophores in the ground state. This parameter reﬂects the
low degree of charge transfer in the ground state. This is conﬁrmed by the large value of
the 1H-1H coupling constant (16.4 and 16.3 Hz) in the vinylic bond of compound d2 and
3d2 in solution, indicative of a full double bond character.
The absorption spectra of dipolar and octupolar compounds show an intense absorption
band in the near-UV region.[123] The absorption spectrum of 3d2 is slightly red-shifted
as compared to that of the dipolar analogue. The slight red-shift (about 0.04-0.05 eV in
toluene) indicates that only weak coupling between the branches occurs in TBP deriva-
tives. This suggests that the branches behave as nearly independent subchromophores
in the ground state, as suggested by the calculated ground-state geometries. Such con-
clusion was also derived from recent Hyper-Raman studies conducted on other octupolar
derivatives built from a TPB core.[291] The quasi-proportionality of the molar extinction
coeﬃcient with respect to the number of branches further corroborates this analysis.[123]
Experimental and calculated TPA cross sections normalized for the number of branches
(N) are shown in Fig. 16. These spectra are in a good agreement for absolute and
relative intensities, although transition energies are overestimated. This diﬀers much
from what has been reported in the triphenylamine case (subsection 5.2.1). Interestingly,
for the TPB series, the tol-tol calculation better reproduces transition energies, but the
TPA cross section of 3d2 is overestimated (not shown). The reason for the inconsistent
behavior of the two series lies in a markedly diﬀerent charge-transfer character of the two
dipolar branches: d1 is much more polar (μgg = 11D) compared to d2 (μgg = 3D).
Figure 16 clearly shows that the TPA response is nearly additive with respect to the
number of branches. This is a further conﬁrmation of the almost independency of each
branch in octupolar compound, corresponding to weak (almost vanishing) electronic cou-
plings. Moreover, TPA spectra are almost superimposable to corresponding rescaled OPA
spectra. While this is always the case for dipolar chromophores, where the same excited
state is one- and two-photon allowed, the result is more interesting for the octupolar
chromophore 3d2. Within the Frenkel excitonic model the ﬁrst two degenerate excited
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states of three-branched molecules are one-photon allowed, while the third excited state
is mainly two-photon allowed (see Fig. 1). These states are separated by an energy
3V , where V is the excitonic coupling between the branches. While a sizeable splitting
was observed for compound 3d1 and other branched systems based on a triphenylamine
core[113,120] as well as for several other octupolar molecules,[113] this is not the case for the
octupolar compound 3d2. Indeed here, the TPA spectra correspond to the rescaled OPA
spectra, even for the three-branched compound. This is a further conﬁrmation that the
coupling between branches in the ground state is almost vanishing.
Results obtained for the TPA amplitudes are also markedly diﬀerent from those ob-
tained for structures based on a triphenylamine central core. For the latter, a strong
non-additivity is observed in the octupolar branched structure compared to the dipo-
lar branch. So, while triphenylamine is able to promote a sizeable electronic coupling
between branches, TPB is not able to do so. While in triphenylamine-based branched
structures the coupling leads to mixing of single-branch excited states, in TPB-based
structures each branch is almost unperturbed by other branches, so that their properties
are nearly additive. The diﬀerent behavior of the triphenylamine-based and TPB-based
series provides important clues on the nature of the coupling between branches. If cou-
pling was only due to electrostatic interactions between the transition dipole moments of
the branches (Frenkel-exciton model),[222] the strength of the coupling should have been
comparable in the two series. In fact, transition dipole moments are comparable and even
somewhat larger for d2 than for d1, as their experimental (calculated within vac-vac)
values amount, respectively, to 9.5D (10.1D) and 9.0 D (9.6 D).[302] However, this is not
the case, indicating that other sources of coupling are needed to explain the behavior
of the triphenylamine-based series. Indeed, the need of interactions beyond the Frenkel-
exciton model was pointed out for the triphenylamine series in subsection 5.2.1 in order
to explain the strong enhancement of TPA cross sections as a consequence of branching.
As a matter of fact, high-level quantum mechanical calculations based on the TD-DFT
formalism described in subsection 3.4 allow to reproduce this enhancement better than
a simple excitonic model. This observation suggests that not only dipolar interactions
but also coherent interactions mediated by substantial wavefunction overlaps,[299,301] are
important in deﬁning the total coupling values and, hence, the spectroscopic properties
of branched structures.[120] While triphenylamine center is able to promote this kind of
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coupling, the TPB core is not able to do so. We stress here that the absence of coherent
coupling in the case of the central TPB core with respect to the triphenylamine core can
not be ascribed to the twist of the benzene rings, since the twist is comparable to that in
the triphenylamine series. This eﬀect in the triaryl core is likely due to the meta positions
of the three benzene rings, which breaks the conjugation.[163,303–305]
Finally, the solvatochromic behavior of branched systems built from the dipolar arms has
been found to be correlated to the TPA amplitudes[123] (not discussed in this review for
the sake of conciseness). This is related to the intramolecular charge transfer character of
the transitions and suggests that the solvatochromic behavior may provide a qualitative
estimate of the TPA performance of such chromophores.
5.2.3 Branching of quadrupoles: a triphenylamine derivative
This subsection aims to explore experimentally and theoretically how TPA properties are
modiﬁed by changing the nature of the branches. In that perspective we consider a three-
branch system built from a triphenylamine core gathering three identical quadrupolar
arms instead of dipolar ones as studied in subsection 5.2.1. The quadrupolar arm q1 and
its three-branch analogue 3q1 are shown in Fig. 7. These molecules have been studied in
detail in Ref.[126]
The ground-state optimal geometry of chromophore 3q1 shows geometrical parameters for
each branch quasi identical to those obtained for chromophore q1.
[126] The triphenylamine
central core leads to a propeller like molecular shape where each branch is twisted by 45◦
with respect to the plane deﬁned by the nitrogen atoms and the three bonded carbon
atoms. An almost identical situation has been already observed for 3d1.
Molar extinction coeﬃcient of the branched molecule 3q1 is approximately three times
larger than that of compound q1, which, given the comparable bandwidths, suggests
a nearly additive behavior,[126] as conﬁrmed by the oscillator strengths. The absorption
band of the three-branched chromophore 3q1 is red-shifted with respect to that of the cor-
responding quadrupolar branch q1. Experimentally, a 0.09 eV decrease of the transition
energy is observed for the OPA band, while the calculated value is about three times larger.
This discrepancy is related to the well-known problem of the wrong asymptotic behavior
of the exchange-correlation potential persistent even in hybrid kernels.[174,306] It leads to
substantial errors for excited states of molecules with extended π-systems[256,265,307] as well
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as for charge transfer states.[176,258,259,265] This is especially evident for large molecules
such as compound 3q1. Moreover, it does not correspond to a constant red shift of all ex-
cited states but depends on the characteristics of each excited state such as delocalization
and charge-transfer features. Keeping this in mind, we use theoretical results obtained
for compound 3q1 for qualitative rationalization of observed photophysical trends.
At a ﬁrst approximation, molecule 3q1 can be thought as an assembly of three quadrupolar
monomers q1 that share a common nitrogen so that the C3 symmetry can be assumed.
The Frenkel exciton model has been successfully used to treat the qualitative (but not
always quantitative) behavior of three-branched systems built from the dipolar moieties
as shown in subsection 5.2.2 and 5.2.1 and Ref.[120] Let us ﬁrst investigate the validity
of this simple excitonic scheme for the three-branch compound 3q1. Within this scheme
(subsection 3.2 and Fig. 1), the ﬁrst excited state |1q〉 of the quadrupolar unit splits
into three excited states according to the following scheme: a two-fold degenerate ﬁrst
excited state which is both OPA and TPA allowed is red shifted by -V and a third, TPA-
allowed excited state is blue shifted by +2V . The same scheme can be applied to the
monomer’s second excited state |2q〉 with a coupling constant V ′ instead of V (Fig. 1).
Examination of the transition orbitals and respective excitation energies of compounds
q1 (Fig. 12) and 3q1 (Fig. 17) reveals a much more complex picture. In a very crude
approximation, the three |1q〉 states split into (|13q〉, |23q〉) and |63q〉 and the |2q〉 states
produce into (|83q〉, |93q〉) and |123q〉 in the branched system. Corresponding couplings
are estimated to be 0.12 eV and 0.07 eV respectively, but these splittings do not obey the
(-V ,+2V ) rule expected with respect to the transition energies of |1q〉 or |2q〉. Moreover,
intermediate excited states are found. In fact, within this simple excitonic picture, state
|123q〉 should be the sixth excited state. A closer look to the transition orbitals in Fig.
17 clearly shows that the triphenylamine linker breaks the quadrupolar symmetry of each
branch. This is especially visible in the plotted hole orbitals, which are either located
on one side (i.e., close to the molecule center, see for example state |13q〉) or the other
side (i.e., on the molecule periphery, see for example state |33q〉) of each branch (Fig.
17). The dissymmetry introduced by the branching of three quadrupolar monomers via
a shared donating end-group, clearly invalidates the use of the excitonic model for this
type of trimer systems because the quadrupolar branches loose their original symmetry in
such molecular systems. This eﬀect is not observed when dipolar branches are assembled
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in the same way (subsection 5.2.1) due to the absence of an intrinsic symmetry of the
monomers.
Experimental and calculated TPA spectra of compounds 3q1 are shown in Fig. 18 and
compared to those of their quadrupolar counterparts q1. As previously, TPA cross sec-
tions have been normalized for the number of branches. Chromophore 3q1 reveals a broad
band in the NIR region with a TPA maximum signiﬁcantly blue shifted with respect to
twice the one-photon absorption maximum.[126] Surprisingly, one observes a noteworthy
correspondence between some states of quadrupole q1 and branched system 3q1. The
OPA state |1q〉 and the TPA state |33q〉 as well as the TPA states |2q〉 and |123q〉 have
almost the same transition energies (see Figs. 12 and 17). In addition, transition orbitals
on each of the three branches associated with the state |123q〉 are very similar to that
of state |2q〉 and show almost no dissymmetry with respect to the center of each branch
(see Figs. 12 and 17). Interestingly, chromophore 3q1 shows a TPA maximum in the
NIR region located at almost the same position that the lowest-energy TPA maximum
of quadrupole 3q1 (Fig. 18). At the same time, a shoulder is observed in the experimen-
tal TPA spectrum of the branched compound 3q1 around 800nm, i.e., close to twice the
OPA maximum of quadrupolar chromophore q1. This corresponds to the lowest-energy
one-photon allowed but two-photon forbidden excited state in quadrupole q1, |1q〉. This
suggests that the breaking of central symmetry of the quadrupolar branch when incor-
porated in the three-branched geometry, leads to additional two-photon allowed excited
states. These correlations are expected within the excitonic model for a small coupling
but may or may not be fortuitous. Given the size of the branched chromophore and
the huge number of excited states involved, it is diﬃcult to conclude unambiguously. In
fact, the poor description of the long-range Coulomb electron-electron interactions al-
ready mentioned above leads to signiﬁcant red shifts of the calculated transition energies,
at least for the ﬁrst two excited states. Moreover, these shifts vary for diﬀerent excited
states. In addition, the ﬁnite number of excited states (60) included in the calculation of
the optical properties of chromophore 3q1 provides converged TPA amplitudes only for
the low-energy part of the spectrum, while the higher-energy peaks are not converged.
This might explain the discrepancy between calculated and experimental relative ampli-
tudes for such TPA peaks. It is, however, insightful to examine the contribution of the
diﬀerent excited states to the successive TPA peaks. The calculated TPA maximum near
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800 nm lies in a region where all states from |33q〉 up to |73q〉 can contribute. The largest
transition dipole moments with the two degenerate OPA states is calculated for state
|63q〉. But it is clear that the broad band results from contributions of several excited
states. States |43q〉 and |53q〉 most probably contribute as virtual states as well as states
|13q〉 and |23q〉. Actually, the transition dipole moments between ground state and states
|43q〉 and |53q〉, though smaller than those between ground state and states |13q〉 and |23q〉,
remain substantial.[126] The two next local maxima visible at lower wavelengths can be
attributed to states |123q〉 and |153q〉, respectively.
Finally, comparison of TPA cross sections normalized with respect to the number of
branches (Fig. 18) shows a nearly additive behavior at the ﬁrst TPA maximum and
sizeable enhancements on both NIR and visible sides. This enhancement is most prob-
ably related to symmetry-breaking considerations. The almost TPA forbidden states of
the quadrupolar branches mix into diﬀerent excited states of dipolar character on the
monomer, among which some show signiﬁcant TPA activity. Even if this enhancement is
not as large as that found for dipolar chromophores gathered via the same triphenylamine
core (subsection 5.2.1 and Ref.[121]), the branching strategy proves to be eﬃcient. This
is especially visible in the green-yellow part of the visible spectrum due to strong TPA
activity of even higher-lying excited states. As for quadrupoles, we have carefully checked
that this corresponds to a true TPA process. Even though calculations are not able to
provide converged TPA amplitudes in this region because of the limited number of excited
states, signiﬁcant TPA is clearly observed near 560 nm in the calculated spectrum. This
peak arises from high-lying excited states and conﬁrms experimental observations.
5.2.4 Comparison between branched systems
Figure 19 shows a comparison between TPA and rescaled OPA spectra for branched
systems and their corresponding monomeric arms investigated in this subsection. For
a qualitative understanding, this plot can be rationalized using the excitonic scheme of
Fig. 1 as a guide. For the dipolar chromophores (d1 and d2) the only band in the visible
region is both one- and two-photon allowed, so that a good correspondance is observed
between OPA and TPA spectra. For octupolar chromophores obtained by grafting dipolar
units, the excitonic scheme predicts that the one-photon visible band (red-shifted with
respect to the monomeric unit) is also partially two-photon allowed, but the dominant
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TPA contribution is due to the higher-energy excited state. This is particularly apparent
for chromophore 3d1, allowing to estimate a sizeable excitonic coupling, as discussed
in subsection 5.2.1. Chromophore 3d2 displays remarkably diﬀerent behavior. In this
case TPA and OPA spectra are almost superimposable, suggesting very small excitonic
splitting between the two lower-energy degenerate excited states (|13d〉 and |23d〉) and the
higher-energy excited state (|33d〉).
Quadrupolar compounds have often centrosymmetric or nearly centrosymmetric molecu-
lar symmetry. The presence of an inversion center imposes that the lower-energy state |1q〉
(antisymmetric) is OPA active, while the higher-energy state |2q〉 is allowed by TPA.[308]
This case is well exempliﬁed by OPA and TPA spectra of q1 in Fig. 19, where a sizeable
shift is observed between OPA and TPA spectra. When branching quadrupolar entities,
as in chromophore 3q1, the excitonic scheme predicts a splitting of the states as reported
in Fig. 1 (lower part). In particular, the OPA states of the single branches are expected
to interact as in the dipolar case (note that excitonic interaction is proportional to the
squared transition dipole moment), while the TPA states are expected to have vanishing
interaction if only dipolar interactions are considered. If higher-order interactions are
accounted for, a ﬁnite coupling is expected also for these states (V ′ in Fig. 1). Fig. 19
suggests that this simple scheme is qualitatively correct, subject to a sizeable red-shift of
the OPA band of 3q1 with respect to q1 (ﬁnite V coupling) and an almost coincidence
of corresponding TPA spectra (negligible V ′ coupling). But, as discussed in subsection
5.2.3, a careful analysis of relevant transition orbtitals shows that the nature of excited
states contributing to OPA and/or TPA responses is considerably modiﬁed by the triph-
enylamine branching center compared to the parent monomeric quadrupole. New excited
states are found in the branched structure with asymmetric charge transfer, which ef-
fectively renders unusable the Frenkel exciton model. In summary, the Frenkel excitonic
model allows for a qualitative description of such branched systems but not for a quanti-
tative agreement nor for a good understanding of the real nature of participating excited
states.
Comparison of the diﬀerent branched systems reveals a number of remarkable trends
concerning branching eﬀects on the TPA activity. While branched dipolar compounds
gathered through a triphenylamine core show important TPA enhancement, those built
from the TPB core as well as branched quadrupoles based on a triphenylamine core
57
show nearly additive behavior. In fact, branched dipolar systems based on the TPB
core, have three phenyl rings attached to the meta positions of the central benzene.
This is well known to lead to vanishing conjugation and ultimately inhibits interbranch
cross-talk. Subsequently, the TPA response of this type of branched systems is additive,
and is only modiﬁed by inter-branch electrostatic interactions. On the other hand, in
octupolar structures built from triphenylamine, the central connector is shared by three
branches and feels the electron-attracting (electron-withdrawing) character of the end
groups of all three branches instead of only one in the monomeric counterpart. This is
comparable to a monomeric unit bearing a stronger acceptor (donor) end group that is
well known to induce a larger polarization. Consequently, this increases the ’absolute’
TPA magnitude in combination with some inter-branch conjugation and wavefunction
overlap. In contrast to the dipolar cases, the central triphenylamine of three-branched
quadrupoles introduces a noticeable dissymmetry to the quadrupolar branches. Such
dissymmetry reduces the eﬀective TPA response compared to ideal quadrupoles, while
the central core still promotes the cross-branch talk. Thus, both eﬀects cancel each other
in the case of triphenylamine branched quadrupoles, leading to weak TPA enhancements,
as evidenced in the case of chromophore 3q1. Nevertheless, the nature of the excited
states is considerably modiﬁed compared to parent monomeric quadrupole and leads to
signiﬁcant TPA broadening.
In general, the branching strategy allows for ﬂexible modiﬁcations of the TPA response.
Over the entire spectral region investigated, the TPA cross sections of n-branched com-
pounds discussed here are higher than n times their monomeric analogues in the cases of
sizeable electronic coupling. The TPA modiﬁcation induced by the branching is obviously
strongly dependent on both the nature and the symmetry (dipolar versus quadrupolar) of
the monomers as well as the nature of the central core. These characteristics determine
the nature and the strength of the interbranch coupling that can be purely electrostatic
or contain other contributions such as coherent interactions.[299,300] In addition, TPA
broadening can occur from the inherent symmetry breaking of the sub-chromophores and
from a larger number of close excited states which give rise to overlap of TPA bands
originating from diﬀerent states.
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6 Conclusions and future perspectives
In the quest of superior chromophores for improved and novel technological capabilities
based on TPA, the key performance factor, mostly used in the literature, is the TPA
amplitude. It is generally quantiﬁed by means of the so-called two-photon absorption
cross section (usually symbolized σ2). It should be stressed, however, that comparisons of
data reported in the literature, is non-trivial given the numerous conventions and systems
of physical units that can be used. In addition, several sources of errors can yield improper
experimental or theoretical evaluations of σ2. This review attempts to clarify these issues.
Well understood photophysics of TPA process is a key issue for the rational design of op-
timized two-photon chromophores aimed for speciﬁc applications relying on TPA. Using
diﬀerent series of two-photon chromophores as test molecules, we illustrate how various
theoretical approaches combined with experimental data can contribute to the under-
standing of structure-property relationships that might ultimately guide organic synthe-
sis. In particular, we show that TD-DFT based methodologies can be a very valuable
tool, but should be used with some care, because available models of density functionals
have pitfalls and limitations. Particular concerns are problems related to the correct de-
scription of electronic states having double excitations, charge-transfer states or excited
states of molecules with extended π-systems.
Recent progresses toward a multilevel design strategy for optimized organic TPA chro-
mophores have also been highlighted. The branching strategy successfully proved itself
as a valuable tool for modiﬁcation of the TPA responses. These modiﬁcations are, how-
ever, strongly dependant on both the nature and the symmetry of the molecular building
blocks. Their detailed understanding opens new avenues to the next level of molecular
engineering for TPA applications. As an example, assembling octupolar or mixed dipolar
and quadrupolar based modules into branched structures via joints, allows for coherent
coupling and should lead to complex dendritic structures that would beneﬁt both from
TPA broadening and TPA enhancement. Exploiting self-organization is an alternative
route towards synergic TPA architectures thanks to implicit degree of ordering and in-
herent modularity.
Last but not least, TPA oﬀers a rich framework for novel multifunctional technologies that
are only currently emerging. This is particularly true for applications based on organic
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TPA chromophores thanks to the synthetic versatility and modularity oﬀered by organic
chemistry. This opens the way toward synthetically challenging strategies for the creation
of highly robust smart materials and devices based on either all-organic nanoarchitec-
tures[51, 52,309] (in particular for bioimaging or biomedical applications by combination of
two-photon absorbers with bioactive molecules such as drugs, proteins, recognition moi-
eties, etc.) or hybrid materials[19, 65,310–312] such as metal/organic, semiconductor/metallic,
nanoassemblies or functionalized surfaces.
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Table 1: DFT methods. The results are obtained using Gaussian 98[252] and Gaussian
03[253] implementation of all functionals.
Functional cx (HF-exchange) Gradient-correction LDA component
HF 1 no no
HF/S 1 no no
BHandH 0.5 yes yes
MPW1PW91 0.25 yes yes
PBE1PBE 0.25 yes yes
B3LYP 0.2 yes yes
BLYP 0 yes yes
ALDA (Xalpha) 0 no yes
Table 2: Experimental and calculated transition energies ω01 and eﬀective transition
dipole moments (μ01)eff
[302] to the ﬁrst excited state of dipolar (d1), quadrupolar (q1) and
octupolar (3d1) chromophores. Experimental values are measured in toluene. Calculated
results are reported for three diﬀerent schemes: vac-vac, vac-tol and tol-tol (see main
text).
compound (μexp01 )eff (μ
vac−vac
01 )eff (μ
vac−tol
01 )eff (μ
tol−tol
01 )eff ω
exp
01 ω
vac−vac
01 ω
vac−tol
01 ω
tol−tol
01
[D] [D] [D] [D] [eV] [eV] [eV] [eV]
d1 9.0±0.2 9.6 10.5 10.6 2.99 2.84 2.67 2.66
q1 14.5±0.5 14.2 15.1 15.3 3.10 3.06 2.95 2.93
3d1 9.6±0.2 10.6 11.4 11.7 2.88 2.75 2.61 2.59
Table 3: Experimental and calculated TPA cross sections σ2 at the ﬁrst TPA maximum
and corresponding peak positions ωTPA of dipolar (d1), quadrupolar (q1) octupolar (3d1)
chromophores. Experimental values in toluene. TPA cross sections in italic include local-
ﬁeld and refractive-index corrections according to expression (38).
compound σexp2 σ
vac−vac
2 σ
vac−tol
2 σ
tol−tol
2 ω
exp
TPA ω
vac−vac
TPA ω
vac−tol
TPA ω
tol−tol
TPA
[GM] [GM] [GM] [GM] [eV] [eV] [eV] [eV]
d1 100 360 500 480 2.99 2.84 2.67 2.66
320 490 470
q1 1100 1730 2160 2110 3.35 3.41 3.34 3.30
1330 1770 1740
3d1 1200 1680 2570 2300 3.35 3.10 2.92 2.92
1400 2270 2090
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+2V
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|43q>, |53q>-V’
ω01-V
+2V’
D-π-A-π-D , Ci D(-π-A-π-D)3 , C3
Figure 1: Schematic electronic level diagrams within the excitonic model for a dipole
(D-π-A, top left), an octupolar system made up from three dipolar branches (D(-π-
A)3, C3 symmetry, top right), a quadrupole (D-π-A, Ci symmetry, bottom left) and a
branched structure obtained by grafting three quadrupoles (D(-π-A-π-D)3, C3 symme-
try, bottom right). |0j〉 denotes the ground state and |nj〉 the nth excited state where
j = d, 3d, q, 3q respectively for dipolar, 3-branched from dipoles, quadrupolar, 3-branched
from quadrupoles structures. V (V ′) denotes the interbranch coupling for the ﬁrst (sec-
ond) excited state. Adapted from[121] and.[126]
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Figure 2: (A) and (B) show the representation of the SOS for the ﬁrst and third order
responses (Eq. (39 and 40)) in terms of Liouville space pathways. (C) and (D) illustrate
similar interpretation of TD-DFT response expressions (Eq. (46) and (47)). Adapted
from.[182]
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Figure 3: Transition dipoles between the ground and ﬁrst excited states (a and a’ ),
transition energies between the ground and excited states contributing to NLO response
(b and b’ ), resonant (c and c’ ) and static (d and d’ ) third-order polarizabilities (all γ are
given in 10−33esu) as a function of DFT model used for calculations. Adapted from.[193]
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excited states used for calculations. Adapted from.[193]
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a’ and b, b’ ) and static (c and c’ ) NLO responses as a function of DFT model. Adapted
from.[193]
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Figure 6: Molecular structures of dipolar chromophores d1 and d2, and three-branched
octupolar compounds 3d1 and 3d2.
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Figure 7: Molecular structure of quadrupolar compounds q1-q12 and branched chro-
mophore 3q1. Index n denotes the number of vinyl units (i.e., the number of double
bonds in the conjugated bridge) for the arylidenecyclohexanone chromophores q2-q10.
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Figure 8: TPA cross sections (arbitrary units) of dipolar (d1), quadrupolar (q1) and
3-branched octupolar (3d1) chromophores obtained with diﬀerent models for the second-
order hyperpolarizability (γsol): vac-vac (dashed-dotted line), vac-tol (dashed line) and
tol-tol (continuous line) (see main text).
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Figure 9: Eﬀect of local-ﬁeld and refractive-index corrections on TPA cross sections of
dipolar (d1), quadrupolar (q1) and 3-branched octupolar (3d1) chromophores obtained
using the tol-tol (“single point - optimization level”) model to calculate second-order
hyperpolarizability (γsol): no local-ﬁeld correction (continuous line), local-ﬁeld correction
according to expression (38) (dashed line).
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Figure 10: Variation of third-order polarizabilities (all γ are given in 10−32esu) with the
strength of the terminal donor groups for compounds q4-q7 in Fig. 7. The lines connecting
the points serve as a visual guide. Adapted from.[194]
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Figure 11: Variation of third-order polarizabilities (all γ are given in 10−32esu) with the
number of π electrons roughly representing the length of the π-bridge for compounds
q2, q4, q8, q10 (R= H) and q3, q7, q9(R= N(C2H5)2) in Fig. 7. The lines connecting the
points serve as a visual guide. Adapted from.[194]
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Figure 12: Natural transition orbitals[268] of chromophore q1. Left panels quote in se-
quence excited state number, associated NTO eigenvalues[313] and transition energies.
Adapted from.[126]
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Figure 13: TPA cross section of chromophores q1, q11 and q12. Top panel: experimental
data in toluene; Bottom panel: calculated cross section in vacuum, but corrected for local
ﬁeld and refractive index. Adapted from.[126]
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Figure 14: Natural transition orbitals[268] of chromophores d1 and 3d1. Left panels quote
in sequence excited state number, associated NTO eigenvalues[313] and transition energies.
Adapted from.[121]
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Figure 15: TPA cross section of chromophores d1 and 3d1 normalized for the number of
branches (N). Top panel: experimental data in toluene; Bottom panel: calculated cross
section in vacuum, but corrected for local ﬁeld and refractive index. Adapted from.[121]
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Figure 16: TPA cross section of chromophores d2 and 3d2 normalized for the number of
branches (N). Top panel: experimental data in toluene; Bottom panel: calculated cross
section in vacuum, but corrected for local ﬁeld and refractive index. Adapted from.[123]
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Figure 17: Natural transition orbitals[268] of chromophore 3q1. Left panels quote in se-
quence excited state number, associated NTO eigenvalues[313] and transition energies.
Adapted from.[126]
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Figure 18: TPA cross section of chromophores 3q1 and q1 normalized for the number of
branches (N). Top panel: experimental data in toluene; Bottom panel: calculated cross
section in vacuum, but corrected for local ﬁeld and refractive index. Adapted from.[126]
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Figure 19: Experimental TPA (circles and lines) and rescaled OPA (dashed lines) spectra
for monomeric compounds d1, d2 and q1, and their corresponding branched systems 3d1,
3d2 and 3q1 in toluene.
102
e
ct
io
n 
/ a
.u
.
600 700 800 900
λ / nm
TP
A 
cr
os
s 
se
c
TOC-abstract:
Two-photon absorption (TPA) oﬀers a rich playground for development of novel op-
tical multifunctional technologies. Related experimental and theoretical methodologies
are reviewed with special attention on sources of errors that yield improper evaluation of
TPA cross sections. Trends leading to large TPA responses are illustrated and thoroughly
analyzed through a set of typical organic TPA-ﬂuorophores including branched systems.
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