This paper introduces our augmented reality platform, Aristo, which aims to provide users with physical feedback when interacting with virtual objects. We use Vivepaper, a product we launched on Aristo in 2016, to illustrate the platform's performance requirements and key algorithms. We specifically depict Vivepaper's tracking and gesture recognition algorithms, which involve several trade-offs between speed and accuracy to achieve an immersive experience.
INTRODUCTION
Aristo is our augmented reality platform, which allows users to interact with virtual multimedia content rendered on physical objects. For instance, a virtual book can be rendered on a piece of card stock to allow a user to select and browse content. Virtual parts rendered on cuboids can be overlaid on physical equipment (e.g., a wind turbine or an engine) to train repair workers both safely and cost effectively. In general, a physical object is turned into or overlaid with a virtual object when viewed through a head-mounted display (HMD) for interactivity.
The Aristo platform consists of three main components: an HMD with a frontal camera, physical objects printed with visual fiducial markers (e.g., Figure 1 (a) shows a piece of card stock as a physical object), and an HCI module. A user sees virtual objects on the HMD rendered upon physical objects (e.g., Figure 1 (b) shows a virtual book rendered on the physical card stock). A user can interact with virtual objects through natural hand gestures and eye positioning, while physical objects provide feedback via grip function and tactile perception.
We have implemented two applications on the Aristo platform. The first application, Vivepaper, is a virtual book for immersive Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. browsing and reading. The second is a virtual workshop for training novice workers. In this paper we focus on the Vivepaper application. The configuration/algorithmic differences between supporting reading and training are discussed in Section 5.
The implementation of Aristo in general, and Vivepaper specifically, faces technical challenges in three areas, which our contributions aim to address:
• Marker tracking. Vivepaper must track the fiducial markers on the card stock both accurately and timely to perform pose (position and orientation) estimation. We propose a marker-grid scheme with carefully tuned configurations to achieve both high tracking accuracy and speed.
• Gesture recognition. A user interacts with Vivepaper using hand gestures. We take advantage of the geometry of the card stock and its markers to achieve accurate hand segmentation and hence effective gesture recognition.
• Real-time processing. Real-time tracking is an essential requirement for any augmented reality system. Our algorithms can run comfortably above 60fps on both desktop and mobile platforms, where a GPU is available. Note that although some markerless tracking and gesture recognition schemes have been proposed (including our own work [9] ), their high latency (a less than 60fps frame rate) means they are not yet production ready on current mainstream PCs and mobile devices.
Leveraging a frontal camera, we have deployed Vivepaper with VIVE on PC, Daydream on Android, and Cardboard on iOS to enable an augmented reality experience. Additionally, we have created a content generation platform, which allows third parties to compose and upload books for users to explore. Vivepaper's initial partners include the vertical domains of education, training and tourism.
The remainder of this paper is organized as follows: Section 2 details related work in computer vision and articulates the constraints Vivepaper faces and trade-offs it makes. Section 3 depicts our marker-based tracking algorithm. Section 4 presents an effective gesture recognition algorithm. We show our empirical study, which facilitates the selection of several configuration parameters to improve accuracy in both object tracking and gesture recognition. Section 5 discusses the additional configuration/algorithmic considerations required to support assembly line training, and offers our concluding remarks.
RELATED WORKS
Several key components of VR/AR systems are borrowed from the computer vision community. We divide and discuss related computer vision research in two areas: marker tracking and hand segmentation. 
Marker Tracking
Due to the difficulties in tracking general objects, using markers is a compromise in AR for indirectly tracking objects. Markers can be either passive or active, and they can be tracked by traditional cameras, infrared cameras, or lasers. Vivepaper uses passive markers, and they are tracked by HMD cameras.
One of the earliest and most popular visual fiducial systems is ARToolKit [21] , which uses a square tag containing a wide black border with an image pattern inside the square. The four corners of the square are used to estimate the pose of the square, while the inner pattern is matched against a database of valid patterns for identification. However, ARToolKit's template matching method can suffer from high false positives [14] . Many later square-based fiducial systems use binary codes to remedy the problem of intertag confusion. ARTag [13] is one example of a system that uses a binary coding scheme to correct bit errors and improve detection robustness. Other similar systems include ARToolkit Plus [40] and Studierstube Tracker [41] .
Apriltag [29] optimizes the previous approaches by guaranteeing a minimum Hamming distance between a tag and its four rotations. However, the algorithm for detecting quads (each quad represents the black border around a tag candidate) is computationally intensive for deriving image gradients, fitting segments, building lines, and searching quads. Our experimental result (see Table 2 ) shows that the frame rate is at 23fps on average running with a modern CPU, and thus not suitable for our real-time detection requirement. The detector has a lower false negative rate, but a relatively higher false positive rate due to a large number of quad-candidates. (Figure 5 (a) in Section 3.3 compares various schemes.)
ArUco [15] is another popular open source library used to track visual fiducial markers. The authors focus on configurable marker generation and occlusion resolution. For marker detection, they use a contour-based method to speed up quad detection. Compared to the edge-based approach used in Apriltag [29] , this method may lead to location error of quad corners, causing virtual book jitter. Our method is based on ArUco, and we make improvements to reduce the aforementioned error (details in Section 3).
In addition to widely used square tags, other tag encoding schemes exist. RectTIVision [5] is based on blob detection introduced by d-touch [12] . RUNE Tags [6] use circular dot patterns to make up markers, but do not provide enough correspondence points to perform pose estimation. Since Vivepaper relies on accurate pose estimation, employing square markers is our logical choice.
While direct object tracking and markerless tracking may be desirable, these are still very difficult tasks to accomplish in realtime. Researchers address accuracy and speed issues [27] by providing 3D models of the tracked objects [37] or by relaxing to planar scenes [22] . The work by Comport et al. [11] uses prior model structures of the targeted objects as search candidates. Digilog books [22] uses SIFT feature matching followed by a RANSAC based homography estimation to track planar targets. The work by Grinchuk et al. [16] proposes a deep learning approach to generate and decode visual markers, which are color images with artistic stylization. The appearance of these methods is more "human-friendly" than regular visual markers but suffers from being extremely highly computational intensive [16, 37] . Additionally, unavoidable object recognition errors can decrease tracking robustness [11, 22] . The Aristo platform is designed to work with any object without prior model information, and must support highly reliable and efficient tracking. Therefore, the marker-based approach is our current choice.
Hand Segmentation
Hand segmentation is the first step of our gesture recognition algorithm. Hand segmentation methods have been widely proposed in literature. Different methods utilize different types of visual features and, in some cases, a combination of them [30] to improve segmentation accuracy. Some popular features are skin color, textures, shapes, motion, and anatomical models of the hand. The work by Li and Kitani [23] examines a pool of widely used local appearance features and global appearance features. The authors propose that a sparse set of features achieves the best performance, and global appearance models are useful for adapting changes in illumination of hand. Baraldi et al. [4] adopts superpixel, Gabor filters, and histograms to perform hand segmentation and utilize a collection of random forests to deal with different illumination conditions. Zhu et al. [48] further introduce a shape mask with structured forests to better utilize shape information. Betancourt et al. [7] and [8] propose a GPU-accelerated implementation and formalize a multi-model hand-segmenter based on random forest and K t h -nearest neighbors. These random forest-based methods achieve state-of-the-art performance, but they require pixel-level hand annotations for training, which requires a large amount of labeled data.
Recently, deep convolutional neural networks (CNNs) have attracted a lot of attention. Zhou et al. [47] propose a EM-like learning framework trained iteratively with weakly supervised hand bounding boxes. Ma et al. [25] train a pixel-to-pixel hand segmentation network using raw images and binary hand masks to produce a hand probability map. Vodopivec et al. [39] extract features with convolutional layers and maps them directly to a segmentation mask with a fully connected layer. Our own proposed CNN-based image alignment scheme [9] achieves superior performance compared to several state-of-the-art algorithms. Although CNN-based methods perform well, a trained model is typically very large, and most mobile devices and wearables are resource-strained to compute fast enough to fulfill the real-time requirement of hand segmentation.
Input images for hand segmentation are not limited to RGB images. With the introduction of commodity depth cameras (e.g. Kinect), researchers can make use of the depth information. Sinha et al. [34] perform a large blob detection in a depth range with median filter and depth normalization as post-processing. Kang et al. [20] propose to use depth information with random forest, and add bilateral filtering and decision adjustment for hand segmentation. Liang et al. [24] train a random regression forest using depth context features of randomly sampled pixels and fuse the information from both color and depth. In the commercial field, the Leap Motion [1] controller uses two monochromatic IR cameras and three infrared LEDs to capture hand and finger motions. By using depth sensors, the problem of changes in illumination can be partially alleviated. However, for the current generation of depth sensors, the depth information still contains substantial noise.
Instead of learning features from the foreground, there are methods focusing on dealing with special backgrounds. In the Visual Panel system, Zhang et al. [45] take an arbitrary quadrangle-shaped panel as a background and use dynamic background subtraction to segment hands out. Garrido-Jurado et al. [15] model the background of markers by a mixture of two Gaussian and compute an occlusion mask by color segmentation. Ha et al. [17] and Malik et al. [26] make use of a black and white background and calculate a histogram for setting the threshold of segmentation. In our work, we also take advantage of a controlled background to yield higher accuracy and faster speed.
Two design constraints compel us to use a rule-based algorithm for Vivepaper instead of deep learning: compatibility with most modern HMDs and support of real-time performance. Since most HMDs are only equipped with RGB cameras, we are limited to supporting traditional RGB images. Due to the real-time performance requirement to support a 60fps frame rate, deep learning based methods cannot be employed (although recent research has revealed software and hardware methods for accelerating in the classification stage, they are at least a year away from being deployed with commercial HMDs). Moving objects (both the HMD and card stock) and variant features (due to illumination conditions, orientations, and occlusion), compounded with the 60fps requirement, narrow our choice algorithm to a simple and effective color-based scheme. We take advantage of the geometry of Vivepaper's card stock and the marker matrix on it to fulfill both the accuracy and speed requirements of Vivepaper.
Some traditional augmented reading systems (e.g., [10, 32, 38] ) may require special physical edition for each book, with AR markers embedded on select pages. Instead of AR markers, a markerless approach tracks images in a book (e.g., [18, 28, 33, 36] ). This approach requires designing a book with distinct images to avoid mismatch, and a time-consuming training model for each book. Vivepaper uses a generic card stock, which can render any book cover-to-cover, hence offering flexibility and convenience for content selection, delivery, and updates.
MARKER TRACKING
Vivepaper demands fast and accurate tracking of the card stock's position and orientation to render selected book content accurately and timely on the HMD. However, both of the common open-source tracker algorithms we evaluated (Apriltag [29] and ArUco [15] ) fail to fulfill our following requirements:
• High decoding speed. A hand-held piece of card stock can be freely moved. In order to track this movement accurately and timely, decoding speed must be above 60fps. Our experiment (Section 3.3.3) showed the speed of AprilTag is 23fps.
• Low jitter error. Several factors such as signal noise and low camera resolution can cause object tracking errors. Our experiment (Section 3.3.2) showed that ArUco suffers from high jitter error.
Our proposed pipeline addresses not only the above two problems, but also the issue of occlusion. In the remainder of this section, we first depict the steps of marker tracking and highlight our novelty (Section 3.1). We then introduce the idea of a marker grid and present an algorithm to cluster markers (Section 3.2). We report our experiments on simulated data, which help us tune/set important parameters to improve tracking accuracy and speed (Section 3.3). We also report our evaluations in real environments on all trackers we studied to demonstrate that Vivepaper employs the best tracker to achieve a balance between accuracy and frame rate.
Tracking Process
The tracking process consists of three steps: quadrilateral (quad) detection, marker decoding, and pose estimation. Each step involves carefully setting parameters to achieve a good balance between speed and accuracy for smooth content presentation.
3.1.1 Quad Detection. Vivepaper's card stock is printed with x × y fiducial markers (see Figure 2 ). As discussed in Section 2, because we use square markers, we refer these markers as quadrilaterals or quads. Detecting these quads is the most time-consuming step among the three steps. Detection errors of the corners of the quads will be propagated to the next two steps. We analyze the substeps of the quad detector as follows:
• Pre-processing. To achieve a better detection rate of the quads under varying illumination, for example in a slightly darker environment, we perform a white balance adjustment on each captured image. Then, we convert the image to grayscale and blur it using a Gaussian filter. Lastly, adaptive thresholding is performed to create good contrast between areas of different illumination conditions. We use functions in CUDA, OpenCL, and FastCV libraries to speed up this pre-processing step.
• Quad extraction. Next, contours are extracted using the algorithm proposed by Suzuki et al [35] . Then, we find the convex hulls of the contours and conduct polygonal approximation to obtain 4-vertex quads. (This substep was also employed in ArUco [15] .) • Corner refinement. Since the previous two steps often introduce quad corner location errors, we must make the quads more reliable. We recompute the four corners of each quad to help improve reliability by fitting new lines along the original lines of the quads. This idea draws on the experience of Apriltag2 [42] , an improved version of the original Apriltag [29] . First, we sample some points along each line, and then adjust the points to the largest gradient of the original image. The new lines are fitted to these new points using the least-squares algorithm and the new corners are the intersections of the four new lines. The improved performance can be seen from the experimental result in Figure 5 (b).
Marker
Decoding. The marker decoding step is similar to that in Apriltag and ArUco. First the quads are transformed perspectively. Then we use a spatially-varying threshold to decide the value of the corresponding bit as stated in Apriltag [29] , which is robust to illumination. After getting the binary code of the quad, we rearrange the code to its four rotations. Then, we iterate through all the valid codes and use a Hamming distance hash table to look up the final ID. It should be noted that sometimes there are two quads detected with the same ID. In this case we only keep the one with the smaller Hamming distance or larger perimeter. To speed up this process, since the decoding process of a quad is independent of the others, we use OpenMP to parallelize computation.
3.1.3 Pose Estimation. Once a marker has been detected, with known camera intrinsic parameters (focal length and lens type) and the physical size of the marker, we can use the principles of trigonometry to compute the position and orientation of the markers with respect to the camera.
Contrary to most augmented display systems where only the relative position between camera and target object is available, Vivepaper running on VIVE can obtain the world coordinate of the virtual book using the precise camera and HMD pose. Even when tracking occasionally fails due to variations like rapid head movement and card stock moving out of sight, the virtual book can still be rendered by using the last known parameters.
Marker Grid
Generally speaking, the larger the size of a marker, the easier it can be tracked. However, since Vivepaper supports gesture recognition above these markers, a large marker can easily be partially occluded. Moreover, since the camera on a typical HMD has a smaller field of view compared to that of human eyes, when the card stock is brought near the camera, some markers on the borders can be outside of the field of view. Although using smaller markers can avoid all markers being simultaneously occluded, this approach reduces tracking accuracy because smaller markers are more susceptible to camera noise and environmental variations.
In Vivepaper, we use a matrix grid configuration (see Figure 2 ) to address the above large versus small marker dilemma. Our card stock consists of two A4 (21cm × 29cm) folds (two pages). On this available space, the question is then what is the required number and size of the markers to achieve a targeted accuracy, given a range of maker-to-camera distances and possible hand occlusion. Section 3.3.1 reports our experiments and findings.
3.2.1 Marker Grid Pose Estimation. Instead of simply averaging the poses of all the detected markers on a grid, the pose of the marker grid is determined as follows. First, we cluster the detected markers into groups based on their positions. Then, to ensure the reliability of the final pose, we select a cluster that contains at least half of the detected markers. Lastly, the positions of markers in the selected cluster are averaged to estimate the virtual book's position. The position of the virtual book in the previous frame is used if no candidate cluster is available. The same procedure is applied to estimate the orientation of the virtual book. With the calculated position and orientation, the HMD renders the content of the virtual book on its display. Experiments in Section 3.3.1 show the effectiveness of this method.
To mitigate motion jumpiness, we perform a Kalman filter smoothing on the pose of the virtual book. Such smoothing may make a real, swift movement of the card stock move slower. However, since swift movements are rare, the overall user experience is enhanced by making pose changes smooth.
3.2.2 Marker Grid Tracking Parameters. Table 1 lists important parameters affecting tracking accuracy. As the value range of a parameter may have physical limitations, and tradeoffs exist between parameters (e.g., a lower resolution image requires larger markers to achieve the same level of accuracy), we conduct an empirical study to examine how these parameters affect tracking accuracy. 3.2.3 Marker Grid Real-time Tracking. Besides accuracy, realtime decoding speed is an important factor in our system, since computer-generated objects must synchronize with physical objects on the display. In Vivepaper, the real-time tracking of the card stock's position and orientation is achieved by our carefully tuned marker decoding pipeline configuration. We additionally reimplemented some steps of the algorithm using CUDA/OpenCL/FastCV to speed up the detection process. The performance comparison is presented in Section 3.3.3.
Experiments
This section reports impacts of parameter choices on tracking performance via empirical studies. As previewed in the previous sections, the performance factors we examined are:
• The effect of marker size and number on tracking accuracy (section 3.3.1), • The effect of choice of tracking algorithm on accuracy (section 3.3.2), and • Validation of processing speed (section 3.3.3).
We used Apriltag's open source code [29] and the ArUco module in OpenCV version 3.2.0 [2] to conduct empirical studies.
3.3.1 Evaluation via Simulation. In this experiment, given the constraint of a fixed size of card stock (A4 page 21cm × 29.7cm), we studied the trade-off between the number of markers and accuracy of the algorithm under the combinations of different distances, occluded positions, lighting conditions, and orientations. Figure 2 shows the five marker-grid configurations we studied. The experiment was set up as follows: A simulator written in Unity3D [3] simulated what was captured by the frontal camera with varying card-stock and hand positions, light conditions, and orientations using five different configurations of the marker grid. The simulated camera had the same intrinsic parameters as our frontal camera (612 × 460 resolution and focal length 289.6 pixel).
Distance Study
To study the effect of different marker-grid configurations with different distances, the simulator placed the card stock directly facing the camera (off-axis 0 deg), and then moved away from the camera optics axis from 0.1m to 0.8m with a step size of 0.05m (15 positions). For each position, we placed a virtual hand (the width of palm 0.14m) up-right without rotation at 0.05m on top of the card stock. We then moved the hand from the top of the card stock to its bottom at 6 equidistant positions. At each of these positions, we also moved the hand from left to right at 6 equidistant positions, creating 36 distinct positions. For each of the 36 hand positions, a spotlight, placed on top of the card stock z = 0.15m away, was shined on at a random position on the card stock whose aperture angle (the width of light) was randomly set between 50 to 100 deg. The spotlight procedure was repeated 37 times for each hand position. The total number of simulated settings yielded 99, 900 images (5 × 15 × 36 × 37).
The images were loaded directly to our developed tracker. As the ground-truth of the marker position was known, we computed the average error for different marker-grid configurations for each distance. and 4 × 3 grids achieve the best accuracy. While Figure 3(a) shows the error of the successfully detected cases, Figure 3(b) shows the successful detection rate, which we define as the ratio of the error divided by the distance (to the camera), to be within 5%. A detection failure could result from three factors: (1) Hand occlusion. The 3 × 2 grid suffers from the worst detection rate due to that large markers can easily be occluded by hand. (2) Limited field of view. When the card stock is brought near the camera (e.g., less than 0.2m), larger markers are more susceptible to be out of sight. (3) Distance away from camera. As grid-to-camera distance increases, detection rate decreases. Markers of smaller size (5 × 4, 6 × 4 and 7 × 5) are more susceptible to longer distance.
Orientation Study
To further study the effect of the orientation, we repeated the same procedure with a fixed target distance (0.3m), and varied off-axis angle, 0 to 85 deg, with a step size of 5 deg. Figure 8 reports the localization accuracy and detection rate (y-axis) of the five marker-grid configurations with respect to orientation (x-axis). The error rate grows as the marker-grid rotates away. In terms of detection rate, the 2 × 3 grid suffers the worst performance, while the others are more or less the same.
In both experiments, we also compared our maker-grid approach with the average performance of tracking individual markers (the black dash line, denoted as AvgPose in both figures). Both figures show that Vivepaper's marker-grid approach enjoys the best tracking accuracy with a 4 × 3 grid and 5.67cm marker configuration, thus being our choice of setting.
Evaluation in Real Environment.
Once we determined good parameter settings to configure the Vivepaper marker grid, we used real-world images to compare our tracker's accuracy and speed with two widely used trackers, Apriltag and ArUco. Our evaluation was based on two factors: (1) False positive detection rate. Although using the marker grid configuration can reduce false negatives (thanks to redundancy), false positives can still be problematic. (2) Virtual-book jitter. Inaccuracy of the detected corner locations of marker quads may lead to jitter in the virtual book in the virtual display, degrading user experience. We downloaded 207, 849 images from LabelMe [31] to compare the false positive rate between our evaluated trackers. These images are various indoor/outdoor photos containing no markers. If a marker is detected in an image, we consider that to be a false positive. Figure 5 (a) shows that Apriltag suffers from the highest false positive rate, while our tracker enjoys the lowest. Virtual-book jitter is an important performance issue for Vivepaper. If the virtual book displayed in the virtual space keeps vibrating even with the user holding the card stock stable, the jitter may cause the user dizziness or discomfort. The jitter problem is due to the inaccuracy of the detected corner locations of marker quads caused by imperfections in digital camera capture sensors (such as Gaussian noise and relative low resolution).
The experiment was set up by placing the same camera used by Vivepaper in an indoor environment, at three fixed locations (0.2m, 0.4m, and 0.6m) with respect to a card stock, and with three different angles (0, 20, and −20 degrees). Hence, 9 videos were captured. In addition to normal lighting conditions, this process was repeated in suboptimal lighting conditions. We use the box plot [43] to analyze the quad corner jitter of four methods: 1) Apriltag, 2) ArUco, 3) Vivepaper1 (before corner refinement), and 4) Vivepaper2 (after corner refinement).
Due to Gaussian noise and low resolution in camera sensors, the corners detected at the quad detection stage may be slightly different between frames. In each video, we assume all the 24 markers (96 corners) are visible. For each corner's coordinate we computed the standard derivation across the 500 frames, denoted as corner estimation error (jitter level). Ideally, this error should be zero. We take the corner estimation error of all the corners in the 9 videos (no more than 96 × 9 values), and show each tracker's corner estimation error under normal and suboptimal lighting conditions in a box plot ( Figure 5(b) ).
In Figure 5 (b), our observations are: 1) Regarding the deviation range of lower first and upper third quartiles, ArUco's third quartiles is higher than those of the other methods. Apriltag is the most accurate method with the lowest deviation, attributed to its complicated method of quad detection. 2) Regarding the minimum and maximum deviation values (lower/upper ends of the whiskers), Apriltag suffers from high false positives. Some more extreme outliers may appear, leading to a higher deviation value than our method, which can be seen in Figure 5(b) where the upper ends of the whiskers of Apriltag is higher than those of our method. 3) Regarding the median (middle band in the box), Apriltag and our method are lower than those of the other two. Vivepaper without corner refinement suffers from the highest deviations, and its jitter level under suboptimal lighting conditions (denoted with *) worsens.
Although the median jitter level of our method is slightly higher than Apriltag's, it is small enough to provide good user experience. Consider the deviation range (lower to upper ends of whiskers).
Vivepaper's method enjoys the smallest range and hence the most stable. Furthermore, as we will show next that when speed is considered, our method runs much faster than Apriltag to support the required 60fps.
Processing Time.
For a real-time AR product, the processing time is a critical factor for good user experience. The latency of Vivepaper should be no longer than 16ms (or 60fps) or it can easily cause discomfort for the user. This section compares Vivepaper, Apriltag, and ArUco on their processing time in quad detection, marker decoding, and pose estimation.
For better speed, we implemented several substeps with CUDA on PC and FastCV on Android, as well as some parallelizable steps on OpenMP. The same techniques are also applied to speed up the performance of detecting hand gestures. Of the latter two systems, Apriltag and ArUco have only open-sourced the CPU versions.
On the PC platform, our experiments were conducted on a computer with an Intel(R) Core(TM) i7-3770 working at 3.40GHz, running Windows 10. The processor has four cores, each running two threads. The DRAM size is 16GB. We took three video sequences with different numbers of markers, 6, 12, and 24, respectively. In general, handling more markers demands a longer processing time, especially in the last two steps of the pipeline: marker decoding and pose estimation. Each video sequence contains 5, 000 frames with a resolution of 612 × 460 pixels taken by VIVE's frontal camera in a regular indoor environment. Table 2 summarizes the results.
As shown in Table 2 , Apriltag suffers from the worst performance in all test cases. ArUco and Vivepaper use a contour-based method to detect quads, which is much faster than the edge-based method used in Apriltag. ArUco performs even better than Vivepaper, reaching 204.4fps and 162.1fps. The reason our system is slower than ArUco is that we added some extra steps to improve accuracy as described in Section 3.1. Nevertheless, Vivepaper is still fast enough for a real-time AR application. The boosted version of Vivepaper achieves more than 2× speedup compared to the original version.
On mobile, we used a state-of-the-art phone, the Google Pixel, with a Qualcomm821 (MSM8996pro) processor and 4GB DRAM running Android 7.1. This time, we used the phone's camera to take three video sequences using the same three different configurations of markers. Each video sequence has 5, 000 frames at a resolution of 800 × 600. Table 2 presents the results. It turns out that our FastCV version enjoys a significant performance boost (3× to 4×) over the CPU version.
In summary, Vivepaper reaches 162fps on average on PC and 104fps on mobile, both exceeding the 60fps speed requirement of a real-time AR system.
HAND GESTURES
Hand gestures are the most natural way for users to interact with books. However, reliable hand tracking and gesture recognition is still a very challenging problem. Vivepaper simplifies the problem by focusing hand segmentation and gesture recognition in the physical boundary of the card stock. In its current version, Vivepaper supports two gestures: page flipping and point-and-click. By utilizing the priorly known marker-grid background, we can achieve reliable hand segmentation and fingertip detection, even with a camera of 600 × 400 resolution.
Hand Segmentation
When using skin color as the visual cue for a hand, we must consider various factors such as illumination, background, and camera characteristics [19] . For an input image I i , we use the HSV color space to conduct skin color detection. As concluded in [19] , the transformation of RGB to HSV makes color identification more invariant to high intensities of white light and ambient light, as well as surface orientations relative to the light source. The HLS representation is as effective as HSV for color identification. Vivepaper uses the HSV color space in the resource constrained mobile platform, since the FastCV library provides a quick RGB to HSV conversion API.
To better separate skin from non-skin, we use a white balancing algorithm to pre-process image I i . The algorithm removes color casts caused by the light and yields I ′ i . Starting from n color seeds, we use a boundary decision method for skin color detection. We obtain the bitwise-or M i of several binary masks m n with respect to n different color seeds. After we have obtained the binary mask M i , we use post-processing rules to remove some of the false positives, yielding M ′ i . Our post-processing takes advantage of the known marker-grid background. Fingertip detection and localization are subsequently performed based on the post-processed mask M ′ i .
4.1.1 Calibration. Differences in illumination and camera characteristics are also issues that must be dealt with when using skin color based methods. If a user wears a pair of gloves, the predefined color seeds may fail to identify the correct hand regions. Vivepaper thus performs calibration for different users under various environments beforehand. Vivepaper requests users to put their hands on a specified region of the card stock for one second and obtains n color seeds for hand segmentation. Once the color seeds and the location of a hand is identified, the changes in color due to environmental factors or hand movement can be subsequently captured to calibrate color seeds dynamically.
Controlled Background.
One of the issues for skin color based methods is that background colors could be similar to the skin color, causing false positives. Therefore, Vivepaper takes advantage of a controlled background. Since the operating region of the user's hands in Vivepaper is within the boundary of the card stock, the background for the hands can be limited to the black and white markers. We take advantage of the boundary and known color of card stock to obtain better accuracy. First, we use the boundary of the card stock to remove regions with similar color to the user's skin in the background. Second, we obtain the temporal colors of black and white for different illuminations and separate them from the skin color mask M ′ i . We also eliminate the regions of detected markers with the quads of markers. In addition, processing time is reduced because we handle only the pixels within the boundary of the card stock.
Empirical Validations.
To validate the practicality of our strategies, we set up a dataset, which was collected when users used Vivepaper. This dataset contains 600 images from one male and one female user, collected under white and yellow light. Additionally, for each light color we collected images under three illumination intensities: dark, normal, and bright. For each image, we manually labeled a hand segmentation ground-truth. Since our main concern is the hand position inside the card stock, we labeled the card stock's boundary in each image. We calculated both the accuracy and false positive rate inside the boundary. Table 3 presents the accuracy and false positive rate of hand segmentation in three processing stages: calibration only, with white balancing, and with controlled background. Each stage is conducted based on the previous one. We can see from the table that under white light, calibration alone suffices. Under yellow light, additional processing stages can improve segmentation accuracy. The reason for this improvement is that when yellow light shines on the card stock, white colored regions on the card stock can appear to be skin color, as shown in Figure 6 (c). Performing white balancing can partially remedy this ambiguity problem, as shown in Figure 6 (d). However, there are still white colored regions on the card stock that can be read incorrectly. A background of a similar color to the skin can cause segmentation confusion, as shown in Figure 6 (d). When we restrict hand segmentation to be within the boundary of the card stock, the controlled background allows us to further improve segmentation accuracy under yellow light, as shown in Figure 6 (e).
Fingertip Detection
Accurately locating fingertips from images is critical for recognizing the two gestures (i.e., page flipping and point-and-click) that Vivepaper supports. Gestures are recognized by tracking the movement of the user's fingertip. After hand segmentation, the binary mask M ′ i is obtained. We regard the top two largest contours K j (j = 0, 1) of M ′ i as hands. Because M ′ i may contain a region of the arm, the palm center of each hand is estimated using the method in [44] to distinguish between the hand and arm regions. As illustrated in Figure 7 (a), the center C of the largest circle inside K j is regarded Our pointing fingertip detector is rule-based. We consider the standard upward-pointing gesture first. Intuitively, we select the highest convex point P h of K ′ j as the pointing fingertip if it is prominent enough. That is, ∀P P h , P ∈ S convex , P h .y − P .y > h bb /5,
where S convex denotes the set of convex points of K ′ j and h bb denotes height of the bounding box B ′ j , as Figure 7 (a) illustrates. Because Vivepaper uses only one camera, self-occlusion can affect detection stability. While the user is performing the pointing gesture, the pointing finger may be occluded by itself or by the palm, due to the single camera view point (see Figure 7(c) ). In this situation, the P h selected before becomes less prominent and the constraint in the preceding paragraph is not satisfied. We handle this issue by estimating the position of the fingertip based on the historical information of P h . Using the upward-pointing gesture as an example, in the i th frame, the estimated fingertip P i est is located on the top bounding edge according to Eq. 2 
where P t h , P t bb , and w t bb denote the pointing fingertip, the top-left corner, and the bounding box's width respectively in the t t h frame, which is the latest frame that satisfies the constraint in Eq. 1. And r i is equal to the ratio of the distance between P t h , P t bb to w t bb , if the t t h frame is in the window of T frames preceding it, where T is a pre-defined parameter to limit the effective range of the historical information.
Our usability study confirms that virtually all users can adapt automatically to using one finger to perform page flipping and pointand-click gestures. Most users can self-adjust to make their gestures clearly visible to the camera to achieve effective interactions.
CONCLUDING REMARKS
We have deployed Aristo as an augmented reality platform to support the vertical domains of education, training, and tourism. This paper uses one of the platform's launched applications, Vivepaper, as an example to illustrate our design considerations and parameter settings in marker tracking and gesture recognition. In addition to the Vivepaper deployment, Aristo has also been deployed for training novice workers. Instead of tracking a piece of 2D card stock, this training application tracks several 3D elongated cuboids each printed with 10 different fiducial markers (Figure 8(a) ). Each cuboid is rendered into a piece of real-world equipment or product part (an example is shown in Figure 8(b) ). Since the surface of each cuboid's face is much smaller than that of the card stock, Aristo cannot use the marker-grid scheme. To maintain high tracking accuracy, Aristo uses recent positions of a cuboid and the position of hand to estimate the new pose of the cuboid. Furthermore, to support the notion of "holding", Aristo must track finger positions on a cuboid and render their positions on the corresponding virtual object to provide visual feedback. We present detailed information on the extended version of this paper [46] .
We are currently embarking on three enhancements. First, we have been experimenting with a deep learning pipeline, CLKN [9] , to substantially enhance our tracking and segmentation subroutines. One main goal is to trim down the final model size to support at least 60fps on mobile phones. Second, we plan to experiment with RGB-D cameras to enhance tracking accuracy. Finally, we are developing prototypes with partners to integrate with a wide variety of physical objects (e.g., piano keyboards, product parts, and medical instruments) that can be recognized, tracked, and interacted with by users.
