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Abstrakt
Disertačńı práce se zabývá numerickým řešeńım eliptických okrajových úloh pro problémy
2D lineárńı elasticity. Využ́ıvá k řešeńı metodu fiktivńıch oblast́ı v kombinaci s efek-
tivńımi řešiči založených na diskrétńı Fourierove transformaci a rozložeńı oblast́ı po-
moćı metody Total-FETI. Zabývá se teoretickým zázemı́m těchto metod, představuje
dané řešiče a demonstruje jejich účinnost na modelových př́ıkladech. Hlavńım ćılem této
práce je rozš́ı̌reńı modifikovaného př́ıstupu metody fiktivńıch oblast́ı pro řešeńı okrajových
eliptických úloh pro problémy lineárńı elasticity a srovnáńı použit́ı obou řešič̊u. Tato
disertačńı práce je také základem článk̊u, prezentovaných na domáćıch a zahraničńıch
konferenćıch
Kĺıčová slova: Lineárńı elasticita, Eliptická okrajová úloha, Metoda fiktivńıch oblast́ı,
Sedlo-bodový systém, Redukce Schurova doplňku, Metoda nulového prostoru, Ortogonálńı
projektor, Diskrétńı Fourierova transformace, Rychlá Fourierova transformace, Total-
FETI rozložeńı oblast́ı
Abstract
The thesis deals with the numerical solution of elliptic boundary value problems for 2D lin-
ear elasticity using the fictitious domain method in combination with the effective solvers
based on the discrete Fourier transform or the Total-FETI domain decomposition. We
discuss the theoretical background of these methods, introduce resulting solvers, and
demonstrate their efficiency on a model benchmark. The main goals of this thesis are
the extension of the modified fictitious domain approach for solving elliptic boundary
value problems of linear elasticity and the comparison of two above mentioned solvers.
The thesis formed the basis of the papers, also presented during several domestic and
international conferences.
Keywords: Linear elasticity, Elliptic boundary value problem, Fictitious domain method,
Saddle-point system, Schur complement reduction, Null space method, Orthogonal pro-
jector, Discrete Fourier transform, Fast Fourier solver, Total-FETI domain decomposition
List of shortcuts and symbols
Ω – domain (0, 1) × (0, 1) with boundary ∂Ω
ΓD – part of boundary where the Dirichlet boundary condition is
prescribed
ΓN – part of boundary where the Neumann boundary condition is
prescribed
K, A – stiffness matrix
u – vector of displacement
o – zero vector
∇u – displacement gradient matrix
f – load vector
ImA – image of A
KerA – kernel of A
O – zero matrix
I – identity matrix
P, Q = I−P – conjugate projectors
Ωi – ith subdomain of Ω
λ – Lagrange multipliers
BG – matrix enforcing the continuity on subdomain interfaces and
the Dirichlet boundary conditions
R
n – n-dimensional real space
ω – real bounded domain with the Lipschitz continuity boundary
ε(u) – strain tensor
σ(u) – stress tensor
tr A – trace of A
θ, µ – the Lamé constants
υ – Poisson’s ratio
γ, ∂ω – smooth boundary of ω
γu, γp – different parts of γ
p – density of surface tractions
ν – unit outward normal vector
V , Q – Hilbert spaces
V ′, Q′ – dual spaces to V and Q
‖.‖V , ‖.‖Q – norms corresponding to V and Q
〈 , 〉V ′×V , 〈 , 〉Q′×Q – duality pairing between space and its dual space
Vh, Qh – finite dimensional subspaces of V and Q
L2(Ω) – space of square integrable functions on Ω
L2loc(Ω) – space of locally square integrable functions on Ω
H1(Ω) – space of functions which are square integrable on Ω as well as
their first derivatives in the sense of distributions
H10 (Ω) – subspace of functions from H
1(Ω) with zero trace on ∂Ω
H1per(Ω) – subspace of functions from H









0 – dual space to H
1/2
0 (ω)
RH – rectangulation of Ω
Ξ – Lipschitz domain with boundary Γ
δ – distance of Γ and γ
BΓ, Bγu – the Dirichlet trace matrices
CΓp – the Neumann trace matrix
uh, λH – finite element solutions
A† – general inverse of A
R – matrix whose columns form a basis of the kernel of A or K
λIm, λKer – particular solutions
Kk – kth Krylov subspace
X – discrete Fourier transform matrix
dk – kth eigenvalue
FT – the Fourier transform
DFT – Discrete Fourier Transform
FDM – Fictitious Domain Method
FETI – Finite Element Tearing and Interconnecting
LE problem – linear elasticity problem
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1 Introduction
This thesis is motivated by an effort to solve elliptic boundary value problems arising
in 2D linear elasticity using the fictitious domain method and the effective solvers based
on the discrete Fourier transform or the FETI domain decomposition. Fictitious domain
methods represent an efficient tool for the numerical solution of elliptic equations. The
key idea of such methods is as follows. A boundary value problem formulated in a domain
ω is replaced by a new one defined in a domain Ω having a simple shape (for example
a box) and domain ω is embedded into Ω. The new problem in Ω is defined so that its
solution restricted to ω matches the solution of the original problem. The domain Ω is
called a fictitious domain. The advantage of this approach is that we can use special finite
element partitions of Ω so that stiffness matrices have a particular structure which enable
us to solve the resulting systems of linear algebraic equations by fast methods.
A possible way to formulate the new problem is based on the use of Lagrange multi-
pliers. The imposed conditions on boundary γ of the original domain ω can be viewed as
a constraint. This constraint is enforced by Lagrange multipliers defined on γ. Thus the
new formulation in Ω involves two unknowns introduced as the primal variable u ∈ V and
the corresponding Lagrange multiplier (dual variable) λ ∈ Λ enforcing imposed bound-
ary conditions on γ which leads to the singularity of u concentrated on γ. To improve
the convergence rate a modified (smooth) approach was proposed [21]. Its main idea is
to move singularity away from γ. Therefore, we introduce a new auxiliary boundary Γ,
where the new controls are defined to enforce imposed boundary conditions on γ. The
solution to this new formulation still has a singularity in Ω, but now located on Γ instead
of γ. Unfortunately, this new formulation and its discretization may have more than one
solution in general.
In this thesis, we introduce two fast methods for finding a pair (u,λ) ∈ R2n×R2m that
solves a linear system of algebraic equations resulting from the finite element discretization















where the (2n × 2n) diagonal block A is singular, the (2m × 2n) off-diagonal blocks BΓ,
Bγ are highly sparse, they have full row-ranks and the vectors f and g are of order 2n and
2m, respectively. Because of structural partition of domain Ω, the action of a generalized
inverse A† is “cheap”and the null-space of A can be easily identified [17].
There are several basic approaches for solving the saddle-point system (1.1). Due to
the structure of matrices we focus on the class of methods based on the Schur complement
reduction. The main idea is to eliminate the first component u of the pair (u,λ). Because
the stiffness matrix A is singular, u cannot be completely eliminated from (1.1). Thus the
Schur complement reduction leads to another reduced saddle-point system in terms of λ
and a new unknown α, which corresponds to the null-space of A.
As was already mentioned, to find a solution we use the modified fictitious domain
method and its formulation of a given problem, and therefore matrices BΓ and Bγ are
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determined by the geometries of Γ and γ, respectively, and they are highly sparse andBΓ 6=
Bγ . Since the system (1.1) is non-symmetric, also the reduced system has two different
off-diagonal blocks G1 and G2. Therefore, two orthogonal projectors on the respective
null-spaces of G1 and G2 are defined. The resulting system is solved by the projected
biorthogonal conjugate gradient method for non-symmetric operators with preconditioning
(projBiCGSTAB) [21]. To increase the efficiency of the solving method, we use two types
of solvers.
The first solver introduced in this thesis for the solution of systems Ax = b with
positive semidefinite matrixA appearing in each iteration is based on the Fourier transform
(FT). We use the discrete Fourier transform (DFT) for the spectral decomposition of the
stiffness matrix A and then we can easily evaluate the action of a generalized inverse to
A on a vector by the fast Fourier transform without storing A [31, 37, 29].
The alternative solver which is also introduced and tested is based on the Total-FETI
domain decomposition [7, 39, 40]. The main idea is to decompose the fictitious domain Ω
containing the original domain ω into non-overlapping subdomains and find a solution in
parallel.
The thesis has two main goals. The extension of the modified smooth fictitious do-
main approach for solving elliptic boundary value problems to linear elasticity and the
comparison of the two above mentioned solvers based on the Discrete Fourier transform
and the FETI domain decomposition method, respectively.
The thesis is organized as follows. In Chapter 2, we describe the most important points
of theory of the linear elasticity and introduce the formulation of the linear elasticity
problem. Chapter 3 presents basics of the fictitious domain method. We mention the
theoretical background of the fictitious domain method and introduce the classical and
modified fictitious domain formulations of the original linear elasticity problem. In Chapter
4, we explain in detail the use of the method based on the Schur complement reduction in
combination with the null-space method to solve a given generalized saddle-point system.
Chapter 5 is concerned with the Krylov subspace method that is used to find a solution
pair (u,λ) and with an algorithmic summarization of the solving procedure of finding
a solution. Chapter 6 deals with details of the solver based on the Fourier transform,
followed with the numerical experiments. Chapter 7 describes the domain decomposition
method in general, and shows details of the use of the Total-FETI domain decomposition
method to solve a given linear elasticity problem. Also, we present the numerical results




Elasticity is an important mathematical discipline that deals with determination of the
stress, strain, and displacement distribution in an elastic solid under load of external forces.
We assume the linear and small-deformation theory under the formulation establishes a
mathematical model that allows solutions to problems that have interesting applications
in many engineering and scientific branches. Civil engineering applications belong to the
most important fields of study including contributions to stress and deflection analysis of
structures as rods, beams, and plates. The other important applications can be found
in geomechanics involving the stresses in materials as rock, concrete, and soil. As next,
the linear elasticity is used in mechanical engineering for example to determine the stress
fields in crystalline solids, in materials with microstructure and around dislocations. There
exists much more applications as in aerospace industry, etc.
The definition of the elastic force-deformation relation was first proposed by Robert
Hooke in 1678. However, the major formulation of the mathematical theory of elasticity
began to developed later in 19th century. In 1821, Navier presented his study of the gen-
eral equations of equilibrium, and he was followed by Cauchy who investigated the basic
elasticity equations and developed the notation of stress at a point. Belong the other
scientists and mathematicians which studied problems of the elasticity and continued in
development of the theory are, for example, Poisson, Lamé, Green, Timoshenko, Kolosoff,
and others. During the war period the research in elasticity had a great progress and it
brought a large amount of analytical solutions to specific problems of engineering interest.
In 70s and 80s of 20th century, numerical methods brought finite and boundary element
theories to solve the elasticity problem. Also, during this period the focus of elasticity
applications has been moved to anisotropic materials for applications to composites.
The elasticity theory establishes a mathematical model of the deformation problem
and this requires mathematical knowledge to understand the formulation and solution
procedures. There are various techniques which can be used to solve equations arising in
solving of the linear elasticity problems as Fourier methods, variational calculus, integral
transforms, finite elements methods, fictitious domain methods, FETI domain decompo-
sition methods, etc. We focus on solving the linear elasticity problems by the fictitious
domain method together with the Fourier and FETI based methods. Particular steps of
these procedures are introduced and explained in detail in the following chapters.
Let us explain the application of the linear elasticity theory on the behavior of the steel
under the effect of forces that stretch the material. In Fig. 2.1, we can see a deformation
(stress-strain) curve of steel. It is obvious that the deformation curve of the other materials
can be different, but the behavior of the steel is taken as typical. The first part of the
curve is linear to the point σa - limit of proportionality, after exceeding this point, the
strain ε becomes non-linear to the stress σ. The point σb is called an elastic limit. Till
this point, the deformation of the material is elastic. It means that after releasing the
load, the material is returned to its original state. Usually it holds that σb ≥ σa. The
next important point is a yield strength σc, when the relative strain increases, without
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increasing the normal stress (the material becomes longer without bigger strain - creep of
the material, the physical properties of the material are changed). The last point σd is







Figure 2.1: Deformation curve
The elastic region is a portion of the curve σ ≤ σb where the material returns to its
original shape if the load is removed. Theory of linear elasticity deals with the study of
elastic deformations. On the other hand, we call the plastic region of that part of curve,
σ > σb, where some permanent deformation will occur, even if the load is removed. This
region is under the study of theory of plasticity.
Before we formulate given linear elasticity problem, we mention some basic concepts of
the theory of two-dimensional linear elasticity. Practical situations in three dimensions can
be often reduced to two-dimensional cases exploiting the symmetry, etc. Let us consider a
two-dimensional elastic body which is represented by a bounded domain ω ⊂ R2 subjected
to internal and external forces. Because of these forces, the given body is deformed, which
means that a point x = (x1, x2) of the undeformed body becomes a point y = (y1, y2) of
the deformed body, where y can by written as y = x + u(x), with u = (u1, u2) denoting
the vector of displacement, see Fig. 2.2.
x
x'




Figure 2.2: Deformation of body ω
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As follows, it is necessary to introduce and define basic operators that appear in
equilibrium equations of the linear elasticity problem.






where ε is the strain tensor, and ∇u is the displacement gradient matrix and (∇u)T is its

































Similarly, the stresses can be characterized by the symmetric stress tensor σ(u). In the






















In the case of linear elasticity the stress tensor is related to the strain tensor by the
linearized Hooke’s law for homogeneous isotropic materials, written as:
σ(u) = θ tr(ε(u))I + 2µ ε(u) in ω,
where “tr(·)”is the trace of matrix (see Definition 2.1), I ∈ R2×2 is the identity matrix,
and θ, µ > 0 are the Lamé constants defined as follows:
θ =
Eυ





Here, E > 0 is the Young modulus and υ ∈ (0, 1/2) is Poisson’s ratio.






where A ∈ Rn×n and aij is the entry of matrix A in the i-th row and the j-th column.







































More details about definition and derivation of the concepts arising in the linear elas-
ticity theory can be found in many papers and books, e.g., by authors Nečas and Hlaváček
[41] or Saad [43].
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2.1 Formulation of a linear elasticity problem
In the previous chapter, we introduced basic linear elasticity concepts together with the
equilibrium equation and the most important relations between stress, strain, and external
forces which involve the deformation of the given body. According to these observations
we can formulate the linear elasticity problem.
We consider elastic body which is represented by a domain ω ⊂ R2 with smooth
boundary γ. This boundary is devided into two disjoint parts γu and γp, where γ = γu∪γp,
see Fig. 2.3. On these two parts of γ we have prescribed different conditions. The
zero displacement is imposed on γu while surface tractions of density p ∈ (L
2(γp))
2 are
prescribed on γp. We finally prescribe the interior forces of density f ∈ (L
2(ω))2.
Now we can formulate equilibrium equation together with the Dirichlet and Neumann
boundary conditions:
−divσ(u) = f in ω,
u = o on γu,





where σ(u) is the stress tensor, ν = (ν1, ν2) is the unit outward normal vector to γ, and





Figure 2.3: Elastic body ω




















































































Above, we formulated the linear elasticity problem and, in the following chapter, we
introduce a method which is used to solve it efficiently. This method is based on the use
of a fictitious domain containing the elastic body ω.
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3 Fictitious domain method
The fictitious domain method represents an efficient tool for the numerical solution of
complicated problems arising in physics and industry. The main reason for its popularity
is that it allows us to transform the original problem defined in a domain ω with a possibly
complicated geometry to a new one solved in a simple shape domain Ω containing the
original domain ω. The advantage of the fictitious domain method (sometimes called also
an imbedding method) is that we can use fairly structured meshes in Ω allowing to apply
fast effective solvers for the numerical solution of the resulting algebraic system and special
preconditioning techniques. There are several ways how to associate the new problem in
Ω with the original one defined in ω. For example, we can use the Lagrange multipliers or
penalty technique, optimal control approach, etc. In this thesis, we focus on explaining the
basics of the fictitious domain method based on Lagrange multipliers (or control variables
in non-symmetric variants) to enforce boundary conditions imposed on the boundary of
the original domain. At first we introduce a general principle of the fictitious domain
method for solving an abstract boundary value problem. Then we apply the method to a
simple problem to see the method in more detail and after that we focus our attention on
the use of the fictitious domain method for solving a given linear elasticity problem.
Let ω be a bounded domain in Rd, d = 2, 3, with the Lipchitz boundary ∂ω. On this
domain we define an elliptic boundary value problem




where A is an elliptic partial differential operator of the 2nd order, u ∈ V (ω) is a solution
of (P ), and f ∈ V ′(ω), where V (ω) is a Hilbert space and V ′(ω) its dual space. It was
already mentioned that the main idea of the fictitious domain method is to embed the real
domain of our original problem with possibly complicated geometry ω into a new simple
shaped domain Ω (for example rectangle or box) called a fictitious domain, see Fig. 3.1. It
follows that the original problem (P ) is reformulated to a new one defined in the fictitious
domain Ω as




where Â is an elliptic partial differential operator of the 2nd order similar to A, û ∈ V (Ω)
is a solution of (P̂ ), and f̂ ∈ V ′(Ω) is a suitable extension of f from the original domain
ω to the fictitious domain Ω. This new problem (P̂ ) is chosen so that the solution û
restricted to the original domain ω is equal to the solution u of the original problem (P ).
3.1 Abstract theory of mixed variational formulation for symmetric case
The fictitious domain formulation, which uses Lagrange multipliers to enforce bound-
ary conditions on the original boundary of the domain ω, leads to a mixed variational
formulation. Therefore, we introduce an abstract mixed variational formulation and its
approximation together with the most important results of existence, uniqueness, and







Figure 3.1: Fictitious domain Ω
Let V and Q be Hilbert spaces and ‖.‖V , ‖.‖Q be the corresponding norms. Let V
′
and Q′ be their dual spaces and 〈 , 〉V ′×V and 〈 , 〉Q′×Q stand for duality pairings between
V ′ and V and Q′ and Q, respectively. Also we introduce two bounded bilinear forms
a : V × V → R and b : V ×Q→ R, respectively, i.e.:
∃M > 0 : |a(u, v)| ≤M‖u‖V ‖v‖V ∀u, v ∈ V, (3.1)
∃m > 0 : |b(v, q)| ≤ m‖v‖V ‖q‖Q ∀(v, q) ∈ V ×Q, (3.2)
and, finally, let f ∈ V ′ and g ∈ Q′ be given.
Then the mixed variational formulation reads as follows:
Find (u, λ) ∈ V ×Q such that
a(u, v) + b(v, λ) = 〈f, v〉V ′×V ∀v ∈ V,





To ensure the existence and uniqueness of the solution (u, λ) of problem (P̂a) for any
(f, g) ∈ V ′ ×Q′ it is sufficient to satisfy the following assumptions:
∃α > 0 : a(v, v) ≥ α‖v‖2V ∀v ∈ V, (3.3)





≥ β‖q‖Q ∀q ∈ Q. (3.4)
Theorem 3.1. Let conditions (3.1)-(3.4) be satisfied, then (P̂a) has a unique solution
(u, λ) for any (f, g) ∈ V ′ ×Q′.
Proof: See [3]. 
The discretization of (P̂a) is based on the finite element method, where spaces V and Q
are replaced by their finite dimensional subspaces Vh and Qh. We can reformulate problem
(P̂a) as:
Find (uh, λh) ∈ Vh ×Qh such that
a(uh, vh) + b(vh, λh) = 〈f, vh〉V ′×V ∀vh ∈ Vh,






The existence and the uniqueness of the solution (ûh, λh) of problem (P̂a)h is guaran-
teed by the following assumption (the so-called stability condition):
[b(vh, qh) = 0 ∀vh ∈ Vh] =⇒ qh = 0. (3.5)
To ensure the convergence of the solution of (P̂a)h to (P̂a), h → 0+, we need a stronger
assumption as the fulfillment of Ladyzenska-Babuska-Brezzi (LBB)-condition:





≥ β0‖qh‖Q ∀qh ∈ Qh, ∀h→ 0+, (3.6)
where β0 > 0 is independent of h, i.e., the constant βh from the discrete version of (3.4)
is bounded from below by the constant β0.
Theorem 3.2. Let conditions (3.1)-(3.4) and (3.6) be satisfied. Also, we assume that
systems {Vh} and {Qh}, h→ 0+, are dense in V and Q, respectively. Then the sequence
of solutions {(uh, λh)} of (P̂a)h converges to the solution (u, λ) of problem (P̂a):
uh → u inV,
λh → λ inQ,h→ 0+,
and the following inequality holds:
‖u− uh‖V + ‖λ− λh‖Q ≤ C{ inf
vh∈Vh
‖u− vh‖V + inf
εh∈Qh
‖λ− εh‖Q},
where the constant C > 0 is independent of h. [27]





j=1, dimVh = n, dimQh = m, be systems of basis functions



















j=1, respectively. Elements of the matrices A ∈ R
n×n and
B ∈ Rm×n are defined as follows:
aij = a(ϕj , ϕi), i, j = 1, . . . , n,
bkj = b(ϕj , ψk), j = 1, . . . , n; k = 1, . . . ,m.
Before we focus on solving linear elasticity problems by the fictitious domain method,
we use the results from this chapter to introduce a fictitious domain approach for a non-
homogeneous Poisson boundary value problem. It is an easier example to explain details
of classical (non-smooth) and modified (smooth) fictitious domain approaches which are
used later to solve a given linear elasticity problem.
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3.2 Poisson boundary value problem and FDM
In this section, we illustrate the use of the fictitious domain method for solving a non-
homogenous Poisson problem in 2D. Many derivations was done only for Poisson boundary
value problem [1, 3, 15], but can be generalized for problems arising in linear elasticity.
We shall consider a non-homogenous Poisson boundary value problem on a bounded
domain ω ⊂ R2 with a Lipschitz continuous boundary γ:
−∆u = f in ω,
u = g on γ,
}
(P (ω))′
where f ∈ L2loc(R
2) and g ∈ H1/2(γ) are given. The weak formulation of (P (ω))′ is given
by
Find u ∈ H1(ω) such that u = g on γ and
∫
ω
∇u · ∇v dω =
∫
ω






H10 (ω) = {v ∈ H
1(ω)|v = 0 on ∂ω}.
For solving this weak formulation (P (ω)) we use the fictitious domain method based
on Lagrange multipliers defined on the boundary γ to enforce boundary conditions on
boundary γ.
Further we denote
H1/2(∂ω) = {ϕ ∈ L2(∂ω)|∃v ∈ H1(ω) : ϕ = v on ∂ω}






and H−1/2(∂ω) is the corresponding dual space. Let Ω be a rectangular fictitious domain















f̃v dΩ− 〈µ, v〉,
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where f̃ ∈ L2(Ω) is an extension of f from ω to Ω, the symbol 〈·, ·〉 denotes duality
between spaces Λ := H−1/2(∂ω) and H1/2(∂ω), and V is a closed subspace of H1(Ω).
Typical choices of the space V are: H1(Ω), H10 (Ω) or
H1per(Ω) = {v ∈ H
1(Ω)|v is periodic on ∂Ω}.
In this section, we use V = H10 (Ω), where
H10 (Ω) = {v ∈ H
1(Ω)|v = 0 on ∂Ω}. (3.8)
Now we introduce the space Λ of Lagrange multipliers to satisfy the condition that û|ω
solves (P (ω)) and, instead of (P (ω)), we consider the following variational problem:
Find (û, λ) ∈ V × Λ such that
∫
Ω
∇û · ∇v dΩ =
∫
Ω
f̃v dΩ + 〈λ, v〉 ∀v ∈ V,









The existence and the uniqueness of the solution to (P (Ω)) is given by Theorem 3.1. with
a special choice of data:
V = H10 (Ω), Λ = H
−1/2(∂ω), a(u, v) =
∫
Ω
∇u · ∇v dΩ,
b(v, λ) = −〈λ, v〉, 〈f, v〉V ′×V =
∫
Ω
f̃v dΩ, v ∈ V, q ∈ Λ.
Problem (P (Ω)) can be interpreted as a deflection of a membrane fixed on a frame
given by ∂Ω and loaded by a force of density f̃ . Finally, û represents its deflection. La-
grange multipliers play the role of forces concentrated on the boundary ∂ω enforcing the
imposed Dirichlet boundary conditions.
For approximation of variational problem (P (Ω)) we use the mixed finite element
method. We replace spaces V and Λ by their finite dimensional subspaces Vh and ΛH ,
respectively. Let Rh be a uniform rectangulation of Ω, i.e., Ω is divided into squares with
step h. This partition enables us to use efficient solvers to find solution of a given problem.
For a given Rh we construct space
Vh = {vh ∈ C(Ω)| vh|R ∈ Q1(R) ∀R ∈ Rh, vh = 0 on ∂Ω},
i.e., Vh contains all continuous, piecewise bilinear functions vanishing on the boundary
∂Ω. Boundary ∂ω can be written as ∂ω = RH = ∪
m
i=1Si, where Si are parts of boundary
∂ω not necessarily of the same length, but 3h ≤ |Sk| ≤ Lh, where L ≥ 3 is fixed and |Sk|
denotes the length of Sk. Let H = max|Sk| and RH be the corresponding partition of ∂ω.
Now we can define the discrete space
ΛH = {µH ∈ L
2(∂ω)| µH|S ∈ P0(S) ∀S ∈ RH},
i.e., ΛH is the space of piecewise constant functions on RH .
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The discrete version of (P (Ω)) reads as follows:
Find (ûh, λH) ∈ Vh × ΛH such that
∫
Ω
∇ûh · ∇vh dΩ =
∫
Ω
f̃vh dΩ + 〈λH , vh〉 ∀vh ∈ Vh,









To ensure the existence and uniqueness of the solution of (P (Ω))Hh we need the stability
condition (3.5) in the form
[〈µH , vh〉 = 0 ∀vh ∈ VH ] =⇒ µH = 0.
This condition is satisfied if the ratio H/h is sufficiently large, for more details see [15].








≥ β0‖µh‖−1/2,∂ω ∀µh ∈ ΛH
is also satisfied for any β0 > 0 independent of h andH. It is known that the LBB-condition
ensures convergence of the solution of problem (P (Ω))Hh to the solution of problem (P (Ω))
for h,H → 0+. The following theorem introduces order of the convergence of the sequence
{(ûh, λH)} to (û, λ). The proof is shown also in [15].
Theorem 3.3. Let 3 ≤ H/h ≤ L. Then
‖û− ûh‖1,Ω + ‖λ− λH‖−1/2,∂ω = O(h
1/2−ǫ), h→ 0+
for each ǫ > 0, assuming that û|ω ∈ H
2(ω) and û|Ξ ∈ H
2(Ξ).
The error estimate mentioned above is not optimal, because the solution û is not gen-
erally smooth over the whole fictitious domain Ω and therefore we can expect only that
û ∈ H3/2−ǫ(Ω) for arbitrary small ǫ > 0. It also follows that the sequence {λH} converges
to λ = [∂û∂ν ]∂ω (jump of the normal derivative
∂û
∂ν on ∂ω) only in the norm H
−1/2(∂ω).
The discrete algebraic form of (P (Ω))Hh leads to the algebraic system (3.7), where A
represents the stiffness matrix, f is a load vector, g corresponds to the Dirichlet conditions
imposed on the boundary ∂ω, and u, λ are vectors of nodal values of ûh and −λH ,
respectively.
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g ds, Sk ∈ RH , k = 1, . . . ,m; m = dimΛH ,
where {ϕi}
n
i=1 are basis functions of Vh. To solve the above mentioned integrals we can
use a technique of numerical integration.
The information about geometry of the real domain ω is contained only in the trans-
formation matrix B (or in the load vector f), but not in the stiffness matrix A.
Any fictitious domain formulation extends the original problem defined in a domain
ω to a new fictitious domain Ω with a simple geometry, which contains ω. We can use
structured meshes in Ω ensuring favorable properties of the stiffness matrix represented
by A in (3.7). On the other hand, the method brings some complication. We have to
compute and store information concerning the actual geometry, we have more unknowns,
also there are problems with local refinements and low regularity. We consider the original
boundary conditions as a constraint. In classical approach, a class of fictitious domain
methods enforces this constraint by Lagrange multipliers defined on the boundary γ of
the original domain ω. Therefore, the fictitious domain solution has a singularity on γ









Figure 3.4: No singularity on γ
To remove the above drawback, the authors propose a new approach [21], in which the
singularity is moved away from the boundary γ. This modification is based on introduction
a new control variable instead of the Lagrange multiplier defined on the other auxiliary
boundary Γ located outside of the domain ω, see Fig. 3.5. The boundary Γ satisfies the








Figure 3.5: Modified FDM
condition on γ. Because the singularity is moved from ω, the solution is smoother in ω.
See Figs. 3.3 and 3.4.
Let us explain above mentioned modified fictitious domain approach in more details.
We shall consider Dirichlet boundary value problem (P (ω))′ together with its weak for-
mulation (P (ω)). Let Ξ ⊃ ω be another Lipschitz domain with the boundary Γ such that
δ = dist(Γ, γ) > 0. Finally, Ω ⊃ Ξ denotes the fictitious domain, see Fig. 3.5. Instead of
(P (ω)) we propose to solve an extended problem




∇û · ∇v dΩ =
∫
Ω
fv dΩ + 〈λ, v〉Γ ∀v ∈ H
1
0 (Ω),










where 〈 , 〉Γ and 〈 , 〉γ stand for the duality pairings between H
−1/2(Γ) and H1/2(Γ) and
H−1/2(γ) and H1/2(γ), respectively.
If we suppose that problem (P̂ (Ω)) has a solution (û, λ), then we can also see that the
solution (û, λ) satisfies the following partial differential equations:
−∆û = f in Ξ ∪ (Ω\Ξ̄),
û = g on γ,
û = 0 on ∂Ω,
[∂û∂ν ]Γ = λ on Γ,
where [∂û∂ν ]Γ denotes the jump of the normal derivative
∂û
∂ν across Γ. We have that û|ω
solves the original problem (P (ω)).
Let us compare (P̂ (Ω)) with the classical fictitious domain formulation (P (Ω)) with
boundary Lagrange multipliers on γ. For this comparison we denote (û, λ) := (ŵ, χ)
in (P (Ω)). The second component χ in (P (Ω)) plays the role of a Lagrange multiplier
releasing the constraint ŵ = g on γ. On the other hand, λ in (P̂ (Ω)) can be viewed as a
control variable on Γ forcing û to match g on γ. Suppose that Γ and γ are smooth enough
so that û|Ξ ∈ H
2(Ξ), û|Ω\Ξ ∈ H
2(Ω \ Ξ) if û solves (P̂ (Ω)) and, similarly, ŵ|ω ∈ H
2(ω),
ŵ|Ω\ω ∈ H
2(Ω \ ω) for ŵ solving (P (Ω)). In both cases, however, û, ŵ ∈ H3/2−ǫ(Ω) for
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any ǫ > 0 due to a general non-zero jump of ∂û∂ν and
∂ŵ
∂ν across Γ and γ, respectively. Since
the singularity of û solving (P̂ (Ω)) is located on Γ, which has a positive distance from γ,
one can expect that the new variant of the fictitious domain approach will increase the
convergence rate of approximate solution in ω.
The question under which conditions (P̂ (Ω)) has a solution is closely related to the
following controllability type problem. We consider for each λ ∈ H−1/2(Γ) the following
elliptic problem:
Find û := û(λ) ∈ H10 (Ω) such that
∫
Ω
∇û · ∇v dΩ =
∫
Ω





Since (P̂ (λ)) has a unique solution for every λ ∈ H−1/2(Γ), we can define a linear mapping
Φ : H−1/2(Γ) 7→ H1/2(γ) by
Φ(λ) = û(λ)|γ ∀λ ∈ H
−1/2(Γ), (3.9)
where û(λ) solves (P̂ (λ)).
Theorem 3.4. The range Φ(H−1/2(Γ)) is dense in H1/2(γ).
Proof: See [21]. 
Thus the problem (P̂ (Ω)) has a solution provided that g ∈ Φ(H−1/2(Γ)). In addition,
û|ω is uniquely defined and solves (P (ω)). If g /∈ Φ(H
−1/2(Γ)), then for every ǫ > 0 we
can find a g̃ ∈ Φ(H−1/2(Γ)) such that
‖g − g̃‖1/2,γ ≤ ǫ.
Denote by ŵ a solution of (P̂ (Ω)) with g := g̃. Then there exists a constant c > 0 such
that
‖û− ŵ‖1,ω ≤ c‖g − g̃‖1/2,γ ≤ cǫ,
i.e., ŵ|ω is a good approximation of the original problem (P (ω))
′, too.
In the computations which will be presented later, the space H10 (Ω) will be replaced
by H1per(Ω), which is the space of periodic functions from H
1(Ω). Then the approximate
controllability result of Theorem 3.4. remains true with the following modifications. Let
Λf (Γ) = {λ ∈ H
−1/2(Γ)| 〈λ, 1〉Γ +
∫
Ω









If λ ∈ Λf (Γ), then (3.13) has a solution û(λ) determined up to an arbitrary constant. To
choose a unique solution we require that û(λ)|γ ∈ (H
1/2
0 (γ))
2. This enables us to consider
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the mapping Φ, defined by (3.9) as a mapping from Λf (Γ) into (H
1/2
0 (γ))
2. Then using the
same approach as in Theorem 3.4. can be shown that Φ(Λf (Γ))









−1/2(γ), ΛΓH ⊂ H
−1/2(Γ), h,H > 0 be finite dimensional




H = m. A
discretization of (P̂ (Ω)) results in the following problem:





∇ûh · ∇vh dΩ =
∫
Ω
fvh dΩ + 〈λH , vh〉Γ ∀vh ∈ Vh,
















and similarly for 〈 , 〉γ .
The discrete algebraic form of (P̂ (Ω)) is based on the mixed finite element method and
leads to the following generalized algebraic saddle point system:






















µΓi ϕj dΓ, bγ,ij =
∫
γ
µγi ϕj dγ, i = 1, . . . ,m, j = 1, . . . , n,




fϕj dΩ and gi =
∫
γ
gµγi dγ, j = 1, . . . , n, i = 1, . . . ,m,










i=1 are basis functions of
Vh, Λ
Γ
H , and Λ
γ
h, respectively.
3.3 Linear elasticity problem solved using FDM
In this section, we apply the above described fictitious domain method to solve the linear
elasticity problem introduced in the second chapter. To find the solution of a given problem
we use the modified fictitious domain approach.








Then the weak formulation of (2.1) reads as follows:













σ(u) : ε(v) dω
and (·, ·)γp is the scalar product in (L
2(γp))
2. The product σ : ε is prescribed as





For solving this weak formulation (3.11) we use the modified fictitious domain method
mentioned above. We define the fictitious domain Ω such that ω ⊂ Ω and auxiliary
boundary Γ surrounding the original domain ω to get a smoother solution of the original








Figure 3.6: Modified FDM for LE prob-
lem
Also, we define the space
V (Ω) = (H10 (Ω))
2,
where H10 (Ω) is defined by (3.8).
Now we can introduce a modified fictitious domain formulation of the original linear
elasticity problem, which is given as:
Find (û,λ) ∈ V (Ω)× Λ(Γ) such that
aΩ(û,v) + 〈v,λ〉Γ =
∫
Ω
f · v dΩ ∀v ∈ V (Ω),
〈µu, û〉γu = o ∀µu ∈ Λ(γu),













where Λ(Γ) = (H−1/2(Γ))2, Λ(γu) = (H
−1/2(γu))
2, Λ(γp) = (H
−1/2(γp))
2 and 〈 , 〉γu , and





H−1/2(γp), respectively. Finally, aΩ : V (Ω)× V (Ω)→ R and 〈v,λ〉Γ : V (Ω)× Λ(Γ)→ R
are two bounded bilinear forms. Here, the second component λ can be viewed as a
control variable working on Γ to enforce the boundary conditions imposed on the original
boundary.
If we suppose that problem (3.12) has a solution (û,λ), then we can also see that the
solution (û,λ) satisfies the following problem and boundary conditions
−divσ(û) = f in Ξ ∪ (Ω\Ξ̄),
û = o on γu,
σ(û)ν = p on γp,
û = o on ∂Ω,
[σ(û)ν]Γ = λ on Γ,
where [ ]Γ denotes the jump across Γ. We realize that û|ω solves the original problem (2.1).
Let us consider for each λ ∈ (H−1/2(Γ))2 the elliptic problem
Find û(λ) ∈ (H10 (Ω))
2 such that
aΩ(û,v) + 〈v,λ〉Γ =
∫
Ω





Then the conditions for the solution of (3.12) are related to problem (3.13). Since this
problem has a unique solution for every λ ∈ (H−1/2(Γ))2, we can define a linear mapping
Φ : (H−1/2(Γ))2 7→ (H1/2(γ))2 by
Φ(λ) = û(λ)|γ ∀λ ∈ (H
−1/2(Γ))2,
where û(λ) solves (3.13) and get the equivalent controlability result as in Theorem 3.4.
Let Vh ⊂ (H
1
0 (Ω))






2, ΛΓH ⊂ (H
−1/2(Γ))2,
h,H > 0 be finite dimensional subspaces of the indicated spaces. Let dimΛγuH = 2mu,
dimΛ
γp
H = 2mp, and dimΛ
Γ
H = 2m, where
mu +mp = m.
When we have finite dimensional subspaces, we can discretize variational problem (3.12)
and reformulate it into the following one:
Find (ûh,λH) ∈ Vh × Λ
Γ
H such that
aΩ(ûh,vh) + 〈λH ,vh〉Γ =
∫
Ω
f · vh dΩ ∀vh ∈ Vh,




























λH · vh dΓ,
23
and similarly for 〈 , 〉γu and 〈 , 〉γp .
The theoretical results (existence, uniqueness) are equivalent to the results of the
previous section.
The discrete algebraic form of (3.14) is based on the mixed finite element method and
leads to the following generalized algebraic saddle point system:




























whereA ∈ R2n×2n is a stiffness matrix, BΓ ∈ R
2m×2n and Bγu ∈ R
2mu×2n are the Dirichlet




µΓi ϕj dΓ, bγu,kj =
∫
γu
µγuk ϕj dγ, i = 1, . . . , 2m, j = 1, . . . , 2n, k = 1, . . . , 2mu.
The matrix Cγp ∈ R
2mp×2n is the Neumann trace matrix (i.e. Cγpu represents the trace






















ds, suppϕj ∩ Si 6= ∅,
where Si are parts of boundary ∂ω. Similarly we define C12(i, j), C21(i, j), C22(i, j) ac-
cording to the block structure in (2.3).
















f1ϕj dΩ, f2j =
∫
Ω












l dγ l = 1, . . . ,mp,



















H , and Λ
γp
H , respectively.
The saddle point system is also called equilibrium equations or especially in the opti-
mization literature “KKT system”, from the Karush-Kuhn-Tucker constraint qualification.
For solving non-symmetric algebraic saddle-point system (3.15) we use the algorithm
based on combination of the projected Schur complement method together with the null-
space method. We show more details in the following chapter.
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4 The Schur complement reduction and the null-space method
Before we start to explain details of the solving procedure based on the Schur complement














where the stiffness matrix A ∈ R2n×2n is singular, matrices BΓ ∈ R




T ∈ R2m×2n are determined by the geometries of Γ and γ, respectively, and
by the imposed boundary conditions, they have full row-ranks and also they are highly
sparse. Morever, f ∈ R2n and g = (oT ,pT )T ∈ R2m. Since BΓ 6= Bγ , system (4.1) is
non-symmetric, with n large and m much smaller than n with the defect l = 2n− rankA,
much smaller than m.
Remark 4.1. Let the matrix A be square. If there is a matrix B satisfying
AB = BA = I,
where I is an identity matrix, then the matrix B is the inverse matrix to A and can be
written as B = A−1. If this inversion exists, then the matrix A is non-singular. In the
opposite case, the matrix A is called singular.
We can solve algebraic system (4.1) with several approaches, but due to the structure
of our matrices, we focus on solving methods based on the Schur complement reduction.
The main idea of these methods is an elimination of the first component u of the solution
pair (u,λ). If the stiffness matrix A is non-singular, the elimination leads to a reduced
system for the second unknown λ, as
BγA
−1BTΓλ = BγA
−1f − g, (4.2)
where S = −BγA
−1BTΓ is the Schur complement to A. After we compute λ by (4.2), we
obtain u from
Au = f −BTΓλ,
so
u = A−1(f −BTΓλ).
WhenA is singular, the first component u from (4.1) cannot be completely eliminated.
To solve this problem, we use the projected Schur complement method presented in [21].
It combines the Schur complement reduction with the null-space method implemented by
orthogonal projectors. It follows that the Schur complement reduction leads to another
algebraic system with two unknowns: the first unknown λ from the previous saddle point
system and a new unknown α, which corresponds to the null-space of A.
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Remark 4.2. Let us recall the definition of the null-space (kernel) and the range-space
(image) of an (mc × nc) matrix C on the space V ⊂ R
nc :
Ker(C|V ) := {v ∈ V : Cv = o},
Im(C|V ) := {µ ∈ Rmc : µ = Cv,v ∈ V }.
Let us also mention that Ker(CT ) is the orthogonal complement of Im(C) in Rmc , espe-
cially, if v⊥Ker(CT ), there is a vector w ∈ Rnc such that v = Cw.
We suppose that the saddle-point system (4.1) has a unique solution that is guaranteed
by the following necessary and sufficient conditions [21]:
Ker(BTΓ ) = {o}, (4.3)
Ker(A) ∩Ker(Bγ) = {o}, (4.4)
Ker(A|Ker(Bγ)) ∩Ker(B
T
Γ ) = {o}. (4.5)
As next, we denote
l = 2n− rankA = dimKer(A),
as a defect of A, 1 ≤ l ≪ m in our case. Thus we define (2n× l) matrix R whose columns
span the null-space Ker(A) of A, i.e.
AR = O.
Definition 4.1. Let matrix A ∈ RmA×nA be given. Then A† is a general inverse to A,
iff
A = AA†A.








Theorem 4.1. The Schur complement S is invertible iff conditions (4.3) - (4.5) are sat-
isfied.
Proof: See [21]. 
Remark 4.3. Any symmetric positive semi-definite matrixA ∈ RmA×nA can be factorized
into a product LDLT with a non-singular lower triangular matrix L and a diagonal matrix
D = diag(d1, . . . , dnA). Let us define D




i = 1/di if di 6= 0
and d†i = 0 if di = 0, i = 1, . . . , nA. It can be verified that A
† = (LT )−1D†(L)−1 is
symmetric positive semi-definite and satisfies
A = AA†A.
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Other very efficient strategies of computing generalized inverses were published in [4, 30].
Now we can formulate a new algebraic system with unknowns (λ,α). It follows that















and the first unknown u of algebraic system (4.1) is given by
u = A†(f −BTΓλ) +Rα. (4.6)
















†BTΓ , G1 := −R
TBTγ , G2 := −R
TBTΓ ,
d := BγA
†f − g e := −RT f .
When we compare sizes of algebraic systems (4.1) and (4.7), we see that the size of
the first system is much larger than the size of the second one. Algebraic system (4.7) can
be solved again by the Schur complement reduction or more efficiently by the null-space
method using orthogonal projectors. We can construct these projectors from non-diagonal
blocksG1 andG2. More precisely, we define two orthogonal projectors onto the null-spaces
of G1 and G2.
Before we explain the use of these projectors, we briefly mention the definition of the
orthogonal projector onto particular space.
Remark 4.4. Let G ∈ RmG×nG , mG < nG, be a matrix with full row-rank. The linear
operator
P : RnG → Ker(G)
is an orthogonal projector onto Ker(G) if it satisfies these two conditions:
(i) Px = x ∀x ∈ Ker(G),
(ii) (x−Px,y) = o ∀x ∈ RnG ∀y ∈ Ker(G).
The geometrical interpretation of these two conditions are illustrated in Figure (4.1):
We can identify the orthogonal projector with the matrix
P := I−GT (GGT )−1G (4.8)
and simply verify that
GP = O PGT = O and Ker(P) = Im(GT ) .
Let us denote by P1 and P2 the orthogonal projectors associated with the matrices
G1 and G2, respectively.
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The first projector splits the saddle-point algebraic structure of the reduced system,
the second projector decomposes the unknown λ ∈ R2m into two components λIm and
λKer as
λ := λIm + λKer,
where λIm belongs to the range-space of G
T
2 (λIm ∈ Im(G
T
2 )) and λKer belongs to the
null-space of G2 (λKer ∈ Ker(G2)). Then λ is the first component of the solution to the







and λKer satisfies the following equation:
P1FλKer = P1(d− FλIm). (4.10)
The component λKer can be computed by a projected Krylov subspace method for non-
symmetric operators. Therefore we use the projected BiCGSTAB algorithm derived from
the non-projected one [48]. We introduce this method in more detail in the following
chapter.





Example 4.1. Let us find the solution pair (û, λ̂) of the following generalized algebraic












1 0 0 0 0
0 0 0 1 0
0 0 1 2 1
0 1 2 0 0




















We can verify that (4.3) - (4.5) hold, i.e. the system matrix is invertible and
A† = A
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is the generalized inverse satisfying A = AA†A. Finally, the matrix R whose columns


































The orthogonal projectors P1 and P2 onto
Ker(G1) = {(λ1, λ2)
T ∈ R2 : λ1 + λ2 = 0},
Ker(G2) = {(λ1, λ2)
T ∈ R2 : λ1 = 0}




































we see that equation (4.10) reads as
λ1 + 1/2λ2 = −3,









Since λ̂Ker ∈ Ker(G2), we get λ1 = 0 so that (4.12) implies λ2 = −6 and




























In this chapter, we explained details of the methods based on the combination of the
Schur complement reduction and null-space method implemented by orthogonal projec-
tors. In the next chapter, we use these methods and combine them with an efficient solver
for computing λKer from (4.10).
At first, before we bring technical details of solving procedures to find a pair (u,λ), let
us introduce the main principle of the Krylov subspace method for solving saddle point
systems.
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5 Krylov subspace method
In this section, we introduce the Krylov subspace method for solving saddle point systems.
At first we describe the main principles and properties of the basic use of this method for
the unpreconditioned and non-singular saddle point systems and in the following sections,
we describe the general ideas of the Krylov subspace method for singular saddle-point
system and its generalized variant with non-symmetric operators.
5.1 The basics of the Krylov subspace method
Let us have the linear system
Ax = b,
where the matrix A ∈ RnA×nA is square and positive definite.
Suppose that x0 is an initial iteration for the solution x of this system and next we
define an initial residual r0 = b−Ax0. The Krylov subspace method belongs to iterative
methods and the kth iterate xk satisfies
xk ∈ x0 +Kk(A, r0), k = 1, 2, . . . , (5.1)
where
Kk(A, r0) := Span{r0,Ar0, . . . ,A
k−1r0} (5.2)
denotes the kth Krylov subspace generated by A and r0.
Definition 5.1. A vector space called a linear span is a set
Span{v1, . . . ,vk} = {v ∈ R
n : v = α1v1 + · · ·+ αkvk, αi ∈ R, ∀i},
where vectors v1, . . . ,vk ∈ R
n are given.
It follows that k constraints are needed to make xk unique. We can achieve this by the
requirement that the kth residual rk = b−Axk is orthogonal to a k-dimensional space Ck
called constraints space, i.e.,
rk = b−Axk ∈ r0 +AKk(A, r0), rk⊥Ck. (5.3)
The previous relations show, that the Krylov subspace method is a general type of the
projection process which can be found in many areas of mathematics. The interpretation
of Krylov subspace method as projection processes has been described by Saad in [44].
By the knowledge of the properties of the system matrix A we can possibly determine
constraint spaces Ck and it leads to uniquely defined iterates xk, k = 1, 2, . . . , where k is
the dimension of the Krylov subspace. Examples for such spaces are given in the following
theorem.
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Theorem 5.1. Suppose that the Krylov subspace Kk(A, r0) has the dimension k. If
(1) A is symmetric positive definite and Ck = Kk(A, r0), or
(2) A is non-singular and Ck = AKk(A, r0),
then there exists a uniquely defined iterate xk of the form (5.1), for which the residual
rk = b−Axk satisfies (5.3).
Proof: See [44]. 
The theorem mentioned above represents mathematical characterizations of the pro-
jection properties of well known Krylov subspace methods. The item (1) characterizes
the conjugate gradient (CG) method for symmetric positive definite matrices. Implemen-
tations of the projection process characterized by the item (2) are the minimal residual
(MINRES) method for non-singular symmetric (possibly indefinite) matrices, and the gen-
eralized minimal residual (GMRES) method for general non-singular matrices.
Numerous other choices of constraint spaces for constructing Krylov subspace methods
exist. In the case of a non-symmetric matrix A, one may choose Ck = Kk(A
T , r0) which
represents a generalization of the projection process characterized in the item (1). Specific
implementations based on this choice include the method of Lanczos and the biconjugate
gradient (BiCG) method. However, for a general non-symmetric matrix A the process
based on Ck = Kk(A
T , r0) is not well defined since it may happen that no iterate xk
satisfying (5.1)-(5.2) and (5.3) exists. In an implementation such as (BiCG) it leads to
a breakdown. Such instabilities are often overcome by the stabilized BiCG (BiCGSTAB)
method which combines the BiCG projection principle with an additional minimization
step in order to stabilize the convergence behavior, for more details see [31].
5.2 Krylov subspace method for symmetric operator
Let us recall the algebraic system (4.1), where A is singular and we denote
B := Bγ = BΓ.
Here we summarize the procedure for solving a given saddle-point system with singu-
lar matrix A. To compute the solution pair (u,λ) we use a projected Schur complement
method for symmetric operators, described as follows:
Algorithm: Projected Schur Complement Method (symmetric case)
1. Assemble G := −RTBT , d := BA†f − g, e := −RT f .
2. Assemble H := (GGT )−1.
3. Assemble λIm := G
THe.
4. Assemble d̃ := P(d− FλIm).
5. Solve the equation PFλKer = d̃ on Ker(G).
6. Assemble λ := λKer + λIm.
7. Assemble α := HG(d− Fλ).
8. Assemble u := A†(f −BTλ) +Rα.
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Matrices F, P are of the order (2m × 2m). They are not stored, since only their
matrix-vector products are needed:
Fv := B(A†(Bv)) and Pv := v −G(H(GTv)).
To solve the equation and find a particular solution λKer in Step 5, we introduce
a projected conjugate gradient method with preconditioning (PCGP). We want to solve
λKer by solving the system
PFλKer = d̃ on Ker(G) (5.4)
with the cheap lumped preconditioner F−1 to F (see [10]).
Remark 5.1. For an orthonormal matrix B we get
F−1 = BABT .
Now, we introduce the PCGP algorithm for solving problem (5.4).
Algorithm: PCGP [ε,F,P, d̃] → λKer
Initialize: Let r0 = d̃, λ0Ker = o
Iterate: k = 1, 2, . . . , until convergence
While ‖rk‖ > ε
Projectwk−1 = Prk−1.




Twk−2, (β1 = 0).







rk = rk−1 − αkFpk,
End while
Return: λKer := λ
k
Ker.
The solving algorithms introduced above for symmetric case summarize the procedure
to find the solution pair (û, λ̂) of the saddle-point system (7.3) which can be seen later in
Chapter 7.
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5.3 Krylov subspace method for non-symmetric operator
Let us bring more technical details of the procedure for non-symmetric operators. Before
we see the whole algorithm for solving this given algebraic problem, let us describe some
particular numerical procedures, which are used in this algorithm.
Let us recall the saddle-point system (4.1), where A is singular matrix and
Bγ 6= BΓ.
Thus, we get a generalized (non-symmetric) saddle-point system and in the following
part we introduce algorithms to find the solution of this system. These procedures are
based on the already mentioned methods described in Chapter 4. At first, we can formu-
late the algorithm for the method based on the Schur complement reduction as follows.
Algorithm: Projected Schur Complement Method (non-symmetric case)
1. Assemble G1 := −R
TBTγ ,G2 := −R
TBTΓ , d := B2A
†f − g, e := −RT f .
2. Assemble H1 := (G1G
T
1 )




3. Assemble λIm := G
T
2H2e.
4. Assemble d̃ := P1(d− FλIm).
5. Solve the equation P1FλKer = d̃ on Ker(G2).
6. Assemble λ := λKer + λIm.
7. Assemble α := H1G1(d− Fλ).
8. Assemble u := A†(f −BTΓλ) +Rα.
The most important step of this algorithm is Step 5. It finds a particular solution
λKer of the solution λ:
P1FλKer = d̃ on Ker(G2). (5.5)
It was already mentioned that, this solution can be efficiently found by a projected Krylov
subspace method for non-symmetric operators.
It is easy to see that the matrix P1F is of the order (2m × 2m), but we solved this
problem on Ker(G2), and therefore we need only a restriction to the (2m− l) dimensional
subspace Ker(G2). Before the algorithm for the Krylov method (ProjBiCGSTAB) is
shown, it is important to mention that if the solution of (5.5) belongs to the subspace
Ker(G2), also the iterations λ
k
Ker of ProjBiCGSTAB algorithm belongs to this subspace.
This can be achieved by choosing the first iterate λ0Ker in Ker(G2) and by projecting each






Let us introduce the ProjBiCGSTAB algorithm for solving problem (5.5).
Algorithm: ProjBiCGSTAB[ε,F,P1,P2, d̃] → λKer






r̃0 arbitrary, k := 0.
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pk+1 := rk+1 + βk+1(p
k − ωkp̃
k)
k := k + 1
end.
Return: λKer := λ
k
Ker.
Because of the small order of the matrices G1 and G2 which is (l × 2m), it is easy to
store these matrices also with the (l× l) matrices H1 := (G1G
T
1 )




respectively. On the other hand, the matrices F, P1, and P2 are of the order (2m× 2m),
and therefore, they are not stored because only their matrix-vector products are needed.
This holds since the actions on arbitrary vector v can be solved in the order indicated
using parentheses on the right-hand side as
Fv := Bγ(A
†(BΓv)) and Pkv := v −Gk(Hk(G
T
k v)), k = 1, 2.
The matrices BΓ and Bγ are sparse, so the actions of these matrices are cheap. Finally,
the matrices A† and R are easily computed, because the stiffness matrix A is the matrix
corresponding to the fictitious domain with a simple geometry and a regular mesh.
Remark 5.2. The algorithm ProjBiCGSTAB differs from the algorithm BiCGSTAB (not-
projected) only in the initialization step and in the occurence of the operators P1 and P2,
and FT before F.
We introduced the method for solving the generalized saddle-point systems. It can be
used to find a solution pair (u,λ) of the saddle-point system (4.1), which arises from the
smooth fictitious domain formulation and the finite element discretization of the problem
(3.11). In the following two chapters, we introduce two efficient procedures for numerical
computation of the action by A† on a vector. Chapter 6 introduces a linear solver based
on the discrete Fourier transform and Chapter 7 explains the use of the alternative domain
decomposition method solver.
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6 Solver for the linear elasticity problem based on FT
In this part we introduce and explain details of a solver based on the Fourier transform
(FT) which is used to improve process of finding a solution of a given linear elasticity
problem. This solver is based on the use of the discrete Fourier transform for the spectral
decomposition of the stiffness matrix and the efficient evaluation of matrix-vector products
arising in the solving procedure of the method based on the Schur complement reduction
described in Chapters 4 and 5.
Let us recall the linear elasticity problem (2.1). We solve this problem using the
modified (smooth) fictitious domain method by using its fictitious domain formulation
(3.12), where the space V (Ω) = (H10 (Ω))
2 is replaced by
V (Ω) = (H1per(Ω))
2,
H1per(Ω) = {v ∈ H
1(Ω)|v is periodic on ∂Ω}.
For this choice of the space, the stiffness matrix A is singular, but, on the other hand,
the advantage is in the fact that it has a block circulant structure which allows to use a
highly efficient solver based on the discrete Fourier transform (DFT). We can use DFT for
the spectral decomposition of the stiffness matrix A and after that we can easily evaluate
matrix-vector products by the fast Fourier transform without storing A and A†. This is a
big advantage against other competitive solvers, because the order of the stiffness matrix
is usually large.
Before we explain the principles mentioned above, we focus, at first, on basics of the
circulant matrix and its relation to the Fourier transform.
6.1 Circulants and the Fourier transform
Matrices called circulants belong to the class of Toeplitz matrices. A Toeplitz matrix is

























Such matrices arise in many problems in mathematics and applied science, e.g., in time
series analysis, spline approximation, solution of certain partial differential equations, and
many others. These problems lead to the solution of linear systems having circulant
coefficient matrices.
Let us define a circulant matrix as follows:
Definition 6.1. A square (n × n) matrix C = (cij) is called a circulant matrix if cij =











c0 c1 c2 · · · cn−1
cn−1 c0 c1 · · · cn−2















i.e., each column is a shift of the first column.
It is clear that C contains at most n distinct elements and therefore it is often denoted
by
C = circ(c0, c1, . . . , cn−1).
Properties of circulant matrices can be very useful for solving large linear systems of
equations. Let us mention two properties which are important for efficient implementation
of the matrix-vector product needed in solving procedure:
• The orthonormal eigenvectors of all (n × n) circulant matrices are the columns of
the Fourier matrix.
• The eigenvalues are the corresponding roots of the primitive nth root of unity with
the elements of the matrices as its coefficients.
These properties make it simple to achieve the invertibility of the matrix, and to solve
circulant linear systems. Furthermore, the fast Fourier transform can be used to calculate
eigenvalues and to solve given linear systems using SVD decomposition.
It is well known [5] that if C is a circulant matrix, then it can be decomposed as
C = X−1diag(d1, d2, . . . , dn)X, (6.1)
where X is an (n× n) matrix called a DFT matrix with (i, j)-element (ω(i−1)(j−1)), i, j =






k−1)l, k = 1, . . . , n,
are the eigenvalues of C, and ω = e−i2π/n is the primitive nth root of unity, see Fig. 6.1.
Remark 6.1. We denote diag(d1, d2, . . . , dn) for an (n×n) diagonal matrix with diagonal
elements d1, d2, . . . , dn.
Remark 6.2. Eigenvalues of any circulant can be obtained by the DFT of its first column












Figure 6.1: Roots of unity (n=8)
Let us also mention that the DFT of the vector v is given as:
ṽ = Xv,
and because X is symmetric and fulfils XX
T
= nI, with X being the complex conjugate,





if v has real entries.
If C is nonsingular, then the inverse of C is also a circulant matrix and from (6.1) it
is given by:
C−1 = X−1diag(d−11 , d
−1
2 , . . . , d
−1
n )X. (6.2)
In case the matrix C is singular, some of the eigenvalues of C are zero and the inverse
of C does not exist. However, there exists a unique matrix called the Moore-Penrose
generalized inverse of C denoted by C†, which is given by
C† = X−1diag(d†1, d
†






0, if dk = 0,
d−1k , if dk 6= 0,
k = 1, 2, . . . , n.
We described several important properties of a circulant matrix, for more details about
circulants, see [5]. We also mentioned relation of circulants to the Fourier transform
necessary to use a solver based on the FT. Now let us get back to the fictitious domain
formulation of the linear elasticity problem and to see the solving procedure.
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6.2 Solving procedure based on the use of the Fourier transform
Let us recall that we solve a given linear elasticity problem in the fictitious domain Ω.
On the edges of Ω = (0, Lx) × (0, Ly) we consider equidistant partitions into nx and ny
segments with stepsizes hx = Lx/nx and hy = Ly/ny, respectively. It follows that the
domain Ω is partitioned into n := nxny rectangles.
On this rectangulation, we introduce a finite element subspace




which is formed by piecewise bilinear periodic functions. After the discretization of the
fictitious domain formulation (3.12) we get the algebraic saddle-point system (3.15), where
its diagonal block A ∈ R2n×2n is circulant and singular due to the imposed periodic
boundary conditions.
Let us now focus on the stiffness matrix A. Since the finite element subspace Vh is
represented by the tensor product functions, the stiffness matrix A can be rewritten by
the Kronecker product as
A =
(
(θ + 2µ)Ax ⊗My + µMx ⊗Ay (θ + µ)Bx ⊗By
(θ + µ)Bx ⊗By µAx ⊗My + (θ + 2µ)Mx ⊗Ay
)
, (6.4)
where symbol ⊗ stands for the Kronecker tensor product, θ, µ are the Lamé constants,
and Ak, Mk, Bk ∈ R
nk×nk , k = x, y, are circulant due to the use of the periodic boundary












(0,−1, 0, . . . , 0, 1)T ∈ Rnk , k = x, y,
respectively.
Definition 6.2. Let A ∈ Rm×n, C ∈ Rp×q. Then the Kronecker product (or tensor
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Let us mention some properties of the Kronecker product needed for the decomposition
of the stiffness matrix A in the following theorem.
Theorem 6.1. (Properties of the Kronecker product)
Let A ∈ Rm×n, B ∈ Rr×s, C ∈ Rn×p, and D ∈ Rs×t. Then the following propositions
hold:
1. (A⊗B)(C ⊗D) = AC⊗BD ∈ R(mr×pt).
2. For all A and B, (A⊗B)T = AT ⊗BT .
3. A⊗B 6= B⊗A,
4. If A ∈ Rn×n and B ∈ Rm×m are symmetric, then A⊗B is symmetric.
5. If A and B are non-singular, then (A⊗B)−1 = A−1 ⊗B−1.
6. Let A ∈ Rm×n have a singular value decomposition UAΣAV
T
A and let B ∈ R
p×q








yields a singular value decomposition of A ⊗ B (after a simple reordering of the
diagonal elements of ΣA⊗ΣB and the corresponding right and left singular vectors).
7. Let A ∈ Rn×n have eigenvalues τi, i = 1, . . . , n, and let B ∈ R
m×m have eigenvalues
µj, j = 1, . . . ,m. Then the mn eigenvalues of A⊗B are
τ1µ1, . . . , τ1µm, τ2µ1, . . . , τ2µm, . . . , τnµm.
Moreover if x1, . . . ,xp are linearly independent right eigenvectors of A corresponding
to τ1, . . . , τp (p ≤ n) and y1, . . . ,yq are linearly independent right eigenvectors of B
corresponding to µ1, . . . , µq (q ≤ m), then xi ⊗ yj ∈ R
mn are linearly independent
right eigenvectors of (A⊗B) corresponding to τiµj , i = 1, . . . , p, j = 1, . . . , q.
Proof: See [33]. 
Let us define the matrix of the discrete Fourier transform as
X = (ω(k−1)(l−1))nk,l=1, ω = e
−i2π/n.
According to observations (6.1) from Section 6.1, we can rewrite the components of the
stiffness matrix A defined by (6.4) as
Ak = X
−1
k DAkXk, Mk = X
−1
k DMkXk, Bk = X
−1
k DBkXk, k = x, y,
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where DAk , DMk , DBk , k = x, y are the corresponding diagonal matrices of eigenvalues
and Xk, k = x, y, are DFT matrices. Substituting these expressions into (6.4) and using














X = Xx ⊗Xy,
D11 = (θ + 2µ)DAx ⊗DMy + µDMx ⊗DAy ,
D22 = µDAx ⊗DMy + (θ + 2µ)DMx ⊗DAy ,
D12 = (θ + µ)DBx ⊗DBy ,
D21 = D12,
and θ, µ are the Lamé constants.
Let us denote by D the second matrix on the right hand-side of (6.5). We can rewrite



















where D†11 = diag(d
†





0, if dk = 0,
d−1k , if dk 6= 0,
k = 1, 2, . . . , n.
According to relation (6.3) we can obtain generalized inverse A† by replacing D by D†
in (6.5). We denote






































where D† is given by (6.7) and X = Xx ⊗Xy is the matrix of two dimensional FT.
We explained the SVD decomposition of the stiffness matrix A according to properties
of the Kronecker tensor product and by the use of the Fourier transform. Also, we intro-
duced a technique to find the Moore-Penrose generalized inverse of the stiffness matrix
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A. Let us now apply this knowledge to a matrix-vector multiplication appearing in each
iteration of PCGP and in reconstruction formula (4.6). Using (6.7) and (6.8) we can write
the product A†y, where A ∈ R2n×2n and y = (yT1 ,y
T
2 )









































































































It was already mentioned, and we can also see from the multiplying procedure described
above that the matrix-vector multiplication of the generalized inverse of the stiffness matrix
A with the vector y can be easily evaluated without storingA. Moreover, actions ofX and
X−1 on a vector maybe implemented efficiently using FFT (fast Fourier transform) and
IFFT (inverse fast Fourier transform) methods. Therefore, we replace the space H10 (Ω)
by the space H1per(Ω) in order to use the properties of circulant matrices and Fourier
transform.
In the following section we introduce numerical experiments based on the use of the
Fourier transform for solving linear elasticity problems.
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6.3 Numerical experiments
In this section we demonstrate the performance of the described solving procedure based
on the use of the discrete Fourier transform. In each experiment, we introduce an elastic
body described by the original domain ω and loaded with a force f , together with the
Dirichlet and Neumann conditions imposed on its boundary.
The fictitious domain Ω is defined as a square domain Ω = (0, 1) × (0, 1), see Fig. 6.2




Figure 6.2: Fictitious domain
As next, we show results of the experiments for various distance between original
boundary γ and auxiliary boundary Γ, defined as
δ = dist(Γ, γ) > 0,









































The ratio between the discretization H of the boundary γ and the step of the dis-
cretization h of the fictitious domain is chosen experimentally [21] as
H/h = |log2(h)|.
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Tables of the computational results contain the dicsretization step h, number of primal
and dual variables (ûh,λH), number of the matrix-vector multiplications in the BICGStab
algorithm, computational time, and relative errors of approximate solution ûh to exact
solution u.
6.3.1 Example 1
Let us consider an elastic body which is represented by the domain ω ⊂ R2 with a smooth
boundary γu. We formulate the equilibrium equation together with the Dirichlet boundary
conditions:
−divσ(u) = f in ω,
u = c on γu.
}
(6.9)
The domain ω is defined as the interior of the circle:
ω = {(x, y) ∈ R2|(x− 0.5)2 + (y − 0.5)2 < 0.252},
which is embedded into the fictitious domain Ω, see Fig. 6.3. The right-hand sides of
(6.9) are f = −div σ(û) and c = û|γu , where û(x, y) = (0.1xy, 0.1xy), (x, y) ∈ R
2. The
auxiliary boundary Γ is constructed by shifting γu by the step δ = 5h in the direction of









Figure 6.3: Ex.1. Geometry
Fig. 6.4 shows the original and deformed geometry of the domain ω and Table 1
contains results for the different discretization steps of a given example.
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Figure 6.4: Ex.1. Original and deformed geometry and total displacement
Table 1: Ex.1. Computational results
h 1/64 1/128 1/256 1/512 1/1024
Primal var. 8,450 33,282 132,098 526,338 1,050,625
Dual var. 32 56 100 180 320
Matrix mult. 9 13 42 73 122
Time[s] 0.078 2.543 11.84 40.01 312.8
Erel,(L2(ω))2 8.7913e-04 1.9516e-04 8.7012e-05 3.0108e-05 1.5813e-05
Erel,(H1(ω))2 1.0165e+00 4.8339e-01 3.2264e-01 1.8981e-01 1.3759e-01
Erel,(L2(γu))2 2.2568e-03 5.6009e-04 3.7781e-04 1.6286e-04 1.1352e-04
6.3.2 Example 2
In Example 2, we consider the same problem as in Ex.1 but with mixed boundary condi-
tions.
Let us formulate the equilibrium equation together with the Dirichlet and Neumann
boundary conditions (see Fig.6.5) as:
−divσ(u) = f in ω,
u = c on γu,





The right-hand sides of (6.10) are f = −divσ(û), c = û|γu , and p = σ(û)ν, where
û(x, y) = (0.1xy, 0.1xy), (x, y) ∈ R2. The auxiliary boundary Γ is constructed by shifting
γ by the step δ = 5h in the direction of outward normal vector ν.
Figure 6.6 shows the original and deformed geometry and total displacement and in










Figure 6.5: Ex.2. Geometry
Figure 6.6: Ex.2. Original and deformed geometry and total displacement
Table 2: Ex.2. Computational results
h 1/64 1/128 1/256 1/512 1/1024
Primal var. 8,450 33,282 132,098 526,338 1,050,625
Dual var. 32 60 100 180 320
Matrix mult. 24 30 80 168 356
Time[s] 0.1248 4.789 21.73 82.62 913.8
Erel,(L2(ω))2 9.9599e-04 4.5353e-04 2.4301e-04 6.4444e-05 3.1381e-05
Erel,(H1(ω))2 1.0922e+00 7.2585e-01 5.3878e-01 2.7776e-01 1.9201e-01
Erel,(L2(γ))2 2.2201e-03 1.2456e-03 8.3455e-04 3.0992e-04 1.7065e-04
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6.3.3 Example 3
Let us consider an elastic body which is represented by the domain ω ⊂ R2 defined as the
interior of the ellipse
ω =
{


















Figure 6.7: Ex.3. Geometry
We formulate the equilibrium equation together with the Dirichlet boundary condition:
−divσ(u) = f in ω,
u = c on γu.
}
(6.11)
The right-hand sides of (6.11) are f = −div σ(û) and c = û|γu , where û(x, y) =
(0.03(2x − 3y)3,−0.5(x − y)4), (x, y) ∈ R2. The auxiliary boundary Γ is constructed by
shifting γu by the step δ = 5h in the direction of outward normal vector ν.
In Fig. 6.8, we can see the original and deformed geometry and total displacement
and Table 3 shows the computational results.
Table 3: Ex.3. Computational results
h 1/64 1/128 1/256 1/512 1/1024
Primal var. 8,450 33,282 132,098 526,338 1,050,625
Dual var. 32 60 100 180 324
Matrix mult. 9 21 41 63 158
Time[s] 0.0936 5.148 10.62 34.06 402.2
Erel,(L2(ω))2 6.3106e-02 1.6483e-02 9.8150e-03 2.7415e-03 9.9682e-04
Erel,(H1(ω))2 1.5559e+01 7.9646e+00 6.1490e+00 3.2491e+00 1.9598e+00
Erel,(L2(γ))2 7.6116e-02 2.6757e-02 1.8868e-02 7.0919e-03 3.4092e-03
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Figure 6.8: Ex.3. Original and deformed geometry and total displacement
6.3.4 Example 4
In this example, we consider the same elastic body as in the previous example, but the
boundary is divided into two disjoint parts γu and γp, where γ = γu ∪ γp (see Fig. 6.9).
On these two parts of γ, different conditions are prescribed.
Let us formulate the equilibrium equation together with the Dirichlet and Neumann
boundary conditions:
−divσ(u) = f in ω,
u = c on γu,





The right-hand sides of (6.12) are f = −divσ(û), c = û|γu , and p = σ(û)ν, where
û(x, y) = (0.02log(x+y+1), 0.4xy), (x, y) ∈ R2. The auxiliary boundary Γ is constructed









Figure 6.9: Ex.4. Geometry
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Figure 6.10 shows the original and deformed geometry and total displacement and
Table 4 shows the computational results.
Figure 6.10: Ex.4. Original and deformed geometry and total displacement
Table 4: Ex.4. Computational results
h 1/64 1/128 1/256 1/512 1/1024
Primal var. 8,450 33,282 132,098 526,338 1,050,625
Dual var. 32 60 100 180 324
Matrix mult. 17 30 66 98 246
Time[s] 0.1404 4.805 14.35 51.98 622.9
Erel,(L2(ω))2 4.2496e-03 2.7012e-03 9.6872e-04 1.0466e-03 8.0074e-04
Erel,(H1(ω))2 7.3764e+00 5.9345e+00 3.5690e+00 3.7219e+00 3.2534e+00
Erel,(L2(γ))2 1.0249e-02 7.2589e-03 2.3406e-03 1.4774e-03 9.9793e-04
6.3.5 Example 5
Let us consider an elastic body which is represented by the domain ω ⊂ R2 with a smooth
boundary γu.
Let us formulate the equilibrium equation together with the Dirichlet boundary con-
dition:
−divσ(u) = f in ω,
u = c on γu.
}
(6.13)
The domain ω is defined as the interior of the Cassini oval
ω = {(x, y) ∈ R2|(x+ xc)
2 + (y + yc)
2 − 2a2(x+ xc)
2 − (y + yc)
2 + a4 = b4},
where xc = 0.5, yc = 0.5, a = 0.22, b = 0.255, which is embedded into the fictitious
domain Ω, see Fig. 6.11. The right-hand sides of (6.13) are f = −div σ(û) and c = û|γu ,










Figure 6.11: Ex.5. Geometry
constructed by shifting γu by the step δ = 4h in the direction of outward normal vector
ν.
In Fig. 6.12 we can see the original and deformed geometry and total displacement
and Table 5 shows the computational results of a given solution.
Figure 6.12: Ex.5. Original and deformed geometry and total displacement
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Table 5: Ex.5. Computational results
h 1/64 1/128 1/256 1/512 1/1024
Primal var. 8,450 33,282 132,098 526,338 1,050,625
Dual var. 36 60 108 192 344
Matrix mult. 13 29 46 278 216
Time[s] 0.078 6.287 15.05 38.47 552.6
Erel,(L2(ω))2 9.0313e-04 1.5937e-04 9.2554e-05 3.4716e-05 1.0538e-05
Erel,(H1(ω))2 3.8499e-01 1.6361e-01 1.1914e-01 7.3503e-02 4.1151e-02
Erel,(L2(γ))2 2.3118e-03 5.1638e-04 3.7379e-04 1.7391e-04 7.4454e-05
6.3.6 Example 6
In the last example, we consider the same problem as in the previous example but with










Figure 6.13: Ex.6. Geometry
step δ = 4h in the direction of outward normal vector ν. Fig. 6.14 shows the original and
deformed geometry and total displacement and Table 6 shows the computational results
of a given solution.
Table 6: Ex.6. Computational results
h 1/64 1/128 1/256 1/512 1/1024
Primal var. 8,450 33,282 132,098 526,338 1,050,625
Dual var. 32 64 104 194 344
Matrix mult. 21 48 97 253 359
Time[s] 0.1404 9.89 25.15 132.4 916.2
Erel,(L2(ω))2 2.4046e-03 5.7935e-04 1.7958e-04 1.0133e-04 7.7296e-05
Erel,(H1(ω))2 1.1002e+00 5.2510e-01 3.0850e-01 2.4812e-01 2.1800e-01
Erel,(L2(γ))2 4.8620e-03 1.5074e-03 4.2777e-04 1.8361e-04 1.1258e-04
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Figure 6.14: Ex.6. Original and deformed geometry and total displacement
6.4 Conclusions to examples
In previous section we introduced various examples of solving the linear elasticity problems
based on the use of the Fourier transform solver. We solved problems for a different real
domains ω in combination with the pure Dirichlet or mixed boundary conditions. In figures
we can see original and deformed geometry of the real domain ω, together with the total
displacement. The tables show the numerical results for δ and different discretization steps.
With the increasing discretization step the number of iterations and matrix multiplication
increase, but the relative errors decrease.
In Fig. (6.15) and (6.16) we can see the sensitivity of solution for Example 1 and
Example 2, on the choice of distance δ, between real and auxiliary boundary. We compare











Figure 6.15: Ex.1. Sensitivity of the solution on δ
We can see increasing of number of iterations with increasing distance between real












Figure 6.16: Ex.2. Sensitivity of the solution on δ
error Erel,(L2(ω))2 . Thus we choose the distance δ optimally according to the number of
iterations and the expected relative error.
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7 Solver for the linear elasticity problems based on the domain
decomposition
This chapter deals with a numerical solution of the linear elasticity problems obtained
by using the method based on the domain decomposition techniques. The finite element
method for partial differential equations results in extremely large sparse linear systems.
The solution of sparse systems of linear equations is an important but time consuming
step in computational mechanics simulations.
Techniques for solving linear systems can be divided into two groups - direct and
iterative. Each has its power and drawbacks. Direct methods are robust and reliable,
with a predictable CPU time. However, they require a global data structure that grows
rapidly with the problem size. Further, direct solvers are not scalable to massively parallel
systems with thousand of processors. Iterative methods, on the other hand, usually scale
well with increasing number of processors, but they are not yet as reliable and robust
as direct solvers. In particular, iterative solvers perform poorly on problems common
in computational mechanics simulations, which include characteristics such as material
softening and damage, material anisotropy, etc.
Domain decomposition algorithms are developed to take advantage of a new gener-
ation of parallel computers for solving these systems. The domain is decomposed into
overlapping or non-overlapping subdomains (see Figs. 7.1 and 7.2). For a discussion of
the relationship between the overlapping and non-overlapping schemes, see, e.g., [2].
Figure 7.1: Partitioning into
four overlapping subdomains
Figure 7.2: Partitioning into
four non-overlapping subdomains
In the last three decades, extensive research efforts have been devoted to the develop-
ment of efficient solution methods for finite element simulations and have led to the de-
velopment of several high performance solvers. Domain Decomposition Methods (DDM)
constitute today an important category of methods for the solution of a variety of prob-
lems in Computational Mechanics. Their performance in both serial and parallel computer
environments is demonstrated in the last decade.
In Structural Mechanics, the most popular DDM can be divided in two major cate-
gories, the Primal and Dual Substructuring Methods [14]. In the early 90s, an important
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dual DDM, the Finite Element Tearing and Inter-connecting (FETI) domain decompo-
sition method was introduced by Farhat and Roux [12]. Since their introduction, FETI
and several variant methods have gained a high performance and today are considered
as highly efficient Domain Decomposition Methods. Furthermore, an important family of
primal DDM are considered to be the Balancing Domain Decomposition (BDD) methods,
introduced by Mandel [34].
7.1 The FETI-1 domain decomposition
The FETI decomposition method belongs among a class of methods that are referred to
as non-overlapping domain decomposition methods in the numerical analysis literature
[46], and as conjugate-gradient-based methods in the structural analysis community [11].
The FETI became to be one of the most powerful method for parallel solution of ill-
conditioned systems of linear equations arising is structural mechanics problems and very
popular domain decomposition method in the computational mechanics community.
Let us show the details of the FETI-1 method on the example of a cantilever beam









Figure 7.3: Cantilever beam
We assume that the boundary is divided into two disjoint parts ΓN and ΓD, Γ = ΓN ∪
ΓD and the Neumann condition (representing the surface tractions) is imposed on ΓN and
the Dirichlet boundary condition imposed on ΓD represents the prescribed displacements.
The main idea of this method is decomposing the large problem defined on the com-
putational domain into smaller non-overlapping subdomains, see Fig. 7.4. The intersub-
domain continuity is then enforced by Lagrange multipliers across the interface defined by
the subdomain boundaries.
The finite element tearing process which was described above may cause some floating
subdomains Ωf which are characterized by singular subdomain stiffness matrices Kf ,
where the Neumann boundary conditions are prescribed.









where h denotes the mesh size (and therefore is an indirect measure of the problem size),




Figure 7.4: FETI-1 decomposition of cantilever
beam
of substructures). This condition number estimate establishes the numerical scalability of
the FETI method with respect to both the problem size and the number of substructures
- that is, its ability to solve larger problems using a large number of substructures in
almost constant number of iterations. The parallel scalability of the FETI method - that
is, its suitability for massively parallel computing - has also been demonstrated on a large
massively parallel processors for several realistic structural and structural dynamic prob-
lems, e.g., [13]. Because of these numerical and parallel scalability properties, the FETI
method has attracted the attention of both the academic community and finite element
practitioners. In particulary, it has been recognized by many finite element production
code developers as a robust and powerful iterative solver on sequential as well as massively
parallel computers.
The complexity of the FETI method depends on the order of the partial differential
equation underlying the discrete problem to be solved, and can be characterized by the
complexity of the associated “coarse problem”. The latter problem is a relatively small
size auxiliary problem that is generated by the FETI method in order to propagate the
error globally during the PCG iterations, which accelerate the convergence. For second-
order elastostatic and elastodynamic problems, the coarse problem is constructed using
the substructure rigid body modes only, and the corresponding computational overhead
is relatively insignificant up to a thousand of cores.
Since the time of the introduction of the FETI methods in early 90’s, some variants, as
A-FETI [42], FETI-2 [9], FETI-DP [8], have been studied extensively. The method FETI-
2 was proposed for faster solution of plate and shell problems. The difference between
FETI-1 and FETI-DP is that FETI-DP enforces the continuity of the displacements at
the corners on primal level so that the stiffness matrices of the subdomains of the FETI-
DP method are invertible, for more details about these modifications and examples, see
its references.
For solving a given linear elasticity problem we focus on the variant of the FETI method
called Total-FETI, which is introduced by Dostál, Horák, Kučera [7], where also Dirichlet
conditions are enforced by Lagrange multipliers. Before we use this method for solving
problem (2.1), we describe the Total-FETI method and its differences from FETI-1.
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7.2 The Total-FETI domain decomposition
The basic idea of the Total-FETI [7] method is to simplify the inversion of the subdomain
stiffness matrices by using the Lagrange multipliers not only for gluing of the subdomains
along the auxiliary interfaces, but also for the implementation of the Dirichlet boundary
conditions. In this case, the kernel-space is as large as possible, since all diagonal blocks
of K are subdomain stiffness matrices to the original PDEs with pure homogeneous Neu-
mann boundary conditions. The advantage is that the null-space basis is known à-priori
and may be easily assembled.
We apply the FETI domain decomposition technique to domain Ω and decompose Ω
into s subdomains so that Ω = Ω1 ∪ · · · ∪ Ωs and Ωi ∩ Ωj = ∅, where i 6= j, i, j = 1, . . . , s
as in Fig. 7.4.






uTKu− uT f subject to Bu = c, (7.1)
where K = diag(K1, . . . ,Ks) denotes a symmetric positive semidefinite block diagonal
stiffness matrix of order 2n, B = diag(B1, . . . ,Bs) denotes a (2m×2n) full rank constraint
matrix, u = (u1, . . . ,us)
T denotes a displacement vector of the size 2n, f = (f1, . . . , f2)
T ∈
R
2n is a load vector, and c ∈ R2m is a constraint vector.
The FETI-1 method assumes that the boundary subdomain Ω1 inherits the Dirichlet
conditions from the original problem, see Figure 7.4, so that the defect of the stiffness
matrices Kp may be different from zero corresponding to the boundary subdomain with
sufficient Dirichlet data to the maximum corresponding to the interior floating domains.
Let us mention that for 2D linear elasticity, this maximum of the defect of all Kp is three,
which corresponds to the number of independent rigid body motions.
. . .
s
Figure 7.5: Total-FETI decomposition of cantilever
beam
On the other hand, the Total-FETI method keeps all subdomain stiffness matrices
Ks floating, without prescribed displacements and the information about prescribed dis-
placement is added into the matrix of constraints B. The prescribed displacement will be
enforced by Lagrange multipliers which may be interpreted as forces, see Fig. 7.5.
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The diagonal blocks Kp that correspond to subdomains Ωp are positive semidefinite
and sparse with known kernels. The matrix B with the rows bi and the vector c with
the entries ci enforce the continuity of the displacements across the auxiliary boundaries
and also the prescribed displacements on the part of the boundary where the Dirichlet
boundary conditions are imposed. The continuity requires that
biu = ci = o,
where bi are vectors of the order n with zero entries except {−1, 0, 1} at appropriate po-
sitions.
Problem (7.1) is a linear quadratic problem, which can be hardly numerically com-
puted, because the stiffness matrix K is usually ill-conditioned, very large, and singular.
To eliminate this drawback we use its dual formulation (see, e.g., [6]).




uTKu− uT f + λT (Bu− c).
It is well known [6] that the problem (7.1) is equivalent to the saddle point problem




















The remaining procedure is exactly the same as in PSCM described in Sections 4 and 5.
Remark 7.1. Let us note that the kernels Rp of the local stiffness matrices Kp are known
and assembled directly. If the subdomain Ωp, p = 1, . . . s, of a 2D linear elasticity problem














, i = 1, . . . , np.















7.3 Total-FETI domain decomposition and FD method for linear elasticity
In the previous section, we described ideas of the Total-FETI method on a basic example.
Now we apply this knowledge to the problem of linear elasticity solved using the fictitious
domain method based on the modified (smooth) approach.



















T ∈ R2m×2n, f ∈ R2n, and
g = (oT ,pT )T ∈ R2m, resulting from the discretization of the FD formulation to the lin-
ear elasticity problem.
If we decompose a given domain Ω into s subdomains Ωp, p = 1, . . . , s, see Fig. 7.6,
then
K = diag(K1, ...,Ks).
The diagonal blocks Kp that correspond to the subdomains Ω
p are positive semidefinite
sparse stiffness matrices with a-priori known kernels and
f = (f1, ..., fs) ∈ R
2n.
We introduce a (2M × 2n) full rank gluing matrix BG and the corresponding vector cG
4
Figure 7.6: Total-FETI decomposition of the ficti-
tious domain Ω














T )T ∈ R2m
59
we get again a problem of the same type as (7.4), which is solved by the method explained
in Chapter 4 that is based on the Schur complement reduction in combination with the
null-space method, which are algorithmically summarized in Chapter 5.
In the following section, we introduce numerical examples to illustrate the performance
of Total-FETI decomposition method in combination with the smooth fictitious domain
method for solution of a given linear elasticity problem.
7.4 Numerical experiments
In what follows, we illustrate the use of the Total-FETI domain decomposition method
for solving the linear elasticity problems. For numerical experiments we define unit square
fictitious domain Ω and introduce its Total-FETI domain decomposition, see Fig. 7.7.
Here we can see the size of subdomains Hm and the decomposition parameter h.
m
Figure 7.7: Domain decomposition of Ω
Figures of our computed results are shown for the decomposition into 25 square subdo-
mains of size Hm = 1/5 with the discretization parameter h = 1/160. The results for each
example are reported in tables which contain the number of subdomains s, discretization
step h, numbers of primal and control variables, number of matrix-vector multiplica-
tions in the BICGStab algorithm, computational time, and relative errors Erel,(L2(ω))2 ,
Erel,(H1(ω))2 , Erel,(L2(γ))2 defined in Section 6.3. The experiments are solved in parallel by
cluster TERI with 24 cores [47].
7.4.1 Example 1
Let us consider an elastic body which is represented by the domain ω ⊂ R2 with a smooth
boundary γu. We formulate equilibrium equation together with the Dirichlet boundary
conditions:
−divσ(u) = f in ω,




The domain ω is defined as the interior of the circle
ω = {(x, y) ∈ R2|(x− 0.5)2 + (y − 0.5)2 < 0.252},
which is embedded into the fictitious domain Ω, see Fig. 7.8. The right-hand sides of
(7.5) are f = −div σ(û) and c = û|γu , where û(x, y) = (0.1xy, 0.1xy), (x, y) ∈ R
2. The
auxiliary boundary Γ is constructed by shifting γu by the step δ = 5h in the direction of









Figure 7.8: Ex.1. Geometry Figure 7.9: Ex.1. Original and deformed
geometry
Fig. 7.9 shows the original and deformed geometry and Fig. 7.10 shows the total
displacement and stress in the fictious domain Ω. Table 7 shows the computational results
for the distance δ = 5h of the original and the auxiliary boundary.
Figure 7.10: Ex.1. Total displacement and von Mises stress
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Table 7: Ex.1. Computational results
s 64 144 196 256
h 1/256 1/384 1/448 1/512
Primal var. 139,393 313,632 426,888 557,568
Control var. 7,394 17,322 23,846 31,410
Matrix mult. 142 149 157 212
Time[s] 34 79 84 173
Erel,(L2(ω))2 9.1377e-05 8.2487e-05 4.3265e-05 4.0752e-05
Erel,(H1(ω))2 3.3057e-01 3.1335e-01 2.2759e-01 2.2076e-01
Erel,(L2(γu))2 3.4621e-04 3.5915e-04 2.0544e-04 2.0157e-04
7.4.2 Example 2
In example 2 we consider an elastic body which is represented by the domain ω ⊂ R2 with
a smooth boundary γ. This boundary is divided into two disjoint parts γu and γp, where
γ = γu ∪ γp. On these two parts of γ, different conditions are prescribed.
Let us formulate the equilibrium equation together with the Dirichlet and Neumann
boundary conditions as:
−divσ(u) = f in ω,
u = c on γu,





The domain ω is defined as the interior of the circle
ω = {(x, y) ∈ R2|(x− 0.5)2 + (y − 0.5)2 < 0.252},
which is embedded into the fictitious domain Ω, see Fig. 7.11. The righthand sides of (7.6)
are f = −div σ(û), c = û|γu , and p = σ(û)ν, where û(x, y) = (0.1xy, 0.1xy), (x, y) ∈ R
2.
The auxiliary boundary Γ is constructed by shifting γ by the step δ in the direction of
outward normal vector ν.
Fig. 7.12 shows the original and deformed geometry. In Fig. 7.13 we show the total
displacement and stress. In Table 8, there are the computational results for the distance










Figure 7.11: Ex.2. Geometry Figure 7.12: Ex.2. Original and deformed
geometry
Figure 7.13: Ex.2. Total displacement and von Mises stress
Table 8: Ex.2. Computational results
s 64 144 196 256
h 1/256 1/384 1/448 1/512
Primal var. 139,393 313,632 426,888 557,568
Control var. 7,394 17,320 23,844 31,410
Matrix mult. 242 331 381 376
Time[s] 59 180 204 310
Erel,(L2(ω))2 6.3602e-03 4.6746e-03 4.1804e-03 3.0301e-03
Erel,(H1(ω))2 2.7396e+00 2.2864e+00 2.1455e+00 1.8487e+00
Erel,(L2(γ))2 7.7359e-03 6.0334e-03 5.2300e-03 4.0011e-03
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7.4.3 Example 3
Let us consider an elastic body which is represented by the domain ω ⊂ R2, defined as
the interior of the ellipse
ω =
{


















Figure 7.14: Ex.3. Geometry Figure 7.15: Ex.3. Original and deformed
geometry
We formulate the equilibrium equation together with the Dirichlet boundary condition:
−divσ(u) = f in ω,
u = c on γu.
}
(7.7)
The right-hand sides of (7.7) are f = −divσ(û) and c = û|γu , where û(x, y) =
(0.1xy, 0.1xy), (x, y) ∈ R2. The auxiliary boundary Γ is constructed by shifting γu by
the step δ in the direction of outward normal vector ν.
In Fig. 7.15, we can see the original and deformed geometry and in Fig. 7.16 there
are the total displacement and stress. Table 9 shows the computational results for the
distance δ = 5h of the original and the auxiliary boundary.
7.4.4 Example 4
In Example 4, we consider an elastic body which is represented by the domain ω ⊂ R2
with a smooth boundary γ. This boundary is divided into two disjoint parts γu and γp,
where γ = γu ∪ γp. On these two parts of γ, we prescribe different conditions.
Let us formulate the equilibrium equation together with the Dirichlet and Neumann
boundary conditions:
−divσ(u) = f in ω,
u = c on γu,






Figure 7.16: Ex.3. Total displacement and von Mises stress
Table 9: Ex.3. Computational results
s 64 144 196 256
h 1/256 1/384 1/448 1/512
Primal var. 139,393 313,632 426,888 557,568
Control var. 7,394 17,322 23,846 31,410
Matrix mult. 121 158 198 186
Time[s] 25 77 106 151
Erel,(L2(ω))2 1.2997e-04 6.1487e-05 6.0260e-05 5.0740e-05
Erel,(H1(ω))2 3.9284e-01 2.6998e-01 2.7220e-01 2.5035e-01
Erel,(L2(γu))2 4.7326e-04 2.6885e-04 2.7752e-04 2.4780e-04
The domain ω is defined as the interior of the elipse
ω =
{









which is embedded into the fictitious domain Ω = (0, 1) × (0, 1), see Fig. 7.17. The
right-hand sides of (7.8) are f = −div σ(û), c = û|γu , and p = σ(û)ν, where û(x, y) =
(0.1xy, 0.1xy), (x, y) ∈ R2. The auxiliary boundary Γ is constructed by shifting γ by the
step δ in the direction of outward normal vector ν.
Fig. 7.18 shows the original and deformed geometry. In Fig. 7.19 we can see the total
displacement and stress. Table 10 shows the computational results for the distance δ = 7h










Figure 7.17: Ex.4. Geometry Figure 7.18: Ex.4. Original and de-
formed geometry
Figure 7.19: Ex.4. Total displacement and von Mises stress
Table 10: Ex.4. Computational results
s 64 144 196 256
h 1/256 1/384 1/448 1/512
Primal var. 139,393 313,632 426,888 557,568
Control var. 7,394 17,324 23,846 31,410
Matrix mult. 244 320 335 351
Time[s] 57.7 172 271 418
Erel,(L2(ω))2 1.2557e-02 4.2193e-03 5.4419e-03 3.6710e-03
Erel,(H1(ω))2 3.9361e+00 2.1909e+00 2.5014e+00 2.0973e+00
Erel,(L2(γ))2 1.4491e-02 5.4557e-03 6.6058e-03 4.4691e-03
7.4.5 Example 5
In the last example, we introduce the solving procedure on the part of steel support which
can be seen in Fig. 7.20. We consider the domain ω ⊂ R2 which is represented by a part
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of steel support and we formulate the equilibrium equation together with the Dirichlet
boundary condition as:
−divσ(u) = f in ω,
u = c on γu.
}
(7.9)
The domain ω is embedded into the fictitious domain Ω. The right-hand sides of (7.9) are
f = −div σ(û) and c = û|γu , where û(x, y) = (0.1xy, 0.1xy), (x, y) ∈ R
2. The auxiliary
boundary Γ is constructed by shifting γu by the distance δ = 5h in the direction of outward
normal vector ν.
Figure 7.20: Ex.5. Steel support
The following figures and tables show the computational results for the modification
of the fictitious domain Ω. For a comparison, let us have a fictitious domain Ω fixed by
zero Dirichlet boundary conditions on its boundary ∂Ω in the first case and floating in the
second case.
In Fig. 7.21, we can see the original and deformed geometry for different modification.
Figure 7.21: Ex.5. Original and deformed geometry
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In Figs 7.22 and 7.23, we can see the total displacement, and stress in the fictitious
domain Ω, respectively. Also Tables 11 and 12 show the computational results for different
modification.
Figure 7.22: Ex.5. Total displacement
Figure 7.23: Ex.5. Distribution of von Mises stress
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Table 11: Computational results Ex.5.: fixed domain Ω
s 64 144 196 256
h 1/256 1/384 1/448 1/512
Primal var. 139,393 313,632 426,888 557,568
Control var. 9,478 20,446 27,486 35,570
Matrix mult. 138 167 174 194
Time[s] 37 91 103 173
Erel,(L2(ω))2 4.5369e-04 2.2638e-04 1.3119e-04 1.1629e-04
Erel,(H1(ω))2 1.0572e+00 7.4775e-01 5.6466e-01 5.3617e-01
Erel,(L2(γ))2 1.0884e-03 6.6122e-04 3.8387e-04 3.5628e-04
Table 12: Computational results Ex.5.: floating domain Ω
s 64 144 196 256
h 1/256 1/384 1/448 1/512
Primal var. 139,393 313,632 426,888 557,568
Control var. 7,430 17,372 23,902 31,472
Matrix mult. 135 210 206 221
Time[s] 33 111 113 188
Erel,(L2(ω))2 2.0050e-04 1.3057e-04 8.9508e-05 8.4492e-05
Erel,(H1(ω))2 7.0526e-01 5.6976e-01 4.5923e-01 4.5820e-01
Erel,(L2(γ))2 4.5591e-04 3.8381e-04 2.5696e-04 2.6107e-04
7.5 Conclusions to examples
In previous section we introduced different examples of solving the linear elasticity prob-
lems based on the domain decomposition. We solved problems for a different real domains
ω in combination with the pure Dirichlet or mixed boundary conditions. In figures we
can see original and deformed geometry of the real domain ω, together with the total
displacement and stress. The tables show the numerical results for δ = 5h and differ-
ent discretization steps due to the decomposition into subdomains. With the increasing
discretization step the number of iterations and matrix multiplication increase, but the
relative errors decrease.
In Fig. (7.24) and (7.25) we can see the sensitivity of solution for Example 1 and
Example 2, on the choice of distance δ, between real and auxiliary boundary. We compare
the number of iterations and relative error Erel,(L2(ω))2 . We can see increasing of number
of iterations with increasing distance between real and auxiliary boundary. On the opposite
side, there is a decreasing trend of the relative error Erel,(L2(ω))2 . Thus we choose distance























Figure 7.25: Ex.2. Sensitivity of the solution on δ
70
8 Conclusions
In this thesis, we dealt with solving elliptic boundary value problems for linear elasticity
using the fictitious domain method and the effective solvers based on the discrete Fourier
transform or the FETI domain decomposition. Its key idea is reformulating of a boundary
value problem defined in the original domain ω to a new one defined in a domain Ω called
a fictitious domain which contains ω in its interior. An advantage of this approach is
in using special finite element partitions of the fictitious domain Ω resulting in a special
structure of stiffness matrix which enables us to use fast solvers for evaluating the system
of linear algebraic equations by fast methods.
We began with the introduction of the linear elasticity problem, we defined the most
important elements in the theory of elasticity and then we introduced ideas how to formu-
late a new problem using the fictitious domain method. Firstly, we presented the classical
approach based on the use of Lagrange multipliers to enforce the Dirichlet boundary con-
ditions on boundary γ of the domain ω. A disadvantage of this approach is the singularity
on the boundary γ. To avoid this problem, we described a new smooth approach intro-
duced in [21]. We defined a new auxiliary boundary Γ surrounding γ and new controls to
fulfill prescribed boundary conditions on γ. Furthermore, we presented two fast solvers
for computing a pair (u,λ) ∈ R2n×R2m as a solution of a generalized saddle-point system
resulted from a finite element discretization of the fictitious domain formulation of a given
problem.
The first solver introduced in this thesis to improve efficiency of the solving procedure
was based on the use of the Fourier transform. The discrete Fourier transform was applied
for the spectral decomposition of the stiffness matrix A and then, we introduced the fast
Fourier transform for evaluation of the generalized inverse matrix-vector multiplication
arising in the solving procedure. Solving a given problem without storing the stiffness
matrix A represents an advantage of the solver. This is a benefit compared to other
competitive solvers, because the stiffness matrix has usually a big dimension for large
problems, also the spectral decomposition of matrices are known a-priori. Disadvantage
of this solver is that we can use it just for special separabile operators, which can be
separated by application of the Kronecker product.
The second solver was based on the Total-FETI domain decomposition. The main
idea of this method was the decomposition of the fictitious domain into non-overlapping
subdomains and from that reason we could solve a given problem divided into smaller
problems in parallel. According to the decomposition of the domain, we work with the
smaller stiffness matrices, and it is not necessary to store all stiffness matrices due to the
regular mesh of the fictitious domain. Also the advantage is that we can use this method
for every kind of operators, unlike a solver based on the Fourier transform. This is caused
by the choice of the space of testing functions which is defined on the fictitious domain Ω.
The solution of a generalized saddle-point system of a given problem was found by
the method based on the Schur complement reduction in combination with the pro-
jected Krylov subspace method for non-symmetric operators using orthogonal projectors
(proj BiCGSTAB). Also, numerical experiments of model examples and benchmarks, for
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both proposed solvers were presented.
Summary of advantages and disadvantages of the fictitious domain method
and its applicability to the academic and engineering tasks
Disadvantages
• Singularity on the boundary of the real domain ω as a result of the definition of the
Lagrange multipliers to fulfil boundary conditions in symmetric case
• Implementation of the boundary conditions
– Finding the intersection of the real boundary with the mesh of the fictitious
domain
– Dirichlet boundary conditions - smooth boundary is replaced by its piecewise
linear approximation, divided for the use of the Lagrange multipliers







• More primal and dual variables, due to embedding of the real domain into the
fictitious domain
• Combination of the fictitious domain method with the solver based on the discrete
Fourier transform leads to some limitations:
– Requirement to use the regular mesh, due to the structure of the stiffness ma-
trix. From that reason, there is also problem with the local refinement
– Operator must be separabile, i.e., the stiffnes matrix is formed by application
of the Kronecker product - product of the one dimensional matrices
• Three-dimensional cases: problems with the construction of the space of the control
variables and with the construction of the auxiliary boundary
• Application to engineering problems that require only limited accuracy of the solu-
tion
Advantages
• The order of error approximation is improved due to the use of the modified fictitious
domain approach
• Solver based on the Total-FETI remove restrictions to separabile operators, possi-
bility of the local refinement of the mesh
• Finding of solution is very fast with the use of the both solvers
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• Domain decomposition is easy to use, due to the simple shaped fictitious domain
• Solving procedure is well paralelized
The goals of this thesis were as follows. The extension of the modified smooth fic-
titious domain approach for solving elliptic boundary value problems to linear elasticity
problems, the comparison of the two above mentioned solvers based on the discrete Fourier
transform and the FETI domain decomposition technique, respectively and the extension
of the FETI based implementation to problems with general geometry of the real domain,
decomposition into more subdomains, and using the modified fictitious domain approach.
We also extended the MatSol library [28] by a solver based on the use of the fictitious
domain method for solving the linear elasticity problems. The thesis is also a basis of the
contributions presented during domestic and international conferences.
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