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vAbstract
This thesis presents an extensive computational study of electron-impact scattering and
ionisation of atomic hydrogen and hydrogenic ions, which are fundamental to many
diverse disciplines, from astrophysics and nuclear fusion to atmospheric physics. The
non-relativistic SchrÄ odinger equation describes these collisions, though ¯nding solutions
for even hydrogen, the simplest electron-atom collision, has proven to be a monumen-
tal task. Recently, Rescigno et al [Science 286, 2474 (1999)] solved this equation in
coordinate space using exterior complex scaling (ECS), and presented the ¯rst electron-
hydrogen di®erential cross sections for ionisation that matched with experiment without
requiring uncontrolled approximation. This method has signi¯cant potential for exten-
sion to larger collision systems, but its large computational demand has limited its energy
range and target con¯gurations, and its application to discrete ¯nal-state collisions has
been largely unexplored.
Using radically di®erent numerical algorithms, this thesis develops methods that
improve the computational e±ciency of ECS by two orders of magnitude. It extends the
method to calculate discrete ¯nal-state scattering cross sections and enhances the target
description to include hydrogenic ions and excited initial states. In combination, these
developments allow accurate solutions over a broad range of energies and targets, for both
scattering and ionisation, including the important near-threshold energy region where
accurate calculations have been unavailable. The re¯ned ECS method implemented
in this work now o®ers complete numerical solutions of electron-hydrogen collisions,
and its computational e±ciency will facilitate its future application to more complex
targets. The thesis culminates with the ¯rst ab initio quantum mechanical con¯rmation
of ionisation threshold laws for electron-hydrogen collisions [Bartlett and Stelbovics,
2004, Phys. Rev. Lett. 93, 233201], which have resisted con¯rmation through the
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Introduction
The interactions between photons, electrons, atoms and molecules are fundamental to
the processes of life, the universe and almost everything. From the radiation of light
from the Sun and stars to its photosynthesis in plants, from the phosphorescent glow
of our computer screens to the °icker of °uorescent lighting, atomic and molecular col-
lisions pervade our everyday life. The quest of science is to understand these natural
phenomena.
Since the pioneering research of Rutherford and Thompson in the late 1800s, science
has sought to understand the structure of atoms and their interactions with electrons,
photons and each other. The development of Quantum Theory in the early 1900s at last
provided a theoretical basis for solving atomic collisions. Unfortunately, the equation
fundamental to modelling these collisions, the SchrÄ odinger equation, only possesses ana-
lytic solutions for two-body systems. One of the most fundamental of atomic collisions,
an electron impacting with a hydrogen atom (e{H), which is the subject of this work,
has no known analytic solution. It is a testament to the complexity of collision problems
that proceeding from two-body collisions to a three-body system has taken a further
century to formulate and solve numerically.
There are three possible outcomes for e{H collisions: elastic scattering of the incident
electron, inelastic scattering where the target is left in an excited state (which subse-
quently decays) and a breakup collision where the target is ionised and gives two free
electrons. The excitation and ionisation channels may be closed or open depending on
whether the incident electron exceeds the required excitation and ionisation threshold
energies, respectively. Though a \simple" collision system, the measured cross sections
(interaction probabilities) for each of these channels have many structural features that
vary with impact energy and angular distribution of the ¯nal-state particles. The rich-
ness of these structures, along with the large body of available experimental data, makes
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this collision system an ideal test bed for new computational methods.
For nearly a century, atomic physicists have used approximation techniques in an
e®ort to ¯nd analytic and numerical solutions to the fundamental e{H collision. Many
of the modern numerical techniques have evolved from the close-coupling (CC) expan-
sion ¯rst introduced by Massey and Mohr (1932), which expands the wave function for
electron-atom collisions in terms of eigenstates of the target atom. Though, the very
limited computational resources available in this era meant that other more restrictive,
but numerically tractable, approaches were developed including perturbation methods
such as the Born approximation [e.g. see Massey and Mohr (1934), Mott and Massey
(1949) and Omidvar (1965)].
With the increasing availability of computing resources in the second half of last
century, attention returned to the CC expansion technique. Burke and Taylor (1966)
were successful in describing the elastic and inelastic non-breakup collisions below the
ionisation threshold by introducing extra basis functions in the target space in addition
to essentially exact low-lying excited states. When applied at higher energies, their re-
sults exhibited non-physical pseudo-resonance structures. It was soon realised that these
resonance features were simply an artifact of the limited basis set. A further calculation
with larger basis set leading to a denser distribution of positive-energy pseudostates,
and hence a better description of the e®ect of the continuum ionisation channel, helped
resolve this problem (Burke and Webb 1970). Using a model problem, Bray and Stel-
bovics (1992b, 1995b) demonstrated that with a su±ciently large basis of eigenstates
and positive-energy pseudostates convergent total scattering cross sections could be ob-
tained, for all discrete and ionisation processes, without unphysical resonance structures
at all energies. Both this method, convergent close-coupling (CCC) (Bray and Stelbovics
1992a, 1995a), and the intermediate energy R-matrix (IERM) method of Burke, Scott,
Sholtz and coworkers (Burke et al 1987, Scott et al 1989, Scholz et al 1991) were now
able to accurately calculate total scattering cross sections for e{H collisions over a wide
range of energies.
The ionisation channel has proven the most di±cult to solve for e{H collisions; the
electrostatic forces have a long-ranged interaction and perturbation methods could not3
account for measurements of the ionisation cross sections at low and intermediate elec-
tron energies. Bray and Stelbovics (1993) showed that the positive-energy pseudostates
included in their CCC calculations could be used to evaluate ionisation cross sections,
and obtained the ¯rst e{H total ionisation cross section (TICS) results that were in
complete agreement with experiment over a wide range of energies. In addition to CCC
and IERM, other state-of-the-art time-independent methods include the R-matrix with
pseudostates (RMPS) method of Bartschat and Bray (1996) and the hyperspherical close-
coupling (HSCC) method of Kato and Watanabe (1995), which also use close-coupling
methods and discretise the ionisation continuum into positive-energy pseudostates. All
these methods are now in good agreement with e{H experiments for all reaction chan-
nels over a wide range of energies and spacial distributions of the ¯nal-state particles.
Given a su±ciently large basis of pseudostates, these methods provide ab initio solutions.
However, it is well known that in practice the IERM, RMPS and CCC methods exhibit
large unphysical oscillations in their ionisation single-di®erential cross section (SDCS)
results (with respect to energy sharing of the outgoing electrons) that are smoothed with
various integral-preserving (Bray 2000) and least-squares ¯tting (Scott et al 2002) tech-
niques. As discussed by Bray (1997) and Stelbovics (1999), it appears to be a feature of
the CC expansions that the energy-sharing SDCS that they predict are not symmetric
about equal energy-sharing, but rather exhibit a step-function behaviour.
In an e®ort to obtain fully ab initio solutions for e{H ionisation that do not exhibit
unphysical oscillations in the SDCS results, direct solutions for the SchrÄ odinger equation
have been explored recently. These direct methods are relatively simple to implement and
the rapid increase in supercomputing performance has made them attractive in recent
years. Rescigno, Baertschy, McCurdy and coworkers (Rescigno et al 1999, Baertschy
et al 2001a) demonstrated that the exterior complex scaling transformation (Nicolaides
and Beck 1978, Simon 1979), based on that used for atomic resonance calculations,
could be applied successfully to ionisation problems. They obtained the ¯rst direct
solution for the scattering wave functions for e{H ionising collisions in coordinate space
and did not require explicit knowledge of the boundary conditions at the outer edges
of the grid. The method calculates ionisation cross sections from the scattering wave4 CHAPTER 1: INTRODUCTION
functions using a surface integral method (Peterkop 1977, McCurdy et al 2001) that
relies on an approximation of the ¯nal-state asymptotic continuum waves. The ECS
method obtained convergent cross sections, though the phase of the ionisation amplitudes
calculated with this approximation were ambiguous, as were the phases calculated using
the above CC methods.
In a recent series of papers, Kadyrov et al (2003, 2004) gave the ¯rst formally correct
asymptotic boundary conditions for the Coulomb three-body problem that are valid in all
asymptotic domains, and include a partial-wave expansion suitable for use with numeri-
cal methods. An important outcome of this work, was that it gave a formal justi¯cation
for the ¯nal-state continuum wave approximation used in the ECS method, leading to
converged magnitudes of the ionisation amplitudes and furthermore ensured convergent
phases as well. Thus, ECS can be considered a fully ab initio method for calculating
both the scattering wave functions and ionisation cross sections, in all energy-sharing ar-
rangements and spatial distributions of the breakup particles. All approximations used
by ECS to calculate the wave functions and ionisation cross sections are controlled1 and
can be calculated to arbitrary accuracy.
Another direct method, the time-dependent close-coupling (TDCC) method of Pind-
zola, Robicheaux, Colgan and coworkers (Colgan et al 2002a), is used to compute solu-
tions to the time-dependent SchrÄ odinger equation for e{H collisions in momentum space.
This method is in good agreement with other modern calculations, and like ECS, obtains
ab initio results without knowledge of the ¯nal-state boundary conditions.
Apart from their markedly di®erent theoretical development, the main points of dif-
ference of the direct methods, ECS and TDCC, from the close-coupling methods, RMPS,
IERM and CCC, are in their ability to calculate the di®erential ionisation cross sections
without application of empirical smoothing techniques. Also, the ECS method extracts
scattering and ionisation amplitudes from the computed scattering wave function using
1We use the term controlled here, and throughout this thesis, to emphasise that convergence of the
results with respect to all numerical and computational approximations are demonstrated in practice,
with presently available computing resources. Given su±cient computing resources, the results can be
calculated to arbitrary accuracy.5
a rigorous surface integral formulation. As these direct methods are evolved in the future
to solve collisions with multiple active electrons, where the a priori assumption that the
SDCS is smooth may not be valid, these features will be a distinct advantage.
The ECS and TDCC methods have very similar computational demands (Colgan
et al 2002a). For e{H collisions at intermediate incident energies (above 50 eV) both
methods use large amounts of computing resources, and neither method is currently
able to include su±cient partial-waves to demonstrate complete convergence (Baertschy
et al 2001a, Colgan et al 2002a). Extrapolation techniques are used to overcome this
limitation, but the ab initio nature of the calculations is compromised. Unlike the CC
methods, the ECS method for e{H collisions has thus far been limited to the ionisation
channel; discrete ¯nal-state collisions, excited state targets and hydrogenic ions have not
been considered.
Collisions at energies very close to the ionisation threshold energy are problematic
for all the state-of-the-art methods discussed thus far. To maintain accuracy as energy
approaches threshold, the direct methods require increasingly larger grids, while CC
methods require an increasingly larger basis of pseudostates, and computational resource
limits are quickly reached. ECS is unable to yield converged solutions for energies
much closer than 1 eV from the ionisation threshold (Baertschy et al 2001a), due to
the computational demands of these very large grids. Also, there is evidence that the
iterative method for solving the large sparse-matrix equations used in the e{H ECS
method sometimes fail to converge (Baertschy and Li 2001) at these low energies. The
application of the TDCC method at very low energies is largely unexplored, while the
accuracy of the IERM, RMPS and CCC results is limited by signi¯cant energy-dependent
oscillations [as is evident in the IERM, RMPS and CCC model calculations given in Scott
et al (1997)]. Consequently, a detailed exploration of the ionisation threshold region that
gives convincing support for the Wannier (1953) and associated threshold laws has yet
to be provided by any fully-quantal ab initio method.
The impressive results and signi¯cant potential of the ECS method have given the
impetus for the work undertaken in this thesis. The goal of this investigation is three-
fold. Firstly, we will generalise the ECS method and solve the non-relativistic time-6 CHAPTER 1: INTRODUCTION
independent SchrÄ odinger equation for a complete2 range of e{H collisions. Secondly, we
will develop numerical and computational algorithms that markedly reduce the computa-
tional requirements of the ECS method for e{H collisions and remove the near-threshold
and higher-energy limitations. Lastly, we will undertake a thorough investigation of
e{H ionising collisions near the ionisation threshold in an e®ort to obtain the ¯rst fully-
quantal ab initio support for the classically derived Wannier (1953) and related threshold
laws.
We will see in later chapters that solutions in this thesis are obtained on a numerical
grid in coordinate space using both exterior complex scaling and an extension of the
propagation algorithm used by Poet (1980) for model e{H scattering problems. So as to
di®erentiate the method developed in this thesis from that of Rescigno, Baertschy and
McCurdy's ECS method (Rescigno et al 1999, Baertschy et al 2001a), we will refer to the
present work as the propagating exterior complex scaling method, and use the acronym
PECS.
In Chapter 2 we will develop the theoretical foundation of the PECS method by ex-
tending the ECS method to include excited initial-state and charged hydrogenic targets,
and develop a method to extract discrete ¯nal-state cross sections from the scattering
wave functions. Chapter 3 gives the numerical developments of PECS, including the
propagation method, ¯nite-di®erence schemes and iterative schemes that greatly reduce
computational e®ort. The computational implications of these numerical schemes are
discussed in Chapter 4. We then test the accuracy and energy range of the PECS
method in Chapter 5 by applying it to two commonly used model problems. Chapter 6
demonstrates the application of PECS to a complete range of e{H collisions, followed by
a comprehensive near-threshold investigation of e{H ionising collisions in Chapter 7.
The signi¯cance of this work, however, is not limited to the e{H collisions investigated
here. Due to the e±cient algorithms we have implemented, the prospect of the future
application of the ECS method to multi-electron targets is encouraging.
2In this context, complete should be taken to mean: all reaction channels (elastic scattering, in-
elastic discrete ¯nal-state scattering and ionisation), for targets in the ground state and excited states,
both neutral hydrogen atoms and charged hydrogenic ions, and energies that are accessible to experi-
mental measurement, ranging from below ionisation threshold to moderately-high energies (within the
constraints of the non-relativistic SchrÄ odinger equation) where perturbation methods become accurate.Chapter 2
Theoretical Development
The bene¯ts of using the ECS method to solve atomic collision problems numerically
include the simplicity of its application and the high accuracy achievable over a wide
range of energies and kinematics. The method is simple in its derivation as it solves
the non-relativistic time-independent SchrÄ odinger equation for the collision in a ¯nite
region of coordinate space, directly, completely and without knowledge of the bound-
ary conditions, and as such is a fully ab initio method. Also, it does not rely on any
specialised expansion techniques, using only an expansion in terms of angular momen-
tum, which is used in a vast range of quantum mechanical problems, and has a solid
theoretical foundation. The high accuracy obtainable with ECS is due to the minimal
number of approximations used in its derivation and numerical solution, all of which can
be considered as controlled, and are readily estimated from convergence studies.
In Section 2.1 we give an overview of the ECS transformation, and demonstrate its
features with a simple one-dimensional example. This is followed in Section 2.2 by the
derivation of the partial-wave di®erential equations for the scattering wave function. It
should be noted that, to date, ECS implementations for electron-hydrogen collisions
have only considered neutral ground-state targets (Rescigno et al 1999, Baertschy et al
2001b), so the derivation presented in this section is the ¯rst of its type to consider both
charged hydrogenic targets and excited initial states1.
In Section 2.3 we derive equations that extract discrete ¯nal-state scattering ampli-
tudes from the scattering wave functions using a surface integral method. We believe
that this is the ¯rst time that discrete ¯nal state scattering amplitudes have been calcu-
lated from a direct solution of the scattering wave function for e{H collisions. However,
1When referring to previously published methods or stating that the results or methods are the ¯rst
of their type, throughout this thesis, we exclude those publications that have emanated directly from the
work undertaken for this thesis. These publications are listed in the List of Publications at the start of
this thesis.
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McCurdy et al have undertaken investigations with model problems using the optical
theorem (McCurdy et al 1997) and the surface integral method (McCurdy et al 2002)
that is further developed here. An excellent summary of their work is given in McCurdy
et al (2004).
In the initial application of ECS to e{H ionising collisions, Rescigno et al (1999)
calculated ionisation cross sections from the outgoing °ux of the scattering wave func-
tions. The cross sections were not radially converged, and their numerical grid could
not reach the very large radii required for convergence (À 100 a.u.), so extrapolation
techniques were used. The extrapolated results proved to be inaccurate for highly asym-
metric energy-sharing of the outgoing electrons, which for moderate energy collisions is
the region that has the highest contribution to the TICS. In later publications (McCurdy
et al 2001, Baertschy et al 2001a) they used the Peterkop (1977) integral method to over-
come this problem, and obtained convergent ionisation cross sections with signi¯cantly
smaller radii than required by the °ux method. In Section 2.4 we detail our derivation
of the ionisation amplitude using the integral formulation of Peterkop, which extends
beyond that published by Baertschy et al by allowing for charged hydrogenic and excited
targets, and also discuss the ionisation amplitude phase ambiguity of this method.
The conventions used throughout this thesis, unless stated otherwise, are: All quan-
tities and equations are in atomic units (a.u.), where ~, the electron mass me and the
proton charge Zp are set to unity; the imaginary unit number is represented using the ro-
man font, i.e. i =
p
¡1; vectors and functions dependent upon vectors are given in bold
font, e.g. ª(r1;r2), while scalars and functions dependent only upon scalar quantities
are given an italic font, e.g. Ã(r1;r2).
2.1 Exterior complex scaling
The use of an ECS transformation to obviate the need for asymptotic boundary con-
ditions when solving atomic and molecular collisions was ¯rst introduced by Nicolaides
and Beck (1978), and independently suggested by Simon (1979). Many decades prior to
this the complex rotation of the radial coordinates had been used for atomic resonance2.1: EXTERIOR COMPLEX SCALING 9
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Figure 2.1: (a) Graphical representation of the rotation by µ radians into the complex
plane of the radial coordinate z(r) at the start of the complex scaling region R0. (b)
Result of complex scaling of Ã(r) = sin(z(r)). (c) Regions of complex scaling in a two
dimensional coordinate system.
problems. However, it was not until 1997 that Rescigno et al began exploring the use of
ECS for three-body ionising collisions, which culminated in their landmark publication
in Science (Rescigno et al 1999) of the ¯rst complete solution to the e{H breakup prob-
lem. These publications should be referenced for a detailed description and theoretical
justi¯cation of the method, though we will look at a simple one-dimensional example to
give some insight into the workings of ECS.
The ECS transformation rotates the radial coordinates into the complex plane by a
¯xed angle 0 < µ < ¼=2 at a ¯nite distance from the origin (R0) using the transformation
z(r) 7!
(
r; r < R0
R0 + (r ¡ R0)eiµ; r ¸ R0:
(2.1)
This is depicted graphically in Figure 2.1a. If we apply this transformation to a one-
dimensional outgoing wave Ã(r) = e+ir, for r > R0 we obtain
Ã(r) 7! Ã(z(r)) = e¡(r¡R0)sinµei(R0+(r¡R0)cosµ) ¡ ¡ ¡ ¡ ¡ ! r!1 0; (2.2)
which demonstrates that outgoing waves diminish exponentially beyond R0 under this
transformation. Figure 2.1b shows the real part of this wave function (with arbitrary
units), where it is evident that the wave function diminishes by 99.9% within 1.5 oscil-10 CHAPTER 2: THEORETICAL DEVELOPMENT
lations from R0. When solving di®erential equations numerically with the ECS method,
we may use this point (Rmax) as the edge of our grid and set the boundary condition
at this point to zero with minimal loss of accuracy. It should be observed that there is
a discontinuity in the ¯rst derivative of the transformed wave function at R0. We will
discuss this further in Section 3.1 when we consider the grid spacing required in this
region. An important outcome of the theoretical investigation into ECS by Rescigno
et al (1997) is that the transformation is valid for use with ¯nite di®erence methods,
provided that the point of rotation into the complex plane R0 is one of the points on
the numerical grid.
If we now consider a one-dimensional incoming wave Ã(r) = e¡ir, for r > R0 we
obtain
Ã(r) 7! Ã(z(r)) = e(r¡R0)sinµe¡i(R0+(r¡R0)cosµ) ¡ ¡ ¡ ¡ ¡ ! r!1 1; (2.3)
which demonstrates that incoming waves diverge under this transformation. It is im-
portant, therefore, to ensure that equations solved using ECS do have outgoing waves
beyond R0 and don't have incoming waves beyond R0. We will discuss this point further
in Section 2.2.
The ECS transformation is applied separately to each radial coordinate. The equa-
tions solved in this thesis have two radial coordinates, and Figure 2.1c demonstrates the
four regions where r1 and r2 are either real or complex. The solutions obtained using
ECS are only valid in the region where both coordinates are real, r1;r2 · R0.
We will now turn our attention to the SchrÄ odinger equation of the collision systems
addressed by this thesis, to which the ECS transformation will be applied.
2.2 SchrÄ odinger equation
The time-independent SchrÄ odinger equation for an e{HZ collision2 is given by
³




i = 0; (2.4)
2We use the notation e{HZ to represent the collision of an electron with hydrogen or a hydrogenic
ion with central charge Z ¸ 1.2.2: SCHRÄ ODINGER EQUATION 11
where ^ H is the Hamiltonian operator, E is the total energy of the system and ª
S(+)
i is
the outgoing wave function. The initial state of the system is given by the subscript i,
and represents the momentum of the incident particle ki and the initial state jnilimii
and nuclear charge Z of the hydrogenic target. The spin angular momentum S of the
system is an observable quantum state that is conserved in the collision, and each spin
state may be solved separately. Using ECS to solve this equation in its present form
results in all boundary conditions becoming zero and our numerical methods will ¯nd the
trivial solution of ª
S(+)
i = 0. To resolve this problem we must rearrange the equation
into an inhomogeneous form. This is achieved by separating the outgoing wave function
into an incident wave function ªS
i;inc and an outgoing scattering wave function ª
S(+)
i;sc ,







The SchrÄ odinger equation for the collision becomes
³










where the right-hand-side is known analytically, and hence provides an inhomogeneous
equation that is suitable for solution using ECS.
For the collision systems considered in this thesis, the nucleus of the target is suf-
¯ciently massive, relative to the incident electron, that it may be considered ¯xed in
space and its kinetic energy operator ignored without a®ecting the accuracy of the cal-
culations. The resulting Hamiltonian ^ H of the interaction may then be split into one-
and two-electron operators given by
^ H = ^ H1 + ^ H2 + ^ H12; (2.7)
where























and where Z ¸ 1.12 CHAPTER 2: THEORETICAL DEVELOPMENT
Equation (2.6) requires solution in six dimensions, two radial and four angular, which
makes numerical solution in the present form computationally intractable. We will use a
partial-wave expansion to reduce the system to an in¯nite set of coupled radial equations,
each having only two dimensions, where numerical convergence is obtained in practice










l1l2 (^ r1; ^ r2); (2.11)
where YLM
l1l2 is a bipolar spherical harmonic function (see Section A.2), which is non-zero
only when
jl1 ¡ l2j · L · jl1 + l2j; (2.12)
where L is the partial-wave angular momentum, M is the projection of L onto the z-
axis and l1 and l2 are the angular momenta of each electron. This e®ectively separates
the radial and angular components of the scattering wave function, and is a common
strategy for solving quantum mechanical equations. We have introduced the label ¦ to
specify the parity of the angular momentum state, which is conserved in the collision,
and is given by
(¡1)¦ = (¡1)L+l1+l2; (2.13)































and (A.1) we are able to transform the single-electron Hamiltonian operators so that
they are independent of the angular coordinates, and only operate on the radial outgoing
scattering wave function ÃLMS¦
i;l1l2 (r1;r2), giving
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We will now proceed to perform a partial-wave expansion of the left-hand-side (LHS)
of (2.6) by substituting (2.7), (2.11), (2.16) and (2.17), which yields







(E ¡ ^ Hl1 ¡ ^ Hl2 ¡ ^ H12) ÃLMS¦
i;l1l2 (r1;r2)YLM
l1l2 (^ r1; ^ r2):
(2.18)
To remove the angular dependence and the singularities at r1 = 0 and r2 = 0 we use
the transformation









(^ r1; ^ r2) f; (2.19)
where hl0
1l0







2L0M0j(E ¡ ^ Hl1 ¡ ^ Hl2 ¡ ^ H12)jl1l2LMi ÃLMS¦
i;l1l2 (r1;r2): (2.20)
The orthogonality of the bipolar spherical harmonic function (A.11) ensures that E
and the single-electron Hamiltonian operators, which have no angular dependence, are
non-zero only when l0
1=l1, l0
2=l2, L0=L, and M0=M, allowing (2.20) to be simpli¯ed to
T (LHS) = (E ¡ ^ Hl0



















which is non-zero only when L = L0 and M = M0. It is referred to as the reduced-matrix
element of 1
r12 and is represented by hl0
1l0
2k 1
r12kl1l2iL0. We may now give our transformed
partial-wave expansion of the LHS as















where we have reversed the primed and unprimed arguments, making hl1l2LMj the
arbitrarily selected state. We should note that the reduced matrix element does not
connect states of di®erent total parity, so the summation over l0
1l0
2 is limited to those
states that satisfy the parity relation (¡1)¦ = (¡1)L+l0
1+l0
2.
We will now proceed to give an analytic form for the incident wave function and, to
maintain equivalence with (2.22), perform a partial-wave expansion and transformation
of the right-hand-side (RHS) of (2.6).14 CHAPTER 2: THEORETICAL DEVELOPMENT
The derivation of Baertschy et al (2001b) for the incident wave function of an e{H
collision used a plane wave eiki¢r to represent the incident electron moving in free space
with initial momentum ki, multiplied by the wave function of the ground-state hydrogen
target. However, to allow for scattering and ionisation from charged hydrogenic targets
(Z > 1), we will use an incoming Coulomb wave ©
(¡)
c (Z ¡1;ki;r) to represent the
electron moving in a ¯eld of central charge Z¡1, multiplied by the wave function of a
hydrogenic target ©i(r1). Here, the i subscript represents the charge Z and initial state
jnilimii of the hydrogenic target.
As the incident and bound electrons are indistinguishable, we symmetrise the incident
wave function with respect to exchange of the electron coordinates r1 and r2. This gives












where to ensure that our derivation is equivalent to Baertschy et al for Z = 1, the
Coulomb wave is normalised so that
©(¡)
c (0;k;r) = eik¢r: (2.24)
Substituting (2.23) and the relations



















into the RHS of (2.6) gives
































lm(^ k)Ylm(^ r); (2.29)2.2: SCHRÄ ODINGER EQUATION 15
where Ál(Z;k;r) is the regular Coulomb radial wave function normalised as Á0(0;k;r) =
sin(kr), the Coulomb phase is given by
¾l(Z;k) = arg
µ






and Ylm is the spherical harmonic function (see Section A.1). We also separate the































Using the inverse relation (A.13) to transform the spherical harmonic functions (of ^ r1












































































By convention we set the direction of the incident electron along the z-axis, without loss
of generality, where the spherical harmonic function Ylm(^ ki) is non-zero only when m=0.16 CHAPTER 2: THEORETICAL DEVELOPMENT
Using (A.5) along with the parity relation (2.13) and the Clebsch-Gordan and reduced
matrix element symmetry relations [(A.20) and (A.29)] we arrive at our ¯nal form for






















where (1 $ 2) exchanges l1 with l2 and r1 with r2, and like the LHS we have exchanged
the primed and unprimed variables. The summation is over all l such that
jli ¡ lj · L · li + l; (2.36)
and that parity is conserved (between the initial and ¯nal states), noting that by the
properties of the Clebsch-Gordan coe±cient (A.16) the equation has non-zero solutions
only when M = mi.
We may now equate (2.22) with (2.35) to give the partial-wave expansion of the
time-independent SchrÄ odinger equation for the collisions considered in this thesis as








































For the special case of ground-state hydrogen targets we set Z=1, ni=1, li=0 and mi=0,
which gives M=0, ¦=0, l=L, ¾l=0, ÁL(0;ki;r)=^ jL(kir) and CL0
00L0=1, where ^ jL is the
Riccati-Bessel function, and our derivation reduces to that given in Baertschy et al
(2001b).
We should note that ÂLMS¦
i;l1l2 contains both incoming and outgoing waves and, as
incoming waves diverge under the ECS transformation, it must be truncated in the2.3: SCATTERING AMPLITUDE 17
region r1 > R0 or r2 > R0. McCurdy et al (2001) observed that a sharp cut o® at R0
resulted in small di®raction e®ects (oscillations) in the extracted cross sections, so used




2 = R0. We have used







i;l1l2 (r1;r2); ½ · R0
0; ½ > R0:
(2.39)
This is the only systematic, though controlled, approximation used in the ECS method
for calculating the scattering wave function.
We will now proceed to derive a method for extracting the scattering amplitudes
and the di®erential and total cross sections for discrete ¯nal-state collisions from the
partial-wave scattering wave functions.
2.3 Scattering amplitude
The scattering wave function ª
S(+)
i;sc (r1;r2), calculated using (2.11) and (2.37), gives
the probability amplitude for ¯nding the electrons at the positions r1 and r2 after the
collision, but does not directly give information on the scattering processes open to
the collision. In this section we will derive the scattering amplitude for elastic and in-
elastic discrete ¯nal-state collisions F S
ji(^ kj), in terms of the scattering wave function
ª
S(+)
i;sc (r1;r2), which will give the probability amplitude of all possible observable out-
comes of these collisions.
Formally, the asymptotic behaviour of the time-independent outgoing scattering wave




















where we have arbitrarily chosen r1 for the bound electron and r2 for the scattered
electron. The j subscript represents the nuclear charge Z and ¯nal state jnjljmji of the
hydrogenic target, and the initial state i is as de¯ned on page 11 (making F S
ji(^ kj) also
dependent on ki, which is directed along the z-axis in our derivations). The leading con-
stant 1=
p
2 ensures that this wave function is normalised to the symmetrised scattering18 CHAPTER 2: THEORETICAL DEVELOPMENT
wave function calculated using (2.11) and (2.37), and the magnitude of the initial and
























k1k2 is a wave function that satis¯es the asymptotic ¯nal-state boundary con-
ditions of the ionising collision. We will de¯ne discrete ¯nal-state scattering amplitudes













j is an incoming discrete ¯nal-state wave function whose form we specify later,
and proceed to verify that asymptotically IS
ji(^ kj) and F S
ji(^ kj) are related functions. This
approach was suggested and developed by McCurdy et al (2002) for model problems. We
have introduced S labelling in these equations as spin is conserved in the collision and the
scattering amplitudes for singlet and triplet spin states may be calculated independently.
Firstly, using the standard vector identity
©r2ª ¡ ªr2© ´ r ¢ (©rª ¡ ªr©); (2.44)
the divergence theorem
R
V r ¢ Adv =
H
S A ¢ dS and the SchrÄ odinger equation ( ^ H ¡
E)ª
S(+)
i = 0 we can transform (2.43) to a surface integral in one of the coordinates,









































where the surface integrals are taken at r2 ! 1 and r1 ! 1, respectively. This can be
simpli¯ed further if symmetrised wave functions are used, as the two integral expressions


























; (2.46)2.3: SCATTERING AMPLITUDE 19
where we have replaced the outgoing full wave function ª
S(+)
i with the outgoing scat-
tering wave function ª
S(+)
i;sc as the incident wave function does not contribute to the
integral. We note that, for energies above ionisation threshold, ª
S(+)
i;sc also contains ion-
isation information, but this does not a®ect the scattering amplitude calculated using
(2.46) due to the orthogonality of a Coulomb wave representing the ionised electron
©
(¡)
c (Z;k1;r1) with all hydrogenic bound states of charge Z.
Finally, we use the freedom a®orded by the fact that we only need specify the sym-


































(normalised such that ©
(¡)
c (0;k;r) = e¡ik¢r) and (2.40) into (2.46), and remove terms
that asymptotically approach zero, which gives
F S





We have not given the functional form for ~ f since, through cancellation, only the ¯rst
term of (2.48) contributes to the result. Therefore, in the asymptotic limit F S
ji(^ kj)
and IS
ji(^ kj) are equivalent, apart from an overall multiplying constant, and our integral
































In the previous sections we have given details on the ECS method for obtaining
solutions for the e{HZ scattering wave functions directly with a single controlled ap-
proximation. The method we have developed for obtaining scattering amplitudes relies
on applying an asymptotic integral at a ¯nite radius. This is a controlled approximation,20 CHAPTER 2: THEORETICAL DEVELOPMENT
as from a single scattering wave function we can easily investigate the radial convergence
of (2.50), and therefore estimate the error introduced by applying the asymptotic integral
at R0.
We will now proceed to derive a partial-wave expansion of (2.50). Substituting
the partial-wave expansions for the scattering wave function (2.11) and Coulomb wave
function (2.29), the symmetrised discrete ¯nal-state wave function (2.47) (the second
term is ignored as it is asymptotically zero), the hydrogenic wave function expansion



















d^ r1 Y ¤
ljmj(^ r1)Yl1m1(^ r1)
Z























We note that the spherical harmonic orthogonality relation (A.3) results in the angular
integrals becoming unity when l1=lj, m1=mj, l=l2 and m=m2, and zero otherwise.
Also, from the Clebsch-Gordan condition (A.16), we see that m2 = M ¡ mj, so the








where the summation is over all l2LM such that jlj ¡ l2j · L · lj + l2, jMj · L, which



































d^ kj jF S
ji(^ kj)j2; (2.54)










We have included an explicit summation over parity in (2.52) and (2.55) to emphasise the
contribution of both parity states, but as parity is determined by (¡1)¦ = (¡1)li+l2+L
its inclusion is redundant. The total cross section is the sum of the cross sections for


















ji(^ kj)j2 d^ kj: (2.57)
A quantity related to the scattering cross section, and often the subject of experi-
mental measurement, is the spin asymmetry, which gives the relative magnitude of the
singlet and triplet cross sections. Spin asymmetry is de¯ned in terms of the separate









and is a dimensionless quantity in the range ¡1
3 · Aji · 1.
This ¯nalises our derivation for the scattering amplitude and scattering cross section
equations for the elastic and inelastic discrete ¯nal-state collision of an electron with a
hydrogenic target in an arbitrary initial state. In the following section we will derive
equations for the ionisation amplitude of break-up collisions, also using the Peterkop
integral method.
2.4 Ionisation amplitude
The integral formulation of the ionisation amplitude that we use in this thesis is dis-
cussed at length by Peterkop (1977), so we will not repeat his derivations, but simply
give the relevant ¯nal equations. This method has been used successfully by Baertschy
et al (2001a), though is modi¯ed slightly here for hydrogenic targets. The procedure22 CHAPTER 2: THEORETICAL DEVELOPMENT
that Peterkop used is similar to that used in the previous section to derive an integral
expression for the scattering amplitude. One signi¯cant di®erence is that Peterkop chose
to use six-dimensional hyperspherical coordinates, and the surface integral was taken on
a hypersphere of hyperradius ½. The ¯nal form for the ionisation amplitude can therefore


































where ® = arctan(r2=r1) is the hyperangle, k1 and k2 are the momenta of the continuum
electrons after the collision, and ©
(¡)
Z;k1k2 approximates the asymptotic ¯nal-state incom-
ing continuum waves for central charge Z. Note that a factor of
p
2 has been included
in this equation, compared with Peterkop, to compensate for the 1=
p
2 symmetrisation
constant introduced in (2.23).
In order for (2.59) to converge in phase, Peterkop suggests that a product of two
Coulomb functions can be used to approximate the asymptotic ¯nal-state incoming






















which is known as the Peterkop condition. There is no known analytic form for this
condition when (2.59) is expanded in partial waves, so it cannot be applied in our
derivation. For the ionisation of ground state hydrogen, Baertschy et al (2001a) found
that provided the same ½ was used for all partial waves, the phase ambiguities introduced
by using uniform charges (Z1=Z2=1) cancelled and the ionisation cross sections were
radially convergent. As we are dealing with hydrogenic targets we will use the product





c (Z;k2;r2); (2.62)2.4: IONISATION AMPLITUDE 23
and in Section 6.3 we test that radially convergent ionisation cross sections are obtained
for Z > 1.
The Peterkop formulation and phase factor divergence problem have been recently
addressed in a series of papers by Kadyrov et al (2003, 2004). They showed by a general
argument that the practical procedure of choosing Z1=Z2=1 is optimal, though when
applied at ¯nite ½ the ionisation amplitude will contain radially-diminishing oscillations
in both phase and magnitude. These oscillations are observed in our calculations pre-
sented in later chapters, though our calculations are generally performed at su±ciently
large ½ that the magnitude of these oscillations are not signi¯cant. Importantly, their
work supports the validity of this method for extracting ionisation cross sections, but
does emphasise its inability to give correct and converged ionisation amplitude phase in-
formation. Kadyrov et al (2004) gives corrections to the method used here that will give
formally correct ionisation amplitude phases. No measurements of ionisation amplitude
phase have been made, but these corrections can be used should they become available
in the future.
To obtain a partial-wave expansion for the ionisation amplitude we substitute (2.11),


















d^ r1 Y ¤
lm(^ r1)Yl0m0(^ r1)
Z




















We note that the spherical harmonic orthogonality relation (A.3) results in the ^ r1 and
^ r2 integrals becoming unity when l=l1, m=m1, l0=l2 and m0=m2, and zero otherwise,






l1l2 (^ k1; ^ k2)fLMS¦



























Once again, we have included an explicit summation over parity states in (2.64) to
emphasise the coherent addition of parity states, though its inclusion is redundant.












d^ k2 jF S
i (k1;k2)j2; (2.66)
where ²2 is the energy of one of the outgoing electrons. As the scattering wave function is
symmetrised with respect to electron exchange, the energy integration is limited to E=2.































i (k1;k2)j2d^ k1d^ k2d²2; (2.69)
and the spin asymmetry is as de¯ned in (2.58), though with suitable adjustment of the
subscripts so as to refer to the ionisation cross sections.
This ¯nalises our derivation for the ionisation amplitude and ionisation cross section
equations for the electron-impact ionisation of a hydrogenic target in an arbitrary initial
state. In the following chapter we will discuss methods for obtaining numerical solutions
to the scattering wave function equations and the scattering and ionisation cross section
equations that have been developed in this chapter.Chapter 3
Numerical Methods
In Chapter 2 we derived the partial-wave time-independent SchrÄ odinger equation for
e{HZ collisions with arbitrary initial state. There is no known analytic solution to this
equation, however, the equation is a relatively simple, coupled, second-order di®eren-
tial equation that can be solved using numerical approximation techniques if su±cient
boundary conditions are known. Two known boundary conditions are
ÃLMS¦
i;l1l2 (r1;0) = 0 and ÃLMS¦
i;l1l2 (0;r2) = 0; (3.1)
and with exterior complex scaling (2.1) we can closely approximate the outer boundary
conditions by
ÃLMS¦
i;l1l2 (r1;Rmax) ¼ 0 and ÃLMS¦
i;l1l2 (Rmax;r2) ¼ 0; (3.2)
where Rmax is made su±ciently larger than R0 (the start of the complex scaling region)
such that exponential damping of the outgoing wave function results in an outer bound-
ary condition that can be set arbitrarily close to zero. We now have su±cient boundary
conditions to solve (2.37) numerically.
The Coulomb interaction is a long-range force, and the charged ¯nal-state parti-
cles of an ionising collision continue interacting until their separation becomes in¯nite.
Does this require the numerical grid to be in¯nite, and thus make numerical methods
impractical? Rescigno et al (1999) demonstrated that radially convergent solutions are
obtained for e{H collisions at low-intermediate energies by setting the grid size su±-
ciently large (R0 ¼ 100 a.u.), ensuring that the Coulomb interactions are e®ectively
complete. However, a large number of (l1;l2) states were necessary for good conver-
gence, which, combined with the large R0 and su±ciently ¯ne grid spacing, resulted in
an extremely large set of coupled linear equations (giving a sparse-matrix equation of the
order of 6 million columns for each LS partial wave). Solving these equations required a
massively-parallel supercomputer. As the total energy approaches ionisation threshold
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an increasingly larger R0 is required for convergence, and at higher energies or for ex-
cited initial-states an increased number of L partial waves and coupled states of angular
momentum (l1;l2) must be included. With present supercomputer technology, these
signi¯cantly larger calculations are impractical with their e{H ECS implementation.
In this chapter we will develop an alternative method for ¯nding solutions to the ECS
equations that has proven to be extremely computationally e±cient. This method allows
very-low energy, higher energy, and excited state collisions of hydrogen and hydrogenic
ions to be explored easily with moderate computing resources.
3.1 Numerical grid
Selecting an appropriate grid is the ¯rst step towards minimising the computational
e®ort required to numerically solve e{HZ collisions. Though the ECS technique has
been demonstrated with both ¯nite element and ¯nite-di®erence numerical methods
(Rescigno et al 1997, 1999), we will restrict our discussion to numerical grids that support
¯nite-di®erence methods suitable for use with the propagation technique introduced in
Section 3.3.
If we consider the symmetry of the e{HZ scattering wave function with respect to
exchange of the radial coordinates
ÃLMS¦
i;l1l2 (r1;r2) = (¡1)S+L+l1+l2ÃLMS¦
i;l2l1 (r2;r1); (3.3)
then we have two choices for solving the wave functions that minimise duplicate compu-
tations. We can solve for a) a square grid r1;r2 · Rmax and only l1 · l2, as undertaken
by Rescigno et al (1999), or b) a triangular grid r2 · r1 · Rmax for all (l1;l2).
For the present, let us make the simplistic assumption that ¯nding solutions to our
coupled grid equations requires O(Nx) mathematical operations, where N is the number
of points in our grid, x > 1, and that we only consider even parity. For L = 0, where
l1 = l2, method b) requires half of the grid points, resulting in a O(2x) reduction in
computational e®ort. For odd L, where l1 6= l2, both methods are equivalent, and for
even L method b) has a O([4=3]x) reduction for L=2, but diminishing to unity for higher















Figure 3.1: Triangular grid bounded by r2 = 0, r1 = Rmax and r1 = r2, with variable
grid spacing. Real grid points are at intersecting blue lines (r · R0) and complex grid
points are at intersecting red lines (r > R0). The inset shows the grid spacing h and
t, either real or complex, and the grid column and row numbers i and j in the r1 and
r2 directions, respectively. The grid expansion (or contraction) ratios ® and ¯ may be
either real or complex, where ® = ¯ = 1 would represent uniform grid spacing about the
grid column i and row j.
Clearly, using a triangular grid gives computational advantages, especially for the
L = 0 partial waves that are used in most model calculations, hence this grid system
will be used in this thesis. Triangular grids have been used successfully for model e{H
scattering (Poet 1980) and ionisation (Jones and Stelbovics 1999) problems and for the
full e{H scattering problem (Wang and Callaway 1993, 1994).
The second consideration when attempting to minimise computational e®ort is to
maximise grid spacing (reducing grid points) while maintaining the required numerical
accuracy. Previous model calculations (Jones and Stelbovics 2002) showed that ¯ner
grid spacing is required near the nucleus (where Coulomb potentials are stronger) than
for the outer region, which is consistent with ECS calculations (Baertschy et al 2001b).28 CHAPTER 3: NUMERICAL METHODS
A representative grid is shown in Figure 3.1, which uses varying spacing in the real
region and ¯ner spacing about the transition to complex scaling (R0) where the scattering
wave function has discontinuous derivatives (see Fig. 2.1b). Further details on the grid
spacing used for our calculations will be given in Section 5.2. For now though, it is
su±cient to note that the grid spacing is symmetric with respect to exchange of r1 and
r2, and that the ¯nite di®erence scheme used to solve ÃLMS¦
i;l1l2 at the point (i,j) must
allow di®erent spacing in each direction as well as a transition from real to complex
spacing of one or both coordinates.
Having de¯ned our grid we will now consider a ¯nite-di®erence scheme to solve (2.37)
numerically.
3.2 Numerov formulae
To simplify our discussion, we will initially consider a one-dimensional evenly spaced
grid. These grids are suitable for simple ¯nite di®erence methods (Abramowitz and
Stegun 1965, p884) that estimate second-order derivatives using n ¸ 3 evenly spaced
grid points (n is odd) and have an error O(fhn¡1gÃ
(n+1)
i ), where h is the grid spacing
and Ã
(n+1)
i is the (n+1)'th derivative of Ã at the i'th grid point. In fact, these formulae
were used by Baertschy et al (2001b) for their ECS implementation, though adapted
for variable grid spacing. There is, however, a very accurate 3-point Numerov ¯nite-
di®erence formula that can be used to evaluate second-order di®erential equations that
have no ¯rst-derivative terms, as in (2.37). In one dimension, these equations have the
form
d2
dr2Ã(r) + ­(r) = 0; (3.4)
and the Numerov formula relates three successive points of Ã (i ¡ 1, i and i + 1) along
r by
Ãi+1 = 2Ãi ¡ Ãi¡1 ¡
h2
12
(­i+1 + 10­i + ­i¡1); (3.5)
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This error is comparable to the standard 7-point ¯nite-di®erence method, though the
sparse-matrix linear equation built using the Numerov formulae has fewer non-zero di-
agonals, giving a signi¯cant computational advantage (see Section 4.1).
The Numerov formula has been used successfully for e{H model problems for scatter-
ing (Poet 1980) and ionisation (Jones and Stelbovics 1999) and the full e{H scattering
problem (Wang and Callaway 1994), and to our knowledge has not previously been
adapted for variable grids. Jones and Stelbovics (2002) used a grid-doubling method
that allowed their grid spacing to be increased by integer multiples (whilst continuing
to use evenly spaced points for the Numerov formula), this technique is not suitable for
the transition from real to complex coordinates at R0 in our grid. Therefore, we need
to derive a Numerov-like formula that will allow for completely variable, and complex,
changes in grid spacing.
Firstly, we will propose that a variable-spacing Numerov formula has the form
Ãi+1 = AÃi ¡ BÃi¡1 ¡
h2
12
(C­i+1 + D­i + E­i¡1); (3.7)
where h is the grid spacing between ri¡1 and ri, and h® is the grid spacing between ri
and ri+1. By substituting Taylor series expansions of Ãi¡1 and Ãi+1, about Ãi, we solve
the unknown coe±cients, giving




(®2 + ® ¡ 1)­i+1 + (®3 + 4®2 + 4® + 1)­i





















which is of the same order of magnitude as the variable-grid 7-point ¯nite-di®erence
formulae derived by Baertschy et al (2001b). Note that the error increases as a function
of ®5, so large increases in grid spacing should be avoided unless h is su±ciently small.
Equation (3.8) reduces to (3.5) for ¯xed grid spacing (® = 1), and (3.9) reduces to zero.
In this case the error is given by the next term in the series, which for ® = 1 reduces to
(3.6).30 CHAPTER 3: NUMERICAL METHODS
This one-dimensional formula can be readily extended to two dimensions using sim-
ilar techniques to Poet (1980). The signi¯cant algebra involved in its derivation was
undertaken with the Maple algebraic computing software, and checks were made to en-
sure that the results reduce to previously published two-dimensional formula (Poet 1980,
Wang and Callaway 1993) for the special case ® = 1. The length of the derivation, how-
ever, precludes its inclusion in this thesis, and we simply present the ¯nal formulae in
Appendix B.
There is an additional complexity when reforming the scattering wave equation (2.37)
into the form of (3.4), ­0 has a singularity at r = 0 due to the Coulomb potentials and
the expansion of the r2 operator [see (2.14)]. For l = 0, there is a 1=r singularity, and
for l > 0 there is also an 1=r2 singularity. We resolve this problem in the same way as
Wang and Callaway (1993), using the known limiting behaviour of the e{HZ scattering
wave function
Ãl(r) ! arl+1 as r ! 0; (3.10)
where a is a constant. We can then use a polynomial approximation for Ãl at the points
i=0, 1, 2 (in one dimension),
Ãl(r) ! rl+1 ¡
a0 + a1r + a2r2 + ¢¢¢
¢
; (3.11)
when deriving the Numerov formula. We therefore require several variations of the
Numerov formula to estimate Ãij depending on whether ri¡1 and/or rj¡1 are zero, and
whether l1 and/or l2 are zero. All of these variations are presented in Appendix B.
It is clear from Figure 3.2 that one or more of the nine grid points required for
the two-dimensional Numerov formula fall outside of the triangular grid when i = j or
i = j + 1. In this case we use the symmetry of the scattering wave functions given in
(3.3) to replace Ãij of state (l1l2) with Ãji of state (l2l1) multiplied by (¡1)S+L+l1+l2.
This imposes two conditions on our numerical grids: The grid must be symmetric with
respect to exchange of ri and rj, and both (l1l2) and (l2l1) states must be included in
the coupled-state calculation when l1 6= l2.3.3: PROPAGATION METHOD 31












Figure 3.2: Grid points marked with hollow circles, needed for the two-dimensional
Numerov formula, fall outside of the triangular grid (rj · ri, rj = 0 and ri = Rmax)
when the central grid point is at A) i = j, or B) i = j +1, and must be obtained using
the symmetry properties [see (3.3)] of the scattering wave function.
3.3 Propagation method
Using the grid described in Section 3.1 and the Numerov formulae in Appendix B, it
is now possible to construct and solve a single matrix equation for the e{HZ scattering
wave functions for each jLMS¦i state. Indeed, this single-equation approach was used
by Baertschy et al, and required a massively parallel supercomputer to obtain solutions
(Baertschy and Li 2001). Though we expect computational savings for some partial
waves by using a triangular grid, and additional savings by using the Numerov formula,
there are limitations to using this approach. The matrix equations are of such large mag-
nitude that they are computationally intractable using sparse-matrix LU-factorisation
algorithms that require O(N2) mathematical operations. Baertschy et al found that a
conjugate gradient squared (CGS) algorithm could iteratively solve the matrix equa-
tion with O(N3=2) operations by using an approximate solution as a preconditioner.
They also found that solutions to the uncoupled scattering wave equations (which re-
quire signi¯cantly less computational resources) could be used for these preconditioners.
However, at total energies close to the ionisation threshold, the strong electron correla-
tion made these uncoupled solutions unsuitable for use as a preconditioner, and the CGS32 CHAPTER 3: NUMERICAL METHODS
iterations did not converge. For this reason the ECS method has been unable to solve
e{H collisions below 1 eV from threshold with the CGS iterative algorithm. For calcula-
tions above 50 eV, more L states and coupled (l1;l2) states are required for convergence,
and they found that their available supercomputing resources were exceeded (Baertschy
et al 2001a), and the results had signi¯cant numerical error (Baertschy 2000).
In an attempt to minimize computational overhead we will use the propagation
method, based on Poet (1980), that was recently used by Jones and Stelbovics (2000)
for model e{H ionisation problems. However, to allow for the inhomogeneous term Â in
the scattering wave (2.37), this procedure requires modi¯cation.
Rather than solving one large matrix equation (using complex arithmetic) for the
whole grid, the propagation method \solves" one column (or vector) of grid points
¡ !
Ã(i)
at a time by ¯nding a propagating matrix D(i) that relates it to the next column
¡ !
Ã(i+1).
This requires imax small matrix equations to be solved (imax represents the grid column
number associated with Rmax). As a starting point, we propose that the propagation
equation has the form
¡ !





where the propagation vector
¡ !
E(i) is introduced into our derivation to allow for the
inhomogeneous term in (2.37).




Ã(i¡1) + B(i) ¢
¡ !





that relates the i¡1, i and i+1 columns of the grid using the eight nearest neighbours for
each point Ãij in the column. We should note that all coupled (l1;l2) angular momentum
states for the LMS¦ partial wave must be solved simultaneously, and if we let nc
represent the number of (l1;l2) states required for convergence of the partial wave, we
must solve nc triangular grids simultaneously. Therefore, each
¡ !
Ã(i) vector will contain
nci grid points. The boundary points with rj = 0 are not included in these vectors.
Substituting (3.13) into (3.12) gives
D(i) = ¡ ~ B(i) ¢ C(i) (3.14)3.3: PROPAGATION METHOD 33
and
¡ !
E(i) = ~ B(i) ¢ (
¡ !




~ B(i) = (B(i) + A(i) ¢ D(i¡1))¡1: (3.16)




F (i) must have [row,column]
dimensions of [nci;nc(i ¡ 1)], [nci;nci], [nci;nci], [nci;nc(i + 1)], [nci;nc(i + 1)], [nci;1]
and [nci;1], respectively. Also, we should note that A(i), B(i) and C(i) are band matrices
with 3nc diagonals and that ~ B(i) and D(i) are dense matrices. The matrices are real for
i < iR0 and complex for i ¸ iR0, whereas the vectors are always complex.
To begin the propagation at the ¯rst column (i = 1) we note that A(1) is a null
vector and D(0) and
¡ !
E(0) are not required to be known, and in fact are also null. We
can therefore reduce (3.14) and (3.15) to
D(1) = ¡(B(1))¡1 ¢ C(1) (3.17)
and
¡ !
E(1) = (B(1))¡1 ¢
¡ !
F (i); (3.18)






After solving D(1) and
¡ !
E(1), the remaining D(i) and
¡ !
E(i) are evaluated in ascending
i order, followed by
¡ !





0 . Hence, the PECS method solves the coupled scatter-
ing wave equation in 2(imax ¡ 1) steps, where the vast majority of the computational
e®ort is devoted to the imax¡1 matrix inversions in (3.16). It should be stressed that this
method does not rely on an initial approximation for ÃLMS¦
i;l1l2 , or iterative re¯nement,
as in the ECS/CGS method, and will ¯nd solutions for collisions at total energies very
close to ionisation threshold.34 CHAPTER 3: NUMERICAL METHODS
3.4 Iterative-coupling method
The vast majority of the computations required by the PECS method are devoted to
the matrix inversion in (3.16), which is independent of
¡ !
F . In this section we will show
how this feature can be exploited to obtain a highly e±cient iterative coupling scheme
for the PECS method.
The iterative coupling scheme for PECS was inspired, in part, by the ECS/CGS
method, which solves the sparse linear equations for e{H collisions using an uncoupled
solution as a preconditioner followed by iterative re¯nement. This suggests that coupling
for e{H collisions may be treated as a perturbation to the uncoupled solutions, at least for
energies greater than 1 eV above threshold. The SchrÄ odinger equation for e{HZ collisions
(2.37) and (2.39) can be rearranged into an iterative form, where the ¯rst iteration ¯nds
the uncoupled solution, equivalent to the preconditioner used in the ECS/CGS algorithm
(Baertschy et al 2001b). Further iterations incorporate estimates for the coupled wave
functions based upon the previous iteration, and the results converge toward the fully
coupled solutions. To simplify the labelling of our iterative scheme, the labels a and b
are used to represent the b'th iteration of the a'th coupled state jLMS¦la
1la
2i, where
1 · a · nc and nc is the number of states required to achieve convergence of the LMS¦
partial wave. The iterative equivalent of (2.37) becomes
¡






















































2 ;0(r1;r2) = 0 ensures that no coupling of other states occurs on
the ¯rst iteration (b = 0). The net result of this rearrangement is that coupling of
wave functions with di®erent (l1;l2) is moved to the RHS. For subsequent iterations
(b > 0) estimates for coupled wave functions (a0 6= a) are obtained from the previous
iteration. The overbar in (3.19) and (3.20) are used to di®erentiate the iteratively-
coupled approximation from a fully-coupled solution.3.4: ITERATIVE-COUPLING METHOD 35
We can see from (3.13) and (B.1) that reforming the SchrÄ odinger equation in this
way a®ects the construction of the A(i), B(i) and C(i) matrices, though they remain
the same for each iteration, while
¡ !
F (i) changes with each iteration. Consequently, ~ B(i)
(and its associated matrix inversion) are only evaluated during the ¯rst iteration and
subsequent iterations require minimal computational e®ort.
In Section 4.1 we derive estimates for the number of mathematical operations1 re-
quired to calculate the scattering wave functions using this method. For now though,
we note that this iterative technique o®ers an n2
c increase in computational e±ciency.
In Section 6.1 we will discover that this iterative method only converges at a moderate



















































where for each iteration we assume that wave functions are calculated sequentially, in
ascending order of a.
As with the ECS/CGS iterative method, iterative coupling of the PECS equations
gives diverging solutions at low energies, due to very strong electron correlation. This
will be investigated in Section 6.1. However, it is possible to reach lower total energies
by fully-coupling groups of partial waves, and iteratively coupling these groups. For
example, if nc coupled jLMS¦la
1;la
2i states are required for convergence of the LMS¦
partial wave, we can order these into ng groups (or sets) such that
Png
g=1 n(g) = nc, where
n(g) gives the number of states2 in each group g. The iteratively coupled SchrÄ odinger
1A mathematical operation in this context refers usually to one multiplication and one addition or
subtraction. Most °oating-point units on modern CPUs can perform these operations concurrently, so
they are counted as one operation.
2Normally we select uniform size groups, but this is not essential. However, for simplicity of the
discussion in later chapters, we will assume in this thesis that nc=ng is an integer.36 CHAPTER 3: NUMERICAL METHODS
equation becomes
¡
E ¡ ^ Hla









































































and where 2 and = 2 have their standard set notation meaning. The grouping and iterative
coupling of states in this manner is used when iterative convergence becomes marginal,





simultaneously, and hence fully coupled (see Section 3.2). Assuming that the size of
each group is the same, the speed increase of this coupling method compared with the
fully-coupled solution is approximately n2
g. We should note that for ng = 1, (3.22) and
(3.23) simplify to (2.37) and (2.39), respectively, and for ng = nc (3.23) simpli¯es to
(3.21).
The convergence (or divergence) behaviour of each of these methods of iterative cou-
pling will be discussed in detail in Section 6.1. It is worth noting that though this
iterative-coupling method was conceived independently, based upon computational fea-
tures of the PECS method, it is similar to an iterative technique used successfully by
Allison (1970) for one-dimensional SchrÄ odinger equation problems.
3.5 Energy perturbation method
The PECS iterative coupling technique provides a dramatic improvement in computa-
tional e±ciency, though we will see in Section 6.1 that it fails to converge for energies
close to ionisation threshold. Here we will explore another iterative re¯nement tech-
nique that does converge over a broad range of energies, including near threshold, that
allows us to e±ciently calculate scattering wave functions for many ¯nely spaced ener-
gies. This energy-perturbation method may be used in combination with the iterative3.6: OTHER NUMERICAL CONSIDERATIONS 37
coupling technique described in the previous section if iterative coupling alone provides
converging solutions.
After evaluating the scattering wave functions for total energy E we can iteratively























































2;0 to the scattering wave solution for energy E.
As the left hand side of (3.22) is unchanged from the evaluation of energy E, the same
A(i), B(i), C(i) and D(i) matrices are used to evaluate energy E0 and no additional matrix
inversions are required. Consequently, scattering wave functions can be evaluated for
many closely spaced energies with minimal computational resources. The grid spacing,
R0, Rmax and the coupled angular momentum states must be selected to provide good
convergence at both E and E0. The convergence behaviour with respect to the ratio
¢E=E is investigated in Section 6.1. Also, we will ¯nd that for energies close to ionisation
threshold the iterative coupling method is not convergent and ng = 1 must be used, yet
the energy perturbation method remains convergent over a useful range of energies. This
method is used extensively in Chapter 7 to investigate the threshold behaviour of e{H
ionising collisions.
3.6 Other numerical considerations
We have now completed the mathematical description of the numerical methods that
have been derived for this thesis. However there are important considerations when
choosing standard numerical routines for integration, interpolation and Coulomb waves
that deserve a brief discussion. In these discussions we will consider the integrand of the
ionisation partial-wave amplitude [see (2.65)] at 54.4 eV for an e{H ground state collision
at equal energy-sharing for the L=0 S=0 l1=l2=0 partial wave. This integrand is plotted
in Figure 3.3 for hyperangles ® from 0 to ¼=2, which shows the highly oscillatory nature38 CHAPTER 3: NUMERICAL METHODS
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Figure 3.3: Integrand of the partial-wave ionisation amplitude equation [see (2.65)] for
an e-H(1s) ionising collision at 54.4 eV incident electron energy (at hyperradius ½=110
a.u. and for L=0, S=0, l1=l2=0 and k1=k2).
of these functions. The function becomes more oscillatory with increasing hyperradius,
and is asymmetric with respect to ® = ¼=4 when l1 6= l2 or k1 6= k2.
3.6.1 Numerical integration
There are two signi¯cant features of the ionisation amplitude integrand shown in Fig-
ure 3.3 that the numerical integration routine must address. Firstly, it must cater for
highly oscillatory integrals, and as the number of oscillations varies as a function of hy-
perradius and total energy it should use an adaptive mesh algorithm. Secondly, as the
integrand oscillates about zero, there is very signi¯cant cancellation and the numerical
integration must be capable of high accuracy.
For this thesis we have developed an adaptive routine, based on the 11-point Bode's
rule (Abramowitz and Stegun 1965, p886) (equally spaced abscissas) that doubles the
number of grid points (in the required regions) until successive calculations agree within
the required precision. This relatively simple method reuses function points as the grid
is adapted and does not require weighting factors to be calculated as is required by more3.6: OTHER NUMERICAL CONSIDERATIONS 39
complex integration routines (e.g. Gaussian integration). In the above example our
integration routine required approximately 1000 integrand points, though signi¯cantly
more points were required for the model calculations presented in Chapter 5, which
extend to much larger hyperradii.
3.6.2 Wave function interpolation
In Section 2.4 we detailed our method for calculating ionisation cross sections, which
uses values of the scattering wave function on a curved hypersphere of hyperradius ½.
As our grid uses Cartesian rather than hyperspherical coordinates, these values must
be obtained through interpolation. The high accuracy required of the integration rou-
tine when calculating ionisation and scattering amplitudes makes accurate interpolation
of the scattering wave functions essential. There is a con°icting requirement between
computational e±ciency when calculating the scattering wave functions, where we try
to maximise grid spacing, and the accuracy of the interpolation, which is increased by
reducing the grid spacing. Regardless of the accuracy obtained in calculating the wave
functions, the accuracy of their interpolation will limit the accuracy of the extracted
cross sections. As such, all the convergence studies presented in this thesis are under-
taken with respect to the extracted ionisation and scattering cross sections rather than
the scattering wave function.
As an example, we show two (partial) SDCS curves in Figure 3.4 calculated from the
same scattering wave functions but using di®erent interpolation methods; cubic spline
interpolation and Chebyshev polynomial interpolation (Press et al 1992). Each interpo-
lation method has been implemented using a 10 £ 10 grid-point subset of the main grid
that is centred on the required interpolation point. Inaccuracies in the cubic spline in-
terpolation causes small unphysical oscillations in the di®erential cross sections, whereas
the Chebyshev polynomial approximation shows no noticeable error. When increased
grid spacing is used for rough calculations, the inaccuracy of the cubic spline method
is more evident. Increasing the size of the sub-grid used for the cubic spline interpo-
lation does not signi¯cantly reduce this problem, consequently, we will use Chebyshev
polynomial interpolation throughout this thesis.40 CHAPTER 3: NUMERICAL METHODS
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Figure 3.4: Comparison of Chebyshev polynomial and cubic spline interpolation meth-
ods for calculating single di®erential cross sections of an e-H(1s) ionising collision at 54.4
eV incident electron energy (½=110 a.u., L=0, S=0).
The partial-wave amplitude equations (2.53, 2.65) are also dependent on the ¯rst
derivative of the scattering wave function, which we calculate using a ¯ve-point ¯nite-
di®erence formula (Abramowitz and Stegun 1965, p883). To minimise error in this
calculation it is important that the same 10 £ 10 grid is used to interpolate each of
these ¯nely spaced points, even when some points fall into a neighbouring grid square.
Using di®erent 10 £ 10 grids in a derivative calculation results in slight discontinuities
in the integrand of (2.53) or (2.65), which causes our adaptive integration procedure
to signi¯cantly increase the number of integration points in this region to maintain
accuracy. This problem would be avoided if all grid points (r < R0) are used in the
Chebyshev interpolation routine, but this imposes a large computational overhead and
makes it impractical.
3.6.3 Coulomb wave function
Extracting ionisation amplitudes and scattering amplitudes (Z > 1) from a scattering
wave function using (2.65) and (2.53) requires accurate calculations of the two-body3.6: OTHER NUMERICAL CONSIDERATIONS 41
regular Coulomb radial wave function. The \Coul90" routine (Barnett 1996) is used
in this thesis and generally provides su±cient accuracy for this purpose. However, this
routine fails to achieve the required accuracy at highly asymmetric energy-sharing and
hyperangles ® approaching zero or ¼=2 (i.e. small k and small r). In this case we are
required to use an approximation for the Coulomb wave function by performing a series
expansion of its analytic form with respect to kr. The details of this expansion are
given in Appendix C. To prevent small discontinuities in the integrand of (2.65) it is
important that a smooth transition occurs between the small-kr approximation and the
Coul90 results. This is discussed further in the Appendix C.
This completes the discussion of the numerical algorithms used in the PECS method.
However, before we present our calculations it is worthwhile discussing some of the
computational strategies that have been used, which we include in the following chapter.Chapter 4
Computational Analysis
In Chapter 2 we derived the partial-wave SchrÄ odinger equation for electron collisions
with hydrogenic targets, and the methods used to extract the scattering and ionisation
amplitudes from the scattering wave functions. This was followed in Chapter 3 by a
detailed description of the numerical methods that we have used to e±ciently evaluate
these equations. We will now discuss features of these numerical methods that can
be exploited to maximise their computational e±ciency, and analyse the computational
resources required by the PECS method, both with and without iterative coupling and/or
energy perturbation.
4.1 Floating point operations
The vast majority of the computational e®ort required to evaluate the scattering wave
functions for e{HZ collisions using the PECS method is devoted to the °oating-point
numerical operations required to evaluate the matrix equations (3.12), (3.14), (3.15) and
(3.16), which are repeated here to aid our discussion:
¡ !





D(i) = ¡ ~ B(i) ¢ C(i); (4.2)
¡ !
E(i) = ~ B(i) ¢ (
¡ !




~ B(i) = (B(i) + A(i) ¢ D(i¡1))¡1; (4.4)
respectively.
In order to optimise the computational e±ciency of these equations it is important
to recognise the characteristics of their matrix and vector operands. In Table 4.1 we
have summarised the size, density (banded or dense), number of diagonals (if banded)
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Matrix/ Size Variable Type Storage (bytes)
Vector (rows£columns) Density nd i < iR0 i ¸ iR0 i < iR0 i ¸ iR0
A(i) nsi £ ns(i ¡ 1) Banded 3ns real complex 24n2
si 48n2
si
B(i) nsi £ nsi Banded 3ns real complex 24n2
si 48n2
si
~ B(i) nsi £ nsi Dense { real complex 8n2
si2 16n2
si2
C(i) nsi £ ns(i + 1) Banded 3ns real complex 24n2
si 48n2
si




E(i) nsi £ 1 { { complex complex 16nsi 16nsi
¡ !
F (i) nsi £ 1 { { complex complex 16nsi 16nsi
¡ !
Ã(i) nsi £ 1 { { complex complex 16nsi 16nsi
Table 4.1: Characteristics of the matrices and vectors used in equations (4.1) through
(4.4), where i is the grid column number (see Figure 3.1) and ns = nc=ng is the number
of simultaneously (not iteratively) coupled wave functions, nc is the number of coupled
wave functions and ng is the number of iterative groups (see Section 3.4), and nd is the
number of non-zero diagonals in the matrix. The storage requirement of the matrices
and vectors is a ¯rst-order estimate that assumes double-precision arithmetic (eight bytes
per real °oating-point number), and the total storage may be calculated by summing
over all i and multiplying by ng.
and the variable type (real or complex) of each of these matrices and vectors in both the
real region of the grid (i < iR0) and the complex scaling region (iR0 · i < imax). The
¯rst important feature to note is that all the matrices associated with (4.4) are real for
i < iR0; a large majority of the grid. A signi¯cant computational saving is obtained by
using real arithmetic in this region, which requires 1=4 of the mathematical operations of
complex arithmetic. By comparison, the ECS method (Baertschy et al 2001b) requires
complex arithmetic for all matrix operations.
To minimise storage, all banded matrices are stored in band storage mode (Ander-
son et al 1999), which reduces storage to an array with dimensions of approximately
nd £ n, where nd is the number of non-zero diagonals and n is the column dimension of4.1: FLOATING POINT OPERATIONS 45
the matrix. Similarly, signi¯cant computational gains can be achieved by using matrix-
algebra routines that recognise the banded structure of the arguments. For example, the
band-matrix £ dense-matrix multiplication in (4.4) requires of the order of n3 mathe-
matical operations using unbanded procedures and only ndn2 operations using banded
procedures, reducing computation time by a factor of n=nd. The PECS method also
has the requirement to multiply complex arguments with real arguments, consequently,
many variations of the matrix-algebra routines are required to cater for banded and
unbanded arguments of both real and complex variables. Many of these routines are
unavailable in standard linear algebra computational packages1, so were custom written
for this project. Table 4.2 lists the various matrix-algebra procedures used in the PECS
method, along with the density and type of their arguments and an estimate of the real
arithmetic operations required for their evaluation. Clearly, when nd ¿ n, as is the case
with the PECS method, the banded operations signi¯cantly reduce the computations
required and the matrix inversions become the dominant computational operations.
It should be noted that the performance of the BLAS routines are generally optimised
for the computer system architecture. Care was taken to maximise the performance of
the custom linear algebra routines by optimising the use of the CPU's memory cache,
and hence minimising memory-CPU transfers.
We can now estimate the number of °oating-point operations required for the linear
algebra operations (4.1) through (4.4), for all columns and all coupled grids (using the
Variable Type column of Table 4.1 and the Flop column in Table 4.2). For the ¯rst
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1The LAPACK (Anderson et al 1999) and Basic Linear Algebra (BLAS) packages for FORTRAN 90
were used in this thesis (via the Compaq/HP
r Alphaserver Supercomputer CXML Parallel library).46 CHAPTER 4: COMPUTATIONAL ANALYSIS
Matrix Density and Type
Operation X Y Z Library Flop
X ¢ Y + Z real banded real dense real banded custom ndn2
X ¢ Y + Z complex banded real dense complex banded custom 2ndn2
X ¢ Y + Z complex banded complex dense complex banded custom 4ndn2
X ¢ Y real dense real banded { custom ndn2




















Z complex dense complex vector complex vector BLAS 4n2
X¡1 real dense { { LAPACK n3
X¡1 complex dense { { LAPACK 4n3
Table 4.2: This table details the various matrix and vector algebra procedures that were
used in the development of the software for the PECS method, and whether they were
custom developed or obtained from the LAPACK (Anderson et al 1999) or Basic Linear
Algebra (BLAS) libraries. The number of °oating-point operations (Flop) column gives
a ¯rst-order estimate of the real arithmetic operations required to perform the given
operation, where all matrices are approximated by a n £ n matrix with nd diagonals (if
banded) and vectors have dimension n £ 1.






























From these equations we can see that the computation time is approximately propor-
tional to ngn3
si4
max for the ¯rst iteration, and ngn3
si3
max for subsequent iterations. It is
important, therefore, that when selecting the grid size, grid spacing, complex scaling re-
gion and number of coupled angular momentum states for each partial wave that ns and
imax are set to the minimum required to achieve convergence to the required accuracy.4.2: STORAGE REQUIREMENTS 47
E0 R0 G°op Storage
Target (eV) (a.u.) L ns ng iR0 imax b = 0 b > 0 (Gb)
a) Model e{H 27.2 100 0 1 1 553 587 45 { 0.6
b) Model e{H 27.2 400 0 1 1 1303 1337 960 { 6.4
c) Model e{H 27.2 1400 0 1 1 3803 3837 56000 { 144
d) e{H 27.2 100 0 1 6 326 350 37 0.8 0.8
e) e{H 27.2 100 5 2 16 326 350 770 12 8.1
f) e{H 13.9 180 2 12 1 263 288 5300 71 11
g) e{H 13.9 400 0 5 1 926 979 43000 { 67
Table 4.3: List of ns, ng, iR0 and imax values used for several PECS calculations
presented in this thesis. An estimate is given for the total mathematical operations
(G°op = 10243 real °oating-point operations) required for the matrix algebra, using
(4.5) and (4.6), and the estimated total storage requirement (Gb = 10243 bytes), using
(4.7).
4.2 Storage requirements
The storage requirement for each of the matrices and vectors required by the PECS
method is summarised in Table 4.1. Clearly, the storage of the dense matrices ~ B(i)
and D(i) dominates the storage requirement and so only these will be considered when
approximating the total storage. Though ~ B(i) and D(i) are required for iterative coupling
calculations, we only retain ~ B(i), which halves the storage requirement but incurs a slight
computational overhead when recalculating D(i) using (4.2) on subsequent iterations.





















In addition to this storage the software developed for the PECS method requires storage
for many other variables, vectors and matrices, but this estimate is adequate for our
discussion of the storage options.48 CHAPTER 4: COMPUTATIONAL ANALYSIS
So far we have discussed storage without regard to whether random access memory
(RAM), with fast retrieval times, is necessary or whether hard-disk storage (with rela-
tively slow access) is su±cient for the PECS method. This decision depends on whether
iterative coupling or energy perturbation is required and the amount of storage required
versus the number of °oating-point operations, which in turn depends on the values of
iR0, imax, nc and ng used in the calculation. To aid this discussion we have presented
the values of these constants in Table 4.3 for several of the calculations reported in later
chapters.
The storage requirements of the model e{H calculations a) and b) in Table 4.3 are
well within the RAM available on a single supercomputer node2, and all matrices can be
retained in RAM. Though su±cient hard-disk storage is available, the estimated time to
write and read back the matrices is approximately twice the computation time for a) and
equal to the computation time for b), making their storage on hard disk an ine±cient
option.
For calculations c) and g), the storage requirements of 144 Gb and 67 Gb, respec-
tively, greatly exceed the RAM and hard disk available on a single node. The calculations
could be spread over many nodes so that su±cient RAM or hard disk is available (see
Section 4.3) but we chose an alternate method. By writing ~ B(i) matrices and
¡ !
E(i)
vectors to disk for only certain milestone values of i (when the available RAM on the
node ¯lls) during the forward pass of the propagation algorithm [evaluating (4.2), (4.3)
and (4.4)] the hard-disk storage requirement is greatly reduced. Then, on the backward
pass [evaluating (4.1)], the milestones are read from disk and all matrices between the
milestone values of i are recalculated. Though this results in an overall doubling of
computation time, it allows very large grids to be evaluated on a single node without
signi¯cant restrictions being imposed by either RAM or hard-disk capacity.
2The Australian Partnership of Advanced Computing's Compaq/HP
r Alphaserver supercomputer
was used for this thesis. It contains 127 nodes, each having 4 £ 1 GHz CPUs with a peak performance
of 1 G°ops (G°op per second) per CPU and between 4 and 16 Gb of shared RAM. A dedicated hard
disk for temporary storage is attached to each node, with capacity >50 Gb and maximum read/write
performance of ¼ 50 Mb/s. All discussion of computing performance and capacity in this thesis will
relate to the con¯guration of this supercomputer.4.3: MULTIPROCESSOR UTILISATION 49
The storage requirements of the remaining calculations in Table 4.3 were within the
available RAM. However, as calculations d) and e) utilise iterative coupling (ng > 1),
and f) utilises energy perturbation iterations to evaluate many closely spaced energies,
they are not suited to the milestone method. The large storage requirement of the arrays
in these calculations, combined with the very small computational requirement for the
b > 0 iterations would make the computations extremely I/O bound if the matrices
were not resident in RAM. Indeed, the time required to write and read the matrices
would most likely exceed the performance gain of the iterative method. If more RAM
storage is required by the iterative PECS methods than is available on a single node,
the calculations must be distributed over multiple nodes.
4.3 Multiprocessor utilisation
Each partial-wave calculation presented in this thesis was able to be calculated on a single
supercomputer node, while di®erent LMS¦ partial waves were calculated in parallel on
separate nodes. However, for calculations larger than those presented in this thesis,
multiple supercomputer nodes may be required to calculate a single partial wave, so it is
worthwhile examining features of the PECS method that a®ect the distribution of these
computations over multiple CPUs and multiple nodes.
The main feature of the PECS method that complicates the distribution of its cal-
culations over more than one CPU is its sequential nature: when propagating forwards
the results of column i must be fully calculated before the calculation of column i + 1
can begin, iteration b must be evaluated for all states before iteration b + 1 can begin,
and within a single iteration, group g of iteration b must be completed before group
g + 1 of iteration b can begin. This limits the size (in respect of Flops) of the in-
dividual computational blocks that may be executed in parallel on di®erent CPUs or
nodes. Unfortunately, when distributing calculations over multiple CPUs, the smaller
the computational block, the greater the speed that is required of the inter-processor
communications, and the e±ciency of the distributed calculation can easily be limited50 CHAPTER 4: COMPUTATIONAL ANALYSIS
by the bandwidth of the inter-processor communications. Also, in the case of OpenMP3,
the e±ciency of the calculation can be limited by the overhead required to establish,
initialise and ¯nalise multi-thread processes for each parallel computational block.
For the calculations undertaken in this thesis, a single shared memory node with
four CPUs was used, which had a very high inter-processor communication speed and
so was not signi¯cantly bandwidth limited. There was some evidence during iterative
re¯nement b > 0, where the calculations are dominated by small matrix calculations,
that the overhead of initiating multi-thread processes impacted the e±ciency of the dis-
tributed calculation. Overall, however, we were able to attain CPU utilisation e±ciency
of approximately 96%.
Distributing, the PECS method to more than one node may be achieved in several
ways, depending on the iterative method selected:
1. Non-iterative calculations (ng = 1 and b = 0)
In these calculations, the dense matrix inversion in (4.4) dominates the computa-
tion and were easily and e±ciently evaluated using SCALAPACK4 routines. The
e±ciency of distributing the remaining matrix operations was very poor due to the
inter-node communications bandwidth5 but did not signi¯cantly a®ect the overall
computational e±ciency.
2. Iterative calculations { ¯rst iteration (ng > 1 and b = 0)
During the ¯rst iteration, each iterative coupling group g can be calculated in-
dependently and hence in parallel. Rather than use SCALAPACK to calculate
each group, sequentially, over all nodes, LAPACK routines (using OpenMP) can
be used to dedicate a node to a group. Of course, if the number of nodes required
exceeds the number of groups, then SCALAPACK must be used to distribute each
3OpenMP is the shared memory multiprocessor application program interface used for this thesis.
4SCALAPACK is a version of LAPACK (Anderson et al 1999) designed for processors with distributed
memory.
5The APAC supercomputer used for this thesis used a fat tree topology (allows all CPUs to
send/recieve simultaneously at the maximum transfer rate) for its inter-node communications that pro-
vided a <5 ¹s latency and 250 Mbyte/s bidirectional bandwidth.4.3: MULTIPROCESSOR UTILISATION 51
group over a subset of the nodes. Once again, as the matrix inversion dominates
the processing, this iteration will utilise all CPUs e±ciently.
3. Iterative calculations { subsequent iterations (ng > 1 and b > 0)
These iterations pose the greatest problem when distributing the PECS iterative
algorithm over multiple nodes. In Section 3.4 we noted that the iterations converge
much more quickly if the latest iterative estimates are used for subsequent iterative
groups. This limits the calculation to one group g at a time, and so each group
must be distributed over all computing nodes. However, each matrix operation
is relatively small, and does not scale e±ciently to multiple nodes due to inter-
processor bandwidth limitations. The e±ciency of these subsequent iterations are
signi¯cantly compromised.
Alternatively, if we use the ¯rst iterative algorithm presented in (3.19) and (3.20),
each group can be processed in parallel and the computational e±ciency is greatly
improved, but the convergence rate is compromised. In practice, depending on the
number of execution nodes required, a compromise between these two methods can
be obtained, which results in the best overall e±ciency.
This method was investigated, but as the calculations presented in this thesis are
not dependent upon them, no further details will be given. It should be noted
however, that many custom matrix-algebra routines were required to be developed
in addition to those in the SCALAPACK library (as was the case with LAPACK
presented in Table 4.2).
4. Energy perturbation { subsequent iterations (ng = 1 and b > 0)
When performing energy perturbation iterations without iterative coupling, there
are no alternative coupling algorithms available to improve the e±ciency of the
iterations when multiple nodes are used. However, as the matrices are generally
much larger in these calculations (as all coupled wave functions are solved simulta-
neously) the required inter-processor communication bandwidth is lower than the
iterative coupling calculations discussed in the previous item, and computational
e±ciency is improved.52 CHAPTER 4: COMPUTATIONAL ANALYSIS
This completes our discussion of the theoretical, numerical and computational de-
velopment of the PECS method. In the following chapter we will test the procedures
developed in this and previous chapters with two commonly used model e{H problems.Chapter 5
Model Problems
In previous chapters we developed the theoretical, numerical and computational frame-
work of the PECS method for solving e{HZ collisions. Rather than immediately apply-
ing these methods to the full e{HZ problem, it is common practice to test new methods
with model e{H problems that retain the essence of the full problem but have lower com-
putational demands. As a large proportion of the computing algorithms were custom
developed for this thesis, this approach allows them to be tested, and their results veri¯ed
against accurate benchmark calculations, before tackling the computational demands of
the full e{HZ problem.
The complexity of the full e{HZ problem arises from the electron-electron potential
^ H12, which causes the partial-wave expansion of the SchrÄ odinger equation (developed in
Section 2.2) to couple scattering wave functions for all states with the same LMS¦. The
Temkin-Poet model (Temkin 1962, Poet 1978) (TP) and the collinear model (Peterkop
and Rabik 1972, Temkin and Hahn 1974) (CL) for e{H collisions that we will discuss in
this chapter use approximations for this potential that remove the requirement to couple
scattering wave functions of di®erent (l1;l2). This greatly simpli¯es the calculations but,
to varying degrees, the results are unphysical. Nevertheless, both approximations real-
istically model the complexities associated with the long-range electron-core potential.
They also allow the integral formulations for extracting scattering and ionisation cross
sections, developed in Sections 2.3 and 2.4, to be thoroughly tested.
In this chapter we will give a brief theoretical background of the TP and CL mod-
els, undertake a convergence study with respect to grid spacing, grid size and complex
scaling, give results for scattering and ionising collisions with ground-state targets and
investigate the TICS behaviour of each model when impact energies approach the ioni-
sation threshold.
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5.1 Model theory
5.1.1 Temkin-Poet model
The TP model for e{H collisions is a special case of the full e{H problem where all angular
momenta are set to zero and the target is initially in the ground state. E®ectively, it
is a solution of the jLSM¦l1l2i = j0S0000i state of the full problem, without coupling
non-zero states of l1 and l2. This gives a non-analytic electron-electron potential of
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; (5.3)
where r< is the smaller of r1 and r2. We will see in the following section that the
non-analytic nature of this potential introduces radial convergence issues that are not
evident in the full e{HZ problem. The most accurate calculations undertaken for this
model are those recently published by Jones and Stelbovics (2002) using the ¯nite-
di®erence method (FDM). Though this project and the FDM method were developed
at the same research institution, it should be noted that there is no commonality of
software coding, FDM and PECS use a di®erent grid structure and Numerov formulae,
and whereas the FDM method directly solves the ionisation and scattering amplitudes
at the grid boundary using asymptotic approximations, the PECS method computes the
scattering wave function over the entire grid and extracts the scattering and ionisation
amplitudes from it. The FDM method has not been extended beyond the TP model,
and has not been applied to the CL model. Having highlighted the di®erences between
FDM and PECS, the FDM method should be acknowledged for demonstrating that the
propagation technique used (though adapted) for this project was numerically stable for
the very large hyperradii required to extract accurate ionisation amplitudes in the TP
model.5.1: MODEL THEORY 55
5.1.2 Collinear model
The total single-ionisation cross section of an atomic target was predicted by Wannier
(1953), using classical arguments, to have an energy dependence of E´ at ionisation
threshold, where ´ has an analytic form that depends on the charge of the target. For
a neutral atomic target ´ is approximately 1.127. To derive this relationship Wannier
used the classical approximation ^ r1 = ¡^ r2, that is, at threshold the electrons leave the
nucleus in opposite directions. The CL model (Peterkop and Rabik 1972, Temkin and
Hahn 1974) is a low-energy quantum-mechanical approximation of the full e{H problem






(the potential obtained if the incident and bound electrons exit in opposite directions),
but the model does not restrict the ejection angles.
The partial-wave expansion of the SchrÄ odinger equation for the CL model can be
obtained from (2.37) by replacing the reduced matrix element with (5.4), which has no
angular dependence, giving































If we consider scattering from the ground state (ni=0, li=0, mi=0) it should be noted
that only the (l1;l2) = (0;L) and (l1;l2) = (L;0) angular momentum states contribute
to the scattering wave function, as the delta functions ensure that Â
LMS¦(CL)
i;l1l2 is zero
for all other states. For L > 0 only one term within the braces of (5.6) survives, so for
(l1;l2) = (0;L) the singlet and triplet states will be identical, and for (l1;l2) = (L;0) the
singlet and triplet states will have equal magnitude but opposite signs. Therefore, for56 CHAPTER 5: MODEL PROBLEMS
L > 0, the magnitude of extracted cross sections (without spin weighting) for the triplet
case will be equal to the singlet case, and must consequently have the same threshold
behaviour. In this thesis we will only consider the L=0 partial wave, and when we refer
to the CL model, L=0 is implied.
As in the TP model, the CL model simpli¯es the calculations by removing the cou-
pling between scattering wave functions with di®erent (l1;l2). Unlike the TP model
however, the electron-electron potential is analytic. Also, as the CL model is an approx-
imation based on the behaviour of ionising collisions near threshold, we would expect
this model to exhibit characteristics similar to the full L=0 e{H problem, at least for
impact energies near the ionisation threshold.
5.2 Convergence studies
The PECS method uses numerical approximation techniques, rather than analytic meth-
ods, to solve the SchrÄ odinger equation for e{HZ collisions. Also, the integral methods
used to extract scattering and ionisation amplitudes from the scattering wave function
rely upon asymptotic approximations. It is important, therefore, that errors introduced
into the calculations by these approximations are controlled so that the standard error
of the calculations can be estimated. We will now summarise the approximations used
by the PECS method (which were introduced in previous chapters) and discuss how the
magnitude of their resultant errors can be controlled and estimated.
1. Scattering wave function approximations
(a) Grid spacing (¯nite di®erence and interpolation)
In Section 3.1 we found that the error of the Numerov ¯nite di®erence method










i for variable grid-spacing, and additional grid-related
errors are introduced when interpolating the scattering wave function. Eval-
uating the TICS and total scattering cross sections (TCS) for discrete ¯nal-
states from scattering wave functions calculated with the same E, R0, Rmax,5.2: CONVERGENCE STUDIES 57
µ and grid spacing regions, but decreasing hn systematically, allows us to esti-
mate the error introduced by the ¯nite-di®erence and interpolation formulae
(see Sections 3.2 and 3.6.2) in grid region n. The error estimate is relative to
the results obtained from a reference grid with very ¯ne spacing, though the
absolute error can be estimated from an extrapolation as hn ! 0.
(b) Truncation of Â
The initial-state wave functions (5.3) and (5.6), which are known analyt-
ically, contain incoming waves that diverge under the ECS transformation,
and must be truncated at or before the complex scaling region. In this thesis
we smoothly, but rapidly, truncate Â just before R0 using (2.39). By study-
ing the TICS and TCS results from separate wave functions calculated with
increasing R0, the asymptotic behaviour of the results can be estimated. The
estimated error based upon this asymptotic extrapolation will include the Â-
truncation as well as other radially-dependent approximations given in 1c),
2a), and 2c) below.
(c) Finite grid size
The electron-core and electron-electron potentials have a long-range inter-
action that diminishes as a function of 1=r, and will therefore continue to
in°uence the scattering wave function for very large distances. Calculating
the scattering wave function on a ¯nite grid size will introduce an error that
diminishes with increasing R0. This error can be estimated in combination
with other radially-dependent approximations.
(d) Complex scaling
The boundary conditions used at r1;r2 = Rmax given in (3.2) are approxi-
mations that become more accurate as the exponential damping of the ECS
transformation increases. If we study the behaviour of the TICS and TCS
results of calculations with increasing complex scaling length (Rmax ¡ R0),
the error introduced by this approximation of the boundary conditions can
be estimated. The e®ect of complex scaling angle µ and grid spacing in the
complex region can also be examined.58 CHAPTER 5: MODEL PROBLEMS
In Sections 2.1 and 3.1 we discussed the e®ect of the discontinuous ¯rst deriva-
tive of the scattering wave function at R0, the start of the ECS transformation.
The error introduced by the Numerov ¯nite-di®erence formula at this point
is likely to vary with the grid spacing and the \sharpness" of this disconti-
nuity, which in turn is likely to depend on where the transformation starts
with respect to the oscillations in the outgoing scattering wave function. To
estimate this error, the TICS and TCS results obtained from separate calcu-
lations with varying grid spacing in the region of R0, and varying R0, need
to be investigated. The variation of R0 should span at least one oscillation of
the outgoing scattering wave function.
(e) Iterative coupling and energy perturbation
The error introduced by the iterative re¯nement techniques detailed in Sec-
tions 3.4 and 3.5 is easily estimated by examining the convergence (or diver-
gence) behaviour of the TICS and TCS with respect to increasing iteration b.
The converged results should also be compared with results obtained using
the fully-coupled non-iterative method. As the TP and CL models only solve
a single state, iterative coupling cannot be tested, and further discussion of
these errors will be left to later chapters.
2. Scattering and ionisation amplitude approximations
(a) Asymptotic ¯nal-state continuum-wave approximation
The ionisation amplitude derived from the Peterkop integral formulation given
in Section 2.4 is based upon an asymptotic approximation of the ¯nal-state
continuum waves that is formally correct for r1;r2 » 1. The error of ap-
plying this asymptotic formalism on the ¯nite grids used in PECS can be
estimated by studying the convergence behaviour of the extracted cross sec-
tions with respect to increasing hyperradius ½ [see (2.65)]. Note that for a
single wave function calculation with grid size R0, the ionisation amplitudes
can be calculated for any ½ in the range 0 < ½ · R0, though this error cannot
be distinguished from other radially-dependent errors.5.2: CONVERGENCE STUDIES 59
(b) Peterkop condition
In order to obtain the correct ionisation amplitude phase using the Peterkop
integral formulation for e{H collisions, the Peterkop condition (2.61) must
be satis¯ed. As there is no known method of applying this condition for
partial-wave scattering wave functions, two Coulomb waves of ¯xed charged
are used in this thesis, and an error in phase will result (though a phase error
in the TP or CL models will not a®ect the cross section results). Recently,
Kadyrov et al (2004) have shown that not only is a phase error introduced
by using ¯xed charges, but oscillations in the magnitude of the ionisation
amplitude will occur, which diminish with increasing ½. This error cannot be
distinguished from other radially-dependent errors.
(c) Asymptotically zero terms
The derivation of the scattering amplitude in Section 2.3 relies upon an
asymptotic form for the scattering wave function [see (2.40)] and is also based
on the Peterkop asymptotic integral formulation. Using these at ¯nite ½ in-
troduces radially-diminishing errors, as discussed in 2a). In addition to these
errors, the ¯nal form of the scattering amplitude (2.53) excludes many asymp-
totically zero terms of the form 1
r2eikjr2, which causes radially-diminishing
oscillations in the scattering amplitude. This error can be minimised by av-
eraging the oscillations near R0.
The errors introduced by the above approximations can be investigated under three
broad categories: grid spacing, grid size (and hyperradius) and complex scaling, which we
will now discuss in more detail. The TP model is used for this convergence study as very
similar convergence behaviour is exhibited by the CL model, except where highlighted
in the discussion.
5.2.1 Grid spacing
The grid spacing regions used in this convergence study of the TP model were selected
based upon characteristics of the scattering wave function in di®erent regions, as in-60 CHAPTER 5: MODEL PROBLEMS
Grid Spacing hn (a.u.)
Region (n) Start (a.u.) Length (a.u.) Reference Grid Converged Grid
1 0.0 0.2 0.005 0.02
2 0.2 1.8 0.005 0.06
3 2.0 18.0 0.050 0.20
4 20.0 180.0 0.100 0.40
5 200.0 2.0 0.005 0.10
6 202.0 18.0 0.200 0.70
TICS (a.u.) 0.06721 0.06734
1s-1s TCS (a.u.) 0.4117 0.4111
Table 5.1: Grid spacing regions used for convergence testing of the TP model at E0=1.0
a.u. (27.2 eV) with R0 = 200 a.u. and µ = 0:8 rad. Measurements are made along the
real axis, except h6, which is measured along the complex contour. The converged grid
column represents the maximum grid spacing able to maintain a standard error of 0.2%
in the TICS.
troduced in Section 3.1, and are shown in Table 5.1. The start, length and number of
regions are somewhat arbitrarily selected and can be changed, but each change requires
a separate convergence study. It is possible to ¯nd the optimum number of regions,
starting points and lengths that minimises the number of grid points for a given R0,
E0, Z and initial state, but the large number of calculations required precludes this
from being attempted in this thesis. The selected regions, however, have proven to be
computationally e±cient and are su±cient for the purpose of investigating grid-related
convergence issues.
The relationship between the magnitude of the relative error (with respect to the
results obtained with the very ¯ne reference-grid spacing given in Table 5.1) and the
grid spacing in each region is shown in Figure 5.1 for both TICS and elastic-scattering
cross sections. Some interesting conclusions can be drawn from these results.
Firstly, the error of the ionisation and scattering cross sections demonstrate similar
dependence on the grid spacing in each region, even though the major contribution5.2: CONVERGENCE STUDIES 61
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Figure 5.1: Relative percentage error of the (a) TICS, and (b) elastic-scattering cross
section, for varying grid spacing in each grid region hn (excluding h5). All results are
calculated for the singlet TP model at E0=1.0 a.u. (27.2 eV), R0=200 a.u., Rmax=220
a.u. and µ=0.8 rad. All errors are calculated relative to the results of the reference-grid
calculation shown in Table 5.1.
to each comes from di®erent regions of the scattering wave function: the dominant
contribution to ionisation comes from the region where both r1 and r2 are large (h4
region), whereas the dominant contribution to elastic scattering is in the region where
one of r1 or r2 is small (h1 and h2 region). From this we can infer that errors introduced
by the spacing in one region a®ects the accuracy of the scattering wave function in other
regions.
The results show an approximate power-law relationship between estimated error
and grid spacing, though the h1 and h2 regions have a di®erent slope (and hence power-
law) to the remaining regions. The approximate relationships for the example grid
and kinematics are as follows. For n = 1;2 the error is approximately anh2
n and for
n = 3;4;6 is approximately anh4
n, where an is a constant of proportionality. Note that
these estimates are the combined error of the two-dimensional variable-grid Numerov
formula, two-dimensional Chebyshev-polynomial interpolation and the sensitivity of the62 CHAPTER 5: MODEL PROBLEMS
Peterkop integral equations to errors in various regions of the grid, and cannot be directly
related to the theoretical error of the Numerov formulae given in (3.6) and (3.9).
Lastly, the results conclusively demonstrate that ¯ner grid spacing is required in the
inner regions of the grid (small r), and may be increased with increasing n (increasing r).
The relative error in both graphs shows an instability for grid spacing h4 > 0:7, which
gives an upper limit to the grid spacing in the real region of the grid at this energy.
We also found that the inner grid spacings h1 and h2 are relatively insensitive to the
energy of the incident electron, but vary as a function Z (the charge on the nucleus)
and the initial-state of the target. The grid spacing in the outer regions is in°uenced
by the energy of the incident electron, and we can readily estimate the relationship
between them. If we consider the outer regions of the scattering wave function, the
most oscillatory area corresponds to elastic scattering (r1 ¿ r2 or r1 À r2), where the
scattered electron has maximum energy (E0) and maximum momentum (
p
2E0). The
wavelength of the scattering wave function in this region will be inversely proportional
to the momentum. Assuming that, to maintain accuracy, the number of grid points per
oscillation must be maintained when E0 is varied, the grid spacing required in the h4





where (h4)27:2eV is obtained from Figure 5.1 depending on the accuracy required. For
example, (h4)27:2eV=0.4 a.u. will give approximately 0.1% accuracy and (h4)27:2eV=0.7
a.u. will give approximately 1.0% accuracy in this region. The energy scaling of h6 can





This relationship between grid spacing and incident-electron energy is only a rough ap-
proximation and many other factors (especially R0) will in°uence the ¯nal error estimate.
To obtain highly accurate results a convergence study should be undertaken for the E0,
Z and initial target-state of the collision.
The e®ect of grid spacing near R0 is di±cult to analyse as the error varies with the
\sharpness" of the discontinuity in the ¯rst derivative of the scattering wave function at5.2: CONVERGENCE STUDIES 63
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Figure 5.2: Relative percentage error of the (a) TICS, and (b) elastic-scattering cross
section, for various grid spacing h5 in the region of R0. All results are for the singlet
TP model at E0=1.0 a.u. (27.2 eV) with R0 ¡Rmax=20 a.u. and µ=0.8 rad. Errors are
relative to an h5=0.05 a.u. calculation.
R0, which varies with R0. In Figure 5.2 we have plotted the relative error of the TICS
and elastic-scattering cross section results from scattering wave functions calculated at
various R0 and h5. There are, however, many radially-dependent errors in addition to
h5 that a®ect the accuracy of the results. Indeed, at R0=200 a.u. these errors are larger
than those due to the discontinuity. In order to isolate the h5 error, we assume that
these additional errors are independent of h5, and subtract the results of the reference
calculations (h5=0.05 a.u.) from the h5=0.1, 0.2 and 0.4 a.u. results. This gives the net
h5 radially-dependent error that is plotted in Figure 5.2.
The TICS and elastic cross sections show similar errors with respect to h5 and a
similar dependence upon R0. Each curve has a minima, which occurs when the change
in gradient (\sharpness") of the scattering wave function at R0 (on average over the
edges of the hypercube) is minimised. The position of this minima varies with h5 and
converges as h5 is reduced. It is clear from the plots presented that a signi¯cant error
(approximately 0.3%) is introduced into the results if the h4 grid spacing (0.4 a.u.) is64 CHAPTER 5: MODEL PROBLEMS
used at R0, and is signi¯cantly reduced when h5 ¿ h4. As this region is very narrow
(¼ 1 a.u.), ¯ner h5 grid spacing only marginally increases iR0 and imax and does not
signi¯cantly increase the overall computation time.
5.2.2 Grid size (R0) and hyperradius (½)
The radial dependence of the TICS is shown in Figure 5.3a, where the convergence with
respect to ½ at a ¯xed R0=400 a.u. is shown by a thin solid line, and the convergence with
respect to ½ = R0 (from separate scattering wave function calculations with 30 · R0 ·
400 a.u.) are shown by crosses. Both curves show an approximately ½¡3=2 convergence
trend, which contributes 0.05% to the total estimated error at ½=400 a.u. The R0=400
a.u. curve also shows short-wavelength oscillations (with respect to ½) modulated by
a larger-wavelength oscillation, both of which diminish in magnitude with increasing
½, but increase the uncertainty of the results at ¯nite ½. These oscillations, and the
asymptotic convergence, are consistent with our earlier discussion regarding the R0- and
½-dependent approximations used in our calculations.
An interesting feature observed in Figure 5.3a is that variations of the ½ = R0 results
are bound by the ½-oscillations of the R0=400 a.u. calculation. From this, and other
convergence studies undertaken, we can make the general observation that the magnitude
of the oscillations near ½ give an upper limit to the oscillatory error associated with the
calculation at ½, regardless of the R0 used for the calculation. Also, the smoothed
0 < ½ · R0 results can be extrapolated to estimate the asymptotic result. The total
standard error is estimated from these errors in addition to the error estimates obtained
from the grid-spacing convergence tests. It is possible, therefore, to estimate the radially-
dependent error of a TICS calculation using a single wave function calculation, and the
magnitude of this error is readily controlled.
None of the results presented in this thesis are based on a radial extrapolation of the
cross sections, but are made at su±ciently large R0 that they are e®ectively converged.
However, the estimated error of the results presented take into account the asymptotic
extrapolation beyond R0.
The discrete-¯nal-state cross sections presented in Figure 5.3b also exhibit a radially-5.2: CONVERGENCE STUDIES 65
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Figure 5.3: TP model singlet (a) TICS, and (b) 1s-1s and 1s-5s discrete ¯nal-state
scattering cross sections, with respect to hyperradius ½ [see (2.53) and (2.65)]. Results
are calculated at E0=1.0 a.u. (27.2 eV). The 1s-5s results are multiplied by 135. Thin
solid lines represent results extracted from a single scattering wave function (R0=400
a.u.) with hyperradius 30 · ½ · 400 a.u., in 1 a.u. increments. Crosses represent results
extracted from separate scattering wave functions with R0 = ½. The dashed line in (a)
is a best ¯t of the R0=400 a.u. results to the function f(½) = a + b½¡3=2.
diminishing oscillatory behaviour. Beyond ½ ¼ 4n2
f a.u., where nf is the ¯nal-state
orbital quantum number, averaging the ½-dependent oscillations of the discrete ¯nal-state
cross sections gives a well-converged result. The magnitude of the oscillations, however,
diminish relatively slowly at a rate proportional to ½¡1, reducing from §0.8% at ½=100
a.u. to §0.2% at ½=400 a.u. For elastic scattering (1s-1s), the results obtained from the
R0 = ½ calculations closely match the results extracted from the R0=400 a.u. calculation
at the same ½. A greater deviation between these two sets of results is evident for the
1s-5s scattering cross sections, though they converge with increasing R0. We note that
at ¯nite ½ the 1s-5s scattering amplitude has signi¯cant contributions from regions of the
scattering wave function that also contribute signi¯cantly to the ionisation amplitude.
Formally, the orthogonality of the ¯nal-state ionisation continuum waves and the discrete66 CHAPTER 5: MODEL PROBLEMS
0.0 0.1 0.2 0.3 0.4 0.5

























0.0 0.1 0.2 0.3 0.4 0.5






















Figure 5.4: Singlet SDCS results at E0=1.0 a.u. (27.2 eV) for various hyperradii ½ for
(a) TP model, and (b) CL model. The FDM TP results of Jones and Stelbovics (2002)
are shown for comparison.
¯nal-states should prevent interference between the ionisation and discrete ¯nal-state
channels. However, the di®erence between these two sets of results (smoothed) has a
½-dependence similar to that observed in the TICS results in Figure 5.3b. This indicates
that, in practice, there is a small amount of interference from the ionisation channel
when scattering amplitudes are calculated using the Peterkop integral formulation at
¯nite R0, which diminishes with increasing R0 and is negligible for small nf.
So far, we have discussed convergence with respect to the total ionisation and scat-
tering cross sections. In the TP and CL models, only the L = l1 = l2 = 0 angular
momentum states are considered, and hence the di®erential cross sections are constant
with respect to their angular distribution and will have the same convergence characteris-
tics as the total cross sections. However, for ionisation, the SDCS with respect to energy
sharing of the outgoing electrons may exhibit convergence characteristics that vary with
the energy fraction E1=E, where E1 is the energy of one of the outgoing electrons. The
radial-convergence of the SDCS for the TP and CL models is shown in Figure 5.4. The
TP results indicate that convergence near E1=E = 0:5 is not obtained until ½ becomes5.2: CONVERGENCE STUDIES 67
very large. Indeed, even at ½=1400 a.u., the results have not converged completely in
this region, and the rate of convergence indicates that the SDCS may be much smaller
at this point. At ½=1400 a.u. our TP results are in very good agreement with the FDM
results of Jones and Stelbovics (2002). Interestingly, the TICS of these calculations, for
all ½ > 100 a.u. agree to within 0.2%, so the large variations near E1=E = 0:5 are o®set
by variations in other regions.
On the other hand, the CL SDCS results in Figure 5.4b show good convergence
at ½=200 a.u. for all energy sharing. The convergence problem of the TP model at
equal energy-sharing is believed to be an artifact of the discontinuous derivatives of the
electron-electron potential (5.1) at r1 = r2 . The CL model has an analytic electron-
electron potential (5.4) and does not exhibit the same radial-convergence problem. For
the full e{HZ problem, the ionisation amplitude near r1 = r2 is highly suppressed due
to electron repulsion, and we will ¯nd in Section 6.1 that its SDCS radial-convergence
behaviour is closer to that of the CL model. For both the TP and CL models, there are
unphysical oscillations in the SDCS with respect to E1=E that diminish with increasing
½, and whose wavelength varies with E. Therefore, the magnitude of the SDCS error
is greater than the TICS error estimate as the integration of the SDCS undertaken to
obtain the TICS averages the e®ect of these oscillations.
5.2.3 Complex scaling
Provided that the region of complex scaling (Rmax ¡ R0) gives su±cient exponential
damping of the outgoing scattering wave function, we have found that the angle of
rotation into the complex plane and the complex scaling length of the radial coordinates
has negligible e®ect on the ionisation and scattering cross section calculations. This is
consistent with the results of Baertschy et al (2001b).
Figure 5.5a shows the relative error in TICS with respect to complex scaling length.
At E0=1.0 a.u. the relative error introduced when Rmax ¡ R0 = 5 a.u. is negligible,
and beyond 7 a.u. the TICS remains constant (to six signi¯cant ¯gures). At this
impact energy, this complex scaling length represents approximately one oscillation of
the scattering wave function. This is consistent with the complex-scaling length example68 CHAPTER 5: MODEL PROBLEMS
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Figure 5.5: Relative error in the TP singlet TICS versus (a) complex scaling length
(Rmax ¡ R0) with ¯xed µ = ¼=4 radians, and (b) complex scaling angle µ. Results are
calculated at E0=1.0 a.u. (27.2 eV) with R0=200 a.u., and errors are relative to the
(Rmax ¡ R0) = 20 a.u., µ = ¼=4 calculation.
in Section 2.1. Using this criterion, we can estimate the scaling length required using





when µ ¼ ¼=4.
The variation in the TICS with respect to the complex scaling angle µ is shown in
Figure 5.5b, where it should be noted that the complex-scaling length was varied with
µ to ensure that the same damping was provided by the ECS damping factor at Rmax
[e¡(r¡R0)sinµ in (2.2)]. The same grid spacing in the complex-scaling region was used
for each of these calculations, consequently, a signi¯cant contribution to the error shown
in this ¯gure may be attributed to using ¯xed spacing when the period of oscillation
and damping rate of the outgoing scattering wave function varies with µ. Throughout
this thesis a complex scaling angle of µ = 0:8 ¼ ¼=4 radians is used, and all convergence
studies are undertaken using this angle. Clearly, complex scaling angle has little e®ect on















0.4 1:496+0 1:023¡1 1:175+1 1:026¡3
0.5 1:037+0 1:279¡1 2:196¡2 5:650¡3 1:840¡3 9:126+0 5:943¡3 1:122¡4 5:677¡6 5:054¡7
0.6 7:850¡1 1:113¡1 2:568¡2 9:423¡3 4:450¡3 7:301+0 1:087¡2 7:156¡4 1:395¡4 4:612¡5
0.7 6:325¡1 9:246¡2 2:332¡2 9:128¡3 4:494¡3 5:983+0 1:442¡2 1:476¡3 3:868¡4 1:545¡4
0.8 5:345¡1 7:631¡2 1:997¡2 7:996¡3 3:991¡3 5:003+0 1:659¡2 2:126¡3 6:323¡4 2:718¡4
0.9 4:642¡1 6:311¡2 1:678¡2 6:790¡3 3:408¡3 4:237+0 1:768¡2 2:591¡3 8:266¡4 3:690¡4
1.0 4:124¡1 5:286¡2 1:414¡2 5:750¡3 2:891¡3 3:643+0 1:812¡2 2:902¡3 9:664¡4 4:411¡4
1.5 2:718¡1 2:519¡2 6:687¡3 2:722¡3 1:372¡3 1:985+0 1:597¡2 3:107¡3 1:129¡3 5:392¡4
2.0 2:034¡1 1:447¡2 3:774¡3 1:529¡3 7:685¡4 1:269+0 1:267¡2 2:634¡3 9:841¡4 4:763¡4
Table 5.2: TP model singlet (¾0
ns) and triplet (¾1
ns) electron-impact discrete ¯nal-state
scattering cross sections of a ground-state target, with spin weighting, where n is the
¯nal orbital quantum number. E0 is the incident-electron energy, and all columns are
given in a.u. Superscripts represent powers of 10, e.g. 1:327+1 = 1:327 £ 101 = 13:27.
length and grid spacing are used.
5.3 Results
We have now completed our convergence study for the TP and CL model calculations,
and will proceed to present discrete ¯nal-state cross sections (elastic and inelastic),
TICS, SDCS and ionisation amplitude phase calculations for both models at various
electron-impact energies.
5.3.1 Discrete ¯nal-state cross sections
Tabulated TP singlet and triplet discrete ¯nal-state cross sections, with spin weighting1,
are presented in Table 5.2 for electron-impact energies in the range 0:1 · E0 · 2:0
1Unless otherwise stated all results for a single spin-state presented in this thesis will be spin weighted
(multiplied by the spin-weighting factor
2S+1
4 ).70 CHAPTER 5: MODEL PROBLEMS
Singlet % Variation Triplet % Variation
E0 1s 2s 3s 4s 5s 1s 2s 3s 4s 5s
0.4 0.04 -0.11 0.27 5.69
1.0 -0.02 0.03 0.02 0.02 -0.03 0.05 0.07 0.05 0.04 0.00
1.5 0.04 -0.05 0.03 -0.01 0.05 0.05 -0.03 0.06 0.05 0.08
2.0 0.04 -0.07 0.03 0.06 0.01 0.01 -0.03 0.00 0.02 -0.06
Table 5.3: Percentage variation of selected PECS TP discrete ¯nal-state scattering
cross sections presented in Table 5.2 to CCC calculations (Bray and Stelbovics 1994)
(E0 = 0:4 a.u.) and FDM calculations (Jones and Stelbovics 2002) (E0 ¸ 1:0 a.u.).
a.u. The elastic collision is the dominant interaction and cross sections diminish with
increasing nf (when energetically allowed). At and below ionisation threshold the results
were obtained at ½=R0=400 a.u., at E0=0.6 a.u. the calculations were extended to
½=R0=1000 a.u., reducing to 400 a.u. for E0 ¸ 1:0 a.u. Above the ionisation threshold
the grid sizes were determined by the hyperradius required for TICS calculations of
the required accuracy. The accuracy of the scattering cross sections was improved by
averaging ½-dependent oscillations near R0, and the estimated maximum error of these
results (without averaging) ranges from 0.5% for higher-energy (E0 > 0:5 a.u.) 1s results
to 2.0% for 5s and low-energy (E0 · 0:2 a.u.) 1s results.
The variation between our results and FDM benchmark calculations (Jones and
Stelbovics 2002) (E0 ¸ 1:0 a.u.) or CCC calculations (Bray and Stelbovics 1994) (E0 =
0:4 a.u.) are shown in Table 5.3. All energies presented in Table 5.2 that match energies
in these publications were chosen for this comparison. The stated error estimate of the
FDM results is 0.1%, and our results agree with these calculations to better than 0.1%
for all energies and nf. This is signi¯cantly better than our estimated maximum error
and demonstrates the improvement in accuracy that is obtained by averaging the ½-
dependent oscillations. There is also very good agreement with CCC results at E0=0.4
a.u., except for the 2s triplet result. We believe that this discrepancy is due to an















0.4 3:438+0 1:165¡1 8:457+0 3:074¡3
0.5 2:843+0 7:257¡2 1:875¡2 7:412¡3 3:556¡3 7:886+0 8:871¡3 3:677¡4 3:959¡5 7:011¡6
0.6 2:394+0 5:264¡2 1:400¡2 5:702¡3 2:894¡3 7:135+0 1:285¡2 1:210¡3 2:936¡4 1:116¡4
0.7 2:059+0 4:003¡2 1:063¡2 4:343¡3 2:213¡3 6:425+0 1:510¡2 1:925¡3 5:658¡4 2:430¡4
0.8 1:796+0 3:138¡2 8:261¡3 3:383¡3 1:706¡3 5:758+0 1:605¡2 2:392¡3 7:697¡4 3:435¡4
0.9 1:585+0 2:529¡2 6:592¡3 2:695¡3 1:350¡3 5:177+0 1:627¡2 2:667¡3 9:013¡4 4:107¡4
1.0 1:412+0 2:088¡2 5:378¡3 2:186¡3 1:105¡3 4:662+0 1:604¡2 2:796¡3 9:717¡4 4:549¡4
1.5 8:859¡1 1:002¡2 2:486¡3 9:886¡4 5:032¡4 2:955+0 1:285¡2 2:578¡3 9:455¡4 4:630¡4
2.0 6:209¡1 5:998¡3 1:454¡3 5:750¡4 2:896¡4 2:049+0 9:818¡3 2:067¡3 7:753¡4 3:809¡4
Table 5.4: CL model singlet and triplet electron-impact discrete ¯nal-state scattering
cross sections of a ground-state target, with spin weighting. See Table 5.2 for column
details.
result, it is not signi¯cant. Overall, the excellent agreement between PECS, FDM and
CCC provides convincing evidence of the e±cacy of the integral method for extracting
discrete ¯nal-state cross sections that was developed in Section 2.3.
We present CL discrete ¯nal-state cross sections in Table 5.4, calculated using the
same R0 and grid spacing as the TP calculations. We are not aware of any published
discrete ¯nal-state cross sections for the CL model, and estimate the standard error to
be similar to the PECS TP calculations.
The CL model triplet elastic cross section at E0=0.1 a.u. is three orders of magnitude
smaller than at other energies, and Figure 5.6 shows that this is the result of a wide
resonance structure. The singlet resonance is centered at E0=0.051 a.u. and the triplet
resonance is centered at E0=0.097 a.u., both of which are unphysical, which highlights
that the CL model is not a good model for e{H scattering below the ionisation threshold.
Examination of the cross section data in Tables 5.2 and 5.4 reveals the distinctly
di®erent behaviour of the CL and TP models. The singlet elastic cross sections of the
CL model are three times larger than the TP model above ionisation threshold, whereas72 CHAPTER 5: MODEL PROBLEMS
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Figure 5.6: Low-energy resonance structure of the CL model singlet (S=0) and triplet
(S=1) elastic cross sections.
the triplet elastic cross sections are of similar magnitude. Below threshold, comparison
of the elastic cross sections is di±cult due to the wide resonance in the CL model. The
peak singlet nf inelastic cross section of each model are of similar magnitude, but are
consistently shifted to lower energies in the CL model. The peak triplet nf inelastic cross
sections of each model also have similar magnitude, and are shifted to lower energies in
the CL model, but to a lesser extent than the singlet case. At energies below the cross
sections peak, the CL model results are larger.
5.3.2 Ionisation cross sections
The TP singlet and triplet ionisation cross sections, with spin weighting, are presented in
Table 5.5, and were extracted from the same scattering wave functions used in the previ-
ous section. The TICS results are presented along with SDCS results at energy sharing
E1=E=0.0, 0.25 and 0.50, and the percentage variation from the accurate benchmark
FDM calculations of Jones and Stelbovics (2002) is also given, where available.
The estimated standard error of our TICS calculations, based upon convergence
studies, is 0.2% for all energies presented, while the estimated standard error of the5.3: RESULTS 73
SDCS w.r.t. electron energy-sharing
TICS E1=E = 0:00 E1=E = 0:25 E1=E = 0:50
E0 S PECS % var. PECS % var. PECS % var. PECS % var.
0.6 0 1:568¡2 4:589¡1 3:185¡1 1:687¡1
0.7 0 3:747¡2 5:146¡1 3:823¡1 2:312¡1
0.8 0 5:321¡2 4:717¡1 3:621¡1 2:282¡1
0.9 0 6:242¡2 4:085¡1 3:186¡1 2:065¡1
1.0 0 6:713¡2 -0.15 3:499¡1 -0.09 2:738¡1 -0.08 1:741¡1 -0.83
1.5 0 6:109¡2 -0.07 1:665¡1 -0.23 1:215¡1 -0.22 8:581¡2 4.00
2.0 0 4:626¡2 0.03 9:300¡2 -0.06 5:949¡2 -0.07 4:201¡2 3.19
0.6 1 2:830¡5 2:149¡3 3:108¡4 0:000+0
0.7 1 3:190¡4 1:164¡2 1:873¡3 0:000+0
0.8 1 1:005¡3 2:408¡2 4:024¡3 0:000+0
0.9 1 1:978¡3 3:545¡2 5:998¡3 0:000+0
1.0 1 3:092¡3 0.16 4:442¡2 -0.39 7:542¡3 -1.19 0:000+0 0.00
1.5 1 7:778¡3 0.11 5:936¡2 -0.08 8:994¡3 0.52 0:000+0 0.00
2.0 1 9:750¡3 0.02 5:384¡2 -0.08 6:947¡3 0.24 0:000+0 0.00
Table 5.5: TP singlet and triplet TICS and SDCS calculations, with spin weighting,
for selected energy-sharing (E1=E). Percentage variation from FDM calculations (Jones
and Stelbovics 2002), are given where available. All units are a.u.
SDCS results is increased to 0.5% due to slight oscillations with respect to energy sharing,
and À1% at equal energy-sharing due to insu±cient R0 for complete convergence. The
stated error of the FDM calculations is 0.1% in the TICS and SDCS, increasing to
1% for the SDCS at equal energy-sharing. The PECS and FDM calculations agree to
within these estimated errors. However, there are large di®erences between the PECS
and FDM SDCS results at equal energy-sharing. At E0=1.0 a.u., PECS results were
calculated using ½=1400 a.u., but were not fully converged at E1=E2, while the higher-
energy results were calculated using ½=400 a.u. and were less converged at equal energy-
sharing. Though the FDM and PECS equal energy-sharing results agree to within 1%
at E0=1.0 a.u., we believe that the estimated error of the FDM results in this region
are underestimated. The slow rate of the convergence of the PECS SDCS results at
equal energy-sharing indicates that for very large R0 the SDCS is signi¯cantly lower74 CHAPTER 5: MODEL PROBLEMS
SDCS with respect to electron energy-sharing
TICS E1=E=0.00 E1=E=0.25 E1=E=0.50
E0 S=0 S=1 S=0 S=1 S=0 S=1 S=0 S=1
0.6 1:887¡2 1:276¡4 3:673¡1 7:440¡3 3:781¡1 1:948¡3 3:814¡1 0:000+0
0.7 2:837¡2 7:378¡4 2:806¡1 2:173¡2 2:840¡1 5:594¡3 2:842¡1 0:000+0
0.8 3:198¡2 1:720¡3 2:157¡1 3:418¡2 2:129¡1 8:601¡3 2:109¡1 0:000+0
0.9 3:260¡2 2:845¡3 1:697¡1 4:304¡2 1:622¡1 1:051¡2 1:587¡1 0:000+0
1.0 3:176¡2 3:944¡3 1:372¡1 4:873¡2 1:256¡1 1:143¡2 1:215¡1 0:000+0
1.5 2:282¡2 7:516¡3 6:074¡2 5:199¡2 4:357¡2 9:841¡3 3:901¡2 0:000+0
2.0 1:584¡2 8:427¡3 3:463¡2 4:347¡2 1:920¡2 6:595¡3 1:600¡2 0:000+0
Table 5.6: CL singlet and triplet TICS and SDCS calculations, with spin weighting, at
selected energy-sharing (E1=E). All units are a.u.
than the results presented in Table 5.5. The limitation of ½ · 1400 a.u., imposed by
computational resource limitations, prevents an accurate extrapolation of the SDCS
equal-energy results for the TP model.
Our CL model singlet and triplet TICS results and selected SDCS results, with spin
weighting, are presented in Table 5.6. The estimated standard error of these calculations
is the same as the TP model, except that at equal energy-sharing our SDCS results are
fully converged with an estimated standard error of 0.5%. There are no tabulated TICS
or SDCS results available for the CL model to perform an accurate comparison with our
results, however, the digitised CL singlet TICS published by Kato and Watanabe (1996)
are in good agreement with the present calculations for E0 > 0:6 a.u. (see Figure 5.12).
Plots of the singlet and triplet SDCS for the TP and CL models (at energies consistent
with Tables 5.5 and 5.6) are presented in Figures 5.7 and 5.8. The CL singlet plots have
been normalised at equal energy-sharing to highlight the change in shape as a function
of incident-electron energy. At E0=0.6 a.u. the SDCS shows a 4% reduction at E1 = 0,
compared with E1 = E2, and becomes °at at E0=0.7 a.u. Above this energy, the SDCS
becomes markedly asymmetric. There are no fully-quantal CL model SDCS results
available for comparison, however the energy-dependence of the SDCS shape, changing
from concave to convex as energy approaches threshold, is supported by the semiclassical5.3: RESULTS 75
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Figure 5.7: Singlet SDCS results, with spin-weighting, for (a) TP model, and (b)
CL model, at various incident electron energies E0. The CL model results have been
normalised to 1.00 at equal energy-sharing (E1=E2), and the original SDCS results (a.u.)
may be obtained by multiplying by the constant ®. The FDM TP singlet results of Jones
and Stelbovics (2002) are shown by crosses.
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Figure 5.8: Triplet SDCS results, with spin-weighting, for (a) TP model, and (b) CL
model, at various incident electron energies E0. The FDM TP triplet results of Jones
and Stelbovics (2002) are shown by crosses.76 CHAPTER 5: MODEL PROBLEMS
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k1:Coulomb, k2:Orthog Plane (CO)
k1:Orthog Plane, k2:Orthog Plane (OO)
Figure 5.9: TP singlet SDCS, with spin weighting, at E0=1.0 a.u. (27.2 eV) calculated
using various choices for the ¯nal-state continuum waves, extracted at ½=1000 a.u.
calculations of Rost (1994). In both models the triplet SDCS are suppressed near the
equal energy-sharing region due to the Pauli exclusion principle.
It should be noted that the PECS scattering wave functions are symmetric or an-
tisymmetric with respect to exchange of electrons, consequently, all SDCS calculations
are symmetric about E1=E = 0:5. As such, all SDCS calculations in this thesis are
presented for the range 0:0 · E1=E · 0:5.
5.3.3 Ionisation amplitude phase
Figure 5.9 shows the SDCS for the TP model using several choices for the ¯nal-state
continuum waves [© in (2.59)]. Using two Coulomb waves (2.60) (CC) provides a very
smooth SDCS, and with su±ciently large ½ provides results very close to the FDM results
of Jones and Stelbovics (2002). This method was ¯rst used by McCurdy et al (2001),
and is able to accurately calculate the magnitude of the ionisation amplitude for both
models considered in this thesis, as well as the full e{H problem (Baertschy et al 2001a).
Unless otherwise stated, this method is used to calculate all ionisation cross sections
presented in this thesis.5.3: RESULTS 77
However, it is known that using (CC) for the TP model leads to a divergent ionisation
amplitude phase (Rescigno et al 2003), as the correct asymptotic continuum waves for
ionisation in the TP model is a Coulomb wave for the slow electron and a plane wave





l1 (1;k1;r1)sin(k2r2); k1 < k2: (5.10)
When (5.10) is used with TP scattering wave functions, however, the SDCS oscillates
wildly due to interference from discrete ¯nal-state scattering that is also contained in the
scattering wave function. To remove this interference we have made the < rjk >= sin(kr)
function orthogonal to the ¯rst N bound states of hydrogen (with l = 0) using the
relation
< rjk >?=< rjk > ¡
N X
n=1
< rjn00 >< n00jk >; (5.11)
where N can be made arbitrarily large. As < rjk >?=< rjk > when r ! 1, the
orthogonalisation of the plane wave has no e®ect upon the asymptotic value of (2.59). For
the ¯nite values of ½ used in our calculations, orthogonalisation of the plane wave removes
interference from discrete ¯nal-state scattering channels, and N=10 was su±cient for this
purpose.
Previously, for a short-range potential model problem, McCurdy and Rescigno (2000)
demonstrated that using a projection operator to project out the elastic channel from
the scattering wave function removes the wildly oscillatory behaviour caused by the
discrete channels of the problem. Orthogonalisation of the plane-wave is equivalent to
their procedure.
Figure 5.9 shows that the SDCS results using a Coulomb wave and an orthogonalised
plane-wave (CO) removes interference from the discrete channels, and gives results very
similar to the (CC) results, but with minor °uctuations of the order of 1%. These
°uctuations diminish with increasing ½. For the case of two orthogonalised plane-waves
(OO), good results are obtained near equal energy-sharing, but signi¯cant oscillations
are apparent at asymmetric energy-sharing.
Figure 5.10 shows the phase of the TP and CL ionisation amplitudes extracted at
various ½. The Coulomb phase(s) [ei¾l(Z;k) in (2.64)] has been excluded from all phase78 CHAPTER 5: MODEL PROBLEMS
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Figure 5.10: Ionisation amplitude phase at E0=1.0 a.u. (27.2 eV) for (a) TP model,
and (b) CL model, using the ¯nal-state continuum wave approximation of two Coulomb
waves (CC), and an orthogonalised plane wave for the fast electron and a Coulomb wave
for the slow electron (CO), extracted at hyperradii ½=250, 500 and 1000 a.u. Adjusted
results have been calculated by adding phase adjustments [(5.12)-(5.14)] to the PECS
raw results.
plots in this thesis as it is known to be highly oscillatory when k approaches zero.
For the TP model, it is apparent that the phase is divergent when (CC) are used for
the ¯nal-state continuum waves, which is consistent with the known logarithmic phase
behaviour of this ¯nal state. However, the phase is convergent when (CO) are used for
the ¯nal-state continuum waves. The slight ½-dependent phase di®erences near E1=E=0
in the (CO) plots do not indicate a slowly diverging phase. Convergence studies showed
that our primary grid spacing (0.40 a.u. at this energy) was required to be halved in
order to provide fully converged phase results with respect to increasing ½, indicating
that convergence of the ionisation amplitude phase is much more sensitive than the
magnitude to numerical errors introduced by the Numerov ¯nite-di®erence method.
For the CL model shown in Figure 5.10b, neither the (CC) nor (CO) ¯nal-state con-
tinuum waves provide convergent phase results, as neither describes the correct asymp-5.3: RESULTS 79
totic form of the ¯nal-state continuum waves in this model (which are not known ana-
lytically).
Recently, Rescigno et al (2003) demonstrated that the ionisation amplitude phase
for both the TP and CL models could be made convergent, and for the TP model match
the (CO) results presented in Figure 5.10a. Their procedure may be applied for any
choice of charges for the ¯nal-state Coulomb waves (Z1 and Z2), by adding logarithmic




































The phase adjustment for the TP model is therefore zero for the (CO) case, and ÁTP +
Q(k>;1) for the (CC) case. The phase adjustment for the CL model is ÁCL for the (CO)
case and ÁCL +Q(k>;1) for the (CC) case. These phase adjustments have been applied
separately to our TP and CL model results in Figure 5.10, and demonstrate that the
adjustments give ½-convergent phases that are independent of the Z1 and Z2 choice for
the ¯nal-state asymptotic continuum waves.
Figure 5.11 shows the ionisation amplitude phase for the TP model singlet and
triplet states at various incident-electron energies using the (CO) ¯nal-state asymptotic
continuum waves. The phase is clearly energy dependent, and the plots also demonstrate
a systematic °attening (with respect to the E1=E energy fraction) with increasing E0.
These plots were extracted at varying hyperradii (400-1000 a.u.), where good convergence
of the SDCS were obtained, and demonstrate only minor °uctuations in the phase with
respect to energy fraction, though oscillations increase near equal energy-sharing in the
triplet plots, where the ionisation amplitudes are highly suppressed and errors are larger.
The TP and CL model calculations in this section demonstrate that ½-convergent
ionisation amplitude phases cannot be obtained directly from the Peterkop integral for-
mulation unless the correct asymptotic form for the asymptotic ¯nal-state continuum80 CHAPTER 5: MODEL PROBLEMS
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Figure 5.11: TP ionisation amplitude phases at various incident-electron energies,
using a Coulomb wave for the slow electron and an orthogonalised plane wave for the
fast electron, for the (a) singlet state, and (b) triplet state.
waves are used. We will discuss this issue in relation to the full e{HZ problem in Sec-
tion 6.1.
5.4 Threshold behaviour
Since Wannier proposed the threshold law for electron-atom ionising collisions, based
on classical mechanics, there has been a large number of theoretical and computational
studies undertaken in an e®ort to give quantum-mechanical con¯rmation for this law.
We will leave the detailed discussion of these studies until we investigate the threshold
behaviour of the full e{H problem in Chapter 7. In summary though, all theoretical
and computational studies undertaken to verify this relationship have made signi¯cant
a priori assumptions in order to make the calculations tractable.
Calculations near ionisation threshold using coordinate-space methods are di±cult
due to the very large grid sizes required to achieve convergent results, which are approx-
imately inversely proportional to the total energy (R0 / 1=E). The CL model simpli¯es5.4: THRESHOLD BEHAVIOUR 81
the calculations by approximating the predicted electron-electron potential of the full
problem near ionisation threshold, and Kato and Watanabe (1996) were able to con¯rm
that this model is consistent with Wannier's predictions. In this section we will inves-
tigate the threshold behaviour of the CL model using the PECS method, and compare
our results with these and other calculations.
Theoretical and computational studies of the TP model ionisation threshold be-
haviour have also been undertaken, though, as the electron-electron potential of this
model is unphysical, the threshold behaviour is signi¯cantly di®erent to that of the full
e{H problem. This makes an investigation of the threshold behaviour of the TP model
a somewhat \academic" exercise, but there is su±cient disagreement between available
calculations to warrant an investigation using PECS.
5.4.1 Collinear model
The results of our PECS CL model TICS calculations near ionisation threshold are shown
in Figure 5.12 along with other recent calculations. Clearly, there is good agreement be-
tween our results and those of Kato and Watanabe (1996) for energies greater than 0.05
a.u., and our results exhibit a signi¯cant reduction in energy-dependent oscillations at
lower energies. However, it should be noted that the Kato and Watanabe values were
obtained by scanning and digitising their published results, which may have introduced
additional errors. Our calculations are in good agreement with the ECS results of Mc-
Curdy et al (2001) for energies above 0.01 a.u., and with the time-dependent results of
Robicheaux et al (1997) above 0.03 a.u., while both of these data sets show signi¯cant
errors below these energies. The results presented in the singlet plot have been divided
by E1:127 to highlight their threshold behaviour, where it is expected that the gradient
of the plots should approach zero as the energy approaches threshold, if the Wannier
threshold law holds for the CL model. This is indeed the case for our results and those
of Kato and Watanabe.
For total energies between 0.2 a.u. and 0.04 a.u. an overall estimated error of 0.2%
in our total ionisation cross section results was maintained. At 0.2 a.u. this required
R0 = 600 a.u. and at 0.04 a.u. R0 = 1400 a.u.. Below 0:04 a.u., R0 was limited to 140082 CHAPTER 5: MODEL PROBLEMS
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Figure 5.12: (a) Singlet TICS, and (b) triplet TICS, for the CL model (with spin
weighting) as a function of total energy near ionisation threshold. The results are com-
pared with those of Kato and Watanabe (1996), McCurdy et al (2001) and Robicheaux
et al (1997). The singlet and triplet results are divided by E1:127 and E3:38 respectively,
to emphasise their threshold behaviour.
a.u. due to limits on our computational resources. As a result, the estimated error of
these very low-energy calculations increased to 0.5-1.0%.
We used a nonlinear ¯tting procedure, similar to that described by Kato and Watan-
abe, over the energy range 0.005-0.2 a.u., by ¯tting to the function ¾ = E´g(E), where
an nth order series expansion of g(E) was made. Our ¯tting gave
¾CL
S=0 = E(1:128§0:004)¡




which shows a three-fold improvement in estimated error compared with Kato and
Watanabe's result of ¾ / E1:124§0:013.
With this ¯tting procedure, both the value of ´ and its estimated error are dependent
upon the number of terms in g(E) and the estimated error of each of our data points.
Our initial nonlinear ¯t was based upon the estimated errors of our results, and the5.4: THRESHOLD BEHAVIOUR 83
n Â2 E´ a0 a1E a2E2 a3E3 a4E4
0 164.5 0.894(6) 0.142(2)
1 117.0 1.071(2) 0.300(3) -0.76(1)
2 50.7 1.112(2) 0.359(3) -1.35(2) 2.01(6)
3 46.5 1.128(4) 0.386(7) -1.69(8) 4.1(5) -4.6(11)
4 46.3 1.148(5) 0.43(1) -2.4(2) 12(2) -43(9) 75(16)
Table 5.7: Coe±cients for singlet CL model TICS nonlinear ¯tting for E = 0.005-0.200
a.u. Figures in brackets are the estimated standard error of the least signi¯cant ¯gure.
¯tting function was then used to calculate the standard deviation of our results in each
of four energy regions of equal size. These standard deviations were then used as an
improved estimate for the absolute error of the points in that region, and a new value
of ´ was calculated. This procedure was performed iteratively until convergence of the
¯tting function coe±cients was obtained.
The results of our n = 0 to n = 4 nonlinear ¯ts are detailed in Table 5.7. The
n = 3 polynomial for g(E) was selected as the best ¯t, and is used for our estimate of
the threshold behaviour given above. From the table we can see that the Â2 parameter
reduces with increasing n, indicating an increasingly better ¯t. The di®erence between
the Â2 of the n = 3 and n = 4 ¯ts is not signi¯cant, indicating that over this energy
range g(E) can be suitably represented by a third-order polynomial. As our calculations
have numerical errors, increasing the degrees of freedom of the ¯tting function beyond
the n = 3 case did not improve the Â2 result and necessarily increased the standard
error of the coe±cients. In order to select the best ¯t of our results we have consistently
chosen n such that Â2 approaches its minimum while the maximum standard error
of the coe±cients remains below 25%, and the polynomial coe±cients do not increase
exponentially.
We also performed a nonlinear ¯tting of the singlet data over the smaller energy
range 0.005-0.05 a.u., and present these results in Table 5.8. As this region is closer to
threshold, it was anticipated that g(E) would be suitably represented be a lower order84 CHAPTER 5: MODEL PROBLEMS
n Â2 E´ a0 a1E a2E2 a3E3
0 55.5 1.073(2) 0.287(3)
1 19.7 1.129(2) 0.386(3) -1.48(3)
2 16.7 1.152(8) 0.43(2) -2.3(3) 7(3)
3 17.9 1.14(2) 0.40(4) -1.9(9) 8(16) -56(125)
Table 5.8: Coe±cients for singlet CL model TICS nonlinear ¯tting for E = 0.005-0.050
a.u..
polynomial. However, due to the fewer number of points, and the increased estimated
error of the points in this region, there is some uncertainty as to whether n = 1 or
n = 2 provides the best ¯t in this region. However, the coe±cients of the n = 1 ¯t are
consistent with the n = 3 ¯t from Table 5.7, while the error of the a2 coe±cient for n=2
exceeds our limit for the maximum allowable error of the coe±cients. As a test of the
¯tting function (5.15) we performed a linear ¯t of the transformed data, over the same
energy intervals, and obtained the same values of ´, within their estimated standard
error.
Using semiclassical methods, the threshold power law for the triplet wave function
for three-body breakup was ¯rst proposed by Klar and Schlecht (1976) to be E3:881. This
incorrect result was repeated in subsequent publications (Greene and Rau 1982, 1983),
but was correctly calculated by Peterkop (1983) to be E3:381. This matched subsequent
derivations (Feagin 1984, Rost 1995), also using semiclassical methods. It should be
noted that the threshold laws for the singlet and triplet L = 0 partial waves of the full
hydrogen problem are predicted to be the same as the L = 0 CL model (Peterkop 1977,
1983, Rost 1995). Also, the threshold law for the L > 0 singlet and triplet partial waves
for the full hydrogen problem is the same as the L = 0 singlet partial wave (Roth 1972,
Klar and Schlecht 1976, Greene and Rau 1982, 1983).
Similar ¯tting procedures were applied for the CL triplet TICS presented in Fig-







No other triplet calculations, or ¯ts to the predicted threshold law, are available for
comparison.
When ¯tting of the triplet results was made over a smaller energy range, or compared
with the results of a linear ¯t of the transformed data, ´ did not coincide within the stated
error, and the polynomial coe±cients changed signi¯cantly (as they are very sensitive to
small changes in ´). We have therefore increased our estimated standard error, and give
the L = 0 CL triplet threshold power law as E3:37§0:02. This result is consistent with
the semiclassical theoretical calculations of Peterkop (1983). The estimated error for ´
is larger than our singlet result due to using fewer data points, limiting R0 to 400 a.u.,
and the suppression of the triplet cross sections, all of which resulted in an increase in
the estimated error or our plot points.
From our results presented in this section, it is clear that PECS can provide very accu-
rate TICS results for the CL model for energies very close to ionisation threshold. From
these results we have shown that the CL model strongly corroborates the Wannier and
Peterkop ionisation threshold laws for singlet and triplet states, respectively. However,
as the CL model uses similar a priori assumptions to those used to derive these laws,
the analysis presented here cannot be considered to give complete quantum-mechanical
con¯rmation for these laws. In Chapter 7, however, we will undertake a similar inves-
tigation using the PECS method for the full e{H problem, which will provide full ab
initio quantum-mechanical support.
5.4.2 Temkin-Poet model
An interesting observation was made of the TP model in the classical regime: Friedrich
et al (1999) showed that ionisation cannot occur below a total energy of 1/6 a.u. even
though it is energetically allowed. Quantum mechanically, therefore, we would expect a
tunnelling suppression of the TICS near this energy, causing a signi¯cant deviation of
this model from the Wannier threshold law.86 CHAPTER 5: MODEL PROBLEMS
For the singlet TP model Macek and Ihra (1997) made a fully-quantal prediction for
the threshold power law of
¾TP
S=0 / exp(¡6:870E¡1=6 + 3:680E1=6): (5.17)
Later, Miyashita et al (1999) performed a ¯t of their results (ignoring the E1=6 term)
and obtained (in a.u.)
¾TP
S=0 = ¼(104 § 1)exp(¡(6:75 § 0:02)E¡1=6) (5.18)
at energies approaching threshold. They also replaced E¡1=6 with E¡® and calculated
® from their numerical ¯t. There is justi¯cation for this as the derivation of E¡1=6
relied on some theoretical approximations (Macek and Ihra 1997). This gave a threshold
behaviour of
¾TP
S=0 / exp(¡(8:4 § 0:1)E¡0:149§0:008): (5.19)
Our TP singlet TICS results are plotted in Figure 5.13a, where we have divided our
results by the two Miyashita et al ¯tting functions to emphasise their near-threshold be-
haviour. With the logarithmic energy scale of this ¯gure, we would expect the gradient of
our plots to approach zero as we approach threshold, if our results support the predicted
threshold behaviour as the ionisation threshold is approached. It appears, therefore,
that the threshold prediction of (5.18) better describes the near threshold behaviour of
our results.
Using nonlinear ¯tting procedures we were able to ¯t our data to the function
exp(aE¡1=6)(b + cE) over the energy range 0.005-0.100 a.u., and obtained (in a.u.)
¾TP
S=0 = ¼ exp(¡(6:868 § 0:007)E¡1=6)
©
(142 § 2) ¡ (224 § 8)E
ª
; (5.20)
which matches Macek and Ihra, within estimated error.
Our ¯tting to the function exp(aE¡®)(b + cE) over the same energy range gave
¾TP
S=0 = ¼ exp(¡(6:7 § 0:3)E¡0:169§0:004)
©
(117 § 39) ¡ (181 § 73)E
ª
: (5.21)
The signi¯cant errors of this ¯t limit the conclusions that we can draw from our results,
and many more data points would be required to accurately ¯t our data to this function.5.4: THRESHOLD BEHAVIOUR 87
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Figure 5.13: (a) Singlet, and (b) triplet TP TICS, with spin weighting, versus total
energy. Singlet results are divided by the two ¯tting functions calculated by Miyashita
et al (1999), and the triplet results are divided by the ¯tting function calculated by Ihra
et al (1997). Miyashita et al (1999) TP singlet results are displayed with long dashes,
and are mostly indistinguishable from our results. Their lower-energy results are not
displayed due to signi¯cant errors in digitizing their published ¯gures.
However, the E¡0:169§0:004 term is again consistent with the Macek and Ihra prediction
of an E¡1=6 dependence, and in disagreement with the E¡0:149 dependence proposed by
Miyashita et al (1999).
In Figure 5.13b we present our triplet TICS results, divided by the threshold form





exp(¡15:766E¡1=6 ¡ 1:162E1=6): (5.22)
Once again, the gradient of the plot approaches zero as E approaches zero, supporting
their estimate of the threshold behaviour for the TP triplet model. When a nonlinear ¯t
of our results was made to this functional form, the estimated error of all the coe±cients
were too large to allow any conclusions to be made. This was due to the very small cross
section near threshold and the limited number of data points.88 CHAPTER 5: MODEL PROBLEMS
It should be noted that our ¯tting functions for the Temkin-Poet model [(5.20) and
(5.21)] were very sensitive to the energy range chosen for the ¯t, and the number of terms
in the modifying polynomial. Though our results match the E¡1=6 functional form within
our estimated error, giving evidence of its validity, the possibility of alternate forms for
the threshold law that closely match our results in the energy range considered cannot
be discounted.
This completes our investigation of scattering and ionisation cross sections for the
TP and CL models. The PECS method is clearly able to provide very accurate results,
equal to or better than all previous benchmark calculations for these models, over a wide
range of energies. In summary, this e{H model study
² is the ¯rst to demonstrate that accurate discrete ¯nal-state scattering cross sections
can be obtained from the ECS scattering wave functions,
² provides the ¯rst published discrete ¯nal-state scattering cross sections for the CL
model,
² provides the ¯rst test of the phase correction formulae of Rescigno et al (2003) for
the CL model,
² is the most accurate fully-quantal con¯rmation of the Wannier threshold law un-
dertaken to date,
² is the ¯rst fully-quantal con¯rmation of the ionisation threshold law for the L=0
triplet partial wave proposed by Peterkop (1983), and
² supports the TP ionisation threshold laws proposed by Macek and Ihra (1997) and
Ihra et al (1997).
Having demonstrated the utility of this method for these model calculations, we will now
proceed to apply PECS, and its iterative coupling techniques, to the full e{HZ problem.Chapter 6
Hydrogen and Hydrogenic Ions
The ECS method has thus far been applied to e{H(1s) ionising collisions (Rescigno
et al 1999, Baertschy et al 2001a) for electron-impact energies in the range 14.6 to 54.4
eV, and provided highly accurate results that are consistent with experiment and other
state-of-the-art computational methods. In this chapter we will demonstrate that the
PECS method can be applied to a complete range of electron-hydrogen collisions by
considering discrete ¯nal-state collisions, both above and below ionisation threshold,
ionising collisions over a wide range of energies and electron collisions with excited-
state and charged hydrogenic targets. We will see that the excited-state and hydrogenic
collision systems are far more computationally demanding than those considered by the
ECS method, thus demonstrating the signi¯cant computational advantage of the PECS
method and its iterative coupling and energy perturbation techniques.
6.1 Convergence studies
In Section 5.2 we considered the convergence of the PECS results with respect to grid
spacing, grid size and complex scaling parameters for e{H model problems. These studies
are also applicable to the full calculations presented here and will not be repeated.
However, there are many more convergence issues that must be considered with the full
problem, which we will address here.
Firstly, we will consider the convergence behaviour of the iterative coupling and en-
ergy perturbation techniques that we have developed for the PECS method. We will
then investigate the behaviour of the partial cross sections for e{HZ collisions with re-
spect to angular momentum, which will give insight into how the computational demand
of the problem scales with changes in impact energy and the state and charge of the
target. Lastly, we will examine the radial convergence of both the total and di®erential
cross sections (DCS).
8990 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
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Figure 6.1: (a) Error in ionisation cross sections versus iteration number, and (b)
maximum relative change in magnitude of the scattering wave function for each iteration.
Calculations relate to the L=0 S=0 partial waves of e{H(1s) at E0=1.0 a.u. with ng=6,
½=R0=100 a.u. and l1 = l2 · 5. The error in (a) is relative to the solution obtained
without iterative coupling (ng=1).
6.1.1 Iterative coupling
The rate of convergence of the PECS iterative-coupling technique is shown in Figure 6.1
for an e{H collision at E0=1.0 a.u. The behaviour shown by the L=0 S=0 partial
wave used in this example is representative of other partial waves, though the rate
of convergence is dependent upon many parameters, which we will see in subsequent
graphs. Two signi¯cant features of the iterative coupling technique can be observed
in these plots. Firstly, once a converging trend is demonstrated for all coupled partial
waves (b ¸ 8 in this example), the error of the partial cross sections shown in (a)
are closely matched by the maximum relative change in magnitude of their associated
scattering wave function, shown in (b). This is an important observation because the
ionisation cross section calculations are much more computationally intensive than a
simple di®erence calculation, so the contribution of iterative coupling to the estimated6.1: CONVERGENCE STUDIES 91
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Figure 6.2: Iterative-coupling error of an e{H scattering wave function for various
iteration numbers b along (a) a contour of ¯xed hyperradius ½=100 a.u., and (b) the
radial ® = ¼=4 (where r1=r2). The l1=l2=0 partial wave from Figure 6.1 was used for
this analysis, and the errors are relative to the ng=1 solution. Both plots use the same
legend.
error of the cross sections can be constantly monitored using the latter without incurring
a large computational overhead. Throughout this thesis iterative coupling is continued
until all coupled states converge to better than 0.1%. Secondly, the states with the largest
contributions to the TICS are the ¯rst to converge, and will therefore be converged to a
much greater accuracy. In this example, (l1,l2)=(5,5) converges to better than 0.1% by
b=20 at which point the total cross section for this L=0 S=0 partial wave has an error
of approximately 0.0001% (relative to the solution obtained without iterative coupling).
As such, iterative coupling has a negligible contribution to the estimated error of the
calculations presented in this thesis.
The absolute error of the L=S=l1=l2=0 scattering wave function in di®erent coor-
dinate regions, for various iteration numbers, is shown in Figure 6.2. It is apparent that
at small and large hyperangles, when one of r1 or r2 is small, convergence is much more
rapid. When both r1 and r2 are large convergence is slower; this region has the largest92 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
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Figure 6.3: Iterative-coupling iterations required to converge e{H scattering wave func-
tions (to better than 0.1%) for varying (a) total energy E (L=0), and (b) partial-wave
angular momentum L (E0=1.0 a.u.). The scattering wave functions were calculated us-
ing R0=100 a.u. and maximum ng, except L=2 (circled), which used a reduced ng to
improve the rate of convergence.
contribution to the ionisation cross section. This convergence behaviour is consistent
with the magnitude of the coupling coe±cient [see (2.37) and (A.24)], which has a radial
dependence of r¸
<=r¸+1
> and gives maximum coupling when r1 ¼ r2. Figure 6.2b shows
that when both r1 and r2 are small, convergence is also rapid.
The iterative coupling convergence rate is di®erent for each spin state and is strongly
related to the energy of incident electron. In Figure 6.3a we can see that the number of
iterations required to achieve convergence increases rapidly with decreasing total energy.
At energies near the ionisation threshold the iterative coupling technique becomes di-
vergent. The triplet spin state, however, requires much fewer iterations to converge and
does not become divergent until energies very close to ionisation threshold are reached.
Though the L=0 triplet wave function in this example becomes increasingly suppressed
as energy approaches zero, due to the Pauli exclusion principle, the iterative-coupling
convergence rate for all triplet states is similar. Likewise, when the target is initially in6.1: CONVERGENCE STUDIES 93
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Figure 6.4: Iterative-coupling iterations required to converge e{H scattering wave func-
tions (to better than 0.1%) for (a) varying total energy E, ng and iterative-coupling
method (L=0 S=0 R0=100 a.u.), and (b) varying grid size R0 (E0=1.0 a.u. L=0
method=[B]). Method [A] couples results of last iteration (equations 3.20) and method
[B] couples latest available results (equation 3.21 and 3.23).
an excited state with li ¸ 1 (when odd parity is allowed) the odd parity states (both
singlet and triplet) converge much more quickly than even parity states.
The number of iterations can be reduced signi¯cantly when the convergence rate
is marginal by relaxing the 0.1% maximum error for all scattering wave functions and
allowing a much larger error for those states that do not contribute signi¯cantly to the
TICS. However, this may result in an increase in the error of the angular-di®erential
cross sections for some kinematics, so has not been used in this thesis.
The rate of convergence of the iterative coupling technique is also dependent upon
the angular momentum L of the partial wave. Generally, the L that has the largest
contribution to the TICS requires the most iterations. The results for E0=1.0 a.u. are
shown in Figure 6.3b, noting that for L=2 (which provides the largest contribution to
the TICS [see Figure 6.6]) a smaller value of ng was required to achieve an acceptable
convergence rate. Convergence for higher-L and all triplet states was rapid.94 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
The dependence of the iterative-coupling convergence rate on the iterative-coupling
method was discussed in Section 3.4, and in Figure 6.4a we can see that using the latest
iterative estimate for the coupled states (method [B]) converges more quickly than when
only the results of the previous iteration are used (method [A]), and is convergent to
much lower total energies. The convergence rate of method [B] can be further improved,
and used at energies closer to ionisation threshold, by reducing the number of iterative-
coupling groups ng. However, this also increases the memory requirement and calculation
time, as discussed in Sections 4.1 and 4.2. Figure 6.4b shows that the number of iterations
increases with increasing grid size.
When convergence of the PECS iterative coupling technique becomes marginal or
diverges, there are several strategies in addition to decreasing ng that improve the rate
of convergence. Firstly, an average of two or more previous iterations can be used
instead of the previous iteration only, e.g. (Ãb¡1 + Ãb¡2 + Ãb¡3)=3. Though initial
convergence is slower with this method, it is smoother with less pronounced oscillations
and convergence can often be achieved when using Ãb¡1 alone is divergent. Also, the
order in which the (l1;l2) states are distributed amongst the ng coupling groups a®ects
the rate of convergence. In the convergence studies presented here, the (l1;l2) states
with the lowest l1 + l2 are allocated to the ¯rst group, the next lowest to the second
group, and so on, which does not necessarily provide the best convergence rate. In some
circumstances the convergence rate is improved if the (l1;l2) states are distributed as
evenly as possible amongst the coupling groups so that each group will contain wave
functions of large magnitude and small magnitude. In Table 6.1 we have summarised
the e®ect of di®erent PECS parameters upon the rate of convergence of the iterative-
coupling technique.
In Section 3.5 we developed an iterative method for solving the PECS scattering wave
functions when the energy is perturbed by ¢E from its initial value E. Unlike iterative
coupling, though, this method is convergent over a broad range of energies, including
those near and below ionisation threshold. Figure 6.5 shows the range of ¢E=E for which
convergent results can be obtained, for several total energies. Generally, good conver-
gence is obtained for perturbations in total energy of §5%, and if iterative-coupling is6.1: CONVERGENCE STUDIES 95
Parameter Iterations required
E Reduce with increasing E
R0 Increase with increasing R0
nc Increase with increasing nc
ng Increase with increasing ng
L Reduce with increasing L (beyond peak L)
S Reduce for S=1 (triplet)
¦ Reduce for ¦=1 (odd parity)
Table 6.1: E®ect of PECS parameters on the rate of convergence of iteratively-coupled
scattering wave functions.
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Figure 6.5: Energy-perturbation iterations required to converge e{H L=0 S=0 scat-
tering wave function (to better than 0.01%) for varying ¢E=E at E=1.00, 0.10 and 0.01
a.u., using R0=70, 100 and 200 a.u., respectively, and ng=1
convergent at the desired energy, both iterative-coupling and energy perturbation itera-
tions can be used simultaneously. The range of ¢E=E for the E=0.01 a.u. calculations is
signi¯cantly larger than the other energies presented, though it should be noted that the
R0 used at this energy would not provide TICS results converged to the same accuracy
as the other energies.96 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
Though a relatively large number of iterations are required to achieve convergence for
some partial waves with the PECS iterative-coupling method, the computational e®ort
required for each iteration is very small. Overall, we estimate that iterative coupling
provides a 100-fold reduction in computational e®ort for e{H calculations at intermediate
energies, compared with solutions obtained without iterative coupling.
A direct comparison with the published ECS performance given in Baertschy and Li
(2001) for the full e{H problem is di±cult due to the limited details provided in this
publication, and the di®erent numerical methods used. Their L=6 S=0 partial wave at
E0=20.4 eV with 24 coupled states and R0=130 a.u. (noting that this publication counts
(l1;l2) and (l2;l1) as one state), required 96 processors for 500 minutes, which equals
800 CPU hours (where we assume that this partial wave was responsible for their largest
quoted CPU time). Our equivalent calculation required 15 CPU hours (adjusted for the
relative performance of the supercomputers used), a 50-fold improvement. There are
many factors that make a direct comparison di±cult: our grid spacing was larger, pre-
sumably due to the improved e±ciency of the Numerov ¯nite di®erence scheme, though
our iterative coupling scheme required ng=4 (instead of ng=24) to obtain convergence at
this energy. At E0=27.2eV the PECS iterative coupling scheme converges with maximum
ng, providing much more dramatic improvements in performance at higher energies.
6.1.2 Angular momentum states
The partial-wave expansion (2.11) used in the PECS method expands the scattering
wave function of the collision into an in¯nite sum of LMl1l2 partial-wave scattering wave
functions, where each LM¦ state can be solved independently. In practice, accurate
results can be obtained with a relatively small set of partial waves, though the number
required varies considerably depending on the target state, target charge and the incident
electron energy.
The L partial-wave contributions to the singlet cross sections of various targets for
both ionisation and elastic scattering are presented in Figure 6.6. For H(1s) ionisation,
the peak contribution is from the L=2 partial wave at the energies presented, with an
exponential decay with increasing L. The slope of this decay reduces with increasing en-6.1: CONVERGENCE STUDIES 97


























































































































Figure 6.6: Angular momentum partial cross sections for (a) ionisation, and (b) elastic
scattering. Results are presented for the singlet channel only at E0=20.4, 27.2 and 54.4
eV for a ground-state (1s) hydrogen target, E0=217.7 eV for a ground-state He+ target
and E0=14.8 eV for an excited-state (2s) hydrogen target.
ergy, and consequently higher-energy collisions require more partial waves to be included
to maintain similar accuracy. The smoothness of the decay allows the error introduced
by truncating the in¯nite sum to be easily estimated. For E0=14.8 eV ionisation of
H(2s), the peak occurs considerably higher at L=5 and exhibits a similar decay slope to
that of E0=54.4 eV H(1s). The impact energies of both collisions are approximately the
same number of threshold units1 above threshold. The peak cross section for E0=217.7
eV ionisation of He+(1s) occurs at L=2 and has a similar decay slope as the H(nis)
collisions at the same number of threshold units. The trend of the peak L increasing
with ni and the relationship between decay slope and threshold energy units is consistent
with all other calculations presented in this thesis.




i) atomic units (a.u.). In t.u., the impact energy is related to the total energy by
E0 = E + 1. For example, one t.u. for H(1s) is 0.5 a.u. (13.6 eV), for H(2s) is 0.125 a.u. (3.40 eV) and
for Be
3+(1s) is 8.0 a.u.98 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS





























































































































Figure 6.7: Partial ionisation cross sections of nL groups of angular momentum states
for (a) L=0, and (b) L=5, where nL = (l1 + l2 ¡ L ¡ ¦)=2. Results are presented for
the singlet channel only at E0=20.4, 27.2 and 54.4 eV for a ground-state (1s) hydrogen
target, E0=217.7 eV for a ground-state He+ target and E0=14.8 eV for an excited-state
(2s) hydrogen target.
The partial-wave contributions to the elastic cross section for S=0 are presented in
Figure 6.6b. The peak contribution for H(1s) targets is at L=0, and L=2 for H(2s).
The energy dependence of their slopes is not as marked as the ionisation results, and
the slope diminishes with increasing L. This decay rate is characteristic of elastic cross
sections; inelastic scattering cross sections have a relatively constant exponential decay.
Though the total elastic cross section can be calculated accurately with a similar number
of partial waves as the TICS, we will see in later sections that accurate DCS calculations
for discrete ¯nal-state collisions requires a much larger set of partial waves to achieve
good convergence.
In addition to truncating the L series of the partial-wave expansion, for each L it is
necessary to truncate the number of coupled (l1;l2) states. In the PECS method we have
chosen to group these states by the parameter nL = (l1+l2¡L¡¦)=2. As an example,
we have tabulated the constituent angular momentum states for L=5 and nL · 5 in6.1: CONVERGENCE STUDIES 99
nL (l1;l2)
0 0,5 1,4 2,3 3,2 4,1 5,0
1 1,6 2,5 3,4 4,3 5,2 6,1
2 2,7 3,6 4,5 5,4 6,3 7,2
3 3,8 4,7 5,6 6,5 7,4 8,3
4 4,9 5,8 6,7 7,6 8,5 9,4
5 5,10 6,9 7,8 8,7 9,6 10,5
Table 6.2: Angular momentum states of L=5 ¦=0 partial wave for nL · 5.
Table 6.2. Figure 6.7 shows the partial ionisation cross sections with respect to nL for
the L=0 and L=5 singlet partial waves of various targets. The shape of the distribution
is similar for all 1s targets, which exhibits a rapid exponential decay with increasing
nL, while the decay for the H(2s) target is signi¯cantly slower, and so requires many
more (l1;l2) states to be coupled to achieve good convergence. The peak contribution
for ionisation is from nL=1 for ground state targets and nL=3 for H(2s), while nL=0
provides the major contribution to the L=5 ionisation cross section. The general trend
exhibited by all targets is that as L is increased, the rate of decay with respect to nL
increases and convergence can be achieved to the desired accuracy with fewer nL groups.
The number of (l1;l2) states for each nL equals L+1, and must therefore be truncated
for large L so as to minimise the memory requirement of the PECS calculations. The
contribution of each (l1;l2) to the L = 10 ionisation cross section are shown in Figure 6.8,
grouped by nL. The shape of the distribution of the partial ionisation cross sections is
similar for both targets and all nL, and demonstrates a rapid exponential decay beyond
the peak. Though the relative contribution of partial waves with small l1 is also small,
truncating small-l1 partial-waves severely impacts the remaining partial waves. Only
terms beyond the peak can be truncated. Also, as the present PECS method evaluates
the scattering wave function using a triangular grid, both (l1,l2) and (l2,l1) states must
be included. This limits the states that can be truncated to those where both (l1,l2) and
(l2,l1) are well beyond the peak, which generally does not occur until L ¸ 12 for ni = 1100 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS


























































































































Figure 6.8: Contribution of (l1,l2) angular momentum states to the L=10 singlet ioni-
sation cross section for (a) ground state (1s) e{H target at E0=54.4 eV, and (b) excited
state (2s) e{H target at E0=14.8 eV.
targets and L ¸ 18 for ni = 2 targets, for the energies considered in these examples.
In this section we have shown the systematic behaviour of the contributions of the
LMl1l2 angular momentum states to the total ionisation and discrete ¯nal-state cross
sections of various targets. It is clear that calculations for excited state targets require
many more coupled (l1;l2) states to be calculated for each L, and many more L states,
making these calculations signi¯cantly more computationally intensive than ground-state
targets.
The error introduced by truncating the number of terms in the partial-wave expansion
has been estimated by extrapolating the observed decay rate of the series with respect
to L, nL and l1. For all e{H(1s) targets, the contribution to the total estimated error of
the TICS introduced by this truncation was maintained at less than 0.05% throughout
all calculations presented in this thesis, and increased to 0.3% for the charged and
excited state target calculations. For example, to achieve this accuracy the E0=27.2 eV
ionisation calculations included L · 12 and the number of coupled (l1,l2) states ranged
between 6 and 32 for each L. The largest calculation undertaken was the H(2p) target6.1: CONVERGENCE STUDIES 101
at E0=14.8 eV, which included L · 25 for singlet and triplet, M=0 and M=1 and both
even and odd parity; totalling 152 separate calculations. The number of coupled (l1,l2)
states ranged between 8 and 60 for each partial wave, giving a total of 6,460 partial-wave
scattering wave functions.
6.1.3 Grid size (R0) and hyperradius (½)
In Section 5.2.2 we investigated the radial convergence of the e{H model problems. Many
of the approximations used in the PECS method for extracting cross sections from the
scattering wave functions are radially dependent, so it is important to verify that the
full e{H problem demonstrates similar convergence behaviour. The radial convergence
of e{H TICS and discrete ¯nal-state cross sections at E0=27.2 eV are presented in
Figure 6.9. In contrast to the model calculations (see Figure 5.3), the TICS of the full
problem converges much more quickly, with signi¯cantly reduced oscillations (§0:05%
compared with §0:5% in the TP model at ½=100 a.u.). There is also excellent agreement
between the TICS results calculated with grid sizes of R0=60 a.u. and 100 a.u., indicating
that truncation of the incident-state wave function ÂLMS¦
i;l1l2 at these much smaller R0 has
negligible e®ect on the results. The discrete ¯nal-state cross sections also show reduced
oscillations and improved ½-convergence. We are therefore able to calculate accurate
cross sections for the full e{H problem with signi¯cantly smaller grids than suggested
by the model problems.
The integral formulation for extracting ionisation and scattering cross section has
not previously been used for charged targets with the ECS method. For ionisation, we
approximate the ¯nal-state continuum waves by two Coulomb waves with charge equal
to the charge Z of the nucleus, and for scattering the ¯nal-state is represented by the
analytic excited-state hydrogenic ion wave function and a Coulomb wave with charge
Z ¡ 1. To ensure that this method produces radially convergent results for charged
targets, we investigate the ½ convergence of the TICS and discrete ¯nal-state scattering
results for He+ at E0=108.8 eV in Figure 6.10. These ionisation and scattering results
converge in a similar way to the H(1s) results presented in Figure 6.9, demonstrating
reasonably rapid convergence with respect to increasing hyperradius and oscillations that102 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
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Figure 6.9: Convergence of e{H singlet total cross sections with respect to hyperradius
½ for (a) ionisation at E0=27.2 eV (L · 12, R0=60 and 100 a.u.), and (b) discrete
¯nal-state scattering at E0=30.0 eV (L · 30, R0=100 a.u.).
diminish with increasing hyperradius. Thus, the integral methods developed in Chapter 2
for extracting ionisation and scattering amplitudes are suitable for both charged and
neutral targets.
In the previous chapter we also found that the SDCS results of the TP and CL
models showed di®erent convergence behaviour at equal energy-sharing. In Figure 6.11
we have plotted the variations in the SDCS of the full e{H problem at several hyperradii
(with respect to the ½=100 a.u. calculation), which shows no convergence problems
in any energy-sharing region. Though the SDCS contains unphysical oscillations, their
magnitude is small (< 0:5%) and diminish with increasing ½.
In Section 5.3.3 we found that the phase of the ionisation amplitude is divergent
unless the correct asymptotic ¯nal-state continuum waves are used for © in (2.59).
Baertschy et al (2001a) found that when the product of two Coulomb waves is used for the
¯nal-state continuum waves, the phase error for each partial wave at ¯xed ½ is the same
and the phase errors did not a®ect di®erential cross section calculations. If the phase
errors were not the same for each partial wave we would expect that the triple di®erential6.1: CONVERGENCE STUDIES 103
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Figure 6.10: Convergence of e{He+(1s) E0=108.8 eV singlet total cross sections with
respect to hyperradius ½ for (a) ionisation, and (b) discrete ¯nal-state scattering.
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Figure 6.11: Variation of e{H E0=1.0 a.u. singlet di®erential cross sections with
respect to hyperradius, relative to ½=100 a.u., for (a) SDCS, and (b) coplanar TDCS
(E1=2 eV, µ2=20 degrees).104 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
cross sections (TDCS), which are calculated from a coherent sum of the partial-wave
complex amplitudes, would not be convergent with respect to ½. In Figure 6.11b we
have plotted the TDCS variations at several hyperradii (with respect to ½=100 a.u.) for
a representative kinematics, which demonstrates good radial convergence and supports
the ¯ndings of Baertschy et al. It should be noted that the variation percentages are
calculated relative to the maximum TDCS so that large relative variations in the regions
with small cross sections do not overly in°uence the interpretation of the results.
This completes our investigation of convergence issues for the full e{HZ problem that
were not addressed in the study of model problems. It is clear from this analysis that the
PECS method in combination with iterative coupling techniques can obtain results con-
verged to a very high accuracy. Moreover, the iterative-coupling technique demonstrates
an almost linear increase in computation time with respect to the number of coupled
states. This has allowed full SchrÄ odinger equation calculations for high impact-energy
and excited initial-state collisions that have not been previously possible to such high
accuracy.
6.2 Ground-state hydrogen results
Electron collisions with ground-state hydrogen targets have been the subject of innu-
merable experimental and computational studies over many decades. There is now good
agreement over a wide range of kinematics between experiment and modern compu-
tational techniques for solving the SchrÄ odinger equation. While the ECS method is
potentially the most accurate computational method developed thus far, it has only
been applied to ionising collisions and only over a limited range of energies. In this
section we will demonstrate that the PECS method has the same high accuracy as the
ECS method, can solve collisions over a much broader range of energies, and is able to
calculate accurate solutions for discrete-¯nal state collisions above and below ionisation
threshold.6.2: GROUND-STATE HYDROGEN RESULTS 105
lj=0 (s-state) lj=1 (p-state) lj=2 (d-state) lj=3 (f-state)
E0 nj Method TCS As TCS As TCS As TCS As
16.5 1 PECS 1:34+1 -0.212 { { { { { {
2 PECS 3:78¡1 0.333 1:62+0 0.332 { { { {
3 PECS 8:53¡2 0.468 2:39¡1 0.438 9:75¡2 0.477 { {
3 Exp. (7 § 1)¡2 { (2:0 § 0:4)¡1 { (1:1 § 0:1)¡1 { { {
30.0 1 PECS 6:43+0 -0.191 { { { { { {
1 CCC 6:28+0 -0.198 { { { { { {
2 PECS 2:51¡1 0.155 2:20+0 0.089 { { { {
2 CCC 2:50¡1 0.167 2:20+0 0.089 { { { {
3 PECS 4:41¡2 0.208 3:42¡1 0.160 7:97¡2 0.213 { {
3 CCC 4:48¡2 0.219 3:45¡1 0.159 8:18¡2 0.213 { {
4 PECS 1:64¡2 0.230 1:18¡1 0.187 3:87¡2 0.240 2:17¡3 0.261
4 CCC 1:64¡2 0.239 1:16¡1 0.187 4:08¡2 0.237 2:50¡3 0.265
54.4 1 PECS 3:03+0 -0.147 { { { { { {
1 CCC 2:95+0 -0.151 { { { { { {
2 PECS 1:96¡1 0.092 2:29+0 0.024 { { { {
2 CCC 2:09¡1 0.102 2:33+0 0.022 { { { {
3 PECS 3:60¡2 0.123 3:69¡1 0.047 5:50¡2 0.078 { {
3 CCC 4:04¡2 0.141 3:70¡1 0.042 5:57¡2 0.102 { {
4 PECS 1:31¡2 0.134 1:29¡1 0.057 2:44¡2 0.091 7:75¡4 0.118
4 CCC 1:52¡2 0.154 1:30¡1 0.051 2:52¡2 0.113 8:87¡4 0.160
Table 6.3: Discrete ¯nal-state total scattering cross sections for e{H(1s) targets. Energy
is given in eV, cross sections in a.u. and spin asymmetry (As) is dimensionless2. CCC
(Bray 2004) calculations and experimental results (Williams 2004) are presented for
comparison.
6.2.1 Scattering
For our investigation of discrete ¯nal-state scattering cross sections for e{H(1s) targets,
we have selected several energies in the low- to intermediate-energy region where there
have been recent measurements and calculations for comparison. The PECS TCS results
for excitation to each njlj ¯nal-state at these energies are given in Table 6.3 for nj · 4.
There is generally excellent agreement with CCC calculations at 30.0 and 54.4 eV, and
based upon convergence studies, we estimate the standard error of our calculations range106 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
from 1% for elastic collisions, increasing with nj to 4% for nj=4. There is reasonable
agreement with the TCS measurements of Williams (2004) for the nj=3 transitions at
16.5 eV. The 16.5 eV calculations were undertaken solely for the nj=3 DCS calculations,
and as we were not concerned with ionisation amplitude convergence, the calculations
were limited to R0=100 a.u. and included L · 20. We are yet to undertake an in-
vestigation of other higher-nj transitions, but expect that these will require larger R0
calculations to obtain good convergence.
In Figure 6.12 we present our DCS results at 30 eV for nj=1 to nj=4, which are in
excellent agreement with CCC calculations. There is close agreement with the nj=1
experimental results of Williams (1975) and the nj=2 results of Grafe et al (2001), while
the nj=3 and nj=4 results are in reasonable agreement with Sweeney et al (2001). A
grid size of R0=100 a.u. was used for our calculations and included partial waves L · 20.
A total of 48 CPU hours was required to calculate the wave functions and cross sections
for all partial waves3, ranging from 0.1 CPU hours for the L = 0 triplet partial wave,
using six coupled angular momentum states, to 2.0 CPU hours for the L = 5 singlet
partial wave, using 32 coupled angular momentum states [where (l1;l2) and (l2;l1) pairs
are counted separately].
The discrete scattering cross sections for L > 20 do not contribute signi¯cantly
to the total cross section, however, their inclusion gives convergent di®erential cross
sections at small scattering angles and removes oscillations at large backward scattering
angles. Scattering amplitudes for partial waves 20 < L · 200 were included in our
calculations by extrapolating the L · 20 results. We explicitly calculated the partial
waves 20 < L · 50 to verify the smooth exponential decay of the scattering amplitudes
that is necessary to ensure good extrapolation accuracy. This technique is used for all
scattering cross sections presented in this thesis. In contrast, the CCC method uses an
analytic extrapolation approximation to obtain convergent elastic cross sections and a
Born-subtraction method for nj > 1 to smooth the back-scattering region.
2We use the commonly used abbreviation for spin asymmetry (As) here, and throughout the remainder
of this thesis, which is equivalent to our de¯nition for spin asymmetry (Aji) given in Chapter 2.
3See Section 4.2 for speci¯cations of the computer system used for all the calculations presented in
this thesis.6.2: GROUND-STATE HYDROGEN RESULTS 107
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Figure 6.12: Di®erential scattering cross sections for e{H(1s) and nj · 4 at E0=30 eV.
CCC calculations (Bray 2004) are mostly indistinguishable from the PECS calculations.
Experimental results are given for Williams (1975) for nj=1, Grafe et al (2001) for nj=2
and Sweeney et al (2001) for nj=3 and 4.
Recently, Williams (2004) made the ¯rst measurements of e{H(1s) di®erential cross
sections for transitions to the 3s, 3p and 3d ¯nal-states. These measurements are pre-
sented in Figure 6.13 for E0=16.5 eV and 54.4 eV, and match our PECS calculations
within experimental error. Interestingly, PECS predicts a large back-scattering cross sec-
tion at 16.5 eV for the 3s transition, yet this region was not included in the experimental
measurements. Based on the angular range and magnitude of the other measurements
presented, we believe that this region should be accessible to measurement, and encour-
age further measurements to verify the PECS prediction.
The total and di®erential cross sections presented thus far give strong evidence for
the accuracy of the PECS method for calculating discrete ¯nal-state scattering ampli-108 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
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Figure 6.13: Di®erential scattering cross sections for e{H(1s) 3s, 3p and 3d transitions
at E0=16.5 and 54.4 eV. Experimental results by Williams (2004).
tudes. However, calculation of the reduced Stokes parameters for the 1s-2p transition
will provide the most stringent test of our method since they additionally contain infor-
mation about the phase of the magnetic sub-level amplitudes, whereas the cross sections
only provide information on the magnitude of these amplitudes. The reduced Stokes
parameters are calculated using the relations
¹ P1 = 2¸ ¡ 1 (6.1)
¹ P2 = ¡2
p
2R (6.2)
¹ P3 = 2
p
2I; (6.3)
















and where ¾ is the 1s-2p DCS summed over all magnetic sub-levels, the angle brack-
ets represent the spin-averaged sum over singlet and triplet spin states and, using the6.2: GROUND-STATE HYDROGEN RESULTS 109





Several related parameters are the linear polarisation parameter (Pl), charge cloud













1 + ¹ P2
2 + ¹ P2
3: (6.10)
To improve their clarity, the dependence of these equations on the scattering angle is
left as implied.
In a recent paper, Gradziel and ONeill (2004) presented measurements of ¹ P3 for
electron-hydrogen collisions at 54.4 eV impact energy that disagreed with long-standing
CCC calculations (Bray and Stelbovics 1992a). Yet the CCC method has accurately
calculated this parameter for electron collisions with the alkali metals and helium (Bray
et al 2002), and so the reasons for the apparent discrepancy for e{H collisions is not
clear. It is thus highly desirable to provide an independent theoretical comparison to
shed further light on the source of the discrepancy. We will therefore test our reduced
Stokes parameter calculations at this energy.
In Figure 6.14 we present our results for the reduced Stokes and related parameters
for electron-hydrogen 1s-2p scattering collisions at 54.4 eV, and include the original
Laguerre-based CCC calculations (Bray and Stelbovics 1992a) and more recent CCC-
B box-based calculations (Bray 2004) for comparison. Our calculations are in good
agreement with CCC-L and almost indistinguishable from the later CCC-B results. The
¹ P1, ¹ P2, Pl and ° parameters are in excellent accord with the experimental results of Yalim
et al (1999), which have signi¯cantly smaller standard errors than Gradziel and ONeill's
measurements. We have limited the scattering angle range of the ¹ P2 and ¹ P3 plots to give
emphasis to the experimental points; PECS and CCC-B results show similar agreement
in the region that is not displayed. Gradziel and ONeill state that the accuracy of
their measurements for µ · 10± are open to question due to ¯nite volume and solid angle110 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS




0 60 120 180





































Figure 6.14: Reduced Stokes parameters ¹ P1, ¹ P2 and ¹ P3 and related parameters Pl, °
and P+ for e{H 1s-2p scattering at E0=54.4 eV. CCC Laguerre-based calculations (CCC-
L) (Bray and Stelbovics 1992a), CCC box-based calculations (CCC-B) (Bray 2004) and
measurements of Yalim et al (1999) and Gradziel and ONeill (2004) are also shown.
e®ects, which leaves only the 20-30± ¹ P3 data points that deviate signi¯cantly from theory.
The close agreement of PECS with CCC calculations for ¹ P3 gives strong support for these
theoretical calculations, especially considering their markedly di®erent methodologies.
This suggests that the discrepancy lies with experimental procedure used by Gradziel
and ONeill (2004). Independent measurements for ¹ P3 are needed to help resolve this
discrepancy.
We have already noted that at large back-scattering angles a large number of partial
waves must be included in the DCS calculations to reduce oscillations. In this region the
coherent sum of the partial-wave scattering amplitudes causes the small-L partial waves
(with largest magnitude) to cancel. This cancellation is highly sensitive to the phase6.2: GROUND-STATE HYDROGEN RESULTS 111
of the partial-wave scattering amplitudes. It was noted in the convergence studies pre-
sented in the previous section that the scattering cross sections exhibit small ½-dependent
oscillations that diminish with increasing ½, and arise from ½-dependent oscillations in
both the magnitude and phase of the scattering amplitudes. This causes ½-dependent
°uctuations in the back-scattering region µ > 150±, though it is generally not of signi¯-
cance as the °uctuations are only evident when the cross sections are much smaller than
the small-angle scattering. However, the reduced Stokes parameters are calculated from
ratios of cross sections and these °uctuations cause very large ½-dependent deviations in
the Stokes parameters at µ ¸ 150±. Further investigation revealed that the ½-dependent
oscillation of the scattering amplitudes has a wavelength of ½¸ = ¼
kj, and can be removed
by averaging the scattering amplitudes calculated at n intervals near R0 separated by
½¸=n. We used n=4, which removed all instability in the scattering amplitudes, cross
sections and reduced Stokes parameters. We have used this averaging technique when
calculating all discrete ¯nal-state scattering results presented in this thesis.
Finally, to demonstrate the suitability of our method for calculations below the ioni-
sation threshold, we present scattering cross sections for energies in the range E0=11.6{
12.08 eV, where there are numerous resonance structures. Our results are shown in
Figure 6.15 along with the benchmark RMPS calculations of Bartschat et al (1996)
(which matched both CCC and IERM calculations) and the measurements of Williams
(1988). Our 2s and 2p results are almost indistinguishable from RMPS, and demonstrate
remarkable agreement on the energy, width and magnitude of the resonance features,
and are in good agreement with experiment. The visible variation in magnitude of the
elastic cross sections is exaggerated by the expanded scale, and is less than one per-
cent 1%, well within our estimated error and errors introduced from digitising Bartschat
et al's results. Once again, the resonance structures are in excellent agreement.
Our calculations included 97 energy points spaced at 0.005 eV intervals, and several
additional points spaced at 0.001 eV intervals near E0=11.935 eV to better de¯ne the
large resonance peak. The energy range chosen is within 1.6 eV of the nj=2 threshold,
consequently ½¸ for nj=2 transitions reached 10 a.u. and large grids of R0=200 a.u.
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Figure 6.15: Scattering cross section for e{H(1s) 1s, 2s and 2p transitions in the range
E0=11.6{12.08 eV. RMPS calculations of Bartschat et al (1996) and measurements of
Williams (1988) are also shown.
calculations included partial waves L · 4. They might appear to be a very large set of
calculations, but for a large majority of these energy points we were able to use iterative
coupling with maximum ng (iterative coupling groups), which reduced computational
e®ort dramatically. Furthermore, we were able to use our energy perturbation technique
(see Section 3.5) to solve energy points within §0:05 eV of the initial energy, providing
further signi¯cant reductions in computational e®ort. However, near sharp resonance
features, iterative coupling fails to converge and the energy perturbation range narrows,
but only for the partial wave(s) responsible for the resonance feature. The computa-6.2: GROUND-STATE HYDROGEN RESULTS 113
tional e®ort required for these calculations is increased as separate ng=1 calculations
are required for each energy.
This initial investigation into resonance features below the ionisation threshold ex-
cluded the highly resonant region E0=12.080{12.094 eV just below the nj=3 threshold.
However, we have con¯rmed that PECS can obtain accurate solutions in both this re-
gion and the resonance-free region that extends down to the nj=1 threshold at 10:2 eV,
though R0 must be extended to around 400 a.u. for the latter. A more rigorous in-
vestigation may identify strategies for reducing the computational e®ort near resonance
features, though below 10.2 eV, where only the elastic channel is open, a signi¯cant
reduction in computational e®ort is expected.
6.2.2 Ionisation
Only in recent years have computational methods demonstrated good agreement with
e{H ionisation measurements over a wide range of kinematics. The ECS technique of
Rescigno, McCurdy, Baertschy and coworkers (Rescigno et al 1999, Baertschy et al 2001a)
made an impressive contribution in this area, and indeed was an essential prerequisite
and gave inspiration for the work undertaken in this thesis. In this section we will
directly compare results of the PECS method with published ECS results, as well as
investigate the near-threshold energy of 13.88 eV (E=0.01 a.u.) and a moderately high
energy of 150 eV that approaches the region where the Born approximation becomes
accurate. Both of these energies are believed to be inaccessible to the ECS method due
to poor convergence (divergence) of the CGS sparse-matrix solver near the ionisation
threshold and excessive computational demands at high energies.
We present TICS and spin asymmetry calculations for a broad range of energies
in Table 6.4, which compare extremely favourably with ECS calculations (Baertschy
et al 2001a) where available. The number of L states required for convergence (Lmax)
increases signi¯cantly with energy. At 54.4eV the large computational requirements
limited Baertschy et al's calculations to L · 13 and extrapolation procedures were used
for higher partial waves. They also noted that insu±cient (l1;l2) states could be included
for each L to obtain complete convergence with respect to angular momentum states.114 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
PECS ECS
E0 R0 Lmax TICS As TICS As
13.88 360 5 0.0405 0.536 { {
17.6 120 8 0.710 0.505 0.71 0.51
30.0 100 15 1.817 0.396 1.81 0.40
54.4 80 25 2.195 0.259 2.21 0.26
150 40 50 1.617 0.116 { {
Table 6.4: Total ionisation cross sections for e{H(1s) targets. Energy is given in eV,
R0 and cross sections are in a.u. and spin asymmetry is dimensionless. ECS results are
from Baertschy et al (2001a).
These higher-energy calculations are readily solved with PECS, and rapid convergence
of the iterative coupling procedure ensures minimal computing resources are required.
Thus, explicit calculation of the higher partial waves and inclusion of su±cient angular
momentum states were possible for energies up to 150 eV. Higher energy calculations
are expected to be readily achievable.
Our 13.88 eV calculation was undertaken at limited R0 and we estimate the standard
error is 3.5%, with the increased error due solely to insu±cient grid size. At this energy
we expect convergence to better than 1% would require a grid size approaching 1500
a.u., which is beyond our current computational resources. Further discussion of our
near-threshold results is presented in the Chapter 7.
The SDCS results (with respect to energy sharing) of several of our calculations are
shown in Figure 6.16. We have included ECS results for 17.6 eV and 30 eV, which
are largely indistinguishable from the present results. Both PECS and ECS results
at 17.6 eV contain small oscillations in the SDCS, though the PECS oscillations are
not readily observed at the scale presented. As discussed previously, the oscillations
appear to be inherent to the surface integral method used by both PECS and ECS to
extract cross sections from the scattering wave functions, and diminish with increased ½.
However, the magnitude of the ECS oscillations at this energy is approximately ¯ve times6.2: GROUND-STATE HYDROGEN RESULTS 115
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Energy fraction ( E1/E )
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Figure 6.16: SDCS calculations for e{H(1s) at E0=13.88, 17.6, 30.0 and 150 eV.
Comparison is made with ECS (Baertschy et al 2001a) and CCC (Bray 2000, 2004)
calculations. Note that the 150 eV SDCS has steep gradients in the highly asymmetric
energy-sharing region and has been plotted with a log scale to help di®erentiate the
curves presented.
larger than PECS. The grid size of the ECS calculations is not known, but given the
good agreement of our remaining 17.6 eV results, it is unlikely that it was signi¯cantly
smaller than that used by PECS (120 a.u.). Baertschy et al state that Wannier theory
predicts this oscillatory behaviour at near-threshold energies. To preempt our near-
threshold investigations in the following chapter, our results suggest a slight deviation
from a linear SDCS at very low energies, but we ¯nd no evidence that indicates that
this oscillatory behaviour is a physical e®ect, and propose that numerical errors may be
responsible for the larger ECS oscillations.116 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
We also present CCC SDCS results (Bray 2004) in Figure 6.16 at E0=17.6, 30.0
and 150 eV. It is well known that CCC calculations exhibit unphysical oscillations in
the SDCS [e.g. see Bray (2003)]. Though these oscillations are predicted to converge
to the true solution given a su±ciently large pseudo-state basis, at low energies this is
not computationally achievable. This problem is not unique to CCC and is exhibited
by other pseudo-state methods such as IERM and RMPS. However, Stelbovics (1999)
argues that at E=2 the CCC ionisation amplitudes will converge to half of their real
value, regardless of basis size, and exhibit behaviour much the same as the truncated
Fourier series of a step function, and hence gives 1=4 of the true cross sections at this
point. Hence, the ab initio character of the CCC calculations is retained at equal energy-
sharing. CCC then constructs a smooth integral-preserving estimate of the SDCS that is
four times larger than the raw results at E=2. Both the raw and smoothed CCC results
are presented. At equal energy-sharing, the 17.6 eV CCC SDCS varies from PECS and
ECS results by 5%, which is reasonable considering the di±culty of these low energy
calculations. However, there is a marked deviation in the predicted shape. Given the
ab initio nature of the PECS and ECS calculations at asymmetric energy-sharing, and
the Wannier prediction that the SDCS is nearly independent of electron energy-sharing
near threshold, we believe that the shape of the PECS and ECS results provides a better
representation of the true SDCS at 17.6 eV. At 30 eV, PECS and ECS are in excellent
accord and CCC are in better agreement. At 150 eV, where the equal energy-sharing
cross sections are relatively small, PECS is in good agreement with the raw CCC results
for E1 · E2.
The 13.88 eV PECS SDCS is given for calculations at ½=355 and 360 a.u. As
discussed already, this calculation was performed using a restricted grid size, which
increases the ½-dependent variations of the TICS and the magnitude of the oscillations
of the SDCS. The variation between these results gives an indication of the likely error
of the SDCS. The integral of these cross sections varies by 2%, which helps con¯rm our
estimate of the TICS standard error.
The triple-di®erential cross sections for e-H collisions at low energies have historically
been the most di±cult for computational methods to predict accurately. Our equal6.2: GROUND-STATE HYDROGEN RESULTS 117
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Figure 6.17: Coplanar equal energy-sharing TDCS calculations for e{H(1s) at E0=17.6
eV. Comparison is made with ECS and CCC calculations and absolute measurement
presented in RÄ oder et al (2003).
energy-sharing coplanar TDCS calculations for E0=17.6 eV are given in Figure 6.17
along with the updated measurements of RÄ oder et al (2003) and the CCC and ECS
calculations contained therein. µ12=80± ECS results are also presented from Baertschy
et al (2001a). For µ12 ¸ 120± all calculations and measurements are in superb agreement.
At µ12 · 100± there are minor di®erences between the three calculations, but as these
cross sections are small in comparison to the other kinematics, the variations are not
considered signi¯cant. The agreement between CCC, ECS and PECS for these equal
energy-sharing coplanar cross sections are exceptional. However, we saw in Figure 6.16
that there was a 5% variation between the CCC E=2 SDCS result and both PECS
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Figure 6.18: Coplanar equal energy-sharing TDCS calculations for e{H(1s) at E0=30
eV. Comparison is made with ECS calculations (Baertschy et al 2001a) and relative
measurement (RÄ oder et al 1996).
energy-sharing TDCS results than are demonstrated by these coplanar results. Also, in
light of the variations in the SDCS results at asymmetric energy-sharing, it would be
useful to investigate asymmetric energy-sharing TDCS calculations at this energy should
measurements become available.
Once again, Figure 6.18 demonstrates excellent agreement between PECS, CCC and
ECS results for E0=30 eV TDCS results at equal energy-sharing. There are however,
di®erences of up to 5% in the peak TDCS of the theoretical methods, for some kinematics,
but no systematic variation. All methods compare favourably with the experimental
results of RÄ oder et al (1996).
Figure 6.19 gives PECS and CCC results for E0=27.2 eV TDCS at both symmet-6.2: GROUND-STATE HYDROGEN RESULTS 119


































































































































































Figure 6.19: Coplanar asymmetric and equal energy-sharing TDCS calculations for
e{H(1s) at E0=27.2 eV. Comparison is made with CCC (Bray 2003) and experimental
results, as presented by Berakdar et al (1999), are internormalised for a given secondary
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Figure 6.20: Coplanar TDCS calculations for e{H(1s) at E0=150 eV. Comparison is
made with CCC (Bray 2000) and absolute measurement (Ehrhardt et al 1986).
ric and asymmetric energy-sharing. As far as we are aware, no published asymmetric
energy-sharing TDCS results for the ECS method are available for comparison. Both
PECS and CCC compare favourably with the available experimental data, however there
are some minor di®erences in the magnitude of the calculations for some kinematics. The
PECS results tend to be °atter and smaller than the CCC results for geometries where
µ1 ¼ µ2. This is most evident in the µ1 = ¡µ2 ! 0 region of the equal energy-sharing
kinematics, which should be highly suppressed due to electron repulsion. These devia-
tions are possibly due to errors introduced into the CCC method when estimating the
scattering amplitudes at asymmetric energies.
The agreement between the PECS and CCC coplanar asymmetric energy-sharing6.3: HYDROGENIC ION RESULTS 121
E0=150 eV TDCS results presented in Figure 6.20 is very good. The position and
shape of the peaks agree with the measurements of Ehrhardt et al (1986), as does the
magnitude for kinematics with larger cross sections. There is only moderate agreement
with the magnitude of the measured peaks for some kinematics with small cross sections.
This completes our presentation of results for electron collisions with ground-state
hydrogen targets for the moment. We will return to them later in the following chapter
when we consider ionisation threshold laws. In this section we have demonstrated that
PECS produces highly accurate results for both scattering and ionisation, at energies
below ionisation threshold, near the ionisation threshold and up to moderately-high
energies where the Born approximation (and its derivatives) become accurate. We will
now proceed to electron collisions with hydrogenic ions.
6.3 Hydrogenic ion results
The electron-impact ionisation of hydrogenic ions is fundamental to plasma modelling
in astrophysics and nuclear fusion, where many highly charged ionic species exist in the
very high temperature plasmas studied in these ¯elds. Unfortunately, the small cross
sections of these ions and di±culties in preparing suitable target gases makes absolute
experimental measurements di±cult, especially measurements of the di®erential cross
sections. Consequently, plasma modelling is heavily dependent on accurate theoreti-
cal calculations. For large nuclear charges Z, the total ionisation and scattering cross
sections are predicted to scale inversely to Z4, and the di®erential cross sections are
predicted to scale inversely to Z6 (Thomson 1912, Burgess et al 1970, Stia et al 2000).
In this section we will focus on the behaviour of the ionisation cross sections for low Z,
where the scaling law approximation does not rigorously apply, which will give insight
into the energies and Z for which the scaling law becomes accurate.
To date, many of the published theoretical calculations for total and di®erential
ionisation cross sections for low-Z hydrogenic targets have relied upon approximation
methods, including the distorted wave Born approximation (Younger 1980, Fang et al
1993) and the \BBK" method (Brauner et al 1989, Jia et al 1997). These methods122 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
generally provide acceptable approximations when electron correlation e®ects are less
dominant, for example high energy collisions or when inter-particle separations are large.
For state-of-the-art methods that are known to provide accurate di®erential cross sections
over a large range of energies and kinematics, such as ECS (Baertschy et al 2001a), CCC
(Bray 2003), and time dependent close coupling (TDCC) (Colgan et al 2002a), the
published calculations for hydrogenic targets beyond hydrogen is limited. So far, CCC
has only been applied to He+ TICS and 1s-2s inelastic cross sections (Bray et al 1993).
TDCC (Colgan et al 2002b, Witthoeft et al 2003) has only been applied to He+ and
Li2+, while ECS has not been applied to charged targets. None of these methods have
reported di®erential ionisation cross sections for these collision systems.
6.3.1 Scattering
In Figure 6.21 we compare our PECS electron scattering cross sections for He+ 1s-2s
transition over a range of energies with CCC (Bray et al 1993) and TDCC (Witthoeft
et al 2003) calculations and experiment (Dolder and Peart 1973). All results are in
good agreement, which helps verify the e±cacy of the PECS surface integral method for
evaluating scattering cross sections of charged targets.
The scattering cross sections for hydrogenic targets with Z · 4 are presented in
Table 6.5 for all njlj ¯nal states with nj · 4 at total energies of 0.50, 1.00, 3.00 and 5.00
t.u. The estimated standard error of the results range from 1% for the 1s results to 4%
for the 4f results. The results have been multiplied by Z4 to highlight the convergence
behaviour of these cross sections with respect to Z and E. For each scaled total energy
(t.u.) and ¯nal state, the cross sections form a converging series with respect to increasing
charge Z of the target. The 3d, 4d and 4f ¯nal states do not show consistent convergence
behaviour at E=0.5 t.u., and calculations for larger Z are required to determine if a
converging series is eventually formed for these collisions. The larger estimated error
of these calculations may have in°uenced the apparent non-convergence of these series.
Apart from these minor exceptions, the results give strong evidence of a Z4 scaling of
the discrete ¯nal-state cross sections at large Z or high energy.
To highlight the convergence trends of the discrete ¯nal-state cross sections, the total6.3: HYDROGENIC ION RESULTS 123
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Figure 6.21: Scattering cross section of He+ 1s-2s transition. Comparison is made with
CCC (Bray et al 1993) and TDCC (Witthoeft et al 2003) calculations and experiment
(Dolder and Peart 1973).
nj scattering cross sections for each Z and energy are plotted in Figure 6.22, divided by
the Z=4 cross section for the same energy and ¯nal states4. It is clear that the elastic
cross sections (1s) converge much more quickly than the excited ¯nal-state cross sections,
and the convergence rate of all ¯nal states increases at higher scaled total energies.
6.3.2 Ionisation
In this section we present our calculations for the TICS, SDCS, and selected double-
di®erential cross sections (DDCS) and TDCS calculations for ground-state targets with
Z · 4 at total energies of 0.5, 1.0, 3.0, and 5.0 t.u. These results were extracted from the
same scattering wave functions as used for discrete ¯nal-state scattering in Section 6.3.1.
Convergence studies indicate that our TICS calculations have a standard error of
approximately 1%. To achieve this accuracy, partial waves up to L=10 were included in
the 0.5 t.u. calculations, increasing to L=30 for the 5.0 t.u. calculations. The grid sizes
4Though all of the plots intersect at Z=4, they are not necessarily converged at this point. The
purpose of Figure 6.22 is to show the rate of change of the cross sections with increasing Z.124 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
E Discrete ¯nal-state (njlj) scattering cross section £Z4 ( a.u. )
Z (t.u.) 1s 2s 2p 3s 3p 3d 4s 4p 4d 4f
1 0.50 1:04+1 3:12¡1 1:87+0 6:36¡2 2:83¡1 9:28¡2 2:42¡2 9:42¡2 4:71¡2 4:50¡3
2 0.50 1:23+1 4:54¡1 3:14+0 8:50¡2 5:03¡1 9:03¡2 3:14¡2 1:70¡1 4:59¡2 2:70¡3
3 0.50 1:22+1 5:44¡1 3:66+0 9:95¡2 6:04¡1 7:93¡2 3:67¡2 2:10¡1 4:03¡2 1:91¡3
4 0.50 1:20+1 5:97¡1 3:92+0 1:11¡1 6:60¡1 7:44¡2 4:11¡2 2:33¡1 3:75¡2 1:58¡3
1 1.00 7:27+0 2:62¡1 2:11+0 4:69¡2 3:29¡1 8:18¡2 1:77¡2 1:12¡1 4:11¡2 2:57¡3
2 1.00 8:24+0 3:85¡1 3:16+0 6:89¡2 5:15¡1 6:80¡2 2:54¡2 1:79¡1 3:30¡2 1:34¡3
3 1.00 8:16+0 4:50¡1 3:54+0 8:26¡2 5:90¡1 6:09¡2 3:00¡2 2:06¡1 2:96¡2 9:98¡4
4 1.00 7:97+0 4:88¡1 3:73+0 9:15¡2 6:28¡1 5:82¡2 3:33¡2 2:21¡1 2:79¡2 8:38¡4
1 3.00 3:02+0 1:95¡1 2:26+0 3:58¡2 3:67¡1 5:45¡2 1:30¡2 1:28¡1 2:43¡2 7:68¡4
2 3.00 3:18+0 2:53¡1 2:80+0 4:79¡2 4:62¡1 4:23¡2 1:76¡2 1:63¡1 1:94¡2 4:56¡4
3 3.00 3:15+0 2:77¡1 2:95+0 5:32¡2 4:95¡1 3:92¡2 1:96¡2 1:74¡1 1:82¡2 3:86¡4
4 3.00 3:11+0 2:89¡1 3:03+0 5:59¡2 5:07¡1 3:84¡2 2:06¡2 1:79¡1 1:79¡2 3:60¡4
1 5.00 1:81+0 1:59¡1 2:05+0 3:05¡2 3:41¡1 3:49¡2 1:12¡2 1:19¡1 1:61¡2 3:91¡4
2 5.00 1:86+0 1:87¡1 2:37+0 3:59¡2 3:98¡1 3:09¡2 1:32¡2 1:41¡1 1:44¡2 2:86¡4
3 5.00 1:84+0 2:00¡1 2:45+0 3:91¡2 4:12¡1 2:82¡2 1:45¡2 1:45¡1 1:33¡2 2:49¡4
4 5.00 1:83+0 2:06¡1 2:49+0 4:03¡2 4:19¡1 2:80¡2 1:49¡2 1:48¡1 1:32¡2 2:41¡4
Table 6.5: Discrete ¯nal-state total scattering cross sections for ground-state Z · 4
targets, multiplied by Z4.
range from 100 a.u. for H at 0.5 t.u. (20.4 eV) to 15 a.u. for Be3+ at 5.0 t.u. (1306 eV).
The contribution to the estimated standard error of our TICS calculations are: grid size
R0 error (0.5%), grid spacing error (0.25%), limiting L partial-waves (0.2%), limiting
(l1;l2) states for each L (0.2%) and iterative coupling error (0.01%). It should be noted
that these errors relate to the TICS, and we expect that the errors in the di®erential
cross sections will be larger, though generally not discernible on the plots presented here.
Our TICS results, multiplied by Z4, are presented in Figure 6.23, and are within 1%
of the interpolated ECS and CCC calculations for H(1s), within 3% of the interpolated
CCC results for He+, though systematically lower, and consistent with experiment. The
PECS results for Li2+ are in reasonable agreement with TDCC and experiment, though6.3: HYDROGENIC ION RESULTS 125





















































Figure 6.22: Convergence of scattering cross sections with increasing Z. The results
in Table 6.5 have been summed for each nj and divided by the Z=4 result at the same
energy and ¯nal state.
at 3.0 t.u. they are lower than interpolated TDCC results. It should be noted that
the TDCC calculations use a distorted wave perturbation calculation beyond L=6 and
the authors claim an accuracy of the order of 5%, and no estimate of the accuracy of
the CCC calculations are given. The general agreement of our PECS results with these
other theoretical calculations gives us con¯dence that our estimated error is justi¯ed.
It is clear from our calculations that by E = 5:0 t.u. the scaled TICS are converging
quickly at higher Z, and that the rate of convergence decreases with decreasing energy.
Clearly, the Z4 scaling law (Stia et al 2000) for TICS, for large Z or high E, is con¯rmed
by our solutions.
Normalized SDCS at the selected energies are shown in Figure 6.24. They reveal a
systematic increase in the contribution to the SDCS at asymmetric energy-sharing with
increasing scaled total energy. Like the TICS, the shape of the SDCS converges quickly
with increasing Z at high energies, but more slowly at lower energies. In Table 6.6 we
have included the normalization constants used to scale the results in Figure 6.24, from126 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
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Figure 6.23: TICS calculations for Z · 4 targets at total energies of 0.5, 1.0, 3.0, and
5.0 t.u. The energies of our PECS calculations are highlighted with vertical dashed lines.
Comparison is made with ECS (Baertschy et al 2001a) and the lmax = 4 CCC calculations
of (Bartschat and Bray 1996) for H; CCC (Bray et al 1993), TDCC (Witthoeft et al
2003) and experiment (Peart et al 1969) for He+; and TDCC (Colgan et al 2002b) and
experiment (Tinschert et al 1989) for Li2+. All TICS have been multiplied by Z4.
which our raw SDCS results can be derived. These constants have been divided by Z6,
and each column demonstrates a convergence trend similar to the scaled TICS. This
supports the Z6 scaling law for the di®erential cross sections of hydrogenic targets, for
large Z or high E.
Our DDCS results are plotted in Figure 6.25 for selected secondary electron energies
and total energies. The shape of the DDCS in each sub-plot begins to converge with
increasing Z, and this convergence is generally more rapid with increasing scaled total
energy. Electrons ejected at low energy are more spatially dispersed than high energy
electrons, and the dominance of back scattering of low-energy electrons decreases with
increasing Z and increasing total energy. The high-energy electrons are ejected in a6.3: HYDROGENIC ION RESULTS 127
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Figure 6.24: SDCS calculations for Z · 4 targets at total energies of 0.5, 1.0, 3.0, and
5.0 t.u. All curves have been normalised to 1.0 at equal energy-sharing (E1=E2). The
original SDCS can be calculated by multiplying by ®(E;Z)=Z6, where the normalising
constant ®(E;Z) is given in Table 6.6.
Normalisation constant [®(E;Z)]
Z 0.5 t.u. 1.0 t.u. 3.0 t.u. 5.0 t.u.
1 H 8.205 5.611 1.268 0.4488
2 He+ 10.93 6.608 1.397 0.4841
3 Li2+ 12.11 7.141 1.441 0.4938
4 Be3+ 12.84 7.479 1.502 0.5022
Table 6.6: Normalisation constants ®(E;Z) used in Figure 6.24. To recover the original

















































































































Figure 6.25: DDCS calculations for Z · 4 targets for total energies of 0.5, 1.0, 3.0,
and 5.0 t.u.
narrow peak near zero degrees, which narrows with increasing energy.
In Figure 6.26, coplanar TDCS results are plotted for selected scaled total energies
and selected secondary electron energies and directions. The shapes of the TDCS plots
also converge with increasing Z, consistent with a Z6 scaling law for di®erential cross
sections, and converge more rapidly with increasing scaled total energy. At E · 1:0
t.u., there is a marked di®erence in the spatial distribution of the fast outgoing electron
(E1=0.95E) when µ2=15o; for atomic hydrogen the minima in the TDCS is in the
forward direction, whereas the charged targets have a maxima in this direction. The
slight oscillations in the TDCS of the back-scattered fast electron for E ¸ 3 t.u., which
are 2-5 orders of magnitude smaller than the peaks, are expected to diminish as partial
waves L > 30 are included. These very high partial waves were not included in these
calculations as they have not converged su±ciently at the grid size selected.
These results demonstrate that the PECS method, with iterative coupling, is able
















































































































































































































Figure 6.26: Coplanar TDCS calculations for Z · 4 targets for total energies of 0.5,
1.0, 3.0, and 5.0 t.u.
hydrogenic targets for low Z at low to moderate energies. Our calculations are consistent
with a Z4 scaling law for TICS and Z6 scaling of di®erential cross sections, over a wide
range of kinematics, and are consistent with the experimental analysis of Tinschert et al
(1989) [as discussed in Stia et al (2000)] that proposes that the scaling laws become valid
for E0 > (Z=2)2 £ 500 eV.
6.4 Excited-state hydrogen results
Scattering and ionisation cross sections of excited-state hydrogen targets are important in
plasma modelling as excited atoms are formed in large quantities by the charge exchange
reactions of energetic ions (Defrance et al 1981). However, experimental measurement130 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
has thus far been limited to the metastable 2s state of hydrogen due to the short lifetime
of the other excited states, and only limited state-of-the-art computational results are
available. It is evident from the convergence studies in Section 6.1 that electron collisions
with excited states of hydrogen require a large number of states of angular momenta
to be coupled, making these problems particularly di±cult to solve using partial-wave
expansion techniques. To help verify the PECS results presented in this section, Bray
(2004) has kindly undertaken CCC calculations for comparison.
So far in this chapter we have studied collisions with ground state hydrogen atoms
and ions, which are restricted to M=0 states and even parity. Electron collisions with
H(2s) are also restricted to these states, but there are no such limitations for H(2p)
targets. Therefore, the e{H(2p) results presented in the following subsections serve as
a check of the PECS equations derived in Chapter 2 for targets with arbitrary initial
state.
6.4.1 Scattering
The scattering wave functions for electron collisions with H(2s) and H(2p) targets were
calculated using an incident energy of 14.8 eV (which has the same total energy as a
E0=25 eV collision with a ground-state target) and a grid size of R0=100 a.u. Partial
waves with L · 25 were required to obtain good convergence of the ionisation amplitudes
and total scattering cross sections. The nL used to achieve convergence with respect to
angular momentum was: nL · 7 for L · 2, nL · 6 for 3 · L · 4, nL · 5 for 5 · L · 7,
nL·4 for 8·L·9, nL·3 for 10·L·14 and nL·2 for L¸15. The odd parity partial
waves converged with smaller nL: nL·4 for L·2, nL·3 for L·7 and nL·2 for L¸8.
The estimated standard error of our TCS results range from 1% for elastic collisions to
4% for nj=4 ¯nal states.
Results for the electron-impact scattering cross sections for ¯nal states 1 · nj · 4
of both H(2s) and H(2p) targets are presented in Table 6.7 along with CCC results
(Bray 2004), and show good agreement between these methods. The contributions
from separate M states are also given for the PECS calculations. The cross sections
for 2s-2p and 2p-2s transitions, however, are not given as they are not convergent with6.4: EXCITED-STATE HYDROGEN RESULTS 131
2s initial state 2p initial state
njlj Total CCC M=0 M=§1 Total CCC
1s 4:68¡1 4:86¡1 4:80¡1 3:48¡1 1:18+0 1:18+0
2s 1:27+2 1:25+2 { { { {
2p { { 2:10+1 4:01+1 1:01+2 9:89+1
3s 8:64+0 8:82+0 4:50¡1 3:90¡1 1:23+0 1:26+0
3p 2:45+1 2:48+1 1:65+0 4:42+0 1:05+1 1:08+1
3d 2:70+1 2:81+1 2:15+1 1:86+1 5:87+1 6:03+1
4s 1:64+0 1:72+0 1:18¡1 9:31¡2 3:04¡1 2:98¡1
4p 4:95+0 5:03+0 3:35¡1 8:60¡1 2:06+0 2:14+0
4d 3:13+0 3:32+0 3:02+0 3:11+0 9:23+0 9:59+0
4f 3:45+0 3:22+0 1:82+0 1:15+0 4:12+0 3:90+0
Table 6.7: e{H(2s) and e{H(2p) 14.8 eV discrete ¯nal-state scattering cross sections.
CCC results from Bray (2004).
respect to increasing L. The partial cross sections of our calculations for these transitions
diminish approximately at the rate of 1=L, which gives an in¯nite cross section if L were
extrapolated to in¯nity. This is an expected outcome as these ¯nal states are degenerate
in the non-relativistic SchrÄ odinger equation used by the PECS and CCC methods. To
obtain convergent cross sections for these transitions the relativistic Dirac equation must
be used, which is beyond the scope of this thesis.
The di®erential scattering cross sections for the transitions presented in Table 6.7 are
shown in Figures 6.27 and 6.28. Partial waves L · 25 were included in these calculations,
and extrapolated amplitudes were included for 25 < L · 200 to smooth the oscillations
in the back-scattering region. The results agree with CCC (Bray 2004) for each njlj
state, though to aid clarity only the total nj cross sections are shown for CCC. There is
a slight variance between CCC and PECS near µ=180o, though this region is many orders
of magnitude smaller than the peak and does not a®ect the accuracy of the total cross
sections, and is probably beyond experimental determination. The important thing to
note is that the PECS results remain relatively smooth in this computationally di±cult132 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
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Figure 6.27: PECS e-H(2s) di®erential scattering cross sections at 14.8 eV for ¯nal
states nj · 4. Calculations include partial waves L · 25 and extrapolated partial wave
amplitudes for 25 < L · 200. CCC results from Bray (2004).
region, which highlights the stability of the phase of the scattering amplitudes. The
close agreement of the PECS and CCC calculations presented here con¯rms the validity
of the PECS theoretical development for excited-state targets undertaken in Chapter 2.
6.4.2 Ionisation
The ionisation cross sections presented here were extracted from the wave functions used
in the previous section. The TICS and spin asymmetry for e{H(2s) and e{H(2p) colli-
sions at 14.8 eV are presented in Table 6.8 and have an estimated standard error of 1%.
These results are in good agreement with CCC (Bray 2004), and agree with experimental
results (Defrance et al 1981) for the 2s state (obtained by interpolating measurements
at nearby energies). The SDCS for these collisions are presented in Figure 6.29, along6.4: EXCITED-STATE HYDROGEN RESULTS 133
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Figure 6.28: PECS e-H(2p) di®erential scattering cross sections at 14.8 eV for ¯nal
states nj · 4. Calculations include partial waves L · 25 and extrapolated partial wave
amplitudes for 25 < L · 200. CCC results are from Bray (2004).
Method nili M S=0 S=1 Total As
PECS 2s 0 11.9 18.3 30.2 0.191
CCC 2s 0 11.9 18.6 30.5 0.186
Experiment 2s 0 { { 29 § 3 {
PECS 2p 0 4.82 7.20 12.0 0.201
PECS 2p §1 3.95 8.11 12.1 0.103
PECS 2p Total 12.7 23.4 36.1 0.136
CCC 2p Total 12.9 23.9 36.7 0.134
Table 6.8: PECS e{H(2s) and e{H(2p) 14.8 eV TICS and spin asymmetry results. CCC
(Bray 2004) calculations and experimental (Defrance et al 1981) results (interpolated)
are presented where available. PECS calculations include partial waves L · 25, singlet
and triplet results are spin weighted and are given in a.u.134 CHAPTER 6: HYDROGEN AND HYDROGENIC IONS
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Figure 6.29: PECS e-H(2s) and e-H(2p) SDCS at 14.8 eV. Calculations include partial
waves L · 25. CCC results from Bray (2004).
with the separate M-state and parity contributions for the 2p target. The 2s SDCS is in
good agreement with CCC, with only minor di®erences at near equal energy-sharing and
highly asymmetric energy-sharing. This di®erence may be an artifact of the smoothing
algorithm used in the CCC method. CCC di®erential cross sections for the 2p colli-
sion were not available for comparison, and there are no known measurements of the
di®erential cross sections of the metastable state.
Fully-di®erential cross sections for e{H(2s) collisions at 14.8 eV are shown in Fig-
ure 6.30 for several kinematic arrangements. CCC results are in good agreement with
our calculations, though contain some additional minor oscillations in the µ2=30 degree
plots. As the PECS calculations used a larger set of angular momentum states, these
additional oscillations would be expected to diminish with a larger CCC calculation.
The TDCS results of the H(1s) collision with the same excess energy are included so as
to highlight the signi¯cantly di®erent structure in the angular distribution of the slow
electron. This is clearly demonstrated in the E1=1 and 3 eV plots at µ2=15 degrees,
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Figure 6.30: Coplanar TDCS results for an e-H(2s) ionising collision at E0=14.8 eV,
compared with e-H(1s) at E0=25.0 eV, for various ¯xed angles of the fast electron (µ2)
and energies of the slow electron (E1). Both collisions are at the same total energy
E=11.4 eV, and the e-H(1s) results have been multiplied by 10. 1s calculations include
L · 12 and 2s calculations include L · 25.
in the ground state collision. The physical reason for this di®erence may be due to the
di®erent number of nodes in the wave function of hydrogen 1s and 2s targets. We be-
lieve that the large di®erential cross sections of the metastable 2s state in these regions
should encourage future experimental con¯rmation of the TDCS structure revealed by
our calculations.
For completeness, we also present TDCS results for the H(2p) target in Figure 6.31,
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Figure 6.31: Coplanar TDCS results for an e-H(2p) ionising collision at E0=14.8 eV,
compared with e-H(2s) at the same energy. The e-H(2p) partial cross sections for the
component M-states are shown with dashed lines. Calculations include L · 25.
M-state contributions to the TDCS are included, and H(2s) TDCS results are repeated
to facilitate comparison.
This completes our investigation of electron collisions with hydrogen and hydrogenic
ions at low and intermediate energies. We have demonstrated that the PECS method
can accurately calculate
² cross sections, spin asymmetry and angular correlation parameters for discrete
¯nal-state collisions, which has not previously been undertaken with ECS-based
methods,
² below ionisation threshold resonance calculations,6.4: EXCITED-STATE HYDROGEN RESULTS 137
² ionisation amplitudes over a much larger range of impact energies than has been
demonstrated by the ECS method, and
² ionising collisions for both charged hydrogenic targets and excited initial-state
targets.
Before we claim that the PECS method developed in this thesis is a complete numerical
method for solving e{HZ collisions, in the following chapter we will apply it to what is
arguably the last unsolved problem in electron-hydrogen collisions: an ab initio quantum-
mechanical con¯rmation of the Wannier and related threshold laws.Chapter 7
Threshold Behaviour of e{H
Ionising Collisions
In previous chapters we have given the theoretical, numerical and computational de-
velopment of the PECS method and demonstrated its utility and accuracy for model
problems and the full e{HZ problem over a wide range of energies, below and above
ionisation threshold. However, the most computationally di±cult calculations are near
ionisation threshold where large grids are required to obtain convergent results for ioni-
sation, and strong coupling between the (l1;l2) angular momentum states of each partial
wave cause iterative solution methods to fail; both the iterative coupling method of
PECS and the CGS sparse matrix solver used by ECS. Fortunately, PECS can obtain
solutions without iterative coupling, albeit with a higher computational overhead, so we
will use PECS to investigate this energy region in this chapter. To date, no complete
solution to the full SchrÄ odinger equation has been undertaken with su±cient accuracy
at energies approaching the ionisation threshold to con¯rm the threshold laws predicted
using classical, semiclassical and approximate quantal methods. Before we apply PECS
to these problems we will give a brief overview of the predictions made by these methods.
Wannier (1953) proposed an ionisation threshold law for all ionising collisions leading
to two free electrons and a charged atomic ion in the ¯nal state. He divided coordinate
space into three regions, the reaction zone, Coulomb zone and free zone, and argued
that the probability of ionisation is determined by the behaviour of the these electrons
in the Coulomb zone, where their motion can be described using classical mechanics.
The reaction zone extends from the nucleus to approximately the Bohr radius, where
the potential energy dominates the total energy of the system and quantum mechanics
is required to describe the motion of the electrons. In the Coulomb zone the potential
energy and total energy essentially cancel, and its outer boundary is given by ½ =
(4Z ¡ 1)=(
p
2E), which gives ½E = 3=
p
2 ¼ 2 for Z=1. In the free zone, he postulated
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that the outgoing electrons essentially move independently of each other. As the reaction
zone is inaccessible to classical mechanics, he also postulated that the distribution of the
two electrons in phase space is approximately uniform when they exit the reaction zone.
Using these postulates, and considering the energy dependence of the classical tra-
jectories in the Coulomb zone and an approximation of the Coulomb potential energy
in this region, Wannier was able to calculate the probability that the collision leads to
ionisation is proportional to the total energy of the system, ¾ / E´, near ionisation












For the electron-impact of a hydrogen target this gives ´ ¼ 1:127.
Wannier's threshold law applies to a vast range of atomic collisions, and consequently
it continues to attract considerable interest ¯ve decades later. Experiments (McGowan
and Clarke 1968, Cvejanovi¶ c and Read 1973, Spence 1975, Pichou et al 1978, Don-
ahue et al 1982) have given support to this threshold law, and numerous semiclassical
and quantal studies (Peterkop 1971, Rau 1971, Roth 1972, Klar and Schlecht 1976, Pe-
terkop 1983, Feagin 1984, Read 1984, Rost 1994), which utilise approximations to the
SchrÄ odinger equation, are in agreement with Wannier's conjecture.
Wannier theory also predicts that the ionised and scattered electrons emerge in op-
posite directions (µ12 = ¼) at threshold. As total energy approaches threshold, µ12 is
predicted to have a Gaussian probability distribution, centered at µ12 = ¼, with a full-
width-half-maximum (FWHM) related to total energy by (µ12)FWHM / E1=4 (Vinkalns
and Gailitis 1967). Later investigations (Rau 1976, Feagin 1984, Read 1984, Altick 1985)
concur with this prediction though they give a range of values for the constant of pro-
portionality. However, an ab initio investigation of these laws using a direct numerical
solution of the full SchrÄ odinger equation for the e{H system has been a rather remote
goal until now due to the sheer scale of the computations.
Semiclassical and quantal investigations have given important insights into near-
threshold collisions, but have relied on one or more a priori assumptions to make the7.1: WANNIER THRESHOLD LAW 141
computations tractable: They (a) consider only collisions with zero total angular mo-
mentum (L=0) and use semiclassical arguments (Roth 1972, Klar and Schlecht 1976,
Greene and Rau 1982) for similar scaling of the higher angular momentum states, (b)
use Wannier's conjecture that the interaction is limited to the Coulomb zone where
½E ¼ 2 for Z=1, (c) assume that the potential ridge at µ12 = ¼ and r1 ¼ r2 dom-
inates the interaction, or (d) include a semiclassical approximation of the ¯nal-state
wave function.
To-date, several state-of-the-art fully-quantal numerical methods have been used to
explore near-threshold for e{H ionising collisions. Kato and Watanabe (1997) used their
HSCC method to investigate the Wannier exponent in a two dimension model, angular
correlation of the outgoing electrons for the L=0 singlet partial wave and calculated
the TICS and spin asymmetry of the full problem near threshold. Scott et al (1997)
used IERM to investigate the L=0 singlet TICS near threshold. Yet, none of these
methods have been implemented with the necessary precision to calculate ´ or the energy
dependence of µ12 for the full e{H collision. The most comprehensive set of calculations
thus far include those presented in Section 5.4.1 and those of Kato and Watanabe (1996),
both of which incorporate assumptions a) and c) and are consistent with the Wannier
threshold law.
In this chapter we directly solve the SchrÄ odinger equation for near-threshold e{H
ionising collisions using the PECS method. These calculations will be used to ¯nd the
Wannier threshold law exponent ´ and investigate the behaviour of the spin asymmetry,
SDCS (with respect to electron energy-sharing) and the energy dependence of µ12 near
threshold. These calculations provide the ¯rst successful investigation of the Wannier
and related predictions using a fully-quantal ab initio method.
7.1 Wannier threshold law
We performed calculations at 261 total energies between 0.01-0.10 a.u., spaced at 0.00025
a.u. intervals below 0.05 a.u., and 0.0005 a.u. above. The TICS are converged, with
respect to grid spacing and angular momenta, to around §1% over the energy range. For142 CHAPTER 7: THRESHOLD BEHAVIOUR OF e{H IONISING COLLISIONS
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Figure 7.1: DDCS for E0=14.6 eV and E1=0.9 eV, compared with CCC and ECS
calculations and measurements presented by Childers et al (2004).
all singlet calculations in this energy range the PECS iterative coupling method fails,
and solutions were obtained using ng=1. However, the energy perturbation method does
converge over a useful range of energies, allowing solutions to be obtained for ¢E=0.0025
a.u. below E=0.05 a.u. and ¢E=0.0050 a.u. above E=0.05 a.u.. This provided a many-
fold reduction in computational e®ort. All calculations use the same grid spacing and
grid size (R0=180 a.u.), and include six partial waves (L · 5) to achieve the stated
convergence for all energies. Angular momentum states were included up to nL=5, 4, 3,
2, 2 and 1 for L=0 through 5, respectively. As a test of the accuracy of our results, we
compared our asymmetric energy-sharing DDCS results of these calculations at E0=14.6
eV (E=0.037 a.u., E1=E=0.9 and R0=180 a.u.) with recent CCC and ECS calculations
and measurements (Childers et al 2004), which are shown in Figure 7.1. This is the
lowest energy that di®erential ionisation calculations and measurements are available,
and the good agreement with CCC and excellent agreement with ECS helps corroborate
the claimed accuracy of our results. As di®erential cross sections are more demanding
than the TICS with regard to including su±cient (l1;l2) angular momentum states, the7.1: WANNIER THRESHOLD LAW 143
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Figure 7.2: TICS results for E=0.01{2.50 a.u. along with CCC (Bartschat and Bray
1996) and ECS (Baertschy et al 2001a) calculations and measurements (Shah et al 1987).
close agreement with experiment demonstrates that our selected angular momentum
states are su±cient in this near-threshold energy region.
In Figure 7.2 we plot our spin-weighted TICS and include several higher-energy
calculations from Chapter 6 to demonstrate the deviation from near-linear behaviour
above E=0.05 a.u. As discussed in previous chapters, the extracted cross sections contain
smooth ½-dependent oscillations that diminish with increasing ½. In a similar manner,
for ¯xed ½ and varying energy there are slight E-dependent oscillations, clearly visible in
Figure 7.3, that range from §0:2% at 0.10 a.u., §0:5% at 0.05 a.u., and reach §1:5% at
the lowest energy presented. Increasing R0 to allow larger ½ reduces these oscillations,
but vastly increases computational e®ort. Overall, our estimated TICS error ranges
between 1:5% at 0.10 a.u. to 3% at 0.01 a.u. Our results match the ECS calculation
(Baertschy et al 2001a) at 0.0735 a.u. (E0=15.6 eV, the only published ECS TICS result
in this region) and are in good agreement with experiment (Shah et al 1987) and CCC
calculations (Bartschat and Bray 1996) (with signi¯cantly reduced scatter).
Semiclassical studies (Roth 1972, Klar and Schlecht 1976, Greene and Rau 1982)144 CHAPTER 7: THRESHOLD BEHAVIOUR OF e{H IONISING COLLISIONS
predicted that the TICS contribution from each LS partial wave separately obeys the
Wannier threshold law (with same ´), with the exception of the L=0 triplet partial wave
for e{H collisions. This partial wave is highly suppressed due to the Pauli exclusion
principle and was predicted (Klar and Schlecht 1976, Greene and Rau 1982) to have
´ ¼ 3:88, but later corrected by Peterkop (1983) to ´ ¼ 3:38. In Figure 7.3 we present
the TICS, and separate partial-wave cross section (PWCS) contributions of the angular
momentum states (L) and spin-states (S) to the TICS, divided by E1:127 to emphasise
the low-energy results. With this scaling we would expect the curves to become linear
(ignoring E-dependent oscillations) if the Wannier threshold law is valid as threshold is
approached. This is indeed the case and con¯rms that both the TICS, and the L and
S contributions to the TICS, are consistent with Wannier's threshold law. Though, the
linear dependence upon energy implies that it only strictly applies at threshold. It is
also evident that the relative contribution of higher partial waves diminishes as threshold
is approached. We have also included TICS results for several calculations undertaken
with R0=360 a.u., which are well within the estimated error of the R0=180 a.u. results.
The scaling in this plot emphasises the greatly reduced E-dependent oscillations of the
PECS results compared with the RMPS and CCC calculations of Bartschat and Bray
(1996).
The singlet and triplet spin-weighted ionisation cross sections for the L=0 partial
wave shown in Figure 7.4 demonstrate the suppression of the L=0 triplet state, due to
the Pauli exclusion principle, and the di®erent scaling law as threshold is approached.
The L=0 triplet channel is nearly ¯ve orders of magnitude smaller than the singlet
channel at E=0.01 a.u. and shows an increasing suppression as threshold is approached.
Though this partial wave has a di®erent scaling law to the remaining partial waves, its
very small cross sections near threshold ensures that it does not a®ect the threshold
behaviour of the TICS, or arguments that rely on the same scaling of all partial waves.
In order to estimate the threshold power laws we performed non-linear ¯tting of our
results presented in Figure 7.3 to the function E´ Pjmax
j=0 cjEj. This method was used for
the collinear model investigation in Section 5.4.1 and previously by Kato and Watanabe
(1996), and has the advantage that it extracts accurate information near threshold by7.1: WANNIER THRESHOLD LAW 145
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Figure 7.3: Partial-wave cross section (PWCS) contributions from S=0 and S=1, and
separate PWCS for L · 5 (S=0 and S=1 combined), for e{H collisions with E=0.01{
0.10 a.u. and R0=180 a.u. All results are divided by E1:127. TICS calculations for PECS
at R0=360 a.u., RMPS and CCC (Bartschat and Bray 1996) are also shown.
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Figure 7.4: Spin-state contributions to e{H L=0 PWCS for E=0.01{0.10 a.u.146 CHAPTER 7: THRESHOLD BEHAVIOUR OF e{H IONISING COLLISIONS
´
TICS 1:122 § 0:015
S=0 1:107 § 0:040
S=1 1:120 § 0:038
L=0 1:092 § 0:018
L=1 1:102 § 0:030
L=2 1:109 § 0:031
L=3 1:166 § 0:015
L=4 1:131 § 0:048
L=5 1:117 § 0:032
Table 7.1: Mean and standard deviation of ´ for the nonlinear ¯tting of: TICS, separate
spin state partial-wave cross sections (over all L), and separate L (spin-weighted S=0
and S=1 combined).
¯tting to a ¯nite energy interval thus allowing for deviations from the power law further
from threshold. The ¯tting function coe±cients and their errors are sensitive to both
jmax and the energy range chosen. We chose the largest jmax that minimised Â2 without
resulting in exponential increases in cj or large errors in cjmax. Our calculations were
¯tted over several ranges of energies (0.01-0.03 a.u. through 0.01-0.10 a.u., in 0.01 a.u.
increments) and the average and standard deviation of ´ for these ¯ts are shown in
Table 7.1. This table includes ¯ts for the TICS and the separate spin S and angular
momentum L contributions to the TICS.
Our result for the summed partial cross sections gives ¾ / E1:122§0:015, and hence
provides strong support for the Wannier threshold law. The individual partial wave
and spin-state results are also consistent with the Wannier threshold law, though the
standard errors of our L=0 and L=3 partial-wave ¯tting appear low. Separate calcu-
lations for the L=0 singlet partial wave with R0 = 400 a.u. give ´ = 1:124 § 0:016,
providing strong evidence that these variations in ´ are resolved by calculations with
larger R0. However, a signi¯cantly larger R0 for the full problem is beyond our present
computational resources. It is worth noting that L=2 and L=1 provide the majority7.2: SPIN ASYMMETRY 147
contribution in this energy range rather than L=0 and L=3, and so the increased error
of the L=0 and L=3 results does not signi¯cantly a®ect the accuracy of the summed
(TICS) results. Non-linear ¯tting of the L=0 triplet PWCS gives ¾ / E3:36§0:02, in
agreement with Peterkop (1983).
Given the consistency of our results with the classical and semiclassical results, we
can give the constants of proportionality and ¯rst-order energy-correction coe±cients of
these threshold laws for e{H collisions that best ¯t our results as
¾ = E1:127 f(7:49 § 0:03) ¡ (8:7 § 1:1)Eg (7.2)
¾L=0S=1 = E3:38 f(1:199 § 0:005) ¡ (6:0 § 0:2)Eg: (7.3)
These functions provide good ¯ts to our results up to E=0.05 a.u.
7.2 Spin asymmetry
Classical mechanics is unable to predict spin asymmetry (As) as spin is a quantum-
mechanical concept. Semiclassical analysis (Greene and Rau 1982) indicates that As
should be independent of energy near threshold, based on the argument that singlet
and triplet channels have the same Wannier power law exponent1. Though more recent
quantal calculations (Bartschat and Bray 1996, Kato and Watanabe 1997) are consistent
with this energy independence, their scatter or insu±cient penetration into the threshold
region leads to some uncertainty in the value at threshold. We present our results along
with experiment (Fletcher et al 1985) and other calculations for As in Figure 7.5. They
con¯rm a linear, nearly energy-independent behaviour below 0.05 a.u. and that the spin
asymmetry approaches the limiting value As = 0:54 § 0:01. This is about 10% higher
than experimental data but it should be noted that the error bars below 0.3 a.u. are
large.
1This argument does not hold for individual partial waves where, for e{H collisions, the L=0 triplet
state has a di®erent ´, but because this state is highly suppressed due to the Pauli exclusion principle,
the argument does hold when all L states are summed.148 CHAPTER 7: THRESHOLD BEHAVIOUR OF e{H IONISING COLLISIONS
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Figure 7.5: Spin asymmetry of e{H collisions for E=0.01{5.0 a.u. CCC (Bartschat
and Bray 1996) and HSCC (Kato and Watanabe 1997) calculations and measurements
Fletcher et al (1985) are also shown.
7.3 Single-di®erential cross section
The energy-sharing behaviour of the outgoing electrons is shown in Figure 7.6 by nor-
malising the single-di®erential cross sections to 1.00 at equal energy-sharing for a range
of energies. As threshold is approached the dominance of the asymmetric energy-sharing
diminishes. Earlier calculations (Vinkalns and Gailitis 1967, Peterkop 1971) assert that
the SDCS becomes independent of energy sharing near threshold. At 0.04 a.u. this is
essentially correct, but as the energy is further decreased to 0.01 a.u. the E1=0 nor-
malised contribution drops to 0.96. This result is consistent with our previous e{H
collinear model calculations presented in Section 5.4.1 and other classical (Read 1984)
and semiclassical (Rost 1994) predictions. In Figure 6.16 in the previous chapter we
noted that the SDCS at this energy is quite oscillatory, and though our results show a
slight decrease in the asymmetric energy-sharing SDCS, relative to equal energy-sharing,7.4: ELECTRON-ELECTRON ANGULAR DISTRIBUTION 149
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E = 0.25 a.u.
E = 0.15 a.u.
E = 0.04 a.u.
E = 0.01 a.u.
Figure 7.6: SDCS (with respect to energy sharing) for e{H collisions near threshold
normalised to 1.00 at equal energy-sharing (E1 = E=2). Results for E=0.01 and 0.04
a.u. were calculated using R0=360 a.u. grids.
the result of 0.96 is only approximate and has a standard error of §0.02.
7.4 Electron-electron angular distribution
The remaining important prediction of the Wannier models that we investigate is the
angular dependence of the outgoing electrons. We noted earlier that as the total energy
approaches threshold, the size of the interaction region, the Coulomb zone, increases
approximately as 1=E. Therefore, it is reasonable to use ½E as a suitable radial measure
when investigating the radial convergence of the results for collisions with di®erent total
energies. The SDCS, with respect to µ12, are presented in Figure 7.7 at several energies
and constant ½E=1.8 a.u. The cross sections peak at µ12 = ¼ and the positions of the
half maxima (shown with ¯lled circles) move towards µ12 = ¼ as the energy diminishes.
This is consistent with classical (Vinkalns and Gailitis 1967) and semiclassical (Rau150 CHAPTER 7: THRESHOLD BEHAVIOUR OF e{H IONISING COLLISIONS
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E = 0.10 a.u.
E = 0.04 a.u.
E = 0.02 a.u.
E = 0.01 a.u.
Figure 7.7: SDCS (with respect to µ12) for e{H at various total energies and ½E=1.8
a.u. The half maximum of each curve is shown with a ¯lled circle.
1976, Read 1984, Feagin 1984) calculations, which report the relationship between total
energy and the full-width-half-maximum as (µ12)FWHM = ®E1=4.
In Figure 7.8 we present (µ12)FWHM=E1=4 as a function of ½E at several total ener-
gies. For our results to con¯rm the E1=4 power-law, then each curve within the threshold
energy region should converge to the same constant ®. Though we cannot demonstrate
complete radial convergence at all energies due to our limited R0, all the curves overlap
and have the same convergence behaviour with respect to ½E, indicating that ® con-
verges to approximately 3.0 for E · 0:05 a.u. There is a slight deviation for the E = 0:10
a.u. curve, but we consider that this is outside of the applicable energy range of the
threshold law.
In order to demonstrate full convergence at 0.01 a.u. we estimate that our calcula-
tions need to be extended to at least ½E=20 (R0=2000 a.u. at E=0.01 a.u.). As the
computational e®ort of PECS scales as O(N4), where N is the number of grid points
along one dimension, these calculations are well beyond the capacity of our present su-
percomputing facilities. However, we have undertaken larger calculations for the L=07.4: ELECTRON-ELECTRON ANGULAR DISTRIBUTION 151
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E = 0.02 a.u.
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Figure 7.8: Convergence of (µ12)FWHM with respect to ½E, scaled by E1=4, for e{H
collisions at several near-threshold total energies.
and L=2 singlet partial waves at E=0.01 a.u. (R0=720 a.u. and 360 a.u., respectively).
The results of these larger calculations are shown in Figure 7.9, and con¯rm that the con-
verging trend demonstrated in Figure 7.8 continues at larger ½E. We note that di®erent
partial waves converge to di®erent values of ®. We also present results for calculations
at various maximum nL. It is interesting to note that as ½ is increased, more angular
momentum states must be included to achieve convergence, however at smaller ½ all
calculations give the same results. Thus convergence of calculations with respect to an-
gular momentum coupling must always be checked as a function of ½, especially in the
near threshold region, otherwise spurious convergence may be obtained. For our L=0
calculations at R0=180 a.u., we used nL · 5 to obtain convergence, whereas this must
be extended to nL · 6 for ½ up to 720 a.u. Similar behaviour is exhibited by the L=2
partial wave, though in this case the nL · 3 used for our R0=180 a.u. calculations is
also su±cient for convergence of the R0=360 a.u. calculations. The increased number of
angular momentum states required for the larger-½ calculations was suggested by Gaili-
tis (1990). Our calculations support his conclusions that were based on semiclassical152 CHAPTER 7: THRESHOLD BEHAVIOUR OF e{H IONISING COLLISIONS
modelling.
The (µ12)FWHM calculations presented in Figure 7.9 are still not fully converged,
and so the ionisation amplitude for each (l1;l2) state must also not be fully converged.
We explore this further in Figure 7.10, where it is clear that at E=0.01 a.u. and ½=720
a.u. the PWCS contribution to the L=0 singlet TICS of all (l1;l2) angular momentum
states have not yet converged completely, though the TICS for the total partial wave
(not shown) has converged to better than §1%. This gives further evidence for the
signi¯cant exchange of angular momenta between the outgoing electrons, even at large
½, and that the higher angular momentum states are suppressed at small ½. To con¯rm
that this is not an artifact of the asymptotic approximations used in the surface integral
method for extracting the cross sections, we have plotted the magnitude squared of the
scattering wave function (at r1 = r2), as a function of ½, in Figure 7.10b (multiplied by
½). As they represent the direct solution of the SchrÄ odinger equation for these partial
waves at r1 = r2, they are free from asymptotic approximations. The scattering wave
functions have the same convergence trend as the partial cross sections, and corroborates
our conjecture that exchange of angular momenta continues for very large distances at
this low energy. Similar analysis of our results for higher-energy collisions indicate that
good convergence of the largest contributing angular momentum states does not occur
until ½E > 20. This result is in contrast to Wannier's arguments, and those of many
semiclassical works (e.g. Rau (1971)), that assume the region of interaction of the
electrons is restricted to the Coulomb zone. Certainly, this appears to be true for the
TICS, but the angular distribution of the electrons appear to be much more sensitive
to the long range Coulomb forces and require much larger ½E before approaching their
asymptotic value.
From this analysis we are con¯dent that the convergence trend of ® demonstrated
in Figure 7.8 is real, and estimate the threshold asymptotic value as ® = 3:0 § 0:2 in
atomic units. Semiclassical calculations for ® are reported as 2.66 Altick (1985), 2.71
Feagin (1984), 3.38 Rau (1976) and 3.55 Read (1984), and are markedly di®erent from
the experimental result of 1:6 § 0:1 given by Cvejanovi¶ c and Read (1973). Reasons
for disagreement with experiment have been suggested as possible experimental error7.4: ELECTRON-ELECTRON ANGULAR DISTRIBUTION 153
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Figure 7.9: Convergence of (µ12)FWHM with respect to ½E for L=0 and L=2 singlet
partial waves at E=0.01 a.u., and including (l1;l2) states of angular momentum up to
and including the maximum nL shown.
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(b) E=0.01 a.u. (c) E=0.10 a.u.
Figure 7.10: Convergence of PWCS and jÃj2 with respect to ½E for L=0 singlet partial
waves at E=0.01, and jÃj2 only for E=0.10 a.u.154 CHAPTER 7: THRESHOLD BEHAVIOUR OF e{H IONISING COLLISIONS
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Figure 7.11: Constants of proportionality for E1=4 energy dependence of (µ12)FWHM:
Experiment for He (Cvejanovi¶ c and Read 1973) and best ¯t ® = 1:6, PECS ® = 3:0 and
semiclassical predictions of 2.66 (Altick 1985), 2.71 (Feagin 1984), 3.38 (Rau 1976) and
3.55 (Read 1984).
(Read 1984) and that the single plane of measurement (90o to the incident electron)
is not representative of the full problem (Altick 1985). However, despite the variation
of the constant of proportionality across the various models, our calculations support
the E1=4 energy dependence of the FWHM, and our ¯t of ® lies within the midrange of
semiclassical calculations, shown in Figure 7.11.
To calculate ® most semiclassical calculations assume a Gaussian shape for the µ12
SDCS [as in (Rau 1971) but in disagreement with (Read 1984)] and all are limited to
L=0. Our SDCS results for the full e{H problem at ½E=1.8 near threshold exhibit an
approximate Gaussian shape, but deviate systematically from this shape with increasing
½. To investigate this further, Figure 7.12 presents the normalised µ12 SDCS for the L=0
singlet partial wave at various hyperradii from 180.au. to 720 a.u. From this we see that
as the hyperradius is increased the FWHM becomes narrower and the peak of the curve
becomes °atter. For the 180 a.u. and 720 a.u. curves we also give the Gaussian curve7.4: ELECTRON-ELECTRON ANGULAR DISTRIBUTION 155
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180 a.u. Gaussian best fit
720 a.u. Gaussian best fit
Figure 7.12: Deviation of singlet SDCS (with respect to µ12) from Gaussian shape at
E=0.01 a.u. for the L=0 partial wave as hyperradius is increased.
that provides the best least-squares ¯t. It is clear that as the hyperradius increases the
SDCS deviates further from the Gaussian approximation, and indeed the shape is closer
to that predicted by Read (1984) in the region µ12 > 2:5 radians. Our results support a
non-Gaussian form, which gives a further reason for the variance between our estimate
for ® and the semiclassical estimates.
In summary, we have undertaken a wide-ranging investigation into e-H ionisation
collisions at energies very close to threshold using the PECS method. Our solutions of the
full SchrÄ odinger equation give convincing evidence for the validity of Wannier's threshold
law for e{H ionising collisions, support classical and semiclassical predictions for the E1=4
dependence of the angular distribution of the outgoing electrons and give an estimate
for its constant of proportionality, give insight into the electron energy distribution
and elucidate the spin asymmetry behaviour near threshold. The accurate numerical
solution of the time-independent SchrÄ odinger equation near-threshold has proven to be
an enormous computational task but has at last provided convincing support for these
classically and semiclassically derived threshold laws.Chapter 8
Conclusion
We have now completed the theoretical and computational development of the PECS
method, and have presented a large set of calculations together with comparisons with
other state-of-the-art computational methods and measurements. In summary, we have
² Extended the theoretical development of the ECS method (Rescigno et al 1999,
Baertschy et al 2001a) to include hydrogen and hydrogenic targets of arbitrary
initial state and charge.
² Developed a method to extract scattering amplitudes from the scattering wave
functions based on the Peterkop (1977) surface integral formulation.
² Extended the propagation algorithm of Poet (1980) to solve inhomogeneous equa-
tions and enhanced the Numerov formula to cater for arbitrary and complex
changes in grid spacing in two dimensions, as is required by the exterior complex
scaling technique.
² Developed highly e±cient methods for iteratively coupling the PECS equations
that lead to a 100-fold improvement in its e±ciency at higher energies, and an it-
erative energy-perturbation technique that signi¯cantly reduces the computational
e®ort required for calculations at closely-spaced energies.
² Presented a comprehensive convergence study for both model and the full e{HZ
problem to demonstrate convergence with respect to grid spacing, grid size, angular
momentum states and iterative coupling.
² Given benchmark solutions for the Temkin-Poet and collinear models at energies
below (from E0=2.7 eV) and above (up to E0=54.4 eV) ionisation threshold, for
both discrete ¯nal-state and ionising collisions, and investigated the ionisation
threshold behaviour of each model to within 0.1 eV of threshold. The estimated
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standard error of the TICS calculations were 0.2% and 0.5% for the SDCS calcu-
lations, at higher energies. At energies close to threshold, the estimated standard
error of the TICS was maintained below 1%. The error of the discrete cross sections
ranged from 0.5% for elastic scattering to 2.0% for excitation to the 5s state.
² Presented benchmark results for e{H scattering, including: resonance structure
below ionisation threshold (E0=11.6{12.08 eV), total and di®erential scattering
cross sections for nj · 4 above ionisation threshold (16.5 and 54.4 eV) and Stokes
parameter calculations at 54.4 eV. We have also presented total and di®erential
scattering cross sections for hydrogenic ions with Z · 4, which gave strong support
for the Z-scaling laws, and 2s and 2p excited-state hydrogen targets. The estimated
error of these calculations ranged from 1% for elastic collisions to 4% for nj=4
collisions.
² Undertaken TICS, SDCS, DDCS and TDCS (symmetric- and asymmetric energy-
sharing) ionisation calculations for hydrogen, hydrogenic ions (Z · 4) and H(2s)
and H(2p) targets. Energies ranged from 0.27 eV above threshold to E0=150 eV
for hydrogen targets and 1.3 keV for Be3+ targets. The estimated error of the
TICS of these calculations, except near threshold, was of the order of 1%.
² Performed a detailed examination of the behaviour of e{H ionisation cross sec-
tions near the ionisation threshold (E=0.27{2.7 eV), including: TICS, SDCS with
respect to energy sharing, SDCS with respect to angular distribution and spin
asymmetry. This provided the ¯rst convincing fully-quantal ab initio support for
the Wannier (1953) and related threshold laws for e{H collisions.
All PECS calculations presented in this thesis were in excellent agreement with other
state-of-the-art computational methods and measurements, where available. We have
shown that with the PECS method it is now possible to provide benchmark solutions for
electron-hydrogen collision over the whole range of observables accessible by experiment.
We consider that the method is complete in four important respects:
² Solutions are obtained by direct solution of the full SchrÄ odinger equation, where159
all approximations are controlled in the sense that errors due to numerical discreti-
sation and solution on a grid can be demonstrated to converge consistently with
grid size reduction, hyperradius extension and increasing the number of angular
momentum states. Hence, ab initio benchmark results are obtained for all electron
energy-sharing and kinematic arrangements.
² Results can be obtained at all energies accessible to experiment, within the con-
straints of the non-relativistic SchrÄ odinger equation. The high-energy calculations
[E0=150 eV for H(1s) and E0=1.3 keV for Be3+(1s)] given here required mini-
mal computational resources and we expect that accurate results can be readily
obtained at higher energies where perturbation methods become accurate. The
energies near ionisation threshold were more problematic, due to the very large
grid sizes required. The di±culty, however, is only one of providing su±cient
computational resources, we found no evidence to suggest that the PECS method
becomes unstable or divergent at energies closer to threshold than the calculations
presented here.
² The method gives benchmark solutions for both discrete ¯nal-state and ionising
collisions.
² PECS can be applied to hydrogenic targets with arbitrary nuclear charge and
initial state.
With our generalisation of the ECS method for discrete ¯nal-state, excited initial-
state and charged hydrogenic ion collisions, and our development of the highly e±cient
computational methods that have removed the lower and upper energy limits of the ECS
method, we believe that we have achieved the stated goal of this project; to enhance
the ECS method to provide a complete numerical solution for e{H collisions. This is
signi¯cant in that it is the ¯rst method to demonstrate benchmark ab initio results over a
complete range of e{HZ targets, impact energies and ¯nal-state kinematic arrangements.
The bene¯ts a®orded by the exterior complex scaling technique used in the PECS
method, in combination with the highly e±cient numerical and computational algorithms160 CHAPTER 8: CONCLUSION
developed in this thesis, promise enormous potential for its future application to other
atomic collision problems.
There remain a number of electron-hydrogen collisions that warrant further inves-
tigation, including a more detailed examination of the resonance structure of discrete
¯nal-state collisions below threshold, excitation to high-n ¯nal states and collisions with
highly excited targets. These calculations will require substantial computing resources
due to the large grids and/or large number of coupled angular momentum states. The
ECS method has very recently been applied to other three-body problems including
photon-helium collisions (Horner et al 2004) and photoionisation of hydrogen molecules
(Vanroose et al 2004). Though, there remain many other three-body systems to which
the PECS method can be applied, of which the positron-hydrogen collision system is a
prime candidate.
The full solution to the SchrÄ odinger equation for a four-body break-up collision is sig-
ni¯cantly more computationally demanding than the three-body collisions investigated
here, and is the next logical progression for the development of the PECS method. We
believe that the e±ciency of PECS, combined with the ever-increasing power of modern
supercomputers, will make this a realisable goal in the near future. The ECS method
has very recently been applied to electron-helium collisions in the S-wave model us-
ing a time-dependent ECS method (Horner et al 2005), and we expect that the PECS
method will make similar progress with the time-independent solutions. Ultimately,
a full four-body solution to electron-helium collisions will give accurate information on
many processes that are inaccessible to existing three-body approaches, including double
excitation, excitation-ionisation and double ionisation.
Certainly each new collision system will present its own di±culties and challenges,
but we believe that the developments undertaken in this thesis will signi¯cantly aid these
future e®orts.Appendix A
Angular Momentum
This section details the angular functions and relations used in the partial-wave ex-
pansions undertaken in Chapter 2. The primary reference used for these relations was
Varshalovich et al (1988), with additional information obtained from Brink and Satchler
(1993), and these texts should be referenced for a rigorous justi¯cation of the relations
presented. Though many relations in this section are in common use in atomic physics,
they are included in this appendix to ensure that the theoretical and computational
development of the thesis is self contained.
A.1 Spherical harmonic function
The spherical harmonic function Ylm(µ;Á) is a single-valued, continuous and bounded
complex function of µ and Á, where 0 · µ · ¼, 0 · Á · 2¼ and parameters l and m are
integers with l ¸ 0 and jmj · l. The spherical harmonic function plays an important
role in quantum mechanics as it describes the angular distribution of a particle, with
orbital angular momentum l and projection m, moving in a spherically symmetric ¯eld.
It is an eigenfunction of the square of the orbital angular momentum operator ^ L2 such
that
^ L2Ylm(µ;Á) = l(l + 1)Ylm(µ;Á) (A.1)
and
^ LzYlm(µ;Á) = mYlm(µ;Á); (A.2)
where m is the eigenvalue of ^ Lz, which is the projection of the orbital angular momentum
operator on the quantisation axis.
The orthogonality and normalisation of the spherical harmonic function is given, in











and the complex conjugate is given by
Y ¤
lm(µ;Á) = Ylm(µ;¡Á) = (¡1)mYl¡m(µ;Á): (A.4)
The equivalence of the di®erent representations of the angular coordinates in the spheri-
cal coordinate system should be noted, (µ;Á) ´ ^ ­ ´ ^ r, as they are used interchangeably







Care must be taken when calculating Ylm(µ;Á) numerically using standard power
series expansions, as large errors can be introduced when l is large and ¯nite precision
°oating point arithmetic is used. The software for this thesis was based on \Numerical
Recipes in FORTRAN 77" (Press et al 1992), which uses a numerically stable recurrence
relation.
A relation used to derive the reduced matrix element in Section A.5 involves an























2l + 1 and the symbols in round brackets are Wigner-3j symbols, de¯ned
in Section A.3.
A.2 Bipolar spherical harmonic function
The bipolar spherical harmonic function YLM
l1l2 (^ ­1; ^ ­2) is used for systems that depend
on two vector directions, with a common centre, where
~ L =~ l1 +~ l2 (A.7)A.2: BIPOLAR SPHERICAL HARMONIC FUNCTION 163
and can be expressed in terms of the spherical harmonic function for each vector by
YLM






l1m1l2m2 is a Clebsch-Gordan coe±cient (see Section A.3). It is an eigenfunction
of the square of the orbital angular momentum operator ^ L2 such that
^ L2YLM






where M is the eigenvalue of ^ Lz, which is the projection of the orbital angular momentum
operator on the quantisation axis. The function is non-zero only when jl1 ¡ l2j · L ·
l1 + l2 and m1 + m2 = M, due to properties of the Clebsch-Gordan coe±cient.
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We may ¯nd an inverse relation for (A.8) as follows (where we have removed the164 APPENDIX A: ANGULAR MOMENTUM






















































where hl1m1l2m2jLMi = CLM
l1m1l2m2 = hLMjl1m1l2m2i.
A.3 Clebsch-Gordan coe±cient and Wigner-3j symbol
The Clebsch-Gordan coe±cients are used for problems that involve the addition of orbital
angular momentum of two particles. They represent the probability amplitude that for
a system with total orbital angular momentum L and projection M that the individual
particles have an orbital angular momentum and projection of (l1m1) and (l2m2). Two
common, and equivalent, notations for these coe±cients are
CLM
l1m1l2m2 ´ hl1m1l2m2jLMi: (A.14)
The coe±cients are real, and are non-zero only when
jl1 ¡ l2j · L · l1 + l2; (A.15)
and
M = m1 + m2; (A.16)
where l1,l2,L are integer or half-integer non-negative numbers, m1,m2,M are integer or
half-integer numbers, jm1j · l1, jm2j · l2, jMj · L and j1 + m1, j2 + m2, L + M and
l1 + l2 + L are integer non-negative numbers.A.4: WIGNER-6j SYMBOL 165
The Clebsch-Gordan coe±cient can be represented in terms of Wigner-3j coe±cients.
These are often used in place of Clebsch-Gordan coe±cients due to their simpler sym-




























































A commonly used symmetry property of the Clebsch-Gordan coe±cients, with re-







The Wigner-6j symbols are used when calculating the coupling coe±cients of three an-























where the summation is over all possible values of ®, ¯, °, ±, ² and Á, with only three
summation indices being independent. The Wigner-6j symbol is invariant under the
permutation of its columns, or under interchange of the upper and lower arguments in
each of any two columns.166 APPENDIX A: ANGULAR MOMENTUM







A.5 Reduced matrix element of 1
r12
The partial-wave expansion of 1
r12 = 1














where ¡¸ · q · ¸, 0 · ¸ · 1, r< = min(r1;r2) and r> = max(r1;r2). Therefore, when


























(^ r1; ^ r2)Y¸q(^ r1)
£Y ¤
¸q(^ r2)YLM
l1l2 (^ r1; ^ r2):
(A.24)
The integrals can be removed using the relations (A.8), (A.4) and (A.6), and simpli-







































and where the ¸ summation is over all non-negative integers such that the Wigner-3j
and Wigner-6j symbols are non-zero, which is given by
max(jl1 ¡ l0
1j;jl2 ¡ l0
2j) · ¸ · min(jl1 + l0
1j;jl2 + l0
2j): (A.27)
An important outcome of this matrix element is that it is non-zero only when L=L0
and M=M0, and has no dependence upon the projection of the angular momenta M,
m1 or m2. We refer to it as the reduced matrix element of 1











jl1l2LMi; (A.28)A.5: REDUCED MATRIX ELEMENT OF 1
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This derivation is equivalent to Equation (6.34) published by Brink and Satchler
(1993), where it is noted that the condition that both (¸ + l1 + l0
1) and (¸ + l2 + l0
2) are
even ensures that the reduced matrix element does not connect states of di®erent total
parity.Appendix B
Numerov Formulae
In Section 3.2 we derived a one-dimensional variable-grid Numerov formula for solving
second-order di®erential equations. However, it is necessary to derive nine variations
of this Numerov formula in order to compute the e{HZ scattering wave function on a
two dimensional grid. The formula selection depends on whether ri¡1=0 and/or rj¡1=0,
dictating whether a series expansion for Ãij is used when deriving the formula [see (3.11)],
and when this expansion is used, whether the angular momentum of the electron l is











i;l1l2 (ri;rj) + ­LMS¦
i;l1l2 (ri;rj) = 0; (B.1)
























































Note that the i subscript on the Ã and ~ Â functions uses bold font to di®erentiate this
abbreviation for the initial state (see page 11) from the grid points in the i direction.
Also, note that the singularities in ­LMS¦
i;l1l2 are removed by the use of delta functions.
The grid spacing is given by h = ri ¡ri¡1 and t = rj ¡rj¡1 in the i and j directions,
respectively. Two further coe±cients are used, ® = (ri+1 ¡ ri)=h and ¯ = (rj+1 ¡
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rj)=t, which determine the expansion (or contraction) of the grid spacing in the i and j
directions, respectively. Each grid measurement, h, t, ®, and ¯ may be real or complex,
and are displayed graphically in Fig. 3.1. The values of A, B, C and D vary depending
on whether ri¡1=0 and / or rj¡1=0 and the angular momentum of the electrons.
Firstly, we shall consider only the i direction. If there is no singularity, ri¡1 > 0,
then
A¡1 = 12® (B.4)
A0 = ¡12(® + 1)
A1 = 12
B¡1 = ¡®3 + ®2 + ®
B0 = ®3 + 4®2 + 4® + 1
B1 = ®2 + ® ¡ 1:
If there is a singularity (ri¡1 = 0) and l = 0 then
A¡1 = 0 (B.5)
A0 = (® + 1)(3¸2
1®2h2 + 4¸2
1h2® ¡ 30¸1®h + ¸2
1h2 ¡ 24¸1h + 72)
A1 = ¡¸2
1h2 ¡ 6¸1®h + 2¸2
1h2® + 24¸1h ¡ 72
B¡1 = 6®(®2 ¡ ® ¡ 1)
B0 = (® + 1)(3¸1®2h ¡ 6®2 ¡ 18® + 4¸1®h + ¸1h ¡ 6)
B1 = 2¸1®2h ¡ 6®2 + ¸1®h ¡ ¸1h ¡ 6® + 6;
or if there is a singularity and l > 0 then
A¡1 = 0 (B.6)
A0 = (1 + ®)2+l(®(2 + l)(l2 + l + ¸2 + ¸1h) ¡ 6 ¡ 9l + ¸2 ¡ 3l2 + ¸1h)
A1 = ®2¸1h(l + 1) + ®(l3 + 6l2 + (¸1h + ¸2 + 11)l + ¸2 + 6) + 9l
+6 ¡ ¸1h ¡ ¸2 + 3l2171
B¡1 = 0
B0 = (1 + ®)2+l(l® + 2® + 1)
B1 = (1 + ®)2(l® + ® ¡ 1)
In these equations ¸1 = 2Z, where Z is the charge on the nucleus, and ¸2 = ¡l(l+1),
where l is the angular momentum of the electron (l1 and l2 for the i and j directions,
respectively).
For the j-direction, the formulae are based on those given above and are selected
depending on whether there is a singularity (rj¡1 = 0) and the angular momentum of
the electron l = l2. For the j-direction we use C in place of A and D in place of B, and
replace ® with ¯ and h with t.
These formulae were derived using the Maple algebraic computing language and
checked to ensure that for equally spaced grids (® = ¯ = 1) the equations reduce to
those given by Wang and Callaway (1993) for l > 0 and Poet (1980)1 for l = 0.
We now have the required values for A, B, C and D that are used in (B.2) to give
the Numerov formula relationship between the nine grid points centred on (i;j). By
building a matrix equation and using the boundary conditions (3.1) and (3.2), ÃLMS¦
i;l1l2
can be solved for all points on the grid.
1Note that equation (14) in this publication is missing a factor of h
2 in the last two terms on the
left-hand-side.Appendix C
Coulomb Wave Small-kr Approximation
In Section 3.6.3 we brie°y discussed the inaccuracies encountered with the Coul90 routine
(Barnett 1996) when calculating regular Coulomb radial wave functions for small values
of kr. To overcome this problem we require a small-kr approximation for this function
[eg. (van Haeringen 1985)], however, at large values of electron angular momentum
and small kr when Coul90 becomes inaccurate, or fails, the small-kr approximation
requires more expansion terms to maintain accuracy than are normally published. We
have therefore used algebraic computing to calculate a small-kr approximation from ¯rst
principles.
The analytic form of the regular Coulomb wave function is given by (van Haeringen
1985)
Ál(Z;k;r) = Cl eikr(kr)l+1
1F1(l + 1 + i° ; 2l + 2 ; ¡2ikr); (C.1)
where ° = Z=k, 1F1 is the con°uent hypergeometric function and
Cl = 2le¡ 1
2¼°j¡(l + 1 + i°)j
(2l + 1)!
: (C.2)
By performing a series expansion of Ál(Z;k;r) with respect to kr, using the Maple alge-
braic computing environment, we obtain the small-kr approximation for this function,
giving






(kr)2(2°2 ¡ l ¡ 1)
2(l + 1)(2l + 3)
+
°(kr)3(2°2 ¡ 3l ¡ 4)
6(l + 1)(2l + 3)(l + 2)
+
(kr)4(4°4 ¡ 12l°2 ¡ 20°2 + 3l2 + 9l + 6)







Five terms in this series expansion is su±cient to ensure the necessary accuracy for all
targets, energies and kinematics presented in this thesis. At small kr the magnitude of
the terms within the braces of (C.3) converge monotonically towards zero, from which
the error of the truncated series can be easily estimated. This approximation for the
regular Coulomb function is used in this thesis when its estimated error falls below 0.001
percent.
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