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THE BRYLINSKI FILTRATION FOR AFFINE KAC-MOODY ALGEBRAS AND
REPRESENTATIONS OF W -ALGEBRAS
SURESH GOVINDARAJAN, SACHIN S. SHARMA, AND SANKARAN VISWANATH
ABSTRACT. We study the Brylinski filtration induced by a principal Heisenberg subalgebra of an affine
Kac-Moody algebra g, a notion first introduced by Slofstra. The associated graded space of this filtra-
tion on dominant weight spaces of integrable highest weight modules of g has Hilbert series coinciding
with Lusztig’s t-analogue of weight multiplicities. For the level 1 vacuum module L(Λ0) of affine Kac-
Moody algebras of type A, we show that the Brylinski filtration may be most naturally understood in
terms of (vertex algebra) representations of the corresponding W -algebra. We show that the dominant
weight spaces of L(Λ0) form an irreducible Verma module of W and that the Poincare´-Birkhoff-Witt
basis of this module is in fact compatible with the Brylinski filtration. This explicitly determines the
subspaces of the Brylinski filtration. Our basis may be viewed as the analogue of Feigin-Frenkel’s ba-
sis of W , but for the W -action on the principal (rather than on the homogeneous) vertex operator
realization of L(Λ0).
1. INTRODUCTION
1.1. Let g denote a symmetrizable Kac-Moody algebra. Let L(λ) be an integrable highest weight
representation of g and µ a dominant weight of L(λ). Lusztig’s t-analogue of weight multiplicity is
defined to be the polynomial [26]:
mλµ(t) =
∑
w∈W
ε(w)K(w(λ + ρ)− (µ+ ρ); t) (1.1)
where ε is the sign character of the Weyl groupW of g, ρ is the Weyl vector andK is the t-analogue
of Kostant’s partition function defined by:∑
β∈Q+
K(β; t) eβ =
∏
α∈∆+
(1− teα)−mα
Here ∆+ is the set of positive roots, Q+ = Z≥0(∆+) and mα is the multiplicity of the root α. At
t = 1, mλµ(t) reduces to the weight multiplicity dimL(λ)µ.
1.2. When g is finite dimensional, it is a classical fact that mλµ(t) has non-negative integral co-
efficients. A principal nilpotent element of g induces a filtration on L(λ), called the Brylinski-
Kostant filtration. The associated graded space of its restriction to L(λ)µ has Hilbert-Poincare´ series
mλµ(t) [5,6,17].
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1.3. For g of affine type, it was conjectured by Braverman-Finkelberg [4] that the analogous
result holds, i.e., that the associated graded space of the principal nilpotent filtration on L(λ)µ has
Hilbert-Poincare´ series mλµ(t). Slofstra [27] showed that this was false, but that it becomes true
if the principal nilpotent filtration is replaced by the principal Heisenberg filtration [27, Theorem
2.2]. The latter is the filtration of the weight spaces induced by the positive part of the principal
Heisenberg subalgebra of g (see §5.1 below); we shall call this the Brylinski filtration, following
Slofstra.
1.4. We turn to a second interpretation of the polynomials mλµ(t). In the finite dimensional case,
they coincide with the Kostka-Foulkes polynomials Kλµ(t), the coefficients that occur when the
character of L(λ) is expressed in the basis of the Hall-Littlewood polynomials Pµ(t) [16,24]. This
result was generalized to all symmetrizable Kac-Moody algebras in [28, Theorem 1]. In particular,
when g is a simply-laced affine Kac-Moody algebra, this interpretation enables a closed-form com-
putation of the mλµ(t) for the level 1 vacuum module (basic representation) L(Λ0) of g. This takes
the generating function form [28, Corollary 2]:∑
n≥0
mΛ0Λ0−nδ(t) q
n =
ℓ∏
k=1
∞∏
n=1
(1− tdkqn)−1 (1.2)
where dk (1 ≤ k ≤ ℓ) are the degrees of the underlying finite dimensional simple Lie algebra g, Λ0
is the dominant weight of g of level 1 which vanishes on the Cartan subalgebra h of g and δ is the
null root of g. As shown in [28], equation (1.2) is essentially equivalent to the q-Macdonald-Mehta
constant term identity [7, Theorem 5.3] proved by Cherednik via Double Affine Hecke Algebra
(DAHA) techniques.
1.5. We can rephrase equation (1.2) in terms of the Brylinski filtration. Consider the subspace
Z := L(Λ0)
h of h-invariants of the level 1 vacuum module L(Λ0). It admits a grading
Z =
⊕
n≥0
Zn :=
⊕
n≥0
L(Λ0)Λ0−nδ
Restrict the Brylinski filtration to Z; the associated graded space grZ then becomes a bi-graded
vector space. From Slofstra’s result mentioned above [27, Theorem 2.2] and equation (1.2), we
obtain its two-variable Hilbert-Poincare´ series:
H(grZ; t, q) :=
∑
n≥0
∑
i≥0
dim
(
F iZn /F
i−1Zn
)
tiqn =
ℓ∏
k=1
∞∏
n=1
(1− tdkqn)−1 (1.3)
where F iL(Λ0) denotes the i
th subspace in the Brylinski filtration (§5.1) of L(Λ0) and F
iU =
U ∩ F iL(Λ0) for a subspace U of L(Λ0). It is pertinent here to note the interplay of the two
important Heisenberg subalgebras of g: equation (1.3) concerns the Brylinski filtration (induced
by the positive part of the principal Heisenberg subalgebra) on the subspace Z (which is the Fock
space of the homogeneous Heisenberg subalgebra).
1.6. Given a subspace U of L(Λ0), a basis B of U is said to be Brylinski-compatible if for all d ≥ 0,
B ∩ F dU is a basis of F dU ; in other words if the image of B in grU is a basis of grU . The
main result of this paper is the construction of a natural Brylinski-compatible basis of Z, for the
untwisted affine Lie algebras of type A. Our construction employs the W -algebra, a vertex algebra
that is naturally associated to g and the key fact that the subspace Z ⊂ L(Λ0) (in the principal
vertex operator realization) has the structure of a W -module.
In order to state our main theorem, we recall the relevant facts about W -algebras in general. Let
g denote a simply-laced affine Lie algebra, g the underlying finite-dimensional simple Lie algebra
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and W = W (g) the corresponding W -algebra. This is a vertex algebra which can be realized as a
subalgebra of the lattice vertex algebra VQ where Q is the root lattice of g. Let d1 6 d2 6 · · · 6 dℓ
be the list of degrees of g as in (1.2). The following theorem, due to Feigin and Frenkel [10], states
an important fact about W -algebras.
Theorem 1 (Feigin-Frenkel). There exist elements ω i ∈ W of degree di such that W is freely generated
by ω 1, ω 2, · · · , ω ℓ. 
For g = A
(1)
ℓ (ℓ > 1), we note that the degrees di are 2, 3, · · · , ℓ+1. The field Y (ω
i, z) has conformal
weight di and we write:
Y (ω i, z) =
∑
n∈Z
ω in z
−n−di
Here ω 1 is the conformal vector of W , which corresponds to the Virasoro field. Let |0〉 denote the
vacuum vector of W . Theorem 1 states that the following is a basis of W (in PBW fashion):
ω p1k1 ω
p2
k2
· · · ω prkr |0〉 (1.4)
with (i) r > 0 (ii) ℓ > p1 > p2 > · · · > pr > 1 (iii) kj 6 −dpj for all j and (iv) if pi = pi+1,
then ki 6 ki+1.
1.7. The level 1 vacuum module L(Λ0) of g has many different realizations in terms of vertex
operators, one for each conjugacy class of the Weyl groupW (g) of g [21]. The principal realization
of L(Λ0) corresponds to the conjugacy class of a Coxeter element σ ∈ W (g). This realization
endows L(Λ0) with the structure of a σ-twisted representation of the lattice vertex algebra VQ.
When restricted to the vertex subalgebra W ⊂ VQ, this representation becomes untwisted, since W
is pointwise fixed by σ (and indeed by every Weyl group element) [3]. The following is our main
theorem.
Theorem 2. Let g = A
(1)
ℓ . Consider the principal realization of L(Λ0) as a W -module and let vΛ0
denote a highest weight vector of L(Λ0).
(a) The W -submodule of L(Λ0) generated by vΛ0 is exactly the space Z = L(Λ0)
h.
(b) Z is isomorphic to a Verma module of W , and is irreducible.
(c) The following vectors form a Brylinski-compatible basis of Z:
ω p1k1 (σ) ω
p2
k2
(σ) · · · ω prkr (σ) vΛ0 (1.5)
where (i) r > 0 (ii) ℓ > p1 > p2 > · · · > pr > 1 (iii) kj 6 −1 for all j and (iv) if
pi = pi+1 , then ki 6 ki+1.

We note that the modes ω in(σ) in (1.5) now refer to the action of ω
i ∈ W on the principal
realization of L(Λ0):
Y
L(Λ0)
(ω i, z) =
∑
n∈Z
ω in(σ) z
−n−di
Equation (1.5) bears a close resemblance to the Feigin-Frenkel basis (1.4). We may in fact view
the Feigin-Frenkel basis as the analogue of (1.5) for the homogeneous realization of L(Λ0), with
h-invariants replaced by g-invariants (see Remark 5).
While we expect theorem 2 to hold for all simply-laced affine algebras, our methods are very
specific to type A. In particular, the key assertion that Z is irreducible will be deduced from results
of Frenkel-Kac-Radul-Wang [11] relating representations of W -algebras in type A to those of D̂ ,
the universal central extension of the Lie algebra of regular differential operators on the circle.
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We remark that the principal realization of L(Λ0) as a W -module has been previously considered
by Bakalov-Milanov [3] and other authors (see references in [3]) for its role in the study of sin-
gularities. In particular, Bakalov-Milanov construct a completion of this representation and show
that a highest weight vector for the W -action on the completion is related to the total descendant
potential of a simple singularity [3, Theorem 1.1].
The paper is organized as follows. Sections 2-4 contain background and notation on lattice
vertex algebras and their twisted modules. Section 5 describes the Brylinski filtration on L(Λ0)
in the principal realization. Section 6 recalls the main facts about W -algebras and their Verma
modules. Sections 7-8 culminate in proving that Z is an irreducible Verma module of W . Finally,
section 9 completes the proof of Theorem 2 by showing that the natural PBW basis of this Verma
module is in fact compatible with the Brylinski filtration.
1.8. Acknowledgments. It is a pleasure to thank Bojko Bakalov for useful discussions and pointers
to relevant literature at an early stage of this work. Sachin Sharma also thanks the Institute of
Mathematical Sciences, where parts of this work were done, for its excellent hospitality.
2. VERTEX ALGEBRAS, REPRESENTATIONS
We first recall the primary notions about vertex algebras and fix notation [2,3,23].
2.1. Vertex algebras. A vertex algebra is a vector space V , with a vacuum vector |0〉 ∈ V and
state-field correspondence Y : V → EndV [[z, z−1]]:
Y (a, z) =
∑
n∈Z
a(n) z
−n−1
This satisfies the following axioms [23, Prop 4.8(b)]: (a) Y (a, z) b is a Laurent series in z for all
a, b ∈ V (b) Y (|0〉, z) = idV (c) a(−1)|0〉 = a for all a ∈ V and (d) the modes satisfy the Borcherds
identity:
∞∑
j=0
(−1)j
(
n
j
)(
a(m+n−j)
(
b(k+j) c
)
− (−1)n b(k+n−j)
(
a(m+j) c
) )
=
∞∑
j=0
(
m
j
)(
a(n+j) b
)
(k+m−j)
c
(2.1)
for all a, b, c ∈ V and m,n, k ∈ Z.
2.2. Strongly generating subset. We recall that a vertex algebra V is said to be strongly generated
by a subset X ⊂ V if V is spanned by the vectors obtained by repeated actions of the negative
modes of elements of X on the vacuum |0〉. In other words:
V = span {x1(k1) x
2
(k2)
· · · xr(kr) |0〉 : r > 0, x
i ∈ X, ki < 0}
2.3. The Heisenberg vertex algebra. Let h be a finite-dimensional vector space with a symmetric
nondegenerate bilinear form (· | ·). We denote the affinization1 of h by ĥ = h ⊗C C
[
t, t−1
]
⊕ CK
where K is the central element. Letting htj denote the element h⊗ tj, the Lie bracket is defined by
[h1t
j, h2t
k] = δj+k,0 (h1 |h2)K, for h1, h2 ∈ h and j, k ∈ Z. Thus ĥ is isomorphic to a Heisenberg Lie
algebra. Let
F = Indĥ
ĥ+⊕CK
C = U ĥ ⊗
U(ĥ+⊕CK)
C
1The t which occurs here is not to be confused with the indeterminate t of (1.1). Since the two don’t appear together
in this paper, we permit ourselves this mild notational conflict so as to adhere to standard notations as much as possible.
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be the highest weight irreducible representation of ĥ where ĥ+ := h ⊗ C[t] acts trivially on C
and K acts as 1. We may identify F with S ĥ− where ĥ− := h ⊗ t−1C[t−1]. We have a grading:
F =
⊕
p≥0 F
[p] where F [p] is spanned by
(
h⊗ tj1
)
· · ·
(
h⊗ tjr
)
with ji < 0,
∑
ji = −p. The
space F is called the Heisenberg vertex algebra. It is strongly generated by h⊗ t−1, with state-field
correspondence determined by:
Y (ht−1, z) =
∑
n∈Z
(htn) z−n−1 for h ∈ h. (2.2)
This vertex algebra has a conformal vector [23, Prop. 3.5]:
ω =
1
2
dim h∑
i=1
ai(−1) b
i
(−1) |0〉 (2.3)
where {ai} and {bi} are bases of h such that (ai | b j) = δij and the vacuum vector |0〉 is the highest
weight vector 1 ⊗ 1 of F. The central charge of the Virasoro field Y (ω, z) =
∑
n∈Z ωn z
−n−2 is
dim h.
2.4. Representations. A representation of the vertex algebra V (or V -module) is a vector space
M together with fields YM (a, z) =
∑
n∈Z a(n) z
−n−1 with a(n) ∈ EndM for each a ∈ V, n ∈ Z. The
axioms are (i) YM (|0〉, z) = idM , (ii) YM (a, z)m is a Laurent series in z for each a ∈ V, m ∈M , and
(iii) the Borcherds identity (2.1) holds for all a, b ∈ V , c ∈M and all integersm,n, k.
2.5. The oscillator representations of F. For λ ∈ h
∗
, let Cλ be the one-dimensional (ĥ
+ ⊕ CK)-
module on which h⊗ tC[t] acts trivially, h⊗ 1 acts as λ(h) for all h ∈ h and K acts as 1. Let
πλ = Ind
ĥ
ĥ+⊕CK
Cλ.
This is a highest weight irreducible representation of ĥ, called the oscillator representation. We let
|λ〉 denote the highest weight vector 1⊗ 1 of πλ. The space πλ is also a representation of the vertex
algebra F, with the fields given by the same formula as in (2.2), but now with the htn interpreted
as operators on πλ.
The conformal vector ω ∈ F induces a grading on πλ; more precisely, we have πλ =
⊕
k∈C π
[k]
λ
where π
[k]
λ = {x ∈ πλ : ω0(x) = kx}. For instance, one has ω0|λ〉 = (|λ|
2/2)|λ〉. The character of πλ
is defined to be trπλ q
ω0 and is given by [22, (3.4)]:
trπλ(q
ω0) =
q|λ|
2/2
ϕ(q)dim h
where ϕ(q) =
∏
n≥1(1− q
n)−1 is Euler’s ϕ-function.
2.6. Twisted representations. Let σ be a finite order automorphism of a vertex algebra V , of
order d say. Then σ is diagonalizable, with eigenvalues ηj where η = e 2πi/d and j ∈ Z. A σ-twisted
representation of V is a vector spaceM together with fields YM (a, z) ∈ EndM [[z
1/d, z−1/d]]. Given
a ∈ V such that σ(a) = η−j a, we require:
YM (a, z) =
∑
n∈ j
d
+Z
a(n) z
−n−1
with a(n) ∈ EndM , i.e., the modes for n 6∈
j
d + Z are zero. This is equivalent to YM(σa, z) =
YM (a, e
2πiz) for all a ∈ V . The axioms are now [2, Remark 3.1], [3, §3.1]: (i) YM (|0〉, z) = idM (ii)
YM (a, z)m is a Laurent series in z
1/d for each a ∈ V, m ∈ M and (iii) the Borcherds identity (2.1)
holds for all a, b ∈ V , c ∈M and for all n ∈ Z, m,k ∈ 1dZ.
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2.7. The twisted Heisenberg Fock space. Let h be a finite-dimensional vector space with a sym-
metric nondegenerate bilinear form (· | ·) and let ϕ be a linear automorphism of h of order m,
preserving (· | ·). This induces an automorphism (also denoted ϕ) of the vertex algebra F of §2.3.
One can extend ϕ to an operator on the space h⊗C[t1/m, t−1/m]⊕ CK via:
ϕ(h⊗ tp) = ϕ(h) ⊗ e2πip tp, ϕ(K) = K for all h ∈ h, p ∈
1
m
Z
The ϕ-twisted Heisenberg algebra ĥϕ is defined to be the set of fixed points of ϕ [3, §3.3]. It has a
basis comprising the elements K and htp := h⊗ tp where h ∈ h, mp ∈ Z such that ϕ(h) = e−2πiph
and the Lie bracket is: [atp, btq] = p δp,−q(a | b)K with K central. Let ĥ
+
ϕ (respectively ĥ
−
ϕ ) denote
the span of the elements htp of the above form for p ≥ 0 (respectively p < 0). As in §2.3, we define
the ϕ-twisted Fock space
Fϕ = Ind
ĥϕ
ĥ+ϕ⊕CK
C (2.4)
where ĥ+ϕ acts trivially on C and K acts as 1. Then Fϕ
∼= S ĥ−ϕ (as vector spaces) becomes a
ϕ-twisted representation of F [3, §3.3]. For h ∈ h with ϕ(h) = e−2πiph, we have
YFϕ(ht
−1, z) =
∑
n∈p+Z
(htn) z−n−1 (2.5)
2.8. Product identity. For later use, we record the following “product identity” of Bakalov-Milanov
[3, Proposition 3.2] for twisted representations, rewritten in terms of modes:
Proposition 3. (Bakalov-Milanov) Let V be a vertex algebra, σ an automorphism of V of finite order
d and M a σ-twisted V -module. Let a, b ∈ V and Nab be a non-negative integer such that a(k)b = 0
for all k ≥ Nab. Fix r ∈
1
dZ, n ∈ Z. Then for any c ∈M , we have:(
a(n)b
)
(r)
c =
∑
p,q∈ 1
d
Z
p+q=r+n
κ(p) a(p)b(q)c (2.6)
where κ(p) is a scalar, given by κ(p) =
N∑
m=0
(−1)N−m
(
N
m
)(
m− p− 1
N − n− 1
)
with N = max(Nab, n+ 1).
3. THE ROOT LATTICE VERTEX ALGEBRA AND ITS AUTOMORPHISMS
3.1. The lattice vertex algebra VQ. We follow [3,9,23]. Let g denote a finite dimensional simple
Lie algebra over C. We further assume g is simply-laced, i.e., of types A,D or E. Let ∆ denote the
set of roots, Q = Z∆ denote the root lattice and h = C⊗ZQ the Cartan subalgebra of g. We assume
(· | ·) is the Killing form normalized such that (α |α) = 2 for all roots α. As in §2.3, we consider the
Heisenberg Lie algebra ĥ = h[t, t−1]⊕ CK and let F denote its Fock space.
Let Cε[Q] denote the twisted group algebra of Q with multiplication e
αeβ = ε(α, β) eα+β where
ε : Q × Q → {±1} is a bimultiplicative cocycle satisfying ε(α, β)ε(β, α) = (−1)(α |β). The lattice
vertex algebra VQ is defined to be the space
VQ = F ⊗C Cε[Q]
This can be made into an ĥ-module by declaring each 1⊗ eβ , β ∈ Q to be a highest weight vector,
of highest weight β, i.e., htk (1 ⊗ eβ) = δk,0 〈h , β〉 (1 ⊗ e
β) for k > 0, h ∈ h. We let hn denote the
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operator htn ⊗ id on F ⊗C Cε[Q]. We have the state-field correspondences:
Y (ht−1 ⊗ 1, z) =
∑
n∈Z
hn z
−n−1 (3.1)
Y (1⊗ eα, z) = eα zα0 exp
(
−
∑
n<0
z−n
n
αn
)
exp
(
−
∑
n>0
z−n
n
αn
)
(3.2)
where h ∈ h, α ∈ Q. Here, eα denotes the left multiplication operator by 1 ⊗ eα, the operator zα0
acts as zα0 (ζ ⊗ eβ) = z(α |β) (ζ ⊗ eβ) for ζ ∈ F and we identify α ∈ h
∗
with its dual in h under the
normalized Killing form. The vacuum vector is |0〉 = 1 ⊗ e0. The elements {ht−1 ⊗ 1 : h ∈ h} and
{1⊗ eα : α ∈ ∆} strongly generate VQ. It is clear that F is a vertex subalgebra of VQ.
3.2. Conformal vector, grading. The conformal vector of VQ is given by:
ω =
1
2
dim h∑
i=1
ai−1 b
i
−1 |0〉 (3.3)
where {ai} and {bi} are bases of h such that (ai | b j) = δij . Let the corresponding Virasoro field be
L(z) = Y (ω, z) =
∑
n Ln z
−n−2 and define V
[d]
Q := {v ∈ VQ : L0 v = d v}. This defines a vertex
algebra grading VQ =
⊕
d∈Z+
V
[d]
Q , with ht
−n ⊗ 1 ∈ V
[n]
Q and 1 ⊗ e
α ∈ V
[(α |α)/2]
Q for all n > 0 and
α ∈ Q. In particular, V
[1]
Q is spanned by the elements ht
−1 ⊗ 1 and 1⊗ eα for h ∈ h, α ∈ ∆. Hence
V
[1]
Q strongly generates VQ.
3.3. Derivations and automorphisms. We follow [9]. An automorphism of the lattice vertex
algebra VQ is a vector space isomorphism ϕ : VQ → VQ that satisfies ϕ(ω) = ω and ϕ(a(n) b) =
ϕ(a)(n) ϕ(b) for all a, b ∈ VQ, n ∈ Z. A derivation D : VQ → VQ is a linear map that satisfies Dω = 0
and D(a(n) b) = (Da)(n) b+ a(n)Db for all a, b ∈ VQ, n ∈ Z. If D is a derivation, then expD defines
an automorphism of VQ.
An automorphism fixes the vacuum vector |0〉, while a derivation annihilates it. Further, deriva-
tions and automorphisms preserve the grading of VQ, in particular they preserve the space V
[1]
Q .
Since this space strongly generates VQ, a derivation or automorphism is uniquely determined by its
action on V
[1]
Q .
3.4. Inner automorphisms. The space V
[1]
Q becomes a Lie algebra under the bracket [a, b] = a(0)b
for a, b ∈ V
[1]
Q . It is isomorphic to g, under an isomorphism mapping (ht
−1⊗ 1) to h and (1⊗ eα) to
an element of the root space gα for each h ∈ h, α ∈ ∆. We identify V
[1]
Q with g via this isomorphism.
Given X ∈ V
[1]
Q , the map X(0) is a derivation of VQ. Restricted to V
[1]
Q , this coincides with the
adjoint action of X on V
[1]
Q viewed as a Lie algebra. We let InnVQ denote the group of inner
automorphisms of VQ. This is the subgroup of AutVQ generated by {expX(0) : X ∈ V
[1]
Q }. Fur-
ther, since V
[1]
Q strongly generates VQ, it is clear that InnVQ is isomorphic to the group Inn g =
〈 exp(adX) : X ∈ g 〉 of inner automorphisms of g [9, §2].
Given ϕ ∈ Inn g, say ϕ = exp(adX1) exp(adX2) . . . exp(adXp) with Xi ∈ g ∼= V
[1]
Q , we denote
by ϕ˜ ∈ InnVQ its unique lift to an automorphism of VQ:
ϕ˜ = expX1(0) expX
2
(0) . . . expX
p
(0) (3.4)
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It is clear that if ϕ has (finite) order d, then so does ϕ˜.
4. TWISTED MODULES OF THE LATTICE VERTEX ALGEBRA AS g-MODULES
In this section, let g denote a simply-laced affine Lie algebra. Let g denote the underlying finite-
dimensional simple Lie algebra with root lattice Q and VQ the corresponding lattice vertex algebra.
4.1. Let m ≥ 1 and consider the Lie algebra g⊗C[t1/m, t−1/m]⊕CK ⊕Cd. Here K is central and
the other Lie brackets are given by [a⊗tp, b⊗tq] = [a, b]⊗tp+q+p δp,−q(a | b)K, [d, a⊗t
p] = p(a⊗tp)
for a, b ∈ g and p, q ∈ (1/m)Z.
Now let ϕ be an inner automorphism of g of order m. Extend the action of ϕ to the space
g⊗ C[t1/m, t−1/m]⊕ CK ⊕ Cd via:
ϕ(x⊗ tp) = ϕ(x)⊗ e2πip tp, ϕ(K) = K, ϕ(d) = d for all x ∈ g, p ∈
1
m
Z.
Define g[ϕ] to be the set of fixed points of ϕ. This is a Lie subalgebra and has a basis comprising
the elements K, d and a ⊗ tp where a ∈ g, mp ∈ Z such that ϕ(a) = e−2πipa. Since ϕ is an inner
automorphism of g, the Lie algebra g[ϕ] is isomorphic to the affine Lie algebra g [19, Theorem 8.5].
4.2. Let ϕ˜ denote the unique lift of ϕ to an automorphism of VQ as in (3.4). Suppose M is a
ϕ˜-twisted VQ-module. Let YM(a, z) =
∑
p∈(1/m)Z a(p) z
−p−1 be the corresponding fields. Then M
becomes a g[ϕ]-module via the action:
a⊗ tp 7→ a(p), K 7→ 1, d 7→ −ω0
where p ∈ 1mZ, ϕ(a) = e
−2πipa and ω is the conformal vector of VQ [25].
4.3. The automorphisms σ, ζ and ψ. In what follows, we consider two specific automorphisms
of g. Let σ denote a Coxeter element of g. It is the element of GL(h) given by the product of all
simple reflections (in some order). It has order h, the Coxeter number of g. Since σ is a Weyl
group element, we may lift it to an inner automorphism of g, of order h. We also denote this
automorphism as σ.
We have another finite order inner automorphism of g, defined by:
ζ = exp
(
ad
2πiρ∨
h
)
= Ad
(
exp
2πiρ∨
h
)
where ρ∨ ∈ h is the unique element such that αi(ρ
∨) = 1 for all simple roots αi of g. It is well-
known [18, Prop. 3.4, Remark (e)] that the automorphisms σ and ζ are conjugate under an inner
automorphism ψ of g, i.e., ψσψ−1 = ζ.
Since they are all inner, σ, ζ, ψ lift to automorphisms σ˜, ζ˜ , ψ˜ of VQ via (3.4). The automorphisms
σ˜ and ζ˜ also have order h. Let u = (h1t
j1)(h2t
j2) · · · (hkt
jk) ∈ F with hi ∈ h and ji < 0 for 1 ≤ i ≤ k
(see §2.3). The action of σ˜ and ζ˜ on u⊗ eα ∈ VQ is given by [3,8]:
σ˜(u⊗ eα) = (σ(h1)t
j1) (σ(h2)t
j2) · · · (σ(hk)t
jk)⊗ eσα
ζ˜(u⊗ eα) = e2πiα(ρ
∨)/h (u⊗ eα)
Finally, we observe that since ψσψ−1 = ζ, the automorphisms ψ˜ σ˜ ψ˜−1 and ζ˜ agree on V
[1]
Q . Since
V
[1]
Q strongly generates VQ, we obtain ψ˜ σ˜ ψ˜
−1 = ζ˜ on VQ.
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4.4. The σ-twisted realization of the vacuum module. There is a σ˜-twisted representation Mσ
of the lattice vertex algebra VQ such that the associated representation of g ∼= g[σ] is isomorphic to
the vacuum module L(Λ0). This is called the principal vertex operator realization [20]. The linear
automorphism σ of h leaves the form on h invariant. We have
Mσ = Fσ ,
the corresponding σ-twisted Fock space obtained by taking ϕ = σ in (2.4). The action of F ⊂ VQ
onMσ given by (2.5) extends to an action of all of VQ [3, (3.11)].
4.5. The ζ-twisted realization of the vacuum module. Similarly, there is a ζ˜-twisted representa-
tion Mζ of VQ which is isomorphic to L(Λ0) as a g ∼= g[ζ]-module. This is given by Mζ = VQ+ρ/h,
i.e., Mζ coincides with VQ = F ⊗C Cε[Q] as a vector space, with the action of VQ on Mζ given by
the ρ/h-shifted versions of the vertex operators in equations (3.1) and (3.2). To define these, we
let the operators hn, n 6= 0 and e
α, α ∈ Q act on VQ in the same manner as in §3.1, and redefine
the actions of h0 and z
α0 as follows:
h0(u⊗ e
β) = (β + ρ/h)(h) (u ⊗ eβ) (4.1)
zα0(u⊗ eβ) = (α |β + ρ/h) (u ⊗ eβ) (4.2)
for all h ∈ h, α, β ∈ Q,u ∈ F. With these definitions, the vertex operators in (3.1) and (3.2) make
Mζ into a ζ˜-twisted VQ-module [8,25].
2 Viewed as a g ∼= g[ζ]-module, it is isomorphic to a level 1
irreducible highest weight representation [25]. That the highest weight is Λ0 can be readily seen
from the definition of the shifted vertex operators and the isomorphism g
∼
→ g[ζ].
4.6. Isomorphism of the two realizations of the vacuum module. Now Mσ ∼= L(Λ0) as a g[σ]-
module andMζ ∼= L(Λ0) as a g[ζ]-module. In other wordsMσ andMζ are isomorphic as g ∼= g[σ] ∼=
g[ζ] modules. From the discussion of §4.1-§4.3, this implies that there is a map (cf., [14, Theorem
4.5.2] for the ŝl 2-case): Ψ : Mσ →Mζ such that given k ∈ Q and v ∈Mσ
Ψ(X(k) •σ v) =
(
ψ˜(X)
)
(k)
•ζ Ψ(v) for all X ∈ V
[1]
Q . (4.3)
Here •σ and •ζ indicate the VQ-actions on Mσ and Mζ respectively. Since V
[1]
Q strongly generates
VQ, equation (4.3) holds for all X ∈ VQ.
Ψ(X(k) •σ v) =
(
ψ˜(X)
)
(k)
•ζ Ψ(v) for all X ∈ VQ. (4.4)
Equivalently:
Ψ YMσ(X; z) Ψ
−1 = YMζ (ψ˜(X); z) for all X ∈ VQ. (4.5)
5. THE BRYLINSKI FILTRATION ON L(Λ0)
5.1. Definition. Let ei, fi, α
∨
i (0 ≤ i ≤ ℓ) denote the standard Chevalley generators of g and let K
be its central element. The principal Heisenberg subalgebra s of g is defined as:
s = {x ∈ g : [x, e] ∈ CK}
where e =
∑ℓ
i=0 ei. It is isomorphic to an infinite dimensional Heisenberg Lie algebra, and is graded
with respect to the “principal gradation” of g [19, Chapter 14]: s =
⊕
j∈Z sj with s0 = CK. We set
2There is a sign error in [8, Theorem 3.4 (1)] (it should be VL−β) which is corrected in part (2) of that theorem.
Their convention on twisted modules and our (now standard) convention differ by a sign.
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s+ (respectively s−) to be
⊕
j>0 sj (respectively
⊕
j<0 sj). The subspaces F
iL(Λ0) of the Brylinski
filtration [27] are defined (for i ≥ −1) by:
F iL(Λ0) = {v ∈ L(Λ0) : x
i+1v = 0 for all x ∈ s+}
Since s+ is abelian, we have v ∈ F iL(Λ0) iff
x1x2 · · · xi+1v = 0 for all tuples (x1, · · · , xi+1) of elements from s
+. (5.1)
5.2. In the principal vertex operator realization. It is easiest to describe the action of s on L(Λ0)
in the principal vertex operator realization Mσ of § 4.4. We identify L(Λ0) with the space Mσ via
the isomorphism of § 4.4. Then, the action of s onMσ is given by the modes of the fields:
YMσ(ht
−1, z) =
∑
j∈ 1
h
Z
h(j)(σ) z
−j−1
where h ∈ h. In particular, the image of s+ (respectively s−) under the natural map g → EndMσ
is the span of {h(j)(σ) : h ∈ h, j > 0} (respectively {h(j)(σ) : h ∈ h, j < 0}). We recall that the
Coxeter element σ acts on h\{0} without fixed points, so h(j)(σ) = 0 for all j ∈ Z, h ∈ h.
We regard the Brylinski filtration as being defined on Mσ. Now Mσ is a σ-twisted VQ module,
and since F is a σ-invariant vertex subalgebra of VQ, we may view Mσ as a σ-twisted F-module.
We recall from §2.3 that F =
⊕
d≥0 F
[d], with F [1] = h ⊗ t−1 identified with h . The following
lemma concerns the action of F on the subspaces F iMσ of the Brylinski filtration onMσ.
Lemma 4. With notation as above:
(1) Let h ∈ h, j ∈ 1
h
Z and i ≥ 0.
(a) If j > 0, then h(j)(σ) maps F
iMσ to F
i−1Mσ.
(b) If j < 0, then h(j)(σ) maps F
iMσ to F
i+1Mσ.
(2) Let d ≥ 0, j ∈ 1
h
Z and i ≥ 0. IfX ∈ F [d], thenX(j)(σ) maps F
iMσ to F
i+dMσ whereX(j)(σ)
are the modes of the field YMσ(X, z).
Proof. It is clear that 1(a) follows directly from the definition (5.1). For 1(b), we proceed by
induction on i, starting with i = −1 (where it holds trivially). Let h′ ∈ h, p ∈ 1
h
Z with p > 0 and
v ∈ F iMσ, i ≥ 0. We have [3, §3.3]:
h′(p)(σ)h(j)(σ)v = h(j)(σ)h
′
(p)(σ)v + p δp,−j(h
′ |h)v (5.2)
where (· | ·) is the standard invariant form on h. By 1(a), h′(p)(σ)v ∈ F
i−1Mσ. The induction
hypothesis implies that h(j)(σ)h
′
(p)(σ)v ∈ F
iMσ. Thus the right hand side of (5.2) is in F
iMσ.
Equation (5.1) completes the proof.
For (2), we recall from §2.3 that in the vertex algebra F, each X ∈ F [d] is a linear combination
of terms of the form
(
h1 ⊗ tj1
)
· · ·
(
hk ⊗ tjk
)
= h1(j1) · · · h
k
(jk)
|0〉 with hi ∈ h, ji < 0,
∑
ji = −d and
where |0〉 denotes the vacuum vector of F. In particular, this implies k ≤ d. An iterated application
of the product identity (2.6) implies that each mode X(j)(σ) is a linear combination of terms of the
form:
h1(p1)(σ)h
2
(p2)
(σ) · · · hk(pk)(σ) ∈ EndMσ
with pi ∈
1
h
Z. The assertion now follows from part (1) and the observation that k ≤ d. 
6. THE W -ALGEBRA
We freely use the notations of the preceding sections.
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6.1. Definition. Let g be a simply-laced affine Lie algebra. The W -algebra associated to g is the
vertex subalgebra of the lattice vertex algebra VQ defined by:
W :=
⋂
X∈V
[1]
Q
ker
VQ
X(0). (6.1)
The conformal vector ω of W coincides with that of VQ and is given by (3.3) [3, §2.4]. It induces a
Z+-grading on W .
Let d1 6 d2 6 · · · 6 dℓ be the list of degrees of g. We recall from the introduction (Theorem 1)
that there exist elements ω i ∈ W of degree di such that W is freely generated by ω
1, ω 2, · · · , ω ℓ.
Further, d1 = 2 and the conformal vector ω is precisely ω
1.
Remark 5. We recall from §3.4 that V
[1]
Q
∼= g as Lie algebras, with X(0) corresponding to adX. We
can identify VQ with the homogeneous vertex operator realization of L(Λ0) [13]. It follows from (6.1)
that W maps to the subspace L(Λ0)
g of g-invariants under this identification (cf. [3, Remark 2.1]).
6.2. Twisted VQ-modules restrict to ordinary W -modules. Since
⋂
h∈h kerVQ h(0) is the Heisen-
berg vertex algebra F ⊂ VQ, it follows that W is a vertex subalgebra of F. In addition, the
W -algebra is pointwise fixed by any inner automorphism of VQ. This is because an inner automor-
phism (§3.4) is a product of automorphisms of the form expX(0) for X ∈ g = V
[1]
Q . Since each X(0)
annihilates W , we have expX(0) acts as identity on W .
In particular, given a ϕ-twisted representationM of VQ where ϕ is a finite order inner automor-
phism of VQ, its restriction to W defines an ordinary (untwisted) representation of W onM . Now
applying this to equation (4.4), we conclude ψ˜(X) = X for X ∈ W , and hence that:
Ψ(X(k) •σ v) = X(k) •ζ Ψ(v)
for X ∈ W , k ∈ Z and v ∈Mσ. We have thus proved:
Proposition 6. The map Ψ :Mσ →Mζ is an isomorphism of W -modules.
6.3. The Zhu algebra of W . We recall the definition of the Zhu algebra Zh(W ) [29]. Given
a ∈ W [d], we let deg a := d and write Y (a, z) =
∑
n an z
−n−d. Consider the subspace O(W )
spanned by the elements of the form
∑deg a
p=0
(
deg a
p
)
a−1−p b for homogeneous elements a, b of W .
The Zhu algebra is the quotient Zh(W ) = W /O(W ) equipped with the associative multiplication:
a ∗ b =
deg a∑
p=0
(
deg a
p
)
a−p b (mod O(W )).
Let M =
⊕
c∈CMc be a graded W -module and let Mtop denote the sum of the nonzero homoge-
neous subspaces Mc for which Mc+n = 0 for all n > 0 [1, §3.12]. Then Mtop is a Zh(W )-module
with the action:
a ·m = a0m
where m ∈Mtop and a is the image in Zh(W ) of a homogeneous element of W .
It is well-known that Zh(W ) is isomorphic to Z(Ug), the center of the universal enveloping
algebra of g [1,12]. We identify Zh(W ) with Z(Ug) using the isomorphism of Arakawa [1, Theorem
4.16.3 (ii)]. With this identification, the one-dimensional representations of Zh(W ) are given by
the central characters:
γ
λ
: Z(Ug)→ C
for λ ∈ h
∗
; each z ∈ Z(Ug) acts as the scalar γ
λ
(z) on the Verma module M(λ) of g with highest
weight λ.
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6.4. Verma modules of W , character, PBW basis. We point the reader to Arakawa [1, §5.1] for
the full definition of Verma modules of W -algebras. Here, we will content ourselves with recalling
their essential properties.
Given a central character γ
λ
of Ug, the Verma module M(γ
λ
) is a graded W -module, with
M(γ
λ
)top = C|γλ〉, where |γλ〉 is a cyclic vector of M(γλ). The Zhu algebra Zh(W ) acts on |γλ〉
by
z|γ
λ
〉 = γ
λ
(z) |γ
λ
〉 for all z ∈ Zh(W ).
Further, given a graded W -module M and a nonzero vector m ∈ Mtop such that zm = γλ(z)m
for all z ∈ Zh(W ), there exists a unique W -homomorphism ψ : M(γ
λ
) → M sending |γ
λ
〉 7→ m. 3
If M is a W -module on which ω0 acts semisimply with finite dimensional eigenspaces, we define
its character by chM = trM (q
ω0). Our definition differs from that of [1, §5.6] by a normalization
factor. 4 Correcting for this, the character of a Verma module is given by [1, Proposition 5.6.6]:
chM(γ
λ
) =
q|λ+ρ|
2/2
ϕ(q)ℓ
(6.2)
where ρ is the Weyl vector of g and ϕ =
∏
n≥1(1− q
n) is Euler’s function.
Further, the Verma module M(γ
λ
) has a PBW type basis. More precisely, as established by
Arakawa [1, Prop 5.1.1], there exist filtrations F •W on W and F •M(γ
λ
) on the Verma module
such that grF M(γ
λ
) is isomorphic to the polynomial algebra C[ω pk : 1 ≤ p ≤ ℓ, k ≤ −1] as a
grF W -module. In particular, consider the following elements of M(γ
λ
):
ω p1k1 ω
p2
k2
· · · ω prkr |γλ〉 (6.3)
where (i) r > 0 (ii) ℓ > p1 > p2 > · · · > pr > 1 (iii) kj 6 −1 for all j and (iv) if pi = pi+1 ,
then ki 6 ki+1. Proposition 5.1.1 of [1] implies that
{grF v : v is of the form (6.3)}
is a basis of grF M(γ
λ
). This in turn implies that the vectors of the form (6.3) form a basis of
M(γ
λ
).
7. THE SPACE Z AND Mζ
Consider the subspace Z := L(Λ0)
h of h-invariants of L(Λ0):
Z =
⊕
n>0
Zn =
⊕
n>0
L(Λ0)Λ0−nδ.
Now consider the ζ-twisted module Mζ of VQ. Under the g-module isomorphism L(Λ0) → Mζ of
§4.5, the space Z maps to F⊗ e(ρ/h). Since ζ˜ clearly fixes every element of the Heisenberg vertex
subalgebra F of VQ, the restriction of Mζ to F is an ordinary (untwisted) representation of F. It
is clear from (4.1) that the subspace Z = F ⊗ e(ρ/h) ⊂ Mζ is F-invariant. For u ∈ F
[p], let the
corresponding field be denoted (renumbered with conformal weight) YMζ(u, z) =
∑
n∈Z un z
−n−p.
We then have
u−k(Zm) ⊂ Zm+k for all k,m ∈ Z. (7.1)
Viewed as a representation of the Heisenberg Lie algebra h⊗C[z, z−1]⊕Cc, the space Z is isomorphic
to the irreducible highest weight representation with highest weight ρ/h.
3Our W corresponds to W1 in the notation of [11]. In Arakawa’s notation [1], this corresponds to k+h
∨ = 1 where
h
∨ is the dual coxeter number. In this case, the eigenvalue of ω0 (where ω = ω
1 is the conformal vector of W ) on |γµ〉
is ∆µ := |µ+ ρ|
2/2 as per [1, (286)]. This is the top degree of M(γ
λ
).
4 Arakawa [1] defines it as : q−c(k)/24 trM (q
ω
0). For k + h∨ = 1, c(k) = ℓ.
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8. Z IS AN IRREDUCIBLE W -MODULE
8.1. In the remainder of the paper, we consider g = A
(1)
ℓ . Let W be the W -algebra of g; it is a
vertex subalgebra of F. Let λ ∈ h
∗
and let πλ denote the corresponding irreducible representation
of F, with highest weight vector |λ〉 (§2.5). We restrict πλ to a representation of W .
Proposition 7. Let λ ∈ h
∗
and consider πλ as a W -module as above. If πλ is irreducible (as a W -
module), then it is isomorphic to a Verma module of W .
Proof. Firstly, πλ is a gradedW -module with (πλ)top = C|λ〉. By §6.4, this space is a one-dimensional
Zh(W )-module, and is thus given by a central character of Ug. In other words, there exists µ ∈ h
∗
such that z|λ〉 = γµ(z)|λ〉 for all z ∈ Zh(W ) ∼= Z(Ug). Since |λ〉 is of top degree, we also have
ω pn |λ〉 = 0 for all 1 ≤ p ≤ ℓ and n > 0.
Again by §6.4, there is a homomorphism of W -modules:
φ : M(γµ)→ πλ sending 1 → |λ〉
The hypothesis that πλ is irreducible implies that φ is surjective. We now compare the characters
of these two modules. By (6.2), we have chM(γµ) =
q|µ+ρ|
2/2
ϕ(q)ℓ
. Let ch πλ = trπλ(q
ω0). Now W is
a vertex subalgebra of F and their conformal vectors coincide (and are given by (3.3)). We recall
from §2.5 that the character
trπλ(q
ω0) =
q|λ|
2/2
ϕ(q)ℓ
.
Since ω01 =
|µ+ρ|2
2 1 and ω0|λ〉 =
|λ|2
2 |λ〉, we conclude |µ + ρ|
2 = |λ|2 and hence that chM(γµ) =
ch πλ. This proves that φ is an isomorphism. 
We have the following key theorem.
Theorem 8. Let λ ∈ h
∗
be such that λ(α∨) 6∈ Z for all roots α of g. Then πλ is an irreducible
W -module.
For the proof, we shall use the main theorem of [11] which relates representations of the Lie
algebra W1+∞ with those of the W -algebra of glℓ+1C. We recall the relevant notations and results
in the next two subsections.
8.2. The W -algebra of glℓ+1. The vertex algebra W (glℓ+1) is defined analogously to W (slℓ+1).
Let h(glℓ+1) denote the set of diagonal matrices in glℓ+1C and let εi ∈ h(glℓ+1)
∗ be defined by
εi(H) = Hii for each diagonal matrix H. Consider the integral lattice Q˜ =
∑
i Zεi with bilinear
form (εi | εj) = δij . The lattice vertex algebra VQ˜ is defined as in §3.1:
VQ˜ = F˜ ⊗C Cε[Q˜]
where the Fock space F˜ is the symmetric algebra on the space
∑
j<0 h(glℓ+1) ⊗ t
j and ε is a
certain bimultiplicative cocyle on Q˜. The state-field correspondence is also analogous to that in §3.1
(see [23, Theorem 5.5] for details). The lattice vertex algebra is now 12Z-graded, with the grade 1
piece V
[1]
Q˜
being spanned by ht−1⊗1 and 1⊗eα for h ∈ h(glℓ+1), α ∈ ∆ where∆ = {εi−εj : i 6= j}.
We identify V
[1]
Q˜
with glℓ+1.
Define W (glℓ+1) to be the vertex subalgebra of VQ˜ given by:
W (glℓ+1) :=
⋂
X∈V
[1]
Q˜
ker
V
Q˜
X(0).
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There is a one-parameter family of conformal vectors of W (glℓ+1) defined by ( [11, §4]):
ωa = aI(−2)|0〉 +
1
2
ℓ+1∑
i=1
ui(−1)u
i(−1)|0〉 (8.1)
where a ∈ C, {ui}, {u
i} are dual bases of h(glℓ+1) with respect to the form (· | ·), I is the identity
matrix, |0〉 = 1 ⊗ 1 is the vacuum vector of VQ˜ and h(k) is the operator ht
k ⊗ id on VQ˜ for h ∈
h(glℓ+1), k ∈ Z.
8.3. glℓ+1 vs slℓ+1. Since h(glℓ+1) = h(slℓ+1)⊕CI where I is the identity matrix, the corresponding
Fock spaces are related by: F˜ = F ⊗ F1 (tensor product of vertex algebras) where F1 is the
symmetric algebra on
∑
j<0 I ⊗ t
j. It is easily observed [11, Remark 4.2] that
W (glℓ+1)
∼= W (slℓ+1)⊗F1 ⊂ F ⊗F1.
Given λ ∈ h(slℓ+1)
∗, we extend it to λ˜ ∈ h(glℓ+1)
∗ by defining λ˜(I) = 0. Let πλ, πλ˜ denote the
corresponding irreducible representations of F and F˜ as in §2.5. Viewing F1 as a module over
itself, we have:
π
λ˜
∼= πλ ⊗F1
as F ⊗F1-modules, and hence by restriction as W (slℓ+1)⊗F1 ∼= W (glℓ+1)-modules.
Now F1 is an irreducible module over itself. Hence, by [15, Proposition 4.7.2] (whose mild
technical conditions hold in this case), we conclude that π
λ˜
is an irreducible W (glℓ+1)-module if
and only if πλ is an irreducible W (slℓ+1)-module.
8.4. The Lie algebra W1+∞. In this subsection, we recall the definition and key properties of
the Lie algebra W1+∞, following [11]. Let D ⊂ EndC C[t, t
−1] denote the Lie algebra of regular
differential operators on C×, with the usual bracket. Each of the following collections forms a basis
of D:
(1) Jℓk = −t
ℓ+k(∂t)
k with k, ℓ ∈ Z, k ≥ 0,
(2) Lℓk = −t
ℓ(t∂t)
k with k, ℓ ∈ Z, k ≥ 0,
where ∂t =
∂
∂t . This Lie algebra has a C-valued 2-cocyle ψ given by:
ψ(f(t)∂mt , g(t)∂
n
t ) =
m!n!
(m+ n+ 1)!
Res (∂n+1t f(t)) (∂
m
t g(t))
where as usual, for a Laurent polynomial f ∈ C[t, t−1], Res f(t) denotes the coefficient of t−1 in
f(t). We let W1+∞ = D ⊕ CC be the one-dimensional central extension of D defined by the cocyle
ψ, i.e., with Lie bracket defined by [X,Y ] := [X,Y ]D + ψ(X,Y )C for all X,Y ∈ D .
Consider the Lie subalgebra P = span{Jℓk : ℓ + k ≥ 0} of D and let P̂ = P ⊕ CC ⊂ W1+∞.
Given c ∈ C, we form the induced W1+∞-module
Mc = UW1+∞ ⊗UP̂ C
where C acts as c on the one-dimensional space C and P acts as zero. The module Mc admits
a unique irreducible quotient Vc. We recall that Vc is a vertex algebra and that Vc-modules may
be canonically viewed as W1+∞-modules on which C acts by the scalar c. Further, Vc has a one-
parameter family of conformal vectors [11, Theorem 3.1]:
ω(β) = (J1−2 − βJ
0
−2)|0〉 (8.2)
where |0〉 is the image of 1 ⊗ 1 in Vc. The central charge of the corresponding Virasoro field is
−(12β2 − 12β + 2)c. Now, the key fact of relevance to us is the following [11, Theorem 5.1]:
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Proposition 9. (Frenkel-Kac-Radul-Wang) There is an isomorphism of vertex algebras Vℓ+1 → W (glℓ+1)
which maps the conformal vectors ω(β) 7→ ω1/2−β (equations (8.1) and (8.2)).
5 Hence, any repre-
sentation of the vertex algebra W (glℓ+1) can be canonically lifted to a representation of Vℓ+1, or
equivalently, to a representation of the Lie algebra W1+∞ with central charge ℓ+ 1.
Given γ ∈ h(glℓ+1)
∗, consider the representation πγ of W (glℓ+1) as in §8.3. Let |γ〉 denote its
highest weight vector. Let U(γ) denote the W (glℓ+1)-submodule of πγ generated by |γ〉. This is a
cyclic, graded module and therefore has a unique irreducible quotient V (γ). The following is one
of the main results of [11]:
Proposition 10. ( [11, Prop 5.1]) The lifting of V (γ) to a W1+∞-module is isomorphic to the primitive
W1+∞-module with exponents γ(Eii) : 1 ≤ i ≤ ℓ+ 1.
We refer the reader to [11] for the definition of primitive W1+∞-modules and exponents. The
character of such modules was also determined by Frenkel-Kac-Radul-Wang. We now state this
result in the special case of interest to us.
Proposition 11. Let si (1 ≤ i ≤ ℓ+ 1) be complex numbers such that si 6≡ sj (mod Z) for all i 6= j.
Then the character of the primitive W1+∞-module M with exponents {si} is given by:
trM (q
L10) =
q
∑
i si(si−1)/2
ϕ(q)ℓ+1
. (8.3)
This follows from Proposition 2.1 and equation (2.5) of [11]. 
8.5. Proof of Theorem 8. We use the notations introduced in the above subsections. We have
by §8.3 that πλ is an irreducible W (slℓ+1)-module iff πλ˜ is an irreducible W (glℓ+1)-module. Since
V (λ˜) is a subquotient of π
λ˜
, the latter assertion is equivalent to the assertion that π
λ˜
and V (λ˜) have
the same character, i.e.,
trπ
λ˜
(qL
1
0) = tr
V (λ˜)
(qL
1
0).
Define si = λ˜(Eii). The hypothesis that λ(α
∨) 6∈ Z for all positive roots α of slℓ+1C implies that
si − sj 6∈ Z for all i 6= j. Propositions 10 and 11 then imply that the character of V (λ˜) is given by
the right hand side of equation (8.3).
To compute the character of π
λ˜
, we need to identify L10 ∈ W1+∞ with the appropriate conformal
vector ωa of W (glℓ+1). We recall from Proposition 9 under the isomorphism of vertex algebras
Vℓ+1
∼
→ W (glℓ+1), their conformal vectors correspond thus:
ω(β) 7→ ω1/2−β .
Taking β = 0, we obtain ω(0) 7→ ω1/2, and in particular, their zeroth modes correspond to each
other. We have ω(0)0 = L
1
0 and
(ω1/2)0|λ˜〉 =
(λ˜ | λ˜)
2
−
λ˜(I)
2
=
∑
i
si(si − 1)/2.
So, by §2.5, the character of π
λ˜
becomes:
trπ
λ˜
(qL
1
0) = trπ
λ˜
(q(ω1/2)0) =
q
∑
i si(si−1)/2
ϕ(q)ℓ+1
.
This matches up correctly with the expression in (8.3), thereby completing the proof. 
5There seems to be a sign error in [11] where this appears as ω(β) 7→ ωβ−1/2. This does not affect our computation
either way.
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8.6. A basis of Z. Let W := W (slℓ+1) and regard the space Z as a W -module as before.
Proposition 12. Z is isomorphic to a Verma module of W . Further, the set of vectors in (1.5) forms a
basis of Z.
Proof. The first part follows by applying Proposition 7 and Theorem 8 to the subspace Z identified
with F ⊗ e(ρ/h) ⊂ Mζ . The λ in this case is just ρ/h which clearly satisfies the hypothesis of
theorem 8. For the second part, observe that the set of vectors in (1.5) is now exactly the PBW
basis of the Verma module Z (equation 6.3).

9. BRYLINSKI-COMPATIBILITY OF THE BASIS OF Z
We now complete the proof of Theorem 2.
9.1. A Lemma.
Lemma 13. For 1 ≤ p ≤ ℓ and all k ∈ Z, ω pk (σ) maps F
iL(Λ0) to F
i+dpL(Λ0).
Proof. Since ω p lies in F [dp], this is a direct consequence of Lemma 4. 
9.2. Generalities on filtrations and bases. Let M be a finite dimensional vector space with a
filtration M0 ⊂ M1 ⊂ M2 · · · such that
⋃
Mi = M . We consider grM =
⊕
k≥0
Mk/Mk−1, where
M−1 := 0. For v ∈ M , we define gr v ∈ grM to be the image of v under the projection Mk ։
Mk/Mk−1 where k ≥ 0 is minimal such that v ∈Mk.
Definition 14. A basis B ofM is said to be compatible with the filtration {Mi} if B ∩Mi is a basis of
Mi for all i, or equivalently, if {gr v : v ∈ B} is a basis of grM .
It is elementary to check the equivalence of the two descriptions in the definition above.
Lemma 15. Let {Mi}
m
i=0 be a filtration of M as above. Suppose B is a basis of M and {B
i}mi=0 is a
collection of pairwise disjoint subsets of B such that
⊔
Bi = B. Suppose further that for all i ≥ 0:
(1) Bi ⊂Mi ,
(2) |Bi| = dim (Mi/Mi−1).
Then B is compatible with the filtration {Mi}.
Proof. A repeated application of (2) above shows dimMi =
∑
j≤i |B
j |. Since
⊔
j≤iB
j ⊂ Mi is
a linearly independent set which has cardinality dimMi, it must be a basis of Mi. The linear
independence of B now implies that B ∩Mi is precisely
⊔
j≤iB
j ⊂Mi. 
9.3. Proof of Theorem 2. We now prove theorem 2. Let B denote the set comprising the vectors
in (1.5). By proposition 12, B is a basis of Z. Let Bn = B ∩ Zn. Since equation (7.1) implies that
ω p−k(Zm) ⊂ Zm+k for 1 ≤ p ≤ ℓ and all k,m ≥ 0, the set Bn consists of vectors of the form (1.5)
with
∑
i ki = −n. In particular, this implies that #Bn = pℓ(n), the number of partitions of n into
parts of ℓ colours. Now, it is well-known that this number is also the dimension of Zn [19, Remark
12.13], i.e., #Bn = dimZn = pℓ(n). So Bn forms a basis of Zn for each n.
We now claim that Bn is compatible with the Brylinski filtration {F
iZn} on Zn. Consider a
vector v ∈ Bn. It has the form
v = ω p1k1 (σ) ω
p2
k2
(σ) · · · ω prkr (σ) vΛ0
satisfying the conditions in (1.5) and with
∑r
i=1 ki = −n. Since vΛ0 is in F
0L(Λ0), it follows from
Lemma 13 that v ∈ F dL(Λ0)∩Zn = F
dZn where d =
∑r
i=1 dpi . For each d ≥ 0, define B
d
n ⊂ F
dZn
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and to be the set of vectors in (1.5) satisfying
∑r
i=1 dpi = d and
∑r
i=1 ki = −n. It is clear from this
definition that |Bdn| is the coefficient of t
dqn in the product :
ℓ∏
k=1
∞∏
j=1
(1− tdkqj)−1.
From (1.3), this is the same as dim
(
F dZn /F
d−1Zn
)
. An appeal to Lemma 15 (with M = Zn,
B = Bn, B
i = Bin) finishes the proof. 
Remark 16. The proof above gives us an explicit description of the subspaces F dZn of the Brylinski
filtration. It is clear that the (images of the) vectors in (1.5) satisfying
∑r
i=1 dpi = d and
∑r
i=1 ki = −n
form a basis of F dZn/F
d−1Zn. The subspace F
dZn is spanned by vectors satisfying
∑r
i=1 dpi ≤ d and∑r
i=1 ki = −n.
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