The purpose of this paper is to develop an integrated similarity measures model based on intuitionistic fuzzy sets. This integrated model has improved two similarity measures methods: (1) Ye (Mathematical and Computer Modelling, 53, 91-97 (2011)) presented a novel cosine similarity measures method for handling pattern recognition problems based on intuitionistic fuzzy sets. However, in some cases, Ye's method can not give sufficient information to discriminate a sample between two patterns. Therefore, we provide an improved method for the similarity measure. (2) Hung et al. (Computer-Aided Design, 40, 447-454 (2008)) provided a new score function to measure the degree of suitability of each alternative. In this paper, we extend their method to modify the hesitation parameter with rate operations as a defuzzfication function for each characteristic, and then the defuzzy results as a parameter input new similarity measure method based on the Minkowski distance conception. Finally, the proposed similarity measures model is applied to two medical diagnosis problems to demonstrate the usefulness of this study. Furthermore, in order to make computing and ranking results easier, a computer-based interface system is also developed, and this system may help to make a decision more efficiently.
Introduction
The concept of fuzzy sets was introduced by Zadeh 1 in 1965. Moreover, Atanassov 2 extended fuzzy sets to present intuitionistic fuzzy sets (IFSs) and this approach has been successfully applied in fields such as pattern recognition, machine learning, decision making and image processing. Among those applications, an important issue is the similarity measure method. In recent years, many different similarity measures methods between IFSs have been addressed. Chen 3, 4 proposed some similarity functions to measure the degree of similarity between fuzzy sets and vague sets. Hong and Kim 5 provided an improved similarity measure method based on Chen's 4 method. Szmidt and Kacprzyk 6, 7 introduced the Hamming distance between IFSs and proposed a similarity measure between IFSs based on the distance and its application in group decision making. presented a similarity measure on three kinds of fuzzy sets. Xu 16 provided some similarity measures of intuitionistic fuzzy sets and their applications to multiple attribute decision making. Park et al. 17 addressed some similarity measures based on the Minkowski distance. Also, Hung and Yang 18 proposed a method to calculate the degree of similarity between IFSs, in which the proposed similarity measures are induced by L p metric. Xu and Xia 19 proposed a variety of distance measures including Hamming, Euclidean and Hausdorff distances for hesitant similarity measures, and the proposed method was applied to socio-economic decision making problem. Yusoff et al. 20 concentrated on Zhang and Fu's method 15 to develop a new similarity measure method for
IFSs and some examples were given to validate these similarity measures. Mukherjee and Basu 21 based on matching function to solve a class of intuitionistic fuzzy assignment problem.
Herein, Ye 22 had also proposed a novel similarity measure function to solve some problem of pattern recognition and medical diagnosis. However, in some cases, the proposed measures of Ye 22 did not give sufficient information about the samples. The details of Ye's 22 method will be depicted in Section 3.1. Some recent development on similarity measures development based on IFSs are summarized in Table 1 .
In this paper, we improve and extend some existing similarity measures to develop an integrated model to measure the degree of similarity between a sample and patterns. Unlike existing similarity measures, the proposed model can overcome some drawbacks of counter-intuition. Finally, we illustrate two applications in the context of colorectal cancer diagnosis and medical diagnosis by measuring similarity between IFSs.
The rest of this paper is organized as follows: In Section 2, the intuitionistic fuzzy sets are briefly depicted, and the cosine similarity measure function is discussed. In Section 3, two enhanced similarity measure methods are addressed. In Section 4, a proposed integrated similarity measure model is presented. Then the proposed model to handle medical pattern recognition problems is presented in Section 5. In Section 6, a computer based interface system is constructed. Finally, conclusions are drawn in Section 7. 
under the condition of ( ) 1 ( )
We call the hesitation degree of an element x X in A by the following expression:
Therefore, to describe an intuitionistic fuzzy set completely, we need at least two functions from the triplet: (1) membership function; (2) non-membership function; and (3) hesitancy degree 28, 29 . x can be defined as follows 31 :
Cosine similarity measures for IFSs
The cosine of the angle between the vectors is between 0 and 1. Furthermore, based on Eq. (6) 
Therefore, the cosine similarity measure between IFSs A and B also satisfies the following properties 32 : Moreover, with the weights considered, Ye 22 had also presented a weighted cosine similarity measure shown as follows, Based on the-above mentioned direction, an improved cosine similarity measure method is proposed as follows;
We will prove that our proposed cosine similarity measure will satisfy the following properties:
(P1) From the Cauchy-Schwarz inequality and the non-negative components, we know that 
, by Eqs. (9) and (10), we derive that
By Cauchy-Schwarz inequality, we have i U and i V parallel, such that there is a non-zero constant, say i , with 
We have proved (P1)-(P3) in the previous discussion. The detailed proof of (P4) is provided in the Appendix.
Based on Eq. (9), if we also consider the weights of x i , a weighted cosine similarity measure between IFSs A and B is proposed as follows;
where
.
Obviously, the weighted cosine similarity measure of two A and B also satisfies the properties (P1-P3') of Mitchell 10 and the properties (P1-P4) of Li and Cheng 8 and Mitchell 10 . Now, let we recall the above-mentioned counter example in section 3.1. Our proposed cosine similarity measures method, Eq. (9), was applied, and the calculated results are show in Although our proposed similarity measure method improves Ye's 22 , our method is similar to other existing similarity methods. Unsolved problems still exist with our proposed method. Namely, we still can find some cases to imply identical ranking results. For example, Therefore, we need another similarity measure method to resolve the problem of identical ranking between two IFSs.
Improved method 2: An extension of Hung et al. (2008) between IFSs
In order to handle the MCDM problem, Hung et al. 33 had proposed a score function, K, shown as follows: 
where K(A) [0, 1], and [0, 1]. The parameter has been considered to express the percentage of hesitancy degree for pro. When = 0, it shows that the decision-maker is the most pessimistic, because it can not obtain anything from the part of hesitancy degree. When = 0.5, it shows that the decision-maker is fair and can obtain a half of the hesitancy degree. When = 1, it shows that the decision-maker is in the most optimistic situation, and can get complete, support for the hesitancy degree.
In 
where the universe of disclose X={x 1 , x 2 , …, x n }; then we define a new similarity measure based on the normalized Minkowski distance as,
A Proposed Integrated Similarity Measures

Model
In this paper, an integrated similarity measure model for measuring the degree of similarity between patterns and a sample with IFSs value has developed. Three similarity measure methods have been adopted in three different stages. (1) The first stage is the improved cosine similarity measure method, as Eq. (14); (2) (17); (3) the third stage adopts the sum of degree through the pro viewpoint if necessary. A flowchart for the proposed integrated similarity measure model is presented in Fig. 3 .
The details of the procedures and pseudo code of the algorithm are shown as follows:
Step 1: Parameter input and intuitionistic fuzzy value input for each sample
The worker needs to input some parameters, p norm and respective weight w i , i = 1, 2, …, n. The relative intuitionistic fuzzy values also need to be input for each characteristic in the sample.
Step 2: Performing the first similarity measure method In this step is performed the proposed first similarity measure method,
new IFS W A B , where the notation B denotes the pattern and A denotes the unknown sample. Namely, it starts Eq. (14) to calculate the similarity degree between each pattern and the unknown sample.
Step 3: Clustering representation
According to the results of performing Step 2, we can order all patterns and the sample based on their degree of similarity. The greatest similarity degree denotes that higher similarity exists between pattern and sample. Therefore, we know that the sample, S, belongs to the pattern, P. If the similarity degrees of all patterns can be distinguished, then all steps are stopped; otherwise, the next step will be executed. Step 4: Re-ranking by the second similarity measure method If the outcomes are identical to those in Step 3, then Step 4 can begin to re-calculate the similarity degree focus on those identical outcomes. That is, the second
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new IFS H A B has be started, where P denotes the pattern and S denotes the sample. Then it performs re-rank operations based on the calculated results of the second similarity measure method. If the similarity degrees of all patterns can be distinguished, then all steps are stopped; otherwise, the next step will be executed.
Step 5: Re-ranking based on the degree of sum of pro
Step 5 is similar to Step 4. If the outcomes in Step 4 are identical, then Step 5 will begin to re-calculate the similarity degree based on the method of the sum of pro. Then the re-rank operations will be performed again. If the similarity degrees of all patterns can be distinguished, then all steps are stopped; otherwise, the next step will be executed.
Step 6: Reset the parameter p norm
If the identical outcomes still cannot be distinguished, then the parameter p norm will be changed by adding one, and Step 4 will be executed to begin the next loop. (14) Sample_Output=K_function(S); % Calculating by equation (14) End A have the same outcome and have the biggest similarity degree; thus we can not distinguish whether sample B belongs to 2 A or 3 A . Namely, the first similarity measure of our model can not help the decision maker to decide the pattern for the sample. Therefore, we need to star the second similarity measure in Step 4.
Algorithm (Pseudo code)
Step 4: Second similarity measure method
We try our second similarity measure to derive the identical outcomes, namely to perform Eq. (17) 3 A , and all steps are stopped.
In this case, it needs two similarity measure methods to measure the degree of similarity.
Applications and Discussions
Pattern recognition plays an important part in human cognition. Humans are able to identify patterns that appear in many types of data, recognize instances of these patterns, and draw relevant conclusions. In this section, two applications for medical pattern recognition have been illustrated to describe the usefulness of the proposed method. Some issues from the applications and our proposed method are raised in section 5.3.
Application 1 Medical diagnosis
We will illustrate an application using the proposed approach for medical pattern recognition problem. Let us consider the same example as Szmidt and Kacprzyk 34, 35 . The characteristic symptoms for the diseases considered are given as follows, 9), we assign to the ith patient the diagnosis whose symptoms have the highest symmetric discrimination information measured from the patient's symptoms. The diagnosed results for the considered patients are given as Table 3 .
They consist of a set of diseases
According to Table 3 , the highest similarity score for each patient p i from possible disease D points out a solution. As before, we know that Al may suffers from malaria; Bob may suffers from stomach problem; Joe may suffers from typhoid; and Ted may suffers from viral fever. We obtained the same results, i.e. the same quality of diagnosis for each patient when looking for the solution by applying the normalized Euclidean distance of Szmidt 
Example 2 Cancer pattern recognition
Colorectal cancer occurs frequently in developed countries. About 50% of patients eventually die from the local recurrence and/or distant metastasis within 5 years after curative resection 36 . Therefore, it is important to detect or predict a recurrent or metastasis tumor in the follow-up so that the appropriate therapy can be prescribed to increase the chance of survival. Colorectal cancer forms initially in the mucosa lining of the bowel. In most cases, the first step in the formation of colorectal cancer is the appearance of polyps. When the abnormal cells within the polyps begin to spread and invade normal tissue, polyps become cancer growths. If no proper treatment is adopted, then the cancer can spread beyond the skin and the underlying tissues of the bowel wall, and it eventually may spread to the distant sites, such as the liver. To describe the condition of the patient, the following four possible outcomes are used: well, recurrence, metastasis and bad (recurrence and metastasis simultaneously). The main treatment for colorectal cancer is the surgical removal of the tumor, and the survival of a patient with colorectal cancer is dependent on four fundamental factors: (1) The biology of that individual's malignancy, (2) The immune response to the tumor, (3) The time in the cancer patient's life history when the diagnosis is made, (4) The adequacy of the treatment.
The measures of similarity between the IFSs can be used to measure the importance of a feature in a given classification task. Here we illustrate this problem in the context of colorectal cancer diagnosis as quoted by Zhang and Table 5 .
Using Eq. (9) C A C C A C C A C C A C Thus the ranking order of similarity measure is generated as follows:
( .
Since the sample C with the pattern A 1 has the biggest similarity degree, we know that the sample C is similarity A 1 (Metastasis pattern), unlike other patterns. 20 and our proposed method are shown as Table 6 . According to Table 6 , we know that our proposed method is the same as type II of Zhang and Fu 15 and Yusoff et al. 20 . Therefore, our proposed method can serve as an alternative method for medical similarity measures based on IFSs. 
Discussion
From the above two applications for medical pattern recognition, we provide the following descriptions:
(1) In the practical case of medical diagnosis study, the proposed method can provide a useful way to help doctors perform preliminary diagnosis. The proposed method differs from previous methods for medical diagnosis decision-making due to the fact that the proposed method considers the degree of hesitation, unlike other existing approaches. In the future, the proposed method may be a merit of the preliminary diagnosis models for solving the medical diagnosis problem using IFSs. (2) If the difference between two adjacent ranking scores is very close, then observing Table 3 , the suffered outcomes of Ted and Al, the scores of Viral Fever and Malaria are close. Besides, from Table 6 , sample C has both A 1 (Metastasis pattern) and A 2 (Recurrence pattern), of which the scores are close in application 2. If it appears in the first and second ranks, doctors need to make an advanced diagnosis with their expert knowledge to evaluate the values of the two IFSs in the uncertain environment to achieve the optimal judgment. Therefore, the purpose of advanced medical diagnosis is to ensure the quality of medical diagnosis.
Computer-base Interface
As more and more decisions in real organizational settings are made, applying IFSs into medical diagnosis analysis to deal with imprecision, uncertainty and fuzziness in decision-making may become a popular research topic in the current uncertain environment. Applying IFSs to support doctors can provide a useful way to help the decision analyzer make his/her decisions efficiently. In this paper, in order to make computing and ranking the results much easier and to increase the recruiting productivity, we have developed an information system called the intuitionistic fuzzy sets medical diagnosis system (IFSMDS). The design architecture of the system is shown in Fig. 4 , and the home page is presented in Fig. 5 . This prototype system was developed with Visual Basic 6 and ACCESS on N-tier client server architecture. On the IFSMDS, doctors need to key in the patient's name and symptom data. The intuitive values of each patient on each relation between symptoms and diseases are shown as illustrated in Fig. 6 . The system can calculate the assessment value of each patient vs. diseases on each symptom. The diagnosed results are shown as Fig. 7 . The greatest similarity degree indicates that the patient is more likely to suffer from the corresponding disease. 
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Conclusions
This paper has developed an integrated similarity measures model for medical pattern recognition applications. The integrated operation involves an improvement of Ye 22 , an extension of Hung et al. 33 , and the sum of pro and con concept. As expected, the proposed method can be used to cluster the decision samples between some patterns and the sample according to the degree of similarity. In this manner the usefulness of the different similarity measures for IFSs may be compared and analyzed in various medical cases. In addition, in order to make computing and ranking the results much easier and to increase the recruiting productivity, we have developed a computer-based decision support system to effectively aid decision maker with handling IFSs similarity measure problems. In the future, we also hope this research may extend the proposed approach to evaluate and study more other practical cases of medical engineering or management science in an uncertain environment. 1 
