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Dynamical spin structure factors of quantum spin nematic states are calculated in a spin- 1
2
square-
lattice J1–J2 model with ferromagnetic J1 and competing antiferromagnetic J2 interactions. To this
end, we use a fermion representation, generalizing it to N flavors. We begin with a spin-triplet
pairing state of fermion fields, called Z2 planar state, which is a stable saddle-point solution in the
large-N limit in a finite parameter range where the couplings J1 and J2 compete strongly [R. Shindou
and T. Momoi, Phys. Rev. B 80, 064410 (2009)]. Using a large-N expansion, we take into account
fluctuations around this saddle point up to corrections of order 1/N . The dynamical spin structure
factors thus obtained signify the existence of gapless q-linear director-wave (spin-wave) modes at
q = (0, 0) and gapped ‘gauge-field’ like collective modes at q = (π, π), whose spectral weight vanishes
as a linear and quadratic function of the momentum respectively. The low-energy collective modes
contain fluctuations of nematic-director, spin, and gauge degrees of freedom. Associated with the
gapless q-linear modes, we evaluate the temperature dependence of the nuclear spin relaxation rate
1/T1 in the low-temperature regime as 1/T1 ∝ T
2d−1, where d is the effective spatial dimension.
PACS numbers:
I. INTRODUCTION
Frustrated magnets are Mott insulators in which com-
peting exchange interactions between localized spins
bring about an extensively large degeneracy in the
ground state energetics. In a certain circumstance, such
a frustrated spin system lifts this degeneracy quantum-
mechanically, only to choose as its ground state a liquid-
like state of matter, dubbed a quantum spin liquid.1–4
Typically, a ground-state wavefunction of quantum spin
liquids consists of what we call spin-singlet valence bonds.
A spin-singlet valence bond —a spin-singlet pair of two
S = 1/2 spins— is energetically favored by an antifer-
romagnetic exchange interaction between the two spins.
A ground-state wavefunction of quantum spin liquids is
given by a quantum-mechanical superposition of differ-
ent spatial partitionings of the spin-singlet valence bonds
over the entire lattice, so that the state preserves not only
the spin-rotational symmetry but also the lattice trans-
lational symmetry.2
Having no symmetry-breaking order parameter, quan-
tum spin liquids have been regarded as a new quan-
tum state of matter, which should be sharply contrasted
from conventional magnetic phases such as a Ne´el or-
dered phase and a valence bond solid phase.1 In fact,
owing to its fluid-like feature, the spin liquid phase has
various unconventional low-energy excitations, such as
a ‘gauge-field’ like collective excitation and a fractional-
ized (or ‘individual’) magnetic excitation called spinon.3,4
Experimental and theoretical searches for this new non-
magnetic phase have been intensively carried out in the
past couple of decades in the field of quantum magnetism.
Another new quantum state of matter recently ex-
plored in localized spin systems is a quantum spin ne-
matic phase,5–22 which is a quantum-spin analogue of
nematic liquid-crystal phases. Spin nematic states nei-
ther possess any spin order, i.e. sublattice magnetization,
nor any crystalline solid-like structure in spin degrees of
freedom, but, unlike spin-rotational symmetric quantum
spin liquids, they exhibit various types of spin anisotropy,
whose order parameters are given by symmetric rank-2
traceless spin tensor operators5
Qjm,µν =
1
2
(Sj,µSm,ν + Sj,νSm,µ)− δµν
3
Sj · Sm (1)
for µ, ν = x, y, z. Here Sj = (Sj,x, Sj,y, Sj,z) denotes the
spin-1/2 vector operator on site j. The tensor operator
(1) consists of two spin operators defined on different sites
j andm, usually neighboring two sites, so that the order
parameter is defined on bond (j,m). This order is hence
called a ‘bond-type’ spin nematic order. Ground-state
wavefunctions of this phase can be essentially described
as quantum-mechanical superpositions of different spa-
tial partitionings of both spin-singlet valence bonds and
a part of spin-triplet valence bonds,9 so that quantum
spin nematics can be regarded as ‘cousins’ of symmet-
ric quantum spin liquids, possibly sharing many of their
exotic characters. At the same time, they should have
gapless collective modes –Nambu-Goldstone modes– due
to the broken spin-rotational symmetries, which is dis-
tinct from the quantum spin liquids.
Recently, various theoretical investigations have re-
vealed the appearance of spin nematic phases in sev-
eral frustrated spin-1/2 magnets that have both fer-
romagnetic couplings and competing antiferromagnetic
couplings.6–19 Among two-dimensional systems, ground-
state properties of the spin-1/2 J1-J2 model on the square
lattice have been reasonably most studied. The Hamil-
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FIG. 1: Square-lattice J1-J2 frustrated ferromagnetic model,
in which the nearest-neighbor exchange J1 is ferromagnetic
and the next-nearest-neighbor exchange J2 is antiferromag-
netic.
tonian is given by
H = −J1
∑
〈i,j〉
Si · Sj + J2
∑
〈〈i,j〉〉
Si · Sj (2)
with ferromagnetic J1 and antiferromagnetic J2 (J1, J2 >
0), where the first (second) summation runs over all
pairs of nearest-neighbor (next-nearest-neighbor) sites
(see Fig. 1). It has been proposed8,26 that a spin ne-
matic phase appears in a finite parameter range around
J2/J1 = 0.5. In contrast to theoretical developments, ex-
perimental verifications of spin nematic phases have just
started, especially in quasi-one-dimensional systems, but
they are still very limited.20–22 One of the difficulties for
experimentally detecting this new phase is the absence
of any direct probe for the spin quadratic order param-
eter Eq. (1) and the lack of theoretical understanding23
of characteristic properties in this phase.
The purpose of this paper is to clarify dynamical prop-
erties of a quantum spin nematic phase and to give a
relevant physical characterization to this new class of
quantum spin states. To this end, we generalize the
J1-J2 model to an N -flavor J1-J2 spin model, using a
fermion representation.9 In this approach, wavefunctions
of spin-nematic ground states are described with spin-
triplet pairings of fermion fields, whose d-vectors spec-
ify the spin-nematic director vectors associated with the
quadrupolar moments.
The classical (S → ∞) phase diagram of the square-
lattice J1-J2 model with ferromagnetic J1 consists of only
two phases; a collinear antiferromagnetic phase in the
strong antiferromagnetic J2 regime and a ferromagnetic
phase in the strong ferromagnetic J1 regime. In the
quantum (S = 1/2) system, it has been argued that the
quantum spin nematic phase emerges in between these
two magnetic ordered phases.8 The previous saddle point
analysis9 of the spin-1/2 J1-J2 model concluded that, for
large N , a certain spin nematic phase dubbed Z2 planar
phase24 stably appears in ground states in a finite pa-
rameter range where ferromagnetic J1 couplings strongly
compete with antiferromagnetic J2 couplings (see Fig. 2).
In this pairing state, the spin-triplet d-vectors introduced
on ferromagnetic bonds take a coplanar spatial configu-
ration, which by itself mimics the pairing symmetry of
a two-dimensional analogue of Balian-Werthamer state25
in Helium-3 superfluid B phase. It was demonstrated
that the wavefunction of this Z2 planar state reason-
ably reproduces the d-wave spin nematic state proposed
by the previous exact diagonalization study.8 The Z2
planar state possesses the same spatial configuration of
quadrupolar orders on bonds as the d-wave spin nematic
state and also both of the states have the same spatial
symmetries.26 A variational Monte Carlo study26 based
on mean-field solutions further indicated that, when pro-
jected onto the physical S = 1/2 spin Hilbert space, the
optimized Z2 planar state achieves the best optimal en-
ergy in the original (N = 1) spin-1/2 J1-J2 model in
a finite parameter range, compared with other compet-
ing states. Among various mean-field ansatze, only the
Z2 planar phase (spin nematic phase) survives, except for
the ferromagnetic and collinear antiferromagnetic phases,
after the projection. The d-wave bond spin nematic
phase is hence expected to appear in the spin-1/2 J1-J2
model for any number N .
In this paper, we calculate dynamical magnetic prop-
erties of the quantum spin nematic phase in a general-
ized N -flavor spin-1/2 J1-J2 model on the square lat-
tice. Employing a 1/N expansion for large N , we take
into account fluctuations around the mean-field (saddle-
point) solutions. The treatment up to order of 1/N es-
sentially corresponds to the so-called random phase ap-
proximation (RPA). The dynamical spin structure fac-
tors Imχµµ(q, ǫ) (µ = x, y, z) thus calculated have two
characters; a spin-liquid-like character and a symmetry-
broken-phase character. The former feature manifests
itself as the Stoner continuum of the individual excita-
tions of free spinons. The latter character is represented
by gapless collective modes, which have q-linear energy
dispersions. The gapless collective modes are given by
long-wavelength fluctuations of nematic directors. For
finite momenta, these director excitations are accompa-
nied with weak spin excitations, which are measurable
through small but finite spectral weight in the dynamical
spin structure factor. The spectral weight of Imχµµ(q, ǫ)
vanishes as a linear function of the momentum near the
gapless point, e.g. Imχzz(q, ǫ) ≃ azvz |q|δ(ǫ−vz |q|)+· · · ,
where vz denotes the director-wave velocity and az is a
finite constant. We further calculated NMR spin relax-
ation rate 1/T1 given by the gapless magnetic modes. Be-
cause the only physical magnetic low-energy modes are
these gapless director-wave excitations around q = (0, 0),
these excitations can induce a relatively slow spin relax-
ation, which has a temperature dependence T−11 ∝ T 2d−1
in the low-T limit in d dimensions.
We further discuss how the Z2 planar state changes
to different states at the boundaries to the neighbor-
ing phases in the large N limit, analyzing the excita-
tion modes. When the antiferromagnetic coupling J2
decreases, the mean-field solution transforms from the
Z2 planar state to a U(1) planar state at J2/J1 = Jc,2
(see Fig. 2). The calculation to first order in 1/N re-
veals that two gapped ‘gauge-field’ collective modes at
3π-flux 
states
Z2 planar 
state 
U(1) planar 
state 
Ferro-
state 
Jc,1J2 /J1 Jc,2 Jc,3
FIG. 2: Mean-field phase diagram of the S = 1/2 square-
lattice J1-J2 model in the large-N limit. In the strong J2
regime, the mean-field ground state consists of only two de-
coupled spin-singlet pairing states defined on J2 bonds, which
are often called π-flux states.3,4,27 When ferromagnetic J1 in-
creases, the mean-field ground state acquires finite spin-triplet
pairing amplitudes on the ferromagnetic bonds, which connect
the decoupled π-flux states.9 These states are called Z2 planar
state and U(1) planar state, depending on the amplitude of
singlet pairings, and both of them are characterized as spin ne-
matic states. In the strong J1 regime, the mean-field ground
state contains only spin-triplet pairings, which corresponds
to a fully-polarized ferromagnetic state (FM state).26 Ener-
getics of the mean-field solutions conclude that Jc,1 = 1.325,
Jc,2 = 1.0448 and Jc,3 = 1.02.
q = (π, π) become gapless at the transition point, only
to constitute a compact QED (quantum electrodynam-
ics) action in the U(1) phase (J2/J1 < Jc,2), where the
space-time instanton effect associated with this effective
action introduces a strong confining potential between
‘free’ gapped spinons. This suggests that the finite mass
at q = (π, π) in the Z2 planar state quantifies the stabil-
ity against the confinement effect. Inside the U(1) planar
phase, a couple of other bosonic modes simultaneously
exhibit instabilities. Due to these instabilities, the U(1)
phase would break various symmetries such as the time-
reversal symmetry, a spin-π-rotational symmetry and the
translational symmetries.
The organization of this paper is as follows: In the next
section, we first introduce a generalizedN -flavor spin-1/2
quantum frustrated ferromagnetic model, whose large-N
limit possesses our previous mean-field solutions as the
exact ground states and whose N = 1 case safely repro-
duces the usual quantum spin- 12 model. In Sec. III, we
describe the 1/N -expansion calculation for the dynamical
spin correlation functions. In Sec. IV, we show the calcu-
lated dynamical spin structure factors, both Imχzz(q, ǫ)
and Imχ+−(q, ǫ), and discuss their characteristic features
and physical implications. We also discuss the nature of
the U(1) planar state here. Section V contains a calcu-
lation of NMR spin relaxation rate 1/T1. Section VI is
devoted to the summary and discussion.
II. QUANTUM FRUSTRATED
FERROMAGNETIC MODEL AND ITS LARGE-N
LIMIT ON A SQUARE LATTICE
In this section, we describe our generalized S = 1/2
N -flavor J1-J2 model. We also briefly review the Z2 pla-
nar ground state, which is a stable saddle-point solution
in the large-N limit of the present model in a finite pa-
rameter range of a strongly competing regime.
A. N-flavor spin-1/2 J1-J2 model
The Hamiltonian for the generalized N -flavor spin-1/2
J1-J2 model is given by
9
H = −J1
N
∑
〈j,m〉
N∑
a,b=1
(
Sabj · Sbam + ψabj ψbam
)
+
J2
N
∑
〈〈j,m〉〉
∑
a,b
Sabj · Sbam +
∑
j,a
haaj · Saaj , (3)
where 〈j,m〉 (〈〈j,m〉〉) runs over all nearest-neighbor
(2nd-neighbor) bonds on the square lattice, and the spin
operators Sabj = (S
ab
j,1, S
ab
j,2, S
ab
j,3) and the density opera-
tor ψabj are given by
Sabj,+ ≡
1
2
(
fa†j,↑f
b
j,↓ + f
b†
j,↑f
a
j,↓
)
,
Sabj,− ≡
1
2
(
fa†j,↓f
b
j,↑ + f
b†
j,↓f
a
j,↑
)
,
Sabj,3 ≡
1
2
(
fa†j,↑f
b
j,↑ − f b†j,↓faj,↓
)
,
ψabj ≡
i
2
(
fa†j,αf
b
j,α − f b†j,αfaj,α
)
. (4)
Here fa†j,α is a fermion creation operator with spin α =↑, ↓
and flavor a = 1, . . . , N on site j = (jx, jy). In this
paper, we consider the case J1 is ferromagnetic and J2
is antiferromagnetic, i.e. J1 > 0 and J2 > 0. We have
introduced external magnetic field haaj = (h
aa
j,1, h
aa
j,2, h
aa
j,3)
to calculate the spin correlation function. The physical
spin Hilbert space satisfies the local constraints
N∑
a=1
fa†j,αf
a
j,α = N,
N∑
a=1
faj,αf
a
j,βǫαβ = 0 (5)
on each site with ǫ↑↓ = −ǫ↓↑ = 1 and ǫ↑↑ = −ǫ↓↓ = 0,
which endows the fermionic Hilbert space with the local
SU(2) gauge symmetry. The repeated spin indices imply
their summations, whereas we write the summations for
the flavor indices explicitly.
We note that, when N = 1, the Hamiltonian Eq. (3) in
the physical Hilbert space reduces to the usual spin-1/2
J1-J2 quantum Heisenberg model. We regard N to be
large when we perform a 1/N expansion.
An equivalent statistical-mechanics problem at tem-
perature β−1 can be formulated in terms of the
path-integral representation. We decouple four-
fermion interaction terms into a quadratic form, us-
ing Hubbard-Stratonovich-type transformation. In-
troducing scalar auxiliary fields (χjm and ηjm) for
the antiferromagnetic interaction and vector aux-
iliary fields [Ejm = (Ejm,1, Ejm,2, Ejm,3) and
Djm = (Djm,1, Djm,2, Djm,3)] for the ferromagnetic
interaction,9 we obtain the partition function in the form
4Z[h] =
∫
DΨa†DΨaDaτDU sinDU tri exp
(
−
∫ β
0
dτ L[h, U sin,U tri,aτ ]
)
, (6)
L =
N∑
a=1

12
∑
j
tr
[
Ψa†j
(
∂τ +
3∑
µ=1
iaµj,τσµ
)
Ψaj
]
− J1
4
∑
〈j,m〉
(
−|Ejm|2 − |Djm|2 +
3∑
µ=1
tr
[
Ψa†j U
tri
jm,µΨ
a
mσ
T
µ
])
−J2
4
∑
〈〈j,m〉〉
(
−|χjm|2 − |ηjm|2 + tr
[
Ψa†j U
sin
jmΨ
a
m
])
+
1
4
∑
j
3∑
µ=1
haaj,µ tr
[
Ψa†j Ψ
a
jσ
T
µ
] , (7)
where the fermion fields are written in the 2 × 2 matrix
form
Ψa†j ≡
[
fa†j,↑ f
a
j,↓
fa†j,↓ −faj,↑
]
(8)
and the auxiliary fields are included into the 2× 2 matri-
ces U sinjm and U
tri
jm = (U
tri
jm,1, U
tri
jm,2, U
tri
jm,3) in the forms
U sinjm ≡
[
χ∗jm η
∗
jm
ηjm −χjm
]
, U trijm,µ ≡
[
E∗jm,µ D
∗
jm,µ
−Djm,µ Ejm,µ
]
(9)
(µ = 1, 2, 3). The trace denoted by the symbol “tr”
is taken over 2 × 2 matrices such as Ψaj and the Pauli
matrices σµ. A Gaussian integral over the auxiliary
fields exactly reproduces the original Hamiltonian given
in Eq. (3). Integrating over the temporal gauge fields
aj,τ = (a
1
j,τ , a
2
j,τ , a
3
j,τ) also strictly imposes the local con-
straints given by Eq. (5) on every site and time.
As the Lagrangian is written in a quadratic form of
fermion fields, we can formally rewrite the effective action
as∫ β
0
dτL = NSI
+
1
2
∑
k,n,a
f
a†
k,n ·G−1(k,n|k′,n′)[haa, U sin,U tri,aτ ] · fak′,n′ ,
(10)
where
SI ≡
∫ β
0
dτ

J1
4
∑
〈j,m〉
(|Ejm|2 + |Djm|2)
+
J2
4
∑
〈〈j,m〉〉
(|χjm|2 + |ηjm|2)

 (11)
and G denotes a 4× 4 matrix single-particle Green func-
tion of the fermion field fa†k,n written in the Nambu rep-
resentation
f
a†
k,n ≡
(
fa†k,n,↑ f
a†
k,n,↓ f
a
−k,−n,↑ f
a
−k,−n,↓
)
(12)
with
fa†k,n,σ ≡
1√
βNΛ
∑
j
∫ β
0
dτ eik·j+iωnτfa†j,σ(τ). (13)
Here, NΛ denotes the total number of lattice sites, k =
(kx, ky), ωn ≡ (2n+ 1)πβ−1, and σ =↑, ↓. Note that the
functional G−1[haa, U sin,U tri,aτ ] is a linear function of
the elements of haa, U sin, U tri, and aτ .
The integral over the Ψ (f) fields in Eq. (10) leads to
the following partition function,
Z[h] =
∫
DU sinDU triDaτ exp(−NS[h, U sin,U tri,aτ ]),
(14)
S ≡ SI + SII, (15)
SII ≡ − 1
2N
N∑
a=1
Tr
(
lnG−1[haa, U sin,U tri,aτ ]
)
, (16)
where the Green function G is diagonal in the flavor in-
dex and the trace of lnG−1 is taken over the momentum
(k), the Matsubara frequency (ωn), and the index of the
4× 4 matrices, i.e., the spin and particle-hole indices.
B. Saddle point solution: Z2 planar state
For large N , SII, as well as SI, is a functional of order
unity, and the same is for S. In the large N limit, since
the prefactor of the action S in Eq. (14) is proportional
to the number N , the partition function (14) is governed
by the saddle point solution of the fields U sin, U tri, and
aτ , which satisfies
δS
δU sin
=
δS
δU tri
=
δS
δaτ
= 0, (17)
and the fluctuations of U sin, U tri, and aτ are weak.
This saddle point solution indeed corresponds to the
mean-field solution derived in Ref. 9. At the saddle
point, the vector auxiliary fields Djl and Ejl, respec-
tively, relate to the d-vectors of spin-triplet pairing and
spin-triplet hopping, i.e.,
D¯jl,µ = i〈fj,α[σ2σµ]αβfl,β〉, E¯jl,µ = 〈f †j,α[σµ]αβfl,β〉(18)
5(a) (b)
y
x
FIG. 3: Configurations of (a) d-vectors for spin triplet pairings
and (b) directors corresponding to the quadrupolar moments
in the Z2 planar state on the square lattice.
(µ = 1, 2, 3), while the scalar auxiliary fields ηjl and χjl
relate to the spin-singlet pairing and hopping, i.e.,
η¯jl = −i〈fj,α[σ2]αβfl,β〉, χ¯jl = 〈f †j,αfl,α〉. (19)
The present authors9 previously investigated various
local minima of the action at zero magnetic field, h = 0,
assuming that U sin, U tri, and aτ are temporally uni-
form and also preserve the translational symmetries of
the square lattice. We found that, in an intermediate-
coupling regime, the saddle point solution acquires finite
spin-triplet pairings on the ferromagnetic bonds, while
singlet pairings on the antiferromagnetic bonds. In par-
ticular, a coplanar configuration of orthogonal d-vectors
in spin-triplet pairings on the ferromagnetic bonds [see
Fig. 3(a)] on top of the ‘π-flux’-type singlet pairings27 on
the antiferromagnetic bonds realizes the best mean-field
energy among others.9 The solution is given by
U¯ tri〈j,j+ex〉,µ ≡ iδµ,1Dσ2, U¯ tri〈j,j+ey〉,µ ≡ iδµ,2Dσ2,
U¯ sin〈j,j+ex±ey〉 ≡ χσ3 ± ησ1, a¯µj,τ = 0 (20)
with certain real values D, χ, and η, where ex =
(1, 0) and ey = (0, 1). The presence of the d-
vectors, D¯〈j,j+ex〉 = (D, 0, 0) and D¯〈j,j+ey〉 = (0, D, 0)
[Fig. 3(a)], produces a quadrupolar order on bonds; in
the mean-field approximation, we have the relation9
Qjl,µν =− 1
2
(
Ejl,µE
∗
jl,ν −
1
3
δµν |Ejl|2
)
+H.c.
− 1
2
(
Djl,µD
∗
jl,ν −
1
3
δµν |Djl|2
)
+H.c. (21)
(µ, ν = 1, 2, 3). Hence the state has an antiferro-
quadrupolar order, as shown in Fig. 3(b), where all ne-
matic directors are lying in a single plane. The invari-
ant gauge group3 dictates that all the gauge excitations
around this mean-field solution have finite gap [are not
required to be gapless by the local SU(2) gauge symme-
try]. The state has the same spin-triplet pairing function
as a ‘planar’ type superfluid B-phase of 3He.35 We hence
dubbed this state the Z2 planar state.
Here we summarize the symmetry of the Z2 planar
state. The wavefunction is invariant under the space
translation and the space reflections with x- and y-axes.
The state is also invariant under the time reversal T ; un-
der the operation of T , the triplet pairings on the nearest
neighbor links change their sign, but this change sets off
by a staggered gauge transformation Ψ†j → (−1)jx+jyΨ†j .
This concludes that this state does not have any spin or-
der i.e. 〈Sj〉 = 0.9,26. The coplanar ordering of the
d-vectors breaks the SU(2) spin-rotational symmetry,
but the state preserves the spin π rotational symmetry
around both 1-, 2-, and 3-axes. This corresponds to the
fact that the ground-state manifold of the d-wave spin
nematic state8 has SU(2)/(Z2 ×Z2) symmetry. We also
note that this pairing state has a non-trivial staggered
U(1) spin-rotational symmetry. That is, the state de-
fined by Eq. (20) is invariant under the following stag-
gered spin rotation about z axis
Ψ†j → exp[i(−1)jx+jyθσ3]Ψ†j ,
Ψj → Ψj exp[−i(−1)jx+jyθσ3] (22)
for any θ.
This Z2 planar state is shown to be a stable local min-
imum, even when projected onto the real spin space. A
variational Monte Carlo study indicates that the pro-
jected BCS wavefunction constructed from this Z2 planar
state achieves the best optimal energy in the parameter
range 0.42J1 ≤ J2 ≤ 0.57J1, which is encompassed by
the competing ferromagnetic phase (J2 < 0.42J1) and
collinear antiferromagnetic phase (0.57J1 < J2).
26 More-
over, the wavefunction of the projected Z2 planar state
belongs to the same space group (including its irreducible
representation)26 as that of the bond-type spin nematic
phase suggested by the exact diagonalization analysis8 in
the similar parameter regime. The spin correlation func-
tion calculated with this projected BCS wavefunction26
exhibits a similar behavior as those obtained from the ex-
act diagonalization studies up to 40 sites.28 Observing the
energetics and the consistencies with the previous exact
diagonalization analyses, we regard that this projected
Z2 planar phase is indeed realized as a spin nematic phase
in a certain parameter range around J2 ≈ 0.5J1 of the
present J1-J2 model. We therefore start from the mean-
field Z2 planar state, to derive the dynamical magnetic
properties of the bond-type spin nematic phase.
C. Partition function and Green function at the
saddle point
We describe the partition function at the saddle point,
omitting the fluctuations of U sin, U tri, and aτ in Eq. (6).
The Bogoliubov–de Gennes Hamiltonian for the mean-
field Z2 planar state is given by
H
(0)
k ≡
J1D
2
(sxγ3 − syγ5) + J2(χcxcyγ4 + ηsxsyγ2)
(23)
6with sµ ≡ sin kµ and cµ ≡ cos kµ (µ = x, y). The 4 × 4
γ-matrices are defined as
γ1 = σ2 ⊗ σ1 =
(
0 −iσ1
iσ1 0
)
, (24)
where the 2× 2 Pauli matrices σµ (µ = 1, 2, 3) in front of
the ⊗-mark is for the particle-hole space, while the other
is for the spin space. Using the same notation, we define
the other 4 anti-commutating γ-matrices as γ2 = σ2⊗σ2,
γ3 = σ2 ⊗ σ3, γ4 = σ3 ⊗ σ0, and γ5 = σ1 ⊗ σ0.
The partition function at the saddle point takes the
form
Z(0)[h] = exp
(
−NS(0)[h]
)
, (25)
S(0)[h] = S(0)I + S(0)II [h], (26)
S(0)I =
β
2
[
J1NΛD
2 + J2NΛ(χ
2 + η2)
]
, (27)
S(0)II [h] = −
1
2N
N∑
a=1
Tr
(
lnG−10,(k,n,a|k′,n′,a)[h]
)
, (28)
where the trace is over the momentum (k), the Matsub-
ara frequency (n), spin, and particle-hole indices. The
single-particle Green function G0[h] of the fermion fields
fak,n at the saddle point is given by
G−10,(k,n,a|k′,n′,a)[h
aa] ≡ δn,n′δk,k′g−10 (k, iωn)
+
1
2
1√
βNΛ
∑
µ=1,2,3
∑
q,m
δk,k′+qδn,n′+m h
aa
µ (q,m)uµ,
(29)
where g0 denotes the 4 × 4 matrix single-particle Green
function of fak,n at zero field,
g0(k, iωn) ≡
(
iωnγ0 −H(0)k
)−1
, (30)
uµ (µ = 1, 2, 3) denote the 4×4 Hermite matrices defined
by
u1 ≡ γ15 = −iγ1γ5, u2 ≡ γ13 = −iγ1γ3,
u3 ≡ γ35 = −iγ3γ5, (31)
and
haaµ (q,m) ≡
1√
βNΛ
∑
j
∫ β
0
dτ e−iq·j−iǫmτhaaj,µ(τ) (32)
with ǫm ≡ 2mπβ−1. Diagonalizing the Hamiltonian ma-
trix, we obtain the mean-field band dispersion relation of
spinons,
ξk =
[
J21D
2
4
(s2x + s
2
y) + J
2
2 (χ
2c2xc
2
y + η
2s2xs
2
y)
]1/2
, (33)
which has a full gap in the whole Brillouin zone, as shown
in Fig. 4(a). When we expand the Green function G0
with small fields {haaµ }, the matrix uµ corresponds to the
external vertex connecting the external field haaµ with two
single-particle Green functions g0.
(a) (b)
k
x
k
y
k
y
k
x
(π,π)
(π,-π)(-π,-π)
(-π,π)
FIG. 4: (a) Dispersion relation of spinon band ξk in the Z2
planar state at J2 = 1.1J1. (b) Contour plot of ξk, showing
8 minima at k = (±pi
2
, 0), (0,±pi
2
), (±pi
2
, π), (π,±pi
2
), and 8
maxima at k = (0, 0), (±pi
2
,±pi
2
), (0, π), (π, 0), (π, π).
III. 1/N EXPANSION FOR CORRELATION
FUNCTIONS
In the previous section, we have described the saddle
point solution of a generalized N -flavor spin-1/2 frus-
trated ferromagnetic model. For large N , the fluctua-
tions of the auxiliary fields and the gauge fields around
the saddle point are weak and hence they can be precisely
included by performing a perturbational expansion of the
effective action with the fluctuation fields. This expan-
sion gives a 1/N expansion of physical quantities. In this
section, performing this 1/N expansion, we calculate the
dynamical spin correlation function29
Caaµν(j, τ) ≡
〈
Tτ
[
Saa
0,µ(0)S
aa
j,ν(τ)
]〉∣∣
h=0
=
∂2Z[h]
∂haa
0,µ(0)∂h
aa
j,ν(τ)
∣∣∣∣∣
h=0
(34)
and the dynamical susceptibility
χaaµν(q, iǫm) =
∑
j
∫ β
0
dτ e−i(q·j+ǫmτ)Caaµν (j, τ), (35)
where Tτ denotes the imaginary-time ordering and the
flavor index a is fixed to a certain number. Specifically,
the correlation function of leading order, O(1), corre-
sponds to the Hartree-Fock contribution and the correc-
tion term of order 1/N corresponds to the random phase
approximation (RPA) term. We present a formalism for
this large N expansion here and discuss the dynamical
spin structure factors thus obtained in the next section.
The spin correlation functions are composed by two
parts
Caaµν (j, τ) = C
aa
µν,I(j, τ) + C
aa
µν,II(j, τ) (36)
7with
Caaµν,I(j, τ) ≡ −
N
Z
∫
DU sinDU triDaτ
× ∂
2S
∂haa
0,µ(0)∂h
aa
j,ν(τ)
exp (−NS)
∣∣∣∣
h=0
, (37)
Caaµν,II(j, τ) ≡
N2
Z
∫
DU sinDU triDaτ
× ∂S
∂haa
0,µ(0)
∂S
∂haaj,ν(τ)
exp (−NS)
∣∣∣∣
h=0
, (38)
and they relate to corresponding dynamical susceptibili-
ties
χaaµν,I(q, iǫm) ≡
∑
j
∫ β
0
dτ e−i(q·j+ǫmτ)Caaµν,I(j, τ),
χaaµν,II(q, iǫm) ≡
∑
j
∫ β
0
dτ e−i(q·j+ǫmτ)Caaµν,II(j, τ).
A. Correlation functions in the leading order
Replacing S in Eqs. (37) and (38) by S0 given in
Eqs. (26), (27), and (28), we obtain the Hartree-Fock
contribution to the spin correlation function,
Caa,(0)µν (j, τ) =
(
−N ∂
2S(0)
∂haa
0,µ(0)∂h
aa
j,ν(τ)
+N2
∂S(0)
∂haa
0,µ(0)
∂S(0)
∂haaj,ν(τ)
)∣∣∣∣∣
h=0
, (39)
or equivalently,
χaa,(0)µν (q, iǫm)
=− 1
8βNΛ
∑
k,n
Tr
[
g0(k + q, iωn + iǫm)uµ g0(k, iωn)uν
]
+
δq,0δm,0
16βNΛ
(∑
k,n
Tr
[
g0(k, iωn)uµ
])
×
( ∑
k′,n′
Tr
[
g0(k
′, iωn′)uν
])
, (40)
where the traces are taken over the spin and particle-hole
indices, i.e., the indices of 4×4 matrices. From Eqs. (23),
(30), and (31), it is clear that g0(k, iωn) uµ is traceless
for each µ = 1, 2, 3, and hence the second term vanishes.
The first term corresponds to two spinnons propagating
with momenta k + q and −k [see Fig. 5(d)].
After the analytic continuation, iǫn → ǫ+iδ, we obtain
the real-time dynamical susceptibilities. At zero temper-
ature, the imaginary parts of dynamical susceptibilities
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)
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u
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h
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)
FIG. 5: Contour plots of (a) Imχ
(0)
zz (q, ǫ) and (b) Imχ
(0)
+−(q, ǫ)
at J2 = 1.1J1. Both of them consist of broad continuum
spectra, which have finite weight only for ǫ ≥ ωc ≃ 0.3. (c)
Path of the momentum q in (a) and (b), which runs from
(0, 0) to (π, π), to (π, 0) and back to (0, 0). (d) Feynman
diagram for Imχ
(0)
µµ(q, iǫm). Solid lines denote the fermion
single-particle Green functions and dashed lines denote the
external magnetic fields.
at the saddle point are given by
Imχ(0)zz (q, ǫ) =
π
8NΛ
∑
k
δ(ǫ − ξ+ − ξ−)
[
1− 1
ξ+ξ−
× (a2,+a2,− − a3,+a3,− + a4,+a4,− − a5,+a5,−)
]
, (41)
Imχ
(0)
+−(q, ǫ) =
π
4NΛ
∑
k
δ(ǫ − ξ+ − ξ−)
×
[
1− 1
ξ+ξ−
(a2,+a2,− + a4,+a4,−)
]
, (42)
where a2,± ≡ J2η sx,±sy,±, a3,± ≡ J1D2 sx,±, a4,± ≡
J2χ cx,±cy,±, a5,± ≡ −J1D2 sy,±, and ξ± ≡
√∑5
j=2 a
2
j,±
with the definitions sµ,± ≡ sin(kµ ± qµ2 ) and cµ,± ≡
cos(kµ± qµ2 ). These susceptibilities are plotted as a func-
8(a) (b)
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FIG. 6: Static structure factors in the mean-field approxima-
tion: (a) C
(0)
zz (q, τ = 0) and (b) C
(0)
+−(q, τ = 0) at J2 = 1.1J1.
tion of q and ǫ in Figs. 5(a) and 5(b). As in the fig-
ure, the Hartree-Fock contributions consist only of con-
tinuum spectra, which correspond to individual spinon
excitations. Since the mean-field band dispersion ξk
of the spinon field is fully gapped [see Fig. 4(a)], the
continuum spectra appear only above a critical energy,
ǫ ≥ maxk(ξ+ + ξ−). The frequency range of the contin-
uum becomes broadest at k = (0, 0), (π, 0), (π, π), and
(π2 ,
π
2 ), while narrow at k = (π,
π
2 ) and (
π
2 , 0). This fea-
ture is because the band dispersion ξk has eight minima
at k = (±π2 , 0), (0,±π2 ), (±π2 , π), and (π,±π2 ), and eight
maxima at k = (0, 0), (π2 ,±π2 ), (−π2 ,±π2 ), (0, π), (π, 0),
and (π, π) [see Figs. 4(a) and 4(b)]. One should also no-
tice that continuum in Imχ
(0)
zz (q, ǫ) has no spectral weight
at q = (π, π), which is attributed to the staggered U(1)
spin-rotational symmetry given by Eq. (22).
Static spin structure factors at the mean-field level are
given by the frequency integral of Eqs. (41) and (42),
C(0)zz (q, τ = 0) =
∫ ∞
0
dǫImχ(0)zz (q, ǫ),
C
(0)
+−(q, 0) =
∫ ∞
0
dǫImχ
(0)
+−(q, ǫ),
both of which exhibit broad peak structures at q = (0, π)
and (π, 0), as shown in Fig. 6. This indicates the presence
of short-range collinear antiferromagnetic correlations in
the Z2 planar state. This behavior is basically consistent
with the static spin structure factor obtained in the spin
nematic phase from the variational Monte Carlo calcula-
tion,26 though the latter one exhibits relatively stronger
collinear antiferromagnetic correlations.
B. Method of 1/N expansion
To capture the low-energy collective excitations, which
emerge below the continuum spectra, we next include
fluctuations of the auxiliary fields (U sin− U¯ sin and U tri−
U¯ tri) and the gauge fields (iaτ ) around their saddle point
values. The fluctuation fields r(j, τ) for the Z2 planar
state are in total given by the following 35 elements:
r(j,τ)
≡ ( ReEx,3, ImEx,3, ReEy,3, ImEy,3,
ReDx,3, ImDx,3, ReDy,3, ImDy,3,
ReEx,1, ImEx,1, ReEy,1, ImEy,1,
ReDx,1 −D, ImDx,1, ReDy,1, ImDy,1,
ReEx,2, ImEx,2, ReEy,2, ImEy,2,
ReDx,2, ImDx,2, ReDy,2 −D, ImDy,2,
Reχx+y − χ, Reχx−y − χ, Reηx+y − η, Reηx−y + η,
Imχx+y, Imχx−y, Imηx+y, Imηx−y, ia
1
τ , ia
2
τ , ia
3
τ
)
.
(43)
Here the vectors Dν = (Dν,1, Dν,2, Dν,3) and Eν =
(Eν,1, Eν,2, Eν,3) with ν = x, y correspond to the vector
auxiliary fields given in Eq. (7),
Dν(j, τ) = Dj−eν/2,j+eν/2,
Eν(j, τ) = Ej−eν/2,j+eν/2,
where the position vector j is defined on the center po-
sitions of the ferromagnetic J1 links, whereas the fields
χx±y and ηx±y correspond to the scalar auxiliary fields,
ηx±y(j, τ) = ηj−(ex±ey)/2,j+(ex±ey)/2,
χx±y(j, τ) = χj−(ex±ey)/2,j+(ex±ey)/2,
where the position j is defined on the center positions of
the antiferromagnetic J2 links.
To obtain quantum corrections to the Hartree-Fock
contribution [Eq. (39)], we expand the action S =
SI− 12N
∑N
a=1Tr lnG
−1 with the small fluctuation fields
r(j, τ) around the saddle point. Since the functionalG−1
is a linear function of the elements of haa, U sin, U tri, and
aτ , as noted below Eq. (10), the single-particle Green
function takes the form
G−1(k,n,a|k′,n′,a) = G
−1
0,(k,n,a|k′,n′,a)
+
1√
βNΛ
∑
q
∑
m
δk,k′+qδn,n′+mrα(q,m)vα(k,k
′),
(44)
where the bosonic fluctuation fields r are transformed as
rα(q,m) ≡ 1√
βNΛ
∑
j
∫ β
0
dτ e−ij·q−iǫmτrα(j, τ).
Here, the index α (α = 1, · · · , 35) specifies the ele-
ment of the fluctuation fields enumerated in Eq. (43),
and the summation of the position vector j runs over
all the center positions of nearest neighbor links for
α = 1, · · · , 24, all the center positions of second near-
est neighbor links for α = 25, · · · , 32, and all the lattice
sites for α = 33, 34, 35. The summation over the repeated
index α is made implicit and will be so henceforth. In
9the same sequence as in Eq. (43), the internal vertices vα
are explicitly given by the 4× 4 matrix forms
v(k,k′)
≡ ( − cxγ35, −sxγ12, −cyγ35, −syγ12,
sxγ1, sxγ14, syγ1, syγ14,
− cxγ15, −sxγ23, −cyγ15, −syγ23,
− sxγ3, −sxγ34, −syγ3, −syγ34,
cxγ31, sxγ25, cyγ31, syγ25,
sxγ5, −sxγ45, syγ5, −syγ45,
− c′x+yγ4, −c′x−yγ4, c′x+yγ2, c′x−yγ2,
− s′x+yγ0, −s′x−yγ0, c′x+yγ24, c′x−yγ24, −γ2, γ24, γ4
)
,
(45)
where
cµ =
J1
2
cos
(kµ + k′µ
2
)
,
sµ =
J1
2
sin
(kµ + k′µ
2
)
,
c′x±y =
J2
2
cos
(kx + k′x ± ky ± k′y
2
)
,
s′x±y =
J2
2
sin
(kx + k′x ± ky ± k′y
2
)
.
Using the expression of Eq. (44), we obtain a series ex-
pansion of the action with the fluctuation fields r around
the saddle point,
S =SI − 1
2N
N∑
a=1
Tr lnG−1
=S(0) + S(1)α rα + S(2)α,α′rαrα′
+
∞∑
n=3
S
(n)
α1,α2,··· ,αn rα1rα2 · · · rαn , (46)
where the coefficients S(n)α1,α2,··· ,αn are given by
S(n)α1,α2,··· ,αn =
1
n!
∂nS
∂rα1 · · · ∂rαn
∣∣∣∣
r=0
=
∂SI
∂rα1
∣∣∣∣
r=0
δn,1 +
1
2
∂2SI
∂rα1∂rα2
∣∣∣∣
r=0
δn,2
+
(−1)n
2Nn(βNΛ)n/2
N∑
a=1
Tr
[
G0vα1G0vα2 · · ·G0vαn
]
(47)
for n ≥ 1. The trace here is taken over the momen-
tum, Matsubara frequency, spin, and particle-hole in-
dices. The summation of the flavor index is written ex-
plicitly. One finds that all the coefficients S(n)α1,α2,··· ,αn are
of order O(1) in the large N limit. Note that vα plays
a role of an internal vertex which connects two Green
functions with the fluctuation field rα.
To calculate the correlation functions Eqs. (37) and
(38), we further perform a series expansion of the action
(46) in the small field haa. We only need the series of
{haaµ } with a certain flavor a,
S = S(0,0) + S(0,2)α,α′ rαrα′ +
∞∑
n=3
S(0,n)α1,α2,··· ,αn rα1rα2 · · · rαn
+
1
N
3∑
µ=1
∞∑
n=1
S(1,n)µ;α1,··· ,αnrα1 · · · rαnhaaµ
+
1
N
3∑
µ,ν=1
∞∑
n=0
S(2,n)µ,ν;α1,··· ,αnrα1 · · · rαnhaaµ haaν , (48)
where
S(0,n)α1,··· ,αn ≡ S
(n)
α1,···αn
∣∣∣
h=0
, (49)
S(1,n)µ;α1,··· ,αn ≡ N
∂S(n)α1,··· ,αn
∂haaµ
∣∣∣∣∣
h=0
, (50)
S(2,n)µ,ν;α1,··· ,αn ≡
N
2
∂2S(n)α1,··· ,αn
∂haaµ ∂h
aa
ν
∣∣∣∣∣
h=0
(51)
with n ≥ 0 and with the definition S(n)α1,··· ,αn = S(0) if
n = 0. Equation (48) does not have any linear term in
r, by definition of the saddle point, and any linear term
in haaµ , as S
(1,0)
µ; ∼
∑
k,nTr[g0(k, iωn)uµ] = 0. The co-
efficient S
(2,0)
µ,ν; corresponds to Hartree-Fock susceptibility
S
(2,0)
µ,ν; = −χaa,(0)µν /2. Note that the coefficients S
(1,n)
µ;α1,··· ,αn
and S(2,n)µ,ν;α1,··· ,αn are functions of order unity in the large
N limit. This is because NS(n) is composed by a sum-
mation over the flavor indices and the field derivative,
selecting the index a, leads to a result of order unity. All
coefficients S(0,n)α1,··· ,αn , S
(1,n)
µ;α1,··· ,αn , and S
(2,n)
µ,ν;α1,··· ,αn are
order O(1) in the large-N limit.
We regard the quadratic term in r as a non-perturbed
Gaussian action for the fluctuation fields and treat the
rest of terms as perturbations. The coefficient of the
quadratic term corresponds to the fluctuation-field prop-
agator
1
N
[(
S(0,2)
)−1]
α1,α2
=
∫
drrα1rα2 exp
[
−NS(0,2)α,α′ rαrα′
]
∫
dr exp
[
−NS(0,2)α,α′ rαrα′
] ,
(52)
which is given by Eq. (47) as
S(0,2)α,α′ =
1
2
∂2SI
∂rα∂rα′
∣∣∣∣
r=0,h=0
+
1
4βNΛ
∑
k,n
Tr
[
g0 vα g0 vα′
]
.
(53)
In the perturbation terms of Eq. (48), each internal
vertex vα is connected with two single-particle Green
Functions (solid lines) and one fluctuation field (wavy
line), and each external vertex uµ is with two single-
particle Green Functions and one external magnetic field
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FIG. 7: Diagrams of interactions in Eq. (48) containing the
renormalized vertex parts (a) S
(0,3)
, (b) S
(1,1)
, and (c) S
(2,1)
.
(dashed line), as shown in Fig. 7. The interactions con-
taining S(0,n) (with n > 2), S(1,n), and S(2,n) have single
loops composed by multiple one-particle Green functions
and vertices. See for example Figs. 7(a)–(c). Symboli-
cally, S(1,1) and S(2,1) take the following forms
S(1,1)µ;α =
1
4βNΛ
∑
k,iωn
Tr[g0uµg0vα], (54)
S(2,1)µ,ν;α = −
1
16(βNΛ)3/2
∑
k,iωn
{
Tr[g0uνg0uµg0vα]
+ Tr[g0uµg0uνg0vα]
}
, (55)
where k and iωn denote the momentum and the fre-
quency inside of the loops. The traces in Eqs. (53)–(55)
are only over the particle-hole and spin indices but not
over the flavor index.
Using the series (48), we can expand the spin correla-
tion functions χaaµν ≡ χaaµν,I + χaaµν,II as29
χaaµν,I(q, iǫn) = −
1
Z
∫
Dr
( ∞∑
n=0
S(2,n)µ,ν;α1,··· ,αnrα1 · · · rαn
) ∞∑
m=0
(−N)m
m!
( ∞∑
l=3
S(0,l)α1,··· ,αlrα1 · · · rαl
)m
e−NS
(0,2)
α,α′
rαrα′ , (56)
χaaµν,II(q, iǫn) =
1
Z
∫
Dr
( ∞∑
n=1
S(1,n)µ;α1,··· ,αnrα1 · · · rαn
)( ∞∑
l=1
S(1,l)ν;α1,··· ,αlrα1 · · · rαl
)
×
∞∑
m=0
(−N)m
m!
( ∞∑
j=3
S(0,j)α1,··· ,αjrα1 · · · rαj
)m
e−NS
(2)
α,α′
rαrα′ , (57)
where S(0,0) was omitted. The Gaussian integrals over the real-valued fields r can be taken, reducing even numbers
of the fields to a sum over all the possible pairwise contractions among the fields;∫
Dr r1 · · · r2k exp
[−NS(0,2)α,α′ rαrα′] =∑
σ
1
Nk
[S(0,2),−1]
σ(1),σ(2)
[S(0,2),−1]
σ(3),σ(4)
· · · [S(0,2),−1]
σ(2k−1),σ(2k)
. (58)
The summation over σ runs over the arbitrary permuta-
tions among the 2k indices.
We can evaluate the N dependence of each term
in Eqs. (56) and (57), using the facts that all coeffi-
cients S(0,n)α1,··· ,αn , S
(1,n)
µ;α1,··· ,αn , and S
(2,n)
µ,ν;α1,··· ,αn are of or-
der unity and one Gaussian integral of a pair of fluctu-
ation fields leads to one prefactor 1/N [see Eq. (58)].
In Eq. (56), the term with the summation indices
(l,m, n) is of order O(N−n/2−(l−2)m/2). In Eq. (57), the
term with the summation indices (l,m, n, j) is of order
O(N−n/2−l/2−m(j−2)/2). These order estimates give a
controlled expansion of physical quantities with a small
parameter 1/N .
To enumerate all the contractions possible in Eqs. (56)
and (57), we use Feynman diagrams. Connecting one
internal vertex vα with another one vβ by a wavy
line, which represents the fluctuation-field propagator
[S(0,2),−1]α,β , we obtain all possible diagrams. As an
example, we depict all diagrams of spin correlation func-
tions of order O(1/N) in Fig. 8, where those diagrams
which vanish by themselves have been already omitted.
C. Next-to-leading order corrections to the
correlation functions
From the order estimation explained in Sec. III B, the
leading order contribution to the spin correlation func-
tion is the Hartree-Fock solution, Eq. (40), which is or-
der unity. The next-to-leading order corrections of order
O(1/N) in the 1/N expansion are given by the Feynman
diagrams depicted in Fig. 8.
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FIG. 8: 1/N-contributions to correlation functions, where
dotted lines denote external fields, wavy lines are the RPA
propagators, and solid lines are single-particle Green func-
tions. Diagram (a) contributes to χaaµµ,II(q, iǫn), while dia-
grams (b,c,d) to χaaµµ,I(q, iǫn). They contribute to (a) spin-
wave term, (b,d) Hartree-Fock (HF) term with renormalized
single-particle Green functions, and (c) HF term with a vertex
correction.
Among these diagrams, only the diagram Fig. 8(a) en-
dows the imaginary part of the dynamical spin suscepti-
bilities with finite spectral weight due to the low-energy
collective modes. Figs. 8(b)–(d) take the same structure
as that of the mean-field diagram Fig. 5(d). The differ-
ence can be solely attributed to a proper renormalization
of the single-particle Green function in the cases (b) and
(d), and a renormalization of the external vertex in the
case (c). Thus, their major contribution is more or less
modification of shape and intensity of the Stoner con-
tinuum, which already appears in the leading order. In
Fig. 8(a), on the other hand, the momentum and energy
carried by one of the external lines are transmitted to
the other only through the fluctuation-field propagator,
namely RPA propagator, into which various collective ex-
citations including gapless Goldstone modes and gapped
‘gauge-field’ like collective modes are encoded. As a re-
sult, some of low-energy poles of the RPA propagator
show up as coherent bosonic peaks in the imaginary part
of susceptibilities given by Fig. 8(a).
We henceforth focus on Fig. 8(a) to discuss low-energy
collective modes. We will see that these collective modes
directly come from the poles in the RPA propagators
which connect two loops of single-particle Green func-
tions. To derive its expression, let us first clarify possible
low-energy poles encoded in the RPA propagator. The
RPA propagator defined in Eq. (53) is always a block-
diagonal matrix with respect to the following four groups
of fluctuation fields:
R1 ≡ReDy,3 e11 + ImDx,3 e12 + ImEx,3 e13 +ReEy,3 e14,
(59)
R2 ≡ReDx,3 e21 + ImDy,3 e22 + ImEy,3 e23 +ReEx,3 e24,
(60)
R3 ≡ReDx,2 e31 +ReDy,1 e32 + ImDy,2 e33
+ ImDx,1 e
3
4 + ImEy,2 e
3
5 + ImEx,1 e
3
6
+ReEx,2 e
3
7 +ReEy,1 e
3
8 +
Imχx+y + Imχx−y√
2
e39
+
Imηx+y + Imηx−y√
2
e310 +
Imχx+y − Imχx−y√
2
e311
+
Imηx+y − Imηx−y√
2
e312 + ia
3
τ e
3
13 + ia
1
τ e
3
14, (61)
R4 ≡
(
ReDx,1 −D
)
e41 +
(
ReDy,2 −D
)
e42
+ ImDy,1 e
4
3 + ImDx,2 e
4
4 + ImEy,1 e
4
5
+ ImEx,2 e
4
6 +ReEx,1 e
4
7 +ReEy,2 e
4
8
+ (Reχx+y − χ) e49 + (Reηx+y − η) e410
+ (Reχx+y − χ) e411 + (Reηx+y + η) e412 + ia2τ e413, (62)
where {eµα} denotes the orthonormal basis of 35-
dimensional space R35 and the renamed fluctuation fields
{Rµ,α} are defined through Rµ =
∑
αRµ,αe
µ
α. In this
definition, for example, the coefficient of the base e11 cor-
responds to the 7-th component of r [see Eq. (43)]. Using
this representation, the Gaussian part of the action is in-
deed decomposed into four parts,
[
S(0,2)
]
α,β
rαrβ =
4∑
µ=1
[
S(0,2)µµ
]
α,β
Rµ,αRµ,β , (63)
where the matrix elements inside of each block are given
by
[
S(0,2)µµ (q, iǫn)
]
α,β
≡ 1
2
∂2SI
∂rµ,α∂rµ,β
+
1
4βNΛ
∑
k,n
× Tr[g0(k + q, iωn + iǫn)vµ,β g0(k, iωn)vµ,α] (64)
in the momentum representation. The internal ver-
tices here are also defined so that
∑35
α=1 rαvα =∑4
µ=1
∑
αRµ,αvµ,α. Explicit expressions for [S
(0,2)
µµ ]α,β
are given in Appendix [Eqs.(A1)–(A92)].
One can also see that, in the vertices S(1,1)µ;α hµrα, the
fluctuation fields in Rµ with µ = 1, 2, 3 are, respectively,
coupled only with the µ-th components of the external
magnetic field, hµ, in the form
S(1,1)µ;α hµrα =
3∑
µ=1
[
S(1,1)µ;µ
]
α
hµRµ,α, (65)
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where[
S(1,1)µ;µ (q, iǫn)
]
α
≡ 1
4βNΛ
∑
k,n
× Tr[g0(k + q, iωn + iǫn)uµ g0(k, iωn)vµ,α], (66)
while all fluctuation fields enumerated in R4 are discon-
nected from the external magnetic fields. Explicit expres-
sions for S(1,1)µ;α (µ = 1, 2, 3) are given in the Appendix
[Eqs.(A93)–(A109)].
Using Eqs. (64) and (66), we finally obtain the contri-
bution from Fig. 8(a) as
χ
(1)
µµ,II(q, iǫn) =
[
S(1,1)µ;µ (q, iǫn)
]
α
[(
S(0,2)µµ (q, iǫn)
)−1]
α,β
[
S(1,1)µ;µ (−q,−iǫn)
]
β
. (67)
Here, the vertex parts do not give rise to any finite contri-
bution to Imχ(1)(q, ǫ + iδ) below the Stoner continuum,
i.e., for |ǫ| < mink(ξk+q + ξk). This is because Eq. (66)
has the same structure as the Hartree-Fock contribution,
the first term in Eq. (40), and it always has the form
[
S(1,1)µ;µ (q, ǫ)
]
α
=
∑
k
Ak,q,α(ǫ)
−ǫ2 + (ξk+q + ξk)2 (68)
for any µ and α, where the numerator is a regular func-
tion of ǫ with [S(1,1)µ;µ (−q,−ǫ)]α = [S
(1,1)
µ;µ (q, ǫ)]
∗
α [see
Eqs. (A88), (A89), and (A94)–(A109)]. Hence, we can
attribute any finite spectral weight in Imχ
(1)
µµ,II(q, ǫ) be-
low the Stoner continuum solely to the poles in the RPA
propagator, i.e., the zeros of the eigenvalues of Eq. (64).
Before moving to the discussions of obtained dynamical
spin susceptibilities, we briefly mention about unphysical
zero modes which are encoded in the Gaussian action,
i.e., RPA propagator Eq. (64). The Gaussian part in
the static limit (iǫn = 0) always has three zero modes
at arbitrary q, which comes from the SU(2) local gauge
symmetry9
Ψ†j → Ψ†jeiφjσµ , Ψj → e−iφjσµΨj (69)
with µ = 1, 2, 3. Two zero modes with µ = 1 and 3 belong
to R3, while the other (µ = 2) belongs to R4. However,
these excitations do not change the ground state itself;
all mean-field ansatzes which are transformed to one an-
other by the local gauge symmetry should be regarded
as an identical state. Clearly, none of these modes cou-
ple with external magnetic fields at any q. We hence
regard these three zero modes as unphysical modes. For
example, the gauge transformation with φj = (−1)jx+jy
for µ = 3 requires that e312-fluctuation becomes a zero
mode at q = (π, π) in the Z2 planar phase. From
Eq. (A93), one finds that the coupling to the field van-
ishes as [S(1,1)3;3 ]12h3R3,12 = 0.
IV. DYNAMICAL STRUCTURE FACTORS
In this section, we discuss the dynamical spin struc-
ture factors Imχµµ(q, ǫ) in spin nematic ground states
obtained from the 1/N expansion up to first order in
1/N . To find the nature of collective modes, we analyze
the next-to-leading order terms, especially Imχ
(1)
µµ,II(q, ǫ),
at zero temperature given by Eq. (67). For simplic-
ity, the fluctuations of the temporal gauge fields, iaµτ
(µ = 1, 2, 3), are not included in these calculations, so
that collective excitations are comprised only of the fluc-
tuations of auxiliary fields. Following a standard conven-
tion, we denote the quantity Imχ33(q, ǫ) by Imχzz(q, ǫ)
and Imχ11(q, ǫ) by Imχxx(q, ǫ) hereafter.
In the first two subsections (Secs. IVA and IVB), we
describe the characters of low-energy collective modes
and associated spectral weight of the dynamical spin
structure factors in the Z2 planar phase. Typical nu-
merical plots of Imχzz(q, ǫ) and Imχ+−(q, ǫ) are shown
in Figs. 9 and 10 respectively for the parameter point
J2/J1 = 1.1. We focus on the collective modes in the
vicinity of symmetric momentum points q = (0, 0), (π, 0),
and (π, π). At Γ point [q = (0, 0)], we find three gapless
q-linear collective modes and also gapful modes. These
gapless modes are associated with director-wave excita-
tions, which are accompanied by weak spin excitations.
In Sec. IVC, we discuss the nature of excitations when
the coupling ratio J2/J1 is changed to J2/J1 = Jc,2, i.e.,
the boundary to the neighboring U(1) planar phase. We
find that two gapped modes in Imχzz(q, ǫ) at q = (π, π)
become gapless (see Fig. 12), which corresponds to the
appearance of gapless gauge excitations (‘photon-like’ ex-
citation) in the U(1) phase. We also argue the appear-
ance of a new instability to a certain space symmetry
breaking in the U(1) planar phase.
A. Near Γ-point
Since the Z2 planar state breaks all the spin-
rotational symmetries, there are three gapless Nambu-
Goldstone modes at the Γ-point corresponding to the
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FIG. 9: (Color online) Excitation energy spectrum in the dy-
namical structure factor Imχzz(q, ǫ) in the Z2 planar ground
state at J2/J1 = 1.1. (a) Spectral wight of the collective
modes. (b) Momentum-energy dispersion relation, showing
the characteristic collective modes (φ1, ϕ1, ϕ2, ρ1) given in
the text. The momentum runs along three high symmetric
q-points [see Fig. 5(c)]. The grey zones denote Stoner contin-
uum. (c) Momentum-energy dispersion relation for the lowest
collective modes in the first quadrant of the Brillouin zone.
long-wavelength director-wave excitations. The eigen-
modes of the corresponding fluctuation fields take the
following forms at q = (0, 0):
φ1 ≡ 1√
2
(
e31 − e32
)
, φ2 ≡ e11, φ3 ≡ e21. (70)
The φ1-mode and φ2,3-modes appear, respectively, as
the gapless excitations in Imχzz(q, ǫ) and Imχ+−(q, ǫ)
(see Figs. 9 and 10). These eigenmodes induce global
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FIG. 10: (Color online) Excitation energy spectrum in the dy-
namical structure factor Imχ+−(q, ǫ) in the Z2 planar ground
state at J2/J1 = 1.1. (a) Spectral wight of the collective
modes. (b) Momentum-energy dispersion relations, showing
the collective modes (φ2, φ3, ϕ3, ϕ4) given in the text. The
grey zones denote Stoner continuum. (c) Momentum-energy
dispersion relation for the lowest collective modes in the first
quadrant of the Brillouin zone.
rotations of nematic directors. The gapless mode φ1 cor-
responds to a director rotation about spin 3-axis, which
is generated by
∑
j S
aa
j,3. The other two gapless modes
φ2 and φ3, respectively, correspond to director rotations
about spin 1- and 2-axes, given by the generators
∑
j S
aa
j,µ
with µ = 1 and 2. These assignments of the nature of
gapless excitations are consistent with the semi-classical
argument given in Ref. 9. Under the mirror reflection
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which exchanges both the spin 1 and 2 axes and the space
x and y axes, the planar state is symmetric, and the φ2-
and φ3-modes are interchanged. Thus, these two modes
are energetically degenerate along the line from (0, 0) to
(π, π), while the degeneracy is lifted away from this sym-
metric line (see Fig. 10).
In a finite-momentum regime of these gapless branches,
spin-wave excitations are also induced together with
director-wave excitations. We can see that a fluctua-
tion field R3,1φ1 (we set R3,2 = −R3,1) in Imχzz(q, ǫ)
induces both a director rotation about spin 3-axis and
a small spin displacement δSj,3 ∼ |q|R3,1 along spin 3-
axis. This spin excitation vanishes at the gapless point
since the amplitude is proportional to |q|. In the same
way, fluctuations R1,1φ2 and R2,1φ3 in Imχ+−(q, ǫ), re-
spectively, induce spin displacements δSj,1 ∼ |q|R1,1
and δSj,2 ∼ |q|R2,1 together with director fluctuations.
These spin excitations give finite spectral weight in dy-
namical spin structure factors. Near the Γ-point, the
spectral weight of these director-wave (spin-wave) modes
vanishes as a linear function of the momentum (or fre-
quency),
Imχzz(q, ǫ) = azǫδ(ǫ− vz |q|) + · · · , (71)
Imχxx(q, ǫ) = axǫδ
(
ǫ−
√
v2xq
2
x + v
2
yq
2
y
)
+ · · · , (72)
where vµ (µ = x, y, z) denote the director-wave velocities.
Mathematically, this is because the couplings S¯(1,1)µ;µ (q, ǫ)
between spin-wave (director-wave) modes and external
fields have the form S¯(1,1)µ;µ (q, ǫ) ∼ ǫ for small ǫ and the
RPA propagators always have the form [S¯(2)µµ (q, ǫ)]−1α,β ∼
ǫ−1δ(ǫ − εµ(q)), where εµ(q) denotes the director-wave
dispersion relations.
The dispersion relation of the gapless director-wave
mode in Imχzz(q, ǫ) is spatially isotropic in a long-
wavelength limit. The dispersion relation has a q-linear
form εz(q) ≃ vz|q| near the Γ point. Contrastingly, the
gapless mode in Imχxx(q, ǫ) is anisotropic even in the
long-wavelength limit as ǫx(q) ≃ (v2xq2x+ v2yq2y)1/2, where
vz ≃ vx < vy; both the velocity and spectral weight,
axǫ = ax(v
2
xq
2
x+ v
2
yq
2
y)
1/2, are spatially anisotropic in the
momentum space. A numerical integral of Imχzz and
Imχxx with respsect to ǫ for small q suggests that az is
always greater than ax in the Z2 planar phase.
The static magnetic susceptibilities χµ (µ = z, x) are
calculated from the dynamical spin structure factors us-
ing the relation χµ = limq→0
∫∞
0
dǫImχµµ(q, ǫ)/ǫ. The
collective-mode contribution to the static susceptibility
comes only from the gapless modes in the q → 0 limit.
The result is given by χµ = aµ/π. Thus, the numeri-
cal estimate concludes that χz is always larger than χx.
Hence in a small magnetic field, all nematic directors are
lying on the plane perpendicular to the field.
The low-energy excitations below the Stoner contin-
uum consist also of collective modes with finite mass [see
Fig. 9(b) and Fig. 10(b)]. In Imχzz(q, ǫ), there are sev-
eral gapped eigenmodes near the Γ-point. Among them,
the lowest gapped eigenmode ρ1 at the Γ-point contains
in-plane antiphase oscillations of two orthogonal direc-
tors. This mode does not induce any spin excitation
near Γ point, having no spectral weight in the dynamical
spin structure factor Imχzz(q, ǫ). This antiphase excita-
tion is a direct analogue of the so-called squashing modes
observed in the superfluid 3He-B phase.34–36 The other
gapped modes come from gauge fluctuations or compos-
ite fluctuations of gauge and director (or spin) degrees
of freedom. In Imχ+−(q, ǫ), there are two gapped eigen-
modes near Γ point, which are degenerate at Γ point.
These two modes are also composite fluctuations of gauge
and director degrees of freedom.
B. Near (π, 0)-point and (π, π)-point
The vanishing spectral weight of the spin-wave modes
at the Γ-point is also expected in a usual antiferromag-
netic phase. In the spin-1/2 J1-J2 model, a collinear
antiferromagnetic ordered phase with wave vector q =
(π, 0) or (0, π) appears in the strong antiferromagnetic
J2 regime. To distinguish the Z2 planar phase from the
collinear antiferromagnetic phase, we need to look into
the spin structure factor near q = (π, 0) or (0, π). In the
antiferromagnetic phase, low-energy excitations are also
composed of gapless spin-wave modes at either (π, 0) or
(0, π), whose spectral weight remains finite even at these
gapless momentum points, e.g. Imχµµ((π, 0) + q, ǫ) ≃
b′δ(ǫ − u′|q|) + · · · for |q| ≪ 1 and ǫ ≪ 1. By contrast,
our calculation indicates that dynamical spin structure
factors in the spin nematic phase have no finite low-
energy weight near q = (π, 0) and (0, π) points, though
there exist two non-magnetic linearly-gapless modes near
these points in Imχzz(q, ǫ) [see Fig. 9(a)]. The zero
modes at q = (π, 0) and (0, π) are, respectively, given
by e38 and e
3
7 modes, which correspond to ReEy,1 and
ReEx,2 fields. These modes are composite fluctuations
of gauge and director degrees of freedom. Contrary to
the director-wave (spin-wave) modes at the Γ point, the
existence of these gapless modes at q = (π, 0) and (0, π)
are required neither by continuous spin-rotational sym-
metries nor by local gauge symmetries [see Appendix
B], so that they could likely acquire finite mass in gen-
eral situations. In the present case, the energy of a Z2
planar state with an additional small staggered mean
field ReEy,1(j) = re
ij·Q0 [Q0 = (π, 0)] is expanded as
EMF(r)/NΛ = EMF(0)/NΛ + cr
4, which starts from a
quartic term with a positive constant c. We hence expect
that a higher-order perturbational expansion to fourth
order in fluctuation fields opens a gap in the excitation
energy at q = (π, 0) and (0, π).
The energy gaps of collective modes at q = (π, π) are
relevant to the stability of the Z2 planar states. The
lowest gapped excitations in Imχzz(q, ǫ) at q = (π, π)
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are comprised of two fluctuation fields
ϕ1 = iαe
3
1 + βe
3
3 − γe36 + iδe39, (73)
ϕ2 = iαe
3
2 + βe
3
4 − γe35 + iδe311. (74)
Their momentum-energy dispersions are degenerate at
q = (π, π) [see Fig. 9(b)] due to the mirror symmetry
with respect to the (x+y)-axis. The lowest gapped modes
in Imχ+−(q, ǫ) at q = (π, π) are comprised of two fluc-
tuations
ϕ3 = iǫe
2
1 + ζe
2
2, ϕ4 = iǫe
1
1 + ζe
1
2 (75)
[see Fig. 10(b)]. These two modes are also energetically
degenerate. These four modes are composite fluctuations
of gauge and director degrees of freedom. When the
momentum approaches the symmetric point q = (π, π),
the spectral weight of these four gapped modes van-
ishes as a quadratic function of the momentum, i.e.
Imχµµ((π, π)+k, ǫ) ≃ α′′|k|2δ(ǫ−m−v′′|k|2) for |k| ≪ 1.
The vanishing of the spectral weight is a consequence of
the staggered U(1) spin-rotational symmetry [Eq. (22)]
in the Z2 planar state. As will be described in the
next subsection, on decreasing J2, these four modes ϕi
(i = 1, 2, 3, 4) become gapless at the phase boundary
J2/J1 = Jc,2 between the adjacent U(1) planar phase.
C. Transition to the U(1) planar state and its
instability
In the rest of this section, we briefly discuss instabili-
ties to the Z2 planar state, induced by energy-gap clos-
ing. In the saddle-point solution of the Z2 planar phase
9,
when the antiferromagnetic exchange J2 decreases, the d-
wave spin-singlet pairing amplitude η is reduced to zero
at the critical point J2/J1 = Jc,2 ≃ 1.0448, while the
spin-triplet pairing amplitudeD and the s-wave excitonic
pairing amplitude χ remain finite beyond the boundary,
J2/J1 < Jc,2. Such a planar state in J2/J1 < Jc,2 is
dubbed the U(1) planar state, since the ansatz is invari-
ant under the staggered U(1) rotation around the 3-axis
in the gauge space.
Owing to the restoration of this global U(1) gauge
symmetry, the gapped fluctuations ϕi (i = 1, 2) in the
Z2 planar state become massless gauge fluctuations at
J2/J1 = Jc,2 [see Fig. 11(b) and Fig. 12]. To be specific,
at J2/J1 = Jc,2, the coefficients α and γ in the fields ϕ1
and ϕ2 [Eqs. (73) and (74)] reduce to zero and the ratio
β/δ converges to D/χ [Fig. 11(a)]. The fields have the
forms
ϕ
(c)
1 = D e
3
3 + iχ e
3
9, (76)
ϕ
(c)
2 = D e
3
4 + iχ e
3
11. (77)
Such fluctuation fields are induced by generators in the
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gauge space;∫ β
0
dτ L = SI +
∫ β
0
dτ
{ 1
2
∑
j
Tr
[
Ψ†j∂τΨj
]
−J1
4
∑
j
Tr
[
Ψ†j Dσ2 e
i(−1)jx+jya3x σ3 Ψj+ex σ
T
1
]
−J1
4
∑
j
Tr
[
Ψ†j Dσ2 e
i(−1)jx+jya3y σ3 Ψj+ey σ
T
2
]
− J2
4
∑
j
Tr
[
Ψ†j χσ3 e
i(−1)jx+jy (a3x+a
3
y)σ3 Ψj+ex+ey
]
−J2
4
∑
j
Tr
[
Ψ†j+ex χσ3 e
−i(−1)jx+jy (a3x−a
3
y)σ3 Ψj+ey
]}
.
Namely, an expansion with respect to the slowly-varying
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FIG. 13: (Color online) Photon-like momentum-energy dis-
persion in Imχzz(q, ǫ) at the (π, π) point in the U(1) planar
phase at J2/J1 = 1.025 < Jc,2.
gauge fields, a3x(j, τ) and a
3
y(j, τ), leads to∫ β
0
dτ L = SI + 1
2
∑
k,n
f
†
k,ng
−1
0 (k, iωn)fk,n +
1√
βNΛ
×
35∑
α=1
|q|≪π∑
q,m
∑
k,n
f
†
k,n vα(k,k − (π, π)− q)fk−(π,π)−q,n−m
×
{
a3x(q, iωm)ϕ
(c)
1,α + a
3
y(q, iωm)ϕ
(c)
2,α
}
,
where ϕ
(c)
1,α and ϕ
(c)
2,α are exactly given by Eqs. (76)
and (77). An integration over the fermion field and
subsequent expansion of the action in terms of a3x and
a3y leads to a quadratic form of the effective action,∑
q,iωn,α,β
Mαβ(q, iωn)aα(q, iωn)aβ(−q,−iωn). Now
that the U(1) planar state is invariant under the stag-
gered U(1) rotation around the 3-axis in the gauge space,
the effective action thus obtained is transformed into∑
Mαβ(q, iωn)(aα + ∂αθ)(q, iωn)(aβ + ∂βθ)(−q,−iωn)
under a U(1) local gauge transformation; Ψ†j →
Ψ†je
i(−1)jx+jy θ(r)σ3 with slowly varying function θ(r). On
the one end, any physical quantities including the action
should have been invariant under any local gauge trans-
formation, which enforces Mαβ(q = 0, iωn = 0) to be
zero precisely. More accurately, it is required that a3x
and a3y in combination with the staggered component of
the temporal gauge field, i.e. a30 ≡ (−1)jx+jy a3j,τ , must
take a gauge invariant quadratic form as their effective
action, which turns out to be the Maxwell form9
Fgauge =
∫ β
0
dτ
∫
d2r
(
uE2 +
K
2
B2
)
. (78)
The ‘emergent’ electromagnetic fields are defined asEα ≡
∂τa
3
x − ∂αa30, and B ≡ ∂xa3y − ∂ya3x.
In the 2+1 dimensional space, this Maxwell form does
not suppress the fluctuations of these gauge fields effi-
ciently, so that the U(1) planar state is generally un-
stable against these fluctuations. That is, the space-
time instanton which is allowed by the corresponding
compact QED action,
∫ β
0
∫
d2r{uE2 −K cos(ǫαβ∂αa3β)},
proliferate in the 2 + 1 dimensional space, only to in-
troduce strong confining potentials between two neutral
‘free’ fermions (spinon).37 In the context of spin-singlet
quantum spin liquids, it is known that resulting confin-
ing phases are accompanied by the reduction of the space
group symmetry of original mean-field states.38
In the present situation, this symmetry reduction is
driven by the condensation of ϕ3-, ϕ4-, and e
3
12-modes
at q = (π, π), e38-mode at q = (π, 0), and e
3
7-mode at
q = (0, π), where e312 originates from the unphysical
zero modes mentioned in the previous section. As shown
in Fig. 11(b), the mass of these modes are all negative
in the U(1) phase, J2/J1 < Jc,2, where ϕ3- and ϕ4-
modes are transformed into e22 and e
1
2 respectively [see
Fig. 11(a)]. We thus expect that the U(1) phase is gen-
erally accompanied by condensations of ImDx,3, ImDy,3,
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Imηx+y−Imηx−y with q = (π, π), ReEy,1 with q = (π, 0),
and ReEx,2 with q = (0, π). Such condensations break
the time-reversal symmetry T , the π spin-rotation sym-
metry around the z-axisRspinπ,z and the translational sym-
metries Tµ (µ = x, y). These symmetry breakings would
possibly endow the U(1) phase with ferrimagnetic mo-
ments. Having such magnetic orderings in the back-
ground, a pair of spinon and anti-spinon introduced in
the U(1) planar phase generally pay those energy cost
which are proportional to the spatial distance between
these two.3,4,39 Because of this strong confining poten-
tial, the pair is spatially confined to each other in the
U(1) planar phase.
We note that this U(1) planar state does not survive
as a stable ground state if the mean-field solutions are
projected to the real spin space26. It is hence expected
that the transition from the Z2 planar state to the U(1)
planar state appears only in the large-N spin model.
D. Transition to the π-flux states
When the antiferromagnetic exchange J2 increases in
the Z2 planar phase, the spin-triplet pairing field D de-
creases and vanishes at J2/J1 = Jc,1 ≃ 1.325, while the
other two remains almost constant. In J2/J1 ≥ Jc,1, the
saddle-point solution is a π-flux state having D = 0 and
χ = η 6= 0, where the Stoner excitations become gapless
at five (inequivalent) symmetric momentum points (0, 0),
(π/2, π/2), (π, π), (π, 0) and (0, π). Correspondingly, all
the collective excitations and their spectral weight in the
spin structure factor merge into the lower edge of the
Stoner continuum, when J2/J1 gets closer to the critical
value Jc,1 from below. We note that in the usual N = 1
S = 1/2 spin model this π-flux phase becomes a collinear
antiferromagnetic phase26. It is hence expected that the
transition from the Z2 planar phase to the π-flux phase
appears only in the large-N model.
V. NMR RELAXATION TIME
In the previous section, we have observed that the spec-
tral weight of gapless spin-wave (director-wave) modes
vanishes as a linear function of the momentum near the
Γ point. These modes are the only magnetic low-lying
excitations in the Z2 planar state. This behavior is
also observed theoretically in other kinds of spin nematic
phases31,40 and can be regarded as a common property
of quantum spin nematics in d ≥ 2.23 In this section, we
will calculate the longitudinal relaxation time T1 of the
nuclear magnetic resonance (NMR) in the spin nematic
phase, which also captures a low-energy property of the
dynamical spin structure factor through the relation
1
T1
=
2γ2nT
~2γ2e
lim
ω→0
3∑
µ=1
∑
q
Aµ
Imχµµ(q, ω)
ω
. (79)
(b)
(a)
(iωn,q)
(-iεn,-k)
(-iωn-iεn,-q-k)
(iωn,q) (iωn,q)
FIG. 14: (a) Raman scattering process. (b) Each vertex part
consists of two internal lines (wavy lines; gapless director-wave
modes) and one external line (dashed line; magnetic field).
Here, γe and γn stand for the gyromagnetic ratio of elec-
tron spin and nuclear spin, respectively, and Aµ (µ =
x, y, z) denote the form factors, which depend on the ge-
ometry of couplings between nuclear spins and electron
spins.41,43 We argue that the low-temperature behavior
of the NMR relaxation rate 1/T1 also exhibits a charac-
teristic temperature dependence.
When the temperature is sufficiently low, nuclear spins
relaxations are mainly attributed to the scattering pro-
cesses involved with the gapless spin-wave modes. There
are two types of relevant scattering processes:41 one is
(i) a direct process, in which a nuclear spin is flipped
by either one-magnon emission or one-magnon absorp-
tion. As in usual magnetic Mott insulators, the direct
process in spin nematic phases is forbidden in usual ex-
perimental situations, because all magnetic compounds
inevitably contain tiny spin-anisotropy fields, such as
Dzyaloshinsky-Moriya exchange field and dipolar field,
which opens a gap relatively larger than the nuclear Lar-
mor frequency. In such cases, the scattering process is
dominated by (ii) the so-called Raman process, where a
nuclear spin flipping is accompanied by the simultane-
ous occurrence of one-magnon emission and one-magnon
absorption.
In the framework of the 1/N expansion, this Raman
process can be captured by a 2-loop diagram of order
1/N2 which has simultaneous two fluctuation-field prop-
agators between the two loops, as depicted in Fig. 14(a).
Here, two fluctuation-field propagators (wavy lines) cor-
respond to magnon (director-wave) emission and absorp-
tion. In the following, we will argue that this Raman
contribution results in a characteristic low-temperature
dependence of the NMR relaxation rate,
1
T1
= aT 2d−1 + · · · (80)
[see Eq. (84)], where d denotes the (effective) spatial di-
mension.42
The Raman process shown in Fig. 14(a) consists of
two vertex parts S¯(1,2), each of which has one external
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hx hy hz φ1 φ2 φ3
T −hx −hy −hz φ1 φ2 φ3
σx hx hy hz φ1 φ2 φ3
σy hx hy hz φ1 φ2 φ3
Rpi
2
,z hy −hx hz φ1 φ3 φ2
Rspinpi,z −hx −hy hz φ1 −φ2 −φ3
TABLE I: Transformation properties of gapless director-
wave modes under time-reversal T , mirror operations σµ
with respect to the µ-axis, and rotations in spin and lat-
tice space. Rpi
2
,z ≡ R
spin
pi
2
,z R
lat
pi
2
,z, where R
spin/lat
θ,z denotes the
spin(lattice)-rotation by θ around the z-axis. Note that T ,
σx, σy , Rpi
2
,z, and R
spin
pi,z are, respectively, accompanied by
proper gauge transformations, Ψ†j → Ψ
†
j(−1)
jx+jy , Ψ†j →
Ψ†jσ1(−1)
jx , Ψ†j → Ψ
†
jσ1(−1)
jy , Ψ†j → Ψ
†
jσ1(−1)
jy , and
Ψ†j → Ψ
†
j(−1)
jx+jy .
(dashed) line representing magnetic field and two internal
(wavy) lines representing the fluctuating modes. Among
the fluctuating modes, the gapless director-wave modes
(φ1, φ2, and φ3) with low frequencies only contribute to
the relaxation rate at sufficiently low temperature. We
first determine a form of the vertex part S(1,2) associ-
ated with these gapless modes by using a symmetry argu-
ment. Under the time-reversal transformation combined
with a proper gauge transformation Ψ†j → Ψ†j(−1)jx+jy
and Ψj → (−1)jx+jyΨj , none of the director-wave modes
changes its sign, while external magnetic field changes
the sign. Since the interaction S¯(1,2)hµφjφm respects the
time-reversal symmetry, the vertex part S¯(1,2) is an odd
function of frequency. Expanding the vertex part S¯(1,2)
of Fig. 14(b) with frequencies iωn and iǫn, we obtain a
linear function of
iωnhµ(iωn, q)φj(iǫn,k)φm(−iǫn − iωn,−q − k) (81)
and
iǫnhµ(iωn, q)φj(iǫn,k)φm(−iǫn − iωn,−q − k), (82)
where µ = x, y, z and j,m = 1, 2, 3, in the leading term.
Since third- and higher-order time-derivative terms lead
to subleading contributions in the relaxation rate, we
will consider only the first-order time-derivative terms.
Transformation properties of the gapless director-wave
modes under other symmetry operations (see Table. I)
further restrict allowed combinations of µ, j and m in
Eqs. (81) and (82) to the following sets
iωnhzφ1φ1, iωnhzφ2φ2, iωnhzφ3φ3, iωnhzφ2φ3,
iǫn
(
hxφ1φ2 − hyφ1φ3
)
, (iǫn + iωn)
(
hxφ1φ2 − hyφ1φ3
)
,
iǫn
(
hxφ1φ3 − hyφ1φ2
)
, (iǫn + iωn)
(
hxφ1φ3 − hyφ1φ2
)
,
where we have omitted momentum and frequency argu-
ments in hµ and φi.
Taking the contractions between the two internal lines
that connects two vertex parts in Fig. 14(a), we can see
that this Raman contribution always takes the following
form
χramµµ (q, iωn) =
1
β
∑
k
∑
ǫn
αµω
2
n + βµ(ωn + ǫn)ǫn + γµωnǫn
[(ωn + ǫn)2 + ε21](ǫ
2
n + ε
2
2)
,
where ε1 ≡ ε−k−q and ε2 ≡ εk correspond to the energies
of the gapless director-wave modes. For simplicity, we
assumed that the momentum-energy dispersions of these
three linearly-gapless modes are all the same, while their
difference does not change the conclusion on the leading
temperature dependence, i.e., Eq. (80). The coefficients
αµ, βµ, and γµ (µ = x, y, z) are determined by specific
microscopic evaluations of the vertex part. As far as
the leading-order contribution is concerned, we can treat
these coefficients as constants independent of momentum
and frequency.
With the analytic continuation, iωn → ω+ iδ, the Ra-
man contribution to the imaginary part of the dynamical
susceptibilities can be calculated as
Imχramµµ (q, ω) = Imχ
ram
µµ (q, iωn = ω + iδ)
=
∑
k
(
αµπω
2
4ε1ε2
+
βµπ
4
+
γµπω
4ε1
)
[nB(ε1)− nB(ε2)]
× δ(ω − ε1 + ε2)
−
∑
k
(
αµπω
2
4ε1ε2
+
βµπ
4
− γµπω
4ε1
)
[nB(ε1)− nB(ε2)]
× δ(ω + ε1 − ε2),
where nB(ε) denotes the Bose distribution function,
nB(ε) = (eβε − 1)−1. Since ω will be replaced by zero
(tiny nuclear Ramor frequency), we have dropped those
terms which are proportional to either δ(ω − ε1 − ε2) or
δ(ω + ε1 + ε2), while keeping those terms which are pro-
portional to either δ(ω − ε1 + ε2) or δ(ω + ε1 − ε2). In
terms of density of state for the gapless mode defined as
N(ω) =
∑
k δ(ω − εk), we obtain an expression for the
NMR relaxation rate as
1
T1
= lim
ω→0
πγ2nT
~2γ2eω
×
∫ Λ
0
dΩ
{
[nB(ω +Ω)− nB(Ω)]N(Ω)N(Ω + ω)
×
(
A · αω2
(ω +Ω)Ω
+A · β + A · γ ω
(ω +Ω)
)
− [nB(−ω +Ω)− nB(Ω)]N(Ω)N(Ω− ω)
×
(
A ·αω2
(−ω +Ω)Ω +A · β −
A · γ ω
(−ω +Ω)
)}
,
(83)
where A = (Ax, Ay, Az), α = (αx, αy, αz), β =
(βx, βy, βz), and γ = (γx, γy, γz). We assume that the
form factors Aµ (µ = x, y, z) have neither temperature
19
dependence nor momentum dependence. Since N(Ω) ∝
Ωd−1 in d dimensions, we can evaluate the temperature
dependence of the relaxation rate in the low-temperature
limit as
1
T1
=
2π γ2n T
2d−1
~2γ2e
∫ ∞
0
dXf(X), (84)
where f(X) is free from the temperature and given by
f(X) =
d
dx
{
[nB(x +X)− nB(X)]N(X)N(X + x)
×
(
A ·αx2
(x+X)X
+A · β + A · γ x
(x+X)
)}∣∣∣∣
x=0
with
nB(x) =
1
ex − 1 .
VI. SUMMARY
We have studied dynamical properties of a spin ne-
matic state called Z2 planar state in a generalized N -
flavor spin-1/2 J1-J2 model on the square lattice. In the
large-N limit, the Z2 planar state is the ground state in a
finite parameter range9 in which ferromagnetic coupling
J1 competes strongly with the antiferromagnetic coupling
J2. The Z2 planar state has the completely same mag-
netic properties,26 including an antiferro-quadrupolar or-
der, as the d-wave spin nematic state proposed in the
spin-1/2 J1-J2 model (N = 1) on the square lattice. Us-
ing the standard 1/N expansion, we have calculated the
dynamical spin-structure factors up to order of 1/N in
this quantum spin nematic state for large N .
The obtained dynamical spin structure factors have
two characters; they have both a spin-liquid like char-
acter and a symmetry-broken phase character. The
former feature is represented by the so-called Stoner
continuum of individual excitations of gapped neutral
fermions (spinons). Due to the existence of an antiferro-
quadrupolar order, the dynamical spin structure factors
also acquire coherent peaks below the continuum, which
signifies the existence of gapless director-wave (spin-
wave) collective modes. These director-wave modes have
linear dispersions with respect to the momentum in the
long-wavelength limit. These director fluctuations are
accompanied with weak spin excitations and hence they
have a finite spectral weight in the dynamical spin struc-
ture factors, which is proportional to the momentum, e.g.
Imχzz(q, ǫ) ≃ azvz |q|δ(ǫ − vz |q|). A careful analysis re-
vealed that these q-linear modes are the only magnetic
low-energy excitations in this spin nematic state. Ac-
cordingly, temperature dependence of (magnetic contri-
butions to) the specific heat in the present spin nematic
phase can be evaluated as a quadratic function of tem-
perature, Cv ∼ T 2, in the low-T regime, while that of the
NMR relaxation rate is evaluated as T−11 ∼ T 3. The lat-
ter unusual behavior of the NMR relaxation rate was also
discussed in an antiferro-quadrupolar phase in a spin-1
bilinear-biquadratic model.31
The lowest gapped excitations around q = (π, π) are
identified as a certain kind of Higgs bosons, whose fi-
nite mass quantifies the stability of the present Z2 pla-
nar phase against the ‘confinement effect’. Though these
massive modes are gauge-like excitations, they have finite
spectral weight in the dynamical spin structure factor,
once the momentum is deviated from q = (π, π). Thus
the mass can be experimentally measured with inelas-
tic neutron scattering experiments. When these Higgs
bosons lose their mass, which is the case near the ferro-
magnetic phase boundary for large N ,9 a ‘linear’ confin-
ing potential should be introduced between two neutral
fermions and the Z2 planar phase is transformed into an-
other phase having no gapped free spinon. We also found
that, at this transition point, a couple of other gapped
bosonic modes at high symmetric momentum points si-
multaneously exhibit instabilities, which break the time-
reversal symmetry, a spin-π-rotational symmetry, and
the translational symmetries of the square lattice.
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Appendix A: Explicit expressions for Eqs. (64) and
(66)
The RPA propagators S(0,2)jj (q, iǫn) (j = 1, 2, 3), de-
fined in Eq. (64), are calculated as follows:
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S(0,2)33 ≡


e31 e
3
2 e
3
3 e
3
4 e
3
5 e
3
6 e
3
7 e
3
8 e
3
9 e
3
10 e
3
11 e
3
12
e31 α1 β1,2 β1,3 β1,5 β1,7 β1,9 β1,11
e32 β1,2 α2 β2,4 β2,6 β2,8 β2,9 β2,11
e33 −β1,3 α3 β3,4 β3,5 β3,7 β3,9 β3,10 β3,11 β3,12
e34 −β2,4 β3,4 α4 β4,6 β4,8 β4,9 β4,10 β4,11 β4,12
e35 −β1,5 β3,5 α5 β5,6 β5,7 β5,9 β5,10 β5,11 β5,12
e36 −β2,6 β4,6 β5,6 α6 β6,8 β6,9 β6,10 β6,11 β6,12
e37 −β1,7 β3,7 β5,7 α7 β7,8 β7,10 β7,12
e38 −β2,8 β4,8 β6,8 β7,8 α8 β8,10 β8,12
e39 β1,9 β2,9 −β3,9 −β4,9 −β5,9 −β6,9 α9 β9,10 β9,11 β9,12
e310 β3,10 β4,10 β5,10 β6,10 β7,10 β8,10 −β9,10 α10 β10,11 β10,12
e311 β1,11 β2,11 −β3,11 −β4,11 −β5,11 −β6,11 β9,11 −β10,11 α11 β11,12
e312 β3,12 β4,12 β5,12 β6,12 β7,12 β8,12 −β9,12 β10,12 −β11,12 α12


,(A1)
S(0,2)11 ≡


e11 e
1
2 e
1
3 e
1
4
e11 α
′
1 β
′
1,2 β
′
1,3 β
′
1,4
e12 −β′1,2 α′2 β′2,3 β′2,4
e13 −β′1,3 β′2,3 α′3 β′3,4
e14 −β′1,4 β′2,4 β′3,4 α′4

, (A2)
and
S(0,2)22 ≡


e21 e
2
2 e
2
3 e
2
4
e21 α
′′
1 β
′′
1,2 β
′′
1,3 β
′′
1,4
e22 −β′′1,2 α′′2 β′′2,3 β′′2,4
e23 −β′′1,3 β′′2,3 α′′3 β′′3,4
e24 −β′′1,4 β′′2,4 β′′3,4 α′′4

. (A3)
Respective matrix elements are calculated as follows:
α1 =
1
NΛ
∑
k
s2x
{
hk − (ξ+ξ− − 2a5,+a5,−)fk
}
− 1
NΛ
∑
k
s2x
{
h0k − ξ2f0k
}
, (A4)
α2 =
1
NΛ
∑
k
s2y
{
hk − (ξ+ξ− − 2a3,+a3,−)fk
}
− 1
NΛ
∑
k
s2y
{
h0k − ξ2f0k
}
, (A5)
α3 =
1
NΛ
∑
k
s2y
{
hk − (ξ+ξ− − 2a2,+a2,−
− 2a3,+a3,−)fk
}− 1
NΛ
∑
k
s2y
{
h0k − ξ2f0k
}
, (A6)
α4 =
1
NΛ
∑
k
s2x
{
hk − (ξ+ξ− − 2a2,+a2,−
− 2a5,+a5,−)fk
}− 1
NΛ
∑
k
s2x
{
h0k − ξ2f0k
}
, (A7)
α5 =
1
NΛ
∑
k
s2y
{
hk − (ξ+ξ− − 2a3,+a3,−
− 2a4,+a4,−)fk
}− 1
NΛ
∑
k
s2y
{
h0k − ξ2f0k
}
, (A8)
α6 =
1
NΛ
∑
k
s2x
{
hk − (ξ+ξ− − 2a4,+a4,−
− 2a5,+a5,−)fk
}− 1
NΛ
∑
k
s2x
{
h0k − ξ2f0k
}
, (A9)
α7 =
1
NΛ
∑
k
c2x
{
hk − (ξ+ξ− − 2a2,+a2,− − 2a4,+a4,−
− 2a5,+a5,−)fk
}− 1
NΛ
∑
k
s2x
{
h0k − ξ2f0k
}
, (A10)
α8 =
1
NΛ
∑
k
c2y
{
hk − (ξ+ξ− − 2a2,+a2,− − 2a3,+a3,−
− 2a4,+a4,−)fk
}− 1
NΛ
∑
k
s2y
{
h0k − ξ2f0k
}
, (A11)
where
J21
4 were omitted from the overall factors in the
right hand sides.
α9 =
2
NΛ
∑
k
c2y
{
s2x(hk + ξ+ξ−fk)− c2x(h0k − ξ2f0k)
}
,
(A12)
α11 =
2
NΛ
∑
k
c2x
{
s2y(hk + ξ+ξ−fk)− c2y(h0k − ξ2f0k)
}
,
(A13)
21
α10 =
1
NΛ
∑
k
2c2xc
2
y
{
hk − (ξ+ξ− − 2a3,+a3,−
− 2a5,+a5,−)fk
}− 1
NΛ
∑
k
2c2xc
2
y
{
h0k − ξ2f0k
}
,
(A14)
α12 =
1
NΛ
∑
k
2s2xs
2
y
{
hk − (ξ+ξ− − 2a3,+a3,−
− 2a5,+a5,−)fk
}− 1
NΛ
∑
k
2s2xs
2
y
{
h0k − ξ2f0k
}
,
(A15)
where
J22
4 were omitted from the overall factors in the
right hand sides.
α′1 =
1
NΛ
∑
k
s2y
{
hk − ξ+ξ−fk − h0k + ξ2f0k
}
, (A16)
α′2 =
1
NΛ
∑
k
s2x
{
hk − (ξ+ξ− − 2a2,+a2,− − 2a3,+a3,−
− 2a5,+a5,−)fk
}− 1
NΛ
∑
k
s2x
{
h0k − ξ2f0k
}
, (A17)
α′3 =
1
NΛ
∑
k
s2x
{
hk − (ξ+ξ− − 2a3,+a3,− − 2a4,+a4,−
− 2a5,+a5,−)fk
}− 1
NΛ
∑
k
s2x
{
h0k − ξ2f0k
}
, (A18)
α′4 =
1
NΛ
∑
k
c2y
{
hk − (ξ+ξ− − 2a2,+a2,−
− 2a4,+a4,−)fk
}− 1
NΛ
∑
k
s2y
{
h0k − ξ2f0k
}
, (A19)
α′′1 =
1
NΛ
∑
k
s2x
{
hk − ξ+ξ−fk − h0k + ξ2f0k
}
, (A20)
α′′2 =
1
NΛ
∑
k
s2y
{
hk − (ξ+ξ− − 2a2,+a2,− − 2a3,+a3,−
− 2a5,+a5,−)fk
}− 1
NΛ
∑
k
s2y
{
h0k − ξ2f0k
}
, (A21)
α′′3 =
1
NΛ
∑
k
s2y
{
hk − (ξ+ξ− − 2a3,+a3,− − 2a4,+a4,−
− 2a5,+a5,−)fk
}− 1
NΛ
∑
k
s2y
{
h0k − ξ2f0k
}
, (A22)
α′′4 =
1
NΛ
∑
k
c2x
{
hk − (ξ+ξ− − 2a2,+a2,−
− 2a4,+a4,−)fk
}− 1
NΛ
∑
k
s2x
{
h0k − ξ2f0k
}
,
(A23)
where
J11
4 were omitted from the overall factors in the
right hand sides.
β1,2 = − 1
NΛ
∑
k
sxsy(a3,+a5,− + a5,+a3,−)fk, (A24)
β1,3 = − i
NΛ
∑
k
sxsy(a4,−g
+
k − a4,+g−k ), (A25)
β1,5 =
i
NΛ
∑
k
sxsy(a2,−g
+
k − a2,+g−k ), (A26)
β1,7 =
i
NΛ
∑
k
sxcx(a2,+a4,− − a2,−a4,+)fk, (A27)
β2,4 = − i
NΛ
∑
k
sxsy(a4,−g
+
k − a4,+g−k ), (A28)
β2,6 =
i
NΛ
∑
k
sxsy(a2,−g
+
k − a2,+g−k ), (A29)
β2,8 =
i
NΛ
∑
k
sycy(a2,+a4,− − a2,−a4,+)fk, (A30)
β3,4 =
1
NΛ
∑
k
sxsy(a3,+a5,− + a3,−a5,+)fk, (A31)
β3,5 =
1
NΛ
∑
k
s2y(a2,+a4,− + a2,−a4,+)fk, (A32)
β3,7 = − 1
NΛ
∑
k
cxsy(a2,+g
−
k + a2,−g
+
k ), (A33)
β4,6 =
1
NΛ
∑
k
s2x(a2,+a4,− + a2,−a4,+)fk, (A34)
β4,8 = − 1
NΛ
∑
k
sxcy(a2,+g
−
k + a2,−g
+
k ), (A35)
β5,6 =
1
NΛ
∑
k
sxsy(a3,+a5,− + a3,−a5,+)fk, (A36)
β5,7 = − 1
NΛ
∑
k
cxsy(a4,+g
−
k + a4,−g
+
k ), (A37)
β6,8 = − 1
NΛ
∑
k
sxcy(a4,+g
−
k + a4,−g
+
k ), (A38)
β7,8 = − 1
NΛ
∑
k
cxcy(a3,+a5,− + a3,−a5,+)fk, (A39)
where
J21
4 were omitted from the overall factors in the
right hand sides.
β1,9 = −
√
2
NΛ
∑
k
s2xcy(a5,−g
+
k + a5,+g
−
k ), (A40)
β1,11 = −
√
2
NΛ
∑
k
sxsycx(a5,−g
+
k + a5,+g
−
k ), (A41)
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β2,9 =
√
2
NΛ
∑
k
sysxcy(a3,−g
+
k + a3,+g
−
k ), (A42)
β2,11 =
√
2
NΛ
∑
k
sysycx(a3,−g
+
k + a3,+g
−
k ), (A43)
β3,9 =
√
2i
NΛ
∑
k
sysxcy(a4,+a5,− − a5,+a4,−)fk, (A44)
β3,11 =
√
2i
NΛ
∑
k
sysycx(a4,+a5,− − a5,+a4,−)fk, (A45)
β3,10 = −
√
2
NΛ
∑
k
sycxcy(a2,+a5,− + a5,+a2,−)fk, (A46)
β3,12 =
√
2
NΛ
∑
k
sysxsy(a2,+a5,− + a5,+a2,−)fk, (A47)
β4,9 =
√
2i
NΛ
∑
k
sxsxcy(a3,+a4,− − a4,+a3,−)fk, (A48)
β4,11 =
√
2i
NΛ
∑
k
sxsycx(a3,+a4,− − a4,+a3,−)fk, (A49)
β4,10 =
√
2
NΛ
∑
k
sxcxcy(a2,+a3,− + a3,+a2,−)fk, (A50)
β4,12 = −
√
2
NΛ
∑
k
sxsxsy(a2,+a3,− + a3,+a2,−)fk,
(A51)
β5,9 = −
√
2i
NΛ
∑
k
sysxcy(a2,+a5,− − a5,+a2,−)fk,
(A52)
β5,11 = −
√
2i
NΛ
∑
k
sycxsy(a2,+a5,− − a5,+a2,−)fk,
(A53)
β5,10 = −
√
2
NΛ
∑
k
sycxcy(a4,+a5,− + a5,+a4,−)fk, (A54)
β5,12 =
√
2
NΛ
∑
k
sysxsy(a4,+a5,− + a5,+a4,−)fk, (A55)
β6,9 =
√
2i
NΛ
∑
k
sxsxcy(a2,+a3,− − a3,+a2,−)fk, (A56)
β6,11 =
√
2i
NΛ
∑
k
sxcxsy(a2,+a3,− − a3,+a2,−)fk, (A57)
β6,10 =
√
2
NΛ
∑
k
sxcxcy(a4,+a3,− + a3,+a4,−)fk, (A58)
β6,12 = −
√
2
NΛ
∑
k
sxsxsy(a4,+a3,− + a3,+a4,−)fk,
(A59)
β7,10 =
√
2
NΛ
∑
k
cxcxcy(a5,−g
+
k + a5,+g
−
k ), (A60)
β7,12 = −
√
2
NΛ
∑
k
cxsxsy(a5,−g
+
k + a5,+g
−
k ), (A61)
β8,10 = −
√
2
NΛ
∑
k
cycxcy(a3,−g
+
k + a3,+g
−
k ), (A62)
β8,12 =
√
2
NΛ
∑
k
cysxsy(a3,−g
+
k + a3,+g
−
k ), (A63)
where J1J24 were omitted from the overall factors in the
right hand sides.
β9,11 =
1
NΛ
∑
k
2sxsycxcy
{
hk + ξ+ξ−fk
}
, (A64)
β10,12 = − 1
NΛ
∑
k
2sxsycxcy
{
hk − (ξ+ξ−
− 2a3,+a3,− − 2a5,+a5,−)fk
}
, (A65)
β9,10 =
2i
NΛ
∑
k
sxcxc
2
y(a2,+a4,− − a4,+a2,−)fk, (A66)
β9,12 = − 2i
NΛ
∑
k
s2xsycy(a2,+a4,− − a4,+a2,−)fk,
(A67)
β10,11 = − 2i
NΛ
∑
k
c2xsycy(a2,+a4,− − a4,+a2,−)fk,
(A68)
β11,12 = − 2i
NΛ
∑
k
sxcxs
2
y(a2,+a4,− − a4,+a2,−)fk,
(A69)
where
J22
4 were omitted from the overall factors in the
right hand sides.
β′1,2 = −
i
NΛ
∑
k
sxsy(a4,−g
+
k − a4,+g−k ), (A70)
β′1,3 =
i
NΛ
∑
k
sxsy(a2,−g
+
k − a2,+g−k ), (A71)
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β′1,4 =
i
NΛ
∑
k
sycy(a2,+a4,− − a4,+a2,−)fk, (A72)
β′2,3 =
1
NΛ
∑
k
s2x(a2,+a4,− + a4,+a2,−)fk, (A73)
β′2,4 = −
1
NΛ
∑
k
sxcy(a2,+g
−
k + a2,−g
+
k ), (A74)
β′3,4 = −
1
NΛ
∑
k
sxcy(a4,+g
−
k + a4,−g
+
k ), (A75)
β′′1,2 = −
i
NΛ
∑
k
sxsy(a4,−g
+
k − a4,+g−k ), (A76)
β′′1,3 =
i
NΛ
∑
k
sxsy(a2,−g
+
k − a2,+g−k ), (A77)
β′′1,4 =
i
NΛ
∑
k
sxcx(a2,+a4,− − a4,+a2,−)fk, (A78)
β′′2,3 =
1
NΛ
∑
k
s2y(a2,+a4,− + a4,+a2,−)fk, (A79)
β′′2,4 = −
1
NΛ
∑
k
sycx(a2,+g
−
k + a2,−g
+
k ), (A80)
β′′3,4 = −
1
NΛ
∑
k
sycx(a4,+g
−
k + a4,−g
+
k ), (A81)
where
J21
4 were omitted from the overall factors in the
right hand sides. In all of these equations, symbols are
defined as sµ ≡ sin
(
kµ
)
, cµ ≡ cos
(
kµ
)
with µ = x, y, and
a2,± ≡ J2η sin
(
kx ± qx
2
)
sin
(
ky ± qy
2
)
, (A82)
a3,± ≡ J1D
2
sin
(
kx ± qx
2
)
, (A83)
a4,± ≡ J2χ cos
(
kx ± qx
2
)
cos
(
ky ± qy
2
)
, (A84)
a5,± ≡ −J1D
2
sin
(
ky ± qy
2
)
, (A85)
a2 ≡ J2η sinkx sin ky a3 ≡ J1D
2
sin kx, (A86)
a4 ≡ J2χ coskx cos ky, a5 ≡ −J1D
2
sinky , (A87)
fk ≡ 1
2
ξ+ + ξ−
ξ+ξ−
1
ǫ2n + (ξ+ + ξ−)
2
, (A88)
g±k ≡ ±
1
2ξ∓
iǫn
ǫ2n + (ξ+ + ξ−)
2
, (A89)
hk ≡ −1
2
ξ+ + ξ−
ǫ2n + (ξ+ + ξ−)
2
, (A90)
f0k ≡
1
4ξ3
, h0k ≡ −
1
4ξ
(A91)
with
ξ+ξ− ≡
5∑
j=2
aj,+aj,−,
ξ± ≡
√√√√ 5∑
j=2
a2j,±, ξ ≡
√√√√ 5∑
j=2
a2j . (A92)
The vertex parts S(1,1)µ;µ (q, iǫn) (µ = 1, 2, 3), defined in
Eq. (66), are calculated as follows:
S(1,1)3;3 ≡
( e31 e32 e33 e34 e35 e36 e37 e38 e39 e310 e311 e312
γ3;1 γ3;2 γ3;3 γ3;4 γ3;5 γ3;6 0 0 γ3;9 0 γ3;11 0
)
, (A93)
S(1,1)1;1 ≡
( e11 e12 e13 e14
γ1;1 γ1;2 γ1;3 0
)
, (A94)
S(1,1)2;2 ≡
( e21 e22 e23 e24
γ2;1 γ2;2 γ2;3 0
)
, (A95)
where the coefficients take the forms
γ3;1 ≡ i
NΛ
∑
k
sx(a3,+g
−
k − a3,−g+k ), (A96)
γ3;2 ≡ i
NΛ
∑
k
sy(a5,+g
−
k − a5,−g+k ), (A97)
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γ3;3 ≡ 1
NΛ
∑
k
sy(a3,+a4,− + a3,−a4,+)fk, (A98)
γ3;4 ≡ 1
NΛ
∑
k
sx(a5,+a4,− + a5,−a4,+)fk, (A99)
γ3;5 ≡ − 1
NΛ
∑
k
sy(a2,+a3,− + a3,−a2,+)fk, (A100)
γ3;6 ≡ − 1
NΛ
∑
k
sx(a2,+a5,− + a2,−a5,+)fk, (A101)
where J14 were omitted from the overall factors in the
right hand sides.
γ3;9 ≡ −
√
2 i
NΛ
∑
k
sxcy(a3,+a5,− − a3,−a5,+)fk, (A102)
γ3;11 ≡ −
√
2 i
NΛ
∑
k
cxsy(a3,+a5,− − a3,−a5,+)fk, (A103)
where J24 were omitted from the overall factors in the
right hand sides.
γ1;1 ≡ − i
NΛ
∑
k
sy(a5,+g
−
k − a5,−g+k ), (A104)
γ1;2 ≡ − 1
NΛ
∑
k
sx(a4,+a5,− + a4,−a5,+)fk, (A105)
γ1;3 ≡ 1
NΛ
∑
k
sx(a2,+a5,− + a2,−a5,+)fk, (A106)
where J14 were omitted from the overall factors in the
right hand sides.
γ2;1 ≡ − i
NΛ
∑
k
sx(a3,+g
−
k − a3,−g+k ), (A107)
γ2;2 ≡ − 1
NΛ
∑
k
sy(a4,+a3,− + a4,−a3,+)fk, (A108)
γ2;3 ≡ 1
NΛ
∑
k
sy(a2,+a3,− + a2,−a3,+)fk. (A109)
where J14 were omitted from the overall factors in the
right hand sides.
Appendix B: Mass of low-energy modes in Imχzz(q, ǫ)
at q = (π, 0) and (0, π)
Low-energy excitations in the Z2 planar phase consist
of not only spin-wave (director-wave) modes at q = (0, 0)
but also another gapless mode in Imχzz(q, ǫ) at q =
(π, 0), i.e. e38-mode. Inside the U(1) planar phase, the
mass of the latter mode becomes even negative, indicat-
ing an instability. A direct evaluation of the PRA prop-
agator at q = (π, 0) and iǫn = 0 suggests that e
3
8-mode
becomes decoupled from others and its mass is given by
α8;
[
S(0,2)33
]
q=(π,0),ǫ=0
≡


· · · e38 · · ·
...
. . . 0
. . .
e38 0 α8 0
...
. . . 0
. . .

 (B1)
at q = (π, 0) and iǫn = 0, where α8 reads
α8 = − 1
NΛ
∑
k
( c2y
ξ+
− s
2
y
ξ
)
= − 1
NΛ
∑
k
c2y − s2y
ξ
, (B2)
ξ2+ = J
2
2η
2c2xs
2
y + J
2
2χ
2s2xc
2
y +
J21D
2
4
(c2x + s
2
y),
ξ2 = J22η
2x2xs
2
y + J
2
2χ
2c2xc
2
y +
J21D
2
4
(s2x + s
2
y).
One can see that α8 given by Eq. (B2) is reduced to zero
in the Z2 planar phase, by noting that the mean-field gap
equation for the pariring fields, D, χ and η, is given by
the following coupled equations
J1D =
1
NΛ
∑
k
∂ξ
∂D
tanh
(βξ
2
)
=
1
NΛ
J21D
4
∑
k
s2x + s
2
y
ξ
,
J2χ =
1
NΛ
∑
k
∂ξ
∂χ
tanh
(βξ
2
)
=
1
NΛ
J22χ
∑
k
c2xc
2
y
ξ
,
J2η =
1
NΛ
∑
k
∂ξ
∂η
tanh
(βξ
2
)
=
1
NΛ
J22η
∑
k
s2xs
2
y
ξ
at β−1 = 0. Namely, in the Z2 phase (η 6= 0 and χ 6= 0),
this gap equation leads to
J−12 =
1
NΛ
∑
k
c2xc
2
y
ξ
, J−12 =
1
NΛ
∑
k
s2xs
2
y
ξ
. (B3)
Or,
0 =
1
NΛ
∑
k
c2xc
2
y − s2xs2y
ξ
=
1
NΛ
∑
k
c2y − s2y − (s2xc2y − c2xs2y)
ξ
.
Since ξ is symmetric under the exchange between kx and
ky, the right hand side leads to α8 = 0. In the U(1)
planar phase (η = 0 and χ 6= 0), the gap equation leads
to
J−12 =
1
NΛ
∑
k
c2xc
2
y
ξ
, J−12 >
1
NΛ
∑
k
s2xs
2
y
ξ
. (B4)
instead of Eqs. (B3). This dictates that the mass of the
e38 mode becomes negative, α8 < 0. Similarly, one can
see from Eqs. (A15), (A17), and (A21) that the mass of
e12, e
2
2 and e
3
12 modes at q = (π, π) also become negative
in the U(1) planar phase.
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