We describe the concept of feature bias (FB) strategies and compare such strategies with traditional feature selection (FS) for predictive machine learning on a collection of datasets. FS is a common step in many classification and regression tasks. It is necessary because machine learning tools often cannot cope when the data has thousands of attributes. However, the strategy used by FS techniques is essentially binary. It is hoped that most "irrelevant" features are removed prior to the application of machine learning, and that the subsequent machine learning stage will be much faster (since there are fewer features to process) and also more successful (since many features will be removed by FS that seem unimportant for the classification task at hand). However, FS methods typically rely on standard statistical ideas and are unable to guarantee that all and only relevant features remain. A feature bias strategy, on the other hand, is an alternative approach in which we never entirely remove any feature from consideration. Experimental results reveal that FB can greatly improve upon FS for prediction tasks, particularly on poorly correlated datasets. We propose a tentative guideline for choosing an FS or FB strategy based on simply calculated inherent correlation of the dataset.
Introduction
When machine learning is applied to large-scale datasets (e.g. proteomics datasets, with many thousands of attributes [1] ), the presence of so many features causes considerable difficulties. Typically the task is to attempt to classify records into one of a small number of groupse.g. "cancer" or "normal". However, it is likely that a large proportion of the features are irrelevant to the classification. Feature selection [2, 3] is hence often found to be an essential pre-processing step when data mining is applied to many-attribute datasets. In proteomics, for example, a single data sample may be a vector of several thousands of real values (representing mass/charge ratios from a spectrometer). Feature selection aims to pre-select a relatively small number of attributes from the many available, thus speeding up further processing and (hopefully) eliminating data that have minimal or no discriminatory power. However in some poorly correlated datasets, we also see that wellknown feature selection methods are not the best approaches [4] . Sometimes, a no-feature-selection (NFS) strategy gives better performance. This raises the question, why is the performance of an FS strategy worse than no-feature-selection (NFS) in these cases?
The idea of FS methods is to find "good" features, usually identified by correlation-based measures of features with the target attribute, which have more discriminative power than others. Often only a small percentage of features are finally used in machine learning process, saving computation time and improving accuracy. However, alternative FS strategies can vary much in the features that they end up selecting. For example, in our tests on proteomics data we find that the overlap between features selected by different FS methods tends to be small. In particular, a feature that is ranked very highly (perhaps at the top) by one algorithm will often rank in a mediocre position according to another FS algorithm. The only clear standard to estimate the relevance of those features to the learning task in question is the ultimate performance after applying machine learning to find a predictive model. In such tests (including some reported in this paper), it is commonly found that features ranked poorly by some (or even all) FS methods, still seem very pertinent to the classification task. That is, when a "no feature selection" strategy is applied in some cases, a better predictive model is found, which makes use of features that were considered irrelevant by FS methods.
However, NFS is troublesome as a general strategy because it is certainly not always the best approach. First, it loses the computational speedup that is available if we do FS. Second (and particularly on highly correlated datasets) the choices made by FS methods tend to be appropriate, so NFS slows the process down with little effect. Instead, we describe here the alternative Feature Bias (FB) strategy. Like NFS, FB allows the machine learning algorithm to use any feature at all -so, all of the pertinent features are available; unlike NFS, FB does not throw away completely the guidance that can be obtained from an FS method.
The concept of FB is to add some finer control elements to the interface between the FS stage and the machine learning stage. In feature selection, the control is essentially binary -for any feature, the FS stage either says "use this feature", or "do not use this feature". In the process of FB, the control element is to provide a bias value. So, after applying FB to find bias values, the machine learning method might still use all of the features in the dataset, but it will be guided by the bias values towards more preferably using some features rather than others.
The main contribution of this paper is an empirical comparison study of several FS and FB techniques; a secondary contribution is to note how the relative performance of these methods varies according to a measure of the degree to which the dataset itself is correlated. The latter contribution extends to FB strategies the findings in [4] , which showed that a simple statistical characterization of the dataset itself can provide clear guidance towards the likely performance of FS methods relative to NFS.
In section 2.1 and 2.2, we will briefly overview FS strategies and present three FB methods to compare against the original FS algorithms by applying them to several datasets: Correlation Feature Bias (CFB), Relief F Feature Bias (RFB), Evolutionary algorithm Feature Bias (EAFB). Section 2.3 and 2.4 will give the overview of datasets referring to this paper. Experiments and analysis will be described in section 2.5 and 2.6. Conclusions and future work are discussed in section three.
Feature Bias Methods
In feature selection (FS), we divide the features into two sets, the selected features, and the eliminated features. The eliminated features are removed, and play no part in the machine learning. In a feature bias (FB) strategy, there are no 'eliminated features'; instead, the first set is called 'preferred', and the second is called 'nonpreferred'. All features may be used in the machine learning. However, in FB, some features will be preferred over others. The Feature Bias strategies work through two parameters to control the selection of features. The first parameter, x, indicates what proportion of the features to use; the second parameter, y, indicates (when the machine learning method is running, and needs to choose a feature) the probability of choosing a feature from the selected set. For example, if we use an FS algorithm to obtain 100 features out of 10,000 features, this is the same as using Feature Bias like this: the first parameter x=100/10,000 = 0.01 (select 1% of the features via FS), and the second parameter y= 1 (with probability 1, choose one of the selected features). Alternatively, FB with parameters (0.02, 0.8) would operate as follows: using FS, 2% of the features are pre-selected as preferred features; when the machine learning method is running, and a feature needs to be chosen (for example, to add a new feature to a rule), there is a probability 0.8 that the chosen feature will be a pre-selected one, and there is a probability 0.2 that it will be one of the non-pre-selected features.
FS Strategies Used
In the experiments described later, we use a simple evolutionary algorithm (EA) to learn rules that predict that target attribute. The control technique is no-featureselection (NFS); when NFS is 'applied', this just means that the evolutionary algorithm rule learner works with the full training set.
The next technique is straightforward ranking of features based on the most commonly used standard statistical correlation measure [5] . This is the sample correlation coefficient, or the Pearson product moment correlation coefficient. We will refer to it hereafter as the correlation coefficient; it is given as: c , is the correlation between feature f and the target feature p, n is the number of (f, p) value pairs in the data, while i f is the value of feature f in the ith such pair. The third technique we test is a variant of the wellknown Relief-F method [6] , which was designed to cope well with noisy data (hence we have a prior expectation that Relief-F may be superior on poorly correlated datasets. The procedure for obtaining the Relief-F value for each field is as follows.
1. Set all feature weights i w to 0.
2. Calculate the target class probabilities -for twoclass data, we denote these respectively as p and q, respectively the proportion of positive and negative records in the dataset. Clearly, Relief-F is designed to be more sensitive than the correlation coefficient to feature interactions. Relief-F in particular is especially appropriate for multi-class target attributes, which we are interested in for subsequent work, however these aspects are not dealt with in the preceding pseudo code, which specifies how we use it in the 2-class cases studied in this paper.
The fourth technique we test is to use an Evolutionary Algorithm (EA) [7] [8] [9] to do the feature selection step. Using the EA as a separate feature selection step is a relatively little explored idea, however it has been found successful in recent work. The idea is apply a short EA run (using the same rule-learning EA in all experiments) and collect features from those that appear in rules in the final population. The surviving attributes are likely to have useful discriminatory value, either alone or in combination with other attributes. When EA is the feature selection technique, we ensure that the computational cost is taken into account, in the comparative studies, by appropriately reducing the number of generations then allowed in the next stage.
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Basic Feature Bias methods
Three basic feature bias strategies are used to compare with the experiments from feature selection methods: CFB is a similar strategy to CFS, based on straightforward statistical correlation; RFB originates from the Relief F method, and EAFB is based on EAFS. With the FB strategies, the first step is the same as the corresponding feature selection method: the features which are likely to have discriminatory power are chosen by each algorithm. Such as in the Correlation-based strategy or the Relief F method, the features with higher correlation or relief values indicates more discriminative power; the first step in an FB strategy is simply to calculate, as before these basic values for each feature, just as is done in the FS strategies. The second part is, just like with NFS, we apply the evolutionary algorithm to learn rules (this could of course be any other machine learning algorithm) on the full (all features included) training set. In the mutation step of the EA (see Figure 2) , we use an equation to guide the selection of new features to include in a rule: [
Where offspring is the identification number of a field in the dataset, and x and y are parameters. The first parameter x is the proportion of the features which are to be in the preferred set of features. If
, and there are 1000 features in the data, that means 100 features will be in the preferred set. In CFB, these would be the top 100 features according to correlation value; in RFS, these would be the top 100 features according to Relief F value, and in EAFB, these would be the 100 features selected on the basis of a previous EA run. The second parameter y is the probability of choosing a feature from this preferred set. E.g. If 6 . 0 = y , that means, there is 60% chances to select a feature from this set, and a 40% chance to select a feature from outside the preferred set (e.g. any other features). 
Datasets
Three proteomic datasets and nine Optical digit datasets are used for our comparison between FS and FB strategies. Ultimately, in our experiments, we obtain 29 datasets which can be divided into three groups: 1) the proteomics datasets; 2) 'Reduced ovarian' data sets; 3) some small numeric datasets. As noted later, the 'reduced ovarian" datasets are obtained by adding varying amounts of noise to a real proteomics ovarian dataset -this allowed us to more thoroughly explore the performance of different strategies as a function of the level of inherent correlation between features in the dataset itself. The broad reasons for choosing these datasets are their predominance in the literature and the prevalence of numeric features. We put more attention on the experiments from proteomics datasets and reduced ovarian datasets because this research is motivated by guiding the search on large-scale datasets.
Our specific interest is comparison of FS and FB strategies, and how the choice of feature selection method might be guided by a simple measure of the inherent correlations in the data. We choose to characterize a dataset's inherent correlation in terms of the highest individual (absolute) correlation coefficient of its nontarget features. Thus, OV has a dataset correlation value (DCV) of 0.896, and PA has a correlation value of 0.185. This characterization was sufficient for the purposes here, however it is an open question whether the median correlation coefficient or some other averaging measure will be more generally useful. In the cases studied here, the maximal value tended to be a good guide, rather than an outlier.
Proteomics Data
The proteomics datasets include the ovarian dataset [10] (denoted OV), pancreatic dataset [11] (denoted PA), the Leukemia dataset [12] (denoted AML/ALL) ,the lung cancer dataset [13] (denoted LUNG), and the Central Nervous System Embryonic Tumors [14] , (denoted CNS).
These data sets are collected from online sources. The DCV value mention in the table represents the highest correlation value in the datasets; that is, when we measure the basic statistical correlation between any feature and the target class, this is the highest value for any feature. Classes represent the original (target) class name from dataset and shows how many examples are in each class. Train/Test is how we divided the samples. Some divisions are made by us where no guidance was available from papers or other sources, and in other cases the original source already provided a Train/Test split. The data information is summarized in following Optical digit data (denoted OP0 to OP9) [15] is extracted from normalized bitmaps of handwritten digits from a pre-printed form by pre-processing programs. For Each Attribute, all input attributes are integers in the range 0 to 16, and the last attribute is the class code 0 to 9. As the optical digit data has 3823 training samples and 1797 test with 10 classes, to simplify the classification problem and more concentrate on the algorithm itself, we make an adjustment to reclassify the original data into two classes. First, choose class 0 (class from 0 to 9) as the predicted class 0, then incorporate the other classes 1 to 9 into another class 1. The entire process was repeated 10 times for different classes. Finally this led to 10 additional two-class datasets and the correlation values of each of them are showed in the above table. The Ionosphere data (denoted IO) is from Johns Hopkins University Ionosphere database. This radar data was collected by a system in Goose Bay, Labrador [16]. As shown in the table and in Figure 3 , the three groups of datasets have quite different ranges of correlation values. The difference between each type of data is very clear. The proteomics data (3 in 5) have very high correlation values, which mean there are features with strong correlation with the target features. However, the DCV is sometimes very low, with the pancreatic dataset having a DCV of just 0.185 which is the second worst all over the datasets. In contrast to the DCVs of OP and IO, most are centralized into the middle areas. For obtaining more datasets, reduced ovarian datasets are artificially generated with DCVs of various values. Among these datasets, the proteomics data and reduced ovarian datasets are large-scale datasets, where the minimum number of features is 1,000.
Dataset Correlation

Experiments
Classification accuracy on test sets is our primary measure used to compare the performance of FS and FB. We first applied the following three algorithms: CFB, RFB and EAFB, obtained by first applying feature selection and next by training a classifier on the full training set. For each of CFB and RFB, a subset of N top features was obtained by the corresponding FS method, and the remaining features are placed in another subset. For the EAFB method, firstly a run of 500 iterations of the EA was done, and the N best features were chosen in the same way that these are chosen for EAFS; the remaining features, as before, are placed into another subset. In these experiments, N was always set to 100. In other words, we modified the x parameter in each case (see equation 3) according to the size of the dataset, to ensure that the number of pre-selected features was 100. This enables fair comparison with the FS methods.
The difference between FS and FB is basically that the evolutionary algorithm was run on the reduced dataset for FS methods, or the full dataset in FB methods. In all cases, the result of an individual experiment is the rule that performed best on the training set, with its performance measured on the test set. This was in every case averaged over five separate independent runs. The summary of test performance results is in Tables 3 to 6 . Among all 11 datasets, an FS strategy takes 6 best places and FB takes 5 best places. There are no clear patterns that emerge here, but it is notable that CFS is never the best method when the DCV is smaller than 0.5, and the "FB" versions tend to perform better than the "FS" versions.
OP&IO Datasets
Reduced Ovarian Datasets
On the reduced ovarian data sets, FB strategies seem favoured. Both CFB and EAFB have three "best" ranks that appear over the whole range of DCV values. This is unlike CFS, which only achieves best values when the DCV shows relatively high correlations in the dataset. On real proteomics data sets, CFS is still quite reliable for the datasets with DCV above 0.5. However, EAFB is clearly the best method for the datasets with the lowest correlation value.
Analysis
Considering the results of the experiments summarised above, we note that FB often improves the performance of the basic FS methods, particularly in the cases of the datasets with DCV below 0.5. In attempt to gain a better understanding of the overall results, we look again at the results in terms of rank values. Also, we add further experiments so that we can compare with two other methods considered in the last chapter: CRFS and NFS. Eight methods were therefore applied to each dataset. In the tables and discussion below, an algorithm is given a rank of 1 if it achieves the best performance of the six methods on a particular dataset (or a group of datasets, depending on the context), and a rank of 8 means worst performance. Table 6 and 7 illustrate the ranks of each algorithm when we consider the whole group of datasets with DCV below 0.5. The "Total" column in Table 6 to Table 9 is a measure of the overall rank, with lower values indicating better performance. EAFB gets the best overall rank, and that suggests that, overall, EAFB is the best method. CFB and EAFS also seem very good overall. If we compare each FS method with its corresponding FB version, we can see that the FB version always has a better rank. Table 6 and 7.
It is notable, again, that CFS is never the best-ranked algorithm for these datasets with DCV below 0.5, and is often the worst-ranked algorithm. However, CFB has much better performance than CFS, appearing 6 times among the best three ranks. Overalls, the most successful method here is EAFB, appearing 7 times as rank 1 or rank 2.
For the datasets with DCV above 0.5, When observing the results in Table 8 and 9, we discover that a Feature Bias strategy improves on the basic FS approach in just two cases now (RFB vs RFS and EAFB vs EAFS), EAFB is no longer the best overall strategy, but it still performs well, and seems to be the second-best overall strategy for these datasets. CFS is certainly the best overall method for the higher DCV datasets, but we note that CFB does perform better than CFS in five of the fifteen cases. Meanwhile, if we look at DCVs above 0.6, most of the CFS and CFB ranks are among the top three. Table 9 . Ranks of EAFS, EAFB, CRFS and NFS. The results suggest that, for this collection of datasets, there is a relationship between the DCV and the best choice of Feature Management (FM) approach. So, this adds to evidence gathered in [4] , to suggest that it seems justifiable, as a first step while faced with a new dataset, to check the DCV of the dataset, and use it as a guide towards the appropriate FM strategy. Broadly speaking, if the DCV is rather high, CFS and CFB could be considered the best choices (from among the methods we have examined). However, EAFB would generally be a good choice in most conditions, especially when the DCV is low. If for some reason the DCV is not known in advance, then we suggest that EAFB is the best choice. The FB strategies seem very competitive when compared with the traditional feature selection methods. EAFB in particular seems to deserve more study.
Conclusion and future work
In the paper, we described the idea of Feature Bias (FB) strategies and investigated the performance of three FB strategies in comparison with the performance of the corresponding Feature Selection (FS) strategies. The three basic strategies compared were standard correlation-based FS/FB, Relief-F based FS/FB and EAbased FS/FB (in which an initial short EA run is used to identify good features). The comparisons were done over a collection of (mainly) many-attribute datasets, largely using proteomics data. Our investigation also considered the dataset correlation value (DCV) of each dataset -this is simply the largest value, over all features in the dataset, of the statistical correlation between a feature and the target attribute in that dataset. Some of the datasets were generated by adding noise to the Ovarian data, so that we could obtain datasets with a wide spread of DCV values. By looking at performance on the test sets, we can claim that the FB strategies tend to outperform the corresponding FS strategies. In particular, EAFB has the strongest overall performance, suggesting that it is unwise to put much trust in basic statistical correlation measures for feature selection, especially when the dataset in question has a low DCV. However, with highly correlated data, CFS certainly appears to be the best strategy. Naturally these findings are for a particular collection of datasets; however the suggestion is that these findings may be more generally true. Future work is warranted to further explore the FB strategies and also the relationship between performance and DCV.
The drawback of a Feature Bias strategy is that, since no features are eliminated, we lose the potential speedup that arises when FS strategies are used. However, in any particular application this level of speedup may not be important, either because the computation time involved is acceptable in context, or because the importance of accurate results outweighs such issues. Meanwhile, it is clear that there is a continuum between pure FS and FB strategies which can be explored to find ideal speed/quality tradeoffs. For example, FS could be used to reduce an enormous dataset to one that is more manageable, but still has so many features that further FS would normally be used; however FB, rather than FS, would then be applied to minimize the potential damage of removing too many relevant features.
