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Abstract
In this paper we prove that in the context of varieties with Right
Existentially Definable Factor Congruences, definability of the property
“~e and ~f are complementary central elements”, stability by complements
and coextensivity of its respective algebraic category, are equivalent.
1 Introduction
By a variety with ~0 and ~1 we understand a variety V for which there are 0-
ary terms 01 , ..., 0n , 11 , ..., 1n such that V |= ~0 ≈ ~1 → x ≈ y, where
~0 = (01, ..., 0n) and ~1 = (11, ..., 1n). If ~a ∈ A
n and ~b ∈ Bn, we write [~a,~b]
for the n-uple ((a1, b1), ..., (an, bn)) ∈ (A × B)
n. If A ∈ V then we say that
~e = (e1, ..., en) ∈ A
n is a central element of A if there exists an isomorphism
τ : A → A1 × A2, such that τ(~e) = [~0,~1]. Also, we say that ~e and ~f are
a pair of complementary central elements of A if there exists an isomorphism
τ : A → A1 × A2 such that τ(~e) = [~0,~1] and τ(~f ) = [~1,~0]. It is fairly known,
that direct product representations A → A1 × A2 of an algebra A are closely
related to the concept of factor congruence. A pair of congruences (θ, δ) of an
algebra A is a pair of complementary factor congruences of A, if θ ∩ δ = ∆ and
θ ◦ δ = ∇. In such a case, θ and δ are called factor congruences. In most cases,
the direct decompositions of an algebra are not unique; moreover, in general the
pair (~e, ~f) of complementary central elements does not determine the pair of
complementary factor congruences (ker(π1τ), ker(π2τ)), where the π
′
is are the
canonical projections and τ is the isomorphism between A and A1 × A2. We
call such a property the determining property (DP).
(DP) For every pair (~e, ~f) of complementary central elements, there is a unique
pair (θ, δ) of complementary factor congruences such that, for every i =
1, ..., n
(ei, 0i) ∈ θ and (ei, 1i) ∈ δ and (fi, 0i) ∈ δ and (fi, 1i) ∈ θ
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Observe that (DP) is in some sense, the most general condition guaranteeing
that central elements have all the information about direct product decomposi-
tions in the variety.
Let us consider the following properties.
(L) There exists a first order formula ρ(~z, x, y) such that, for every A,B ∈ V,
a, b ∈ A and c, d ∈ B
A×B |= ρ([~0,~1], (a, c), (b, d)) iff a = b
(R) There exists a first order formula λ(~z, x, y) such that, for every A,B ∈ V,
a, b ∈ A and c, d ∈ B
A×B |= λ([~0,~1], (a, c), (b, d)) iff c = d
In [9] the following result was proved.
Theorem 1. Let V be a variety with ~0 and ~1. Then, each of the properties
(DP), (L) and (R), are equivalent to V has Boolean factor congruences (BFC),
i.e., the set of factor congruences of any algebra of V is a Boolean sublattice of
its congruence lattice.
In the same paper it was proved that the existence of the formulas of items
(L) and (R) are equivalent (which is not trivial, since in general ~0 and ~1 are not
interchangeables). Nevertheless, such equivalence does not preserve the com-
plexity of the formulas. To illustrate this situation, consider the variety S∨01 of
bounded join semilattices. In [1], it was proved that ϕ(x, y, z) = x ∨ z ≈ y ∨ z
satisfies (L) but there is no positive nor existential formula satisfying (R). This
fact, motivates the necessity of introduce several definitions in terms of the com-
plexity of the formulas involved.
We say that a variety V with BFC has right existentially definable factor
congruences (RexDFC) if the formula satisfying (R) is existential. Analogously,
if the formula satisfying (L) is existential, we say that V has left existentially
definable factor congruences (LexDFC). If V has RexDFC and LexDFC, we say
that V has twice existentially definable factor congruences (TexDFC). Similar
definitions arise when the considered formula is positive or equational (a finite
conjunction of equations). When the formula is positive, we use the acronyms
RpDFC, LpDFC and TpDFC to mean the variety has right positively definable
factor congruences, left positively definable factor congruences and twice posi-
tively definable factor congruences, respectively.
The following result, proved in [10], shows that there exist a relation linking
some of the definability conditions above mentioned.
Lemma 1 ([10]). For every variety V with BFC the following holds:
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1. RexDFC implies RpDFC.
2. LexDFC implies LpDFC.
3. TexDFC implies TpDFC.
The aim of this work is to show the link that there exists between determined
syntactical, structural and categorical conditions in a variety with RexDFC.
Namely, we prove that definability of the property “~e and ~f are complementary
central elements”, stability by complements and the coextensivity of its respec-
tive algebraic category, are equivalent.
This work is organized as follows. The contents of Section 2, are devoted
to introduce the basics in varieties with BFC which are necessary to read this
work. In Section 3, we characterize varieties with RexDFC as those varieties
with BFC such that the factor congruences are basically, principal congruences.
In Section 4, we prove the main result of this work (Theorem 3) in which we
show that for varieties with RexDFC, stability by complements, definability
of ~e ⋄A ~f by a ∃
∧
p = q-formula and coextensivity of the algebraic category
associated to the variety, are equivalent. Finally, in Section 5 we prove that
varieties with RexDFC stable by complements have the Fraser-Horn Property
and, in particular, that this fact entails that homomorphisms, when restricted
to central elements, are Boolean algebra homomorphisms.
For standard notions in universal algebra the reader may consult [7].
2 Preliminaries
2.1 Notation and basic results
If A is an algebra of a given type, we denote the congruence lattice of A by
Con(A). As usual, the join operation of Con(A) is denoted by ∨. If f : A→ B
is a homomorphism and n is a fixed natural number, we write f to denote the
application fn : An → Bn. Thereby, if ~e ∈ An, then f(~e) must be taken as
(f(e1), ..., f(en)) ∈ B
n. We write Ker(f) for the congruence of A, defined by
{(a, b) ∈ A × A | f(a) = f(b)}. The universal congruence on A is denoted by
∇A and ∆A denotes the identity congruence on A (or simply ∇ and ∆ when
the context is clear). If S ⊆ A, we write θA(S) for the least congruence con-
taining S × S. If ~a,~b ∈ An, then θA(~a,~b) denotes the congruence generated by
C = {(ai, bi) | 1 ≤ i ≤ n}. If ~a,~b ∈ A
n and θ ∈ Con(A), we write [~a,~b] ∈ θ
to express that (ai, bi) ∈ θ, for i = 1, ..., n. We use FC(A) to denote the set
of factor congruences of A. A variety V with ~0 and ~1 has BFC, if satisfies any
of the equivalent conditions of Theorem 1. We write θ ⋄ δ in Con(A) to denote
that θ and δ are complementary factor congruences of A. If θ ∈ FC(A), we use
θ⋆ to denote the factor complement of θ. If θ, δ ∈ Con(A) we say that θ and δ
permute if θ ◦ δ = δ ◦ θ.
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A system over Con(A) is a 2k-ple (θ1, ..., θk, x1, ..., xk) such that (xi, xj) ∈
θi∨θj , for every i, j. A solution of the system (θ1, ..., θk, x1, ..., xk) is an element
x ∈ A such that (x, xi) ∈ θi for every 1 ≤ i ≤ k. Observe that if θ1∩...∩θk = ∆
A,
then the system (θ1, ..., θk, x1, ..., xk) has at most one solution.
Lemma 2. Let θ and δ be congruences of A. The following are equivalent:
1. θ and δ permute.
2. θ ∨ δ = θ ◦ δ
3. For every x, y ∈ A, the system (θ, δ, x, y) has a solution.
Given two sets A1,A2 and a relation δ in A1 × A2, we say that δ factorizes
if there exist sets δ1 ⊆ A1 ×A1 and δ2 ⊆ A2 ×A2 such that δ = δ1 × δ2, where
δ1 × δ2 = {((a, b), (c, d)) | (a, c) ∈ δ1, (b, d) ∈ δ2}
So, if δ ∈ Con(A1 × A2) factorizes in δ1, δ2 it follows that δi ∈ Con(Ai), for
i = 1, 2.
Lemma 3 ([2]). Let V be a variety. The following are equivalent:
1. V has BFC.
2. V has factorable factor congruences. I.e. If A,B ∈ V and θ ∈ FC(A×B),
then θ factorizes.
We say that a variety has the Fraser-Horn property (see [6]) (FHP) if every
congruence on a (finite) direct product of algebras factorizes. Given a variety V
and a set of variables X , we use FV(X) to denote the free algebra of V freely
generated by X (or simply F(X), if the context is clear). If X = {x1, ..., xn},
then we use FV(x1, ..., xk) instead of FV({x1, ..., xk}).
As a final remark, we should recall that all the algebras considered along this
work always will be assumed as algebras with finite m-ary function symbols and
its type (unless necessary), will be omitted.
2.2 Generalities about Varieties with BFC
LetV be a variety with ~0 and ~1 and suppose that has BFC. For every A ∈ V, we
write Z(A) to denote the set of central elements of A and ~e ⋄A ~f to denote that
~e and ~f are complementary central elements of A. If ~e is a central element of A
we write θA~0,~e and θ
A
~1,~e
for the unique pair of complementary factor congruences
satisfying [~e,~0] ∈ θA~0,~e and [~e,
~1] ∈ θA~1,~e. It follows that
~0 and ~1 are central
elements in every algebra A and the factor congruences associated to them are
θA~0,~0 = ∆
A, θA~1,~0 = ∇
A and θA~0,~1 = ∇
A, θA~1,~1 = ∆
A, respectively. If there is no
place to confusion, we write θA~0,~e and θ
A
~1,~e
simply as θ~0,~e and θ~1,~e. Since V has
BFC, factor complements are unique so we obtain the following fundamental
result
4
Theorem 2. Let V be a variety with DFC. The map g : Z(A) → FC(A),
defined by g(~e) = θA~0,~e is a bijection and its inverse h : FC(A)→ Z(A) is defined
by h(θ) = ~e, where ~e is the only ~e ∈ An such that [~e,~0] ∈ θ and [~e,~1] ∈ θ∗.
As a consequence of Lemma 2, we obtain the following result for varieties
with BFC:
Lemma 4. In every algebra A of a variety V with BFC, every pair of factor
congruences permute.
These facts, allows us to define some operations in Z(A) as follows: Given
~e ∈ Z(A), the complement ~ecA of ~e, is the only solution to the equations
[~z,~1] ∈ θ~0,~e and [~z,
~0] ∈ θ~1,~e. Given ~e,
~f ∈ Z(A), the infimum ~e ∧A ~f is the
only solution to the equations [~z,~0] ∈ θ~0,~e ∩ θ~0, ~f and [~z,
~1] ∈ θ~1,~e ∨ θ~1, ~f . Finally,
the supremum ~e∨A ~f is the only solution to the equations [~z,~0] ∈ θ~0,~e∨θ~0, ~f and
[~z,~1] ∈ θ~1,~e ∩ θ~1, ~f .
As result, we obtain that Z(A) = (Z(A),∧A,∨A,
cA ,~0,~1) is a Boolean algebra
which is isomorphic to (FC(A),∨,∩,∗ ,∆A,∇A). Also notice that ~e ≤A ~f if and
only if θA~0,~e ⊆ θ
A
~0, ~f
, which in turn, is equivalent to θA~1, ~f ⊆ θ
A
~1,~e
. If the context is
clear, we will omit the subscripts in the operations of Z(A).
Lemma 5. Let V be a variety with BFC and A ∈ V. For every ~e, ~f ∈ Z(A),
the following holds:
1. ~a = ~e ∧A ~f if and only if [~0,~a] ∈ θ~0,~e and [~a,
~f ] ∈ θ~1,~e.
2. ~a = ~e ∨A ~f if and only if [~1,~a] ∈ θ~1,~e and [~a,
~f ] ∈ θ~0,~e.
3 A characterization for RexDFC
In this section we prove that a variety with BFC has RexDFC if and only if
the factor congruence θ~1,~e associated to a central element ~e, coincides with the
principal congruence that identifies ~1 with ~e.
We begin by recalling the following (Gra¨tzer) version of Maltsev’s key ob-
servation on principal congruences.
Lemma 6. Let A be an algebra and a, b ∈ A, ~c, ~d ∈ An. Then (a, b) ∈ θA(~c, ~d)
if and only if there exist (n +m)-ary terms t1(~x, ~u),...,tk(~x, ~u) with k odd and
~λ ∈ Am such that:
a = t1(~c, ~λ) b = tk(~d,~λ)
ti(~c, ~λ) = ti+1(~c, ~λ), i even, ti(~d,~λ) = ti+1(~d,~λ), i odd.
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A principal congruence formula is a formula π(x, y, ~u,~v) of the form
∃~w(x ≈ t1(~u, ~w)∧
∧
i∈Ek
(ti(~u, ~w) ≈ ti+1(~u, ~w))∧
∧
i∈Ok
(ti(~v, ~w) ≈ ti+1(~v, ~w))∧tk(~v, ~w) ≈ y)),
where k is odd and ti are terms of type τ . This fact allows us to restate
Lemma 6 as follows:
Lemma 7. Let A be an algebra, a, b ∈ A, ~c, ~d ∈ An. Then (a, b) ∈ θA(~c, ~d)
if and only if there exists a principal congruence formula π, such that A |=
π(a, b,~c, ~d).
The following result (Claim 2 after Proposition 6.6 in [9]) will be useful for
proving the main result of this section.
Lemma 8. Let V be a variety with BFC. If V has RpDFC, then for every
A ∈ V and ~e ∈ Z(A), θA~1,~e = θ
A(~1, ~e).
Lemma 9. Let V be a variety with BFC. Then, V has RexDFC if and only if
for every A ∈ V and ~e ∈ Z(A), θA~1,~e = θ
A(~1, ~e).
Proof. The first implication follows directly from Lemmas 1 and 8. On the
other hand, in order to prove the second implication, let us write P = F(x, y)×
F(y), where F(x, y) and F(y) are the free algebras generated by {x, y} and {y},
respectively. By hypothesis, Ker(π2) = θ
P
[~1,~1],[~0,~1]
= θP ([~1,~1], [~0,~1]). Since the
pair ((x, y), (y, y)) ∈ Ker(π2), from Lemma 6, there exist (n + m)-ary terms
t1(~x, ~u),...,tk(~x, ~u) with k odd and ~u ∈ P
m such that:
(x, y) = tP1 [[~1,~1], ~u] (y, y) = t
P
k [[~0,~1], ~u]
tPi [[~1,~1], ~u] = t
P
i+1[[~1,~1], ~u], i ∈ Ek, t
P
i [[~0,~1], ~u] = t
P
i+1[[~0,~1], ~u], i ∈ Ok.
(1)
where Ek and Ok refer to the even and odd naturals less or equal to k, re-
spectively.
Since ~u ∈ P , there are ~P (x, y) ∈ F (x, y) and ~Q(y) ∈ F (x, y), such that ~u =
[~P , ~Q]. Recall that tPi [[
~R, ~S], [~P , ~Q]] = (t
F (x,y)
i [
~R, ~P ], t
F (y)
i [
~S, ~Q]), for 1 ≤ i ≤ k
and [~R, ~S] ∈ P , thus, from equation (1), we obtain that there exist (n+m)-ary
terms t1(~x, ~u),...,tk(~x, ~u) with k odd, ~P (x, y) ∈ F (x, y) and ~Q(y) ∈ F (y), such
that:
y = t
F (y)
i [~0,
~Q(y)], for every 1 ≤ i ≤ k
and
x = t
F (x,y)
1 [~1,
~P (x, y)] y = t
F (x,y)
k [~0,
~P (x, y)]
t
F (x,y)
i [~1,
~P (x, y)] = t
F (x,y)
i+1 [~1,
~P (x, y)], i ∈ Ek t
F (x,y)
i [~0,
~P (x, y)] = t
F (x,y)
i+1 [~0,
~P (x, y)], i ∈ Ok
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Let ϕ(x, y, ~z) = π(x, y,~1, ~z). In order to to check that ϕ defines θA~1,~e in
terms of ~e let us assume A,B ∈ V and (a, b), (c, d) ∈ A × B. Since the free
algebra functor F : Set→ V is left adjoint to the forgetful functor, in the case
of b = d, the assignments αA : {x, y} → A and αB : {y} → B, defined by
αA(x) = a, αA(y) = c and αB(y) = b generate a unique pair of homomorphisms
βA : F(x, y) → A and βB : F(y) → B extending αA and αB, respectively.
Therefore, since P |= ϕ((x, y), (y, y), [~0,~1]), by applying g = βA × βB in (1),
we obtain as result that A × B |= ϕ((a, b), (c, b), [~0,~1]). On the other hand, if
A×B |= ϕ((a, b), (c, d), [~0,~1]), then there exist [~ε, ~δ] ∈ A×B, such that
(a, b) = tA×B1 [[~1,~1], [~ε,
~δ]] (c, d) = tA×Bk [[~0,~1], [~ε,
~δ]]
tA×Bi [[~1,~1], [~ε,
~δ]] = tA×Bi+1 [[~1,~1], [~ε,
~δ]], i ∈ Ek, t
A×B
i [[~0,~1], [~ε,
~δ]] = tA×Bi+1 [[~0,~1], [~ε,
~δ]], i ∈ Ok.
(2)
So, since tA×Bi [[
~j, ~r], [~ε, ~δ]] = (tAi [~j, ~ε], t
B
i [~r,
~δ]), for every [~j, ~r] ∈ A × B and
1 ≤ i ≤ k, from (2), we conclude that
b = tB1 [~1, ~ε] d = t
B
k [~1, ~ε]
tBi [~1, ~ε] = t
B
i+1[~1, ~ε], i ∈ Ek t
B
i [~1, ~ε] = t
B
i+1[~1, ~ε], i ∈ Ok.
Which by Lemma 6 means that (b, d) ∈ θB(~1,~1). Since θB(~1,~1) = θB~1,~1 by
assumption and θB(~1,~1) = ∆B, we get that b = d. This concludes the proof.
Corollary 1. Let V be a variety with RexDFC. Then, for every A ∈ V, the
map Z(A)→ FC(A), defined by ~e 7→ θA(~1, ~e) is bijective.
4 Coextensivity, definability and stability by com-
plements
4.1 The universal property
In this section we present some useful results that raise from the universal prop-
erty of principal congruences in varieties with BFC.
Let A and P algebras of the same type. We say that a homomorphism
f : A→ P has the universal property of identify the elements of S, if for every
homomorphism g : A → C, such that g(a) = g(b), for every a, b ∈ S; there
exists a unique homomorphism h : B → C, making the diagram
A
f
//
g

❅
❅
❅
❅
❅
❅
❅
❅
B
h

✤
✤
✤
C
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commutes.
The following results are key observations for the rest of this paper. Since
their proofs are routine, we leave to the reader the details of its proof.
Lemma 10. Let A be an algebra and S ⊆ A. Then, the canonical homomor-
phism νS : A → A/θ(S) has the universal property of identify all the elements
of S.
Lemma 11. Let A and B be algebras of the same type and f : A → B be a
homomorphism. Then, for every S ⊆ A, the diagram
A
νS //
f

A/θA(S)

B νf(S)
// B/θB(f(S))
is a pushout.
Recall that, as a consequence of Lemma 10, it follows that, for every ~a,~b ∈
An, the canonical homomorphism A → A/θ(~a,~b) has the universal property of
identify the pairs (ak, bk), for 1 ≤ k ≤ n. Hence, as a straight consequence of
Lemmas 9, 10 and 11 we get the following result.
Corollary 2. Let V be a variety with RexDFC. If A,B ∈ V and ~e ∈ Z(A),
then:
1. The canonical homomorphism A → A/θA~1,~e has the universal property of
identify ~e with ~1.
2. For every homomorphism f : A→ B, the diagram
A
νe //
f

A/θA(~1, ~e)

B νf(e)
// B/θB(~1, f(~e))
is a pushout.
4.2 The equivalence
In the context of varieties with BFC one may be tempted to think that in
general, homomorphisms preserve central elements and even complementary
central elements. Unfortunately, as we will see, this is not case. In this sec-
tion we present a characterization for varieties with RexDFC such that their
homomorphisms preserve complementary central elements in terms of a certain
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definability condition of the relation ~e ⋄A ~f and a purely categorical property,
namely the coextensivity.
Let V be a variety with BFC. If A,B ∈ V and f : A → B is a homomor-
phism, we say that f preserves central elements if the map f : Z(A) → Z(B)
is well defined; that is to say, for every ~e ∈ Z(A), it follows that f(~e) ∈ Z(B).
We say that f preserves complementary central elements if preserves central
elements and for every ~e1, ~e2 ∈ Z(A),
~e1 ⋄A ~e2 ⇒ f(~e1) ⋄B f(~e2).
Remark 1. Observe that, since complements of central elements are unique, it
follows that there is a bijection between Z(A) and KA = {(~e, ~f) ∈ A
2n | ~e ⋄A ~f}.
Then, if f : A → B is a homomorphism which preserves complementary cen-
tral elements, it is clear that it also must preserve central elements. Classical
examples of varieties with BFC in which every homomorphism preserves com-
plementary central elements are the varieties R of commutative rings with unit
and L0,1 of bounded distributive lattices. However, we stress that definitions
above are not trivial, since there are varieties with BFC with homomorphisms
that preserve central elements but does not preserve complementary central ele-
ments and even varieties with BFC with homomorphisms that does not preserve
nor central elements nor complementary central elements. In order to illustrate
the first situation, let S∧0,1 be the variety of bounded meet semilattices. Since S
∧
0,1
is a variety with 0 and 1, and the formula ϕ(x, y, z) = (x∧z ≈ y∧z) satisfies the
condition (R) of the Introduction, it follows that S∧0,1 is a variety with BFC. Let
us consider the algebras A = 2× 2 and B = 2× 2× 2 (with 2 the chain of two
elements). Notice that Z(A) = A, Z(B) = B and moreover, (1, 0, 0) ⋄B (0, 1, 1),
(0, 1, 0) ⋄B (1, 0, 1) and (0, 0, 1) ⋄B (1, 1, 0). Let α : A → B be the homomor-
phism defined by α(1, 1) = (1, 1, 1), α(0, 0) = (0, 0, 0), α(0, 1) = (1, 0, 0) and
α(1, 0) = (0, 0, 1). It is clear that α preserves central elements but does not
preserves complementary central elements. For the last situation, let L be the
variety of bounded lattices. It is known (see [11] and [6]) that L is a variety with
BFC. If C = 2× 2 and D = {0, 1, a, b, c}, with {a, b, c} not comparables, it eas-
ily follows that C is subalgebra of D, but C is directly decomposable while D is
not. So the inclusion does not preserve nor central elements nor complementary
central elements.
Definition 1. Let V be a variety with BFC. We say that V is stable by comple-
ments if every homomorphism of V preserves complementary central elements.
Let V be a variety with BFC. We say that a formula Σ(~z, ~u) defines the
property ~e ⋄A ~f in V if for every A ∈ V and ~e, ~f ∈ A
n it follows that ~e ⋄A ~f if
and only if A |= σ[~e, ~f ].
Lemma 12. Let V be a variety with BFC. The following are equivalent:
1. The relation ~e ⋄A ~f is definable by a formula ∃
∧
p = q.
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2. V is stable by complements.
Proof. Let L be the language ofV and consider L1 = L∪{R}, where R is 2n-ary
relation symbol. Observe that a L1-structure is just a pair (A,R
A), where A is
a L-algebra and RA ⊆ A2n. For an algebra A ∈ V , we define RA = {(~e, ~f) ∈
A2n | ~e ⋄A ~f}. Let us regard the following class K = {(A,R
A) | A ∈ V} of L1-
structures. From Lemma 4.1 of [9], there exists a set Γ of first order formulas in
the language of V such that, for every A ∈ V, ~e ⋄A ~f if and only if A |= σ[~e, ~f ],
for every σ(~x, ~y) ∈ Γ. Moreover, the aforementioned Lemma, also ensures that
K is stable by finite products. It is easy to see that the class K is a axiomatizable
by the set of sentences
Σ ∪ {(∀~x,~y)(R(~x, ~y)↔
∧
σ∈Γ
σ(~x, ~y))},
where Σ is any set of axioms for the class V. Recall that, since L is finite,
then K is a first order class, so it is closed by ultraproducts. Hence, item (4) of
Theorem 6.2 of [3] tell us that the following are equivalent:
(a) There is a formula ∃
∧
At(L) which defines R in K.
(b) If (A,RA),(B,RB) ∈ K and σ : A → B is a homomorphism, then σ :
(A,RA) → (B,RB) is a homomorphism. (Notice that (A,RA)L = A for
every L1-structure (A,R
A)).
But 1. is a restatement of (a) and 2. is a restatement of (b). This concludes the
proof.
Definition 2. A category with finite limits C is called extensive if has finite
coproducts and the canonical functors 1 → C/0 and C/X × C/Y → C/(X + Y )
are equivalences.
If the opposite Cop of a category C is extensive, we will say that C is coex-
tensive. Classical examples of coextensive categories are the categories Ring
and dLat of commutative rings with unit and bounded distributive lattices,
respectively. In the following, we will use a characterization proved in [4].
Proposition 1. A category C with finite coproducts and pullbacks along its
injections is extensive if and only if the following conditions hold:
1. (Coproducts are disjoint.) For every X and Y , the injections X
in0−−→ X+Y
and Y
in1−−→ X + Y are monic and the square below is a pullback
0
! //
!

Y
in1

X
in0
// X + Y
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2. (Coproducts are universal.) For every X,Xi, Yi with i = 0, 1 and X
f
−→
Y0 + Y1, if the squares below are pullbacks
X0
x0 //
h0

X
f

X1
x1oo
h1

Y0 y0
// Y0 + Y1 Y1y1
oo
then, the cospan X0 → X ← X1 is a coproduct.
Let V be a variety with BFC. We write V to denote the algebraic category
associated to V.
Lemma 13. Let V be a variety with RexDFC. If V is stable by complements
then, in V the products are stable by pushouts.
Proof. Let A,B ∈ B and f : A→ B be a homomorphism. If A ∼= A1 ×A2, let
us consider de diagram:
A1

Aoo //

A2

P1 Boo // P2
Where P1 and P2 are the pushouts from the left and the right squares, re-
spectively. If i denotes the isomorphism between A and A1 × A2, then Aj ∼=
A/Ker(πji) (with j = 1, 2). If ~ej denotes the central element corresponding to
Ker(πji), since Ker(π1i) ⋄Ker(π2i) in Con(A), then from Lemma 9 we have
that Ker(π1i) = θ
A(~1, ~e2) and Ker(π2i) = θ
A(~1, ~e1). From, item 2. of Corollary
2, we get that P1 ∼= B/θ
B(~1, f(~e2)) and P2 ∼= B/θ
B(~1, f(~e1)). The universal
property of pushouts implies that B → P1 coincides with B → θ
B(~1, f(~e2)) and
B → P2 with B → θ
B(~1, f(~e1)). Since f preseserves pairs of complementary
central elements by assumption, we can conclude that B ∼= B/θB(~1, f(~e2)) ×
B/θB(~1, f(~e1)) ∼= P1 × P2.
Lemma 14. Let V be a variety with RexDFC, A,B ∈ V and f : A → B be a
homomorphism. If in V binary products are stable by pushouts along f , thus f
preserves pairs of complementary central elements.
Proof. Let A ∈ V and ~e be a central element of A. If ~g denotes the comple-
mentary central element of ~e, by Lemma 9 we get that θA~0,~e = θ
A(~1, ~g), and
consequently that A ∼= A/θA(~1, ~g)×A/θA(~1, ~e). Let us, consider the diagram
A/θA(~1, ~g)

Aoo //
f

A/θA(~1, ~e)

B/θB(~1, f(~g)) Boo // B/θB(~1, f(~e))
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By Corollary 2 both squares are pushouts, so, since binary products are
stable by pushouts along f by assumption, the span B/θB(~1, f(~g)) ← B →
B/θB(~1, f(~e)) is a product. This fact implies directly that θB(~1, f(~g))⋄θB(~1, f(~e))
in Con(B). From Corollary 1, we obtain that both f(~e) and f(~g) are central
elements of B. Hence, we conclude that f(~e) ⋄B f(~g).
Lemma 15. If V is a variety with ~0 and ~1, then, in V the pushout of the
projections of binary products is the terminal object.
Proof. Since V is an algebraic category, for every pair of A,B ∈ V the pushout
of the projections A← A×B → B belongs to V . It is clear that the projections
send [~0,~1] ∈ A×B into ~0 in A and into ~1 in B, so ~0 = ~1 in the pushout. Since
V is a variety with ~0 and ~1, it follows that the pushout must be the terminal
object.
Theorem 3. Let V be a variety with RexDFC. The following are equivalent:
1. The relation ~e ⋄A ~f is definable by a formula ∃
∧
p = q.
2. V is stable by complements.
3. V is coextensive.
Proof. Observe that, from Lemma 12, it follows that 1. is equivalent to 2. On
the one hand, notice that, since V has BFC, the variety is a variety with ~0
and ~1, which by Lemma 15, implies that in V the pushout of the projections
of binary products is the terminal object. Since V is an algebraic category, it
is also clear that the projections are epi. In order to prove 2. implies 3. let us
assume that V is stable by complements. From Lemma 13, binary products
are stable by pushouts. Hence, by the dual of Proposition 1, V is coextensive.
Finally, from Lemma 14 we get that 3. implies 2.
We conclude this section by recalling that in [5] there is a characterization
of coextensive algebraic categories. It is worth mentioning that this result is
stated in strictly categorical terms. However, for the context in which we are
working on this paper, we emphasize that Theorem 3 provides the possibility
to a non-categoricist mathematician to solve a categorical problem through al-
gebraic methods, by verifying whether the morphisms in the variety preserve
complementary central elements; or even through syntactical methods, by ex-
amining if a relation between central elements can be defined through a formula
of determined complexity.
5 RexDFC and stability by complements induce
homomorphisms of Boolean algebras
As we saw in Section 4, not every variety with BFC has center stable by com-
plements. In this section we prove that a variety with RexDFC having center
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stable by complements is in fact a variety with the Fraser-Horn Property. This
result will allow us to prove that every homomorphism f in the variety induces
a Boolean algebra homomorphism between the centers of dom(f) and cod(f).
Lemma 16 (Theorem 1 [6]). Let K be a variety and A, B be algebras of K.
The following are equivalent:
1. K has FHP.
2. For every A,B ∈ K and γ ∈ Con(A×B),
Π1 ∩ (Π2 ∨ γ) ⊆ γ and Π2 ∩ (Π1 ∨ γ) ⊆ γ
where Π1 is the kernel of the projection on A and Π2 is the kernel of the
projection on B.
Lemma 17 (Theorem 3 [6]). Let A and B be algebras of the same type. The
following are equivalent:
1. A×B has FHP.
2. For every a, c ∈ A and b, d ∈ B,
θA×B((a, b), (c, d)) = θA(a, c)× θB(b, d)
Lemma 18. Let A and B be algebras with finite n-ary function symbols and f :
A→ B an homomorphism. If (a, b) ∈ θA(~c, ~d), then (f(a), f(b)) ∈ θB(f(~c), f(~d)).
Thus, if [~a,~b] ∈ θA(~c, ~d) then [f(~a), f(~b)] ∈ θA(f(~c), f(~d)).
Proof. Apply Lemma 6.
Lemma 19. Let V be a variety with RexDFC, A ∈ V and ~e, ~f ∈ Z(A) such
that ~e ⋄A ~f . If for every γ ∈ Con(A), ~e/γ ⋄A/γ ~f/γ, then V has the FHP.
Proof. SinceV has RexDFC, from Lemma 9, for every ~e ∈ Z(A), θA~1,~e = θ
A(~1, ~e).
So, if ~e ⋄A ~f then θ
A
~0,~e
= θA(~1, ~f). We use Lemma 16. To do so, we prove
θA(~1, ~e) ∩ (θA(~1, ~f) ∨ γ) ⊆ γ. Suppose (x, y) ∈ θA(~1, ~e) ∩ (θA(~1, ~f) ∨ γ) ⊆ γ,
then, (x, y) ∈ θA(~1, ~e) and there are c0, ..., cN ∈ A, with c0 = x and cN = y, such
that (c2i, c2i+1) ∈ θ
A(~1, ~f) and (c2i+1, c2(i+1)) ∈ γ. Since A→ A/γ is clearly a
homomorphism, from Lemma 18, we obtain that (x/γ, y/γ) ∈ θA/γ(~1/γ,~e/γ),
(c2i/γ, c2i+1/γ) ∈ θ
A/γ(~1/γ, ~f/γ) and c2i+1/γ = c2(i+1)/γ. From transitiv-
ity of θA/γ(~1/γ, ~f/γ), we get that (x/γ, y/γ) ∈ θA/γ(~1/γ, ~f/γ). Therefore,
(x/γ, y/γ) ∈ θA/γ(~1/γ,~e/γ) ∩ θA/γ(~1/γ, ~f/γ) = ∆A/γ , since ~e/γ ⋄A/γ ~f/γ by
assumption, so (x, y) ∈ γ. The proof of θA(~1, ~f) ∩ (θA(~1, ~e) ∨ γ) ⊆ γ is similar.
This concludes the proof.
Corollary 3. Let V be a variety with RexDFC. If V is stable by complements
then has FHP.
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Proof. Inmmediate from Lemma 19.
Lemma 20. Every variety V with FHP is TexDFC.
Proof. See Theorem 1 of [11].
As a straight consequence of Corollary 3 and Lemma 20 we obtain
Corollary 4. Every variety V with RexDFC and stability by complements is
TexDFC.
Remark 2. We stress that Lemma 9 has an analogue version for varieties with
LexDFC. Namely, a variety V with BFC has LexDFC if and only if for every
A ∈ V and ~e ∈ Z(A), θA~0,~e = θ
A(~0, ~e). Since the proof is basically the same
that one the given for the aforementioned Corollary, we leave the details to the
reader.
Lemma 21. Let V be a variety with RexDFC stable by complements. If A,B ∈
V and f : A→ B is a homomorphism, then f |Z(A) : Z(A)→ Z(B) is a Boolean
algebra homomorphism.
Proof. First of all, observe that from Lemma 9, Remark 2 and Corollary 4, we
get that for every ~e ∈ A, θA~0,~e = θ
A(~0, ~e) and θA~1,~e = θ
A(~1, ~e). Now, since f is
a homomorphism, it is clear that preserves ~0 and ~1. So, if ~e1, ~e2 ∈ Z(A), and
~a = ~e1 ∧A ~e2, thus from Lemma 5, [~0,~a] ∈ θ
A(~0, ~e1) and [~a,~e2] ∈ θ
A(~1, ~e1).
By Remark 1, f(~e) ∈ Z(A) for every ~e ∈ A, thus from Lemma 18 we get that
[~0, f(~a)] ∈ θA(~0, f(~e1)) and [f(~a), f(~e2)] ∈ θ
B(~1, f(~e1)). Hence, again by Lemma
5 we can conclude that f(a) = f(~e1) ∧B f(~e2). The proof for the preservation
of the join is similar. This concludes the proof.
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