Abstract-The problem of constructing adaptive minimum bit error rate (MBER) decision feedback equalisers (DFE's) for binary signalling is considered. Gradient algorithms are developed for both conventional and state (or space) translation forms of the DFE. Kernel density estimation is demonstrated to provide a convenient mechanism for approximating the BER as a smooth function of the available data. This leads to the development of a number of adaptive algorithms. Computer simulation is used to assess the performance of these algorithms.
I. INTRODUCTION
In developing training strategies for linear combiner decision feedback equalisers (DFE's), it is convenient to adopt a minimum mean squared error (MMSE) cost function as this facilitates the use of standard adaptive filter techniques such as the least mean squares (LMS) and recursive least squares (RLS) algorithms. However it has long been understood that the MMSE cost function is not optimal in this application -the minimum bit error rate (MBER) cost function being the more a p propriate choice [2] . Further, the BER rate of a DFE optimised using a MMSE criterion can be distinctly inferior to the true optimum solution [I] . Two methods currently exist which can be classified as training algorithms for minimum BER DFE's in binary signalling. These are: the space or state translation algorithm of [8] and [l] ; the approximate minimum bit error rate (AMBER) algorithm of [5]. The former is a batch or block adaptive filter in that the channel is estimated and this estimate used in turn to form an estimate of the theoretical BER. A gradient search technique is used to find the weights that minimise the estimated BER. While this algorithm has been demonstrated to work reliably in the presence of errors in the estimate of the channel impulse response, it is not truly adaptive in the sense that it does not operate directly on the data but rather employs the intermediate step of channel impulse response estimation. Further the gradient search algorithm can take many iterative steps to converge to the solution. The latter is a stochastic gradient algorithm which is identical to the signed error LMS algorithm except in the vicinity of the decision boundary 
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where it is modified to continue updating the weights when the signed LMS algorithm would not. The algorithm is appealing due to its computational simplicity and straightforward extension to the complex signalling case [4]. The difficulty with it is in selection of the stepsize: a small step size is required to ensure convergence to the min BER solution with the associated problem of slow initial convergence. A variant of the dual sign algorithm [7] has been applied in an attempt to overcome this problem [4].
In this paper the problem of constructing adaptive MBER DFE's for binary signalling is addressed. Section I1 provides the necessary background and definition of terms. In Section I11 a gradient search algorithm is developed for the conventional DFE rather the translated form of [I] . However the formulation is such that it can be applied to both conventional and state-translation architectures. Kernel density estimation is employed is section IV to approximate the bit error rate as a smooth function of the data. The advantage of this approach is that an error does not need to be observed to guarantee an estimate of the error rate and the smooth function is a convenient route to gradient and Gauss-Newton algorithms. Section V provides an assessment of the various algorithms based on computer simulations. Finally conclusions are drawn in section VI.
BACKGROUND
The channel is modelled as a finite impulse response filter with an additive noise source, and the received signal at sample k is n,-1
where F(k) denotes the noiseless channel output; n, is the channel length and ai are the channel tap weights; the Gaussian white noise e ( k ) has zero mean and variance U : ; the symbol sequence {s(k)} is independently identically distributed and has a 2-PAM constellation. The signal to noise ratio (SNR) of the system is defined 0-7803-5800-7/00$10.00 02000 EEE For a conventional linear-combiner DFE the decision variable z at time k is a linear combination of received samples and past decisions: 
where F2 is constructed by partitioning the channel im-
In the case of 2-PAM, the reconstructed symbols with lag dare obtained from the sign of the decision variable z(k) i.e.
MINIMUM B I T ERROR RATE EQUALISATION
The bit error rate (BER) observed at the output of the equaliser is dependent on the distribution of the decision variable z ( k ) which in turn is a function of the equaliser tap weights. To be more specific, the probability of error, PE, is:
The sign adjusted decision
is the vector of transmitted symbols. The first term on the right hand side of (IO),sgn( 
The second term e'(k) is a zero mean Gaussian white noise process with variance a:wTw -defining the distribution about the local means.
The probability density function p , (zs) is thus:
and the probability of error is:
As in [l] the weights that minimise PE can be obtained using gradient search techniques. Here the approach is "equaliser output referenced" i.e. in terms of z(k) rather than the "equaliser input referenced" technique discussed in [l] that is in terms of the noise free input vectors. There is a natural computational advantage in dealing with scalars rather than vectors. Further the development is in terms of the conventional feedforward and feedback coefficients rather than the channel estimate associated with [l]. Thus the gradient terms are:
A gradient search technique would thus be defined:
and where p is the stepsize.
It is well known that equalisation is tion problem. The coefficient vector of
a classificathe equaliser
[wT bT]* is orthogonal to the hyperplane that is used to separate the two classes in hyperspace. Since it is the orientation of this vector that defines the decision boundary, the size of the vector has no effect on the BER. Thus it is not necessary to constrain the size of this vector apart from avoiding the degenerative case where its size is zero and hence no hyperplane can be defined. The size of the vector is thus a nuisance parameter in the optimisation procedure. One convenient way to remove it is to re-scale it after every iteration of the algorithm. From consideration of the expressions for the gradient and the Hessian it is obvious that rescaling by the size of the vector w simplifies many of the expressions. Thus:
IV. ADAPTIVE ALGORITHMS
The key to developing adaptive algorithms is the p.d.f. p z ( z s ) of the signed decision variable. Several techniques are available for estimating this scalar p.d.f., the simplest of which is box counting [lo] . However it is well known that box counting requires large amounts of data for reliable estimates. Further it does not exploit the a priori knowledge of the structure of the p.d.f. that is available in this case. Kernel density estimation is known to produce far more reliable estimates with short data records and in particular is extremely natural when dealing with Gaussian mixtures.
Consider the case where I< training samples of the transmitted symbols { s(k)} and K associated received samples { r(lc)} are available (ignoring end effects). Given a set of weights w and b, a kernel density estimate of the p.d.f. is:
The usual problem associated with kernel density estimation is in selecting the radius parameter p e . However in this case it is clearly related to the noise r.m.s. re which is usually known roughly or can be estimated on line. In [lo] a lower bound of:
is suggested.
To illustrate the power of kernel density estimation in this application consider Figure 1 which The key to developing the LMS algorithm from its related steepest decent algorithm is to replace the ensemble average of the gradient with a single point estimate of the gradient. In a similar manner, at sample k a point estimate of the p.d.f. is simply:
x exp (-An LMS style update follows from section I11 by replacing the exact p.d.f. with this crude estimate -assuming that the weights are rescaled after each update such that w*(k)w(k) = 1 we have:
For a state-translation DFE, equation (22) is modified by replacing r(k) with r'(k).
where:
Equation (23) is not used, rather an LMS algorithm is used to form an estimate of the impulse response vector
This estimate of the impulse response provides the elements of the matrix Fz. Note that equation (25) can be implemented efficiently using the state-translation structure considered in reference [8] . For the sake of discussion the above techniques based on point estimates of the p.d.f. will be called "least bit error rate" (LBER) algorithms.
An alternative approach is the approximate minimum-BER (AMBER) algorithm of [5] . It's DFE form for 2-PAM can be expressed as follows:
where the error is:
and the indicator function is:
The parameter T is the nonnegative threshold which permits the weights to be updated in the region of the decision boundary.
Although the LBER and AMBER have been developed using different philosophies it is useful to compare them with respect to the parameter update mechanism. In the simplest form of AMBER [5] , the threshold parameter r is zero and the algorithm only updates when a decision error is observed. When the algorithm is initialised the equaliser is unlikely to separate the noise free states and hence the indicator function will be on most of the time in which case AMBER is equivalent to the signed error LMS algorithm c.f. [6] . When the algorithm has converged to a point where it separates the noise free states correctly its BER performance will be similar to the Wiener MMSE DFE. However in this region errors will be predominately caused by thermal noise. Thus the probability of the algorithm updating may be low and hence further convergence may be slow. Introducing the variable T essentially defines a region around the decision boundary where the algorithm will continue to update even when errors do not occur. This region is defined by:
In the LBER algorithm the effect of the distance from the decision boundary is controlled by the exponential term exp (-z2/(2p2) ). This can be viewed as a soft distance measure. The size of an update is a continuous and decreasing function of the distance from the boundary. The distance is scaled by the kernel radius pe which in turn is a function of the noise r.m.s. u e .
V. RESULTS
The convergence performance of 4 LMS-style adaptive DFE's is compared in Figures 2 and 3 . These are: the LBER conventional DFE of equations (22) and (23); a state translation LBER DFE of equations (24) (25)' (26); the AMBER DFE of equations (27), (28), (29) and (30) with T = 0.1; an LMS conventional DFE.
In Figure 2 the channel impulse response is (0.5, 1.0) with a S N R of 16 dB. The BER's are evaluated using equations (1 1) and (12) and averaged over an ensemble of 20 runs. The step size , u for all algorithms was set at 1/18 to ensure fairly fast convergence for the bench mark LMS algorithm. Figure 2 demonstrates the promise of the LBER approach in that both the the LBER-conventional-DFE and the LBERstate-translation-DFE outperforms the LMS and AM-BER algorithms. However this result is atypical of the LBER conventional DFE. In many cases the LBERconventional-DFE is no better than AMBER and since AMBER is extremely simple computationally it would be the preferred choice. A more typical example is illustrated in Figure 3 where the channel impulse response is (0.25, 0.5, 1.0) with a S N R of 17 dB. Here the step size for all algorithms was set at 1/30. Under these conditions there is little to distinguish the LBER-conventional-DFE from the AMBER DFE and the LMS DFE. It should be noted however that in both Figures the LBER-state-translation-DFE outperforms all the other algorithms.
VI. CONCLUSIONS
The problem of constructing adaptive MBER DFE's for binary signalling has been considered. Gradient algorithms have been formulated in such a manner as to facilitate application to conventional and statetranslation architectures. Kernel density estimation has been demonstrated to provide a convenient mechanism for approximating the BER as a smooth function of the available data. Adaptive algorithms in both conventional and state-translation form have been developed from this premise. A computer simulation study of the various algorithms leads to following conclusion that for LMS-style training the LBER state translation DFE outperforms existing algorithms. 
