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ABSTRACT
The relationship between the user perceived Quality of Ex-
perience (QoE) with Internet applications and the Quality of
Service (QoS) of the underlying network and applications is
complex. Unveiling statistical relations between QoE and
QoS can boost the prediction and diagnosis of QoE. In this
paper, we shed light on the relationship between QoE and
QoS for a popular application: YouTube video streaming.
We conducted a controlled study where we asked users to
rate their perceived quality of YouTube videos under differ-
ent network conditions. During this experiments, we also
captured network QoS and application QoS. We then ana-
lyze the resulting dataset with SES, a feature selection al-
gorithm that identifies minimal-size, statistically-equivalent
signatures with maximal predictive power for a target vari-
able (e.g., QoE). We found that we can build optimal QoE
predictors using a minimal signature of only three features
from application or network QoS metrics compared to four
when we consider features from both layers.
1. INTRODUCTION
With the proliferation of media delivery services (e.g.,
VoD, LiveTV) and devices (e.g., tablets, smartphones)
more and more users share and consume video con-
tent in their everyday activities, for example for ed-
ucation or entertainment. A high Quality of Service
(QoS) is essential for sustaining the revenue of service
providers, carriers, and device manufactures. Yet, the
perceived Quality of Experience (QoE) of users is far
from perfect—e.g., videos that get stalled or that take
a long time to load. Dissatisfied users may change In-
ternet Service Providers (ISPs) or video streaming ser-
vices. Hence, the incentives for measuring and improv-
ing QoE are high. Video streaming services can instru-
ment the player to directly measure application QoS
metrics, such as startup delay or buffering events. How-
ever, ISPs can only monitor network QoS metrics, such
as throughput or delay. Mapping network and applica-
tion QoS to QoE is challenging.
The literature is rife with studies that aim at map-
ping QoS to QoE. Some studies use subjective metrics
of QoE to capture experience scores users give explic-
itly and then build models of QoS to QoE [1, 2, 3, 4].
Subjective QoE studies are costly in terms of required
human effort. Moreover, it is often hard to obtain user
feedback in all possible scenarios that may arise in prac-
tice. Another approach is to infer quality of experience
implicitly from user engagement metrics (e.g., viewing
time, abandonment ratio, number of visits) [5, 6, 7,
8]. Studies based on user engagement require an ex-
tremely large number of users to control for all possible
variations of human viewing behaviors and other con-
founding factors. Instead of measuring QoE, some pre-
vious studies proposed quality models to assess applica-
tion QoS (e.g., join time or buffered playtime) from the
underlying network conditions (e.g., bandwidth, packet
losses) [9, 4]. These studies work with the assumption
that application QoS is a good proxy for QoE.
Clearly, different actors in the online video delivery
chain (e.g., video streaming services, ISPs) have dif-
ferent incentives and means to measure and affect the
user QoE. Uncovering statistically equivalent subsets of
QoS metrics across and within levels provides actionable
knowledge for building QoE predictors. To achieve this
goal, we leverage recent advances on feature selection
algorithms [10, 11] to exploit available experimental ev-
idence of the joint probability distributions of QoE/QoS
metrics. This type of statistical reasoning will enable us
to determine local causal relationships between a target
QoE variable, seen as effect, and multiple QoS metrics
across or within levels, seen as causes. Such data-driven
analysis is justified by the multiplicity of dependencies
that exist between network or application QoS metrics
as different adaptation mechanisms (e.g., TCP conges-
tion avoidance, HTTP bitrate adaptation) are activated
at each level in real life. Building optimal predictors
based on (eventually several) probabilistically minimal
subsets of features opens the way for a principled com-
parison of the predictors. To the best of our knowledge
this is the first work in this direction that mines local
causal relationships between concrete sets of features
presented in Fig. 2.
The rest of the paper is organized as follows: Sec-
tion 2 describes our experimental testbed and instru-
mentation software. Section 3 presents our experimen-
tal design in terms of network configuration scenarios
and representative conditions of user experience that
we tested with online users. In Section 4, we discuss
the statistically equivalent QoS signatures extracted by
our experimental data using the SES [11] feature selec-





































Figure 1: Testbed for collecting our ground-
truth dataset. Dashed tasks require user par-
ticipation.
2. EXPERIMENT SETUP
Our statistical analysis requires a ground-truth dataset
that includes for each video-streaming session the un-
derlying network and application QoS, annotated with
the corresponding QoE score provided by the user. We
present in this section how we generate this dataset for
YouTube and detail in the next section the conducted
user study for obtaining QoE annotations.
Testbed. We have set up a testbed for measuring the
QoS of streaming YouTube videos while emulating var-
ious network conditions (Fig. 1). The testbed consists
of a router and a laptop. The router (TL-WDR3600)
runs the OpenWRT 15.05, a Linux-based operating sys-
tem for embedded devices. The router connects to the
Internet with a Gigabit Ethernet link. We use tc and
netem on the router to limit the bandwidth of both the
LAN and WAN network interfaces of the router as well
as to introduce delays and packet losses. The tc and
netem commands are applied on each direction (i.e., up-
stream and downstream) separately. The screen of the
Windows 8.1 laptop (Dell Inspiron 17R SE 7720) is con-
figured at a maximum brightness and resolution (1920 x
1080 pixels). The volume level is set at 24%, using the
built-in speakers of the device. The laptop is configured
with all network interfaces down, except the one con-
nected to the router. We use the Firefox Web browser
(v45.0.1) to stream YouTube videos. Our experimen-
tal setup also includes a non-controlled network part,
namely, the path from the router to the YouTube server.
This non-controlled part has a varying QoS and may in-
troduce additional, unpredictable network impairments
which are captured by our monitoring instrumentation.
Monitoring network QoS. We instrument the laptop
to capture network packet traces with WinDump,1 the
Windows version of tcpdump. We then extract network
QoS metrics from the packet traces using tcptrace.2
Note that we can only extract the RTT metrics of data
packets towards the YouTube server.
Monitoring video QoS. We developed VidQTracker,
a Firefox extension that monitors streaming video QoS
and relies on the HTML5 video element and its API.
VidQTracker logs the start and end of a video session
































































































































Figure 2: Overview of QoS metrics and their
features (single-valued statistics). A QoS metric
can be single-valued (∗), event list (†), or time
series (‡).
video starts loading, starts playing, and is terminated
(with the reason for termination: playback completion,
abandonment, or error), as well as the video duration.
Additionally, buffering, pause, and off-screen events can
be detected. We also capture changes in the video res-
olution. Information not available through events is
polled from available variables or parsed from the par-
ent HTML document (e.g., the number of parsed, de-
coded, presented, and painted video frames are sampled
with sampling period of 1 second). The video framerate
[12, 6] is a timeseries derived from sampling the rate at
which video frames are painted on the screen. Video
framerate samples obtained during the startup delay
and buffering events are 0-valued. The lowest adaptive
format of YouTube videos has reduced framerate, in
addition to low resolution. By including in our dataset
features about the video framerate, we may miss the in-
direct dependencies of startup delay, buffering events,
and video resolution on the QoE.
From QoS metrics to QoS features. We compute
a vector of network and application QoS features for
every video session. These QoS features are essentially
statistics (i.e., min, max, mean, median, standard de-
viation, and skewness) regarding network or applica-
tion QoS metrics. We then remove some features (e.g.,
that are redundant, or about fixed parameters of our
controlled experiments). Fig. 2 presents 10 application-
level and 34 network-level features that we consider in
our study. Each network-level QoS feature is computed
for both downstream and upstream. The notation ↑,
↓, and l is used to indicate the direction from the lap-
top to YouTube and vise versa. Instead of the average
throughput feature that tcptrace provides, we extract
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features from the raw throughput timeseries sampled
with period of 1 sec. The grouping of the QoS features
shown in Fig. 2 is for presentation purposes only and
does not affect our analysis.
Experiment setting. During our experiments, we
stream a set of videos under a set of network config-
urations. A network configuration is a combination of
bandwidth, delay, and packet loss values for the router
configuration, which we set using tc and netem. For
each network configuration, we launch Firefox in private-
browsing mode with the video URL as argument (Fig. 1).
We capture the network traffic with WinDump and the
application QoS with VidQTracker. The space of net-
work conditions is large, but not all settings will trig-
ger perceivable changes in video QoS metrics. For con-
stant video QoS metrics, it is unlikely that the user QoE
would vary dramatically. To reduce the number of con-
figurations for testing, we deployed two experimental
settings: The first without user participation, aiming
to narrow down the number of network configurations,
and the second with users who rate the QoE for video
sessions under different conditions.
• Without user participation: We tested all combina-
tions when we set bandwidth to 1, 5, 10, and 30 Mbps,
delay to 0, 30, 100, 200, and 1000 ms, and loss to 0%,
0.1%, and 0.5%. The next section presents the results
of this analysis, which we use to set the network config-
urations for the user study.
• With user participation: We employ a GUI to syn-
chronize the user actions and the configuration of the
experiment. When the user clicks the button to view
a video, our script sets the network configuration and
launches Firefox. When the JSON file appears in the
filesystem or a maximum video session time has elapsed,
the script kills Firefox and prompts the user to rate the
quality of the video.
3. USER STUDY
This section first analyzes the outcome of our experi-
ments without users to select the network configurations
to use in the user study. Then, we describe our method
for recruiting users and conducting the study. Finally,
we present a brief characterization of the dataset result-
ing from this study.
3.1 Videos and network configurations
We select two test videos for the study. We consider
a relatively small number of video sessions to keep the
Table 1: Adaptive formats of test videos






(fps)MP4 WEBM MP4 WEBM
256x144 111620 117846 12 110316 133378 13
426x240 254106 266924 24 247749 276596 25
640x360 661263 489218 24 628814 520312 25
854x480 1239085 914945 24 1155270 975176 25
1280x720 2386422 1812522 24 2315971 1918178 25
1920x1080 4364609 3137856 24 4356456 3358321 25
2560x1440 – – – 10348977 11055642 25
3840x2160 – – – 22128661 22293096 25
Duration 2:33 2:29
URL https://youtu.be/ncvFAm4kYCo https://youtu.be/31vUX88BE6E
number of tests that each user has to rate low. To avoid
any bias due to the video content itself, we pick two sim-
ilar videos—both action movie previews. Table 1 lists
the two videos as well as the bitrates and frames per
second for each video under different resolutions. Both
videos are available on high resolution (i.e., 1080p, or
higher), and as shown in the table, at each resolution
level, they exhibit similar bitrates. Volunteers partici-
pate in two 20-minute rating sessions, where they rate
the same video four times, considering also various de-
lays (e.g., the startup delay and buffering events).
The experiments without user participation covered
60 combinations of network configurations. We tested
each network configuration 10 times using Video 2 (Ta-
ble 1), each time obtaining a vector of application-level
QoS features. The video was chosen because of its avail-
ability on even higher-quality adaptive streaming for-
mats (i.e., resolution of 2560x1440 and 3840x2160 px).
Choosing three easily-understood features, namely the
sum of buffering durations, the weighted mean resolu-
tion, and the startup delay, we ran the K-means clus-
tering algorithm. We tried multiple values for the input
parameter k that indicates the number of clusters. In
particular, we tried each value of k ∈ {5, 6, ..., 12} 100
times, each time randomly choosing the initial cluster
centroid positions. The best clustering based on the
silhouette method, reported 8 clusters. Then we traced
back the network configurations that resulted in these 8
YouTube QoS conditions. Table 2 reports the centroid
of each cluster and the most frequently observed config-
uration among the cluster elements. Within most clus-
ters, all packet loss configuration values were present,
and therefore we decided to ignore the packet loss con-
figuration column. The laptop screen provided an upper
bound on the video resolution, which did not increase
over 1920x1080 when we tested 30-Mbps network con-
figurations.
3.2 Recruitment and method
We recruited sixteen volunteers among our colleagues
at LINCS (mostly masters and doctoral students in
computer science), excluding the authors of this paper.
The study followed the guidelines for the subjective as-
sessment of video quality of Internet video [13], subject
Table 2: Clusters of application QoS and net-
work configuration that produced them.
Cluster Configuration Application QoS
ID size BW delay loss Sum Buff. Dur. WMean res. Startup delay
1 201 10 Mbps 30 ms 0% 0.0 sec 911 px 0.7 sec
2 103 10 Mbps 100 ms 0.1% 0.0 sec 951 px 2.3 sec
3 58 1 Mbps 100 ms 0.5% 0.0 sec 377 px 8.6 sec
4 27 5 Mbps 200 ms 0.5% 0.3 sec 734 px 3.8 sec
5 39 1 Mbps 30 ms 0.1% 0.8 sec 364 px 9.0 sec
6 129 10 Mbps 1 s 0% 12.6 sec 335 px 22.5 sec
7 15 1 Mbps 1 s 0.5% 25.3 sec 281 px 21.7 sec
8 28 5 Mbps 1 s 0.5% 27.6 sec 298 px 22.0 sec
Table 3: Network configurations and test videos.
Session 1 Session 2
Bandwidth Delay Video Bandwidth Delay Video
10 Mbps 100 ms Video 1 5 Mbps 200 ms Video 2
5 Mbps 1 s Video 1 1 Mbps 1 s Video 2
1 Mbps 100 ms Video 1 10 Mbps 30 ms Video 2






































































Figure 3: Distribution of QoE scores for each
network scenario (coinciding scores are shown
in parentheses).
to few modifications pertaining to HTTP adaptive video
streaming, and the minimization of the user participa-
tion time. Each user attended two experiment sessions
of 20 minutes each. During a session, a user watches one
video (source stimulus) streamed four times, under dif-
ferent network configurations (as presented in Table 3).
The study did not include any training session for the
demonstration of the range and type of impairments to
be assessed.
3.3 Dataset characteristics
We analyze the distribution of QoE scores on each
scenario (Fig. 3). Fig. 4 (a–d) presents the measured
application QoS features and Fig. 4 (e–h)) the under-
lying network QoS features. We observe no significant
variations in the scores users provided for each tested
scenario. Interestingly, users evaluated better the sce-
nario with 5 Mbps bandwidth and 200 ms delay, com-
pared to the one with 10 Mbps bandwidth and 100 ms
delay. These two scenarios are the first tested in each
rating session (Table 3). It seams that the “10 Mbps
bandwidth and 100 ms delay” scenario suffers from the
user score calibration effect since it was the first scenario
tested in both sessions. The effect of this discrepancy
on our statistical analysis is not important.
There are QoS variations within the video sessions
performed under the same scenario (e.g., scenarios with
1 Mbps bandwidth and 30 or 100 ms delay exhibit high
variance of startup delay). These variations can be at-
tributed to the path from the router to the YouTube
server. We observe that scenarios with a network delay
of 1 sec have a startup delay of 20 sec or more and are
the only ones that suffer from buffering events. Scenar-
ios with 1 sec delay also had a low resolution, with some
exceptions at the 10 Mbps scenario.
The mean throughput↓ is notably lower than the band-
width configuration of each scenario (Fig. 4 (f)). On the
other hand, the max throughput↓ (Fig. 4 (f)) is usu-
ally very close to the bandwidth configuration, except
from the scenarios with 1 sec delay. Between the down-
loading of two successive chucks, a long period without
any downloaded may occur[14], which reduces the mean
throughput↓. In the case of high bandwidth (e.g., 5 or
10 Mbps) and 1 sec delay, both the mean and the max
throughput↓ are lower than the configured bandwidth
due to the low TCP congestion window.
4. QoS-QoE CAUSAL RELATIONS
We rely on the SES [11] method to identify multiple
minimal-size sets of QoS features with maximal predic-
tive power for the target QoE. SES accepts as input a
dataset D with network and application QoS features
annotated with user QoE, seen as random variables. It
reports a number of variable sets Qi, i = 1...n such that
each set Qi contains variables that are ‘equivalent’ to
each other, w.r.t. a target variable T , such as the QoE.
One can then build a predictive signature by choos-
ing one variable from each set Qi. Two signatures A
and B contain equivalent information about T if and
only if the following conditions hold: T 6⊥ A, T 6⊥ B,
T ⊥ A|B and T ⊥ B|A. X ⊥ Y |Z denotes that two
sets of variables X and Y are conditionally indepen-
dent given a set of variables Z. Conditional depen-
dence is defined as absence of conditional independence
and denoted as X 6⊥ Y |Z. Two variable sets X and
Y are conditionally independent given Z if and only if
P (X ∩ Y |Z) = P (X|Z) ∗ P (Y |Z).
An ordinal logistic regression test has been employed
for the assessment of conditional independences which
is suitable when the target is an ordinal categorical vari-
able, such as QoE scores, and the set of predictor vari-
ables is mixed (i.e., both continuous and categorical),
such as QoS metrics. Using this test, we compute a
p-value for the null hypothesis that a feature x is inde-
pendent from QoE given a conditioning set cs. When
the p-value is lower than a significant threshold α= 0.05,
we reject the null hypothesis and consider x and QoE
conditionally dependent, given the conditioning set cs.
Initially, the algorithm creates an empty set S of se-
lected variables, all variables are considered for inclu-
sion in S, and each variable is considered equivalent
only to itself (Qi ← i). During the main loop the al-
gorithm alternatively attempts to (a) include in S the
variable maximally associated3 with T conditioned on
any possible subset of the variables already selected and
(b) exclude from S any variable x that is not any more
associated with T given any subset Z of other variables
in S. Once a variable x is excluded from S, it cannot
be inserted any more. However, before eliminating it,
the algorithm tries to identify any variable y in Z that
is equivalent to x, by verifying whether y 6⊥ T |Z ′ where
Z ′ ← (Z ∪ {x}) \ {y}. If such a variable exists, the list
of x-equivalent variables Qx is added to Qy. Finally, all
equivalence sets Qi, i ∈ S, are returned as output.
We ran SES 3 times, providing as input dataset a) all
QoS features, b) only network-, and c) only application-
level QoS features. Fig. 5 presents the reported sets of
equivalent QoS features Qi annotated with the respec-
tive QoS metrics from which they were derived. QoS
metrics are represented in italics in both the text and
figures to distinguish them from QoS features. All fea-
3Maximal association stands for statistical dependence with
minimal p-value.
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Figure 4: Application-level (a–d), and network-level(e–h) QoS features, grouped by network scenario.
All sub-figures share the legend of (c). Entries in the legend indicate the bandwidth limitation and


















































































Figure 5: Multiple equivalent QoS-feature signatures for the prediction of QoE, when considering a)
application and network, b) only network, and c) only application QoS features.
tures belonging to a set Qi are equivalent with each
other for the prediction of the target QoE. A directed
edge from an equivalence set Qi to the target T (i.e.,
QoE) represents the conditional dependence between
the variables in Qi and T (i.e., V 6⊥ T, ∀V ∈ Qi). The
weight assigned to a directed edge is the p-value of the
conditional independence test between the first feature
of the specific equivalence set Qi and the target T , given
the first element of every other equivalence set. The
lower the p-value, the stronger the association between
the first feature of the specific equivalence set Qi and
the target T .
As expected from previous studies, the features about
buffering events would have the strongest association
with QoE, and that features about startup delay and
resolution will be present in the signatures, too, albeit
with weaker associations. This expectation is confirmed
when only application-level QoS features are available
(Fig. 5 (c)). When all features are available (Fig. 5 (a)),
the minimal-size signature contains 4 features related
to both application and network QoS metrics: a) the
startup delay, b) one feature about buffering events, c)
one feature about the packet stream size, and d) the
out-of-order packets↓ feature. As application QoS met-
rics are directly perceived by the users, SES successfully
found that the p-values for the conditional indepen-
dence tests about the startup delay and the BuffRatio
are 3 orders of magnitude lower that the ones regarding
the total packets↓ and the out-of-order packets↓.
When features from only one QoS level (e.g., network,
or application) are available, SES consistently selects
the features of Fig. 5 (a) that are still available, aug-
mented by additional features from the available QoS
level. More precisely, for QoS features only from the ap-
plication level (Fig. 5 (c)), SES outputs the same equiv-
alence sets regarding startup delay and buffering evens,
augmented with the “weighted mean resolution”. For
QoS features only from the network level (Fig. 5 (b)),
SES retains the equivalence sets about the packet stream
size and out-of-order delivery in addition to the feature
“weighted mean observed window↑”.
We argue that the total packets↓ is a possible network-
level proxy for the video resolution—although not equiv-
alent. The feature total packets↓ is influenced by the
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amount of data that the application layer transfers, as
well as by a number of network-level factors (e.g., re-
transmissions, and window probe packets). The differ-
ent formats of the videos come with different bitrates
(Table 1). Using a higher-resolution format of the video
requires more data and more packets to be sent to the
client. When all features are available, SES finds that
both the total packets↓ and the weighted mean resolu-
tion are statistically dependent with QoE (p-values are
5.63×10−25 and 2.15×10−24) given the empty set. Ad-
ditionally, SES finds that the total packets↓ is statisti-
cally dependent with QoE given the weighted mean res-
olution (p-value is 0.0144), but the weighted mean reso-
lution is independent with QoE given the total packets↓
(p-value is 0.0678). This is the reason why SES reports
the weighted mean resolution when the packet stream
size is not available. The fact that the total packets↓
remains dependent with QoE when conditioning with
the weighted mean resolution prohibits SES to include
these two features into the same equivalence set Qi.
Interestingly, the feature out-of-order packets↓ ap-
pears both in Fig. 5 (a) and Fig. 5 (b). An out-of-order
packet can be caused either by a retransmission, or by
in-network reordering. In the first case, the sender infers
that a packet has been lost and retransmits the packet.
The sequence number of the retransmitted packet is
smaller than previously observed packets of the TCP
connection, and hence it is considered “out-of-order”.
In-network reordering can occur because of parallelism
within a router, a route change, or if the network itself
creates a duplicate copy of the packet [15]. The feature
out-of-order packets↓ is conditionally dependent with
QoE given the empty set (p-value is 6.15 × 10−8) and
SES does not find any conditioning set that renders out-
of-order packets↓ independent with QoE. This can be
attribute to the fact that the various network scenar-
ios we tested produce the same stochastic ordering for
both the total packets↓ and the out-of-order packets↓
(Fig. 4 (h)). We speculate that the worse the network
conditions are, the higher the probability a packet is
delivered out-of-order. At the same time, transmitting
more packets increases the number of packets delivered
out-of-order.
Finally, when application QoS features are not avail-
able, SES uses the weighted mean observed window↑
instead of the startup delay and a feature regarding
buffering (Fig. 5 (b)). The weighted mean observed
window↑ takes higher values in video sessions performed
under worse network scenarios (Fig. 4 (g)). The scenar-
ios with the highest weighted mean observed window↑
are the ones with 1 sec. delay. We believe that the con-
gestion window of the upstream packet flow increases
to higher values due to duplicate ACKs being sent to
the YouTube server to trigger fast retransmissions.
5. SUMMARY
In this work we exploited an original framework for
mining causal relationships among QoE and various QoS
metrics at network and application level. In particular,
we have analysed QoE scores provided by a set of users
for YouTube video streaming applications under differ-
ent network conditions. This work is the first step to-
wards our ambition to assess QoE directly from network
QoS metrics obtained via passive measurements of real
traffic generated by online users. We will rely on the
extracted minimal QoE/QoS signatures to build real-
time predictors and compare their accuracy when using
only network, only application or both QoS metrics.
Last but not least, we plan to extend our experimental
setting for other online applications such as teleconfer-
encing services.
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