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We report measurements of the effective g factor of low-density two-dimensional holes in a Ge
quantum well. Using the temperature dependence of the Shubnikov-de Haas oscillations, we extract
the effective g factor in a magnetic field perpendicular to the sample surface. Very large values of
the effective g factor, ranging from ∼ 13 to ∼ 28, are observed in the density range of 1.4 × 1010
cm−2 to 1.4 × 1011 cm−2. When the magnetic field is oriented parallel to the sample surface, the
effective g factor is obtained from a protrusion in the magneto-resistance data that signifies full spin
polarization. In the latter orientation, a small effective g factor, ∼ 1.3 − 1.4, is measured in the
density range of 1.5 × 1010 cm−2 to 2 × 1010 cm−2. This very strong anisotropy is consistent with
theoretical predictions and previous measurements in other 2D hole systems, such as InGaAs and
GaSb.
In recent years, Ge has emerged as a versatile electronic
material for both industrial applications and fundamen-
tal physical studies [1–5]. Possessing a very high hole mo-
bility at room temperature and being epitaxially compat-
ible with Si, Ge is considered a promising channel mate-
rial for future digital electronics [6]. A cubic Rashba spin-
orbit coupling was recently reported for two-dimensional
(2D) holes in a Ge quantum well, making Ge a candidate
material for spintronics as well [7]. With recent advances
in Ge/SiGe epitaxy, the low-temperature mobility of two-
dimensional (2D) holes can now constantly reach 1× 105
cm2V−1s−1 [8, 9], enabling refined research in the quan-
tum regime, such as the fractional quantum Hall effect
[2, 4] and density-controlled quantum Hall ferromagnetic
transition [5], which were previously more difficult or im-
possible to study due to disorder in the material.
Two important material parameters of a 2D system
are the effective mass, m∗, and the effective g factor, g∗.
These parameters determine how a 2D system in a spe-
cific material responds to external electric and magnetic
fields, and, in turn, they indicate device performance
quality and foretell the likelihood of interesting physical
phenomena arising. Both m∗ and g∗ derive from the bulk
band structure and quantum confinement, with their val-
ues being heavily influenced by carrier interactions. For
Ge 2D holes, most measurements yield m∗ ∼ 0.07 − 0.1
m0, where m0 is the free electron mass [8, 10–14]. How-
ever, g∗ for Ge 2D holes has not been studied extensively.
In general, theoretical considerations conclude that g∗ is
highly anisotropic, with the effective in-plane g factor for
magnetic fields parallel to the 2D plane, gip, being van-
ishingly small and the effective perpendicular g factor, gp,
being on the order of 20 based on bulk Luttinger parame-
∗ tlu@sandia.gov
ters for Ge [15–18]. Compared to theoretical calculations,
the values of gp measured by optical techniques are typ-
ically much smaller and range from 2.8 to 7.0 [13, 14].
However, to date, very little experimental work to quan-
tify effective g factor anisotropy exists. Lastly, the den-
sity (p) dependencies of gp and gip have not been system-
atically studied, especially for low-density values when p
is in the 1010 cm−2 regime, where carrier interactions are
important. Using an undoped Ge/SiGe heterostructure
field-effect transistor (HFET) architecture, we report in
this Letter our measurements of gp and gip in the low-
density regime. A very strong anisotropy is observed,
with gip ∼ 1.3 − 1.4 and gp at least an order of mag-
nitude higher. Carrier interactions enhance gp as p is
decreased, and gp reaches ∼ 30 at p = 1.4× 1010 cm−2.
The HFET device used in this study was fabricated
using a 484-nm-deep Ge/Si0.2Ge0.8 quantum well het-
erostructure. This starting material was identical to that
used in our previous work [9], and its material characteri-
zations and device transport characteristics have been re-
ported therein. The most prominent feature of an HFET
comprised of this material is the remarkably low densi-
ties it possesses, in the 1010 cm−2 range, which is acces-
sible through electrical transport measurements. Using
this device, we performed standard, low-frequency lock-
in measurements to obtain the longitudinal magneto-
resistance (Rxx) and the transverse magneto-resistance
(Rxy) in perpendicular magnetic fields in a pumped he-
lium cryostat with a base temperature T = 1 K, and
in-plane magneto-resistance (Rip) in parallel magnetic
fields in a pumped 3He cryostat with a base tempera-
ture T = 0.3 K. The temperature dependence of the
Shubnikov-de Haas (SdH) oscillations in Rxx allows us
to extract the Zeeman gaps, from which gp can be ob-
tained. For in-plane magnetic fields, the Zeeman effect
manifests as a protrusion in the Rip. The Zeeman split-
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2ting and, in turn, gip, can be extracted from the magnetic
field where this resistance jut occurs.
FIG. 1. (a) Rxx at p = 1.4, 5.2, 7.7, 10.7, and 13.4 × 1010
cm−2 at T = 1 K. Minima at odd ν’s are labeled. The curves
are normalized to their zero-field resistance and are offset for
clarity. (b) Rxx at p = 1.4 × 1010 cm−2 at T = 4.61, 3.31,
2.60, 1.82, 1.57, 1.31, 1.22, 1.14, and 1.08 K. Inset: after
subtracting a background obtained by a moving average filter.
(c) Temperature dependence of the SdH oscillation amplitude
at ν = 1 at 1.4×1010 cm−2 The red dashed line is a fit to the
thermal damping factor. (d) Extracted gp as a function of p.
Figure 1(a) shows Rxx at five densities as a function of
magnetic field (B) at T = 1 K. As p increases, an increas-
ing number of SdH oscillations can be resolved owing
to better mobilities at higher densities. In this density
range, Rxx shows deeper resistance minima at odd filling
factors (ν’s) than at even at high magnetic fields, and
only the minima at odd ν’s remain at low magnetic fields
and low densities. For example, at p = 1.4× 1010 cm−2,
only the ν = 1 minimum is observable. At p = 7.7×1010
cm−2, ν = 6 at B ∼ 0.53 T is barely resolvable, while
ν = 5, 7, and 9 can still be clearly distinguished. This be-
havior is quite different from what is observed in other Ge
2D hole systems, typically with a much higher hole den-
sity [10, 19]. In fact, we previously observed a crossover
from strong minima at even ν’s to strong minima at odd
ν’s as p drops below ∼ 1.5 × 1011 cm−2 [5]. This effect
can be understood as the Zeeman splitting gpµBB grow-
ing larger than half of the cyclotron gap h¯eB/m∗ below
this crossover density. Here, µB is the Bohr magneton,
h¯ is the reduced Planck constant, and e is the elemen-
tary charge. In the density range studied in this work,
we conclude that the Zeeman splitting at odd ν’s is the
dominant energy scale in a perpendicular magnetic field.
The energy gap at even ν’s is h¯eB/m∗ − gpµBB and is
smaller. See Ref. 5 for a schematic drawing of the Landau
level structure in this scenario.
In real 2D systems, each Landau level is broadened
by disorder. The density of states of a 2D system in a
small magnetic field can be calculated by summing over
individual disorder-broadened Landau levels and is oscil-
latory with an energy scale typically associated with the
cyclotron gap. The SdH oscillations in Rxx is directly
proportional to this oscillatory density of states [20]. At
finite temperatures, the SdH oscillation amplitude is re-
duced by a thermal damping factor XsinhX , where X is
2pi2kBT
∆ . Here kB is the Boltzmann constant, and ∆ is
the relevant energy gap. To extract ∆, one can simply
fit the temperature dependence of the SdH oscillation
amplitude to the thermal damping factor. In most cases
where Zeeman splitting is small, the SdH analysis is typi-
cally applied to obtain the cyclotron gap h¯eB/m∗, which
ultimately yields m∗. In the case of interest here, the
relevant energy gap is the Zeeman splitting gpµBB. The
temperature dependence of the SdH oscillation amplitude
thus allows us to extract gp.
Figure 1(b) shows the temperature dependence of the
SdH oscillation at ν = 1. As T decreases, the minimum
at ν = 1 deepens. To obtained the oscillation amplitude,
we pass the data through a moving average filter and
remove this slow varying component from the data, as
shown in the inset. We fit the temperature-dependent
SdH oscillation amplitude −∆Rxx to the damping factor
to obtain the Zeeman splitting for a given p and B, as
shown in Fig. 1(c). The Zeeman splitting is then con-
verted to gp. For a fixed p, there can be multiple Rxx
minima at odd ν’s, and we deduce gp for the ones that
have not entered the quantum Hall regime. The density
dependence of gp is shown in Fig. 1(d). While gp appears
3to be slightly ν dependent, gp is in general greater than
∼ 13 and increases as p decreases. At the lowest density
p = 1.4×1010 cm−2, gp is as large as ∼ 28. Enhancement
of gp with decreasing density has been observed in other
material systems and can be attributed to an interaction
effect [21, 22]. We previously observed a quantum Hall
ferromagnetic transition at p = 2.4×1010 cm−2 and con-
cluded that at this density the cyclotron gap equals the
Zeeman gap [5]. In this case, we obtain m∗gp = 2 m0 by
evaluating the expressions for the cyclotron gap and the
Zeeman splitting. Based on the results in Fig. 1(d), we
can estimate that gp ∼ 20 − 25 at the critical density of
the quantum Hall ferromagnetic transition. This leads to
m∗ ∼ 0.08− 0.1 m0, which is consistent with previously
measured values of m∗ at higher densities.
For a Ge 2D hole system, the effective g factor is ex-
pected to be highly anisotropic due to the symmetry of
the valance band as well as quantum confinement and
strain, which set a preferential orientation for hole spins
[16, 18, 23, 24]. However, the in-plane component gip of
Ge 2D holes is difficult to measure quantitatively. The
main experimental tool for measuring gip is to search for a
jut in the Rip data, which indicates full spin polarization
in the presence of an in-plane magnetic field [25]. At the
characteristic magnetic field, Bsat, where the resistance
jut occurs, the Zeeman splitting gipµBB equals the Fermi
energy of the now spinless 2D system, p/(m∗/2pih¯2). To-
gether with the known density, Bsat can be converted to
gip. The primary challenge in measuring gip of Ge 2D
holes arises from the relatively small magnitude of gip
and the typically large values of hole density. A substan-
tially high magnetic field is required for such experiments
and is often out of reach. Our HFET device permitted
access to a desired low-density regime (1010 cm−2) elec-
trically. By measuring Rip(B) in an 18-T magnet in the
National High Magnetic Field Laboratory, we were able
to observe protrusions in resistance data and extract gip.
In Fig. 2(a), we show Rip at five densities as a func-
tion of in-plane magnetic field at T = 0.3 K. A weak jut
in the resistance can be seen in the lowest-density curve,
while the jut weakens as p increases. The jut moves to-
ward higher B as p increases, consistent with the ex-
pected density dependence. The fact that Rip does not
saturate beyond Bsat is well understood to be a finite
thickness effect [26]. We subtract a linear component
from Rip(B), as shown in Fig. 2(b) for the lowest den-
sity curve, to make the jut apparent and thus creating a
peak in resistance, as shown in Fig. 2(c). The location
of the resistance peak is defined as Bsat and is used to
extract gip. We take m
∗ ∼ 0.09 m0 in the evaluation
of gip, based on the our estimation in this density range
discussed above. The extracted gip is shown in Fig. 2(d)
as a function of p. We note that the density range is
limited, as we did not observe clear resistance peaks at
p > 2 × 1010 cm−2. Nevertheless, the small magnitudes
of gip observed in this density range confirms and quan-
FIG. 2. (a) Rip at p = 1.50, 1.61, 1.72, 1.82, and 1.93× 1010
cm−2 at T = 0.3 K. (b) Rip at p = 1.50 × 1010 cm−2 with
the linear component shown in red dashed line. (c) After
removing the linear component, ∆Rip has a peak at B ∼ 11
T, indicating full spin saturation at this magnetic field. (d)
Extracted gip as a function of p.
tifies the expected anisotropy in the effective g factor.
Taking gip ∼ 1.3, we obtain an anisotropy gp/gip of ∼ 22
at p ∼ 1.5× 1010 cm−2.
In summary, we present our measurements of gp and
gip of Ge 2D holes in the low-density regime. A very
strong anisotropy is observed, with gip ∼ 1.3 and gp at
least an order of magnitude higher. As p decreases, gp
shows interaction-induced enhancement, and reaches a
4value as large as 28. These measured values are impor-
tant material parameters that can be used for estimating
device performance and understanding the spin physics
of Ge 2D holes.
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