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1 Introduction
The theory of (ϕ,Γ)-modules was introduced by Fontaine [16] as a tool for de-
scribing and classifying continuous representations of the Galois group of a finite
extension of Qp on a finite-dimensional Qp-vector space. Thanks to subsequent
refinements, notably the work of Cherbonnier–Colmez [10] and Berger [3, 5], it
has become clear that essentially all of p-adic Hodge theory can be formulated
in terms of (ϕ,Γ)-modules; moreover, this formulation has driven much recent
progress in the subject and powered some notable applications in arithmetic
geometry. See [23] for a quick introduction to this circle of ideas or [35] for a
more in-depth treatment.
The goal of this paper is to initiate a systematic development of multivariate
(ϕ,Γ)-modules as a tool for studying representations of products of Galois groups
of p-adic fields. The relationship between these two objects was previously
explored by the third author [34, 44], as part of a program to extend Colmez’s
construction of the p-adic local Langlands correspondence for GL2(Qp) [11] by
exhibiting analogues of (ϕ,Γ)-modules obtained from higher-rank groups [36,
45]. Products of Galois groups also occur naturally in the approach to geometric
Langlands (particularly for groups other than GLn) introduced by V. Lafforgue
[30, 31].
With this goal in mind, we construct categories of multivariate (ϕ,Γ)-modules
corresponding to continuous representations of finite Cartesian powers of the ab-
solute Galois group of a finite extension K of Qp. (The results may be formally
augmented to cover products GK1 × · · · ×GKn where K1, . . . ,Kn are possibly
distinct finite extensions of Qp; we describe this augmentation at the end of
the paper, but omit it from the rest of this introduction.) For K = Qp, this
construction reproduces the results of [34, 44]; however, beyond simply extend-
ing these results to general K, the point here is to demonstrate the method of
proof, which combines perfectoid spaces with a fundamental argument of Drin-
feld. Before explaining how these two concepts interact, let us briefly recall their
separate histories.
1
The theory of perfectoid spaces, while having notched diverse achievements
since its promulgation in the early 2010s, is at its heart a geometric reinterpreta-
tion of the core ideas of p-adic Hodge theory (as in [9, 26, 27, 37]). In particular,
the isomorphism of Galois groups in mixed and positive characteristic underly-
ing the theory of (ϕ,Γ)-modules, introduced by Fontaine–Wintenberger [18, 17],
appears naturally as the first case of a far more general correspondence.
The term Drinfeld’s lemma refers collectively to a statement used by Drin-
feld [13, Theorem 2.1], [14, Proposition 6.1] in his study of the Langlands cor-
respondence for GL2 over global function fields of characteristic p, together
with subsequent generalizations [29, IV.2, The´ore`me 4], [32, Lemma 8.1.2], [39,
Theorem 17.2.4], [24, Theorem 4.2.12]. These results address the behavior of
(profinite) e´tale fundamental groups of schemes under formation of products,
and in particular the significant discrepancy between this behavior in charac-
teristic 0 and in characteristic p. In characteristic 0, e´tale fundamental groups
are the profinite completions of topological fundamental groups, and so their
formation commutes with taking fiber products over an algebraically closed
field. By contrast, it is easy to construct examples in characteristic p where
this commutativity fails; however, one obtains a similar statement by taking
fiber products over Fp, but with all of the objects divided by Frobenius (in the
natural stack-theoretic sense).
It was first observed by Scholze [39, Lecture 17] that Drinfeld’s lemma might
be related to the geometric simple connectivity of Fargues–Fontaine curves.
These appear in [15] as geometric objects whose vector bundles are closely re-
lated to p-adic Galois representations and (ϕ,Γ)-modules. The geometric simple
connectivity property of the “basic” Fargues–Fontaine curve (the one associated
to a completed algebraic closure of Qp) was first established by Weinstein [43],
with a streamlined argument later given by Fargues–Fontaine [15, Chapter 8];
this has subsequently been extended to the curves associated to arbitrary alge-
braically closed perfectoid fields by the second author [25]. This result may be
interpreted as the analogue of Drinfeld’s lemma for the product of two geometric
points; by emulating some of the steps in the case of schemes, one obtains a full
analogue of Drinfeld’s lemma for perfectoid spaces [24, Theorem 4.3.14]. (It is
natural to state the latter result in Scholze’s language of diamonds [39]; we do
so here, but diamonds are not essential for our present work.)
Using Drinfeld’s lemma for perfectoid spaces, it is almost but not entirely
straightforward to recover the multivariate analogue of Fontaine’s original con-
struction of (ϕ,Γ)-modules; the missing ingredient is an argument about bounded
functions on certain non-quasicompact perfectoid spaces, in the spirit of the per-
fectoid Riemann extension theorem (Hebbarkeitssatz) appearing in the work of
Scholze [38] on torsion Galois representations associated to automorphic forms,
and in the proofs of the direct summand conjecture by Andre´ [1, 2] and Bhatt
[8]. With this in place, we can then exhibit the analogue of the Cherbonnier-
Colmez refinement; for this, we prefer the simplified approach of [23] which
avoids any use of Tate–Sen formalism.
As in [34, 44] for the case K = Qp, one can extend various results about
univariate (ϕ,Γ)-modules to the multivariate case, such as Herr’s description
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of Galois cohomology [19, 20]. While these could be derived from scratch, we
instead follow the approach of Liu [33] of reduction to the case K = Qp using a
form of Shapiro’s lemma for (ϕ,Γ)-modules.
At the end of the paper, we discuss a number of followup questions that
it would be natural to consider. One of these is to extend the correspondence
between Galois representations and (ϕ,Γ)-modules to products of e´tale fun-
damental groups (in the sense of de Jong [12]) of rigid analytic spaces and
perfectoid spaces. Another is to modify the construction to reproduce some
other examples of multivariate (ϕ,Γ)-modules in the literature, such as those
exhibited by Berger [6, 7] using Lubin–Tate towers.
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2 Notation
Fix a finite extension K | Qp, an algebraic closure Kalg of K, and a finite set
∆ with n elements. We are interested in continuous Zp-representations of the
group
GK,∆ :=
∏
α∈∆
Gal(Kalg | K).
Along the way, we will also encounter the groups
HK,∆ :=
∏
α∈∆
Gal(Kalg | K(µp∞))
ΓK,∆ :=
∏
α∈∆
Gal(K(µp∞) | K).
As mentioned in the introduction, one can also handle products of Galois groups
of possibly distinct finite extensions of Qp, but to simplify notation we postpone
discussion of this case until Section 8.
2.1 The univariate case
We begin by defining the suite of rings used to describe continuous Zp-represen-
tations of GK := Gal(K
alg | K). This will amount to treating the case where ∆
is a singleton set; we will then go back and define various product constructions
to handle general ∆. See [4] for a more detailed treatment.
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Notation 2.1. Let OK be the valuation ring of K and k its residue field. Let
K0 := FracW (k), identified with a subfield of K. Notice that the completion
̂K0(µp∞) is a perfectoid field; let E0 be its tilt in the sense of the general theory
of perfectoid rings (see Subsection 3.1). For the moment, we recall that E0 is
set-theoretically the inverse limit of ̂K0(µp∞) under the p-power map, so we
may choose ǫ := (1, ζp, ζp2 , . . .) ∈ E0 where ζpn denotes a primitive p
n-th root
of unity; we then have E0 ∼= ̂kL ¯̟ Mperf for ¯̟ := ǫ − 1.
Let ̟ := [ǫ]− 1 ∈ W (E0). Let OE0 be the p-adic completion of OK0L̟M ⊆
W (E0), i.e.
OE0 =
{
∞∑
n=−∞
an̟
n
∣∣∣∣∣ an ∈ OK0 , an → 0 as n→ −∞
}
.
The ring OE0 is a complete discrete valuation ring, with maximal ideal generated
by p and residue field kL ¯̟ M. Let E0 := FracOE0 = OE0 [p
−1]. Denote the absolute
Frobenius on OK by ϕ. The rings E0 and OE0 have commuting, OK0-semilinear
actions of the map ϕ and the group ΓK0 , defined by
ϕ(̟) = (1 +̟)p − 1 and γ(̟) = (1 +̟)γ − 1,
where we identify an element γ ∈ ΓK0 with an element of Z
×
p via the cyclotomic
character. (The action of ϕ on coefficients is via the Witt vector Frobenius; the
action of ΓK0 on coefficients is trivial.)
Let O˜E0 :=W (E0); we may represent elements of O˜E0 as series∑
n∈p−∞Z
an[ǫ− 1]
n
with coefficients an ∈ OK0 such that an → 0 as n → −∞ and, for each c > 0
and r > 0, there are at most finitely many coefficients an with |an|p ≥ c and
n ≤ r. Let E˜0 := Frac O˜E0 = O˜E0 [p
−1]. (Note the typographical convention
whereby we write O˜E instead of the more logical OE˜ ; we will apply a similar
convention to other superscripts and subscripts, with an exception for for the
index set ∆.)
So far, everything we have constructed depends only on K0; we now in-
troduce corresponding constructions depending on K, for which the previous
constructions amount to the special case K0 = K.
Notation 2.2. By the properties of the tilting construction, we have canonical
isomorphisms
HK0 ≃ Gal(E
sep
0 | E0) ≃ Gal(E
nr
0 | E0) ≃ Gal(E˜
nr
0 | E˜0).
Define
E := (Esep0 )
HK , OE := (OEnr0 )
HK , E := (Enr0 )
HK = OE [p
−1],
O˜E := (O˜Enr0 )
HK , E˜ := (E˜nr0 )
HK = O˜E [p
−1],
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so that
HK ≃ Gal(E
sep | E) ≃ Gal(Enr | E).
The rings E ,OE , E˜ , O˜E are stable under the actions of ϕ and ΓK .
The ring OE is again a complete discrete valuation ring with maximal ideal
generated by p. Its residue field is a finite separable extension of kL ¯̟ M, which
can itself be (noncanonically) identified with k′L ¯̟KM where k
′ is the residue
field of K(µp∞). The completed perfect closure of the residue field of OE is
canonically isomorphic to E, the residue field of O˜E .
Definition 2.3. A series parameter in OE is an element ̟K which maps to
¯̟K under some isomorphism OE/pOE ≃ k
′L ¯̟KM. (By the Cohen structure the-
orem, this just means that ̟K maps to a uniformizer of the complete discretely
valued field OE/pOE .) For any such element, we may write
OE =
{
∞∑
n=−∞
an̟
n
K
∣∣∣∣∣ an ∈W (k′), an → 0 as n→ −∞
}
.
An overconvergent series parameter in OE is a series parameter ̟K sat-
isfying the following additional condition: there exists a positive integer c such
that for each positive integer n, the element [ǫ − 1]cn̟K ∈ W (E) is congruent
modulo pn to some element of W (OE).
2.2 Product constructions
We now adapt the preceding constructions to products over the finite set ∆. In
the notations, we suppress the field K for visual clarity; when it is necessary to
specify K explicitly, we will write E∆(K) in place of E∆ in all of the notations.
It will also be convenient to label the elements of ∆ as α1, . . . , αn, but nothing
will depend in an essential way on this ordering.
Notation 2.4. For each α ∈ ∆, let O˜Eα be a copy of O˜E , let OEα denote
the corresponding copy of OE inside O˜Eα , and let ̟α be an overconvergent
series parameter in OEα . The choice of ̟α is needed in order to articulate the
subsequent definitions, but again nothing will depend in an essential way on
this choice.
Let
R∆ = R∆(K) := (Rα1 ⊗ˆFp · · · ⊗ˆFp Rαn)[̟
−1
α1 , . . . , ̟
−1
αn ],
where we identify ̟α1 with ̟α1 ⊗ 1 ⊗ · · · ⊗ 1, etc., and the hats in the tensor
product denote completion with respect to the (̟α1 , . . . , ̟αn)-adic topology.
Let O˜E∆ :=W (R∆). Then
O˜E∆ = lim←−
m→∞
(O˜Eα1 /p
mO˜Eα1 )⊗ˆZp · · · ⊗ˆZp(O˜Eαn /p
mO˜Eαn )
where again the hats denote completion with respect to the (̟α1 , . . . , ̟αn)-adic
topology. Define
OE∆ := lim←−
m→∞
(OEα1 /p
mOEα1 )⊗ˆZp · · · ⊗ˆZp(OEαn /p
mOEαn ),
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viewed as a subring of O˜E∆ . These rings are complete with respect to the p-adic
topology, but also the weak topology: the inverse limit topology induced by
the (̟α1 , . . . , ̟αn)-adic topology modulo each power of p.
For any of the above rings, let ϕα and ΓK,α denote the actions of ϕ and ΓK
on the factor indexed by α in the product, fixing the other factors. Denote by
ϕ∆ the monoid generated by the ϕα for α ∈ ∆.
Remark 2.5. The ring OE∆ is noetherian, but the ring O˜E∆ is not (because
R∆ is not).
We define a family of “Gauss norms” on OE∆ as follows.
Notation 2.6. Let e be the ramification index of K(µp∞) over K0(µp∞) (or
equivalently, of E over E0). For j = 1, . . . , n, define the submultiplicative norm
| |j,r on OE∆ by∣∣∣∣∣∣
∑
i1,...,in
(ai1̟
i1
α1)⊗ · · · ⊗ (ain̟
in
αn)
∣∣∣∣∣∣
j,r
= sup
i1,...,in
{p−rijp/(e(p−1))|ai1 · · · ain |p}.
For r > 0, define the submultiplicative norm | |r on OE∆ by∣∣∣∣∣∣
∑
i1,...,in
(ai1̟
i1
α1)⊗ · · · ⊗ (ain̟
in
αn)
∣∣∣∣∣∣
r
= sup
i1,...,in
{p−rpmin{ij}/(e(p−1))|ai1 · · · ain |p}.
Let Oj,r−E∆ denote those Y ∈ OE∆ with |Y |j,r finite, and let O
r−
E∆
denote those
Y ∈ OE∆ with |Y |r finite. Notice that |Y |r = maxj |Y |j,r; in particular, Y ∈
Or−E∆ if and only if |Y |j,r is finite for each j.
For O˜E∆ , the following related construction is more useful.
Notation 2.7. Let ¯̟α denote the image of ̟α in R∆. For j = 1, . . . , n, define
the submultiplicative norm | |′j on R∆ by∣∣∣∣∣∣
∑
i1,...,in
(a¯i1 ¯̟
i1
α1)⊗ · · · ⊗ (a¯in ¯̟
in
αn)
∣∣∣∣∣∣
′
j
= (p−p/(e(p−1)))min{ij | a¯i1 ···a¯in 6=0}
and define | |′ := maxj{| |
′
j}. For r > 0, define submultiplicative norms | |j,r
and | |r on O˜E∆ as follows: for x =
∑∞
m=0 p
m[x¯m] ∈ O˜E∆ , set
|x|j,r = sup
m
{p−m |x¯m|
′r
j }, |x|r = sup
m
{p−m |x¯m|
′r
}.
Proposition 2.8 (cf. [23, Remark 1.7.3]). For Y ∈ O†E∆ , let Y¯ denote the
reduction of Y modulo p. If Y¯ 6= 0, we have
lim
r→0+
|Y |r = 1.
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If Y¯ = 0, then
lim sup
r→0+
|Y |r ≤ p
−1.
These statements also hold with | |r replaced with | |j,r and/or with O replaced
by O˜.
Proposition 2.9 (cf. [23, Remark 2.2.8]). For j = 1, . . . , n, for r sufficiently
small (depending on the choice of ̟αj ), the definitions of | |j,r on OE∆ and O˜E∆
agree. Consequently, for r sufficiently small (depending on the choices of all of
the ̟α) the definitions of | |r on OE∆ and O˜E∆ agree.
Notation 2.10. We may now define the following rings:
Oj,†E∆ :=
⋃
r>0
Oj,r−E∆ O
†
E∆
:=
⋃
r>0
Or−E∆
O˜j,†E∆ :=
⋃
r>0
O˜j,r−E∆ O˜
†
E∆
:=
⋃
r>0
O˜r−E∆ .
We also define E†∆ := O
†
E∆
[p−1], E˜†∆ := O˜
†
E∆
[p−1]. The rings O†E∆ , O˜
†
E∆
, E†∆, E˜
†
∆
are preserved by the actions of ϕ∆ and ΓK,∆. By Proposition 2.9, within E˜∆ we
have the equalities
OE∆ ∩ O˜
†
E∆
= O†E∆ , E∆ ∩ E˜
†
∆ = E
†
∆.
2.3 (ϕ,Γ)-modules
We now give the definition of (ϕ,Γ)-modules over the various rings we have
constructed; this is formally similar to the univariate case.
Definition 2.11. Let O be a ring with commuting actions of ϕ∆ and ΓK,∆
(such as OE∆ or O˜E∆). A ϕ∆-module over O is a finitely generated O-module
with commuting, semilinear actions of the ϕα. A (ϕ∆,ΓK,∆)-module over O is
a finitely generated O-module M with commuting semilinear actions of the ϕα
and the ΓK,α. We apply additional ring-theoretic modifiers (such as “torsion”
or “projective”) by passing them through to the underlying O-module.
Definition 2.12. Let O be one of the ringsOE∆ , O˜E∆ ,O
†
E∆
, O˜†E∆ . A ϕ∆-module
M over O is e´tale if the induced maps
ϕ∗αM →M, a⊗ x 7→ aϕα(x)
are isomorphisms for all α ∈ ∆; here ϕ∗αM denotes the module O ⊗ϕ,O M , in
which a⊗ bx = aϕα(b) ⊗ x for a, b ∈ O, x ∈ M . In the case when M is a free
module, this condition holds if and only if for each α, ϕα maps some basis of
M to another basis of M ; it then maps every basis of M to another basis. A
(ϕ∆,ΓK,∆)-module over O is e´tale if its underlying ϕ∆-module is e´tale.
7
Definition 2.13. Let O be a ring of the form O0[p
−1] where O0 is one of the
rings OE∆ , O˜E∆ ,O
†
E∆
, O˜†E∆ ; that is, O is one of the rings E∆, E˜∆, E
†
∆, E˜
†
∆. A ϕ∆-
module or (ϕ∆,ΓK,∆)-module M over O is e´tale if it has the form M0[p
−1]
for some projective e´tale ϕ∆-module or (ϕ∆,ΓK,∆)-module M0 over O0; in
particular, in this setup we are insisting that M be projective.
Remark 2.14. We point out two subtleties in the previous definitions which
do not have much impact on our work here. One is that the definition of a
(ϕ∆,ΓK,∆)-module M usually includes the condition that the action of ΓK,∆
be continuous, i.e., that the action map ΓK,∆ × M → M is continuous for
some topology on M . The topology on M is generally taken to be the topology
induced by some topology on O for which the action of ΓK,∆ is itself continuous
(e.g., the p-adic topology or the weak topology). For e´tale (ϕ∆,ΓK,∆)-modules,
any continuity condition of this form will follow a posteriori from the comparison
between these objects and representations of GK,∆.
The other is that in Definition 2.13, we are making the most restrictive
possible definition of e´tale (ϕ∆,ΓK,∆)-modules, because this is easiest for us to
handle and sufficient for our purposes. With some effort, it can be shown that a
formally weaker definition yields the same category of objects. For instance, for
an e´tale (ϕ∆,ΓK,∆)-module, it should be possible to impose the e´tale condition
just on the underlying ϕ∆-module. See the discussion following Theorem 6.13.
Proposition 2.15. SupposeM andN are e´tale ϕ∆-modules (or e´tale (ϕ∆,ΓK,∆)-
modules) over O. Then provided that HomO(M,N) is finitely generated, we
may view it as an e´tale ϕ∆-module (or e´tale (ϕ∆,ΓK,∆)-module) by requiring,
as appropriate,
ϕα(f)(ϕα(e)) = ϕα(f(e))
γα(f)(γα(e)) = γα(f(e))
for α ∈ ∆. The morphisms M → N of ϕ∆-modules (or of (ϕ∆,ΓK,∆)-modules)
are exactly those O-module homomorphisms fixed by ϕ∆ (or by ϕ∆ and ΓK,∆).
We point out two key cases in which the finite generation condition on
HomO(M,N) is always satisfied: the case where M is projective, and the case
where O is noetherian. As noted above, the latter holds for O = OE∆ ; it also
holds for O†E∆ , but we will not need this fact.
3 Drinfeld’s lemma for diamonds
In this section, we give a very brief summary of Drinfeld’s lemma for perfectoid
spaces and diamonds, following [24, Lecture 4].
3.1 Adic spaces, perfectoid spaces, and diamonds
We begin by recalling some terminology and results about adic spaces, perfectoid
spaces, and diamonds. Good introductions to this material can be found in [21],
[42], and [24]; see also [39].
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Definition 3.1. We say that (A,A+) is a Huber pair if
1. A is a Huber ring, i.e. it is a topological ring which contains an open
subring A0 whose topology is the I-adic topology for some finitely gen-
erated ideal I of A0 (the ring A0 is called a ring of definition and the
ideal I an ideal of definition);
2. A+ is a ring of integral elements, i.e. A+ is an open, integrally closed
subring contained in the subring A◦ of power-bounded elements of A.
Definition 3.2. A Huber ring A (or a Huber pair (A,A+)) is uniform if the
subring A◦ is bounded. It is analytic if the topologically nilpotent elements of
A generate the unit ideal. It is Tate if A contains a pseudo-uniformizer, i.e.
a topologically nilpotent unit.
Definition 3.3. The adic spectrum of a Huber pair (A,A+) is the set Spa(A,A+)
of equivalence classes of continuous valuations v on A such that v(f) ≤ 1 for all
f ∈ A+.
Definition 3.4 ([24, Definition 1.2.1]). Given a Huber pair (A,A+), a ra-
tional subspace of X = Spa(A,A+) is a set of the form
X
(
f1, . . . , fn
g
)
= {v ∈ X | v(fi) ≤ v(g) 6= 0 ∀ i}
for some collection of elements f1, . . . , fn, g which generate an open ideal in
A. Rational subspaces provide a basis for a topology on X . The ratio-
nal localization corresponding to a rational subspace Y of X is a morphism
(A,A+)→ (B,B+) of complete Huber pairs which is initial among morphisms
for which Spa(B,B+) maps into Y . This morphism induces a homeomorphism
Spa(B,B+) ≃ Y which moreover identifies rational subspaces of Spa(B,B+)
with rational subspaces of X contained in Y .
In case f1, . . . , fn, g generate the unit ideal, B is canonically isomorphic to
the quotient of A〈T1, . . . , Tn〉 by the closure of the ideal generated by gT1 −
f1, . . . , gTn − fn. This is always the case when A is analytic.
Definition 3.5. Let (A,A+) be a Huber pair. We define the structure presheaf
of X := Spa(A,A+) as follows: If U ⊆ X is a rational open subspace, let
O(U) := lim
←−
B
O+(U) := lim
←−
B+
where the limits run over rational localizations (A,A+) → (B,B+) such that
Spa(B,B+) ⊆ U . In particular, if U = Spa(B,B+), then (O(U),O+(U)) =
(B,B+). The structure presheaf has the property that
O+(U) = {f ∈ O(U) | v(f) ≤ 1 ∀ v ∈ U}.
A Huber pair (A,A+) is sheafy if O is a sheaf; in this case O+ is also.
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Definition 3.6. An adic space is a topological space X together with a sheaf
of topological rings OX and a continuous valuation on the stalk OX,x for each
x ∈ X , such that X can be covered by open subsets of the form Spa(A,A+)
where each (A,A+) is a sheafy Huber pair. In particular, for any identification of
an open subset ofX with a space Spa(A,A+), and a corresponding identification
of OX with the structure sheaf on Spa(A,A
+), the valuation on OX,x is the one
whose valuation ring is the stalk of O+X at x.
Definition 3.7. A perfectoid ring is a uniform, analytic Huber ring A which
contains a ring A+ of integral elements (which is then a ring of definition)
and an ideal of definition I ⊆ A+ such that p ∈ Ip and the p-th power map
A+/I → A+/Ip is surjective. A perfectoid pair is a Huber pair (A,A+) with
A perfectoid.
Remark 3.8 ([42, Theorem 3.1.3]). Let (A,A+) be a perfectoid pair. Then
1. (A,A+) is sheafy;
2. X := Spa(A,A+) is an adic space;
3. OX(U) is a perfectoid ring for all rational subsets U ⊆ X .
Theorem 3.9 (Tilting Correspondence, [24, Theorem 2.3.9]). There is
an equivalence of categories
(A,A+) 7→ (A♭, A♭+, I) =
(
lim
←−
xp←[x
A, lim
←−
xp←[x
A+, ker
(
W (A♭+)→ A+
))
(
W b(R)/IW b(R),W (R+)/I
)
←[ (R,R+, I)
between the category of perfectoid pairs (A,A+) and the category of charac-
teristic p perfectoid pairs (R,R+) together with a primitive ideal I of W (R+).
Here W (R+) denotes the ring of p-typical Witt vectors over R+, and W b(R)
denotes the ring of p-typical Witt vectors
∞∑
n=0
pn[x¯n]
such that the set {x¯n |n ∈ N} is bounded in R. An ideal ofW (R+) is primitive
if it is principal on some generator z =
∑∞
n=0 p
n[z¯n] for which z¯0 is topologically
nilpotent and z¯1 is a unit in R
+.
Theorem 3.10 ([23, Theorem 1.5.6]). If L is a perfectoid field, then the
absolute Galois groups of L and L♭ are isomorphic as topological groups.
Theorem 3.11 ([24, Theorem 2.5.1]). Given a perfectoid pair (A,A+), there
is a homeomorphism
Spa(A,A+)→ Spa(A♭, A♭+)
v 7→ v♭,
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where v♭((fn)n) = v(f0). If f = (fn)n ∈ A
♭, we define f ♯ := f0 ∈ A; then we
have v♭(f) = v(f ♯).
Definition 3.12. A perfectoid space is an adic space which is covered by
open subspaces of the form Spa(A,A+) with A perfectoid. Any such subspace
is called an affinoid perfectoid space.
Definition 3.13. A morphism (R,R+) → (S, S+) of Huber pairs is finite
e´tale if S is a finite e´tale R-algebra with the induced topology and S+ is the
integral closure of R+ in S.
A morphism f : X → Y of adic spaces is finite e´tale if there is a cover of
Y by open affinoids V ⊆ Y such that the pre-image U = f−1(V ) is affinoid and
the associated morphism of Huber pairs
(OY (V ),O
+
Y (V ))→ (OX(U),O
+
X(U))
is finite e´tale.
A morphism f : X → Y of adic spaces is e´tale if for all points x ∈ X , there
exist open neighborhoods U of x and V of f(x) and a commutative diagram
U W
V
j
p
f |U
with j an open embedding and p finite e´tale.
A morphism f : X → Y of perfectoid spaces is pro-e´tale if locally on X
it is of the form Spa(A∞, A
+
∞)→ Spa(A,A
+), where A and A∞ are perfectoid
rings, and
(A∞, A
+
∞) =
[
lim
−→
(Ai, A
+
i )
]∧
is a filtered colimit of pairs (Ai, A
+
i ) such that Spa(Ai, A
+
i ) → Spa(A,A
+) is
e´tale.
Definition 3.14. Let Perf denote the category of perfectoid spaces of char-
acteristic p. We hereafter view Perf as a site using the pro-e´tale topology,
whose coverings (pro-e´tale coverings) are collections of morphisms {fi : Xi →
X | i ∈ I} such that each fi is pro-e´tale and for all quasi-compact open U ⊆ X ,
there exists a collection of quasi-compact open sets Ui ⊆ Xi indexed by a finite
subset IU ⊆ I such that
U =
⋃
i∈IU
fi(Ui).
Definition 3.15. A morphism of sheaves F → G on Perf is pro-e´tale if for all
perfectoid spaces X and maps hX → G, the pullback hX ×G F is representable
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by a perfectoid space Y , and the morphism Y → X corresponding to the map
hY = hX ×G F → hX is pro-e´tale.
Let F be a sheaf onPerf . A pro-e´tale equivalence relation is a monomor-
phism R → F×F in the category of sheaves on Perf such that each projection
R → F is pro-e´tale, and such that for all objects S of Perf , the image of the
map R(S)→ F(S)×F(S) is an equivalence relation on F(S).
Definition 3.16. A diamond is a sheaf F on Perf which is the quotient of
a perfectoid space by a pro-e´tale equivalence relation. That is, there exists a
perfectoid space X and a pro-e´tale equivalence relation R→ hX×hX such that
R⇒ hX → F
is a coequalizer diagram in the category of sheaves on Perf .
Definition 3.17. 1. Given a perfectoid space X , we denote by X⋄ the rep-
resentable sheaf hX♭ .
2. The diamond spectrum of a perfectoid ring A is the sheaf SpdA =
(Spa(A,A+))⋄.
Remark 3.18. If A is a perfectoid ring, then SpdA does not depend on the
choice of A+: for any affinoid perfectoid space Y = Spa(B,B+) in Perf , the
elements of hSpa(A,A+)♭(Y ) are the morphisms A
♭ → B of Huber rings, and this
description does not involve A+.
Theorem 3.19 ([42, Theorem 3.5.2], [24, Theorem 3.8.2]). IfX is a per-
fectoid space, then X⋄ is a diamond. Moreover the functor X 7→ X⋄ from
perfectoid spaces to diamonds is fully faithful.
3.2 Finite e´tale covers and profinite fundamental groups
Notation 3.20. Let X be a scheme, a perfectoid space, or a diamond. We
denote by FEt(X) the category of finite e´tale coverings of X . Given a group
Γ of automorphisms of X , we denote by FEt(X/Γ) the category of finite e´tale
coverings Y equipped with an action of Γ.
Notation 3.21. Let X1, . . . , Xn be diamonds, and let X = X1× · · ·×Xn. Let
ϕi denote the absolute Frobenius of Xi (induced by the p-th power map on
rings), and let ϕ = ϕ1×· · ·×ϕn be the absolute Frobenius of X . By FEt(X/Φ)
we denote the category
FEt(X/〈ϕ1, . . . , ϕn〉)×FEt(X/ϕ) FEt(X),
where FEt(X) → FEt(X/ϕ) is the canonical section of the forgetful functor
FEt(X/ϕ)→ FEt(X), which equips every space with its absolute Frobenius.
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Definition 3.22. Let X and Φ be as above. Given a geometric point x¯ of
X , the profinite fundamental group πprof1 (X/Φ, x¯) is the group of natural
isomorphisms of the functor FEt(X/Φ) → Set taking a covering Y to the
underlying set of Y ×X x¯.
Theorem 3.23 ([24, Remark 4.1.4]). Suppose that F is a perfectoid field of
characteristic p, and let F alg be an algebraic closure of F . Then
GF = Gal(F
alg | F ) ≃ πprof1 (X, x¯)
for X := Spd(F ) and x¯ := Spd(F alg).
Theorem 3.24 (Drinfeld’s lemma, [24, Theorem 4.3.13]). LetX1, . . . , Xn
be connected, quasi-compact, quasi-separated diamonds and putX := X1×· · ·×
Xn. Then X/Φ is connected (that is, X admits no Φ-invariant disconnection)
and for any geometric point x¯ of X , the map
πprof1 (X/Φ, x¯)→
n∏
i=1
πprof1 (Xi, x¯)
is an isomorphism of profinite groups.
4 (ϕ,Γ)-modules and representations
In this section, we use Drinfeld’s lemma for diamonds to make an initial link
between multivariate (ϕ,Γ)-modules and representations of GK,∆. This will
then be refined in later sections.
4.1 Mod-p representations
The goal of this subsection is to establish the following result:
Theorem 4.1. The category of continuous Fp-representations ofGK,∆ is equiv-
alent to the category of projective e´tale (ϕ∆,ΓK,∆)-modules overR∆ = O˜E∆(K)/pO˜E∆(K).
We make the following observations:
1. The completion of the field K(µp∞) is perfectoid with tilt E (see Nota-
tion 2.2).
2. The absolute Galois groups of K(µp∞), its completion, and E are isomor-
phic.
3. The action of GK(µp∞ ) ≃ GE on E
alg extends to an action of GK by
functoriality of tilting. This leads to an action of ΓK on E.
13
Thus it suffices to establish an equivalence between the category of represen-
tations of HK,∆ and the category of projective e´tale ϕ∆-modules over R∆, for
then the action of ΓK,∆ allows us to recover the categories of Fp-representations
of GK,∆ and e´tale (ϕ∆,ΓK,∆)-modules over R∆. In fact we prove a slightly
more general statement; the following is [24, Corollary 4.3.16], but here we fill
in many details of the proof.
Theorem 4.2. Let F1, . . . , Fn be perfectoid fields of characteristic p. Let ϕαi
act on Fi via the absolute Frobenius. For each i, let ¯̟ i ∈ OFi be a pseudo-
uniformizer, and let R+ be the completion of
OF1 ⊗Fp · · · ⊗Fp OFn
for the ( ¯̟ 1, . . . , ¯̟ n)-topology. Let
R := R+[ ¯̟−11 , . . . , ¯̟
−1
n ].
(The rings R+ and R do not ultimately depend on the choices of the ¯̟ i.)
There exists an equivalence of categories between the category of continuous
Fp-representations of
GF∆ := GF1 × · · · ×GFn
and the category of projective e´tale ϕ∆-modules over R (that is, finite projective
R-modules M having commuting semilinear bijective actions of ϕα1 , . . . , ϕαn).
For each i, fix an algebraic closure F algi of Fi and identify GFi with Gal(F
alg
i |
Fi). Let R¯
+ be the completion of
OF alg1
⊗Fp · · · ⊗Fp OF algn
for the ( ¯̟ 1, . . . , ¯̟ n)-topology, and let
R¯ := R¯+[ ¯̟−11 , . . . , ¯̟
−1
n ].
The ring R¯ has a natural action of GF∆ . Moreover, whenever F1 = F2 = · · · =
Fn is the tilt of K(µp∞) for some finite extension K | Qp then the action of
GF∆ ≃ HK,∆ extends to an action of GK,∆.
Lemma 4.3. We have R¯GF∆ = R.
Proof. Note that Spa(R¯, R¯+) → Spa(R,R+) is a pro-e´tale covering; the claim
thus follows from the fact that the structure sheaf on Spa(R,R+) is a sheaf also
for the pro-e´tale topology [27, Theorem 3.5.5]. 
We define a functor D which maps an Fp-representation V of GF∆ to the
R-module
D(V ) := (V ⊗Fp R¯)
GF∆ ,
where GF∆ acts diagonally on the tensor product. For each i, we define an
action of ϕαi on D(V ) by
ϕαi(x⊗ a) = x⊗ ϕαi(a).
This defines commuting semilinear bijective actions of the ϕαi on D(V ).
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Proposition 4.4. For V an Fp-representation of GF∆ , the module D(V ) is a
finite, projective R-module.
Proof. Fix a particular choice of representation V . Since V is a finite-dimensional
Fp-vector space, and thus a finite set, the kernel of the action of GF∆ must be
an open subgroup. Thus there exist finite, Galois extensions Ei | Fi in F¯i such
that
D(V ) = (V ⊗Fp S)
Gal(E1|F1)×···×Gal(En|Fn),
where
S = E1⊗ˆFp · · · ⊗ˆFpEn.
(More precisely, S is obtained by taking the completion of OE1 ⊗Fp · · · ⊗Fp OEn
for the ( ¯̟ 1, . . . , ¯̟ n)-topology, then inverting ¯̟ 1 · · · ¯̟ n.) By the Normal Basis
Theorem, Ei ⊗Fi Ei has an Fi-basis of elements σij(ei)⊗ σik(ei) for Ei ⊗Fi Ei,
where Gal(Ei | Fi) = {σi1, . . . , σin}. Since the maps σij are Fi-linear, we can
assume that the element ei has norm at most 1. By taking eij = σij(ei), it
follows that the elements eij ⊗ σik(eij) form a basis of Ei ⊗Fi Ei. Letting
sj = e1j ⊗ · · · ⊗ enj, we conclude that the elements sj ⊗ σ(sj) form an R-basis
of S ⊗R S, where σ runs over the elements of
Gal(E∆ | F∆) = Gal(E1 | F1)× · · · ×Gal(En | Fn).
The map given by
v ⊗ s⊗ σ(s) 7→ s⊗ σ(v) ⊗ σ(s)
with respect to this basis is a descent datum
(V ⊗Fp S)⊗R S → S ⊗R (V ⊗Fp S)
with respect to the faithfully flat map R → S. (Note that S is a finite, free
R-module, from which it follows that R→ S is faithfully flat.) It follows that
D(V )⊗R S ≃ V ⊗Fp S,
and thus that D(V ) is a finite, projective R-module. 
Proposition 4.5. The functor D is fully faithful.
Proof. Recall that for Fp-representations V andW , the set HomFp(V,W ) is itself
an Fp-representation of GF∆ , and by Proposition 2.15, HomR(D(V ), D(W )) is a
ϕ∆-module over R. The morphisms V →W are those elements of HomFp(V,W )
which are fixed by GF∆ , while the morphismsD(V )→ D(W ) are those elements
of HomR(D(V ), D(W )) that are fixed by ϕ∆. Using the fact that
D(HomFp(V,W )) ≃ HomR(D(V ), D(W )),
we reduce the problem of showing that D is fully faithful to showing that
V GF∆ ≃ D(V )ϕ∆
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for an arbitrary Fp-representation V playing the role of HomFp(V,W ). We have
V GF∆ = (V ⊗Fp R¯)
ϕ∆,GF∆
≃ (D(V )⊗R R¯)
GF∆ ,ϕ∆
= D(V )ϕ∆
by Lemma 4.3, as desired. 
To complete the proof of Theorem 4.2, it remains to show that the functor
D is essentially surjective. Let Xi := Spd(Fi) and x¯i := Spd(F¯i). Let X :=
X1 × · · · × Xn, and let x¯ be a geometric point of X lying over each x¯i. By
Drinfeld’s Lemma (Theorem 3.24), we have
πprof1 (X/Φ, x¯) ≃
n∏
i=1
πprof1 (Xi, x¯)
as profinite groups, and by Theorem 3.23, the right-hand side is isomorphic to
GF∆ .
Let D be a finite, projective R-module with commuting semilinear bijective
actions of ϕα1 , . . . , ϕαn . Let ϕ := ϕα1 ◦ · · · ◦ ϕαn .
Proposition 4.6. The functor that maps a finite e´tale R-algebra T to the Fp-
vector space (D ⊗R T )
ϕ is represented by a finite e´tale R-algebra S—that is,
there is a natural isomorphism
(D ⊗R T )
ϕ ≃ HomR(S, T ) (4.1)
for all finite e´taleR-algebras T . Moreover, S carries natural actions of ϕα1 , . . . , ϕαn .
Proof. We show this in analogy with [26, Lemma 3.2.6] (but correcting some
errors therein). Supposing first that D is a free R-module, let e1, . . . , er be a
basis for D. Let A be the matrix of the action of ϕ on D with respect to this
basis; since D is e´tale the matrix A is invertible. We observe that each element
of D ⊗R T , where T is any finite e´tale R-algebra, can be written in the form
t1e1 + · · · + trer for some elements ti ∈ T , and such an element belongs to
(D ⊗R T )
ϕ if and only if
ti =
r∑
j=1
tpjaij
for all i, that is, if t1...
tr
 = A
t
p
1
...
tpr
 .
Let S := R[T1, . . . , Tr]/((T
p
i )i − A
−1(Ti)i). Then S is a finite R-algebra, and
the Jacobian matrix (∂fi/∂Tj)i,j has full rank, where the fi are the polynomials
defining the ideal ((T pi )i−A
−1(Ti)i). Thus by the Jacobian criterion, S is e´tale
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over R. Since this construction is independent of the choice of basis, we can
glue to obtain S in the general case.
Now each partial Frobenius ϕαi induces an R-module isomorphism
D ⊗R,ϕαi R→ D,
so it follows that
HomR(S, T ) ≃ (D ⊗R,ϕαi R⊗R T )
ϕ ≃ (D ⊗R (ϕ
∗
αiT ))
ϕ. (4.2)
Combining (4.1) and (4.2), we can conclude that
HomR(S, ϕ
∗
αiT ) ≃ HomR(S, T )
for all e´tale R-algebras T , and in particular HomR(S, ϕ
∗
αiS) ≃ HomR(S, S). Let
fi : S → ϕ
∗
αiS be the map corresponding to idS under this correspondence. As
the composition
S → ϕ∗α1S → ϕ
∗
α2ϕ
∗
α1S → · · · → ϕ
∗
αn · · ·ϕ
∗
α1S
is just the isomorphism S → ϕ∗S, it follows that each fi is an isomorphism.
The inverse of fi thus gives us a semilinear action of ϕαi on S, for which the
composition ϕα1 ◦ · · · ◦ ϕαn is the absolute Frobenius. 
Let
Y := {| | ∈ Spa(R,R+) | | ¯̟ i| < 1 ∀ i}.
Proposition 4.7. We have X = Y ⋄.
Proof. We show that X = Y ⋄ by showing that every morphism Spa(T, T+) →
Spa(R,R+) with image in Y (for Spa(T, T+) an affinoid adic space) corresponds
to a tuple of morphisms Spa(T, T+) → Spa(Fi, F
+
i ). That is to say, every
morphism to Spa(R,R+) with image in Y factors through Spa(F1, F
+
1 )× · · · ×
Spa(Fn, F
+
n ), identifying Y
⋄ with Spd(F1)× · · · × Spd(Fn) = X .
Supoose that f : Spa(T, T+) → Spa(R,R+) has image in Y . Define fi :
Spa(T, T+)→ Spa(Fi, F
+
i ) by fi(v)(x) = f(v)(y), where y is the image of x in
R. Since f has image in Y , we have fi(v)( ¯̟ i) < 1 for all i. Conversely, suppose
that we have maps fi : Spa(T, T
+) → Spa(Fi, F
+
i ) for all i; note that as ¯̟ i
is topologically nilpotent in Fi, we have fi(v)( ¯̟ i) < 1 for all v ∈ Spa(T, T
+)
and for all i. Define f : Spa(T, T+) → Spa(R,R+) by f(v)(x1 ⊗ · · · ⊗ xn) =
f1(v)(x1) · · · fn(v)(xn)—recall that all fi(v) take values in the value group of v,
so that it makes sense to multiply these expressions. Note that f(v)( ¯̟ i) < 1
for all i. 
It follows from the fact that X = Y ⋄ that R+ → H0(Y,O+) is injective and
an almost isomorphism: its cokernel is killed by ( ¯̟ 1 · · · ¯̟ n)
p−m for all m. See
below for an example described in [24, Remark 4.3.18], and Proposition 4.16
for the general result. Note also that by combining this statement with Theo-
rem 3.24, we deduce that
Rϕ∆ = Fp. (4.3)
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Example 4.8. Let OF1 be the T1-adic completion of FpJT1K[T
p−∞
1 ], which we
denote by FpJT
p−∞
1 K. Let F1 := OF1 [T
−1
1 ]. Let
A+ := OF1〈T
p−∞
2 〉
=
 ∑
j∈(1/p∞)Z≥0
 ∑
i∈(1/p∞)Z≥0
aijT
i
1
T j2
∣∣∣∣∣∣ ∀ k, ∃ finitely many nonzero aij with i+ j ≤ k;∣∣∣∣∣∣
∑
i∈(1/p∞)Z≥0
aijT
i
1
∣∣∣∣∣∣
T1
→ 0 as j →∞

A := F1〈T
p−∞
2 〉
=
 ∑
j∈(1/p∞)Z≥0
 ∑
i∈(1/p∞)Z≥m0
aijT
i
1
T j2
∣∣∣∣∣∣m0 ∈ Z; ∀ k, ∃ finitely many nonzero aij with i+ j ≤ k;∣∣∣∣∣∣
∑
i∈(1/p∞)Z≥m0
aijT
i
1
∣∣∣∣∣∣
T1
→ 0 as j →∞

Consider the adic space
Y := {| | ∈ Spa(A,A+) | 0 < |T2| < 1},
which is the union of the rational open subspaces
Um := {| | ∈ Spa(A,A
+) | |Tm1 | ≤ |T2| ≤ |T
1/m
1 |}
= U(Tm1 /T2, T2/T
1/m
1 )
as m runs over the powers of p. Let (O,O+) denote the structure sheaves
of Spa(A,A+). Then O+(Um) is the completion of the integral closure of
A+[Tm1 /T2, T2/T
1/m
1 ]. That is,
O+(Um) = A〈T
m
1 /T2, T2/T
1/m
1 〉
+
=
 ∑
r,s∈(1/p∞)Z≥0
 ∑
i,j∈(1/p∞)Z≥0
aijrsT
i
1T
j
2
(Tm1
T2
)r(
T2
T
1/m
1
)s ∣∣∣∣∣∣
∀ k, ∃ finitely many nonzero aijrs with i+ j + r(m− 1) + s(m− 1) ≤ k;∣∣∣∣∣∣
∑
i∈(1/p∞)Z≥0
aijrsT
i
1
∣∣∣∣∣∣
T1
→ 0 as j →∞;
∣∣∣∣∣∣
∑
i,j∈(1/p∞)Z≥0
aijrsT
i
1T
j
2
∣∣∣∣∣∣
T1
→ 0 as max{r, s} → ∞

Now, for any choices of coefficients aij such that for each k, at most finitely
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many aij with i+ j ≤ k are nonzero, we have∑
i,j∈(1/p∞)Z≥0
aijT
i
1T
j
2 =
∑
i,j∈(1/p∞)Z≥0
aijT
i+⌊j⌋/m
1 T
j−⌊j⌋
2 (T2/T
1/m
1 )
⌊j⌋
=
∑
s∈Z≥0
 ∑
u,v∈(1/p∞)Z≥0,v<1
a(u−s/m)vT
u
1 T
v
2
( T2
T
1/m
1
)s
∈ O+(Um),
so
FpJT
p−∞
1 , T
p−∞
2 K ⊆ O
+(Um)
⊆
 ∑
i,j∈(1/p∞)Z
aijT
i
1T
j
2
∣∣∣∣∣∣ i+mj ≥ 0,mi+ j ≥ 0, ∀ k ∃ finitely many nonzero aij with i+ j ≤ k
 .
slop
e
−
m
slope −1/m
T1
T2
It follows that
O+(Y ) = O+
 ⋃
m=pk
Um

=
⋂
m=pk
O+(Um)
= FpJT
p−∞
1 , T
p−∞
2 K.
In particular, in this case the map R+ → H0(Y,O+) is a genuine isomorphism,
not just an almost isomorphism.
Let S+ be the integral closure of R+ in S, and let Z be the diamond cor-
responding to the adic space Y ×Spa(R,R+) Spa(S, S
+). The set V := Z ×X x¯
carries an action of πprof1 (X/Φ, x¯) ≃ GF∆ , by definition, and in fact we can say
more:
Proposition 4.9. The set V has the structure of an Fp-vector space.
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Proof. Let e ∈ (D ⊗R S)
ϕ ≃ HomR(S, S) be the element corresponding to the
identity map, and let ι1, ι2 be the two natural inclusions of (D ⊗R S)
ϕ into
(D ⊗R S ⊗R S)
ϕ. Then the element
ι1(e) + ι2(e) ∈ (D ⊗R S ⊗R S)
ϕ ≃ HomR(S, S ⊗R S)
induces an addition law
Spa(S, S+)×Spa(R,R+) Spa(S, S
+) = Spa(S ⊗R S, (S ⊗R S)
+)→ Spa(S, S+)
(where (S⊗RS)
+ denotes the integral closure of S+⊗R+ S
+ in S⊗RS). This in
turn induces an addition law on Spd(S⊗R k¯), where k¯ is an algebraically closed
field such that x¯ = Spec(k¯). It remains to observe that Z ×X x¯ ≃ Spd(S ⊗R k¯)
and that an addition law induces an Fp-vector space structure. (Note that p-fold
addition corresponds to the map S → S obtained by post-composing the p-fold
coaddition law S → S⊗R· · ·⊗RS with the multiplication map S⊗R· · ·⊗RS → S;
this composition corresponds to the element pe = 0 in (D ⊗R S)
ϕ.) 
We first consider the case when V is a trivial representation of GF∆ , which
is to say that
Z ×X x¯ =
∐
x¯
as Fp-vector spaces.
Proposition 4.10. If V is a trivial representation of GF∆ , then D is a trivial
ϕ∆-module, and in particular is isomorphic to D(V ).
Proof. In this case, we have
(Y ×Spa(R,R+) Spa(S, S
+))×Y Spa(k¯, k¯
+) ≃
∐
Spa(k¯, k¯+)
and
Y ×Spa(R,R+) Spa(S, S
+) ≃
∐
Y.
That is, the map Spa(S, S+)→ Spa(R,R+) splits completely after pullback to
Y .
The space Y is the increasing union of the affinoid subspaces
Um := {| | ∈ Spa(R,R
+) | | ¯̟ i|
m ≤ | ¯̟ j | ∀ i, j}.
Let Rm := H
0(Um,O) and R
+
m := H
0(Um,O
+); then by Proposition 4.16,
R+ → lim
←−m
R+m is an almost isomorphism and R →֒ lim←−m
Rm. Let S˜ be the
pushforward of the structure sheaf on Spa(S, S+) to Spa(R,R+), and let Sm :=
H0(Um, S˜) = S ⊗R Rm; since S is a finite, e´tale R-algebra, Sm is a finite, e´tale
Rm-algebra. Fix Φ-invariant idempotents corresponding to the decomposition
O(Spa(S, S+)) ×O(Spa(R,R+)) O(Y ) ≃
⊕
O(Y ).
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The restrictions from Y to Um induce isomorphisms
Sm ≃ S ⊗R Rm ≃
⊕
Rm.
The given idempotents induce compatible systems of idempotents in Sm, and
thus the idempotents in question belong to lim
←−m
Sm.
Fix a presentation of S as a direct summand of a finite, free R-module. This
gives a choice of coordinates in R for each element in S, which in turn gives
a choice of coordinates in lim
←−m
Rm for each element of lim←−m
Sm. We remark
that an element in lim
←−m
Sm belongs to S if an only if each of its coordinates
belongs to R. Now, let U be a rational subspace of Spa(R,R+) in Y containing
a fundamental domain for the action of Φ. As U is quasicompact, the restriction
of each idempotent to H0(U, S˜) must be an element with bounded coordinates,
so there exists an m such that the coordinates belong to ¯̟−mn H
0(U,O+). (Note
that as there is no preferred choice of valuation on H0(U,O), we measure el-
ements against powers of the single element ¯̟ n.) On the other hand, since
ϕ = ϕα1 ◦ · · · ◦ ϕαn acts trivially on Y , the group Φ acts on Y via its quotient
modulo ϕ, which can be generated by the classes of ϕα1 , . . . , ϕαn−1 , and in par-
ticular, the coordinates of our idempotents when restricted to ψ(U) will still
belong to ¯̟−mn H
0(ψ(U),O+) for any ψ ∈ Φ. Thus after glueing we see that the
coordinates of our idempotents belong to ¯̟−mn ( ¯̟ 1 · · · ¯̟ n)
−1R+ ⊆ R. It follows
that our Φ-invariant idempotents belong to S. This shows that S ≃
⊕
R; by
(4.3), this is a decomposition of S into Φ-connected components.
The components in this decomposition correspond to various ϕ∆-equivariant
homomorphisms S → R. Via the natural isomorphism (4.1) (with T = R),
thsee in turn corresponds to elements of Dϕ∆ ⊆ Dϕ. That is, we have a natural
injective morphism V → Dϕ∆ of Fp-vector spaces.
Let r be the rank of D. By the naturality of the previous construction, we
have a commutative diagram
HomFp(F
⊕r
p , V )×HomFp(V,F
⊕r
p )
//

HomFp(F
⊕r
p ,F
⊕r
p )

HomR(R
⊕r, D)ϕ∆ ×HomR(D,R
⊕r)ϕ∆ // HomR(R
⊕r, R⊕r)ϕ∆ ,
in which the vertical arrows are injective and the horizontal arrows denote
composition: (f, g) 7→ g ◦ f . Consequently, if we choose any isomorphism
f : F⊕rp ≃ V of Fp-vector spaces and take g to be its inverse, applying the
left vertical arrow to (f, g) yields a pair of Φ-equivariant morphisms between
R⊕r and D whose composition is the identity on R⊕r. Since both R⊕r and D
are finite projective R-modules of rank r, this implies that the two morphisms
are indeed inverses on both sides, so D is a trivial ϕ∆-module as claimed. 
We finish by returning to the case when V is not necessarily a trivial Fp-
representation of GF∆ .
Proposition 4.11. The module D arises from the representation V in general.
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Proof. Let Ei | Fi be finite extensions such that V is a trivial representation of
GE∆ . Let
RE := R¯
GE∆ = OE1⊗ˆFp · · · ⊗ˆFpOEn .
By Proposition 4.5 and Proposition 4.10, there is a canonical ϕ∆-equivariant
and GE∆ -equivariant isomorphism
D ⊗R RE ≃ V ⊗Fp RE ;
that is, D ⊗R RE ≃ D(V |E∆). By canonicality, this isomorphism is also GF∆ -
equivariant for the diagonal action on both sides; by taking GF∆ -invariants, we
obtain an isomorphism D ≃ D(V ). 
This completes the proof of Theorem 4.2, and thus of Theorem 4.1, modulo the
comparison between R+ and H0(Y,O+); we give this next.
4.2 H0(Y,O+)
In this subsection, we complete the comparison between R+ and H0(Y,O+)
alluded to above (Example 4.8). For this calculation, it is convenient to work
more generally, by taking products not of fields but of arbitrary perfect Huber
rings. We note in passing that much of the previous section can be carried over to
this level of generality (as in the comparison of ϕ-modules and Zp-local systems
given in [26, §8]), but that will not be necessary for our present purposes.
Notation 4.12. For i = 1, . . . , n, let (Ri, R
+
i ) be a perfect Huber pair of char-
acteristic p; by the open mapping theorem (see [24, Example 2.1.2]), Ri is
uniform. For i = 1, . . . , n, choose a pseudo-uniformizer ̟i of Ri and define
̟ := ̟1 · · ·̟n
R+ := (R◦1 ⊗Fp · · · ⊗Fp R
◦
n)
∧
(̟1,...,̟n)
R := R+[̟−1].
Note that R is again a perfect uniform Huber ring (which does not depend on
the choice of the ̟i) admitting ̟ as a pseudo-uniformizer. The map R
+ → R
is an injection; its image is contained in R◦, and the cokernel of the induced
map R+ → R◦ is almost zero (it is killed by ̟p
−m
for all m).
For i = 1, . . . , n, let ϕi : R → R be the ring homomorphism obtained by
tensoring the Frobenius morphism on Ri with the identity morphism on Rj for
j 6= i. Put
Y := {v ∈ Spa(R,R+) | v(̟1), . . . , v(̟n) < 1}.
In order to simulate arguments using ordinary power series, we recall the
following construction.
Definition 4.13. Let k be a ring and let Γ be a totally ordered abelian group
(written multiplicatively). The ring kLΓM of Hahn–Mal’cev–Neumann general-
ized power series is the set of functions Γ → k whose support is a well-ordered
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subset of Γ. (In view of the multiplicative notation for Γ, a well-ordered subset
here must be taken to be one containing no infinite increasing sequence.) We
represent the function γ 7→ cγ as a formal sum
∑
γ∈Γ cγ [γ]; then kLΓM forms a
ring with respect to the operations∑
γ
cγ [γ] +
∑
γ
dγ [γ] =
∑
γ
(cγ + dγ)[γ]
∑
γ
cγ [γ]×
∑
γ
dγ [γ] =
∑
γ
 ∑
γ′γ′′=γ
cγ′dγ′′
 [γ].
The condition on well-ordered supports is needed to establish that multiplication
is well-defined; one must first check that the sum over γ′, γ′′ is always finite,
and then that the support of the resulting sum is again well-ordered. See for
example [22, §4].
From its construction, the ring kLΓM comes equipped with a natural valua-
tion: the function assigning to every nonzero formal sum the maximal element
of its support (which exists by the well-ordered condition).
Lemma 4.14 (Kaplansky). Let F be a nonarchimedean field of equal char-
acteristics, with value group Γ and residue field k, which is algebraically closed
and maximally complete. (The latter condition means that there is no nontrivial
extension of F with the same value group and residue field as F .) Then there
exists an isomorphism F ≃ kLΓM of fields with valuation.
Proof. See [22, Theorem 7]. 
Lemma 4.15. Let R+ denote the multiplicative group of positive real numbers.
Suppose that n = 2 and there exists an isomorphism R1 ≃ k1LR
+M for some
perfect ring k1 (which need not be a field). Then the map R
+ → H0(Y,O+) is
an isomorphism.
Proof. Fix a power-multiplicative norm | | defining the topology on R2. We
extend this norm to R2 ⊗Fp k1 as follows: choose a basis of k1 as an Fp-vector
space, use it to view R2 ⊗Fp k1 as a product of copies of R2, and take the
supremum norm on the product. This does not depend on the choice of the
basis of k1.
We may explicitly describe R as a certain set of formal sums
∑
γ∈R+ cγ [γ]
with coefficients in R2⊗Fp k1. These sums must satisfy the following conditions.
(i) For any neighborhood U of 0 in R2 and any γ0 ∈ R+, the set of γ ≤ γ0
such that cγ /∈ U is well-ordered; and there exists a finitely generated
Fp-submodule M of R2 such that the quantities cγ for γ ≤ γ0 all belong
to (U +M)⊗Fp k1.
(ii) The set {γ ∈ R+ | cγ 6= 0} is bounded above in R+, and the set {cγ | γ ∈
R+} is bounded in R2 ⊗Fp k1.
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In terms of these formal sums, for each r > 0 we may define a norm vr on
R by the formula
vr
(∑
γ
cγ [γ]
)
= max{γr|cγ | | γ ∈ R
+}.
Now observe that the following two families of seminorms are mutually cofinal;
that is, any member of one family is eventually dominated by all members of
the other family.
(a) The functions max{vr, v1/r} as r → 0
+.
(b) The supremum norms over the subspaces
{| | ∈ Y | |[γ]| ≤ |̟2| ≤ |[γ
−1]|}
as γ → 0+.
In (b), the subspaces in question have union Y ; therefore, taking the inverse
limit of the completions of R with respect to these seminorms yields H0(Y,O).
By the cofinal property, the same is true of (a); consequently, H0(Y,O) may be
identified with the set of formal sums
∑
γ∈R+ cγ [γ] with coefficients in R2⊗Fp k1
subject to the same condition (i) and a slightly weaker version of (ii):
(ii)′ For any r > 0, the set {γr|cγ | | γ ∈ R+} is bounded above in R.
As for H0(Y,O+), we may characterize as the set of s ∈ H0(Y,O) for which
each of the supremum norms in (b) is at most 1; by cofinality, this is equivalent
to requiring that vr(s) ≤ 1 for all r > 0.
From these descriptions, it is immediate that R → H0(Y,O+) is injective.
To check surjectivity, note that if s =
∑
γ cγ [γ] ∈ H
0(Y,O+), then for each
γ ∈ R+ for which cγ 6= 0, we must have γr|cγ | ≤ 1. In particular, if γ > 1 then
cγ = 0, while if γ ≤ 1 then cγ ∈ R
◦
2. From this it is apparent that s ∈ R
+, so
R+ → H0(Y,O+) is surjective. (See [25, Lemma 5.1] for a related argument.)
Proposition 4.16. In all cases, the map R+ → H0(Y,O+) is injective and
almost surjective.
Proof. Since Ri is allowed to be a perfect ring, not necessarily a field, we may
deduce the general case by repeatedly applying the case n = 2; we thus as-
sume n = 2 hereafter. Since R1 is uniform, it embeds as a closed subring
of a product of nonarchimedean fields; by applying Lemma 4.15 to each fac-
tor, we may embed R1 into a ring of the form kLR+M for some perfect ring
k, in such a way that the induced map on spectra is surjective. By the same
token, we may form a hypercovering in the v-topology [24, Definition 3.8.5] of
Spa(R2, R
+
2 ) by affinoid perfectoid spaces, to each of which Lemma 4.15 applies.
Since the sheaf O+ is almost acyclic for the v-topology [27, Theorem 3.5.5], we
deduce that H0(Spa(R,R+),O)→ H0(Y,O+) is an almost isomorphism. Since
R+ → H0(Spa(R,R+),O) is also an almost isomorphism, this completes the
proof. 
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Remark 4.17. The preceding proposition is conceptually related to the per-
fectoid Riemann extension theorem. The first such statement is due to Scholze
[38]; similar statements are used in the proofs of the direct summand conjecture
by Andre´ [1, 2] and Bhatt [8].
To make this link explicit, we describe an alternate proof of Proposition 4.16
in the case n = 2, using Bhatt’s formulation of the extension theorem. Consider
the covering of X := Spa(R,R+) by the two rational subspaces
U1 := {| | ∈ X | |̟1| ≤ |̟2|}, U2 := {| | ∈ X | |̟2| ≤ |̟1|}.
Since R is perfectoid, it is sheafy, so it will suffice to check that for i = 1, 2 the
map
H0(Ui,O
+)→ H0(Ui ∩ Y,O
+)
is injective and an almost isomorphism. By symmetry, we may restrict to the
case i = 1. In this case, we define R′ := H0(U1,O) = R〈T 〉/(̟2T − ̟1), so
that R′◦ = H0(U1,O
+). We may then make the identification
U1 ∩ Y ≃ {| | ∈ Spa(R
′, R′◦) | |̟2| > 0}
and apply [8, Theorem 4.2] to deduce that R′◦ → H0(Ui ∩ Y,O
+) is injective
and its cokernel is almost zero.
4.3 Mod-pm representations
We return to the notation of Subsection 4.1 and prove the following.
Theorem 4.18. The category of continuous Zp-representations ofGK,∆ is equiv-
alent to the category of projective e´tale (ϕ∆,ΓK,∆)-modules over O˜E∆(K).
As in the proof of Theorem 4.1, this reduces to the following statement.
Theorem 4.19. With notation as in Theorem 4.2, there exists an equivalence
of categories between the category of continuous Zp-representations of GF∆ and
the category of projective e´tale ϕ∆-modules over W (R).
Moreover, it suffices to check that the analogous equivalence holds modulo
pm on both sides for each m, since we can then obtain the desired result by
taking limits. That is, we need to prove the following.
Theorem 4.20. With notation as in Theorem 4.2, for each positive integer
m, there exists an equivalence of categories between the category of continuous
Z/pmZ-representations of GF∆ and the category of projective e´tale ϕ∆-modules
over W (R)/pmW (R).
Define a functor D from the category of continuous representations of GF∆
on finite projective Z/pmZ-modules to the category ofW (R)/pmW (R)-modules
with commuting semilinear bijective actions of ϕα1 , . . . , ϕαn by
D(V ) := (V ⊗Zp W (R¯))
GF∆ ,
where R¯ is as in the proof of Theorem 4.1.
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Proposition 4.21. The module D(V ) is a finite, projective W (R)/pmW (R)-
module.
Proof. As in the proof of Theorem 4.1, for any fixed V we can find finite,
Galois extensions Ei | Fi such that the action of GF∆ on V factors through
Gal(E∆ | F∆) and
D(V/pmV ) = (V/pmV ⊗Zp W (S))
Gal(E∆|F∆),
where S := E1⊗ˆFp · · · ⊗ˆFpEn.
As S is free over R, it is in particular faithfully finite flat over R, and in fact
it is faithfully finite e´tale, so by [26, Proposition 5.5.4], the extension W (R)→
W (S) is faithfully finite e´tale. It follows that the extension W (R)/pmW (R)→
W (S)/pmW (S) is faithfully finite e´tale, and in particular faithfully flat. The
map
(V ⊗Zp S)⊗R S → S ⊗R (V ⊗Zp S)
v ⊗ s⊗ σ(s) 7→ s⊗ σ(v) ⊗ σ(s)
induces a map
(V/pmV ⊗Zp W (S))⊗W (R) W (S)→W (S)⊗W (R) (V/p
mV ⊗Zp W (S)),
which is then a descent datum with respect to the faithfully flat extension
W (R)/pmW (R) → W (S)/pmW (S). It follows by faithfully flat descent for
modules that
D(V )⊗W (R) W (S) ≃ V ⊗Zp W (S),
and in particular D(V ) is a finite, projective W (R)/pmW (R)-module for each
m. 
Proposition 4.22. The functor D is fully faithful.
Proof. The proof is analogous to the proof of Proposition 4.5. 
We finish with the question of essential surjectivity. Define X and x¯ as
in Section 4.1, so that πprof1 (X/Φ, x¯) ≃ GF∆ . Let D be a finite, projective
W (R)/pmW (R)-module with commuting, semilinear actions of ϕα1 , . . . , ϕαn ,
and let ϕ := ϕα1 ◦ · · · ◦ ϕαn .
Proposition 4.23. There exist a finite e´tale R-algebra Tm such that D⊗W (R)
W (Tm) admits a ϕ-invariant basis overW (Tm)/pW (Tm). (Note that we are not
currently looking for a ϕ∆-invariant basis.)
Proof. We proceed by induction on m, the case m = 1 being included in The-
orem 4.1. Suppose that the induction hypothesis holds with m replaced by
m − 1; then there exists a finite e´tale R-algebra Tm−1 such that D ⊗W (R)
W (Tm−1)/p
m−1W (Tm−1) admits a ϕ-invariant basis e1, . . . , er. Choose lifts of
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these elements to D ⊗W (R) W (Tm−1); by Nakayama’s lemma, they still form a
basis over W (Tm−1)/p
mW (Tm−1). Let
F := (fij)i,j ∈Mr(W (Tm−1)/p
mW (Tm−1))
be the matrix of the action of ϕ on D⊗W (R)W (Tm−1) with respect to this basis,
i.e. ϕ(ej) =
∑r
i=1 fijei for each j. As this basis is ϕ-invariant modulo p
m−1, we
have F = I + pm−1A for some matrix A uniquely determined modulo p. We
want to find a matrix B (with coefficients potentially in a larger ring) which
conjugates the basis (ei)i to a ϕ-invariant basis; such a matrix would satisfy
B−1Fϕ(B) = I, in other words (I + pm−1A)ϕ(B) = B. Since this is satisfied
modulo pm−1 for B = I, we can look for a matrix of the form I + pm−1C,
where the entries of C = ([c¯ij ])i,j are Teichmu¨ller lifts. Thus we are looking for
elements c¯ij in some finite e´tale Tm−1-algebra Tm with the property that
(I + pm−1A)(I + pm−1([c¯pij ])i,j) = I + p
m−1([c¯ij ])i,j
in Mr(W (Tm)/p
mW (Tm)). Expanding the left-hand side, and noting that
p2(m−1) = 0 in this ring, we reduce to finding elements c¯ij ∈ Tm such that
A+ ([c¯pij ])i,j = ([c¯ij ])i,j .
In other words, we need only adjoin to Tm−1 roots of the equations x
p− x− a¯ij
for each entry aij of A. The resulting ring Tm is then finite e´tale over Tm−1,
and consequently over R. 
Proposition 4.24. There exist a finite e´tale R-algebra Sm which represents
the functor Fm defined as follows:
Fm(T ) := (D ⊗W (R) W (T ))
ϕ.
Proof. Consider Tm as in Proposition 4.23 and define Dm := D⊗W (R) W (Tm).
By construction,Dm admits a ϕ-invariant basis e1, . . . , er overW (Tm)/p
mW (Tm).
We first show that there exists a finite e´tale R-algebra Qm which represents the
functor that maps a finite e´tale Tm-algebra T to the Z/pmZ-module (Dm⊗W (Tm)
W (T ))ϕ. We can write
Dm = (W (Tm)/p
mW (Tm))e1 + · · ·+ (W (Tm)/p
mW (Tm))er.
Let T be a finite e´tale Tm-algebra. Then
(Dm⊗W (Tm)W (T )/p
mW (T ))ϕ = (W (T )/pmW (T ))ϕe1+· · ·+(W (T )/p
mW (T ))ϕer;
the ring (W (T )/pmW (T ))ϕ consists of one copy of Z/pmZ per connected com-
ponent of T .
Let Qm := Tm[x¯ij | i = 1, . . . r, j = 1, . . . ,m]/(· · · ), where · · · are the
relations necessary to ensure
[x¯i1] + p[x¯i2] + p
2[x¯i3] + · · ·+ p
m−1[x¯im]
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is a ϕ-invariant element in W (Qm)/p
mW (Qm) for each i. Now
t1e1 + · · ·+ trer ∈ (Dm ⊗W (Tm) W (T ))
ϕ
if and only if each element ti =
∑m−1
j=0 p
j [t¯ij ] is fixed by ϕ, so that such an
element corresponds to the mapping
W (Qm)/p
mW (Qm)→W (T )/p
mW (T )
sending the element
[x¯i1] + p[x¯i2] + p
2[x¯i3] + · · ·+ p
m−1[x¯im]
to ti for each i. Thus we have
(Dm ⊗W (Tm) W (T ))
ϕR ≃ HomTm(Qm, T )
≃ HomW (Tm)/pmW (Tm)(W (Qm)/p
mW (Qm),W (T )/p
mW (T )),
as desired.
To summarize, so far we have a finite e´tale Tm-algebra Qm which represents
the functor
T 7→ (D ⊗W (Tm) W (T )/p
mW (T ))ϕ
on finite e´tale Tm-algebras. We want to show that Qm has the form Sm ⊗r Tm,
where Sm is a finite e´tale R-algebra that represents the functor Fm on finite
e´tale R-algebras. On the same category, define the functors
G1(T ) := HomTm(Qm ⊗Tm,1 (Tm ⊗R Tm), T )
≃ HomTm(Qm, T )×HomTm,1(Tm ⊗R Tm, T )
≃ FTm(T )×HomTm,1(Tm ⊗R Tm, T ),
and similarly define
G2(T ) := HomTm(Qn ⊗Tm,2 (Tm ⊗R Tm), T )
≃ FTm(T )×HomTm,2(Tm ⊗R Tm, T ),
where the 1 and 2 indicate whether Tm ⊗R Tm is considered as a Tm-algebra
via its first or second component. In the case when D is a trivial ϕ-module, the
functor which maps a finite e´taleR-module T to (D⊗W (R)W (T ))
ϕ is represented
by Rp
rm
, where r is the rank of D, and so we have a canonical identification
Qm ≃ R
prm ⊗R Tm. In this case there is a canonical descent datum
(Rp
rm
⊗R Tm)⊗R Tm → Tm ⊗R (R
prm ⊗R Tm).
This induces a natural isomorphism G2 → G1 (by identifying Qm⊗Tm,1 (Tm⊗R
Tm) with Qm ⊗R Tm and Qm ⊗Tm,2 (Tm ⊗R Tm) with Tm ⊗R Qm), which in
turn induces natural isomorphisms FTm → FTm and HomTm,2(Tm ⊗R Tm, ∗)→
HomTm,1(Tm ⊗R Tm, ∗). But these two functors do not depend on Qm; thus
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in the case when D need not be trivial, these isomorphisms may be used to
construct a natural isomorphism G2 → G1, which by Yoneda’s Lemma arises
from an isomorphism
Qm ⊗Tm,1 (Tm ⊗R Tm)→ Qm ⊗Tm,2 (Tm ⊗R Tm).
This isomorphism provides a descent datum to which we may apply faithfully
flat descent to deduce that Qm = Sm⊗R Tm for some finite e´tale R-algebra Sm.
We show that Sm represents the functor Fm. Consider the equalizer diagram
T → T ⊗R Tm ⇒ T ⊗R Tm ⊗R Tm.
This induces equalizer diagrams
HomTm(Qm, T )→ HomTm(Qm, T ⊗R Tm)⇒ HomTm(Qm, T ⊗R Tm ⊗R Tm)
and
(D ⊗W (R) W (T ))
ϕ → (D ⊗W (R) W (T )⊗W (R) W (Tm))
ϕ
⇒ (D ⊗W (R) W (T )⊗W (R) W (Tm)⊗W (R) W (Tm))
ϕ.
Since Qm represents the functor FTm , the right two objects in each equalizer
diagram are isomorphic. It follows that the left objects are also isomorphic. But
HomTm(Qm, T ) ≃ HomTm(Sm ⊗R Tm, T ) ≃ HomR(Sm, T ),
as desired. 
Define the adic space Y as in Section 4.1, and let Z be the diamond cor-
responding to the adic space Y ×Spa(R,R+) Spa(Sm, S
+
m). As before, the set
V := Z ×X x¯ has an action of the group π
prof
1 (X/Φ, x¯) ≃ GF∆ by definition,
and starting from the element
e ∈ (D ⊗W (R) W (Tm))
ϕ
≃ HomW (R)/pmW (R)(W (Sm)/p
mW (Sm),W (Sm)/p
mW (Sm)⊗W (R) W (Tm)/p
mW (Tm))
we can construct an addition law on Spd(Sm ⊗R k¯) ≃ V , under which the p
m-
fold sum of e corresponds to the element pme = 0 in (D⊗W (R)W (Tm))
ϕ. Thus
V carries the structure of a Z/pmZ-module.
Proposition 4.25. If V is a trivial Z/pmZ-representation of GF∆ , then D is a
trivial ϕ∆-module, and in particular is isomorphic to D(V ).
Proof. In this case, we have
(Y ×Spa(R,R+) Spa(Sm, S
+
m))×Y Spa(k¯, k¯
+) ≃
∐
Spa(k¯, k¯+)
and
Y ×Spa(R,R+) Spa(Sm, S
+
m) ≃
∐
Y.
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As in the proof of Proposition 4.10, we have Sm =
⊕
R; by (4.3), this is a
decomposition of Sm into Φ-connected components. Again as in the proof of
Proposition 4.10, we have a natural injective morphism V → Dϕ∆ of Z/pmZ-
modules; using naturality of the construction, we may deduce that D is a trivial
ϕ∆-module. 
Proposition 4.26. The ϕ-module D arises from V in general.
Proof. The proof is analogous to the proof of Proposition 4.11. 
This completes the proof of Theorem 4.20: the functor D is fully faithful
by Proposition 4.22 and essentially surjective by Proposition 4.26. This in turn
implies Theorem 4.19 and Theorem 4.18.
4.4 Descent from O˜ to O
Denote by O˜Enr∆ the ring W (R¯). In the case K = Qp, the following result was
proved previously (by another method) by the third author [44].
Theorem 4.27. The category of continuous Zp-representations ofGK,∆ is equiv-
alent to the category of e´tale (ϕ∆,ΓK,∆)-modules over OE∆(K). In particular,
by Theorem 4.18, base extension of (ϕ∆,ΓK,∆)-modules from OE∆(K) to O˜E∆(K)
is an equivalence of categories.
Proof. By Theorem 4.18, the functor
M˜(V ) := (V ⊗Zp O˜Enr∆ )
HK,∆
is an equivalence of categories from the category of continuous Zp-representations
of GK,∆ to the category of e´tale (ϕ∆,ΓK,∆)-modules over O˜E∆(K). This functor
is the composition of the two functors
M(V ) := (V ⊗Zp OEnr∆ )
HK,∆
B(M) :=M ⊗OE∆(K) O˜E∆(K),
the first taking a continuous Zp-representation of GK,∆ to an e´tale (ϕ∆,ΓK,∆)-
module over OE∆(K), and the second base-changing to O˜E∆(K). From the fact
that M˜ is an equivalence of categories, it follows that the functor B is essentially
surjective; furthermore B is fully faithful, as we assume all (ϕ∆,ΓK,∆)-modules
M are finite projective. Thus B is an equivalence of categories, and it follows
that the category of continuous Zp-representations of GK,∆ is equivalent to the
category of e´tale (ϕ∆,ΓK,∆)-modules over OE∆(K). 
5 Modules over rings of Witt vectors
In this section we show that base extension gives an equivalence between the
categories of e´tale (ϕ∆,ΓK,∆)-modules over O˜E∆(K) and over O˜
†
E∆(K)
. Our
arguments follow closely those in [23, Section 2.4].
30
Lemma 5.1. Let M be an e´tale ϕ-module over O˜†E∆(K) such that the action of
ϕ is trivial modulo p. Then Mϕ = (M ⊗O˜†
E∆(K)
O˜E∆(K))
ϕ.
Proof. The proof is analogous to the proof of [23, Lemma 2.4.2]. 
Corollary 5.2. LetM be an e´tale ϕ∆-module over O˜
†
E∆(K)
such that the action
of ϕ∆ is trivial modulo p. Then M
ϕ∆ = (M ⊗O˜†
E∆(K)
O˜E∆(K))
ϕ∆ .
Proof. We note that an element is fixed by ϕ∆ if and only if it is fixed by ϕα
for all α ∈ ∆. The result then follows immediately from Lemma 5.1. 
Corollary 5.3. Base extension of e´tale ϕ∆-modules which are trivial modulo
p from O˜†E∆(K) to O˜E∆(K) is fully faithful.
Proof. This follows directly from Corollary 5.2, by letting HomO˜†
E∆(K)
(M,N)
play the role of M , as in the proof of Proposition 4.5, since by Proposition 2.15
homomorphisms of ϕ∆-modules are exactly those elements of HomO˜†
E∆(K)
(M,N)
that are fixed by ϕ∆. 
If a ϕ-module descends from O˜E∆(K) to O˜
†
E∆(K)
, the following lemma allows
us to conclude that the action of some commuting operator (say ϕα or γ ∈ Γα for
α ∈ ∆) also descends, assuming that the actions of both ϕ and the commuting
operator are trivial modulo p.
Lemma 5.4. Let ν be an endomorphism of O˜E∆(K) which commutes with ϕ
and sends O˜†E∆(K) into itself. Let M be an e´tale ϕ-module over O˜E∆(K) with a
commuting semilinear action of ν. Suppose that the action of ϕ on M is trivial
modulo p, and that M has a basis e1, . . . , ed with respect to which the matrix
F of the action of ϕ has entries in O˜†E∆(K). Then the matrix of the action of ν
with respect to e1, . . . , ed also has entries in O˜
†
E∆(K)
.
Proof. By changing the basis e1, . . . , ed via a suitable invertible matrix over
O˜†E∆(K), we can ensure that it is congruent mod p to a basis on which ϕ acts
trivially mod p (whose existence was hypothesized). That is, we may assume
that F is congruent to the identity matrix modulo p.
Define ϕ˜ :Md(O˜E∆(K))→Md(O˜E∆(K)) by
ϕ˜(B) = Fϕ(B)ν(F )−1,
where ϕ and ν are applied to the matrices componentwise. The operator ϕ˜ is ϕ-
semilinear and thus induces the structure of a ϕ-module on the O˜E∆(K)-module
Md(O˜E∆(K)). As F and ν(F )
−1 have entries in O˜†E∆(K), the matrix of ϕ˜ on the
standard basis of Md(O˜E∆(K)) does also. Thus ϕ˜ induces a ϕ-module structure
on the O˜†E∆(K)-module Md(O˜
†
E∆(K)
).
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Let N be the matrix of the action of ν on the basis of the ei. As ν commutes
with ϕ, we have
Fϕ(N) = Nν(F ),
and thus ϕ˜(N) = N , which is to say N ∈ Md(O˜E∆(K))
ϕ˜. Since F is congruent
to the identity matrix modulo p, the action of ϕ˜ is trivial on the standard basis
of Md(O˜E∆(K)), so by Lemma 5.1,
Md(O˜
†
E∆(K)
)ϕ˜ = (Md(O˜
†
E∆(K)
)⊗O˜†
E∆(K)
O˜E∆(K))
ϕ˜ =Md(O˜E∆(K))
ϕ˜,
and thus N has entries in O˜†E∆(K). 
We are now in a position to prove the equivalence of categories for mod-p
modules. As we have proved full faithfulness in Corollary 5.3, it remains to
show that base extension is essentially surjective.
Proposition 5.5. Let M be an e´tale ϕ∆-module over O˜E∆(K) with a basis
e1, . . . , ed that is fixed by ϕ modulo p. Then there exists a basis e
′
1, . . . , e
′
d ofM
on which ϕ∆ acts via invertible matrices over O˜
†
E∆(K)
.
Proof. Let ϕ := ϕα1 ◦ · · · ◦ ϕαn . Let F ∈ GLd(O˜E∆(K)) be the matrix of the
action of ϕ on the ei, i.e. ϕ(ej) =
∑d
i=1 Fijei. It follows from [23, Lemma 2.4.4]
that there exists a basis e′1, . . . , e
′
n of M on which ϕ acts via a matrix with
entries in O˜†E∆(K). Since each of the maps ϕα commutes with ϕ, and the action
of ϕ is trivial modulo p, it follows from Lemma 5.4 that the matrix of the action
of each ϕα on the e
′
i also has entries in O˜
†
E∆(K)
. 
Theorem 5.6. Base extension of e´tale (ϕ∆,ΓK,∆)-modules from O˜
†
E∆(K)
to
O˜E∆(K) is an equivalence of categories. Consequently, both categories are equiv-
alent to the category of continuous representations of GK,∆ on finitely generated
Zp-modules.
Proof. To show that the base extension functor is fully faithful, let M be an
e´tale (ϕ∆,ΓK,∆)-module over O˜
†
E∆(K)
(playing the role of HomO˜†
E∆(K)
(M,N) as
in the proof of Corollary 5.3). We need to show that
Mϕ∆,ΓK,∆ = (M ⊗O˜†
E∆(K)
O˜E∆(K))
ϕ∆,ΓK,∆ .
The space M ⊗O˜†
E∆(K)
O˜E∆(K) is an e´tale (ϕ∆,ΓK,∆)-module over O˜E∆(K),
and thus corresponds to a continuous representation of GK,∆ on a finitely gener-
ated Zp-module T . The action of eachGK,α on T/pT factors through Gal(L | K)
for each α ∈ ∆ for some finite extension L | K. Since GL acts trivially on T/pT ,
the action of GL,∆ on T corresponds to an e´tale (ϕ∆,ΓK,∆)-module over O˜E∆(L)
which is trivial modulo p. Now since
(O˜E∆(L))
ϕ∆,ΓK,∆ = Zp ⊆ (O˜
†
E∆(L)
)ϕ∆,ΓK,∆ ,
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we have
(M⊗O˜†
E∆(K)
O˜E∆(K))
ϕ∆,ΓK,∆ ⊆ (M⊗O˜†
E∆(K)
O˜E∆(L))
ϕ∆,ΓK,∆ = (M⊗O˜†
E∆(K)
O˜†E∆(L))
ϕ∆,ΓK,∆ .
But as
O˜E∆(K) ∩ O˜
†
E∆(L)
= O˜†E∆(K),
we have
(M ⊗O˜†
E∆(K)
O˜E∆(K))
ϕ∆,ΓK,∆ ⊆Mϕ∆,ΓK,∆ ,
as desired.
To show that the functor is essentially surjective, letM be an e´tale (ϕ∆,ΓK,∆)-
module over O˜E∆(K). We want to show M descends to an e´tale (ϕ∆,ΓK,∆)-
module over O˜†E∆(K).
As above, we can lift M to an e´tale (ϕ∆,ΓK,∆)-module in such a way that
the action of ϕ on M ⊗O˜E∆(K)
O˜E∆(L) is trivial modulo p for some L. By
Proposition 5.5, M ⊗O˜E∆(K)
O˜E∆(L) descends to an e´tale ϕ∆-module M
′ over
O˜†E∆(L); by Lemma 5.4, the action of ΓK,∆ also descends. Now Gal(L | K) acts
on O˜E∆(L), thus on M ⊗E∆(K) O˜E∆(L) = M
′ ⊗O˜†
E∆(L)
O˜E∆(L), and therefore on
M ′, since Gal(L | K) preserves O˜†E∆(L). By Galois descent, M
′ descends to the
O˜†E∆(K)-module M
† = (M ′)Gal(L|K). 
6 Completing the equivalencies
In this section we show that base extension gives an equivalence between the cat-
egories of e´tale (ϕ∆,ΓK,∆)-modules overO
†
E∆(K)
and overOE∆(K), and thus that
the category of e´tale (ϕ∆,ΓK,∆)-modules over O
†
E∆(K)
is equivalent to the cat-
egory of continuous Zp-representations of GK,∆. Our arguments follow closely
those in [23, Sections 2.5–2.6]. We then deduce the corresponding equivalence
for Qp-representations.
6.1 Zp-representations
Lemma 6.1. Let M be a projective e´tale ϕ-module over O†E∆(K) such that the
action of ϕ is trivial modulo p. Then Mϕ = (M ⊗O†
E∆(K)
OE∆(K))
ϕ.
Proof. By Lemma 5.1, we have
(M ⊗O†
E∆(K)
OE∆(K))
ϕ ⊆ (M ⊗O†
E∆(K)
O˜E∆(K))
ϕ = (M ⊗O†
E∆(K)
O˜†E∆(K))
ϕ.
Since M is a projective module, we have
(M ⊗O†
E∆(K)
OE∆(K)) ∩ (M ⊗O†
E∆(K)
O˜†E∆(K)) =M.
The result follows by taking fixed points on both sides. 
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Corollary 6.2. Base extension of projective e´tale ϕ∆-modules which are trivial
modulo p from O†E∆(K) to OE∆(K) is fully faithful.
Proof. This follows directly from Lemma 6.1, by letting HomO†
E∆(K)
(M,N) play
the role of M , as in the proofs of Proposition 4.5 and Corollary 5.3, since by
Proposition 2.15 homomorphisms of ϕ∆-modules are exactly those elements of
HomO†
E∆(K)
(M,N) that are fixed by ϕ∆. 
Notation 6.3. For α ∈ ∆, let Xα ∈ OE∆(K) be the copy of [ǫ]− 1 in the copy
of OE indexed by α. Let X¯α be the reduction of Xα modulo p.
Proposition 6.4. For i = 1, . . . , n, let T¯i ⊆ R∆(K) be the closure of the
subgroup generated by
(1 + X¯α1)
e1 · · · (1 + X¯αi)
eiOE∆(K)/pOE∆(K)
for e1, . . . , ei ∈ Z[p−1] ∩ [0, 1) with ei 6= 0. The natural map
OE∆(K)/pOE∆(K) ⊕ T¯1 ⊕ · · · ⊕ T¯n → R∆(K)
is an isomorphism of Banach spaces over OE∆(K)/pOE∆(K).
Proof. The case when n = 1 was proved in [23, Lemma 2.5.3 and Corollary
2.5.4], and an analogous proof establishes the general case. 
Proposition 6.5. For every γ ∈ ΓK,αi of infinite order, with αi ∈ ∆, there
exists a c > 0 such that every Y¯ ∈ R∆(K) can be written uniquely in the form
U¯ + (γ − 1)(V¯i) +
∑
j 6=i
V¯j
with U¯ ∈ OE∆(K)/pOE∆(K), all V¯j ∈ T¯j , and
max{|U¯ |′, |V¯1|
′, . . . , |V¯n|
′} ≤ c|Y¯ |′.
Proof. In analogy with [23, Lemma 2.5.5 and Corollary 2.5.6], which proved this
result in the case n = 1, we can show that the map (γ− 1) : T¯i → T¯i is bijective
with bounded inverse. The desired result then follows from Proposition 6.4. 
Proposition 6.6. For i = 1, . . . , n, let Ti ⊆ O˜E∆(K) be the closure, with respect
to the weak topology, of the subgroup generated by
(1 +Xα1)
e1 · · · (1 +Xαi)
eiOE∆(K)
for e1, . . . , ei ∈ Z[p
−1] ∩ [0, 1) with ei 6= 0. Then for all γ ∈ ΓK,αi of infinite
order, there exist c, r0 > 0 such that every Y ∈ O˜E∆(K) can be written uniquely
as
U + (γ − 1)(Vi) +
∑
j 6=i
Vj
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with U ∈ OE∆(K), all Vj ∈ Tj , and
max{|U |r, |V1|r, . . . , |Vn|r} ≤ c
r|Y |r
for r ∈ (0, r0].
Proof. The case when n = 1 was proved in [23, Corollary 2.5.7], and an analo-
gous proof establishes the general case. 
Notation 6.7. For i = 0, . . . , n, let O
(i)
E∆(K)
be the subring OE∆(K)⊕T1⊕ · · ·⊕
Ti of O˜E∆(K); note that O
(0)
E∆(K)
= OE∆(K) and O
(n)
E∆(K)
= O˜E∆(K). Also let
O
(i),†
E∆(K)
:= O
(i)
E∆(K)
∩ O˜†E∆(K). These rings are stable under ϕ∆ and ΓK,∆.
For these subrings of O˜E∆(K), we have the following analogue of Lemma 5.1.
Lemma 6.8. For i ∈ {0, . . . , n}, let M be an e´tale ϕ-module over O
(i)
E∆(K)
.
Then Mϕ = (M ⊗
O
(i)
E∆(K)
O˜E∆(K))
ϕ.
Proof. This amounts to the full faithfulness of base extension of e´tale ϕ-modules
from O
(i)
E∆(K)
to O˜E∆(K). In fact this functor is an equivalence of categories, as
may be shown following the proof of [27, Corollary 5.4.6]. 
This in turn yields an analogue of Lemma 5.4.
Lemma 6.9. Choose i ∈ {0, . . . , n}. Let ν be an endomorphism of O˜E∆(K)
which commutes with ϕ and sends O
(i)
E∆(K)
into itself. Let M be an e´tale ϕ-
module over O˜E∆(K) with a commuting semilinear action of ν. Suppose that
the action of ϕ on M is trivial modulo p, and that M has a basis e1, . . . , ed
with respect to which the matrix F of the action of ϕ has entries in O
(i)
E∆(K)
.
Then the matrix of the action of ν with respect to e1, . . . , ed also has entries in
O
(i)
E∆(K)
.
Proof. Proceed as in the proof of Lemma 5.4, using Lemma 6.8 in place of
Lemma 6.1. 
Lemma 6.10. Let M be a projective e´tale (ϕ∆,ΓK,∆)-module over O˜
†
E∆(K)
admitting a basis e1, . . . , ed fixed modulo p by ϕ∆ and ΓK,∆. For i = 1, . . . , n,
pick γi ∈ Γαi with γi ≡ 1 mod p and γi 6= 1. Then for i = 0, . . . , n, there
exists a basis e
(i)
1 , . . . , e
(i)
d of M congruent to e1, . . . , ed modulo p, such that the
matrices of the actions of ϕ and γi on this basis have entries in O
(i),†
E∆(K)
.
Proof. We proceed by descending induction on i. For the base case i = n,
we take e
(n)
1 , . . . , e
(n)
d = e1, . . . , ed. Given the statement for some i > 0, let
G ∈ GLd(O
(i),†
E∆(K)
) be the matrix of action of γi on e
(i)
1 , . . . , e
(i)
d , i.e.,
γi(e
(i)
k ) =
d∑
j=1
Gjke
(i)
j .
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Since the e
(i)
j are fixed by γi modulo p (by virtue of being congruent to the
original ej), we have p | G − 1. By Proposition 2.8, there exists an r ∈ (0, r0]
such that
ǫ := |G− 1|1/3r < min{c
−r, 1}.
We now construct a sequence of matrices whose product will converge to a
change of basis matrix converting e
(i)
1 , . . . , e
(i)
d into a new basis e
(i−1)
1 , . . . , e
(i−1)
d .
Let U0 := 1. By Proposition 6.6, there exist matrices
Y0 ∈Md(O
†
E∆(K)
) and Z0j ∈Md(Tj)
for j = 1, . . . , i such that
G = 1 + Y0 + Z01 + · · ·+ Z0(i−1) + (γi − 1)(Z0i)
and
|Y0|r, |Z0j|r ≤ c
r|G− 1|r ≤ ǫ
2
for all i. Now suppose that we have constructed matrices Ul ∈ GLd(O
(i),†
E∆(K)
),
Yl ∈Md(O
†
E∆(K)
), and Zlj ∈Md(Tj) such that
Ul ≡ 1 mod p,
|Yl|r, |Zl1|r, . . . , |Zl(i−1)|r ≤ ǫ
2,
|Zli|r ≤ ǫ
l+2,
and
U−1l Gγi(Ul) = 1 + Yl + Zl1 + · · ·+ Zl(i−1) + (γi − 1)(Zli).
Let Gl := U
−1
l Gγ1(Ul). Let Ul+1 := Ul(1− Zli). Then
Gl+1 = (1 − Zli)
−1UlGγi(Ul)γi(1− Zli)
= (1 − Zli)
−1(1 + Yl + Zl1 + · · ·+ Zl(i−1) + (γi − 1)(Zli)(1 − γi(Zli))
= 1 + Yl + Zl1 + · · ·+ Zl(i−1) + ZliYl − Ylγi(Zli) + El
for some El ∈ Md(O
(i)
E∆(K)
) with |El|r ≤ ǫ
2l+4. We have ZliYl − Ylγi(Zi) ∈
Md(O
(i)
E∆(K)
) and
|ZliYl − Ylγi(Zli)|r ≤ ǫ
l+4.
Write ZliYl − Ylγi(Zli) as
Al +Bl1 + · · ·+Bl(i−1) + (γi − 1)(Zli)
with Al ∈Md(O
†
E∆(K)
), Blj ∈Md(Tj) for all j, and
|Al|r, |Blj |r ≤ c
rǫl+4 ≤ ǫl+3.
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Let Yl+1 := Yl +Al, Z(l+1)j := Zlj +Blj for j = 1, . . . , i− 1, and Z(l+1)i := Bli.
We then have
|Yl+1|r, |Z(l+1)1|r, . . . , |Z(l+1)(i−1)|r ≤ ǫ
2 and |Z(l+1)i|r ≤ ǫ
(l+1)+2.
If l > 1, it follows from the fact that |Bli|r ≤ ǫ
l+3 that Ul+1 ≡ 1 mod p. If
l = 1, observe that since p | G− 1, we have p | (γi− 1)(Z0i); it then follows that
p | Z0i as a consequence of the fact that γi − 1 is bijective on T¯i, so Ul+1 ≡ 1
mod p in this case also.
The product U1U2 · · · converges to a matrix U ∈ GLd(O
(i),†
E∆(K)
); we thus
obtain a new basis e
(i−1)
1 , . . . , e
(i−1)
d of M by setting
e
(i−1)
k :=
d∑
j=1
Ujke
(i)
j
for k = 1, . . . , d. Let A and H be the matrices of action of ϕ and γi, respectively,
on the e
(i−1)
j :
ϕ(e
(i−1)
k ) =
d∑
j=1
Ajke
(i−1)
j
γi(e
(i−1)
k ) =
d∑
j=1
Hjke
(i−1)
j .
Then H = U−1Gγi(U) ∈ Md(O
(i−1),†
E∆(K)
) with H ≡ 1 mod p. Since ϕ and γi
commute, we have Aϕ(H) = Hγi(A). Write A = B + C1 + · · · + Ci with
B ∈Md(O
†
E∆(K)
) and Cj ∈Md(Tj) for all j. Then
H−1Ciϕ(H)− Ci = (γi − 1)(Ci).
If Ci 6= 0, then let m be the largest integer such that p
m | Ci. Since H ≡ 1
mod p, we have pm+1 | H−1Ciϕ(H) − Ci, but, referring again to the fact that
γi − 1 is bijective on T¯i, we have p
m+1 ∤ (γi − 1)(C1). By contradiction, Ci = 0
and thus the matrix A has entries in O
(i),†
E∆(K)
. By Lemma 5.4 and Lemma 6.9,
the matrix of the action of γi−1 on the basis of the e
(i−1)
j also has entries in
O
(i−1),†
E∆(K)
; this completes the induction. 
Theorem 6.11. Base extension of projective e´tale (ϕ∆,ΓK,∆)-modules from
O†E∆(K) to OE∆(K) is an equivalence of categories.
Proof. By Theorem 4.27, base extension from OE∆(K) to O˜E∆(K) is an equiva-
lence; by Theorem 5.6, base extension from O˜†E∆(K) to O˜E∆(K) is an equivalence.
It suffices to show that base extension from O†E∆(K) to OE∆(K) is fully faithful
and base extension from O†E∆(K) to O˜
†
E∆(K)
is essentially surjective.
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O†E∆(K)
OE∆(K)
O˜†E∆(K)
O˜E∆(K)
The fact that base extension from O†E∆(K) to OE∆(K) is fully faithful follows
from Corollary 6.2, just as in the proof of Theorem 5.6.
For the essential surjectivity of base extension from O†E∆(K) to O˜
†
E∆(K)
, as in
the proof of Theorem 5.6 it suffices to consider an O˜†E∆(K)-module with a basis
fixed modulo p by ϕ∆ and ΓK,∆: let M be such a module. For i = 1, . . . , n,
pick γi ∈ Γαi with γi ≡ 1 mod p. By Lemma 6.10 (applied with i = 0),
there exists a basis e
(0)
1 , . . . , e
(0)
r of M on which the matrix of action of ϕ has
entries in O†E∆(K) and is congruent to the identity matrix modulo p. Let M
†
be the O†E∆ -span of e
(0)
1 , . . . , e
(0)
r . This is an e´tale ϕ-module over O
†
E∆
such that
M † ⊗O†
E∆
O˜†E∆ ≃ M . As the matrix of the action of ϕ has entries in O
†
E∆(K)
,
by Lemma 5.4 and Lemma 6.9 the matrices of each ϕα and of each γ ∈ ΓK,α
also have entries in O†E∆(K) for each α ∈ ∆. Hence M
† is indeed an e´tale
(ϕ∆,ΓK,∆)-module over O
†
E∆(K)
, completing the proof of essential surjectivity.
For convenience, we summarize everything we have established in a single
theorem statement.
Theorem 6.12. The category of continuous representations of GK,∆ on fi-
nite free Zp-modules is equivalent to the category of projective e´tale (ϕ∆,Γ∆)-
modules over each of the rings OE∆(K), O˜E∆(K),O
†
E∆(K)
, O˜†E∆(K).
Proof. The equivalence between representations and (ϕ∆,Γ∆)-modules overOE∆(K)
and O˜E∆(K) is given by Theorem 4.18. We add O
†
E∆(K)
to the equivalence using
Theorem 5.6, and O˜†E∆(K) using Theorem 6.11. 
6.2 Qp-representations
Theorem 6.13. The category of continuous representations of GK,∆ on finite
dimensional Qp-vector spaces is equivalent to the category of projective e´tale
(ϕ∆,Γ∆)-modules over each of the rings E∆(K), E˜∆(K), E
†
∆(K), E˜
†
∆(K).
Proof. Since GK,∆ is a profinite topological group, it is compact; consequently,
any finite dimensional Qp-vector space with a continuous GK,∆-action admits
a stable Zp-lattice. (For example, if one starts with any Zp-lattice, taking the
sum of its images under all elements of GK,∆ yields a stable lattice.) Conse-
quently, Theorem 6.12 defines fully faithful functors from category of continuous
representations of GK,∆ on finite dimensional Qp-vector spaces to the various
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categories of projective e´tale (ϕ∆,Γ∆)-modules. In view of our definition of
the e´tale condition in this setting, essential surjectivity of these functors also
reduces at once to Theorem 6.12. 
While Theorem 6.13 will be sufficient for our present purposes, as noted
in Remark 2.14 it should be possible to formally weaken the definition of a
(ϕ∆,ΓK,∆)-module over a ring in which p is invertible. We give some limited
evidence in this direction.
Lemma 6.14. Let M be an e´tale ϕ∆-module over OE∆/pOE∆ . Then the un-
derlying module of M is projective over OE∆/pOE∆ .
Proof. Since OE∆ is noetherian, M is finitely presented. Consequently, M˜ :=
M ⊗OE∆/pOE∆ R∆ is a finitely presented e´tale ϕ∆-module over R∆. By [26,
Proposition 3.2.13], M˜ is projective over R∆. Now note that the morphism
OE∆/pOE∆ → R∆ is split in the category of OE∆/pOE∆ by the morphism∑
i1,...,in∈Z[p−1]
(a¯i1 ¯̟
i1
α1)⊗ · · · ⊗ (a¯in ¯̟
in
αn) 7→
∑
i1,...,in∈Z
(a¯i1 ¯̟
i1
α1)⊗ · · · ⊗ (a¯in ¯̟
in
αn)
(that is, discarding non-integral powers of the series parameters). This means
that OE∆/pOE∆ → R∆ is a pure morphism of rings, so the fact that M˜ is
finite projective over R∆ implies thatM is finite projective over OE∆/pOE∆ [41,
Tag 08XD], as desired. 
Corollary 6.15. Let M be an e´tale ϕ∆-module over OE∆ . If the underlying
module of M is p-torsion-free, then it is projective over OE∆ .
Proof. By Lemma 6.14,M/pM is projective of some finite rank r overOE∆/pOE∆ .
We next check that for each positive integer m, M/pmM is projective of rank
r over OE∆/p
mOE∆ . Since M is p-torsion-free, it is flat over Zp; consequently,
M/pmM is flat over Z/pmZ. SinceM/pM is flat over OE∆/pOE∆ , we may apply
[41, Tag 06A5] to deduce that M/pmM is flat over OE∆/p
mOE∆ ; we may then
apply [41, Tag 05CG] to deduce that M/pmM is projective over OE∆/p
mOE∆ .
The rank-r condition is then enforced by Nakayama’s lemma.
Now let Fitti(M) denote the sequence of Fitting ideals ofM (see for example
[41, Tag 07Z6]). For each positive integerm, the fact thatM/pmM is projective
of rank r over OE∆/p
mOE∆ implies that Fitti(M) is contained in p
mOE∆ for all
i < r and is equal to OE∆ for all i ≥ r. Running over all m, we deduce that
Fitti(M) = 0 for i < r and is equal to OE∆ for all i ≥ r; hence M is projective
of rank r. 
Theorem 6.16. Let M be a (ϕ∆,ΓK,∆)-module over E∆ satisfying the follow-
ing conditions.
(i) The underlying ϕ∆-module of M is the base extension of an e´tale ϕ∆-
module over OE∆ .
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(ii) The action of ΓK,∆ is bounded: for some (and hence any) finitely gener-
ated OE∆ -submodule M0 of M which generates M over OE∆ , the action
of ΓK,∆ carries M0 into p
−mM0 for some nonnegative integer m.
Then M is an e´tale (ϕ∆,ΓK,∆)-module over E∆ in the sense of Definition 2.13;
in particular, by Theorem 6.13 it corresponds to a continuous Qp-representation
of GK,∆.
Proof. In condition (i), there is no loss of generality in assuming that there
exists a finitely generated ϕ∆-stable submodule OE∆ -submoduleM0 ofM which
generates M over OE∆ , such that M0 is an e´tale ϕ∆-module over OE∆ . Let M1
be the OE∆ -submodule ofM generated by γ(M0) for all γ ∈ ΓK,∆; by condition
(ii), M1 is again a finitely generated OE∆-module. In particular, M1 is an e´tale
(ϕ∆)-module; by Corollary 6.15, M1 is projective over OE∆ . Hence M1 has the
structure of a projective e´tale (ϕ∆,ΓK,∆)-module over OE∆ , and so M is an
e´tale (ϕ∆,ΓK,∆)-module over E∆ in the sense of Definition 2.13. 
Remark 6.17. One may extend Theorem 6.16 to (ϕ∆,ΓK,∆)-modules over E
†
∆
by similar arguments. We do not know how to extend it to E˜∆ or E˜
†
∆.
We also do not know whether in condition (i) of Theorem 6.16, one may
consider the underlying ϕ-module instead of the underlying ϕ∆-module; in par-
ticular, it is unclear whether an analogue of the bounded condition must be
applied to the partial Frobenius actions. To decide this, one may need some of
the slope theory for modules over relative Robba rings developed in [26].
7 Galois Cohomology
The goal of this section is to show that the group cohomology of GK,∆ with val-
ues in a p-adic representation V is computed by the Herr complex of the multi-
variate (ϕ∆,ΓK,∆)-module associated to V via Theorem 6.12 or Theorem 6.13.
The case K = Qp is proven in [34]; we deduce the general case by reducing
to that case, using a generalization of Shapiro’s Lemma for (ϕ,Γ)-modules [33,
Theorem 2.2] to this context.
In the following discussion, we writeD for the functor taking a Zp-representation
(resp. a Qp-representation) to its corresponding e´tale (ϕ∆,ΓK,∆)-module over
OE∆(K) (resp. over E∆(K)), and D
† for the functor taking such a representation
to its corresponding e´tale (ϕ∆,ΓK,∆)-module over O
†
E∆(K)
(resp. over E†∆(K)).
Definition 7.1. For any abelian groupD? equipped with commuting operators
ϕα (α ∈ ∆) we define the cochain complex
Φ•(D?) : 0→ D? →
⊕
α∈∆
D? → · · · →
⊕
{α1,...,αr}∈(∆r )
D? → · · · → D? → 0
where for all 0 ≤ r ≤ |∆| − 1, the map d
β1,...,βr+1
α1,...,αr : D
? → D? from the com-
ponent in the rth term corresponding to {α1, . . . , αr} ⊆ ∆ to the component
40
corresponding to the (r + 1)-tuple {β1, . . . , βr+1} ⊆ ∆ is given by
dβ1,...,βr+1α1,...,αr =
{
0 if {α1, . . . , αr} 6⊆ {β1, . . . , βr+1}
(−1)ε(id−ϕβ) if {β1, . . . , βr+1} = {α1, . . . , αr} ∪ {β} ,
where ε = ε(α1, . . . , αr, β) is the number of elements in the set {α1, . . . , αr}
smaller than β.
Let K | Qp be a finite extension. We denote by CK,∆ the torsion subgroup
of ΓK,∆ ≃
∏
α∈∆Gal(K(µp∞) | K) and by H
∗
K,∆ the kernel of the composite
quotient map GK,∆ ։ ΓK,∆ ։ Γ
∗
K,∆ := ΓK,∆/CK,∆. We choose topological
generators γK,α ∈ Γ
∗
K,α := ΓK,α/(Γα ∩ CK,∆) for each α ∈ ∆.
Definition 7.2. If A is an arbitrary (for now abstract) representation of the
group Γ∗K,∆
∼=
∏
α∈∆ Zp on a Zp-module we denote by Γ
•
K,∆(A) the cochain
complex
Γ•K,∆(A) : 0→ A→
⊕
α∈∆
A→ · · · →
⊕
{α1,...,αr}∈(∆r )
A→ · · · → A→ 0
where for all 0 ≤ r ≤ |∆| − 1, the map d
β1,...,βr+1
α1,...,αr : A → A from the com-
ponent in the rth term corresponding to {α1, . . . , αr} ⊆ ∆ to the component
corresponding to the (r + 1)-tuple {β1, . . . , βr+1} ⊆ ∆ is given by
dβ1,...,βr+1α1,...,αr =
{
0 if {α1, . . . , αr} 6⊆ {β1, . . . , βr+1}
(−1)ε(id−γK,β) if {β1, . . . , βr+1} = {α1, . . . , αr} ∪ {β} ,
where ε = ε(α1, . . . , αr, β) is the number of elements in the set {α1, . . . , αr}
smaller than β.
Definition 7.3. Let D be an e´tale (ϕ∆,ΓK,∆)-module over any of the rings
OE∆(K), O
†
E∆(K)
, E∆(K), or E
†
∆(K). We define the cochain complex ΦΓ
•
K,∆(D)
as the total complex of the double complex Γ•K,∆(Φ
•(DCK,∆)) and call it the
Herr complex of D.
Definition 7.4. If Qp ≤ F ≤ K are finite extensions and V is a continuous
finite dimensional representation of GK,∆ either over Qp or Zp, then we denote
by IndFK V := Zp[GF,∆] ⊗Zp[GK,∆] V the representation of GF,∆ induced from
the representation V of the finite index subgroup GK,∆.
Remark 7.5. Since GK,∆ has finite index in GF,∆ the induced and coinduced
representations are isomorphic, so we may use the latter.
By Shapiro’s Lemma for continuous cohomology of profinite groups [40,
Proposition I.2.5.10], we have a natural isomorphism of cohomological δ-functors
H•(GF,∆, Ind
F
K(·))
∼= H•(GK,∆, ·).
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Definition 7.6. Let D be an e´tale (ϕ∆,ΓK,∆)-module over any of the rings
OE∆(K), E∆(K), O
†
E∆(K)
, or E†∆(K). We define the induced (ϕ∆,ΓF,∆)-module
over the analogous ring with base F instead of K as
IndFK D := Zp[ΓF,∆]⊗Zp[ΓK,∆] D .
We equip IndFK D with the obvious ΓF,∆-action on the left factor, and we put
ϕα(γ ⊗ x) := γ ⊗ (ϕα(x)) and λ · (γ ⊗ x) := γ ⊗ (γ
−1(λ) · x) for γ ∈ ΓF,∆,
α ∈ ∆, λ ∈ OE∆(F ) (resp. E∆(F ), O
†
E∆(F )
, E†∆(F )). Here note that OE∆(F )
(resp. E∆(F ), O
†
E∆(F )
, E†∆(F )) is naturally a subring of OE∆(K) (resp. of E∆(K),
O†E∆(K), E
†
∆(K)) and in the definition of Ind
F
K D, we regard D as a module over
this subring.
Proposition 7.7. Let Qp ≤ F ≤ K be finite extensions and let V be a
continuous representation of GK,∆ on a finite dimensional Qp-vector space or
finitely generated Zp-module. Then we have D(Ind
F
K V )
∼= Ind
F
K D(V ) and
D†(IndFK V )
∼= IndFK D
†(V ).
Proof. This is completely analogous to the proof of [33, Proposition 2.1]. Choose
a set of representatives U of cosets of ΓF,∆/ΓK,∆ and lift it to a subset U of
GF,∆. Similarly, let W ⊂ HF,∆ be a set of representatives of the cosets of
HF,∆/HK,∆; then UW = {uw | u ∈ U,w ∈ W} is a set of representatives of the
cosets of GF,∆/GK,∆. We thus compute
D(IndFK V ) = (Ind
F
K V ⊗Zp OEnr∆ )
HF,∆
=
(
(Zp[GF,∆]⊗Zp[GK,∆] V )⊗Zp OEnr∆
)HF,∆
=
((⊕
u∈U
⊕
w∈W
uw ⊗ V
)
⊗Zp OEnr∆
)HF,∆
=
⊕
u∈U
((⊕
w∈W
uw ⊗ V
)
⊗Zp OEnr∆
)HF,∆
.
Now an element x =
∑
i
∑
w∈W uw ⊗ vi,w ⊗ λi,w ∈ (
⊕
w∈W uw ⊗ V ) ⊗Zp OEnr∆
lies in the HF,∆-invariant part if and only if
u−1x =
∑
i
∑
w∈W
w ⊗ vi,w ⊗ u
−1(λi,w)
does, since HF,∆ is normalized by u ∈ GF,∆. Using the invariance under the
multiplication by w′w−1 ∈ HF,∆ we deduce
xu :=
∑
i
vi,w ⊗ w
−1u−1(λi,w) =
∑
i
vi,w′ ⊗ w
′−1u−1(λi,w′)
for all w,w′ ∈ W . Further, xu must be HK,∆-invariant, i.e. it belongs to (V ⊗Zp
OEnr∆ )
HK,∆ . So the isomorphism D(IndFK V )→ Ind
F
K D(V ) is given by sending x
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to
∑
u∈U u¯⊗xu where u¯ is the image of u under the quotient map GF,∆ → ΓF,∆.
This is bijective since the ranks of the two sides are equal.
The statement on D† follows from Theorem 6.11 using the result on D. 
Lemma 7.8. Let A be a Zp[Γ∗K,∆]-module and assume the topological gen-
erators γK,α and γF,α are chosen so that γK,α = γ
pr
F,α for all α ∈ ∆ where
pr := [Γ∗F,α : Γ
∗
K,α]. Then the complex Γ
•
K,∆(A) is quasi-isomorphic to the
complex Γ•F,∆(Zp[Γ
∗
F,∆]⊗Zp[Γ∗K,∆]A). The quasi-isomorphism is functorial in A.
Proof. We proceed by induction on |∆|. If |∆| = 1 then by our assumption on
the topological generators the diagram
Γ•K : 0
// A
γK−id
//
(
∑pr−1
j=0 γ
j
F
)⊗id

A
1⊗id

// 0
Γ•F : 0
// Zp[Γ∗F,∆]⊗Zp[Γ∗K,∆] A
γF−id
// Zp[Γ∗F,∆]⊗Zp[Γ∗K,∆] A
// 0
commutes. Since (
∑pr−1
j=0 γ
j
F ) ⊗ id is injective, so is the induced map on h
0.
Further, any element x ∈ Zp[Γ∗F,∆] ⊗Zp[Γ∗K,∆] A can uniquely be written as
x =
∑pr−1
j=0 γ
j
F ⊗ xj with xj ∈ A and x is fixed by γF if and only if x0 =
x1 = · · · = xpr−1 is fixed by γ
pr
F = γK . Hence we deduce h
0Γ•K(A)
∼=
h0Γ•F (Zp[Γ
∗
F,∆]⊗Zp[Γ∗K,∆] A).
On the other hand if 1⊗ x = (γF − 1)(
∑pr−1
j=0 γ
j
F ⊗ yj) then y0 = y1 = · · · =
ypr−1 and x lies in the image of γK − 1 since the γ
j
F -component of the right
hand side has to vanish for j ≥ 1. This shows the injectivity on h1. Finally,∑pr−1
j=0 γ
j
F ⊗ xj − 1 ⊗ (
∑pr−1
j=0 xj) lies in the image of γF − 1 showing that the
induced map on h1 is onto.
The induction step follows from the spectral sequences associated to the dou-
ble complexes Γ•K,α(Γ
•
K,∆\{α}(A)) and Γ
•
F,α(Γ
•
F,∆\{α}(Zp[Γ
∗
F,∆]⊗Zp[Γ∗K,∆] A)).
Remark 7.9. Whenever the action of Zp[Γ∗K,∆] on A extends to the Iwasawa
algebra ZpJΓ∗K,∆K, we may relax our assumption that γK,α = γ
pr
F,α: for any other
topological generator γ′K,α of the group Γ
∗
K,α, the element
γ′K,α−1
γK,α−1
is a unit in
the Iwasawa algebra, and therefore the complex defined using γ′K,α instead of
γK,α (α ∈ ∆) is quasi-isomorphic to Γ
•
K,∆(A).
Theorem 7.10. We have a natural isomorphism of cohomological δ-functors
hiΦΓ•F,∆(Ind
F
K(·)) ≃ h
iΦΓ•K,∆(·)
on the category of e´tale (ϕ∆,ΓK,∆)-modules over OE∆(K) (resp. over E∆(K),
O†E∆(K), and E
†
∆(K)).
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Proof. Let D be an e´tale (ϕ∆,ΓK,∆)-module over any of these rings. Since
Zp[ΓF,∆] is free as a module over Zp[ΓK,∆], we have a natural identification
hiΦ•(IndFK D) ≃ Zp[ΓF,∆]⊗Zp[ΓK,∆] h
iΦ•(D)
of cohomological δ-functors. Taking CF,∆-invariants we obtain
hiΦ•((IndFK D)
CF,∆) ≃ Zp[Γ
∗
F,∆]⊗Zp[Γ∗K,∆] h
iΦ•(DCK,∆) .
In case γK,α = γ
pr
F,α for all α ∈ ∆ the result follows from Lemma 7.8 (with
A := hiΦ•(DCK,∆)) using the spectral sequences associated to the double com-
plexes Γ•K,∆(Φ
•(DCK,∆)) and Γ•F,∆(Φ
•((IndFK D)
CF,∆)). Note that for F = Qp,
the topological generator γQp,α of Γ
∗
Qp,α
can be chosen arbitrarily by [34, Theo-
rem 2.6.2, Corollary 3.5.10]. Hence by applying from Remark 7.9 with F = Qp,
we deduce that the Herr complex ΦΓ•K,∆(D) does not depend on the choices of
topological generators of Γ∗K,α for α ∈ ∆ up to quasi-isomorphism. 
Corollary 7.11. We have a natural isomorphism of cohomological δ-functors
Hi(GK,∆, ·) ≃ h
iΦΓ•K,∆(D(·)) ≃ h
iΦΓ•K,∆(D
†(·)) on the categories of continu-
ous Zp- or Qp-representations of GK,∆.
Proof. This is a combination of Proposition 7.7, Theorem 7.10 (with F := Qp),
and [34, Theorem 2.6.2]. The statement on D† follows in a similar fashion from
[34, Corollary 3.5.10]. 
Now we turn to the discussion of the Iwasawa cohomology
HiIw(GK,∆, V ) := lim←−
HK,∆≤H≤GK,∆
Hi(H,V ) .
By Shapiro’s Lemma we have HiIw(GK,∆, V ) ≃ H
i(GK,∆,ZpJΓK,∆K ⊗Zp V )
where the right-hand side refers to continuous cochains via the diagonal action of
GK,∆ on the coefficients (see [34, Lemma 2.5.1]). In particular, H
i
Iw(GK,∆, V ) is
a module over the Iwasawa algebra ZpJΓK,∆K. On ZpJΓK,∆K-modules, the func-
tor ZpJΓF,∆K⊗ZpJΓK,∆K · is naturally isomorphic to the functor Zp[ΓF,∆]⊗Zp[ΓK,∆]
·.
Lemma 7.12. For any continuous finite dimensional representation V of GK,∆
over Zp or Qp, we have ZpJΓF,∆K⊗ZpJΓK,∆KH
i
Iw(GK,∆, V ) ≃ H
i
Iw(GF,∆, Ind
F
K V )
for all i ≥ 0.
Proof. Let H ≤ GK,∆HF,∆ be a subgroup containing HF,∆ so that we have
GK,∆HF,∆ = GK,∆H . Since the quotient GF,∆/HF,∆ ≃ ΓF,∆ is abelian, H
is automatically normal both in GF,∆ and GK,∆HF,∆. Therefore taking H-
cohomologies commutes with Ind
GF,∆
GK,∆HF,∆
. In particular, we compute
Hi(H, IndFK V ) ≃ H
i(H,Zp[GF,∆]⊗Zp[GK,∆HF,∆] Zp[GK,∆HF,∆]⊗Zp[GK,∆] V )
≃ Zp[GF,∆]⊗Zp[GK,∆HF,∆] H
i(H,Zp[GK,∆H ]⊗Zp[GK,∆] V ).
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Now any set of representatives of H/(H ∩GK,∆) is also a set of representatives
of GK,∆H/GK,∆, whence we deduce
Zp[GK,∆H ]⊗Zp[GK,∆] V ≃ Zp[H ]⊗Zp[H∩GK,∆] V.
Using Shapiro’s Lemma, we obtain
Hi(H, IndFK V ) ≃ Zp[GF,∆]⊗Zp[GK,∆HF,∆] H
i(H ∩GK,∆, V ) .
Taking the projective limit with respect to H , we deduce
Zp[ΓF,∆]⊗Zp[ΓK,∆] H
i
Iw(GK,∆, V ) ≃ Zp[GF,∆]⊗Zp[GK,∆HF,∆] H
i
Iw(GK,∆, V )
≃ HiIw(GF,∆, Ind
F
K V )
as GK,∆ acts on H
i
Iw(GK,∆, V ) via its quotient ΓK,∆ and lim←−H
commutes
with the functor Zp[GF,∆] ⊗Zp[GK,∆HF,∆] · since Zp[GF,∆] is finite free over
Zp[GK,∆HF,∆]. 
Recall [34] that GQp,∆ is a Poincare´ group at p of dimension 2|∆|. The dual-
izing module is I = µp∞,∆ which is by definition the GQp,∆-module isomorphic
abstractly to µp∞ (i.e. to Qp/Zp) on which each component GQp,α (α ∈ ∆)
acts as on µp∞ (i.e. via the cyclotomic character χα : GQp,α ։ ΓQp,α → Z
×
p ).
Let Zp(1∆) := Tp(µp∞,∆) = lim←−n
µpn,∆ be the p-adic Tate module of µp∞,∆.
For a p-primary discrete GQp,∆-module A, we define the Tate twist A(1∆) :=
A⊗Zp Zp(1∆) and the Cartier dual Hom(A, µp∞,∆) = A
∨(1∆).
Proposition 7.13. For any discrete p-primary GK,∆-module A, the cup prod-
uct pairing induces an isomorphism Hi(GK,∆, A) ≃ H
2d−i(GK,∆, A
∨(1∆))
∨ for
every i, where (·)∨ = HomZp(·,Qp/Zp) stands for the Pontryagin dual.
Proof. In case K = Qp this is [34, Theorem 2.3.1]. For an arbitrary finite
extension K | Qp, the statement follows from Shapiro’s Lemma by inducing A
from GK,∆ to GQp,∆. 
By Proposition 7.13, we may further identify these cohomology groups using
the Cartier dual A∨(1∆) as follows:
Hi(GK,∆,Zp[GK,∆/H ]⊗Zp A) ≃ H
2d−i(GK,∆, (Zp[GK,∆/H ]⊗Zp A)
∨(1∆))
∨
≃ H2d−i(GK,∆,Zp[GK,∆/H ]⊗Zp (A
∨(1∆)))
∨
≃ H2d−i(H,A∨(1∆))
∨
since the index |GK,∆ : H | is finite. The duals of the corestriction maps are the
restriction maps, so we deduce
HiIw(GK,∆, A) ≃
(
lim
−→
H
H2d−i(H,A∨(1∆))
)∨
= H2d−i(HK,∆, A
∨(1∆))
∨ .
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Moreover, the complex Φ•(D(A∨(1∆))) computes the HK,∆-cohomology of
A∨(1∆) by [34, Proposition 2.1.4]. (That result is only stated for K = Qp, but
the proof—including [44, Proposition 4.1]—goes over unchanged to the case of
finite extensions K | Qp.) In particular, this shows
HiIw(GK,∆, A) ≃ (h
2d−iΦ•(D(A∨(1∆)))
∨) .
Recall [34] that in case K = Qp and DQp is an e´tale (ϕ∆,Γ∆)-module over
OE∆ killed by a power of p, we have the residue pairing
{·, ·} : DQp ×D
∗
Qp
(1∆) → Qp/Zp
(x, y) 7→ {x, y} := res(y(x)) . (7.1)
Here D∗Qp := HomOE∆ (DQp , E∆/OE∆) is the dual (ϕ∆,Γ∆)-module. Further,
res: E∆/OE∆(1∆)→ Qp/Zp
sends an element an element F (X•)e in E∆/OE∆(1∆) = Qp/Zp ⊗Zp OE∆e (with
ϕα(e) = e, γα(e) = χα(γα)e where χα : Γα → Z×p is the cyclotomic charac-
ter) to the coefficient a−1• ∈ Qp/Zp of
1
X∆
=
∏
α∈∆X
−1
α in the expansion of
F (X•)∏
α∈∆(1+Xα)
as
F (X•)∏
α∈∆(1 +Xα)
=
∑
iα≥−NF ,α∈∆
ai•
∏
α∈∆
X iαα
with ai• ∈ Qp/Zp for i• = (iα)α∈∆ ∈ Z
∆ and some integer NF ∈ Z depending
on F . Moreover, (7.1) is Γ∆- and
∏
α∈∆(1 +Xα)
Zp -equivariant with respect to
which the adjoint of ϕα is ψα (α ∈ ∆).
Now if A is a continuous mod-pn representation of GK,∆, then the residue
pairing (7.1) applies to DQp := Ind
Qp
K D(A).
Lemma 7.14. We haveD∗Qp ≃ Zp[ΓQp,∆]⊗Zp[ΓK,∆]D(A)
∗ where we putD(A)∗ :=
HomOE∆(K)(D(A), E∆(K)/OE∆(K)). Moreover, under this identification 1 ⊗
D(A) is orthogonal to γ ⊗ D(A)∗(1∆) for all γ ∈ ΓQp,∆ not lying in ΓK,∆.
In particular the residue pairing (7.1) descends to a pairing
{·, ·} : D(A) (∼= 1⊗D(A)) × (1⊗D(A)∗(1∆) ∼=)D(A)
∗(1∆)→ Qp/Zp
such that {
∑
γ∈U γ ⊗ xγ ,
∑
γ∈U γ ⊗ yγ} =
∑
γ∈U{xγ , yγ} for any choice U ⊂
ΓQp,∆ of coset representatives of ΓQp,∆/ΓK,∆.
Proof. We define the map F as
Zp[ΓQp,∆]⊗Zp[ΓK,∆] D(A)
∗ → D∗Qp∑
γ∈U
γ ⊗ fγ 7→
∑
γ∈U
γ ⊗ xγ 7→
∑
γ∈U
TrHQp,∆/HK,∆(fγ(xγ))

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where TrHQp,∆/HK,∆ =
∑
u∈HQp,∆/HK,∆
u : E∆(K)/OE∆(K) → E∆/OE∆ is the
trace map. The map F is OE∆ -linear and (ϕ∆,ΓQp,∆)-equivariant by construc-
tion. For the bijectivity of F assume first that pA = 0. Note that
TrHQp,∆/HK,∆ : E∆(K) ≃ p
−1OE∆(K)/OE∆(K) → E∆(Qp) ≃ p
−1OE∆/OE∆
is onto since it is the composite of the trace maps TrHQp,α/HK,α : Eα(K) →
Eα(Qp) for all α ∈ ∆ that are each onto since Eα(K) | Eα(Qp) is a Galois
extension with Galois group HQp,α/HK,α. In particular, Ker(TrHQp,α/HK,α)
does not contain any nonzero ideal of E∆(K) as its rank over E∆(Qp) equals
|HQp,∆/HK,∆| − 1 < |HQp,∆/HK,∆|. Now if
∑
γ∈U γ ⊗ fγ 6= 0 then fγ 6= 0 for
at least one choice of γ ∈ U , so we may put xγ′ := 0 for all γ 6= γ
′ ∈ U and
choose xγ so that TrHQp,∆/HK,∆(fγ(xγ)) = TrHQp,∆/HK,∆(xγfγ(1)) 6= 0 (as we
have just seen that TrHQp,∆/HK,∆(E∆(K)fγ(1)) 6= {0}). Hence F is injective
if pA = 0. On the other hand, the ranks of the domain and codomain of F
are equal, therefore it is an isomorphism by [44, Proposition 2.2]. The case of
general A follows by devissage.
The second statement is deduced from the first one using the ΓQp,∆-invariance
of the pairing {·, ·}. 
Definition 7.15. Let D be an e´tale (ϕ∆,ΓK,∆)-module over any of the rings
OE∆(K), E∆(K), O
†
E∆(K)
, or E†∆(K). We define the cochain complex
Ψ•(D) : 0→ D →
⊕
α∈∆
D → · · · →
⊕
{α1,...,αr}∈(∆r)
D → · · · → D → 0 (7.2)
where for all 0 ≤ r ≤ |∆| − 1 the map d
β1,...,βr+1
α1,...,αr : D → D from the com-
ponent in the rth term corresponding to {α1, . . . , αr} ⊆ ∆ to the component
corresponding to the (r + 1)-tuple {β1, . . . , βr+1} ⊆ ∆ is given by
dβ1,...,βr+1α1,...,αr =
{
0 if {α1, . . . , αr} 6⊆ {β1, . . . , βr+1}
(−1)η(id−ψβ) if {β1, . . . , βr+1} = {α1, . . . , αr} ∪ {β} ,
where η = η(α1, . . . , αr, β) is the number of elements in the set ∆\ {α1, . . . , αr}
smaller than β, and ψβ is the reduced trace of ϕβ . (Note that the sign convention
here is different from the one defining the complex Φ•(D). The reason for this
is that with this choice of signs, the differentials are adjoint to each other under
the residue pairing (7.1) defined above.)
Note that since the ψ-operators commute with the action of ΓK,∆, we
have Ψ•(IndFK D) ≃ Zp[ΓF,∆] ⊗Zp[ΓK,∆] Ψ
•(D). Further, Zp[ΓF,∆] is finite free
over Zp[ΓK,∆], so we deduce h
iΨ•(IndFK D) ≃ Zp[ΓF,∆] ⊗Zp[ΓK,∆] h
iΨ•(D) for
all i ≥ 0. Similarly, we have Φ•(IndFK D) ≃ Zp[ΓF,∆] ⊗Zp[ΓK,∆] Φ
•(D) and
hiΦ•(IndFK D) ≃ Zp[ΓF,∆]⊗Zp[ΓK,∆] h
iΦ•(D) for all i ≥ 0.
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Theorem 7.16. We have a natural isomorphism of cohomological δ-functors
HiIw(GK,∆, ·) ≃ h
i−dΨ•(D(·)) ≃ hi−dΨ•(D†(·)) on the categories of continuous
Zp- or Qp-representations of GK,∆.
Proof. The case K = Qp is proven in [34, Corollary 3.5.10]. Let A be a p-
power torsion representation of GK,∆ and put D := D(A), DQp := Ind
Qp
K D.
The isomorphism is constructed via the residue pairing which induces a pairing
between Ψd−r(DQp) and Φ
r(D∗Qp(1∆)), and hence between h
d−rΨ•(DQp) and
hrΦ•(D∗Qp(1∆)) (0 ≤ r ≤ d). By Lemma 7.14, the isomorphism
ηr(A) : h
d−rΨ•(DQp)→ h
rΦ•(D∗Qp(1∆))
∨ ≃ HrIw(GQp,∆, Ind
Qp
K A)
descends to a ZpJΓK,∆K-linear map
η˜r(A) : h
d−rΨ•(D)→ hrΦ•(D∗(1∆))
∨ ≃ HrIw(GK,∆, A)
such that ηr = ZpJΓQp,∆K ⊗ZpJΓK,∆K η˜r. Since ηr is an isomorphism and the
ring extension ZpJΓK,∆K →֒ ZpJΓQp,∆K is faithfully flat, we deduce that η˜r is
also an isomorphism. If T is an arbitrary continuous representation of GK,∆ on
a finitely generated Zp-module, then the result on D(T ) follows by taking the
projective limit of the isomorphisms η˜r(T/p
nT ).
Now if V is a continuous representation of GK,∆ over Qp, then it con-
tains a GK,∆-invariant Zp-lattice T ≤ V by the compactness of GK,∆ and
the isomorphism for D(V ) follows from that for D(T ) by inverting p. Fi-
nally, the inclusion of D†(T ) →֒ D(T ) (resp. D†(V ) →֒ D(V )) induces a mor-
phism Ψ•(D†(T ))→ Ψ•(D(T )) (resp. Ψ•(D†(V ))→ Ψ•(D(V ))) and, by taking
cohomologies, a ZpJΓK,∆K-linear map ιi : hiΨ•(D†(T )) → hiΨ•(D(T )) (resp.
ιi : h
iΨ•(D†(V )) → hiΨ•(D(V ))) for i ≥ 0 which becomes an isomorphism
after base change to ZpJΓQp,∆K by [34, Corollary 3.5.10]. Hence ιi is an isomor-
phism for all i ≥ 0 using again the faithfully flat property of the ring extension
ZpJΓK,∆K →֒ ZpJΓQp,∆K. 
8 Distinct factors
We now formulate the corresponding results for products of Galois groups of
distinct finite extensions of Qp.
Notation 8.1. Again let ∆ be a finite set, but now let K = (Kα : α ∈ ∆) be
a tuple of finite extensions of Qp and put
GK,∆ :=
∏
α∈∆
Gal(Kalgα | Kα)
HK,∆ :=
∏
α∈∆
Gal(Kalgα | Kα(µp∞))
ΓK,∆ :=
∏
α∈∆
Gal(Kα(µp∞) | Kα).
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We then follow Notation 2.4, Notation 2.6, and Notation 2.10, but taking O˜Eα
to be a copy of O˜E for E associated to the field Kα. This yields rings
OE∆(K), O˜E∆(K),O
†
E∆(K)
, O˜†E∆(K), E∆(K), E˜∆(K), E
†
∆(K), E˜
†
∆(K).
We then have the following extensions of Theorem 6.12 and Theorem 6.13.
Theorem 8.2. The category of continuous representations of GK,∆ on finite
free Zp-modules is equivalent to the category of projective e´tale (ϕ∆,Γ∆)-
modules over each of the rings OE∆(K), O˜E∆(K),O
†
E∆(K)
, O˜†E∆(K).
Proof. Since Theorem 4.19 already includes the case where the fields Fi need to
be equal, we may apply it to deduce the analogue of Theorem 4.18; this gives
the equivalence between continuous Zp-representations of GK,∆ and (ϕ∆,Γ∆)-
modules over O˜E∆(K). To add the other rings, it suffices to do so after replacing
each Kα with a single mutual extension K; we thus reduce to Theorem 8.2. 
Theorem 8.3. The category of continuous representations of GK,∆ on finite
dimensional Qp-vector spaces is equivalent to the category of projective e´tale
(ϕ∆,Γ∆)-modules over each of the rings E∆(K), E˜∆(K), E
†
∆(K), E˜
†
∆(K).
Proof. This follows from Theorem 8.2 just as Theorem 6.13 follows from Theo-
rem 6.12. 
In order to extend the results on Galois cohomology to distinct finite ex-
tensions of Qp, note that Definition 7.1 of Φ•(·) carries over to this situation.
Further, putting CK,∆ for the torsion subgroup of ΓK,∆ and choosing generators
γα ∈ ΓKα/(ΓKα ∩CK,∆) (where ΓKα := Gal(Kα(µp∞) | Kα)) we may also form
the complex ΦΓ•K,∆(D) as in Definition 7.2 and Definition 7.3 for a projective
e´tale (ϕ∆,Γ∆)-module D over any of the rings OE∆(K),O
†
E∆(K)
, E∆(K), E
†
∆(K).
Moreover, if F = (Fα : α ∈ ∆) is another tuple of finite extensions of Qp sat-
isfying Fα ≤ Kα for all α ∈ ∆ then the induced (ϕ∆,Γ∆)-module Ind
F
K D :=
Zp[ΓF,∆] ⊗Zp[ΓK,∆] D (as in Definition 7.6) also makes sense. So we have the
following version of Shapiro’s lemma.
Theorem 8.4. We have a natural isomorphism of cohomological δ-functors
hiΦΓ•F,∆(Ind
F
K(·)) ≃ h
iΦΓ•K,∆(·)
on the category of projective e´tale (ϕ∆,Γ∆)-modules over OE∆(K) (resp. over
E∆(K), O
†
E∆(K)
, and E†∆(K)).
Proof. The proof of Theorem 7.10 goes through unchanged. 
Applying this in case Fα = Qp for all α ∈ ∆ we deduce:
Corollary 8.5. We have a natural isomorphism of cohomological δ-functors
Hi(GK,∆, ·) ≃ h
iΦΓ•K,∆(D(·)) ≃ h
iΦΓ•K,∆(D
†(·)) on the categories of continu-
ous Zp- or Qp-representations of GK,∆.
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Finally, Definition 7.15 of Ψ•(·) also carries over to this case and we have:
Theorem 8.6. We have a natural isomorphism of cohomological δ-functors
HiIw(GK,∆, ·) ≃ h
i−dΨ•(D(·)) ≃ hi−dΨ•(D†(·)) on the categories of continu-
ous Zp- or Qp-representations of GK,∆.
Proof. The proof of Theorem 7.16 goes through unchanged. 
9 Future directions
We end by recording some possible directions in which this work could be con-
tinued.
• Extend the comparison of Galois cohomology and the Herr complex to the
rings O˜E∆ , O˜
†
E∆
, E˜∆, E˜
†
∆, for which the maps ϕα are bijective and so the
construction of the reduced trace ψα is not relevant.
• Construct the analogue of the Robba ring and relate (ϕ∆,Γ∆)-modules
over it to vector bundles on a product of Fargues–Fontaine curves. This
topic will be treated in the upcoming PhD thesis of Zonglin Jiang.
• Extend to representations with values in a coherent sheaf on a rigid ana-
lytic space over Qp, as in [28].
• Extend to representations of a product of e´tale fundamental groups of
rigid analytic spaces, as in [26, 27]. Note that Proposition 4.16 is already
written at a suitable level of generality for this purpose.
• Apply Drinfeld’s lemma for perfectoid spaces to other constructions of
multivariate (ϕ,Γ)-modules, such as that of Berger [6, 7]. In that con-
struction, one starts with a representation of a single copy of GK , but it
should be possible to interpret the resulting objects in terms of represen-
tations of a suitable power of GK .
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