Abstract-This paper presents an unsupervised learning approach for simultaneous sample and feature selection, which is in contrast to existing works which mainly tackle these two problems separately. In fact the two tasks are often interleaved with each other: noisy and high-dimensional features will bring adverse effect on sample selection, while informative or representative samples will be beneficial to feature selection. Specifically, we propose a framework to jointly conduct active learning and feature selection based on the CUR matrix decomposition. From the data reconstruction perspective, both the selected samples and features can best approximate the original dataset respectively, such that the selected samples characterized by the features are highly representative. In particular, our method runs in one-shot without the procedure of iterative sample selection for progressive labeling. Thus, our model is especially suitable when there are few labeled samples or even in the absence of supervision, which is a particular challenge for existing methods. As the joint learning problem is NP-hard, the proposed formulation involves a convex but non-smooth optimization problem. We solve it efficiently by an iterative algorithm, and prove its global convergence. Experimental results on publicly available datasets corroborate the efficacy of our method compared with the state-of-the-art.
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INTRODUCTION
I N many real-life machine learning tasks, unlabeled data is often readily available whereas labeled data are scarce. Building powerful predictive models generally requires domain experts to manually annotate samples-an expensive and time-consuming procedure. Active learning [1] provides a means to alleviate this problem by carefully selecting samples to be labeled by experts. Typically, the active learning algorithms prefer to query those unlabeled samples that can most improve prediction performance if samples were labeled and used as training data. In this way, the active learner aims to pick as few samples as possible to label for minimizing annotating cost, while accurate supervised learning models can be built by the labeled data.
In the past decade, lots of active learning algorithms have been proposed [2] , [3] , [4] , [5] , and have been successfully applied to a variety of problems in computer vision [6] , [7] , [8] , [9] , [10] , [11] . Broadly speaking, existing methods for actively selecting unlabeled samples for labeling can be categorized into two main groups [12] . The first group aims to select samples being of informativeness, where informativeness measures the ability of a sample in reducing the uncertainty of a statistical model [13] . Common approaches include uncertainty sampling [14] , [15] , query by committee [1] , and empirical risk minimization [16] . These algorithms are implemented iteratively, where a model is learned with the existing labeled data and new samples are chosen to be labeled based on the learned model. Since training often needs a large number of labeled data to avoid sampling bias, the methods above should be used after sufficient labeled samples are collected [17] . The second group aims at querying samples being of representativeness, where representativeness measures if a sample well represents the overall input patterns of unlabeled data [13] , [17] , [18] , [19] , [20] , [21] . Contrasted with the first group, these methods are one-shot and non-iterative to select samples. Such methods are usually applied when there is no initial labeled data.
Although active learning has been well studied for years, it still has some issues in many real-world scenarios. For example, the sample is often characterized by high-dimensional features, and some of features are often noisy or irrelevant. These noisy or irrelevant features bring adverse influence on selecting informative or representative samples. Moreover, after querying samples, some supervised learning models, such as decision tree, are often trained based on these labeled data for various applications. However, high-dimensional features significantly increase the time and space requirements for model training. Meanwhile, when only limited labeled samples are available, it is difficult to guarantee reliable model parameter estimates in a high-dimensional feature space. One may state that, if we apply some state-of-the-art feature selection techniques [22] , such as SPEC [23] , to learn a low-dimensional representation before active learning, these problems might be solved. To a certain extent, this is helpful for active learning to some extent; while common feature selection techniques and active learning algorithms are independent in designing, directly combining them usually cannot guarantee obtaining the optimal results. Taking a feature selection method, Laplacian Score [24] , and an active learning algorithm, RRSS [17] , as an example, Laplacian Score aims to select a feature subset for preserving the local structure of data, while RRSS aims at finding an optimal sample subset to reconstruct data with the minimal error in the Euclidean space. Thus, it is hard to say that after performing Laplacian Score, the selected feature subset is the most suitable one for RRSS. In light of this, it will benefit from devising a principled model for incorporating active learning and feature selection in a unified fashion. Recently, Joshi and Xu [25] presented an active learning method with integrated feature selection based on linear kernel SVMs and GainRatio. Raghavan et al. [26] intended to use human feedback on both features and samples for active learning. Kong et al. [27] proposed a dual feature and sample selection method in the context of graph classification. Bilgic [28] proposed a dynamic dimensionality reduction algorithm that determined the appropriate number of dimensions for each active learning iteration. As all of the above three algorithms are implemented iteratively, and need to train models for querying in each iteration, they are suitable to work in the scenarios of the first group of active learning methods. Differing from these iterative methods, we focus on studying the problem of the second active learning group, the case when no initial labeled samples are available, by jointly learning important features and samples. This is an unsupervised learning problem, which is harder due to the absence of labels that would guide the search for relevant information.
In this paper, we present a unified view of Active Learning and Feature Selection, called ALFS, inspired by the approximation method for CUR matrix decomposition. The main contributions of this paper are: i) To our knowledge, this is the first work presenting a unified view for one-shot active learning and feature selection. This is important for real-world applications as it dispenses with any label effort unlike progressive interactive labeling active learning methods. ii) This work is the first to formulate and build the natural connection between CUR decomposition and simultaneous sample and feature selection. iii) We devise a novel model and convex optimization algorithm to solve the one-shot sample and feature learning problem. iv) The convergence of the proposed iterative algorithm is theoretically proved, and extensive empirical results demonstrate the advantages of our approach. Notations. In this paper, matrices are written as boldface uppercase letters and vectors are written as boldface lowercase letters. Given a matrix P, we denote its ði; jÞth entry, ith row, jth column as P ij , p i , p j , respectively. The only vector norm used is the l 2 norm, denoted by kÁk 2 . A variety of norms on matrices will be used. The l 1 , l 2;1 , l 1 norms of a matrix are defined by kPk 1 
, and kPk 1 ¼ max i;j jP ij j, respectively. The quasi-norm l 2;0 norm of a matrix P is defined as the number of the non-zero rows of P, denoted by kPk 2;0 . The Frobenius norm is denoted by kPk F . The euclidean inner product between two matrices is hP; Qi ¼ trðP T QÞ, where P T is the transpose of the matrix P and trðÁÞ is the trace of a matrix. The rank of a matrix is denoted by rankðÁÞ.
RELATED WORK
As described, the work most related to our proposed approach is the second group of active learning methods (discussed in Section 1) that aim to select the most representative samples in the absence of supervision. In this section, we will briefly provide a review of the approaches of this group. Among them, the most popular one is the Transductive Experimental Design (TED) [18] . TED aims to find a representative sample subset from the unlabeled dataset, such that the dataset can be best approximated by linear combinations of the selected samples. Since this optimization problem is NP-hard, [18] proposed a suboptimal sequential optimization algorithm and a non-greedy optimization algorithm to solve it, respectively. Following TED, more active learning algorithms have been developed. Cai and He [20] extended TED to choose samples by utilizing a nearest neighbor graph to capture the intrinsic local manifold structure, where the graph Laplacian is incorporated into a manifold adaptive kernel space. Zhang et al. [29] adopted the idea from Locally Linear Embedding (LLE) [30] to find the reconstruction coefficients. They represented each sample by a linear combination of its neighbors, which can faithfully preserve the local geometrical structure of the data. Similar to [29] , Hu et al. [21] incorporated the local geometrical information into the active learning process. Specifically, they introduced a regularization term to make nearer neighbors have outsized effect on the linear reconstruction of a data point, and severely penalized selected samples distant from the reconstructed sample. Nie et al. [17] proposed a novel method to relax the objective of TED to an efficient convex formulation, and utilized the robust sparse representation loss function to reduce the effect of outliers.
PROPOSED METHOD
Given an unlabeled dataset X ¼ ½x 1 ; . . . ; x n 2 R dÂn , our goal is to pick out m ðm < nÞ samples for user labeling, and meanwhile simultaneously select r ðr < dÞ features as the new feature representation, such that the potential performance is maximized when the model is trained based on the selected m labeled samples under the new representation. This is a more challenging problem than traditional representativeness based active learning problems, because selecting m samples to best approximate X often leads to an NP-hard problem [18] , and finding r features as the most representative feature subset is also NP-hard [31] .
Active Learning and Feature Selection via Matrix Decomposition
Inspired by the CUR matrix decomposition [32] , [33] , [34] , [35] , we propose a unified framework to find the most representative samples and features. To make this paper selfcontained, we first introduce CUR matrix factorization.
Definition 3.1. Given X 2 R dÂn of rank r = rankðXÞ, rank parameter k < r, and accuracy parameter 0 < " < 1, the CUR factorization for X aims to find C 2 R dÂm with m columns from X, R 2 R rÂn with r rows of X, and U 2 R mÂr , with m, r, and rankðUÞ being as small as possible, such that X is reconstructed within relative-error
where
. U k and V k are the left-and right-singular matrices corresponding to the k biggest singular values of X k , and S k is a diagonal k Â k matrix with k biggest singular values on the diagonal. X k is the best rankk approximation to X, i.e.,
In order to further illustrate CUR decomposition, we take Fig. 1 as an example. X is a face image. CUR decomposition aims to find image C, U, and R to reconstruct X within relative-error (C is a subset of columns of X and R is a subset of rows of X.).
From an algorithmic perspective, the matrices C, U, and R can be obtained by minimizing the approximation error kX À CURk 2 F . Here we make a key observation that the above definition is closely related to the problem of simultaneous sample and feature selection, though to our surprise, existing works rarely point out or explore this connection to solve the active learning problem.
More specifically, the matrix UR can be regarded as a reconstruction coefficient matrix, and C denotes the selected m samples, thus minimizing kX À CURk 2 F means that the total reconstruction error is minimized, which can make the data points in C be the most representative. The reconstruction coefficients UR are related to an r-dimensional feature subset of the dataset. The reconstruction coefficients of each reconstructed data point x i are formed by a linear combination of its r features. In the meantime, the matrix CU can also be regarded as a reconstruction coefficient matrix, and R is the new low-dimensional representation of X, so minimizing kX À CURk 2 F also indicates that the selected r features can represent the whole dataset most precisely. The construction of the coefficient matrix CU depends on a sample subset of X. Clearly, active learning and feature selection can be conducted simultaneously in such a joint framework via CUR factorization. 
where diagðpÞ is a diagonal matrix with p on its diagonal, and 1 n is an n-dimensional vector with all components being 1. The term XdiagðpÞ in (3) aims to make m columns of X unchanged, and resets the rest n À m columns to zero vectors. While diagðqÞX tends to keep r rows of X unchanged, and resets the rest ðd À rÞ rows to zero vectors. Despite the above connection from CUR decomposition to feature selection and active learning, the original CUR formulation and its existing solvers can not be directly applied to solve the simultaneous feature and sample selection task. This is inherently due to the under-determination of a general CUR model. To mitigate this issue, we devise a tailored objective function by adding regularization terms to incorporate prior knowledge.
Moreover, unlike most existing CUR solvers working in a randomized or heuristic fashion [32] , [33] , we utilize the structured sparsity-inducing norms to relax the objective from a non-convex optimization problem to a convex one, which allows devising an efficient variant of the alternating direction method of multipliers (ADMM) [37] , [38] .
A Convex Formulation
The objective function (3) is hard to be solved directly, since it is an NP-hard problem. After a careful observation to (3), we find that we can utilize the matrix l 2;0 norm to reduce the number of the parameters. Defining W ¼ diagðpÞ b Udiag ðqÞ 2 R nÂd , we can rewrite (3) as
Based on (4), we propose to optimize the following objective function:
where a ! 0 and b ! 0 are two regularization parameters. However, (5) is still an NP-hard problem due to the matrix l 2;0 norm. Fortunately, there exists theoretical progress that kWk 2;1 is the minimum convex hull of kWk 2;0 [17] . The result of minimizing kWk 2;1 is the same as that of minimizing kWk 2;0 , as long as W is row-sparse enough. Therefore, (5) can be relaxed to the following convex optimization problem: Fig. 1 . CUR matrix factorization. Image X comes from the ORL dataset [36] . Image C, U, and R are obtained by [33] .
Local Linear Reconstruction
In the new objective function (6) , each data point is reconstructed by a linear combination of all selected points (when the ith row of the reconstruction coefficient matrix WX in (6) is not a zero vector, x i is chosen as one of the most representative samples. Otherwise, x i is not selected). However, it is more reasonable to suppose that a data point can be mainly recovered from its neighbors [20] , [21] . Intuitively, if the distance between the reconstructed point and the selected point is large, the contribution of the selected point should be small to the reconstruction of the target point, and thus the reconstruction coefficient should be penalized. In light of this point, we incorporate a regularization term into (6) as
where ! 0 is a regularization parameter, and denotes the element-wise multiplication of two matrices. T is a weight matrix, where T ij encodes the distance between the ith and jth samples. From the data reconstruction perspective, if two unit vectors have the same or opposite directions, their distance should be minimal, since either vector can be fully recovered by the other one; on the contrary, if the two vectors are orthogonal, their distance should be maximal, because they have little contribution to each other's reconstruction. Therefore, we use the absolute value of the cosine function of the angle between two feature vectors to measure their similarity, and define the inverse of the absolute value as their distance
where u ij denotes the angle between x i and x j .
1
After obtaining the optimal W in (7), we can sort all the samples by the l 2 norm of the rows of W in descending order, and select the top m samples as the representative ones. Similarly, we rank all the features by the l 2 norm of the columns of W in descending order, and choose the top r features to represent the samples.
We take the FG-NET dataset 2 as an example to illustrate the effectiveness of the l 2;1 norm constraint on W and W T in (7). Figs. 2a and 2b are the visualizations of l 2;1 norm of W and W T , respectively. Many rows and columns in W become sparse by adding the l 2;1 norm constraints on W and W T , which means that W can conduct sample selection and feature selection simultaneously.
We also apply our method on a synthetic dataset to give an intuitive idea of how our method works. In Fig. 3 , blue circles denote original 2-D data points. The feature in the direction of the x-axis has more information (in terms of variance) than one in the y-axis direction. Red circles denote the 1-D data points selected by our method. Based on the results, our method can select representative samples and features.
Optimization Algorithm
Although the problem (7) is convex, it is not easy to be solved by sub-gradient type methods since different structured non-smooth terms are involved. In [17] , the authors proposed an easier algorithm by letting the derivative of the objective function be zero directly. But this technique does not fit our model, because our objective function has three non-smooth terms, i.e., a W k
and T k ðWXÞk 1 . As a result, it is hard to guarantee that there is an easier solution by taking the derivative of the proposed objective function directly. In this section, we employ the alternating direction method of multipliers [37] to solve (7) . The advantage of ADMM is that it can separate the joint problem with respect to three difficult terms a
and T ðWXÞ k k 1 into three easier sub-problems. Then, the resulting three sub-problems are much easier to calculate and all of them have closed-from solutions.
In order to solve (7), we first introduce three variables c W, f W and Z, to convert (7) to the following equivalent objective function:
The augmented Lagrange function of (9) is Blue circles denote original 2-D data points, and red circles denote the 1-D data points selected by our method. where L 1 , L 2 , L 3 are Lagrange multipliers. r 1 , r 2 , r 3 are the constraint violation penalty parameters. From the augmented Lagrangian function, we can find that the subproblems about c W, f W and Z are fully separable, as a result we can introduce the classical two-block ADMM here, while considering W and ð c W; f W; ZÞ as two-block variables. Recall that in a ADMM-type algorithm, the basic Gauss-Seidel structure in (t þ 1)th iteration is as
Next, we will introduce how to solve these subproblems in detail.
i) Compute the subproblem about W kþ1 : When the other variables are fixed with the former iteration result
The necessary optimality condition further follows as
This implies
For writing conveniently, let
the equation above becomes
Since M and XX T are positive semi-definite and symmetric, we can perform eigenvalue decomposition with all nonnegative eigenvalues, obtaining
where P and Q are both orthogonal. Q 1 and Q 2 are two diagonal matrices. Plugging (13) into (12), we obtain
Let Y ¼ P T WQ, then (14) becomes
As we know, ðQ 1 Þ ii ! 0; ðQ 2 Þ jj ! 0. In the meantime, r 2 and r 3 are greater than zero in practice, so the denominator in the equation above is greater than zero. After obtaining Y, we can easily calculate W kþ1 as
ii) Further we calculate the subproblem about c W kþ1 , i.e.,
In order to solve the subproblem (16), we first decouple it as
respectively. The problem (17) can be solved by the following lemma [39] : Lemma 3.1. For any s; h > 0, and v 2 R q , the minimizer of
is given by
Based on this lemma, we can obtain the optimal c W kþ1 as
Similar to solve (16) , the optimal f W kþ1 can be easily obtained by
iv) In order to compute the subproblem about Z kþ1 , we need to solve
The problem (23) can be solved by the following matrix shrinkage operation Lemma [40] :
Input: The data matrix X 2 R dÂn , parameters a, b, and . 
. update the parameters r 1 , r 2 , and r 3 by 
is given by L m ðKÞ 2 R sÂt , which is defined componentwisely by
where sgnðtÞ is the signum function of t 2 R, i.e.,
Based on Lemma 3.2, we can obtain a closed-form solution of Z kþ1 whose (i; j)th entry is expressed as
The key steps of the proposed ALFS algorithm are summarized in Algorithm 1. We can also extend our method to the kernel version by defining a new data representation to incorporate the kernel information as in [41] .
Algorithm Analysis
From the framework of ALFS, we can find that Algorithm 1 is the direct application of the classical two-block ADMM, although the problem has more than two block variables. All the subproblems in Algorithm 1 have closed-form solutions. Based on the classical convergence results, we can obtain the global convergence of Algorithm 1 to the primal-dual optimal solution of problem (9) (see [42] , [43] ). In the following we present both the global convergence and the iteration complexity results of Algorithm 1. 
Then we have the following results:
1) (Global Convergence) The sequence fS k g converges to a primal-dual optimal solution pair ðW 1 ; c
is the global optimal solution of problem (9) and W 1 is the global optimal solution of problem (7). 2) (Constraint Satisfactory) Both constraint violations will converge to zero, e.g.,
Þ be an optimal solution pair, we have L r 1 ;r 2 ;r 3 ðS
where C 1 denotes a constant related with S 0 and S Ã .
4) (Non-ergodic Iteration Complexity [45] ) The non-ergodic iteration complexity can be written as
where C 2 also denotes a constant related with S 0 and S Ã and H is a matrix related with X as follows: 
For the detailed proof, refer to [43] , [44] . The first and second parts of this theorem show the global convergence of the presented algorithm, including sequence convergence and constraint convergence. From the first part, we can find that the sequence converges to the primal-dual optimal solution pair, while the second part shows the two linear constraints converge to zero in the sense of Frobenius norm. The third and fourth parts above show a global convergence speed of ADMM, in the sense of ergodic and nonergodic respectively. The inequality (26) is the ergodic iteration complexity, which denotes the characterization of -optimal based on primal-dual optimality gap as follows:
Thus, it means that after k iterations, we can obtain an Oð1=kÞ-optimal solution. The inequality (27) calculates the optimality condition between adjacent iterations, although this can not indicate convergence, but it really can accelerate the global convergence.
The above theorem not only shows the global convergence of Algorithm 1, but also presents two cases of iteration complexity. The global convergence means that the generated sequence converges to the optimal solution based on any initial point. Further the iteration complexity results mean that how good the iteration result is after k iterations. We can also find that both iteration complexity results are Oð1=kÞ, which is in the same order as many first-order algorithms. In addition, we also discuss the computational complexity in each iteration. The main computation in each iteration comes from updating W, c W, f W, Z and the dual variables L 1 , L 2 , and L 3 . The update steps of the dual variables refer to one matrix multiplication and several matrix
For updating c W and f W, both of the complexities are of order OðndÞ. Updating Z needs Oðn 2 dÞ. Therefore, the total computational complexity in each iteration is
In [17] , the total computational complexity in each iteration is Oðn 4 þ n 3 dÞ. Compared to [17] , our method has lower complexity when the number of samples is large.
EXPERIMENT
In this section, in order to sufficiently verify the effectiveness of our method, ALFS, we try to perform it on eight publicly available datasets across different domains including artificial data, microarray data, image data, video data, biological data and mobile data. As we know, datasets from diverse domains serve as a high-quality test bed for a comprehensive evaluation. In addition, these datasets are widely used for evaluating active learning or feature learning algorithms, such as Madelon [22] , FG-NET [46] , UCF11 [47] , TOX-171 [22] , ORL [22] , CLL_SUB_111 [22] , Musk [48] , HAR [49] . Table 1 summarizes the details of the datasets used in the experiments.
Experimental Setting
Compared Methods. Since ALFS is related to the second group of active learning algorithms, i.e., reconstruction based methods (see discussion in the Introduction section), we compare it with some state-of-the-art approaches in this group to demonstrate the effectiveness of ALFS, including TED [18] , RRSS [17] , ALNR [21] . We also compare with a randomized algorithmic CUR decomposition [33] that is called R-CUR. In addition, we take random sampling (RS) as another baseline. There are two variants about our method, ALFS-I and ALFS-II. ALFS-I ignores local linear reconstruction, while ALFS-II incorporates it into the learning progress.
To further show the benefit of simultaneous active sample selection and feature selection, we also compare our ALFS against some feature selection approaches combined with the active learning approaches above, i.e., first using feature selection methods to reduce the dimension, and then applying the active learning methods above to select samples. We use five kinds of unsupervised feature selection methods: Laplacian [24] , SPEC [23] , UDFS [50] , Inf-FS [51] , and SOGFS [52] , to combine with the active learning algorithms in the experiments, respectively.
Experimental Protocol. Following [17] , for each dataset, we first randomly select 50 percent of the data points as candidate samples for training, from which we apply the compared active learning methods to select a subset of samples to request human labeling. Using the selected samples and their queried labels as training data, we learn a classification model, and evaluate the representativeness of the selected samples in terms of classification accuracy on the remaining 50 percent data samples. The latter is regarded as the testing data. In order to demonstrate that our method is not sensitive to different classifiers, we use two kinds of classical classification models: support vector machine (SVM) and decision tree, to evaluate the effectiveness of the proposed method. For simplicity, we use the linear kernel in SVM, and fix the hyperparameter C ¼ 100 through the experiments. The parameters a, b, and in our algorithm are searched from f10 À4 ; 10 À3 ; . . . ; 10 0 ; . . . ; 10 3 g. For a fair comparison, the parameters in TED, RRSS, and ALNR are also searched from the same space. In the experiment, we repeat every test case 10 times, and report the average classification performance.
Experimental Result
Comparison with Active Learning Algorithms. In order to demonstrate the effectiveness of our ALFS in selecting representative samples, we compare ALFS with peer state-of-the-art active learning algorithms. For ALFS and R-CUR, we vary the number of selected features from 10 to 100 with an incremental step of 10 on all datasets, 3 and report the best results. We do not perform RRSS on the HAR dataset, because of its extremely time cost Oðn 4 þ n 3 dÞ, where n and d denote the numbers of samples and features, respectively. The results are shown in Figs. 4 and 5. We can observe that ALFS-I obtains better performance than all other candidates on all tested datasets, which shows that joint active learning with feature selection is beneficial to improving classification accuracy. ALFS-II achieves the best classification performance among all datasets under different classifiers. ALFS-I and ALFS-II perform significantly better than other methods on a subset of the evaluated datasets, such as the Madelon dataset. For the Madelon dataset, when the number of the selected samples is set to 1,200 and using SVM as the classifier, ALFS-I and ALFS-II obtain 14.8 and 15.4 percent relative improvement over the second best result, ALNR, respectively. When combined with decision tree, ALFS-I and ALFS-II attain 11.3 and 12.3 percent relative improvement over ALNR, respectively. In addition, ALFS-II outperforming ALFS-I means that incorporating local linear reconstruction into the process of active learning and feature selection is helpful for improving performance. Moreover, we also observe some other interesting phenomenon. First, we note that R-CUR does not show its competency, compared to ALFS-I and ALFS-II on nearly all of the datasets. The reason is that R-CUR [33] is a general CUR model and adopts a randomized algorithmic approach to seek the matrices C and R for satisfying (1). It does not consider it as an optimization problem, making the selected samples and features unrepresentative, which limits R-CUR to be directly applied to active learning and feature selection. Second, on the Madelon dataset and the TOX-171 dataset, the state-of-the-art active learning methods, ALNR, RRSS, TED, have poor classification performance, and do not improve the accuracy apparently as the number of the selected samples to be labeled increases, when using SVM as the final classifier. Because, for the Madelon dataset there are many noisy features (Based on the introduction in the webpage, 4 there are only 5 informative features, 15 linear Best results in each column are highlighted in bold fonts.
4. https://archive.ics.uci.edu/ml/datasets/Madelon combinations of these five features, and 480 distractor features having no predictive power.), and for the TOX-171 dataset, there are 5,748 features, being relatively large to the number of the samples. Thus, when using these features to train SVM without dimension reduction or removing noise variables, the model is easy to overfit, which degrades the generality ability of the model. This also indicates that active learning can benefit from feature selection. In contrast, when combined with decision tree, these active learning methods obtain good results on these two datasets. The reason is that decision tree only employs a small subset of features from the decision hyperplane, which can play the role of feature selection for removing noisy or redundant features to some extent. Third, active learning methods perform better than random sampling in general, especially when combined with decision tree. This shows that it is indeed meaningful to learn to select samples for human labeling in the supervised learning scenario.
Comparison with Feature Selection + Active Learning. In order to demonstrate the necessity of simultaneous sample and feature selection, we compare ALFS with peer unsupervised feature selection methods combined with the active learning algorithms above. We fix the number of selected samples to the truncations as shown in Fig. 4 , and test the classification accuracies with different feature dimensions. We still do not perform RRSS on the HAR dataset, due to its extremely time cost. The results are reported in Tables 2, 3 , 4, 5, 6, 7, 8, and 9. We can see that when using SVM or decision tree as the classifier, both of ALFS-I and ALFS-II outperform those approaches treating sample selection and Best results in each column are highlighted in bold fonts. Best results in each column are highlighted in bold fonts.
feature selection as two separate steps. Taking the Madelon dataset as an example, when the number of selected features is set to 10, ALFS-II achieves 8.0 percent relative improvement over RRSS combined with Laplacian and SVM, 10.7 percent relative improvement over RRSS with SPEC and SVM, 15.1 percent relative improvement over RRSS with Laplacian and decision tree, and 20.8 percent relative improvement over RRSS with SPEC and decision tree. This further indicates that simultaneous sample and feature selection is promising for obtaining better performance. In addition, ALFS-II achieves better results than ALFS-I under various dimensions, which comes to the same conclusion mentioned above. We also observe that our method usually has competitive results at the lower dimensions, and even has higher accuracies than using all features under most of the datasets. It also verifies that it is meaningful to simultaneously perform active learning and feature selection.
Coupling of Active Learning and Feature Selection. In order to further show the coupling of active learning and feature selection, i.e., noisy and redundant features can bring adverse effect on sample selection, while representative samples will be beneficial to feature selection, we conduct deep studies on the TOX-171 dataset. We first show the benefit to active learning through embedding feature selection. The results are listed in Tables 10a and 10b. In Table 10a , when fixing the number of the queries, the performance using a small subset of all the features is always better than that of using all the features. For Table 10b , the accuracies of using a subset of all the features are superior to those of using all the features under most of the cases. Even though it is not higher, the performance of using a feature subset is still comparable to that of using all the features. Therefore, it is clear that embedding feature selection is good for learning representative samples.
Next, we will demonstrate that active learning is also helpful to learning informative features. In order to make our experiments more practical and challenging, we add 20 percent noisy data samples into the original dataset to form a new dataset. The noisy variable is sampled from the standard normal distribution, and the noisy label is drawn from the discrete uniform distribution on ½1; 2; 3; 4. Based on the new dataset, we randomly divide it into two parts: one part is used as the candidate set to query representative samples for training, and the other part is used as the testing set. When querying the selected samples, we use SVM and decision tree as the final classifier for classifying the testing data, respectively. Tables 11a and 11b report the results. With the fixed feature dimensions, querying all the samples, i.e., 102 samples, for training can not obtain the best classification performance. In contrast, only selecting a small subset of samples for requesting human labeling can significantly improve classification accuracy, compared with querying all the samples. This indicates that representative samples are beneficial to learning informative features.
CPU Time and Sensitivity Analysis
We test the CPU running time with different convergence tolerance on the Madelon dataset and the FG-NET dataset. The experiments are conducted on a laptop with Intel(R)-Core(TM) CPUs of 3.20 GHz and 4 GB RAM, and ALFS-II is implemented using MATLAB R2014b 64-bit edition without parallel operation. The result is shown in Fig. 6 . The CPU time grows linearly with increasing on both datasets.
We also study the sensitivity of our algorithm to the parameters, a, b, and , on the Madelon and FG-NET datasets. In the experiment, we first fix the number of the selected features to 10, and set the number of the selected samples to the truncations as shown in Fig. 4 . Then, we fix one parameter and vary the other two parameters. We report the accuracy of our algorithm with SVM as the final Best results in each column are highlighted in bold fonts.
classifier. The results are shown in Fig. 7 . We can see that our method is not sensitive to all the parameters with wide ranges. In Figs. 7a and 7d , when a and b are set to small values, the performance of the model degrades significantly. This is because the smaller a and b are, the lower the weight of the second and the third terms in (7) is. In this way, it is hard to guarantee that the columns and the rows of the matrix W are sparse, which makes our algorithm fail to learn representative samples and features. Therefore, we should set larger a and b in practice.
CONCLUSIONS AND FUTURE WORK
In this paper, we present a unified framework to simultaneously conduct active sample learning and feature selection (ALFS). Given an unlabeled dataset, our formulation naturally and effectively incorporates feature and sample selection by solving a regularized optimization problem rooted from CUR factorization. We further relax the original NP-hard non-convex problem into a convex one by introducing the structured sparsity-inducing norms, which allows for an efficient iterative optimization algorithm (ADMM). The superior performance of our method over the state-of-the-art methods is verified by extensive experimental evaluations with eight benchmark datasets. Several interesting directions can be followed up, which are not covered by our current work: Best results in each column are highlighted in bold fonts. Leveraging labeled samples: ALFS selects samples and features from a perspective of data reconstruction in an unsupervised setting. If label information is available, we can incorporate such prior information into our framework, e.g., taking the objective function of [53] as a regularization term. This would be helpful if a specific task is only relevant to a few features and our 'blind' feature selection method may keep unnecessary features although they are indispensable to represent the sample set itself. Additional regularization terms: In our work, motivated by the local reconstruction philosophy, we add the cross-sample regularization term as presented in Section 3.3. This term alleviates the underdetermination condition of the factorization problem, and contributes to the robustness of our method. Symmetrically, a cross-feature regularization term can be also applied.
