Abstract. We introduce the group DU(m) of m × m dyadic unitary matrices, i.e. uni-7 tary matrices with all entries having a real and an imaginary part that are both rational 8 numbers with denominator of the form 2 p (with p a non-negative integer). We investigate 9 in detail the finite groups DU(1) and DU(2) and the discrete, but infinite groups DU(3)
clusively Gaussian entries. This means that the matrix entries are Gaussian automatically is also such a matrix. We call this group the Gaussian uni- where the non-negative integer p is chosen such that at least one entry is not 59 reducible, i.e. such that at least one of the 2m 2 numerators a, b, . . . is odd.
60
As the real part and the imaginary part of each matrix entry is a dyadic ) ,
The Group DU(1) and its subgroup XDU(1)

115
The group DU (1) isomorphic to the cyclic group Z 4 .
120
The subgroup MDU(1) is identical to DU (1) . The subgroup XDU(1) has 121 order 1 and is isomorphic to Z 1 .
122
The Group DU(2) and its Subgroup XDU(2)
123
We consider the unitary matrices of the form 
128
According to Lagrange's theorem each natural number can be written as the 129 sum of four squares. So can 4 p .
130
If p = 0, then only one partition into four squares exists:
132 If p > 0, then (1) implies that a 2 + b 2 + c 2 + d 2 has to be a multiple of 4. 
140
We denote by p s (n) the number of partitions of a number n into s squares.
141
In contrast to this number of partitions, the total number of representations 142 of the number n as a sum of s squares takes into account order and sign of 143 the parts, thus e.g. considering 4 = 2 2 +0 2 +0 2 +0 2 , 4 = 0 2 +2 2 +0 2 +0 2 , and 144 4 = (−2) 2 + 0 2 + 0 2 + 0 2 as three different solutions of
145
This number of 'lattice on the hypersphere with radius √ n ' traditionally is 146 denoted r s (n). We have (for n > 0 and s > 3) that r s (n) ≫ p s (n). Thanks 147 to Jacobi [6] , explicit expressions [7, 8, 9 ] exist for r 2 (n), r 4 (n), r 6 (n), r 8 (n),
148
and r 12 (2n). In particular, we have 149 r 4 (n) = 8 2 × 2 matrices with p > 1 exist.
160
We conclude that the group DU(2) consists of matrices with level equal to 161 either 1 or 2. As a consequence, the group is finite. It consists of the Gaussian
162
unitary matrices where either all denominators are 1 (and numerators are 163 based on (2)) or all denominators are 2 (and numerators are based on (3)):
, 165 where α and β are 1, i, −1, or −i and a, b, . . ., and h are 1 or −1. This yields a group of order 96. Its most notorious members are
) and 1 2 
with successive orders
178
According to the definition in Sect. 3, the members of DU(2) with all four 
The Group DU(3)
184
For the case m = 3, we have to investigate a partition into six squares: • choose an arbitrary odd number a such that a 2 ≤ 4 p ,
189
• choose an arbitrary number b such that b 2 ≤ 4 p − a 2 , and
190
• apply Lagrange's four-square theorem to the number 4 p − a 2 − b 2 .
191
There always exists at least one partition of the form 
) .
200
For n = 4 p this yields
i.e. an exponentially increasing function of p, in strong contrast to (4).
203
Within the infinite group DU(3), the matrices with p = 0 form the finite following representatives: 
228
It turns out to be advantageous to decompose the number 2 into the 229 irreducible elements of the Gaussian integers,
where −i is one of the four Gaussian units (i.e. 1, i, −1, and −i) and 1 + i is 232 a Gaussian prime. We thus obtain
234
We may say that r 1 is of level 1+i, whereas r 2 is of level (1+i) 2 . In this sense, The number of DU(3) matrices of different levels χ q are given in Table 1 . 
252
An arbitrary matrix A of DU(3) of level χ q looks like
with at least one of the nine entries a + ib, c + id, . . ., or r + is not divisible 255 by χ. We now introduce the matrix R n (A), where n is a Gaussian integer.
256
It is obtained by multiplying A by its level χ q and subsequently computing 257 the remainder when dividing each matrix entry by n:
.
262
Note that all entries of an R χ matrix are either 0 or 1 and all entries of an 263 R 2 matrix are 0, 1, i, or 1 + i.
264
For any Gaussian integer n, we have nn mod χ = n mod χ. Therefore,
265
the unitarity condition
and similar for the remaining two rows, as well as for the three columns.
270
Taking also orthogonalities into account, we can conclude that the R χ matrix or equivalent, i.e. of this type after permutation of rows or permutation of
277 where the lower-right submatrix M exists in five flavours:
) and
279
They correspond to the five 2 × 2 matrices G 1 , G 2 , . . ., and G 5 discussed in
280
Appendix D. 
292
Detailed study [16] demonstrates that the b matrix has to be applied if 293 the R 2 matrix (7) contains the submatrix
and the b matrix should not be applied if the submatrix is
297
• Finally, one right-multiplies by the matrix (of level χ)
The Group of Dyadic Unitary Matrices
11
The second and the third step of the procedure are illustrated by an example 300 where we lower the level of a given matrix from χ 5 to χ 4 :
what, expressed in dyadic form, looks like 303 1 8
The underlying reason why the 3-step procedure always works, is explained in Appendix D: it suffices to choose the appropriate matrix
) , equal either to 1 2
in order to guarantee that the product of two R 2 matrices
is the 3 × 3 zero matrix (modulo 2). Now, if an R 2 (A) matrix is the zero 307 matrix, then all entries of matrix A are divisible by 2 (and therefore by χ 2 ).
308
By applying the procedure again and again, we eventually obtain a de-309 composition of an arbitrary matrix into
310
• q matrices a −1 = 1 2
• q + 1 permutation matrices, and
313
• one diagonal matrix, 314 e.g.
315
1 8 
318
No procedure for shorter decomposition into matrices of levels 1 and χ is pos- line of a DU(3) matrix, based on a partition into six squares:
however with the two additional restrictions:
The number of integer solutions therefore is much smaller than r 6 (4 p ). Find-
330
ing the exact number of solutions is no easy problem. It turns out to be equal 331 to 3(2 × 4 p − 1), according to [17] . 
and with sizes 18 and 36, respectively. The former is of level (1 + i) 1 , the 339 latter of level (1 + i) 2 . See Table 2 . We note that, for q > 1, the number of 
where the 3 × 3 matrices a and a −1 are defined in Sect. 6 and where .
352
Because the group P(3) of permutations can be generated by two gener- we may conclude that the group XDU(3) can be generated by two generators,
363
XDU(3) can also be generated by the following two generators:
365
Thus any member of XDU(3) can be written as a product of square roots of such that it is no surprise DU(4) is infinite.
373
We consider within the infinite group DU(4), the subgroup MDU(4) of 374 monomial matrices. It is isomorphic to DU(1) 4 : S 4 , of order 4 4 × 4! = 6, 144. 
i.e. the tensor product of two 2-point Fourier transforms F 2 :
399
To the latter double coset belongs the matrix representing the twin square roots of NOT:
402
All matrices of the form 
407
There are in fact nine classes [16] with level 2 1 .
408
All matrices of level (1 +i) 0 fall apart in four 1×1 blocks and are member Table 1 gives the number of DU(4) matrices for 416 some levels. However, for a given 4 × 4 matrix, in order to lower its level from χ q to χ q−1 , it may be necessary to apply the 3-step procedure of Sect. 6 not just once but once, twice, or three times b . To further lower the level (from χ q−1 to χ q−2 , χ q−3 , . . .), the 3-step procedure needs to be applied, each time, either once or twice. As a result, the number of a −1 factors in the decomposition is 2q + 1 at most. One of the underlying reasons why a procedure similar to the DU(3) procedure is applicable, is the fact that all six matrix types (10) consist of 2 × 2 blocks, either equal to ( 0 0 0 0 ) or equal to
such that Appendix D can again be applied [16] . for q > 3.
436
An arbitrary member of XDU(4) can be factorized without phase gates.
437
Because the permutation group P(4) can be generated by two generators, 
we may conclude that the group XDU(4) can be generated by two generators, e.g. 
445
Finally, because g 2 can be decomposed as
we can conclude that the whole group XDU(4) can be generated by three 448 different controlled square roots of NOT:
451
Two of them control a same qubit, the third controls the other qubit. Two i.e. all 4 × 4 matrices of the form
where O denotes either the 1 × 3 zero matrix or the 3 × 1 zero matrix, and 458 y is a member of XDU(3).
459
We summarize the present section by concluding that any matrix in 460 XDU(4) can be written as a product of controlled square roots of NOT. 
] .
482
The set of DU(m) matrices of level χ 2 is much richer, as they do also i.e.
, and
they also may display five different 4 × 4 block types: ) .
For m = 3, we have ℵ 0 levels: level 1 with only one remainder class, i.e. We now conjecture that also in the case of arbitrary dimension m and arbitrary level (higher than χ 0 ), the R χ types consist exclusively of 2 × 2 blocks
and (in case m is odd) a zero row and a zero column. We checked that this 
506
We close the present section by drawing attention to matrices of one i.e. χ −w times a tensor product
Fourier transforms. 
533
For an XDU(m) of arbitrary level χ q , we conjecture a decomposition 
542
We propose a simple algorithm to decompose an arbitrary member of DU(3) 543 into a product of DU(3) matrices with exclusively denominators 2 0 and 2 1 .
544
A similar, though somewhat more complicated, algorithm is introduced for has m identical row sums, then that row sum is on the unit circle.
551
Let M be an m × m unitary matrix, where the m row sums are de- and a scalar σ that merely is a complex phase.
564
Analogously, if a unitary matrix has all identical column sums, then that 565 column sum is on the unit circle.
566
Finally, if a unitary matrix has all row sums equal (say, σ) and all column 567 sums equal (say, τ ), then these two sums are equal. The proof is trivial: it 568 suffices to compute, in two different ways, the sum of all matrix elements,
An example of a dyadic unitary matrix with dimension m equal to 3 and 572 level equal to 2 is given by 
583
As an immediate consequence, DU(m) with m larger than 3 also is infi- ] .
596
The numbers (a Applying Gaussian primes to Sect. 5 leads to the conclusion that the group DU(2) consists of 32 matrices of level 1 and 64 matrices g of level χ. The latter all have the same remainder matrix R χ (g) equal to ( 1 1 1 1
) , but can have five and only five different remainder matrices R 2 (g) (up to 649 equivalence by row or column swapping). We call these 2 × 2 matrices 650 G 1 , G 2 , . . ., and G 5 , respectively, see Table 3 . ) .
654
We compute the matrices R 2 (ga) = G j R 2 (a) and R 2 (gba) = G j R 2 (b a). With ) , this yields Table 3 . We see that in two cases multiplication by R 2 (a) leads to
