A Monte Carlo based computer model has been developed for electron beam computed tomography ͑EBCT͒ to calculate organ and effective doses in a humanoid hermaphrodite phantom. The program has been validated by comparison with experimental measurements of the CT dose index in standard head and body CT dose phantoms; agreement to better than 8% has been found. The robustness of the model has been established by varying the input parameters. The amount of energy deposited at the 12:00 position of the standard body CT dose phantom is most susceptible to rotation angle, whereas that in the central region is strongly influenced by the beam quality. The program has been used to investigate the changes in organ absorbed doses arising from partial and full rotation about supine and prone subjects. Superficial organs experience the largest changes in absorbed dose with a change in subject orientation and for partial rotation. Effective doses for typical clinical scan protocols have been calculated and compared with values obtained using existing dosimetry techniques based on full rotation. Calculations which make use of Monte Carlo conversion factors for the scanner that best matches the EBCT dosimetric characteristics consistently overestimate the effective dose in supine subjects by typically 20%, and underestimate the effective dose in prone subjects by typically 13%. These factors can therefore be used to correct values obtained in this way. Empirical dosimetric techniques based on the dose-length product yield errors as great as 77%. This is due to the sensitivity of the dose length product to individual scan lengths. The magnitude of these errors is reduced if empirical dosimetric techniques based on the average absorbed dose in the irradiated volume ͑CTDI vol ͒ are used. Therefore conversion factors specific to EBCT have been calculated to convert the CTDI vol to an effective dose.
I. INTRODUCTION
Computed tomography ͑CT͒ is rapidly becoming the primary source of manmade radiation. It has been estimated that in developed countries it currently contributes to 40%-75% of the collective dose arising from medical examinations, despite its relatively low use. [1] [2] [3] However, the advent of multislice CT and the concurrent development of sophisticated scanning techniques, such as CT angiography, are causing rapid increases in the number of CT scans performed. 3 Large inconsistencies in individual radiation doses are also encountered for ostensibly equivalent examinations. 4, 5 In 2000 the International Commission on Radiation Protection ͑ICRP͒ recommended that particular attention should be given to optimizing radiation doses from this modality. 6 The first step in this exercise is the calculation of the effective dose delivered to a standard patient during a CT scan.
Three approaches can be adopted to estimate effective doses to patients undergoing CT. The first uses Monte Carlo techniques to simulate CT exams. Conversion factors, which relate organ doses in standard mathematical phantoms to a measurable dosimetric quantity, such as the CT dose index ͑CTDI 100 ͒ ͑Refs. 7 and 8͒ measured free-in-air, were generated for the scanner models of the time by the National Radiological Protection Board ͑NRPB͒ ͑Ref. 9͒ and Gesellschaft für Strahlen-und Umweltforschung ͑GSF͒. 10 Dedicated software is available to manipulate these conversion factors easily [11] [12] [13] and can be readily used to calculate effective doses for most CT protocols. However electron beam CT ͑EBCT͒ scanners were not represented in these conversion factor data sets. The second approach is empirical in nature and is based on the measurement of the weighted CT dose index ͑CTDI w ͒ ͑Ref. 8͒ in standard head and body polymethyl methacralate ͑PMMA͒ dose phantoms developed by the Centre for Devices and Radiological Health ͑CDRH͒ for CT. 7, 14, 15 CTDI w is a measure of the average absorbed dose within the slice for a single rotation of the x-ray tube. It is used to obtain the dose-length product 8, 16 ͑DLP͒, which provides a measure of the radiation dose for the whole CT scan. The DLP is in turn empirically related to effective dose using generic conversion factors which were obtained for specific anatomical sites from the NRPB Monte Carlo data sets, 9 and which are independent of the scanner model. 8, 16 In modern scanners CTDI w , or the related quantity, CTDI vol , 17 and DLP are displayed, thus making this the most practical method for estimating patient doses. ͑It is noted that, in general, measurements in CT are made with instruments calibrated in terms of air kerma, and are measurements of kerma and not absorbed dose. For consistency with current usage, we maintain the names of CTDI and DLP although this terminology may change in the future. 18 ͒ The third approach is based on measurement of organ doses in a physical anthropomorphic phantom using thermoluminescent dosimeters ͑TLDs͒, and using these data to calculate effective dose. This is a cumbersome and time-consuming method, as TLD measurements must be carried out for each protocol in turn.
Concern about patient radiation doses in EBCT has been rekindled due to the increase in the number of coronary calcium scans performed as screening procedures, 19 and as a consequence of the desire to compare its performance for heart imaging with that of multislice CT scanners. There is a paucity of information on patient radiation doses in EBCT, partly due to the small equipment base. McCollough et al. 20 provide dosimetric data that can be used to calculate CTDI w , and hence effective dose, for most scan protocols. Effective doses for coronary calcium scoring and cardiac angiography have been reported that are derived using calculations based on existing Monte Carlo conversion factors for 360°r otation, 21, 22 the empirical approach, 19, 21 and phantom measurements. 23, 24 Radiation doses for chest and abdominal scanning are also available from phantom measurements 23 and CTDI 100 -based techniques. 25 The use of existing Monte Carlo data generated for 360°r otation can at best provide a coarse indication of the effective dose, as the EBCT scanner is not included in the data set, nor is partial rotation otherwise represented. The distribution of the absorbed dose within the scan plane differs considerably to that found in a conventional system 20 and thus conversion factors calculated for 360°rotation will not reflect the asymmetry in the absorbed dose in anterior and posterior organs. The use of the empirical approach for patient dose calculations in EBCT is also problematic, as there is no reason to expect that the generic factors converting DLP to an effective dose, which again are derived from data for 360°rotation, would be appropriate for partial rotation.
The purpose of this work is therefore to develop a Monte Carlo model for EBCT and, having validated it, to calculate the effective dose to a standard subject for a comprehensive range of CT scan protocols. Existing calculation methods are then evaluated, and dedicated Monte Carlo conversion factors for EBCT are presented for cases where dosimetric errors greater than 20% might be incurred.
II. MATERIALS AND METHODS

A. The EBCT scanner
The EBCT scanner modelled in this work was a C-150 LXP ͑Imatron Corporation, San Francisco, CA͒. It comprises a moving electron beam that sweeps one of four stationary tungsten target arcs. The targets are located inferior to the patient couch and subtend an angle of 210°at the center of rotation ͑the isocenter͒. Two stationary partial detector rings are sited superior to the patient couch. Thus all images are reconstructed from projection data acquired over a partial rotation of 210°. The scanner is operated at a voltage of 130 kVp and a beam current of 630 mA in three modes. In single slice mode ͑SSM͒, which is equivalent to axial scanning, one target is used with a single detector ring, and a radiology collimator provides 6, 3, or 1.5 mm slices; the sweep time is 100 ms. In continuous volume scanning ͑CVS͒, the same target, radiology collimator and detector configurations are used but the patient couch is moved continuously; this mode is analogous to helical scanning. In multislice mode ͑MSM͒, all four targets are used in conjunction with both detector rings, giving a total of eight 7 mm slices with no table movement; the sweep time is 50 ms. The x-ray beam is delimited along the scanner axis by four brass collimators; the radiology collimator is not used in MSM. In all modes clinical exposure times are set to multiples of the sweep times.
B. Program description
The Monte Carlo model used in this work has evolved from computer programs developed by this group in collaboration with the Department of Radiation Physics, Linköping University, Sweden, for the simulation of planar x-ray imaging. [26] [27] [28] Photons are transported through a voxel phantom based on that developed by Zubal et al. 29 to simulate the patient. The female reproductive organs, the breasts and two additional layers of voxels, representing the patient 34 In order to adapt the Monte Carlo program to CT, the following modifications were made. The coordinates of the x-ray focus within the scan plane were defined along a circular trajectory with a radius of 90 cm and centred at the isocenter of the scanner, which was also the origin of the laboratory coordinate system. The coordinate of the x-ray focus along the rotation axis of the scanner was defined in discrete intervals to simulate stepping along the length of the patient. For each projection the x-ray beam dimensions parallel to the scan plane were limited by the phantom boundaries. The number of photon histories per rotation was adjusted to ensure constant x-ray flux at the isocenter. The x-ray beam dimensions perpendicular to the scan plane were determined by a curved collimator, with a radius of 39.4 cm and an aperture adjusted to yield the x-ray beam width at the isocenter corresponding to the selected slice thickness. The x-ray spectrum was generated using a program of Birch et al. 35 by setting a peak voltage of 130 kV, a target angle of 8°͑ typical for CT scanners͒ and varying the thickness of a copper filter to match the experimentally determined half-value layer ͑HVL͒. Copper was the material amongst those available in the program that provided the best match for the stainless steel exit window of the target chamber. Information on the exit window was obtained from the manufacturer.
The voxel phantom was placed supine or prone as required and aligned symmetrically in the laboratory coordinate system, so that the axis of rotation coincided with the midline of the phantom without the table support ͑Fig. 1͒. The voxel dimensions were adjusted to match those of ICRP Reference Man. 36 The table support material was taken to be cellulose. The radiological path-length through the scanner couch was determined by measuring the thickness and the average CT number of the couch on a CT image. The density of the cellulose was then adjusted to match the radiological path-length through the two layers of patient support voxels to that of the scanner couch. Organ doses and the effective dose was normalized to the CTDI 100 calculated free-in-air at the isocenter for the complete simulation using a cylindrical chamber of 0.45 cm radius and 10 cm length.
C. Experimental measurements
All measurements were undertaken on the C-150 LXP EBCT scanner ͑Imatron, San Francisco, CA͒ at the Royal Brompton Hospital, London, UK. A dedicated pencil CT chamber of 10 cm length ͑202X-3CT͒ coupled to a MDH 2026 electrometer ͑Radcal, Monrovia, CA͒ was used for the determination of the half-value-layer ͑HVL͒ and CTDI 100 .
The x-ray beam was imaged free-in-air to minimize scatter by suspending X-OMAT V speed film ͑Eastman Kodak Company, Rochester, NY͒ horizontally at the isocenter. The full-width-at-half maximum of the x-ray beam was measured directly at the center of the visible beam.
Ideally, HVL measurements should be carried out with a stationary tube and narrow beam collimation. 37 It is not possible to obtain a single projection with this scanner so an alternative approach was adopted. A layer of lead sheets of at least 2 mm thickness was placed on the collimator proximal to the target to block the x-ray beam except for a narrow window ͑3-4 cm͒ at the nadir. The residual transmission through the lead sheets was first established for the SSM exposure conditions to be used by blocking the window, then the HVL measurements were conducted as normal. The contribution to the air kerma readings arising from transmission through the lead sheets was subtracted from all readings before the HVL was calculated.
The CTDI 100 was measured in air at the isocentre for all available slice thicknesses in SSM and for all targets in MSM. The values used are averages over 8-20 readings taken over a 12 month period.
D. Model validation
The accuracy of our Monte Carlo model in determining absorbed dose at depth was investigated by comparing the calculation of CTDI 100 in the head and body CT dose phantoms with experimental measurements. Voxel models of the two phantoms, including the patient support table, were designed and incorporated into the program in place of the humanoid phantom. In order to mimic the experimental setup, CTDI 100 was calculated within an air cavity that could be located at the center of the phantom, or 1 cm below the surface at positions corresponding to those on a clock face. The air cavity was cylindrical with 0.45 cm radius and 10 cm length, thus corresponding exactly with the CT chamber used experimentally. All regions of interest were simulated in turn for both 3 and 6 mm SSM. The air density was set to an arbitrary value of 0.3 g cm −3 in order to increase the number of interactions within the air cavity and shorten program run times to reasonable levels. This approach was adopted only after establishing that it would not significantly perturb the dose distribution within the phantom. Sufficient photon histories were used in all cases to maintain the precision of the calculated absorbed dose to better than 2%.
The experimental measurements were undertaken on the EBCT scanner at the Royal Brompton Hospital on two separate occasions. The head and body CT dose phantoms were placed on the patient support table and aligned with the scanner isocentre with the aid of the positioning lasers and scan plane coordinates available on the CT image. CTDI 100 was measured in the PMMA phantoms with the pencil CT chamber at the center and 1 cm below the surface at the 12:00, 3:00, 6:00, and 9:00 positions on a clock face in turn. Exposure times selected were 0.2 s for the head phantom and 0.4 s for the body phantom. The CTDI 100 was also measured free-in-air at the isocenter for normalization purposes.
E. Sensitivity of the model to input parameters
The sensitivity of the depth dose characteristics to the beam quality, the rotation angle, and the phantom offset from the isocenter used in our Monte Carlo model was assessed using a simple voxel phantom representing the body CT dose phantom without a patient support table. The PMMA kerma length product ͑PKLP͒ was calculated at the center of the phantom, and at the cardinal points 1 cm below the surface, within cylindrical regions of interest of 0.45 cm radius parallel to the scan plane, and 10 cm depth along the axis of rotation. The HVL was varied between 8 and 11 mm Al; the rotation angle was increased between 200°and 220°whilst maintaining the starting and end points equidistant from the zenith; and the phantom was offset between ±15 mm. Sufficient photon histories were used in all cases to maintain the precision of the calculated PKLP to better than 2%.
F. Influence of patient orientation on organ doses
It is expected that the partial 210°irradiation geometry will lead to differences in organ absorbed doses between supine and prone subjects which are most pronounced in peripheral organs. The magnitude of this effect in different body regions was evaluated by simulating brain, chest, abdomen, and pelvis scans using our Monte Carlo program. The following irradiation strategies were adopted: partial 210°irradiation with the voxel phantom in supine and prone orientations, and full 360°irradiation with the phantom in the supine orientation. The latter irradiation strategy is not possible with EBCT. It has been included to investigate how the organ absorbed doses delivered by EBCT would compare with those delivered by a conventional CT scanner with the same x-ray spectrum, collimator, focus-to-isocenter distance, and total beam current-exposure time product ͑mA s͒ per rotation. The standard clinical scan protocols summarized in Table I were used for this exercise. The start and end of each scan were determined using anatomical landmarks localized on the voxel phantom; this approach reflects common clinical practice. The normalized organ doses obtained with our Monte Carlo model were scaled by multiplying by the appropriate CTDI 100 measured free-in-air as described in Sec. II C above, and the total mA s for the scan; a typical beam current of 633 mA was assumed. Sufficient photon histories were used in all cases to maintain the precision of the calculated absorbed dose to better than 2% for organs irradiated by the primary beam, and to better than 12% for organs irradiated by scattered radiation.
G. Simulation of clinical examinations
The effective doses for typical scan protocols for imaging the brain, thorax, heart, abdomen, and pelvis were calculated using our Monte Carlo program for supine and prone phantoms as appropriate. ͑It should be noted that brain imaging is not commonly performed using EBCT, but has been included here for completeness.͒ The scan details are given in Table I . The start and end of each scan were determined using conventional anatomical landmarks. The normalized effective doses obtained with our Monte Carlo model were converted to effective dose following the method described in Sec. II F. Sufficient photon histories were used in all cases to maintain the precision of the calculated effective dose to better than 1%.
In order to compare with other dosimetric techniques currently available, effective doses were also calculated using tabulated Monte Carlo conversion factors for 360°rotation, and the empirical method based on the measurement of CTDI w in the CT dose phantoms. For the former, the Im-PACT dose calculator 11 was selected. This spreadsheet-based software has been designed for use with the NRPB conversion factors for CT. The original scanner-specific conversion factors have been transposed to modern scanner models by careful matching of their dosimetric characteristics to those of the modelled scanners. 38 For this exercise the NRPB MC-DAT03 conversion factor data set 9 was adopted, as this is the data set that yields the best match for the peripheral and central CTDI 100 measured in the CT dose phantoms. The scan ranges were determined not from anatomical landmarks, but by matching the fractions of radiosensitive organs irradiated at the scan boundaries in the voxel phantom to the Cristy phantom, as described by Castellano et al. 39 This technique minimizes the errors associated with the differences in organ distributions between the two phantoms. This approach will be referred to as the NRPB technique. For the Clinical scan protocols used for Monte Carlo simulations. Key: HRCT = high resolution CT scan of the thorax; PA= pulmonary arteries; T = thorax; A = abdomen; P = pelvis; Ca = coronary calcium; SSM= single slice mode; CVS= continuous volume scan; MSM= multislice mode. 1 empirical CTDI w method, the CTDI w was obtained by scaling the normalized CTDI 100 measured in PMMA as described in Sec. II D with the appropriate average CTDI 100 measured free-in-air, and combining the central and peripheral CTDI 100 values. 8 The DLP for each scan was obtained by multiplying the appropriate CTDI w by the beam collimation, mAs per rotation and the total number of slices used in the Monte Carlo simulation. The requisite generic conversion factor 8 was then applied to estimate effective dose. This technique will be referred to as the EU dosimetry protocol.
III. RESULTS AND DISCUSSION
A. Experimental measurements
The full-width-at-half-maximum of the x-ray beam profiles measured free-in-air at the isocentre were found to be 12± 1 mm, 4 ± 1 mm, 4 ± 1 mm, and 33± 5 mm for 6, 3, 1.5 mm SSM and 2 ϫ 7 mm MSM slices, respectively. The errors quoted indicate the precision with which the measurements were made. The larger error in MSM is due to the variation in x-ray beam thickness between the four targets.
A value of 9.5± 0.1 mm Al was obtained for the halfvalue-layer, which is consistent with that found by other authors. 20 The mean and percentage coefficient of variation of the CTDI 100 measured free-in-air at the isocenter over a year of constancy measurements was 0.197± 1 % mGy/ mA s for 6 mm SSM, 0.104± 2 % mGy/ mA s for 3 mm SSM, 0.199± 1 % mGy/ mA s for 1.5 mm SSM, and 0.232± 1 % mGy/ mA s for 2 ϫ 7 mm MSM, respectively. Table II shows the CTDI 100 measured within the head and body CT dose phantoms at the central and peripheral regions of interest. The mean percentage coefficient of variation was 2.3% for the body phantom data, and 2.0% for the head phantom data. The results fall within 20% of the values specified by the manufacturers. The CTDI 100 measured in PMMA for 633 mA, 0.1 s and 3 mm SSM, and the average CTDI 100 measured in air for 3 mm SSM, are lower than, but within 20%, of those reported by McCollough et al., 20 except at the 12:00 position, which differs by 28%. These authors quote a percentage variation of 24% to indicate long-term stability in CTDI 100 for this region, and less than 10% in all other regions; therefore poorer agreement is to be expected. Differences in CTDI 100 of 20% are within the performance tolerances specified by the manufacturer. Figure 2 shows the percentage difference between our Monte Carlo calculations and the experimental measurements of normalized CTDI 100 in the CT dose phantoms. The error bars shown represent the combined calculation and experimental errors ͑taken as one standard deviation of the data samples͒. The agreement between our Monte Carlo calculations and measurements at the 3:00 and 9:00 positions is in the range 0.5%-4.2%, with the calculations overestimating the normalized CTDI 100 in all cases. This may be due to the higher modelled x-ray photon flux off the central beam axis, as oblique transmission through the target chamber exit window is not accounted for. The agreement between the 3:00 and 9:00 positions is poorest for the 3 mm SSM for both phantoms. This is due primarily to the experimental measurements, which show discrepancies of 1.7% for this mode, whilst the discrepancies for 6 mm SSM are less than 0.2%. This result could be due to an asymmetry in the x-ray beam particular to 3 mm SSM. The agreement between simulations and experiment at the 12:00 position is within experimental error for the head phantom, but outside it for the body phantom, being worst in 6 mm SSM where the discrepancy is 8%. This is due to the presence of a narrow extraneous x-ray beam, arising from poor collimation in this mode, which is detected by the experimental measurements but not simulated. The extraneous beam is not as evident for 3 mm SSM, and here the agreement between the simulation and experiment is better than 5%. The discrepancy between calculations and experiment at the 6:00 position is significantly greater than experimental error. The calculation of the normalized CTDI 100 at this region is highly susceptible to the accuracy of the couch model. A typical discrepancy of 8% is encountered between simulation and experiment, which is consistent across both phantoms and both slice thicknesses, indicating that the couch attenuation has been underestimated in the simulation. The agreement between our Monte Carlo simulation and the experiments is in the range 4.8%-5.8% for the central region. This region is most susceptible to the accuracy of the x-ray spectrum and the photon interaction cross sections used, as it is located at the furthest point from the phantom surface. The magnitude of these differences is however comparable to those found by other workers modelling CT irradiation geometry.
B. Model validation
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C. Sensitivity of the model to input parameters
Figures 3, 4, and 5 illustrate the relationship between the normalized PKLP and beam quality, rotation angle, and phantom offset, respectively. The PKLPs are shown for the central and peripheral regions of the body CT dose phantom and are normalized to the PKLP for the nominal HVL and rotation angle, and the phantom centered at the isocenter. Increases in the beam quality of the spectrum chosenindicated by the half-value-layer-give rise to a monotonic increase in the normalized PKLP in all five regions. This is most marked for the central region; as the beam quality increases, the beam penetration increases, and so does the absorbed dose at depth. Changes in the rotation angle have a small effect on the normalized PKLP at the central and 3:00 and 9:00 positions. The most pronounced effect is on the normalized PKLP at the 12:00 position, which increases rapidly with rotation angle, by 43% over the range of rotation angles tested. This is due to the increase in the number of projections that contribute to the deposition of energy via primary irradiation at this location as the scan starts and ends closer to the zenith. There is an accompanying, albeit less marked, decrease in the normalized PKLP at the 6:00 position-8.6% over the range of rotation angles tested-as the fraction of projections contributing to energy deposition at this position decreases. The effect of phantom offset on the normalized PKLP is the least pronounced of the effects investigated. Normalized PKLP at the 12:00 position decreases by 13% as the phantom is moved vertically away from the tungsten targets ͑this is the direction of negative offset͒ over ±15 mm from the isocenter. This result is to be expected as the fraction of projections directly irradiating this region will decrease. The normalized PKLP in other regions remains constant to within ±3%. Table III shows a selection of organ doses calculated for five typical scans using partial rotation about a supine and a prone subject, and full rotation about a supine subject. The   FIG. 3 . Relationship between the normalized PMMA kerma-length product ͑PKLP͒ and the half-value layer. PKLP data are calculated at the center and at 1 cm below the surface of the body CT dose phantom, and are normalized to the value obtained with a HVL of 9.5 mm Al. Error bars corresponding to one standard deviation are shown only for data with uncertainties greater than 1%.
D. Influence of patient orientation on organ doses
FIG. 4.
Relationship between the normalized PMMA kerma length product ͑PKLP͒ and rotation angle. PKLP data are calculated at the centre and at 1cm below the surface of the body CT dose phantom, and are normalized to the value obtained with the nominal rotation angle of 210°. Error bars corresponding to one standard deviation are shown only for data with uncertainties greater than 1%.
FIG. 5.
Relationship between the normalized PMMA kerma length product ͑PKLP͒ and phantom offset. PKLP data are calculated at the centre and at 1 cm below the surface of the body CT dose phantom, and are normalized to the value obtained with the phantom centered at the isocenter. Error bars corresponding to one standard deviation are shown only for data with uncertainties greater than 1%.
effect of the irradiation strategy is most marked for peripheral organs that are irradiated by the primary beam, such as the breasts, the testes and the lens of the eye. For example, prone irradiation of the breast and the testes gives rise to organ doses that are, respectively, 2.7 and 5 times greater than those encountered with supine irradiation. Extended organs such as the lungs and the brain that are uniformly distributed within the body cavity receive doses little affected by the irradiation strategy or the subject orientation.
The breast doses for a chest scan and coronary calcium scoring scan equate to 82 and 40 Gy/ mA s for supine irradiation. These values are consistent with the values of 88 and 46 Gy/ mA s measured by McCollough et al. 41 using an anthropomorphic phantom, especially when taking into account that the CTDI 100 measurements in the CT dose phantoms for the Royal Brompton scanner were on average 19% lower than those reported by McCollough et al. 20 In general, for any given organ, the absorbed doses which would be delivered by a comparable conventional CT scanner ͑using 360°rotation͒ fall between the doses delivered during partial irradiation of a supine and prone subject, with a tendency to be closer to the prone doses. This does not appear to be the case for the lungs and thyroid. However it should be noted that these organ doses are very similar across the three irradiation strategies; localized dose fluctuations, for example due to bone shielding effects, might be expected as the irradiation strategy is changed. Table III indicates that using dosimetric techniques based on 360°rotation will lead to a marked overestimate of most radiosensitive organ doses compared to partial irradiation of a supine subject, except that of the ovaries. Thus an overestimate of the effective dose would be expected in this comparison. Conversely the use of 360°dosimetric techniques will lead to a less-marked underestimate of organ doses compared to partial irradiation of a prone subject for most radiosensitive organs, again except the ovaries. An underestimate of the effective dose would be expected, but not as large as the overestimate in the supine case. The best agreement between our Monte Carlo program and other calculation techniques based on 360°rotation is to be expected when the discrepancy between the organ doses with partial and full irradiation is least, such as in the case of a brain scan. Table IV gives the effective doses calculated for typical clinical scan protocols using our Monte Carlo program. They range between 0.36 mSv for eight 50 ms slices using MSM to 16.6 mSv for an abdomen and pelvis scan. The effective doses for chest and pelvis are comparable to average values in the UK for axial scanning, 5 but higher than the doses encountered for single-slice spiral scanning. 42 The effective doses for the brain and the abdomen are higher than average values in the UK. The high dose for the brain scan is accounted for by the selection of overlapping slices, which is not standard practice. There is a tendency for EBCT volume scanning protocols such as that for an abdomen scan to deliver higher effective doses than average. This is due in part to the use of the 6 mm collimator, which is very dose inefficient in the C-150 LXP model and its predecessors: the x-ray beam is approximately twice the width of the imaged slice thickness. 20 The collimators in the latest EBCT model, the e-Speed, demonstrate good dose efficiency for all slice thickness selections, and for this scanner the effective doses will be lower than the values given for the C-150 LXP in proportion to the CTDI 100 measured free-in-air, assuming that the scanning protocols are the same.
E. Simulation of clinical examinations
A value of 0.79 and 1.2 mSv were obtained for the effective doses for coronary calcium scoring and coronary angiography, respectively. These values are consistent with those available in the literature which range between 0.7-1.3 mSv for coronary calcium scoring, and 1.1-2.0 mSv for coronary angiography. The ratio between the two values is 1.5; this is mostly determined by the ratio of the table increments used. Effective doses for chest and abdomen were calculated to be 7.5 and 10.1 mSv, respectively, with our Monte Carlo model. Values of 11 and 25 mSv have been reported in the literature for these two examinations, 23, 25 but without information on the protocol used. Thus it is not possible to make a valid comparison for these examinations.
Table IV also shows the effective doses calculated with the NRPB technique and the EU dosimetry protocol. The effective doses for a coronary calcium scoring scan and coronary angiography calculated with the NRPB technique are 1.0 mSv and 1.4 mSv, respectively. These values are consistent with the figures of 0.9 mSv and 1.3 mSv obtained by McCollough et al. 21 for the respective scans with the same method. Using the NRPB technique, the effective doses for supine irradiations of the torso are generally overestimated by 14%-22%; for prone irradiations the effective doses are underestimated by 9%-16%. These results are in agreement with the expectations arising from the organ dose data dis- cussed in Sec. III D. An exception is the heart MSM scan, where agreement between the two techniques is 5%. This scan has been simply centred on the heart, rather than establishing a start and end point, as it is a four-target scan where no adjustment of the scan range is possible. The agreement between the two dosimetric techniques might then be expected to be different for this scan compared to the other thorax examinations. The effective dose for a brain scan is also comparable to that obtained with the Monte Carlo program, as anticipated. The effective dose values obtained using the EU dosimetry protocol for a coronary calcium scoring scan and cardiac angiography are 0.9 mSv and 1.4 mSv, respectively, which again are consistent with 0.7 mSv and 1.1 mSv obtained by McCollough et al. 21 and Morin et al. 19 using the same technique. Our values might be expected to be lower, as the CTDI 100 measured in PMMA at the Royal Brompton Hospital scanner was smaller than for the scanners used by these authors. However it is highly likely that a different scan range has been selected in this study; any small difference will be marked in a short scan of the heart. Table IV also shows that, when using the EU dosimetry protocol, the effective doses for examinations of the supine subject are 6%-77% higher than our Monte Carlo values, whereas those of the prone subject range between 21% lower and 2% higher than our Monte Carlo values. Effective doses for thoracic scans and cardiac scans are, respectively, 22% and 13% higher with this technique. These results highlight the additional errors that can be incurred by using DLP and scanner-independent factors to convert between DLP and effective dose. To illustrate this point we will consider the pelvis. The length of this scan on the voxel phantom is 22.95 cm, which yields a DLP of 661 mGy cm. The conversion factor from DLP to effective dose is thus 0.0108 mSv͑mGy cm͒ −1 for this phantom and scanner. The generic EU conversion factor for the pelvis 8 is 0.019 mSv ͑mGy cm͒ −1 , which is 76% higher. Thus the EU dosimetry protocol will overestimate the effective dose by this amount. The equivalent scan length used in the NRPB technique is 17.9 cm; this ensures that radiosensitive organs are covered to the same degree as in the voxel phantom. The corresponding DLP is 517 mGy cm. The factor to convert from DLP to effective dose for this dosimetric technique and scanner is then 0.0164 mSv ͑mGy cm͒ −1 . This value is consistent with the generic EU conversion factor ͑the EU dosimetry protocol does not indicate the error associated with these generic factors, but Jessen et al. 16 quote a generic value of 0.016 for the pelvis; it is therefore likely that these factors will vary by 20% or more depending on the dose surveys used to derive them͒. It should be noted that the discrepancy in the effective doses for a pelvic scan calculated using our Monte Carlo model and the NRPB technique is 19%, so the difference in the respective DLP to effective dose conversion factors should reflect this; it does not-the difference is 52%. It must therefore be concluded that the DLP is not a consistent measure of the average absorbed dose within the irradiated volume in the appropriate CT dose phantom, which in turn is related to the effective dose in a standard-sized subject. In other words, the DLP for two subjects of different heights but similar girth will be different, whilst the effective doses will be approximately equal as the same organs and organ fractions are irradiated. It must be surmised that it is partly for this reason that the use of the EU dosimetry protocol is advocated for broad estimates of effective dose only. Its accuracy will improve when the scan ranges used to calculate DLP match those used in the original dose surveys. It is surmised from the analysis above that the NRPB tech- nique can be used for calculating effective doses as the errors incurred are reasonably predictable. However the results from the EU dosimetry protocol often disagree with our Monte Carlo values by more than 20%, so this approach cannot be advocated for the reasons discussed above. It is however possible to use the data obtained in this study to provide conversion factors specific to EBCT which can be applied to an alternative dose descriptor to estimate effective dose. CTDI vol , which is the product of CTDI w and the ratio of the nominal slice thickness to the table increment per rotation, has been chosen for this purpose. CTDI vol is equal to the average absorbed dose within the irradiated volume in the CT dose phantoms and is independent of the scan length.
To illustrate this point, we will again consider a pelvic scan. CTDI vol for this scan is 28.6 mGy. The conversion factor from CTDI vol to effective dose obtained using our Monte Carlo model is 0.249 mSv mGy −1 , and 0.296 mSv mGy −1 using the NRPB technique; the difference between these values is 19%, which agrees exactly with the difference in the effective doses obtained using the same techniques.
Effective dose can then be calculated as follows:
where E is the effective dose, and C CTDI,E is the conversion factor between CTDI vol and effective dose which is specific to the anatomical region and orientation of the subject. Table  V gives these factors for a number of regions of common clinical interest. Information on the anatomical landmarks has also been included in the table to enable the reader to confirm that their scan range covers the same organs. Separate values are given for cardiac scans performed using single-and multislice modes because the different scan lengths associated with these two techniques result in different fractions of the lungs being irradiated.
IV. CONCLUSIONS
A Monte Carlo program has been developed to simulate the irradiation geometry of EBCT. The model includes a humanoid hermaphrodite voxel phantom and has been designed to calculate organ doses and effective dose normalized to the CTDI 100 measured free-in-air at the isocenter. The model has been validated by comparing calculations against direct measurements in the body and head CT dose phantoms. Agreement with the CTDI 100 measured in PMMA within the five regions of interest in the phantoms is better than 8%. The largest discrepancy between calculation and measurement occurs at the 6:00 position of both phantoms; CTDI 100 in this region is strongly influenced by the accuracy of the patient couch model. The robustness of the model has been tested using a simple voxel phantom representing the body CT dose phantom, and varying the program's input parameters in turn. The PKLP at the 12:00 position of the phantom is highly susceptible to variations in the rotation angle, whereas the central region is most sensitive to changes in beam quality.
The model has been used to investigate the effect of the irradiation strategy-partial rotation about a supine or prone subject, or full rotation about a supine subject-on organ doses. For this purpose the humanoid voxel phantom, scaled to match the dimensions of ICRP Standard Man, has been used. Organs at, or close to, the body surface experience the largest differences in absorbed dose between supine and prone irradiation. Most of the body's radiosensitive organs are placed centrally or anteriorly, so it is expected that the effective dose resulting from partial rotation about a supine patient would be lower than full rotation, whereas partial rotation about a prone patient would be higher. The calculation of organ doses indicates that the discrepancy in effective dose between partial and full rotation will be more marked in the supine subject.
Effective doses for typical EBCT protocols have been calculated using the scaled humanoid phantom. The effective doses for a coronary calcium scoring scan and coronary angiography are 0.79 mSv and 1.2 mSv, respectively, which are consistent with data found in the literature. The effective doses for volume scanning are generally high compared to single slice helical scanning, and either high with respect to or comparable to effective doses for axial scanning. This is due to the common use of the 6 mm collimator, which demonstrates poor dose efficiency in the C-150 LXP model.
Standard calculation techniques based on existing tabulated Monte Carlo data for 360°rotation overestimate the effective doses for supine irradiations by typically 20%, whereas the effective doses for prone irradiations are underestimated by 13% on average. The ImPACT dose calculator can therefore be used for EBCT with the best-matched NRPB Monte Carlo data without incurring significant errors. A more refined estimate can be made by applying the corrections above to the results obtained using full rotation. Empirical techniques based on DLP yield effective doses that generally overestimate the effective dose, even by as much as 77%. This is due to the sensitivity of DLP to scan length, rather than due to the irradiation geometry of EBCT. Therefore this technique cannot be advocated for use in individual patient dose calculations. Instead, EBCT specific conversion factors have been calculated and presented to obtain effective dose from CTDI vol . This approach offers a simple calculation method based on measurements of CTDI 100 in the CT dose phantoms and information about the CT scan.
