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Abstract
We consider the Cauchy problem for the Hamilton-Jacobi equation with critical
dissipation,
∂tu+ (−∆)
1/2u = |∇u|p, x ∈ RN , t > 0, u(x, 0) = u0(x), x ∈ R
N ,
where p > 1 and u0 ∈ B
1
r,1(R
N ) ∩ B1
∞,1(R
N ) with r ∈ [1,∞]. We show that for
sufficiently small u0 ∈ B˙
1
∞,1(R
N ), there exists a global-in-time mild solution. Further-
more, we prove that the solution behaves asymptotically like suitable multiplies of the
Poisson kernel.
1 Introduction
We consider the Hamilton-Jacobi equation with fractional viscosity,{
∂tu+ (−∆)
α/2u = |∇u|p, x ∈ RN , t > 0,
u(x, 0) = u0(x), x ∈ R
N ,
(1.1)
where N ≥ 1, ∂t = ∂/∂t, ∇ = (∂x1 , · · · , ∂xN ), ∂xj = ∂/∂xj (j = 1, · · · , N), α ∈ (0, 2],
p > 1 and u0 is a nontrivial measurable function in R
N . Here the operator (−∆)α/2, which
called the Le´vy operator, is defined by the Fourier transform F such that
(−∆)α/2f := F−1
[
|ξ|αF [f ]
]
.
In this paper we study the existence of global-in-time solutions to the problem (1.1) with
α = 1, and investigate the asymptotics of solutions.
The problem (1.1) with α = 2 is the well-known viscous Hamilton-Jacobi (VHJ) equa-
tion. The VHJ equation possesses both mathematical and physical interest. Indeed, in
1
mathematical points of view, it is the simplest example of a parabolic PDE with a nonlin-
earity depending only on the first order spatial derivatives of u, and it describes a model
for growing random interfaces, which is known as the Kardar-Parisi-Zhang equation (see
[20, 23]). On the other hand, the problem (1.1) with α ∈ (0, 2) often appears in the con-
text of mathematical finance as Bellman equations of optimal control of jump diffusion
processes (see, for example, [9, 11, 17, 18, 28]).
The VHJ equation has been studied in many papers about various topics. For the
existence and uniqueness of solutions, it is well known that, for any u0 ∈ W
1,∞(RN ), the
problem (1.1) with α = 2 has a unique global-in-time mild solution, i.e., a solution of the
integral equation
u(t) = et∆u0 +
∫ t
0
e(t−τ)∆|∇u(τ)|p dτ, t > 0,
where et∆ denotes the convolution operator with the heat kernel (see, for example, [2,
4, 6, 10]). Furthermore, this solution is classical for positive time, and by the maximum
principle, we see that, if u0 ≥ 0, then u ≥ 0, and if u0 ≤ 0, then u ≤ 0. ¿From this
property, the nonlinearity |∇u|p behaves like a source term for nonnegative initial data
and an absorption term for nonpositive initial data. Similarly to the case of the semilinear
heat equation ∂tu − ∆u = λ|u|
p−1u with λ = ±1, the asymptotics of solutions to this
equation is determined by the balance of effects from the diffusion term ∆u and the one
from the nonlinearity |∇u|p, and there are many results on the asymptotic behavior of
solutions. See, for example, [2]–[6], [10, 19, 24] and the references therein. Among others,
in [3], Benachour, Karch and Lanrenc¸ot proved that, for the case u0 ∈ L
1(RN )∩W 1,∞(RN )
with u0 6≡ 0, the following hold.
(i) Assume that u0 ≥ 0.
(a) For the case p ≥ 2, there exists a limit
C∗ := lim
t→∞
∫
RN
u(x, t) dx =
∫
RN
u0(x) dx +
∫ ∞
0
∫
RN
|∇u(x, t)|p dx dt (1.2)
such that
lim
t→∞
t
N
2
(1− 1
q
)+ j
2 ‖∇j [u(t)−C∗G(t)]‖Lq (RN ) = 0, q ∈ [1,∞], j = 0, 1, (1.3)
where G(x, t) is the heat kernel.
(b) For the case p ∈ (pc, 2) with pc := (N + 2)/(N + 1), there exists a positive
constant ε = ε(N, p) such that, if
‖u0‖L1(RN )‖∇u0‖
(N+1)p−(N+2)
L∞(RN )
< ε,
then (1.3) holds ture.
(ii) Assume that u0 ≤ 0. For any p > pc, (1.3) holds true.
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For the case α ∈ (1, 2), Karch and Woyczyn´ski [19] studied similar topics. They showed
that, for any u0 ∈ W
1,∞(RN ), the problem (1.1) with α ∈ (1, 2) has a unique global-in-
time mild solution. Furthermore, for the case p > (N+α)/(N+1), they proved that there
exists a (mild) solution which behaves asymptotically like suitable multiples of the kernel
of the integral equation. For notions of another weak solutions, Droniou and Imbert [9]
constructed a unique global-in-time viscosity solution in W 1,∞(RN ) for the case α ∈ (0, 2)
(see also [11, 27]).
On the other hand, the case α = 1 is completely different from the case α ∈ (1, 2]. In
fact, for the case α ∈ (0, 2], the semigroup e−t(−∆)
α/2
satisfies the following decay estimates
‖∇je−t(−∆)
α/2
f‖Lq(RN ) ≤ Ct
−N
α
(1− 1
q
)− j
α ‖f‖L1(RN ), q ∈ [1,∞], j = 0, 1,
for all t > 0 (see, for example, [13]). For the case α ∈ (1, 2], since t−1/α is integrable
locally, we can easily prove the existence of local-in-time mild solutions in W 1,∞(RN ) (see
[19, Proposition 3.1]). However, for the case α = 1, since t−1 is not integrable, we need
to impose the regularity of one order derivative on the solution. In this sense the value
α = 1 is critical. Similar situation appears in the fractional Burgers equation,
∂tu+ u∂xu+ (−∂xx)
α/2u = 0, x ∈ R, t > 0. (1.4)
For (1.4), the value α = 1 is a threshold for the occurrence of singularity in finite time or the
global regularity (see [1, 7, 8, 21]). In [16], the first author of this paper studied (1.4) with
α = 1, and constructed a small global-in-time mild solution in the Besov space B˙0∞,1(R)
which is the critical space under the scaling invariance (see also [26]). Furthermore, he
proved that, for small initial data in L1(R)∩ B˙0∞,1(R), the corresponding solution behaves
like the Poisson kernel as t→∞.
In this paper, modifying the argument in [16], we show that there exists a global-in-
time mild solution of the problem (1.1) with α = 1 in the critical Besov space. Further-
more, we prove that global-in-time solutions with some suitable decay estimates behave
asymptotically like suitable multiples of the Poisson kernel.
We introduce some notations. Throughout this paper we put L := −(−∆)1/2 for
simplicity. Let Pt be the Poisson kernel, that is,
Pt(x) := t
−NP (x/t), x ∈ RN , t > 0,
where P is defined by
P (x) := F−1
[
e−|ξ|
]
(x) = cN (1 + |x|
2)−(N+1)/2, x ∈ RN ,
and cN is a constant chosen so that ∫
RN
P (x) dx = 1. (1.5)
Then, for all t > 0, etL denotes the convolution operator with Pt, that is,
[etLf ](x) :=
∫
RN
Pt(x− y)f(y) dy, x ∈ R
N , t > 0, (1.6)
3
and f is a measurable function. For q ∈ [1,∞], we denote by ‖ · ‖Lq the usual norm
of Lq := Lq(RN ). Furthermore, for s ∈ R, q ∈ [1,∞] and σ ∈ (0,∞], we denote by
‖ · ‖Bsq,σ and ‖ · ‖B˙sq,σ
the usual norm of inhomogeneous and homogeneous Besov spaces
Bsq,σ := B
s
q,σ(R
N ) and B˙sq,σ := B˙
s
q,σ(R
N ), respectively. (See Section 2 for more precise
details.)
Now we are ready to state the main result of this paper. We consider the integral
equation corresponding to (1.1) with α = 1, that is,
u(t) = etLu0 +
∫ t
0
e(t−τ)L|∇u(τ)|p dτ, t ≥ 0, (1.7)
and obtain the following result.
Theorem 1.1 Let N ≥ 1, p > 1 and r ∈ [1,∞]. Assume u0 ∈ B
1
q,1 for all q ∈ [r,∞].
Then the following hold.
(i) There exists a positive constant δ = δ(N, p) such that, if
‖u0‖B˙1
∞,1
≤ δ, (1.8)
then there exists a unique global-in-time solution u of (1.7) satisfying
u ∈ C([0,∞), B1q,1) ∩ L
1(0,∞; B˙2q,1),
sup
t≥0
(1 + t)N(
1
r
− 1
q
)+j‖∇ju(t)‖Lq <∞, (1.9)
∫ ∞
0
t
N( 1
r
− 1
q
)+ 1
p ‖u(t)‖B˙2q,1
dt <∞, (1.10)
for all q ∈ [r,∞] and j = 0, 1.
(ii) Let v be a global-in-time solution of (1.7) satisfying (1.9) and (1.10). Then for any
j ∈ {0, 1}, the following hold.
(a) If 1 < r <∞, then
tN(
1
r
− 1
q
)+j ∥∥∇j[v(t) − etLu0]∥∥Lq =

 O(t
−N
r
(r−1)) if p ≥ r,
O(t−
N
r
(p−1)) if p < r,
(1.11)
as t→∞, for any q ∈ [r,∞].
(b) If r = 1, then the limit C∗ given in (1.2) exists and
lim
t→∞
tN(1−
1
q
)+j ∥∥∇j [v(t)− C∗Pt+1]∥∥Lq = 0, 1 ≤ q ≤ ∞. (1.12)
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Remark 1.1 (i) Let u be a mild solution u of (1.1) with α = 1, i.e., solution of (1.7).
For any λ > 0, put
uλ(x, t) := λ
−1u(λx, λt), u0,λ(x) := λ
−1u0(λx). (1.13)
Then the function uλ is also a solution of (1.1) with α = 1 and the initial function u0,λ
satisfying
C−1‖u0‖B˙1
∞,1
≤ ‖u0,λ‖B˙1
∞,1
≤ C‖u0‖B˙1
∞,1
, (1.14)
where C is a positive constant independent of λ. This means that the condition (1.8) is
invariant with respect to the similarity transformation (1.13). This is the reason why we
say that B˙1∞,1 is the critical Besov space with respect to (1.1).
(ii) In the assertion (ii) of Theorem 1.1, if we only consider the case j = 0, then we can
remove the assumption that the solution u satisfies (1.10). See Section 5.
(iii) As is seen from our proof, it is possible to replace (1.10) with∫ ∞
0
tN(
1
r
− 1
q
)+β‖u(t)‖B˙2q,1
dt <∞,
where 1/p < β < 1. We also note focusing on the linear part that for β = 1, the maximal
regularity estimate and the embedding implies that∫ ∞
0
tN(
1
r
− 1
q
)+1‖etLu0‖B˙2q,1
dt ≤ C‖u0‖B˙0r,1
, B1r,1 6⊂ B˙
0
r,1,
and one can not expect the time decay with β = 1 for initia data in B1r,1. Therefore, the
expected maximal decay order is given as the case β < 1 expect for β = 1, and the case
β = 1/p is a sufficient decay to prove the asymptotic behavior.
(iv) By the embedding B1∞,1 →֒ C
1 and (−∆)1/2f ∈ C(RN ) for f ∈ B1∞,1, the solution
u in Theorem 1.1-(i) satisfies the problem (1.1) in the classical sense. We also see that
u(t) is in the class C2 for almost every t since u ∈ L1(0,∞; B˙2∞,1). Compared with the
results [9, 11, 27], our framework in the Besov spaces is the one with higher regularity than
theirs, since their initial data are in W 1,∞ and solutions are considered in the sense of
viscosity solutions and B1∞,1 →֒W
1,∞.
(v) In Theorem 1.1-(ii)-(a), it is possible to prove that
lim
t→∞
t
N( 1
r
− 1
q
)+j ∥∥∇ju(t)∥∥
Lq
= 0
since one can show t
N( 1
r
− 1
q
)+j ∥∥∇jetLu0∥∥Lq = o(1) as t → ∞ for any u0 ∈ Lr by the
density argument due to C∞0 ⊂ L
r.
This paper is organized as follows. In Section 2, we give the definition of the Besov
spaces, its properties and estimates for the nonlinearity |∇u|p. We also introduce the
linear estimates for etLf in the Lebesgue spaces and the Besov spaces. Sections 3 and 4
are devoted to the proof of the assertions (i) and (ii) in Theorem 1.1, respectively.
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2 Preliminary
In this section we prove some estimates in the Besov spaces and recall some preliminary
results on etLf . In what follows, for any two nonnegative functions f1 and f2 on a subset
D of [0,∞), we say
f1(t)  f2(t), t ∈ D
if there exists a positive constant C such that f1(t) ≤ Cf2(t) for all t ∈ D. In addition,
we say
f1(t) ≍ f2(t), t ∈ D
if f1(t)  f2(t) and f2(t)  f1(t) for all t ∈ D. We denote the function spaces of rapidly
decreasing functions by S(RN ) and tempered distributions by S ′(RN ). We define Z(RN )
by
Z(RN ) :=
{
f ∈ S(RN )
∣∣∣ ∫
RN
xαf(x)dx = 0 for all α ∈ ({0} ∪ N)N
}
with the topology of S(RN ), and Z ′(RN ) by the topological dual of Z(RN ). We first give
the definition of the inhomogeneous and homogeneous Besov spaces (see Triebel [29]).
Definition 2.1 Let φ ∈ S(RN ) satisfy
suppF [φ] ⊂ { ξ ∈ RN | 2−1 ≤ |ξ| ≤ 2},
∑
j∈Z
F [φ](2−jξ) = 1 for any ξ ∈ RN \ {0},
Let {φj}j∈Z and ψ be defined by
φj(x) := 2
Njφ(2jx), ψ(x) = F−1
[
1−
∑
j≥1
F [φj ]
]
(x)
For s ∈ R, q ∈ [1,∞] and σ ∈ (0,∞], we define the following.
(i) The inhomogeneous Besov space Bsq,σ is defined by
Bsq,σ :=
{
u ∈ S ′(RN )
∣∣ ‖u‖Bsq,σ <∞ },
where
‖u‖Bsq,σ :=


‖ψ ∗ u‖Lq +
{∑
j≥1
(
2js‖φj ∗ u‖Lq
)σ}1/σ
if 0 < σ <∞,
‖ψ ∗ u‖Lq + sup
j≥1
2js‖φj ∗ u‖Lq if σ =∞.
(ii) The homogeneous Besov space B˙sq,σ is defined by
B˙sq,σ :=
{
u ∈ Z ′(RN )
∣∣ ‖u‖B˙sq,σ <∞ },
where
‖u‖B˙sq,σ
:=


{∑
j∈Z
(
2js‖φj ∗ u‖Lq
)σ}1/σ
if 0 < σ <∞,
sup
j∈Z
2js‖φj ∗ u‖Lq if σ =∞.
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Remark 2.1 It is known that Z(RN ) ⊂ S(RN ) ⊂ S ′(RN ) ⊂ Z ′(RN ) and Z ′(RN ) ≃
S ′(RN )/P(RN ), where P(RN ) is the set of all polynomials, and the homogeneous Besov
spaces can also be considered as subspaces of the quotient space S ′(RN )/P(RN ). Then
we use the following equivalence, which is due to the argument by e.g. Kozono and Ya-
mazaki [22], for the nonlinear term in (1.1) to construct solutions in the homogeneous
spaces with u(t) ∈ S ′(RN ). If s < n/q or (s, σ) = (n/q, 1), then the homogeneous Besov
space B˙sq,σ is regarded as{
u ∈ S ′(RN )
∣∣∣ ‖u‖B˙sq,σ <∞, u =∑
j∈Z
φj ∗ u in S
′(RN )
}
.
Hence, u ∈ B˙sq,σ can be regarded as an element of S
′(RN ). We also see from the analogous
argument to theirs that ∇u can be regarded as an element of S ′(RN ) if u ∈ B˙s∞,1 with
s ≤ 1. This is used for the nonlinear term |∇u|p when we construct global solutions.
Next we give some interpolation inequalities in the Besov spaces.
Lemma 2.1 Let s ∈ R, α, β > 0, q ∈ [1,∞] and σ ∈ (0,∞]. Then it holds that
‖f‖B˙sq,σ
 ‖f‖
β
α+β
B˙s+αq,∞
‖f‖
α
α+β
B˙s−βq,∞
(2.1)
for all f ∈ B˙s+αq,∞ ∩ B˙
s−β
q,∞ .
Proof. The estimate (2.1) is known for the case 1 ≤ σ ≤ ∞ by the result of Machihara-
Ozawa [25]. The case 0 < σ < 1 follows from the analogous argument to their proof, thus
the proof is left to readers. ✷
The following proposition is on the equivalence between the norm of the Besov spaces
defined as above and that by differences (see Triebel [29]).
Proposition 2.1 Let s > 0, q ∈ [1,∞] and σ ∈ (0,∞]. If M ∈ N satisfies M > s, then
there holds that
‖f‖B˙sq,σ
≍
{∫
RN
(
|η|−s sup
|y|≤|η|
‖△My f‖Lq
)σ dη
|η|N
}1/σ
(2.2)
for all f ∈ B˙sq,σ, where △yf(x) := f(x+ y)− f(x) and △
M
y f := (△y)
Mf .
By using Proposition 2.1 we have the following.
Lemma 2.2 Let p, s and ε satisfy p > 1, 0 < s < min{2, p} and 0 < ε < min{1, p − 1}.
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Then, for any q ∈ [1,∞],
‖|f |p‖B˙sq,1
 ‖f‖p−1
B˙0
∞,1
‖f‖B˙sq,1
, (2.3)
‖|f |p − |g|p‖B˙ε
∞,1

(
‖f‖p−1
B˙0
∞,1
+ ‖g‖p−1
B˙0
∞,1
)
‖f − g‖B˙εq,1
+


(
‖f‖p−1−ε
B˙0
∞,1
‖f‖ε
B˙1
∞,1
+ ‖g‖p−1−ε
B˙0
∞,1
‖g‖ε
B˙1
∞,1
)
‖f − g‖B˙0q,1
,
if 1 < p < 2,(
‖f‖p−2
B˙0
∞,1
+ ‖g‖p−2
B˙0
∞,1
)(
‖f‖1−ε
B˙0
∞,1
‖f‖ε
B˙1
∞,1
+ ‖g‖1−ε
B˙0
∞,1
‖g‖ε
B˙1
∞,1
)
‖f − g‖B˙0q,1
,
if p ≥ 2,
(2.4)
for all f, g ∈ B˙0∞,1 ∩ B˙
1
∞,1 ∩ B˙
0
q,1 ∩ B˙
max{s,ε}
q,1 .
In order to prove this lemma, we use the following fundamental inequality.
Lemma 2.3 Let p > 1. Then, for any A,B,C,D ∈ R,∣∣|A|p − |B|p − (|C|p − |D|p)∣∣

(
||C|p−1 + |D|p−1
)
|A−B − (C −D)|
+
{ (
|A− C|p−1 + |B −D|p−1
)
|A−B|, if 1 < p < 2,(
|A|p−2 + |B|p−2 + |C|p−2 + |D|p−2
)(
|A− C|+ |C −D|
)
|A−B|, if p ≥ 2.
(2.5)
Proof. Let p > 1 and A,B,C,D ∈ R. It follows from the fundamental theorem of calculus
that
|A|p − |B|p −
(
|C|p − |D|p
)
=
∫ 1
0
{
∂θ
∣∣θA+ (1− θ)B∣∣p − ∂θ∣∣θC + (1− θ)D∣∣p}dθ
=
∫ 1
0
{∣∣θA+ (1− θ)B∣∣p−2(θA+ (1− θ)B)(A−B)
−
∣∣θC + (1− θ)D∣∣p−2(θC + (1− θ)D)(C −D)}dθ
=
∫ 1
0
[{∣∣θA+ (1− θ)B∣∣p−2(θA+ (1− θ)B)
−
∣∣θC + (1− θ)D∣∣p−2(θC + (1− θ)D)}(A−B)
+
∣∣θC + (1− θ)D∣∣p−2(θC + (1− θ)D)(A−B − (C −D))]dθ.
(2.6)
Furthermore, we have
∣∣|E|p−2E − |F |p−2F ∣∣ ≤ C
{
|E − F |p−1, if 1 < p < 2,
(|E|p−2 + |F |p−2)|E − F |, if p ≥ 2,
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for any E,F ∈ R. This together with (2.6) yields (2.5). Thus Lemma 2.3 follows. ✷
Proof of Lemma 2.2. For the proof of (2.3), we utilize the equivalent norm (2.2) of the
Besov spaces B˙sq,1 by differences, and it suffices to estimate the following∫
RN
(
|η|−s sup
|y|≤|η|
∥∥△2y|f |p∥∥Lq
) dη
|η|N
.
In order to estimate △2y|f |
p, we apply Lemma 2.2. Put
A = f(x+ 2y), B = C = f(x+ y), D = f(x),
and we note that
A−B = (△yf)(x+ y), C −D = (△yf)(x), A−B − (C −D) = (△
2
yf)(x).
In the case 1 < p < 2, by (2.5) and the Ho¨lder inequality we have
‖△2y|f |
p‖Lq
 ‖f‖p−1L∞ ‖△
2
yf‖Lq +
(
‖|△yf(·+ y)|
p−1‖
L
pq
p−1
+ ‖|△yf |
p−1‖
L
pq
p−1
)
‖△yf‖Lpq
 ‖f‖p−1L∞ ‖△
2
yf‖Lq + ‖△yf‖
p
Lpq
=: I1(y) + I2(y).
(2.7)
On the estimate of I1, we get∫
RN
|η|−s sup
|y|≤|η|
I1(y)
dη
|η|N
 ‖f‖p−1L∞
∫
RN
(
|η|−s sup
|y|≤|η|
‖△2yf‖Lq
) dη
|η|N
 ‖f‖p−1
B˙0
∞,1
‖f‖B˙sq,1
.
(2.8)
On the estimate of I2, applying the Ho¨lder inequality and the embedding B˙
0
∞,1 →֒ B˙
0
∞,∞,
we have∫
RN
|η|−s sup
|y|≤|η|
I2(y)
dη
|η|N
=
∫
RN
(
|η|
− s
p sup
|y|≤|η|
‖△yf‖Lpq
)p dη
|η|N
 ‖f‖p
B˙
s
p
pq,p

(
‖f‖
1− 1
p
B˙0
∞,∞
‖f‖
1
p
B˙sq,1
)p
 ‖f‖p−1
B˙0
∞,1
‖f‖B˙sq,1
.
(2.9)
In the case p ≥ 2, by (2.5) and the Ho¨lder inequality again we obtain
‖△2yf‖Lq  ‖f‖
p−1
L∞ ‖△
2
yf‖Lq + ‖f‖
p−2
L∞
(
‖△yf(·+ y)‖L2q + ‖△yf‖L2q
)
×
(
‖△yf(·+ y)‖L2q + ‖△yf‖L2q
)
 ‖f‖p−1L∞ ‖△
2
yf‖Lq + ‖f‖
p−2
L∞ ‖△yf‖
2
L2q
=: I1(y) + I3(y).
(2.10)
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For the estimate of I3, it follows from the same estimate as (2.9) with taking p = 2 for
‖△yf‖L2q that∫
RN
|η|−s sup
|y|≤|η|
I3(y)
dη
|η|N
 ‖f‖p−2
B˙0
∞,1
(
‖f‖B˙0
∞,1
‖f‖B˙sq,1
)
= ‖f‖p−1
B˙0
∞,1
‖f‖B˙sq,1
. (2.11)
Combining (2.7), (2.8), (2.9), (2.10) and (2.11), the estimate (2.3) holds.
For the proof of (2.4), we also utilize the equivalent norm (2.2) of the Besov space
B˙ε∞,1 by differences, and it suffices to estimate the following∫
RN
(
|η|−ε sup
|y|≤|η|
∥∥△y(|f |p − |g|p)∥∥Lq
) dη
|η|N
.
In order to estimate △y(|f |
p − |g|p), we also apply Lemma 2.2. Put
A = f(x+ y), B = g(x+ y), C = f(x), D = g(x),
we note that
A− C = (△yf)(x), B −D = (△yg)(x), A−B − (C −D) = △y(f − g).
In the case 1 < p < 2, by (2.5) and the Ho¨lder inequality we have
‖△y(|f |
p − |g|p)‖Lq 
(
‖f‖p−1L∞ + ‖g‖
p−1
L∞
)
‖△y(f − g)‖Lq
+
(
‖△yf‖
p−1
L∞ + ‖△yg‖
p−1
L∞
)
‖f − g‖Lq
=: J1(y) + J2(y).
(2.12)
On the estimate of J1, we get∫
RN
|η|−ε sup
|y|≤|η|
J1(y)
dη
|η|N

(
‖f‖p−1L∞ + ‖g‖
p−1
L∞
) ∫
RN
(
|η|−ε sup
|y|≤|η|
‖△y(f − g)‖Lq
) dη
|η|N

(
‖f‖p−1
B˙0
∞,1
+ ‖g‖p−1
B˙0
∞,1
)
‖f − g‖B˙εq,1
.
(2.13)
On the estimate of J2, by (2.1) and the embeddings B˙
s
q,1 →֒ B˙
s
q,∞ (s = 0, 1) and B˙
0
q,1 →֒ L
q
we have ∫
RN
|η|−ε sup
|y|≤|η|
J2(y)
dη
|η|N

∫
RN
(
|η|
− ε
p−1 sup
|y|≤|η|
(
‖△yf‖L∞ + ‖△yg‖L∞
))p−1 dη
|η|n
‖f − g‖Lq

(
‖f‖p−1
B˙
ε
p−1
∞,p−1
+ ‖g‖p−1
B˙
ε
p−1
∞,p−1
)
‖f − g‖Lq

{(
‖f‖
1− ε
p−1
B˙0
∞,∞
‖f‖
ε
p−1
B˙1
∞,∞
)p−1
+
(
‖g‖
1− ε
p−1
B˙0
∞,∞
‖g‖
ε
p−1
B˙1
∞,∞
)p−1}
‖f − g‖Lq

(
‖f‖p−1−ε
B˙0
∞,1
‖f‖ε
B˙1
∞,1
+ ‖g‖p−1−ε
B˙0
∞,1
‖g‖ε
B˙1
∞,1
)
‖f − g‖B˙0q,1
.
(2.14)
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In the case p ≥ 2, by (2.5) and the Ho¨lder inequality again we obtain
‖△y(|f |
p − |g|p)‖Lq 
(
‖f‖p−1L∞ + ‖g‖
p−1
L∞
)
‖△y(f − g)‖Lq
+
(
‖f‖p−2L∞ + ‖g‖
p−2
L∞
)(
‖△yf‖L∞ + ‖△yg‖L∞
)
‖f − g‖Lq
=: J1(y) + J3(y).
(2.15)
For the estimate of J3, it follows from (2.1) and the embeddings B˙
s
q,1 →֒ B˙
s
q,∞ (s = 0, 1)
and B˙0q,1 →֒ L
q that
∫
RN
|η|−ε sup
|y|≤|η|
J3(y)
dη
|η|N

(
‖f‖p−2L∞ + ‖g‖
p−2
L∞
) ∫
RN
(
|η|−ε sup
|y|≤|η|
(
‖△yf‖L∞ + ‖△yg‖L∞
)) dη
|η|N
‖f − g‖Lq

(
‖f‖p−2L∞ + ‖g‖
p−2
L∞
)(
‖f‖B˙ε
∞,1
+ ‖g‖B˙ε
∞,1
)
‖f − g‖Lq

(
‖f‖p−2
B˙0
∞,1
+ ‖g‖p−2
B˙0
∞,1
)(
‖f‖1−ε
B˙0
∞,1
‖f‖ε
B˙1
∞,1
+ ‖g‖1−ε
B˙0
∞,1
‖g‖ε
B˙1
∞,1
)
‖f − g‖B˙0q,1
.
(2.16)
Therefore, (2.4) is obtained by (2.12), (2.13), (2.14), (2.15) and (2.16). ✷
The end of this section we recall some results on etLf .
Lemma 2.4 [13, 16] Let s ∈ R and q ∈ [1,∞].
(i) For j = 0, 1, α ≥ 0, r ∈ [1, q] and σ ∈ [1,∞], it holds that
‖∇jPt+1‖Lq  (1 + t)
−N(1− 1
q
)−j
, (2.17)
‖∇jetLf‖Lq  t
−N( 1
r
− 1
q
)−j
‖f‖Lr , (2.18)
‖etLf‖B˙s+αq,σ  t
−N( 1
r
− 1
q
)−α
‖f‖B˙sr,σ
. (2.19)
(ii) It holds that
‖etLf‖L1t (0,∞;B˙
s+1
q,1 )
 ‖f‖B˙sq,1
. (2.20)
(iii) It holds that
∥∥∥ ∫ t
0
e(t−τ)Lf(τ) dτ
∥∥∥
L1t (0,∞;B˙
s+1
q,1 )
 ‖f‖L1(0,∞;B˙sq,1)
. (2.21)
Lemma 2.5 ([Proposition 3.1][14]). For any f ∈ L1, if∫
RN
f(x) dx = 0,
then
lim
t→∞
‖etLf‖L1 = 0.
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3 Existence of global-in-time solutions and Decay estimates
In this section we prove the assertion (i) of Theorem 1.1. We apply the contraction
mapping principle in a suitable complete metric space. Let Ψ(u) be defined by
Ψ(u)(t) := etLu0 +
∫ t
0
e(t−τ)L|∇u(τ)|p dτ, (3.1)
and we define the following norms
‖u‖X˙sq
:= sup
t>0
‖u(t)‖B˙sq,1
+
∫ ∞
0
‖u(t)‖B˙s+1q,1
dt,
‖u‖Y˙ sq
:= ‖u‖X˙sq
+ sup
t>0
t
N( 1
r
− 1
q
)+1−s
‖u(t)‖B˙1q,1
+
∫ ∞
0
t
N( 1
r
− 1
q
)+1−s
‖u(t)‖B˙2q,1
dt.
X˙sq with the norm ‖u‖X˙sq
is defined by the space of all functions u such that
u ∈ L∞(0,∞; B˙sq,1) ∩ L
1(0,∞; B˙s+1q,1 ) and ‖u‖X˙sq
<∞,
and Y˙ sq with the norm ‖ · ‖Y˙ sq
is also defined by the space of all functions u such that
u ∈ X˙sq and ‖u‖Y˙ sq
<∞.
Here, let ε and λ be fixed constants satisfying
0 < ε < min{1, p − 1} and 0 < λ < 1, (3.2)
and we introduce the following metric space X
X :=
{
u ∈ X˙εr ∩ X˙
ε
∞ ∩ X˙
1
r ∩ X˙
1
∞
∣∣ ‖u‖X˙1q ≤ 2C0‖u0‖B˙1q,1 for any q ∈ [r,∞],
‖u‖Y˙ λr ∩Y˙ λ∞
≤ 2C0‖u0‖B˙λr,1∩B˙λ∞,1
}
,
with the metric
d(u, v) := ‖u− v‖X˙εr∩X˙ε∞
,
where C0 will be taken later. We first show that X is a complete metric space.
Lemma 3.1 X is a complete metric space.
Proof. It is easy to see that X is a metric space, then we show the completeness only.
Let {un} be a Cauchy sequence in X. Since X˙
ε
r ∩X˙
ε
∞ is complete, there exists u ∈ X˙
ε
r ∩X˙
ε
∞
such that un converges to u in X˙
ε
r ∩ X˙
ε
∞ as n→∞. Then we also have
lim
n→∞
‖φj ∗ (un(t)− u(t))‖Lr∩L∞ = 0 for almost every t and j ∈ Z,
lim
n→∞
∫ L
0
‖φj ∗ (un(t)− u(t))‖Lr∩L∞ dt = 0 for any L > 0 and j ∈ Z.
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There imply that, for any L > 0,
lim
n→∞
∑
|j|≤L
2j‖φj ∗ un(t)‖Lr∩L∞ =
∑
|j|≤L
2j‖φj ∗ u(t)‖Lr∩L∞ ,
lim
n→∞
tN(
1
r
− 1
q
)+1−λ
∑
|j|≤L
2j‖φj ∗ un(t)‖Lq = t
N( 1
r
− 1
q
)+1−λ
∑
|j|≤L
2j‖φj ∗ un(t)‖Lq
for almost every t, and
lim
n→∞
∫ L
0
∑
|j|≤L
22j‖φj ∗ un(t)‖Lr∩L∞ dt =
∫ L
0
∑
|j|≤L
22j‖φj ∗ u(t)‖Lr∩L∞ dt,
lim
n→∞
∫ L
0
tN(
1
r
− 1
q
)+1−λ
∑
|j|≤L
22j‖φj ∗ un(t)‖Lr∩L∞ dt
=
∫ L
0
t
N( 1
r
− 1
q
)+1−λ
∑
|j|≤L
22j‖φj ∗ u(t)‖Lr∩L∞ dt.
The terms in right hand side of the above four equalities are bounded uniformly with
respect to L > 0 since {un} ⊂ X, and they are monotone increasing, so that, they converges
as L→∞. Then we deduce that u satisfies
‖u‖X˙1q
≤ 2C0‖u0‖B˙1q,1
for any q ∈ [r,∞] and ‖u‖Y˙ λr ∩Y˙ λ∞
≤ 2C0‖u0‖B˙λr,1∩B˙λ∞,1
,
hence, u ∈ X. Therefore the completeness of X follows. ✷
In order to estimate the terms in (3.1), we prepare the following proposition.
Proposition 3.1 Let p, q, r, ε and λ satisfy p > 1, 1 ≤ r ≤ q ≤ ∞ and (3.2). Then
there holds that
‖etLu0‖X˙1q
 ‖u0‖B˙1q,1
, ‖etLu0‖Y˙ λq
 ‖u0‖B˙λq,1
+ ‖u0‖B˙λr,1
, (3.3)∥∥∥ ∫ t
0
e(t−τ)L|∇u(τ)|p dτ
∥∥∥
Lq
 t‖u‖p−1
X˙1
∞
‖u‖X˙1q
, (3.4)
∥∥∥ ∫ t
0
e(t−τ)L|∇u(τ)|p dτ
∥∥∥
X˙1q
 ‖u‖p−1
X˙1
∞
‖u‖X˙1q
, (3.5)
∥∥∥ ∫ t
0
e(t−τ)L|∇u(τ)|p dτ
∥∥∥
Y˙ λq
 ‖u‖p−1
X˙1
∞
(
‖u‖Y˙ λr
+ ‖u‖Y˙ λq
)
, (3.6)
∥∥∥ ∫ t
0
e(t−τ)L
(
|∇u(τ)|p − |∇v(τ)|p
)
dτ
∥∥∥
X˙εq

(
‖u‖p−1
X˙1
∞
+ ‖v‖p−1
X˙1
∞
)
‖u− v‖X˙εq
. (3.7)
Remark 3.1 We should note that the nonlinear term |∇u(τ)|p is in S ′(RN ) if u ∈ X˙1∞.
Although B˙1∞,1(R
N ) is considered as a subspace of Z ′(RN ), ∇u(τ) is determined indepen-
dently of the choice of representative elements in B˙1∞,1 by ∇u(τ) ∈ B˙
0
∞,1(R
N ) and Remark
2.1, hence, ∇u(τ) ∈ S ′(RN ). We also see |∇u(τ)|p ∈ L∞(RN ) ⊂ S ′(RN ) by B˙0∞,1 ⊂ L
∞.
In addition the estimate (3.4) implies that the term in the left hand side is in Lq if u ∈ X.
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Proof. The linear estimate (3.3) is verified by the use of (2.19) and (2.20). In fact, the
estimates of ‖etLu0‖X˙sq
(s = 1, λ) is obtained by the boundedness of etL, (2.19) and (2.20),
and for the second and third terms in the definition of ‖ · ‖Y˙ λq
we also apply (2.19) and
(2.20) to get
tN(
1
r
− 1
q
)+1−λ‖etLu0‖B˙1q,1
 ‖u0‖B˙λr,1
,∫ ∞
0
tN(
1
r
− 1
q
)+1−λ‖etLu0‖B˙2q,1
dt 
∫ ∞
0
‖e
t
2
Lu0‖B˙1+λr,1
dt  ‖u0‖B˙λr,1
.
Then (3.3) is obtained.
The estimate (3.4) is obtained by applying the boundedness of e(t−τ)L from Lq to itself,
the Ho¨lder inequality and the embedding B˙0q,1 →֒ L
q. Thus we omit the detail.
To prove the nonlinear estimates (3.5), (3.6) and (3.7), we prepare the following non-
linear estimates that, for s = 1, λ,
‖|∇u|p‖B˙sq,1
 ‖∇u‖p−1
B˙0
∞,1
‖∇u‖B˙sq,1
 ‖u‖p−1
B˙1
∞,1
‖u‖B˙s+1q,1
, (3.8)∥∥|∇u|p − |∇v|p∥∥
B˙εq,1

(
‖∇u‖p−1
B˙0
∞,1
+ ‖∇v‖p−1
B˙0
∞,1
)
‖∇u−∇v‖B˙εq,1
+
(
‖∇u‖p−1−ε
B˙0
∞,1
‖∇u‖ε
B˙1
∞,1
+ ‖∇v‖p−1−ε
B˙0
∞,1
‖∇v‖ε
B˙1
∞,1
)
‖∇u−∇v‖B˙0q,1

(
‖u‖p−1
B˙1
∞,1
+ ‖v‖p−1
B˙1
∞,1
)
‖u− v‖B˙1+εq,1
+ ‖u− v‖ε
B˙εq,1
‖u− v‖1−ε
B˙1+εq,1
×
×


(
‖u‖p−1−ε
B˙1
∞,1
‖u‖ε
B˙2
∞,1
+ ‖v‖p−1−ε
B˙1
∞,1
‖v‖ε
B˙2
∞,1
)
, if 1 < p < 2,(
‖u‖p−2
B˙1
∞,1
+ ‖v‖p−2
B˙1
∞,1
)(
‖u‖1−ε
B˙1
∞,1
‖u‖ε
B˙2
∞,1
+ ‖v‖1−ε
B˙1
∞,1
‖v‖ε
B˙2
∞,1
)
, if p ≥ 2,
(3.9)
which are obtained by (2.3), (2.4) and the interpolation inequality in the Besov spaces,
that is,
‖f‖B˙1q,1
=
∑
j∈Z
2j‖φj ∗ f‖Lq =
∑
j∈Z
(2εj)ε(2(1+ε)j)1−ε‖φj ∗ f‖
ε
Lq‖φj ∗ f‖
1−ε
Lq ≤ ‖f‖
ε
B˙εq,1
‖f‖1−ε
B˙1+εq,1
.
On the estimate of (3.5), by the boundedness of e(t−τ)L, (2.21), (3.8) with s = 1 and
the Ho¨lder inequality we have
∥∥∥ ∫ t
0
e(t−τ)L|∇u(τ)|p dτ
∥∥∥
X˙1q

∫ ∞
0
‖|∇u(τ)|p‖B˙1q,1
dτ
 ‖u‖p−1
L∞(0,∞;B˙1
∞,1)
‖u‖L1(0,∞;B˙2q,1)
 ‖u‖p−1
X˙1
∞
‖u‖X˙1q
.
Then (3.5) is obtained.
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On the estimate of (3.6), the first norm ‖·‖X˙λq
in the definition of ‖·‖Y˙ λq
can be treated
in the same way as the proof of (3.5) with (3.8) (s = λ), thus we omit the estimate on
‖ · ‖X˙λq
to consider the second and third terms only. We put
K1(x, t) :=
∫ t/2
0
e(t−τ)L|∇u(τ)|p dτ, K2(x, t) :=
∫ t
t/2
e(t−τ)L|∇u(τ)|p dτ, (3.10)
for all x ∈ RN and t > 0. On the second term, by (2.19) and (3.8) we have
t
N( 1
r
− 1
q
)+1−λ
‖K1(t)‖B˙1q,1
 tN(
1
r
− 1
q
)+1−λ
∫ t/2
0
(t− τ)−N(
1
r
− 1
q
)−1+λ∥∥|∇u(τ)|p∥∥
B˙λr,1
dτ

∫ t/2
0
‖u(τ)‖p−1
B˙1
∞,1
‖u(τ)‖B˙λ+1r,1
dτ
 ‖u‖p−1
X˙1
∞
‖u‖Y˙ λr
, t > 0.
(3.11)
Furthermore, by the boundedness of e(t−τ)L and (3.8) we obtain
tN(
1
r
− 1
q
)+1−λ‖K2(t)‖B˙1q,1
 t
N( 1
r
− 1
q
)+1−λ
∫ t
t/2
∥∥|∇u(τ)|p∥∥
B˙1q,1
dτ
 ‖u‖L∞(0,∞;B˙1
∞,1)
∫ t
t/2
τN(
1
r
− 1
q
)+1−λ‖u(τ)‖B˙2q,1
dτ
 ‖u‖p−1
X˙1
∞
‖u‖Y˙ λq
, t > 0.
(3.12)
On the third norm, by (2.19), (2.20) and(3.8) we have∫ ∞
0
t
N( 1
r
− 1
q
)+1−λ
‖K1(t)‖B˙2q,1
dt

∫ ∞
0
t
N( 1
r
− 1
q
)+1−λ
∫ t/2
0
(t− τ)
−N( 1
r
− 1
q
)−1+λ∥∥e t−τ2 L|∇u(τ)|p∥∥
B˙λ+1r,1
dτ dt

∫ ∞
0
∫ ∞
2τ
∥∥e t−τ2 L|∇u(τ)|p∥∥
B˙λ+1r,1
dt dτ 
∫ ∞
0
‖|∇u(τ)|p‖B˙λr,1
dτ
 ‖u‖p−1
X˙1
∞
‖u‖Y˙ λr
.
(3.13)
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Furthermore, by (2.20) and (3.8) we obtain∫ ∞
0
tN(
1
r
− 1
q
)+1−λ‖K2(t)‖B˙2q,1
dt

∫ ∞
0
τ
N( 1
r
− 1
q
)+1−λ
∫ 2τ
τ
∥∥e(t−τ)L|∇u(τ)|p∥∥
B˙2q,1
dt dτ

∫ ∞
0
τ
N( 1
r
− 1
q
)+1−λ∥∥|∇u(τ)|p∥∥
B˙1q,1
dτ
 ‖u‖p−1
L∞(0,∞;B˙1
∞,1)
∫ ∞
0
τN(
1
r
− 1
q
)+1−λ‖u(τ)‖B˙2q,1
dτ
 ‖u‖p−1
X˙1
∞
‖u‖Y˙ λq
.
(3.14)
Then, (3.6) is obtained by (3.10), (3.11), (3.12), (3.13) and (3.14).
For the proof of (3.7), it follows from the boundedness of e(t−τ)L, (2.21), (3.9) and the
Ho¨lder inequality that, if 1 < p < 2, then
∥∥∥ ∫ t
0
e(t−τ)L
(
|∇u(τ)|p − |∇v(τ)|p
)
dτ
∥∥∥
X˙εq

∫ ∞
0
∥∥|∇u(τ)|p − |∇v(τ)|p∥∥
B˙εq,1
dτ

(
‖u‖p−1
L∞(0,∞;B˙1
∞,1)
+ ‖v‖p−1
L∞(0,∞;B˙1
∞,1)
)
‖u− v‖L1(0,∞;B˙1+εq,1 )
+ ‖u− v‖ε
L∞(0,∞;B˙εq,1)
‖u− v‖1−ε
L1(0,∞;B˙1+εq,1 )
×
×
(
‖u‖p−1−ε
L∞(0,∞;B˙1
∞,1)
‖u‖ε
L1(0,∞;B˙2
∞,1)
+ ‖v‖p−1−ε
L∞(0,∞;B˙1
∞,1)
‖v‖ε
L1(0,∞;B˙2
∞,1)
)

(
‖u‖p−1
X˙1
∞
+ ‖v‖p−1
X˙1
∞
)
‖u− v‖X˙εq
,
and, if p ≥ 2, then
∥∥∥ ∫ t
0
e(t−τ)L
(
|∇u(τ)|p − |∇v(τ)|p
)
dτ
∥∥∥
X˙εq

(
‖u‖p−1
L∞(0,∞;B˙1
∞,1)
+ ‖v‖p−1
L∞(0,∞;B˙1
∞,1)
)
‖u− v‖L1(0,∞;B˙1+εq,1 )
+ ‖u− v‖ε
L∞(0,∞;B˙εq,1)
‖u− v‖1−ε
L1(0,∞;B˙1+εq,1 )
(
‖u‖p−2
L∞(0,∞;B˙1
∞,1)
+ ‖v‖p−2
L∞(0,∞;B˙1
∞,1)
)
×
×
(
‖u‖1−ε
L∞(0,∞;B˙1
∞,1)
‖u‖ε
L1(0,∞;B˙2
∞,1)
+ ‖v‖1−ε
L∞(0,∞;B˙1
∞,1)
‖v‖ε
L1(0,∞;B˙2
∞,1)
)

(
‖u‖p−1
X˙1
∞
+ ‖v‖p−1
X˙1
∞
)
‖u− v‖X˙εq
,
Therefore, (3.7) is obtained and the proof of all estimates is completed. ✷
In what follows, we prove that the solution exists globally in time by applying the
contraction mapping principle in X for initia data u0 in B
1
r,1 ∩ B
1
∞,1 and small in B˙
1
∞,1,
and that the solutions satisfy the decay estimates (1.9) and (1.10).
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Proof of existence of global-in-time solutions in X ∩ C([0,∞), B1r,1 ∩ B
1
∞,1). Let
the constant C0 in the definition of X be a constant which satisfy the all estimates in
Proposition 3.1, and we assume the initial data satisfies
u0 ∈ B
1
r,1 ∩B
1
∞,1 and ‖u0‖B˙1
∞,1
≤ (2p+1Cp0 )
− 1
p−1 . (3.15)
For any u, v ∈ X, it follows from Proposition 3.1 that
‖Ψ(u)‖X˙sq
≤ C0‖u0‖B˙sq,1
+ C0‖u‖
p−1
X˙1
∞
‖u‖X˙sq
≤ C0‖u0‖B˙sq,1
+ C0(2C0‖u0‖B˙1
∞,1
)p−1 · 2C0‖u0‖B˙sq,1
≤ 2C0‖u0‖B˙sq,1
,
‖Ψ(u)‖Y˙ λr ∩Y˙ λ∞
≤ C0‖u0‖B˙λr,1∩B˙λ∞,1
+ C0‖u‖
p−1
X˙1
∞
‖u‖Y˙ λr
≤ C0‖u0‖B˙λr,1∩B˙λ∞,1
+ C0(2C0‖u0‖B˙1
∞,1
)p−1 · 2C0‖u0‖B˙λr,1∩B˙λ∞,1
≤ 2C0‖u0‖B˙λr,1∩B˙λ∞,1
,
‖Ψ(u)−Ψ(v)‖X˙εr∩X˙ε∞
≤ C0(‖u‖
p−1
X˙1
∞
+ ‖v‖p−1
X˙1
∞
)‖u− v‖X˙εr∩X˙ε∞
≤ C0 · 2(2C0‖u0‖B˙1
∞,1
)p−1 · ‖u− v‖X˙εr∩X˙ε∞
≤
1
2
‖u− v‖X˙εr∩X˙ε∞
.
(3.16)
for any s = ε, 1. Ψ is a contraction map from X to itself and the global solution for small
initial data is obtained in X. Then u(t) = Ψ(u)(t) in Z ′(RN ) for allmost every t, and we
have to find a fixed point such that the equality u(t) = Ψ(u)(t) holds in S ′(RN ). For this
purpose, we take a sequence {un} such that
u1 := e
tLu0, un := Ψ(un−1), n ≥ 2.
The previous contraction argument implies that un converges to u in X˙
ε
r ∩ X˙
ε
∞. Here, we
see that Ψ(un−1)(t) tends to Ψ(u)(t) in L
∞ as n→∞ for each t since we have from (3.4)
‖Ψ(un−1)(t)‖L∞  ‖u0‖L∞ + t‖un−1‖
p
X˙1
∞
, ‖Ψ(u)(t)‖L∞  ‖u0‖L∞ + t‖u‖
p
X˙1
∞
,∥∥∥ ∫ t
0
e(t−τ)L(|∇un−1(τ)|
p − |∇u(τ)|p)dτ
∥∥∥
L∞

∫ t
0
(
‖∇un−1‖
p−1
L∞ + ‖∇u(τ)‖
p−1
L∞
)
‖∇un−1(τ)−∇u(τ)‖L∞dτ

(
‖un−1‖
p−1
X˙1
∞
+ ‖u‖p−1
X˙1
∞
) ∫ t
0
‖un−1(τ)− u(τ)‖B˙1
∞,1
dτ
 ‖u0‖
p−1
B˙1
∞,1
∫ t
0
‖un−1(τ)− u(τ)‖
ε
B˙ε
∞,1
‖un−1(τ)− u(τ)‖
1−ε
B˙1+ε
∞,1
dτ
 ‖u0‖
p−1
B˙1
∞,1
tε‖un−1 − u‖
ε
L∞(0,∞;B˙ε
∞,1)
‖un−1 − u‖
1−ε
L1(0,∞;B˙1+ε
∞,1)
 ‖u0‖
p−1
B˙1
∞,1
tε‖un−1 − u‖X˙ε
∞
→ 0 as n→∞.
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Therefore, un(t) = Ψ(un−1)(t) is a Cauchy sequence in L
∞, so that, there exists v(t) ∈ L∞
such that un(t) converges to v(t) in L
∞ as n→∞. It follows from L∞ ⊂ S ′(RN ) ⊂ Z ′(RN )
and the uniqueness of the limit in Z ′(RN ) that un(t) also converges to v(t) in Z
′(RN ) as
n→∞ and v(t) = u(t) in Z ′(RN ). Since u(t) ∈ B˙1∞,1 and ∇u(t) ∈ S
′(RN ) by Remark 2.1,
it holds that ∇v(t) = ∇u(t) and Ψ(v)(t) = Ψ(u)(t) in S ′(RN ) for all t. Then taking the
limit in the topology of L∞ on the equation un(t) = Ψ(un−1)(t) for each t, we obtain
v(t) = Ψ(u)(t) = Ψ(v)(t) in L∞.
By ‖etLu0‖Lq ≤ ‖u0‖Lq and (3.4), v satisfies v(t) ∈ L
r ∩ B˙1r,1 ∩ L
∞ ∩ B˙1∞,1 = B
1
r,1 ∩B
1
∞,1.
Hence, the fixed point v is a solution in X ∩C([0,∞), B1r,1 ∩B
1
∞,1).
It remains to show the uniqueness. Let u, v ∈ X satisfies u, v ∈ C([0,∞), B1r,1 ∩B
1
∞,1),
u = Ψ(u) and v = Ψ(v), and we show that u(t) = v(t) in S ′(RN ) for all t. The contraction
property (3.16) implies that u(t) = v(t) in B˙ε∞,1 ⊂ Z
′(RN ). Since 0 < ε < 1, there exists
a constant c(t) independent of x ∈ RN such that u(t) = v(t) + c(t) in S ′(RN ). It follows
from ∇u(t) = ∇v(t) in S ′(RN ) that
u(t) = etLu0 +
∫ t
0
e(t−τ)L|∇u(τ)|p dτ = etLu0 +
∫ t
0
e(t−τ)L|∇v(τ)|p dτ = v(t) in S ′(RN ).
Therefore, c(t) ≡ 0 in S ′(RN ), and the uniqueness follows. ✷
Proof of the decay estimates (1.9) and (1.10). According to the above proof of
global existence, let
λ = (p − 1)/p, (3.17)
and it is sufficient to show only (1.9) for the solution u satisfying
‖u‖X˙1r∩X˙1∞∩Y˙ λr ∩Y˙ λ∞
<∞, (3.18)
since (1.10) is obtained by ‖u‖Y˙ λr ∩Y˙ λ∞
<∞. In the case 0 ≤ t ≤ 1, the boundedness in time
on the norms ‖∇ju(t)‖Lq (j = 0, 1) is obtained by the Ho¨lder inequality, the inequalities
‖u(t)‖Lq  ‖u(t)‖B˙0q,1
, ‖∇u(t)‖Lq  ‖u(t)‖B˙1q,1
, and (3.18), so that it suffices to consider
the case t > 1. We show the estimate with derivative:
‖∇u(t)‖Lq  (1 + t)
−N( 1
r
− 1
q
)−1, t > 0. (3.19)
Once (3.19) is proved, it is possible to show the decay estimate of ‖u(t)‖Lq . In fact, by
(2.18) and (3.19) we see that
‖u(t)‖Lq
 t
−N( 1
r
− 1
q
)
‖u0‖Lr +
∫ t/2
0
(t− τ)
−N( 1
r
− 1
q
)
‖|∇u(τ)|p‖Lr dτ +
∫ t
t/2
‖|∇u(τ)|p‖Lq dτ
 t−N(
1
r
− 1
q
) + t−N(
1
r
− 1
q
)
∫ t/2
0
‖∇u(τ)‖pLpr dτ +
∫ t
t/2
‖∇u(τ)‖pLpq dτ
 t
−N( 1
r
− 1
q
)
+ t
−N( 1
r
− 1
q
)
∫ t/2
0
{
(1 + τ)
−N( 1
r
− 1
pr
)−1}p
dτ +
∫ t
t/2
{
τ
−N( 1
r
− 1
pq
)−1}p
dτ
 t
−N( 1
r
− 1
q
)
, t ≥ 1,
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so that, the decay estimate in Lq(Rn) is obtained.
We show (3.19). It follows from (2.18) that
‖∇u(t)‖Lq  t
−N( 1
r
− 1
q
)−1
‖u0‖Lr +
(∫ t/2
0
+
∫ t
t/2
)
‖∇e(t−τ)L|∇u(τ)|p‖Lq dτ. (3.20)
We first consider the case r <∞. By (2.18), (3.17) and (3.18) we have∫ t/2
0
‖∇e(t−τ)L|∇u(τ)|p‖Lq dτ 
∫ t/2
0
(t− τ)−N(
1
r
− 1
q
)−1‖|∇u(τ)|p‖Lr dτ
 t−N(
1
r
− 1
q
)−1
∫ t/2
0
‖∇u(τ)‖pLpr dτ
 t
−N( 1
r
− 1
q
)−1
∫ t/2
0
{
(1 + τ)
−N( 1
r
− 1
pr
)−1+λ}p
dτ
 t−N(
1
r
− 1
q
)−1.
(3.21)
On the other hand, by (3.17), (3.18), the boundedness of e(t−s)L in Lq and the Ho¨lder
inequality we obtain∫ t
t/2
‖∇e(t−τ)L|∇u(τ)|p‖Lq dτ

∫ t
t/2
‖∇|∇u(τ)|p‖Lq dτ

∫ t
t/2
‖u(τ)‖p−1
B˙1
∞,1
‖u(τ)‖B˙2q,1
dτ
 ‖u‖p−1
Y˙ λ
∞
∫ t
t/2
(τ−
N
r
−1+λ)p−1τ
−N( 1
r
− 1
q
)−1+λ
τ
N( 1
r
− 1
q
)+1−λ
‖u(τ)‖B˙2q,1
dτ
 (t−
N
r
−1+λ)p−1t
−N( 1
r
− 1
q
)−1+λ
‖u‖p−1
Y˙ λ
∞
‖u‖Y˙ λq
 t−N(
1
r
− 1
q
)−1.
(3.22)
This together with (3.20) and (3.21) yields (3.19) for the case r <∞.
Next we consider the case r = ∞. In this case, the problem is that the integral in
the third line of (3.21) diverges as t → ∞. Then corresponding estimate to (3.21) is the
following with taking r = q =∞∫ t/2
0
‖∇e(t−τ)L|∇u(τ)|p‖L∞ dτ  t
−1
∫ t/2
0
{
(1 + τ)−1+λ
}p
dτ  t−1 log(1 + t),
and the same estimate as (3.22) holds. This implies that
‖∇u(t)‖L∞  t
−1 log(1 + t), t > 1.
By this decay estimate, we can improve the corresponding one to (3.21) as∫ t/2
0
‖∇e(t−τ)L|∇u(τ)|p‖L∞ dτ  t
−1
∫ t/2
0
{
(1 + τ)−1 log(2 + τ)
}p
dτ  t−1.
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Therefore, we also have the estimate (3.19) for the case r = ∞, and the proof of (1.9) is
completed. ✷
4 Asymptotic behavior
In this section we prove the assertion (ii) of Theorem 1.1. The proof is based on the
arguments in [14, Theorem 1.2] and [15, Theorem 1.1] (see, also, [12]). Throughout this
section we assume that u is a global-in-time solution of (1.7) satisfying (1.9) and (1.10).
Proof of Theorem 1.1 (ii)-(a). Let r ∈ (1,∞) and q ∈ [r,∞]. By (1.7), for any
j ∈ {0, 1}, we have
‖∇j [v(t)− etLu0]‖Lq
≤
∥∥∥∥∥∇j
∫ t
t/2
e(t−τ)L|∇v(τ)|p dτ
∥∥∥∥∥
Lq
+
∥∥∥∥∥∇j
∫ t/2
0
e(t−τ)L|∇v(τ)|p dτ
∥∥∥∥∥
Lq
=: I1,j(t) + I2,j(t)
(4.1)
for all t > 0. We first estimate I1,j. By (1.9) and (2.18) we obtain
I1,0(t) ≤
∫ t
t/2
‖e(t−τ)L|∇v(τ)|p‖Lq dτ
≤
∫ t
t/2
‖∇v(τ)‖p−1L∞ ‖∇v(τ)‖Lq dτ

∫ t
t/2
τ−(
N
r
+1)(p−1)τ
−N( 1
r
− 1
q
)−1
dτ
 t
−N( 1
r
− 1
q
)−(N
r
+1)(p−1)
, t ≥ 1.
(4.2)
Furthermore, applying the argument similar to (3.22) with (1.9) and (1.10), we see that
I1,1(t) ≤
∫ t
t/2
‖∇e(t−τ)L|∇v(τ)|p‖Lq dτ
≤
∫ t
t/2
‖∇v(τ)‖p−1L∞ ‖∇
2v(τ)‖Lq dτ

∫ t
t/2
τ−(
N
r
+1)(p−1)τ−N(
1
r
− 1
q
)− 1
p τN(
1
r
− 1
q
)+ 1
p ‖∇2v(τ)‖Lq dτ
 t
−N( 1
r
− 1
q
)− 1
p
−(N
r
+1)(p−1)
∫ ∞
0
τ
N( 1
r
− 1
q
)+ 1
p ‖v(τ)‖B˙2q,1
dτ
 t
−N( 1
r
− 1
q
)− 1
p
−(N
r
+1)(p−1)
, t ≥ 1.
(4.3)
Since (p − 1)p+ 1 > p for all p > 1, it follows from (4.2) and (4.3) that
t
N( 1
r
− 1
q
)+j
I1,j(t) = O(t
−N
r
(p−1)) (4.4)
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as t→∞, for any j ∈ {0, 1}.
Next we estimate I2,j . For the case 1 < r ≤ p, by (1.9) and (2.18) we obtain
I2,j(t) ≤
∫ t/2
0
‖∇je(t−τ)L|∇v(τ)|p‖Lq dτ

∫ t/2
0
(t− τ)
−N(1− 1
q
)−j
‖|∇v(τ)|p‖L1 dτ
 t
−N(1− 1
q
)−j
∫ t/2
0
‖∇v(τ)‖pLp dτ
 t
−N( 1
r
− 1
q
)−j−N
r
(r−1)
∫ ∞
0
(1 + τ)−N(
p
r
−1)−p dτ
 t
−N( 1
r
− 1
q
)−j−N
r
(r−1)
, t ≥ 1.
(4.5)
For the case r > p, by (1.9) and (2.18) again we see that
I2,j(t) ≤
∫ t/2
0
‖∇je(t−τ)L|∇v(τ)|p‖Lq dτ

∫ t/2
0
(t− τ)−N(
p
r
− 1
q
)−j‖|∇v(τ)|p‖
L
r
p
dτ
 t
−N(p
r
− 1
q
)−j
∫ t/2
0
‖∇v(τ)‖pLr dτ
 t
−N( 1
r
− 1
q
)−j−N
r
(p−1)
∫ ∞
0
(1 + τ)−p dτ  t
−N( 1
r
− 1
q
)−j−N
r
(p−1)
, t ≥ 1.
This together with (4.5) yields
t
N( 1
r
− 1
q
)−j
I2,j(t) =


O(t−
N
r
(r−1)) if p ≥ r,
O(t−
N
r
(p−1)) if p < r,
(4.6)
as t → ∞, for any j ∈ {0, 1}. Therefore, substituting (4.4) and (4.6) into (4.1), we have
(1.11), and the assertion (ii)-(a) of Theorem 1.1 follows. ✷
Proof of Theorem 1.1 (ii)-(b). Let r = 1. Put
c(t) :=M(u0) +
∫ t
0
M(|∇v(τ)|p) dτ, (4.7)
where
M(f) =
∫
RN
f(x) dx. (4.8)
Then, by (1.9) we have
|c(t2)− c(t1)| =
∫ t2
t1
M(|∇v(τ)|p) dτ =
∫ t2
t1
‖∇v(τ)‖pLp dτ 
∫ t2
t1
(1 + τ)−N(p−1)−p dτ
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for all t2 ≥ t1 ≥ 0. This implies that there exists the limit C∗ given by (1.2) such that∣∣∣∣
∫
RN
v(x, t) dx − C∗
∣∣∣∣ = |c(t)− C∗| = O(t−(N+1)(p−1)) (4.9)
as t→∞. Furthermore, (2.17) and (4.9) yield
lim
t→∞
t
N(1− 1
q
)+j
‖∇j [c(t)Pt+1 − C∗Pt+1]‖Lq = lim
t→∞
|c(t)− C∗| = 0 (4.10)
for all q ∈ [1,∞] and j = 0, 1. Put
w(x, t) := [etLu0](x)−M(u0)Pt+1(x) (4.11)
for all (x, t) ∈ RN × (0,∞). Since it follows from the semigroup property of Pt that
[etLP1](x) = Pt+1(x), (4.12)
we have
w(x, t) = [etLw(0)](x).
On the other hand, by (1.5), (4.8) and (4.11) we obtain∫
RN
w(x, 0) dx = 0.
Therefore, applying Lemma 2.5 with the aid of (2.18), we see that
lim
t→∞
t
N(1− 1
q
)+j
‖∇jw(t)‖Lq = lim
t→∞
t
N(1− 1
q
)+j
‖∇jetLw(0)‖Lq
 lim
t→∞
‖e
t
2
Lw(0)‖L1 = 0
(4.13)
for all q ∈ [1,∞] and j = 0, 1.
Let
F (x, t) := |∇v(x, t)|p −M(|∇v(t)|p)Pt+1(x). (4.14)
Then, by (1.5) and (4.8) we have∫
RN
F (x, t) dx = 0, t ≥ 0. (4.15)
Since it follows from (4.12) and (4.14) that∫ t
0
e(t−τ)L|∇v(τ)|p dτ −
∫ t
0
M(|∇v(τ)|p) dτ Pt+1(x)
=
∫ t
0
e(t−τ)L {|∇v(τ)|p −M(|∇v(τ)|p)Pτ+1} dτ =
∫ t
0
e(t−τ)LF (τ) dτ,
by (1.7), (4.7) and (4.11) we see that
v(x, t) − c(t)Pt+1(x)
= etLu0 +
∫ t
0
e(t−τ)L|∇v(τ)|p dτ −
[
M(u0) +
∫ t
0
M(|∇v(τ)|p) dτ
]
Pt+1(x)
= w(x, t) +
∫ t
0
e(t−τ)LF (τ) dτ.
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This together with (4.10) and (4.13) implies that
lim
t→∞
t
N(1− 1
q
)+j
‖∇j[v(t) − C∗Pt+1]‖Lq
= lim
t→∞
t
N(1− 1
q
)+j
‖∇j[v(t) − c(t)Pt+1]‖Lq + lim
t→∞
t
N(1− 1
q
)+j
‖∇j[c(t)Pt+1 − C∗Pt+1]‖Lq
= lim
t→∞
tN(1−
1
q
)+j
∥∥∥∥∇j
∫ t
0
e(t−τ)LF (τ) dτ
∥∥∥∥
Lq
.
Therefore, in order to obtain (1.12), it suffices to prove
lim
t→∞
tN(1−
1
q
)+j
∥∥∥∥∇j
∫ t
0
e(t−τ)LF (τ) dτ
∥∥∥∥
Lq
= 0. (4.16)
For any j ∈ {0, 1}, put
J1,j(t) :=
∫ t
t/2
∇je(t−τ)LF (τ) dτ,
J2,j(t) :=
∫ t/2
L
∇je(t−τ)LF (τ) dτ,
J3,j(t) :=
∫ L
0
∇je(t−τ)LF (τ) dτ,
for t ≥ 2L, where L ≥ 1. Since it follows from (1.10), (2.17) and (4.14) that
sup
t>0
(1 + t)
N(1− 1
q
)+N(p−1)+p
‖F (t)‖Lq <∞, (4.17)
by (2.18) we have
t
N(1− 1
q
)
‖J1,0(t)‖q  t
N(1− 1
q
)
∫ t
t/2
‖F (τ)‖Lq dτ  t
−(N+1)(p−1) = o(1) (4.18)
as t→∞. Furthermore, by (1.9), (2.17) and (4.4) we obtain
tN(1−
1
q
)+1‖J1,1(t)‖Lq ≤ t
N(1− 1
q
)+1
[
I1,1(t) +
∫ t
t/2
M(|∇v(τ)|p)‖∇Pτ+1‖Lq dτ
]
 tN(1−
1
q
)+1I1,1(t) +
∫ t
t/2
τ−N(p−1)−p dτ
 tN(1−
1
q
)+1I1,1(t) + t
−(N+1)(p−1) = o(1)
(4.19)
as t→∞. Moreover, by (2.18) and (4.17) we have
tN(1−
1
q
)+j‖J2,j(t)‖Lq ≤ t
N(1− 1
q
)+j
∫ t/2
L
(t− τ)−N(1−
1
q
)−j‖F (τ)‖L1 dτ

∫ t/2
L
‖F (τ)‖L1 dτ 
∫ t/2
L
τ−N(p−1)−p dτ  L−(N+1)(p−1)
(4.20)
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for all sufficiently large t. Similarly, we see that
t
N(1− 1
q
)+j
‖J3,j(t)‖Lq ≤ t
N(1− 1
q
)+j
∫ L
0
∥∥∥∇je (t−τ)2 Le (t−τ)2 LF (τ)∥∥∥
Lq
dτ

∫ L
0
∥∥∥e (t−τ)2 LF (τ)∥∥∥
L1
dτ
(4.21)
for all t ≥ 2L. On the other hand, for any L > 0, it follows from Lemma 2.5 with (4.15)
that
lim
t→∞
∥∥∥e (t−τ)2 LF (τ)∥∥∥
L1
= 0 (4.22)
for all s ∈ (0, L). Furthermore, by (2.18) we have
sup
t≥2L
∥∥∥e (t−τ)2 LF (τ)∥∥∥
L1
≤ ‖F (τ)‖L1 . (4.23)
Then, applying the Lebesgue dominated convergence theorem with (4.22) and (4.23) to
(4.21), we obtain
lim
t→∞
t
N(1− 1
q
)+j
‖J3,j(t)‖Lq = 0. (4.24)
Therefore, by (4.18), (4.19), (4.20) and (4.24) we see that
lim sup
t→∞
t
N(1− 1
q
)+j
∥∥∥∥∇j
∫ t
0
e(t−τ)LF (τ) dτ
∥∥∥∥
Lq
≤ C1L
−(N+1)(p−1)
for some constant C1 independent of L. Therefore, since L is arbitrary, by p > 1 we have
(4.16) , and the proof of the assertion (ii)-(b) of Theorem 1.1 is complete. ✷
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