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Resumo
A teoria das distribuic¸o˜es foi formulada pelo franceˆs Laurent Schwartz du-
rante a segunda guerra mundial. Validando a utilizac¸a˜o da diferenciac¸a˜o e da
ana´lise de Fourier em situac¸o˜es completamente inacess´ıveis ao ca´lculo diferen-
cial cla´ssico de Leibniz e Newton, esta teoria veio fornecer um quadro teo´rico
rigoroso a algumas generalizac¸o˜es intuicionistas da ana´lise, efectuadas em finais
do se´culo XIX por Heaviside e Dirac.
A importaˆncia inquestiona´vel da teoria das distribuic¸o˜es na evoluc¸a˜o da
matema´tica contemporaˆnea valeu a Laurent Schwartz uma medalha Fields em
1950.
Nesta monografia pretende-se efectuar uma introduc¸a˜o a` teoria das dis-
tribuic¸o˜es e apresentar alguns dos contributos para o ca´lculo anal´ıtico, nomeada-
mente no que diz respeito a` generalizac¸a˜o do conceito de derivada e a` resoluc¸a˜o
de equac¸o˜es de derivadas parciais.
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Abstract
The theory of distributions was presented by Laurent Schwartz during the Se-
cond World War. Allowing differentiation and Fourier transform in situations
where Leibniz’s e Newton’s calculus did not apply, this theory provided rigo-
rous theoretical support to some generalizations, based only in intuition, made
by Heaviside and Dirac in the nineteenth century.
In 1950, Schwartz won a Fields medal in recognition of the utmost impor-
tance of his work.
In this study, we will make an introduction of the theory of distributions
and present some of its applications in calculus, namely on the generalization
of differentiation and partial differential equations.
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Introduc¸a˜o
Em 1950, Laurent Schwartz publicou a obra de reconhecido me´rito La
the´orie des distributions [11] que lhe valeu, no Congresso Internacional de
Matema´tica de Harvard, uma medalha Fields. Esta teoria permitiu a diferen-
ciac¸a˜o e a ana´lise de Fourier onde o ca´lculo diferencial cla´ssico de Leibniz e
Newton na˜o podia ser utilizado. Criando um ca´lculo baseado na extensa˜o da
classe das func¸o˜es a uma nova classe de objectos, as distribuic¸o˜es, Schwartz
sistematizou e clarificou algumas generalizac¸o˜es intuicionistas da ana´lise de-
senvolvidas, em finais do se´culo XIX, por Heaviside e Dirac.
Muito se poderia dizer sobre o primeiro matema´tico franceˆs a ser homena-
giado com uma medalha Fields. Com a teoria das distribuic¸o˜es conquistou um
lugar privilegiado entre os matema´ticos do se´culo XX mas a sua contribuic¸a˜o
para o desenvolvimento da matema´tica foi mais longe. Schwartz dedicou-se
ainda a a´reas como a ana´lise funcional, a teoria da medida, as equac¸o˜es dife-
renciais parciais e a teoria das probabilidades. Alguns resultados nestas a´reas
foram publicados sob o pseudo´nimo de Nicolas Bourbaki, por tra´s do qual
se escondia um grupo de matema´ticos de renome, entre os quais se contava
Schwartz, Andre´ Weil e Jean Dieudonne´. A importaˆncia da obra matema´tica
deste grupo e´ bem patente nas quatro medalhas Fields que, desde 1950, Bour-
baki arrecadou.
Ale´m de se notabilizar pela sua exceleˆncia cient´ıfica, na˜o se pode deixar
de referir que Schwartz se destacou ainda pelo seu talento pedago´gico e pela
beleza das suas exposic¸o˜es, pela defesa da investigac¸a˜o cient´ıfica e da qualidade
do ensino superior. Longe do estereo´tipo do investigador alheado e distra´ıdo,
Schwartz foi ainda um homem preocupado com os problemas sociais do seu
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2tempo, um defensor fervoroso dos direitos do Homem. Para aprofundar a vida
e a obra de Laurent Schwartz recomenda-se a sua autobiografia [15].
O presente trabalho pretende ser uma introduc¸a˜o a` teoria das distribuic¸o˜es
de Schwartz. Apresentar-se-a˜o ainda alguns dos contributos desta para o
ca´lculo anal´ıtico, como seja na generalizac¸a˜o do conceito de derivada e na
resoluc¸a˜o de equac¸o˜es de derivadas parciais.
O trabalho esta´ organizado do seguinte modo:
No primeiro cap´ıtulo introduzem-se algumas notac¸o˜es, definic¸o˜es e resul-
tados ba´sicos relacionados com os espac¸os vectoriais topolo´gicos em geral.
Seguidamente apresentam-se alguns resultados relacionados com espac¸os vec-
toriais topolo´gicos de dimensa˜o finita. Uma vez que o espac¸o das distribuic¸o˜es,
a` imagem dos espac¸os funcionais em geral, na˜o tem dimensa˜o finita, termina-
se este cap´ıtulo com a descric¸a˜o de famı´lias de seminormas e da forma como
estas podem ser utilizadas na caracterizac¸a˜o de quaisquer espac¸os vectoriais
topolo´gicos localmente convexos.
No in´ıcio do cap´ıtulo 2 apresentam-se alguns espac¸os vectoriais topolo´gicos
que esta˜o relacionados com o espac¸o das distribuic¸o˜es. Seguidamente define-se
o espac¸o das distribuic¸o˜es, concluindo assim a primeira etapa deste trabalho.
O terceiro cap´ıtulo e´ dedicado a´ generalizac¸a˜o do conceito de derivada. Na
primeira secc¸a˜o apresentam-se alguns exemplos de distribuic¸o˜es e mostra-se
que o espac¸o destas e´ bem mais abrangente que o espac¸o das func¸o˜es difer-
encia´veis. Na segunda secc¸a˜o define-se o conceito de derivada de uma dis-
tribuic¸a˜o e mostra-se que este, na˜o contradizendo o conceito cla´ssico, generaliza
a diferenciac¸a˜o a muitos outros objectos matema´ticos.
O produto de convoluc¸a˜o e a transformada de Fourier sa˜o duas ferramen-
tas matema´ticas muito u´teis na resoluc¸a˜o de equac¸o˜es diferenciais. As duas
primeiras secc¸o˜es do quarto e u´ltimo cap´ıtulo sa˜o dedicadas ao estudo de algu-
mas propriedades destas ferramentas no contexto das distribuic¸o˜es. Dedica-se
a u´ltima secc¸a˜o a`s equac¸o˜es de derivadas parciais e estuda-se, em particu-
lar, exemplos dos treˆs tipos de operadores cla´ssicos: el´ıptico, parabo´lico e
hiperbo´lico.
Cap´ıtulo 1
Espac¸os vectoriais topolo´gicos
1.1 Definic¸o˜es e primeiros resultados
Sejam S um conjunto e τ uma colecc¸a˜o de subconjuntos de S. Diz-se que
(S, τ) e´ um espac¸o topolo´gico e τ uma topologia de S se:
(i) S ∈ τ e ∅ ∈ τ ;
(ii) A ∩B ∈ τ para todos os A,B ∈ τ ;
(iii) Para toda a famı´lia de ı´ndices I,
∀i ∈ I, Ai ∈ τ ⇒
⋃
i∈I
Ai ∈ τ.
Seja A ⊂ S. Diz-se que A e´ um aberto de S se A ∈ τ . Ao complementar
de A, que se denotara´ Ac, chama-se fechado de S.
Sejam (S, τ) um espac¸o topolo´gico e a ∈ S. Diz-se que V e´ uma vizinhanc¸a
de a se V ∈ τ e a ∈ V .
Sejam (S, τ) um espac¸o topolo´gico e A ⊂ S.
• O interior de A e´ o maior aberto contido em A.
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Verifica-se facilmente que
A˙ =
⋃
O∈ τ, O⊂A
O.
Note-se que, se A ⊂ S e´ aberto enta˜o A˙ = A.
• A adereˆncia de A, que se representa por A, e´ o menor fechado que
conte´m A.
Verifica-se facilmente que
A =
⋂
F c ∈ τ eA⊂F
F.
Note-se que, se A ⊂ S e´ fechado, enta˜o A = A.
Uma cobertura aberta de A e´ um conjunto β ⊂ τ tal que
A ⊂
⋃
O∈ β
O.
Uma subcobertura de β e´ um subconjunto de β que seja ainda uma cobertura
de A.
Se toda a cobertura de A conte´m uma subcobertura finita diz-se que A e´
um compacto.
Considerem-se agora aplicac¸o˜es entre espac¸os topolo´gicos.
Sejam (S, τ) e (G, τ ′) dois espac¸os topolo´gicos. Uma aplicac¸a˜o f : S → G
diz-se cont´ınua em a ∈ S se a imagem rec´ıproca de toda vizinhanc¸a de f(a)
conte´m uma vizinhanc¸a de a.
Uma aplicac¸a˜o f que e´ cont´ınua em todos os pontos de S diz-se cont´ınua
em S. Ou, de forma equivalente, uma aplicac¸a˜o f : S → G e´ cont´ınua no seu
domı´nio se e so´ se a imagem rec´ıproca de todo aberto de G e´ um aberto de S.
Ao longo deste trabalho K representara´ o corpo R ou C, munido da topolo-
gia usual.
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Antes de se apresentar a noc¸a˜o de espac¸o vectorial topolo´gico conve´m
definir o que se entende por topologia produto.
Dados dois espac¸os topolo´gicos (S, τ) e (G, τ ′) a topologia produto definida
em S × G e´ a menor topologia tal que as aplicac¸o˜es pi1 : S × S ′ → S e
pi2 : S ×G→ G definidas respectivamente por pi1(x, y) = x e pi2(x, y) = y sa˜o
cont´ınuas. Pode-se ainda definir esta topologia de uma outra forma, como se
apresenta no seguinte lema.
Lema 1.1
Sejam (S, τ) e (G, τ ′) dois espac¸os topolo´gicos. A topologia produto definida
no espac¸o vectorial S×G e´ a topologia que se obte´m do produto tensorial entre
as topologias τ e τ ′, isto e´,
τ ⊗ τ ′ = {∪(A× A′) |A ∈ τ ∧ A′ ∈ τ ′}.
Definic¸a˜o 1.2 (espac¸o vectorial topolo´gico)
Seja (X,+, .) um espac¸o vectorial sobre K. A (X, τ) chama-se espac¸o vectorial
topolo´gico se a topologia τ e´ tal que
(i) todo o subconjunto elementar de X e´ fechado;
(ii) as operac¸o˜es + e · do espac¸o vectorial sa˜o cont´ınuas para a topologia τ ,
onde os produtos cartesianos X×X e K×X sa˜o munidos da topologia
produto.
Quando tal na˜o der origem a ambiguidade, diz-se simplesmente que X e´ um
espac¸o vectorial topolo´gico.
Sejam (X, τ) um espac¸o vectorial topolo´gico, a ∈ X e λ ∈ K \ {0}. As
operac¸o˜es translac¸a˜o de vector a e homotetia centrada em 0 de raza˜o λ repre-
sentadas, respectivamente, por Ta e Mλ sa˜o definidas, para todo o x ∈ X,
por
Ta(x) = a+ x
Mλ(x) = λx.
Verifica-se que estas operac¸o˜es sa˜o homeomorfismos de X em X. De facto,
T−a = Ta−1 e Mλ−1 = Mλ
−1. Ale´m disso, estas func¸o˜es sa˜o cont´ınuas por
definic¸a˜o.
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Em particular, uma topologia num espac¸o vectorial (X, τ) e´ invariante por
translac¸a˜o, ou seja,
∀a ∈ X , τ = Ta(τ).
Desta forma, basta conhecer todas as vizinhanc¸as de um ponto para, por
translac¸a˜o, se conhecerem todas as vizinhanc¸as de um outro ponto qualquer.
Assim, a topologia fica bem definida pelo conjunto de todas as vizinhanc¸as
de um elemento de X. Neste trabalho vai considerar-se o elemento 0 ∈ X e
designar-se por V0 o conjunto de todas as vizinhanc¸as da origem.
Sejam (X, τ) um espac¸o vectorial topolo´gico e β ⊂ V0. Diz-se que β e´ uma
base local de (X, τ) se todo o V ∈ V0 conte´m um elemento de β.
Os abertos na˜o vazios de X sa˜o os conjuntos que se obteˆm por unia˜o e
translac¸a˜o de elementos de β.
Num espac¸o vectorial topolo´gico a adereˆncia de um conjunto pode ser
definida de outra forma.
Sejam (S, τ) um espac¸o vectorial topolo´gico e A ⊂ S. A adereˆncia de A e´
o conjunto ⋂
V ∈V0
(A+ V ),
onde V0 representa o conjunto de todas as vizinhanc¸as de 0.
Prova-se, em seguida, que as duas definic¸o˜es sa˜o equivalentes.
Sejam x ∈ A e V ∈ V0. Suponha-se que (x + V ) ∩ A = ∅. O conjunto
(x + V )c e´ fechado e A ⊂ (x + V )c. Nestas condic¸o˜es A ⊂ (x + V )c, o que e´
absurdo pois x ∈ (x+ V ) e x ∈ A ⊂ (x+ V )c. Desta forma⋂
F c∈τeA⊂F
F ⊂
⋂
V ∈V0
(A+ V ) .
Reciprocamente seja x ∈
⋂
V ∈V0
(A+ V ). Pode verificar-se que (x+V )∩A 6=
∅ se e so´ se x ∈ A − V . Mais ainda, se −V ∈ V0 enta˜o V ∈ V0. Logo
(x + V ) ∩ A 6= ∅ para todo o V ∈ V0. Seja F um conjunto fechado tal que
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A ⊂ F . Se x /∈ F enta˜o x ∈ F c. Como F c e´ um aberto tem-se que F c = x+VF
para algum VF ∈ V0. Desta forma (x+VF )∩A = ∅ o que e´ absurdo. Portanto⋂
v∈V0
(A+ V ) ⊂
⋂
F c∈τeA⊂F
F.
Em seguida, definem-se outros conceitos que sera˜o u´teis ao longo deste
trabalho.
Seja (X, τ) um espac¸o vectorial topolo´gico.
• Um conjunto A ⊂ X diz-se convexo se, dados dois elementos x, y ∈ A,
o elemento (1− t)x+ ty ∈ A para todo o 0 ≤ t ≤ 1.
Se X tem uma base local cujos elementos sa˜o convexos diz-se que X e´
localmente convexo.
• Um conjunto A ⊂ X diz-se equilibrado se
∀α ∈ K , |α| < 1⇒ αA ⊂ A.
• Um conjunto A ⊂ X diz-se limitado se para todo o V ∈ V0
∃r > 0 | t > r ⇒ A ⊂ tV.
Quando a origem possui uma vizinhanc¸a limitada diz-se que X e´ local-
mente limitado.
• Um conjunto A ⊂ X diz-se absorvente se
∀x ∈ X, ∃t ∈ R | ∀ s > t, x ∈ sA.
• Se existe uma vizinhanc¸a V de 0 em X cuja adereˆncia e´ um conjunto
compacto diz-se que X e´ localmente compacto.
A proposic¸a˜o que se segue permite afirmar que toda a base local de um
dado espac¸o vectorial topolo´gico conte´m uma base local equilibrada pelo que
todo o espac¸o vectorial topolo´gico tem uma base local equilibrada.
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Proposic¸a˜o 1.3
Seja (X, τ) um espac¸o vectorial topolo´gico. Se W ∈ V0, enta˜o existe uma
vizinhanc¸a equilibrada V ∈ V0 tal que V ⊂ W .
Prova:
Sejam (X, τ) um espac¸o vectorial topolo´gico e W ∈ V0. Como o produto de
um elemento de X por um escalar e´ cont´ınuo, o conjunto W−1 = {(λ, x) ∈
K×X |λx ∈ W} e´ aberto de K×X. Ale´m disso 0.0 = 0, pelo que W−1 e´ uma
vizinhanc¸a de (0, 0).
Pelo Lema 1.1
W−1 =
⋃
i∈I
Vi
onde os abertos Vi sa˜o da forma A×B, com A ∈ τ e B ∈ τ para todo i ∈ I.
Como (0, 0) ∈ W−1, (0, 0) ∈ Vi para algum i ∈ I. Seja Vj = A × B esse
conjunto.
Logo, existem dois abertos A ⊂ K e B ⊂ X tais que AB ⊂ W , 0K ∈ A e
0X ∈ B. Assim, existe δ ∈ R+ tal que
∀α ∈ K, |α| < δ ⇒ αB ⊂ W.
Se
V =
⋃
|α|<δ
αB
enta˜o V ∈ V0 e´ uma vizinhanc¸a equilibrada contida em W . 
As aplicac¸o˜es lineares desempenham, neste trabalho, um papel de destaque,
pelo que se torna indispensa´vel apresentar algumas das suas propriedades. As
que se enunciam na seguinte proposic¸a˜o sa˜o de demonstrac¸a˜o simples, baseada
na definic¸a˜o de aplicac¸a˜o linear.
Proposic¸a˜o 1.4
Sejam X e Y espac¸os vectoriais reais. Consideremos os conjuntos A e B tais
que A ⊂ X, B ⊂ Y e a aplicac¸a˜o linear φ : X → Y .
1. Se A e´ um conjunto convexo (equilibrado) ou subespac¸o vectorial local-
mente convexo (equilibrado) enta˜o φ(A) tambe´m o e´;
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2. Se B e´ um conjunto convexo (equilibrado) ou subespac¸o vectorial local-
mente convexo (equilibrado) enta˜o φ−1(B) tambe´m o e´.
A seguinte proposic¸a˜o permite, sob determinadas condic¸o˜es, provar a con-
tinuidade de uma forma linear atrave´s da existeˆncia de uma vizinhanc¸a V ∈ V0
na qual essa aplicac¸a˜o seja limitada.
Proposic¸a˜o 1.5
Sejam (X, τ) um espac¸o vectorial topolo´gico e φ : X → K uma aplicac¸a˜o linear,
tal que, φ(x) 6= 0 para algum x ∈ X. As proposic¸o˜es seguintes sa˜o equivalentes:
1. φ e´ cont´ınua;
2. Ker(φ) e´ um subespac¸o fechado;
3. Ker(φ) na˜o e´ denso em X;
4. φ e´ limitada em alguma vizinhanc¸a de 0.
Prova:
1) ⇒ 2) Ker(φ) = φ−1(0) e {0} e´ um subespac¸o fechado pelo que, como φ e´
linear e cont´ınua, Ker(φ) tambe´m e´ um subespac¸o fechado.
2) ⇒ 3) Como Ker(φ) e´ um subespac¸o fechado e Ker(φ) 6= X, por hipo´tese,
tem-se que Ker(φ) na˜o e´ denso em X.
3) ⇒ 4) Como Ker(φ) na˜o e´ denso em X, o seu complementar tem interior
na˜o vazio. Existe portanto uma vizinhanc¸a equilibrada V de 0 e um elemento
x ∈ X tais que (x+ V ) ∩Ker(φ) = ∅.
Se φ(V ) e´ limitada fica provada a implicac¸a˜o.
Suponha-se enta˜o que φ(V ) na˜o e´ limitada:
existe x˜ ∈ V tal que |φ(x˜)| ≥ |φ(x)|. Logo existe α de mo´dulo inferior a 1
com αφ(x˜) = −φ(x). Como φ e´ linear αφ(x˜) = φ(αx˜). Como V e´ equili-
brado, αx˜ ∈ V . Desta forma existe y ∈ V tal que φ(y) = −φ(x) e portanto
(x+ y) ∈ Ker(φ), o que e´ absurdo pois (x+ V ) ∩Ker(φ) = ∅.
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4)⇒ 1) Como φ e´ limitada em V ∈ V0 tem-se que
∃M <∞ ∀x ∈ V, |φ(x)| < M.
Se  > 0 e W = 
M
V , enta˜o para todo o x ∈ W tem-se |φ(x)| < . Logo, sendo
B a bola centrada em 0 e raio  de K, φ−1(B) ⊃ W . Assim, φ e´ cont´ınua na
origem e, por conseguinte, cont´ınua. 
Sejam X um espac¸o vectorial, x, y ∈ X e α ∈ K. Chama-se norma sobre
X a uma aplicac¸a˜o ‖.‖ : X −→ R+0 que verifica
• ‖x+ y‖ ≤ ‖x‖+ ‖y‖;
• ‖αx‖ = |α|‖x‖;
• se ‖x‖ > 0 enta˜o x 6= 0.
Se X e´ um conjunto na˜o vazio, dizemos que a aplicac¸a˜o d : X ×X −→ R+0
e´ uma me´trica sobre X se, para quaisquer x, y, z ∈ X:
• d(x, y) = 0⇔ x = y;
• d(x, y) = d(y, x)
• d(x, z) ≤ d(x, y) + d(y, x);
Ao par (X, d) chamamos espac¸o me´trico.
Sejam X um espac¸o vectorial e ‖.‖ uma norma sobre X. A aplicac¸a˜o
d : X × X −→ R+0 definida por d(x, y) = ‖y − x‖ para todos os x, y ∈ X e´
uma me´trica e diz-se que d e´ a me´trica induzida pela norma ‖.‖.
Seja (X, d) um espac¸o me´trico. O conjunto B(a, ) = {x ∈ X | d(x, a) < }
designa-se por bola centrada em a de raio .
Verifica-se facilmente que a colecc¸a˜o τd de subconjuntos de X definida por
τd = {A ⊂ X | ∀ a ∈ A ∃ ∈ R+ : B(a, ) ⊂ A}
e´ uma topologia. A topologia assim definida designa-se por topologia induzida
pela me´trica d.
CAPI´TULO 1. ESPAC¸OS VECTORIAIS TOPOLO´GICOS 11
Quando o espac¸o topolo´gico (X, τ) e´ tal que a topologia τ pode ser in-
duzida por uma me´trica d diz-se que (X, τ) e´ metriza´vel. Se, ale´m disso, d e´
uma me´trica induzida por uma norma ‖.‖ enta˜o, (X, τ) diz-se norma´vel.
Nem todos os espac¸os vectoriais topolo´gicos sa˜o norma´veis, como se vera´
ainda neste cap´ıtulo.
Os espac¸os vectoriais que se apresentam em seguida, desempenhara˜o um
papel importante no trabalho que se desenvolvera´ ao longo desta dissertac¸a˜o.
Definic¸a˜o 1.6 (espac¸o de Hausdorff)
Sejam (X, τ) um espac¸o vectorial topolo´gico. (X, τ) e´ de Hausdorff se, dados
quaisquer dois elementos a, b ∈ X, existem dois abertos A e B tais que:
(i) a ∈ A e b ∈ B;
(ii) A ∩B = ∅.
Definic¸a˜o 1.7 (espac¸o de Heine-Borel)
Seja (X, τ) um espac¸o vectorial topolo´gico. (X, τ) diz-se de Heine-Borel, se
possuir a propriedade de Heine-Borel, ou seja, se todo o subconjunto de X
fechado e limitado e´ compacto.
Definic¸a˜o 1.8 (espac¸o completo)
Sejam (X, τ) um espac¸o vectorial topolo´gico e (xn)n∈N ∈ XN uma sucessa˜o.
Diz-se que (xn)n∈N e´ uma sucessa˜o de Cauchy se, para todo o V ∈ V0, existe
uma ordem NV tal que
i ≥ NV , j ≥ NV ⇒ (xi − xj) ∈ V.
Diz-se que (xn)n∈N e´ uma sucessa˜o convergente, de limite x ∈ X se, para todo
o V ∈ V0, existe uma ordem NV tal que
n ≥ NV ⇒ (xn − x) ∈ V.
O espac¸o (X, τ) diz-se espac¸o completo se as sucesso˜es de Cauchy forem exacta-
mente as sucesso˜es convergentes.
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O seguinte lema sera´ bastante u´til na demonstrac¸a˜o de algumas proposic¸o˜es.
Entende-se por vizinhanc¸a sime´trica uma vizinhanc¸a U tal que U = −U .
Lema 1.9
Seja X um espac¸o vectorial topolo´gico. Se W ∈ V0, enta˜o existe uma vizinhan-
c¸a sime´trica U tal que U + U ⊂ W .
Prova:
Sejam (X, τ) um espac¸o vectorial topolo´gico e W ∈ V0. Como a adic¸a˜o de
elementos de X e´ cont´ınua, o conjunto W−1 = {(x, y) ∈ X |x+ y ∈ W} e´ um
aberto. Ale´m disso, 0 + 0 = 0, pelo que, W−1 e´ uma vizinhanc¸a de (0, 0).
Por um processo ana´logo ao utilizado na prova da proposic¸a˜o 1.3 tem-se
que existem A,B ∈ V0 tais que A+B ⊂ W . Considerando
U = A ∩B ∩ (−A) ∩ (−B)
tem-se que U ∈ V0 e´ uma vizinhanc¸a sime´trica e U + U ⊂ A+B ⊂ W . 
Pode aplicar-se este lema de forma recursiva e afirmar que, dado W ∈ V0,
existe uma vizinhanc¸a sime´trica V ∈ V0 tal que
n∑
i=1
V ⊂ W.
O seguinte lema sera´ u´til na demonstrac¸a˜o da proposic¸a˜o que se segue.
Lema 1.10
Sejam K e C dois subconjuntos de um espac¸o vectorial topolo´gico (X, τ) tais
que, C e´ fechado, K e´ compacto e K ∩ C = ∅. Enta˜o existe V ∈ V0 tal que
(K + V ) ∩ (C + V ) = ∅.
Prova:
Se K = ∅, enta˜o K + V = ∅ pelo que (K + V ) ∩ (C + V ) = ∅.
Suponha-se agora que K 6= ∅. Seja x ∈ K. Como C e´ fechado, Cc e´ aberto.
Ale´m disso, K ∩ C = ∅ pelo que x ∈ K ⊂ Cc. Pela Lema 1.9, visto que Cc e´
uma vizinhanc¸a de x, existe uma vizinhanc¸a sime´trica V ∈ V0 tal que
x+ V + V + V ⊂ Cc (1.1)
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Suponha-se, por reduc¸a˜o ao absurdo, que (x + V + V ) ∩ (C + V ) 6= ∅. Neste
caso, existiriam v1, v2, v3 ∈ V e c ∈ C com x + v1 + v2 = c + v3 ou ainda
x + v1 + v2 − v3 = c ∈ C, o que contradiz (1.1) uma vez que V e´ sime´trico
donde −v3 ∈ V . Logo
(x+ V + V ) ∩ (C + V ) = ∅.
Como K e´ compacto, qualquer cobertura de K admite uma subcobertura
finita. Assim, atendendo ao que foi dito anteriormente, existe um nu´mero
finito de pontos x1, x2, ..., xn ∈ K e de vizinhanc¸as V1, V2, ..., Vn ∈ V0 tais que
K ⊂ (x1 + V1) ∪ (x2 + V2) ∪ ... ∪ (xn + Vn)
e, para todo o i ∈ {1, 2, ..., n},
(xi + Vi + Vi) ∩ (C + Vi) = ∅.
Seja V = V1 ∩ V2 ∩ ... ∩ Vn. Tem-se que
K + V ⊂
n⋃
n=1
(xi + Vi + V ) ⊂
n⋃
n=1
(xi + Vi + Vi).
Como para todo i = 1, 2, ..., n, (xi+Vi+Vi)∩(C+Vi) = ∅ e C+Vi ⊃ C+V ,
vem que (K + V ) ∩ (C + V ) = ∅. 
Como C + V e´ aberto, o fecho de K + V na˜o intersecta C + V . Desta
forma, tomando K = {0}, facilmente se conclui que todo o V ∈ V0 conte´m a
adereˆncia de algum W ∈ V0.
Proposic¸a˜o 1.11
Todos os espac¸os vectoriais topolo´gicos sa˜o de Hausdorff.
Prova:
Sejam X um espac¸o vectorial topolo´gico e x, y ∈ X. O conjunto {x} e´ fechado
por definic¸a˜o e {y} e´ claramente compacto. Basta pois aplicar o Lema 1.10
com K = {y} e C = {x}. 
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Proposic¸a˜o 1.12
Sejam (X, τ) um espac¸o vectorial topolo´gico real e V ∈ V0.
1. Se a sequeˆncia (rn)n∈N ∈ RN e´ tal que lim
n→+∞
rn = +∞, enta˜o
X =
∞⋃
n=1
rnV.
2. Se a sequeˆncia (tn)n∈N ∈ RN converge para 0 e a vizinhanc¸a V ∈ V0
e´ limitada, enta˜o a colecc¸a˜o {tnV |n = 1, 2, 3, ...} e´ uma base local de
(X, τ).
Prova:
1. Sejam X um espac¸o vectorial topolo´gico real e x ∈ X. Como a
aplicac¸a˜o f : R → X definida por f(α) = αx e´ cont´ınua, a imagem
rec´ıproca de V por f , V −1, e´ um aberto e 0 ∈ V −1. Assim, 1
rn
∈ V −1
para n suficientemente grande. Tem-se enta˜o que x
rn
∈ V , ou seja,
x ∈ rnV para n suficientemente grande.
2. Sejam (tn)n∈N ∈ RN e V ∈ V0 nas condic¸o˜es enunciadas. Para se provar
que a colecc¸a˜o {tnV |n = 1, 2, 3, ...} e´ uma base local de (X, τ) basta
mostrar que todo o U ∈ V0 tem um elemento desta colecc¸a˜o.
Seja U ∈ V0. Como V e´ limitado existe s > 0 tal que V ⊂ tU para
todo o t > s. Como a sequeˆncia (tn)n∈N converge para 0 tem-se que,
a partir de uma certa ordem N , s < 1
tn
. Assim, existe m ∈ N tal que
V ⊂ 1
tm
U , ou seja, tmV ⊂ U . 
Proposic¸a˜o 1.13
Seja (X, τ) um espac¸o vectorial topolo´gico. Todo o subconjunto compacto K
de X e´ limitado.
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Prova:
Seja V ∈ V0 uma vizinhanc¸a equilibrada. Considere-se a colecc¸a˜o de abertos
de X
β = {nV | n ∈ N}.
Pelo ponto 1 da Proposic¸a˜o 1.12, β e´ uma cobertura de K. Como K e´ com-
pacto, esta cobertura admite uma subcobertura finita, ou seja, existe s ∈ N
tal que
K ⊂
s⋃
n=1
nV.
Como V e´ equilibrado, a sucessa˜o (nV )n∈N e´ crescente, pelo que
s⋃
n=1
nV = sV,
donde K ⊂ sV . Conclui-se que K e´ limitado. 
1.2 Espac¸os vectoriais topolo´gicos de dimen-
sa˜o finita
Entre os espac¸os vectoriais topolo´gicos de dimensa˜o finita encontra-se Rn,
munido da norma euclidiana. Podem-se definir outras normas em Rn que cor-
respondem, obviamente, a diferentes me´tricas, no entanto, todas elas induzem
o mesmo espac¸o vectorial topolo´gico. Mais ainda, se (X, τ) e´ um espac¸o vecto-
rial real topolo´gico de dimensa˜o finita n, enta˜o todo o isomorfismo de (X, τ) em
Rn, munido da norma euclidiana, e´ um homeomorfismo. Por outras palavras,
pode dizer-se que a topologia induzida pela norma euclidiana e´ a u´nica que
um espac¸o vectorial real topolo´gico de dimensa˜o finita n pode ter.
De forma ana´loga, poder-se-ia afirmar que existe apenas um espac¸o vecto-
rial topolo´gico complexo com dimensa˜o finita n. A proposic¸a˜o que se segue
enuncia o que se acabou de afirmar.
Proposic¸a˜o 1.14
Se n e´ um inteiro positivo e Y e´ um subespac¸o vectorial topolo´gico de dimensa˜o
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finita n de um espac¸o vectorial topolo´gico X, real ou complexo, enta˜o todo o
isomorfismo de Kn em Y e´ um homeomorfismo e Y e´ fechado em X.
Prova:
Seja f : Kn −→ Y um isomorfismo. Sejam (e1, e2, ..., en) a base cano´nica de
Kn e ui = f(ei) para todo o i ∈ {1, 2, ..., n}. Como f e´ um isomorfismo,
(u1, u2, ..., un) constitui uma base de Y .
Seja z = (z1, z2, ..., zn) ∈ Kn. Tem-se que
f(z) = z1u1 + z2u2 + ...+ znun.
Sejam pii(z) : Kn −→ K as aplicac¸o˜es definidas por pii(z) = zi para todo o i ∈
{1, 2, ..., n}. Como estas aplicac¸o˜es sa˜o cont´ınuas a continuidade de f obte´m-
se, de forma imediata, pelo facto da adic¸a˜o de vectores e da multiplicac¸a˜o por
escalares serem cont´ınuas.
Sejam Sn−1 e Bn a esfera e bola unita´rias de Kn, respectivamente. Seja
K = f(Sn−1).
Uma vez que f e´ cont´ınua sabe-se que K e´ compacto. Por outro lado, f(0) = 0
e f e´ injectiva donde 0 /∈ K. Assim, K e {0} sa˜o dois subconjuntos de Y tais
que {0} e´ fechado, K e´ compacto e {0} ∩K = ∅. Pelo Lema 1.10, existe, em
Y , uma vizinhanc¸a V ∈ V0 tal que
({0}+ V ) ∩ (K + V ) = ∅.
Como {0}+ V = V e K ⊂ (K + V ) pois 0 ∈ V , pode dizer-se que
V ∩K = ∅.
Seja E = f−1(V ). Ten-se que 0 ∈ E e E ∩ Sn−1 = ∅ donde E ⊂ Bn e,
consequentemente, E e´ limitado. Logo pela proposic¸a˜o 1.5 f−1 e´ cont´ınua.
Conclui-se assim que f e´ um homeomorfismo.
Para provar que Y e´ fechado, considerem-se p ∈ Y , fe V definidos como
anteriormente. Seja U ′ um aberto de X tal que U ′ ∩ Y = U . Considere-se
ainda t > 0 de tal forma que p ∈ tU ′.
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Tem-se que
p ∈ Y ∩ (tU ′) ⊂ f(tBn) ⊂ f(tBn).
Como f(tBn)e´ compacto enta˜o e´ fechado em X. Assim, p ∈ f(tBn) ⊂ Y ,
o que prova que Y = Y . 
A proposic¸a˜o anterior na˜o se aplica nos casos em que o espac¸o vecto-
rial topolo´gico Y tem dimensa˜o infinita. Alia´s, existem espac¸os vectoriais
topolo´gicos com dimensa˜o infinita que na˜o sa˜o sequer norma´veis, como se vera´
de seguida.
Proposic¸a˜o 1.15
Todo o espac¸o vectorial topolo´gico localmente compacto tem dimensa˜o finita.
Prova:
Seja V ∈ V0 tal que V e´ compacto. Sabe-se que V e´ limitado e, pelo ponto 2
da Proposic¸a˜o 1.12, os conjuntos 2−nV , com n ∈ N, formam uma base local
de X. Como V e´ compacto, existem elementos x1, x2, ..., xn de X tais que
V ⊂ (x1 + 1
2
V ) ∪ ... ∪ (xn + 1
2
V ).
Seja Y o espac¸o vectorial gerado por (x1, x2, ..., xn). Tem-se que dim(Y ) ≤ n
e, pela Proposic¸a˜o 1.14, Y e´ um subespac¸o fechado de X. Como V ⊂ Y + 1
2
V
e λY = Y para todo o escalar λ 6= 0, segue-se que 1
2
V ⊂ Y + 1
4
V . Assim,
V ⊂ V ⊂ Y + 1
2
V ⊂ Y + Y + 1
4
V = Y +
1
4
V.
Continuando este processo obte´m-se
V ⊂
∞⋂
n=1
(Y + 2−nV ).
Como {2−nV |n ∈ N} e´ uma base local segue-se que V ⊂ Y e, como Y e´
fechado, V ⊂ Y . Assim, kV ⊂ Y , para todo o k ∈ N. Logo, pelo ponto 1 da
Proposic¸a˜o 1.12, Y = X e, consequentemente, dimX ≤ n. 
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Proposic¸a˜o 1.16
Se X e´ um espac¸o vectorial topolo´gico localmente limitado com a propriedade
de Heine-Borel enta˜o X tem dimensa˜o finita.
Prova:
Seja V ∈ V0 uma vizinhanc¸a limitada em X. Existe uma vizinhanc¸a W ∈ V0
tal que W ⊂ V . A adereˆncia W e´ tambe´m limitada donde, pela propriedade
de Heine-Borel, W e´ compacto. Desta forma, X e´ localmente compacto e por-
tanto, pela Proposic¸a˜o 1.15, tem dimensa˜o finita. 
Recorde-se que a func¸a˜o de Minkowski de um dado conjunto A e´ definida,
para todo o x ∈ X, por
µA(x) = inf{t > 0 | t−1x ∈ A},
sempre que exista um escalar t > 0 tal que t−1x ∈ A. Caso na˜o exista um
escalar t > 0 tal que t−1x ∈ A enta˜o µA(x) = +∞.
Proposic¸a˜o 1.17
Um espac¸o vectorial topolo´gico (X, τ) e´ norma´vel se e so´ se existe uma vi-
zinhanc¸a V ∈ V0 convexa e limitada.
Prova:
Se X e´ norma´vel e ‖.‖ e´ uma norma compat´ıvel com a topologia τ enta˜o
{x ∈ X : ‖x‖ < 1} ∈ V0 e´ uma vizinhanc¸a convexa e limitada.
Reciprocamente, seja V ∈ V0 uma vizinhanc¸a convexa e limitada. Defina-
se, para todo o x ∈ X,
‖x‖ = µV (x). (1.2)
Vamos provar que se trata, de facto, de uma norma:
• Como V e´ limitado, pelo ponto 2 da Proposic¸a˜o 1.12, os conjuntos rV ,
r > 0 formam uma base local do espac¸o topolo´gico (X, τ). Como todos
os espac¸os vectoriais topolo´gicos sa˜o de Hausdorff, se x 6= 0, enta˜o
x 6∈ rV , para algum r > 0 donde ‖x‖ ≥ r. Conclui-se que, para todo o
x ∈ X \ {0}, ‖x‖ ≥ r.
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• Sejam x, y ∈ X e  > 0 um escalar. Considerem-se t = µV (x) +  e
s = µV (y) + . Tem-se que
x
t
∈ V e y
s
∈ V . Como V e´ convexo sabe-se
que:
x+ y
s+ t
=
t
s+ t
× x
t
+
s
s+ t
× y
s
∈ V.
Segue-se que µV (x + y) ≤ s + t = µV (x) + µV (y) + 2 e, como  e´
qualquer, vem que
µV (x+ y) ≤ µV (x) + µV (y).
• Sejam x ∈ X e α > 0 um escalar. Se v = µV (x), enta˜o v e´ o ı´nfimo do
conjunto {t > 0 | t−1x ∈ V } logo αv e´ o ı´nfimo do conjunto
{t > 0 | t−1αx ∈ V }, ou seja,
µV (αx) = αµV (x).
Conclui-se que (4.1) define uma norma em X.
Pela definic¸a˜o de (4.1) e pelo facto de U ser aberto tem-se que, para todo
o r > 0
{x : ‖x‖ < r} = rU.
A norma assim definida e´ compat´ıvel com a topologia de X. 
Atrave´s dos teoremas anteriores facilmente se conclui que na˜o existem
espac¸os vectoriais topolo´gicos de dimensa˜o infinita com a propriedade de Heine-
Borel que sejam norma´veis. Repare-se que se um espac¸o vectorial topolo´gico
X tem dimensa˜o infinita e a propriedade de Heine-Borel, enta˜o na˜o pode ser
localmente limitado, pelo que na˜o existe uma vizinhanc¸a convexa e limitada
de 0 e, consequentemente, X na˜o e´ norma´vel. E´ pois necessa´rio encontrar uma
forma alternativa para caracterizar a sua topologia.
1.3 Seminormas
Esta secc¸a˜o e´ dedicada ao estudo de algumas propriedades de famı´lias de semi-
normas. Estudar-se-a´ ainda a sua aplicac¸a˜o na caracterizac¸a˜o de quaisquer
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espac¸os vectoriais topolo´gicos localmente convexos.
Relembre-se que uma seminorma num espac¸o vectorial X e´ uma func¸a˜o
p : X −→ R tal que, para todos os x, y ∈ X e todo o escalar α:
(i) p(x+ y) ≤ p(x) + p(y);
(ii) p(αx) = |α|p(x).
Uma famı´lia P de seminormas diz-se separa´vel se
∀x 6= 0, ∃ p ∈ P : p(x) 6= 0.
De seguida, apresentam-se algumas propriedades das seminormas.
Proposic¸a˜o 1.18
Se p e´ uma seminorma num espac¸o vectorial X enta˜o:
1. p(0) = 0;
2. ∀x, y ∈ X, |p(x)− p(y)| ≤ p(x− y);
3. ∀x ∈ X, p(x) ≥ 0;
4. {x ∈ X | p(x) = 0} e´ um subespac¸o vectorial de X;
5. O conjunto B = {x ∈ X | p(x) < 1} e´ convexo, equilibrado, absorvente
e p = µB.
Prova:
1. Segue directamente da propriedade p(αx) = |α|p(x) das seminormas.
2. A subaditividade de p mostra que p(x) = p(x−y+y) ≤ p(x−y)+p(y)
pelo que
p(x)− p(y) ≤ p(x− y).
Como p(x− y) = | − 1|p(y − x) = p(y − x) obte´m-se facilmente
|p(x)− p(y)| ≤ p(x− y).
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3. Atrave´s das al´ıneas anteriores, basta tomar y = 0, para se obter o
resultado pretendido.
4. Se x e y sa˜o tais que p(x) = p(y) = 0, enta˜o
∀α, β ∈ K, p(αx+ βy) = |α|p(x) + |β|p(y) = 0.
Logo o conjunto {x ∈ X | p(x) = 0} e´ um subespac¸o vectorial de X.
5. O conjunto B e´ claramente equilibrado.
Se x, y ∈ B e 0 < t < 1, enta˜o
p(tx+ (1− t)y) = tp(x) + (1− t)p(y) < 1
donde B e´ convexo.
Se x ∈ X e s > p(x), enta˜o p(s−1x) = s−1p(x) < 1 pelo que B e´
absorvente e µB(x) ≤ s. Vem que µB(x) ≤ p(x). Se 0 < t < p(x), enta˜o
p(t−1x) ≥ 1 e, portanto, t−1x /∈ B o que implica que p(x) ≤ µB(x).
Logo p = µB. 
Considere-se um espac¸o vectorial topolo´gico convexo (X, τ). Uma base
local β convexa define uma famı´lia separa´vel de seminormas, da mesma forma
que, uma famı´lia separa´vel de seminormas P define uma base local convexa,
tal como se descreve na proposic¸a˜o seguinte.
Proposic¸a˜o 1.19
Seja β uma base local convexa de um espac¸o vectorial topolo´gico (X, τ).
1. ∀ V ∈ β, V = {x ∈ X |µV (x) < 1};
2. {µV |V ∈ β} e´ uma famı´lia separa´vel de seminormas cont´ınuas em X.
Prova:
Seja β uma base local convexa de um espac¸o vectorial topolo´gico (X, τ).
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1. Seja θx : K −→ X a func¸a˜o definida por θx(α) = αx. Seja V ∈ β.
Como θx e´ cont´ınua e θx(1) = x, se x ∈ V , enta˜o θ−1x (V ) e´ um aberto
de K que conte´m 1. Assim,
∃ t < 1 : t−1x ∈ V.
Desta forma, tem-se que µV (x) < 1.
Suponha-se que x /∈ V . Se t−1x ∈ V enta˜o t ≥ 1 pois V e´ convexa,
portanto, µV (x) ≥ 1.
2. Sabe-se que µV e´ uma seminorma para todo o V ∈ β. Para r > 0
verifica-se que se (x− y) ∈ rV enta˜o
|µV (x)− µV (y)| ≤ µV (x− y) < r.
Pode provar-se que, desta forma, µV e´ cont´ınua.
Falta apenas provar que a famı´lia de seminormas {µV |V ∈ β} e´
separa´vel. Se x ∈ X e x 6= 0 enta˜o x /∈ W para algum W ∈ β.
Logo µW (x) ≥ 1. 
Proposic¸a˜o 1.20
Seja P uma famı´lia separa´vel de seminormas num espac¸o vectorial X. Associe-
se a cada p ∈ P e a cada inteiro positivo n o conjunto
V (p, n) =
{
x ∈ X | p(x) < 1
n
}
.
Seja β o conjunto de todas as intersecc¸o˜es finitas dos conjuntos V (p, n). β
e´ uma base local convexa de uma topologia τ de X de forma a que X seja
um espac¸o vectorial topolo´gico localmente convexo que respeite as seguintes
propriedades:
1. toda a seminorma p ∈ P e´ cont´ınua;
2. E ⊂ X e´ limitado se e so´ se toda a seminorma p ∈ P e´ limitada em
E.
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Prova :
Sejam os abertos de X os conjuntos que se obteˆm atrave´s da unia˜o e translac¸a˜o
de elementos de β. Desta forma, constro´i-se uma topologia τ em X, invariante
por translac¸a˜o, na qual β e´ uma base local convexa.
Sejam x ∈ X e x 6= 0. Como P e´ separa´vel p(x) > 0 para algum p ∈ P .
Assim, x /∈ V (p, n) para algum n ∈ N pelo que x na˜o pertence ao fecho de
{0} e, consequentemente, {0} e´ fechado. Como a topologia e´ invariante por
translac¸a˜o todos os pontos de X sa˜o fechados.
Para se mostrar que a adic¸a˜o de vectores e´ cont´ınua em 0 considere-se
uma vizinhanc¸a U ∈ V0. Por construc¸a˜o, existem seminormas p1, p2, ..., pk e
inteiros n1, n2, ..., nk tais que U ⊃
k⋂
i=1
V (pi, ni). A fim de simplificar a escrita,
considera-se aqui que
U ⊃ V (p, n)
para alguma seminorma p ∈ P e algum inteiro positivo n. Considere-se ainda
W = V (p, 2n).
Atrave´s da propriedade da subaditividade das seminormas, facilmente se veri-
fica que W +W ⊂ U , ficando assim provada a continuidade pontual da adic¸a˜o
de vectores e, portanto, a continuidade.
Para que X seja um espac¸o vectorial topolo´gico basta verificar a con-
tinuidade da multiplicac¸a˜o de um vector por um escalar. Sejam x ∈ X,α ∈ R
e U e W os abertos definidos anteriormente. Tem-se que x ∈ sW para algum
s > 0. Seja t = s
1+|α|s . Se y ∈ x+ tW e |β − α| < 1s , enta˜o
βy − αx = β(y − x) + (β − α)x ∈ |β|tW + |β − α|sW ⊂ W +W ⊂ U
pois |β|t ≤ 1 e W e´ equilibrado. Fica enta˜o provado que a multiplicac¸a˜o de
um vector por um escalar e´ cont´ınua em (α, x) ∈ R×X.
Atrave´s da definic¸a˜o de V (p, n), e´ imediato provar que toda a seminorma
p ∈ P e´ cont´ınua em 0 e pelas propriedades de subaditividade p e´ cont´ınua em
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todos os pontos de X.
Por u´ltimo, mostre-se que E ⊂ X e´ limitado se e so´ se p e´ limitada em E,
para toda a seminorma p ∈ P . Seja E ⊂ X um conjunto limitado. Fixado
p ∈ P , E ⊂ kV (p, 1) para algum k < +∞. Assim, p(x) < k para todo o x ∈ E
e, portanto, p e´ limitado em E.
Reciprocamente, suponha-se que toda a seminorma p ∈ P e´ limitada em
E. Seja U o aberto definido anteriormente. Como todas as seminormas sa˜o
limitadas em E, existe M < +∞ tal que p < M em E. Se n0 > Mn, enta˜o
E ⊂ n0U . Logo E e´ limitado. 
Note-se que sendo (X, τ) um espac¸o vectorial topolo´gico localmente convexo
de base local β, a topologia gerada, no sentido da proposic¸a˜o anterior, pela
famı´lia de seminormas {µV |V ∈ β} coincide com τ .
Quando um espac¸o vectorial topolo´gico e´ norma´vel, e´ poss´ıvel caracterizar
a sua topologia atrave´s de uma norma que lhe seja compat´ıvel. No entanto,
quando isso na˜o acontece, uma famı´lia de seminormas pode ser uma boa al-
ternativa.
Cap´ıtulo 2
Distribuic¸o˜es
2.1 Os espac¸os C∞(Ω) e DK
Seja Ω um aberto de Kn. Considerem-se os conjuntos compactos Kn, n ∈ N,
definidos da seguinte forma:
Kn =
{
x ∈ Kn | d(x,Ωc) ≥ 1
n
}
.
Se o aberto Ω for limitado pode ser visto como a unia˜o numera´vel de compactos
Kn 6= ∅. Ale´m disso,
Kn ⊂ K˙n+1, ∀n ∈ N.
Se Ω na˜o for limitado, outra consturc¸a˜o pode ser feita de forma a que Ω seja
a unia˜o numera´vel de compactos Kn 6= ∅ tais que Kn ⊂ K˙n+1, ∀n ∈ N.
Por um lado, sabe-se que os conjuntos Kn sa˜o compactos. Por outro, a
imagem de um compacto por uma aplicac¸a˜o cont´ınua e´ ainda um compacto.
Assim, pode definir-se uma famı´lia P de seminormas no espac¸o das aplicac¸o˜es
cont´ınuas em Ω, C(Ω), onde a seminorma pn, n ∈ N, e´ definida por:
pn(f) = max{|f(x)|, x ∈ Kn}.
Esta famı´lia e´ obviamente separa´vel.
Pela Proposic¸a˜o 1.20 tem-se que o conjunto β de todas as intersecc¸o˜es
finitas dos conjuntos da forma
Vn =
{
f ∈ C(Ω) | pn(f) < 1
n
}
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com n ∈ N, e´ uma base local convexa de uma topologia τC(Ω) de C(Ω). Pela
proposic¸a˜o referida sabe-se tambe´m que um conjunto E ⊂ C(Ω) e´ limitado se
e so´ se
∀n ∈ N, ∃Mn <∞, ∀ f ∈ E : pn(f) < Mn.
No entanto, para todo o n ∈ N, existem func¸o˜es f ∈ Vn, tais que pn+1(f) e´ ta˜o
grande quanto se queira pelo que na˜o existem conjuntos Vn que sejam limita-
dos. Assim, (C(Ω), τC(Ω)) na˜o e´ localmente limitado donde, pela Proposic¸a˜o
1.17, na˜o e´ norma´vel.
Apresentam-se seguidamente algumas notac¸o˜es.
• Quando se estudar func¸o˜es de domı´nio Kn, α representara´ o n-uplo
(α1, α2, ..., αn) de inteiros na˜o negativos;
• o operador diferencial(
∂
∂x1
)α1 ( ∂
∂x2
)α2
...
(
∂
∂xn
)αn
sera´ denotado por Dα e dito de ordem |α| = α1 + α2 + ...+ αn.
Definic¸a˜o 2.1
O conjunto C∞(Ω) e´ formado por todas as func¸o˜es f tais que Dαf ∈ C(Ω)
para todo o n-uplo α.
Tal como foi feito anteriormente, pode definir-se uma topologia em C∞(Ω)
atrave´s de uma famı´lia P de seminormas, tal que a seminorma pn, n ∈ N, e´
definida por
pn(f) = max{|Dαf(x)| |x ∈ Kn, |α| ≤ n}.
Esta famı´lia de seminormas define uma topologia convexa, τC∞(Ω), em
C∞(Ω) e o conjunto β de todas as intersecc¸o˜es finitas dos conjuntos da forma
Vn =
{
f ∈ C∞(Ω), pn(f) < 1
n
}
,
com n ∈ N, formam uma base local de (C∞(Ω), τC∞(Ω)).
Lembre-se o seguinte resultado elementar.
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Proposic¸a˜o 2.2
Seja (fn)n∈N uma sequeˆncia de func¸o˜es deriva´veis em [a, b].
Se para algum c ∈ [a, b] a sequeˆncia nume´rica (fn(c))n∈N converge e se a
sequeˆncia das derivadas (f ′n)n∈N converge uniformemente em [a, b] para uma
func¸a˜o g1 enta˜o a sequeˆncia (fn)n∈N converge uniformemente em [a, b] para
uma func¸a˜o derivavel g0 tal que g
′
0 = g1.
Prova:
Seja (f ′n)n∈N uma sequeˆncia de func¸o˜es cont´ınuas e suponha-se que (fn)n∈N
converge uniformemente para g1. Pelo Teorema Fundamental do Ca´lculo,
∀n ∈ N,∀x ∈ [a, b], fn(x) = fn(c) +
∫ x
c
f ′n(t)dt.
Prova-se tambe´m que lim
n→+∞
∫ b
a
fn(t) dt =
∫ b
a
lim
n→+∞
(fn(t)) dt pelo que
g0(x) = g0(c) +
∫ x
c
g1(t)dt.
Conclui-se que g′0 = g1. 
Proposic¸a˜o 2.3
O espac¸o vectorial topolo´gico (C∞(Ω), τC∞(Ω)) e´ completo.
Prova:
Seja (fn)n∈N uma sequeˆncia de Cauchy em C∞(Ω). Fixado um n ∈ N, tem-se
que (fi − fj) ∈ Vn para i e j suficientemente grandes pelo que, em Kn,
|Dαfi −Dαfj| < 1
n
, ∀α ≤ n.
A sequeˆncia (Dαfn)n∈N converge uniformemente para gα em Kn e, em parti-
cular, (fn)n∈N converge uniformemente para g0 em Kn. Como a convergeˆncia
e´ uniforme e as sequeˆncias sa˜o de aplicac¸o˜es cont´ınuas, as aplicac¸o˜es limite gα
sa˜o tambe´m cont´ınuas para todo o α.
Pela Proposic¸a˜o 1.15, se a sequeˆncia das aplicac¸o˜es (Dαfn)n∈N converge
uniformemente para gα em Kn e a sequeˆncia das aplicac¸o˜es (D
α+1fn)n∈N con-
verge uniformemente para gα+1 em Kn, enta˜o g
′
α = gα+1. Ale´m disso, gα e
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g′α sa˜o cont´ınuas em Kn, para todo o n ∈ N pelo que, como
⋃
n∈N
Kn = Ω, sa˜o
cont´ınuas em Ω. Logo g0 ∈ C∞(Ω). 
Pode tambe´m provar-se que este espac¸o tem a propriedade de Heine-Borel
e como tem dimensa˜o infinita, pela Proposic¸a˜o 1.16, na˜o e´ localmente limitado
pelo que, pela Proposic¸a˜o 1.17, na˜o e´ norma´vel.
Em seguida, introduz-se o conceito de suporte de uma func¸a˜o que sera´ u´til
na definic¸a˜o dos espac¸os DK .
Definic¸a˜o 2.4 (suporte)
O suporte de uma func¸a˜o f : X −→ Y e´ a adereˆncia do conjunto
{x ∈ X | f(x) 6= 0}
e denota-se por supp (f).
Definic¸a˜o 2.5
Seja K um subconjunto compacto de Ω. DK e´ o conjunto de todas as func¸o˜es
f ∈ C∞(Ω) cujo suporte esta´ contido em K.
Seja (X, τ) um espac¸o vectorial topolo´gico e Y ⊂ X. Chama-se topologia
induzida em Y pela topologia de X a` topologia definida por
τY = {Y ∩ A |A ∈ τ}.
Considerar-se-a´ em DK a topologia τK , induzida da topologia τC∞(Ω).
Se K ⊂ Ω, prova-se que DK e´ um subespac¸o vectorial de C∞(Ω). Ale´m
disso, se K˙ 6= ∅ enta˜o DK tem dimensa˜o infinita. Neste sentido, considere-se
a proposic¸a˜o seguinte.
Proposic¸a˜o 2.6
Se B1 e B2 sa˜o dois intervalos fechados em R tais que B1 ⊂ B˙2, enta˜o existe
φ ∈ C∞(R) tal que φ(x) = 1 para x ∈ B1 e φ(x) = 0 para x ∈ R \B2.
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Prova:
Sejam a e b dois reais positivos tais que a < b. Com o intuito de provar a
existeˆncia de uma func¸a˜o φ ∈ C∞(R) nas condic¸o˜es enunciadas na proposic¸a˜o,
construir-se-a` uma func¸a˜o g ∈ C∞(R) tal que g(x) = 0 para x < a e g(x) = 1
para x > b.
Sejam δi, com i ∈ N, nu´meros positivos tais que
∞∑
i=1
δi = b−a emn = 2nδ1 ... δn ,
para todo o n ∈ N.
Seja f0 uma func¸a˜o cont´ınua tal que f0(x) = 0 para x < a e f0(x) = 1 para
x > a+ δ1. A existeˆncia desta func¸a˜o esta´ garantida.
Considere-se ainda fn definida da seguinte forma:
fn(x) =
1
δn
∫ x
x−δn
fn−1(t)dt.
Prove-se, por induc¸a˜o, que fn ∈ Cn(R), para todo o n ∈ N.
Tem-se que
f1(x) =
1
δ1
∫ x
x−δ1
f0(t)dt
e f0 e´ cont´ınua, portanto, pelo teorema fundamental do ca´lculo, sabe-se que
Df1(x) =
1
δ1
(f0(x)− f0(x− δ1)) ,
donde f1 e´ diferencia´vel e a sua derivada e´ cont´ınua.
Considere-se fn−1 ∈ Cn−1(R). Tal como anteriormente, tem-se que
Dfn(x) =
1
δn
(fn−1(x)− fn−1(x− δn)) .
Conclui-se que fn ∈ Cn(R), para todo o n ∈ N.
Em seguida prova-se, tambe´m por induc¸a˜o, que |Dnfn| < mn, para todo o
n ∈ N. Pelo que ja´ foi dito anteriormente sabe-se que
|Df1(x)| ≤
∣∣∣ 1δ1 (f0(x)− f0(x− δ1))∣∣∣
≤ 1
δ1
(|f0(x)|+ |f0(x− δ1)|)
≤ 2
δ1
≤ m1
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Considere-se, por hipo´tese de induc¸a˜o, que |Dnfn−1(x)| ≤ mn−1. Neste
caso,
|Dnfn(x)| ≤ 1δn (x) |Dn−1fn−1(x)−Dn−1fn−1(x− δn)|
≤ 1
δn
(x) (|Dn−1fn−1(x)|+ |Dn−1fn−1(x− δn)|)
≤ 1
δn
2mn−1
≤ mn.
Conclui-se que |Dnfn| < mn, para todo o n ∈ N.
Considere-se novamente fn(x) =
1
δn
∫ x
x−δn fn−1(t)dt. Efectuando a mudanc¸a
de varia´vel s = x− t obte´m-se:
fn(x) = − 1
δn
∫ 0
δn
fn−1(x− s)ds = 1
δn
∫ δn
0
fn−1(x− s)ds.
Seja r < n. Prova-se por induc¸a˜o que
Drfn(x) =
1
δn
∫ δn
0
(Drfn−1) (x− s)ds
sendo ‖Drfn‖ ≤ mr. Aplicando o Teorema do Valor Me´dio, sa˜o va´lidas as
seguintes desigualdades:
‖Drfn −Drfn−1‖ ≤ 1
δn
∫ δn
0
|Drfn−1(x− s)−Drfn−1(x)| ds
≤ 1
δn
∫ δn
0
∣∣∣∣−sDrfn−1(x− s)−Drfn−1(x)−s
∣∣∣∣ ds
≤ 1
δn
∫ δn
0
∣∣−sDr+1fn−1(ξ(s))∣∣ ds
≤ 1
δn
δn
∥∥−sDr+1fn−1∥∥
≤ δn ‖Dr+1fn−1‖
≤ δnmr+1.
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Como a se´rie
+∞∑
i=1
δi e´ convergente, a sequeˆncia (δn)n∈N converge para 0 e,
portanto, a sequeˆncia (Drfn)n∈N e´ uniformemente convergente em R. Pode
enta˜o dizer-se que a sequeˆncia (fn)n∈N converge uniformemente para uma
func¸a˜o g e que g ∈ C∞(R) pois
Dng ∈ Cn(R), ∀n ∈ N.
Ale´m disso, g(x) = 0, para todo o x < a e g(x) = 1, para todo o x > b.
Encontrou-se pois a func¸a˜o pretendida. 
2.2 Os espac¸os D(Ω) e D′(Ω)
O espac¸o D(Ω) e´ o conjunto de todas as aplicac¸o˜es de C∞(Ω) de suporte com-
pacto. D(Ω) pode ser visto como a unia˜o de todos os espac¸os DK onde K e´
um compacto de Ω. Trata-se claramente de um espac¸o vectorial e designa-se
por espac¸o das func¸o˜es teste.
Poder-se-ia considerar em D(Ω) a topologia definida pela famı´lia de semi-
normas {‖.‖n}n∈N (que neste caso e´ tambe´m uma famı´lia de normas) na qual
a seminorma ‖.‖n e´ definida, para ϕ ∈ D(Ω), n inteiro na˜o negativo, |α| ≤ n
e x ∈ Ω, por:
‖ϕ‖n = max {|Dαϕ(x)|} .
No entanto, com tal topologia, o espac¸o vectorial teria a desvantagem de na˜o
ser completo.
Considere-se a aplicac¸a˜o ϕ ∈ D(R) com suporte em [0, 1] tal que ϕ(x) > 0
em (0, 1). Defina-se a sucessa˜o (ψn)n∈N ∈ DN(R) por
ψn(x) = ϕ(x− 1) + 1
2
ϕ(x− 2) + ...+ 1
n
ϕ(x− n).
Esta e´ obviamente uma sucessa˜o de Cauchy. No entanto, lim
n→+∞
ψn na˜o tem
suporte compacto, portanto, esta sucessa˜o na˜o converge em D(R).
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Torna-se pois necessa´rio definir uma outra topologia τΩ em D(Ω) na qual as
sequeˆncias de Cauchy convirjam. Define-se em seguida uma topologia nestas
condic¸o˜es.
Definic¸a˜o 2.7
Seja Ω um aberto de Kn. Seja β a colecc¸a˜o de todos os conjuntos convexos
e equilibrados W de D(Ω) tais que DK ∩ W ∈ τK, para todo o subconjunto
compacto K de Ω.
A topologia τΩ e´ a colecc¸a˜o de todas as unio˜es de conjuntos da forma ϕ+W ,
com ϕ ∈ D(Ω) e W ∈ β.
Seguem-se algumas propriedades da topologia τΩ.
Proposic¸a˜o 2.8
Seja Ω um aberto de Kn. Seja β a colecc¸a˜o de todos os conjuntos convexos W
de D(Ω) tais que DK ∩W ∈ τK, para todo o subconjunto compacto K de Ω.
1. Um subconjunto convexo V de D(Ω) e´ aberto se e so´ se V ∈ β;
2. A topologia τK de qualquer DK ⊂ D(Ω) coincide com a topologia in-
duzida de τΩ em DK;
3. Se E e´ um subconjunto limitado de D(Ω) enta˜o E ⊂ DK para algum
K ⊂ Ω e existem nu´meros Mn < ∞ tais que toda a aplicac¸a˜o ϕ ∈ E
satisfaz, para todo o n ∈ N, as inequac¸o˜es ‖ϕ‖n ≤Mn.
4. D(Ω) tem a propriedade de Heine-Borel;
5. Se (ϕn)n∈N e´ uma sequeˆncia de Cauchy em D(Ω) enta˜o (ϕn)n∈N ⊂ DK
para algum K ⊂ Ω;
6. Se (ϕn)n∈N converge para 0 em D(Ω) enta˜o existe um compacto K ⊂ Ω
que conte´m o suporte de todos os elementos de (ϕn)n∈N e (Dαϕn)n
converge para 0, qualquer que seja o α;
7. Toda a sequeˆncia de Cauchy em D(Ω) e´ convergente.
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Apesar desta proposic¸a˜o ser de dif´ıcil demonstrac¸a˜o, a topologia a` qual se
refere e´, na pra´tica, de simples manuseamento visto as sucesso˜es convergentes
pertencerem, a partir de uma certa ordem, a um espac¸o topolo´gico (DK , τK).
Esta˜o reunidas as condic¸o˜es para se apresentar o espac¸o vectorial topolo´gico
das distribuic¸o˜es.
Definic¸a˜o 2.9
O espac¸o D′(Ω) e´ o espac¸o dual do espac¸o D(Ω), ou seja, os elementos de
D′(Ω) sa˜o precisamente as aplicac¸o˜es f : D(Ω) −→ K lineares e cont´ınuas e
designam-se por distribuic¸o˜es.
A seguinte proposic¸a˜o fornece uma forma alternativa de se verificar se de-
terminada aplicac¸a˜o linear e´ ou na˜o uma distribuic¸a˜o.
Proposic¸a˜o 2.10
Se f : D(Ω) −→ K e´ uma aplicac¸a˜o linear enta˜o as seguintes proposic¸o˜es sa˜o
equivalentes:
1. f ∈ D′(Ω);
2. A todo o compacto K ⊂ Ω corresponde um inteiro na˜o negativo NK e
uma constante C < ∞ tais que a desigualdade |f(ϕ)| ≤ C‖ϕ‖NK se
verifica para todo ϕ ∈ DK.
De facto, as sucesso˜es convergentes em (D(Ω), τΩ) sa˜o, pelo ponto 5 da
proposic¸a˜o 2.8, precisamente as que convergem em algum (DK , τK), abstracc¸a˜o
feita a um nu´mero finito de termos. Logo f e´ cont´ınua em (D(Ω), τΩ) se e so´
se f |DK e´ cont´ınua em (DK , τK), para todo o compacto K. Basta para isso
que f |DK seja limitada numa vizinhanc¸a de 0, o que corresponde ao ponto 2
da proposic¸a˜o anterior.
Nota: Se f ∈ D′(Ω) e existe um inteiro na˜o negativo N de modo a satisfazer
a desigualdade do ponto dois da proposic¸a˜o anterior, independentemente de
K, enta˜o a ordem de f e´ o menor nu´mero nessas condic¸o˜es. No caso em que
tal nu´mero na˜o exista, diz-se que f tem ordem infinita.
Cap´ıtulo 3
Diferenciac¸a˜o
3.1 Alguns exemplos de distribuic¸o˜es
Nesta secc¸a˜o, apresentam-se alguns exemplos de distribuic¸o˜es. Pretende-se
mostrar que o conjunto das aplicac¸o˜es diferencia´veis e´ muito mais restrito do
que o conjunto das distribuic¸o˜es.
Relembram-se seguidamente alguns conceitos ba´sicos da teoria da inte-
grac¸a˜o. Seja X um conjunto. Diz-se que A ⊂ P(X) e´ uma σ-a´lgebra se
• ∅ ∈ A;
• Se (An)n∈N e´ uma sucessa˜o de elementos de A enta˜o
⋃
n∈N
An ∈ A;
• Se A ∈ A enta˜o Ac ∈ A.
(X,A) designa-se por espac¸o mensura´vel.
Uma medida positiva µ sobre A e´ uma aplicac¸a˜o µ :M −→ R+ que verifica
• µ(∅) = 0;
• Se (An)n∈N e´ uma sucessa˜o de elementos de A mutuamente exclusivos,
enta˜o µ
(⋃
n∈NAn
)
=
∑
n∈N µ(An);
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(X,A, µ) diz-se um espac¸o mensurado .
Sejam (X,A) e (X ′,A′) espac¸os mensura´veis. A func¸a˜o f : X −→ X ′ diz-
se mensura´vel se, para todo o A′ ∈ A′, f−1(A′) ∈ A.
A func¸a˜o f : (X, τ) −→ (R,B(R)), onde B(R) denota o conjunto dos
borelianos de R (isto e´, a mais pequena σ-algebra que conte´m os abertos reais),
diz-se simples se for mensura´vel e possuir apenas um nu´mero finito de valores
distintos.
Sejam (X,A, µ) um espac¸o mensurado. O integral de uma func¸a˜o simples
mensura´vel positiva f e´ definido por∫
X
f dµ =
∑
α∈f(X)
αµ ({x ∈ X | f(x) = α}) .
O integral de uma func¸a˜o mensura´vel positiva f : (X, τ) −→ (R,B(R)) e´
definido por∫
X
f dµ = Sup
{∫
X
g dµ | g e´ simples positiva e g ≤ f
}
.
O conceito de integral de uma func¸a˜o mensura´vel pode facilmente ser obtido
a partir do anterior.
Sejam (X,A, µ) um espac¸o mensurado e f uma func¸a˜o mensura´vel. Diz-se
que
• f e´ integra´vel se
∫
X
|f | dµ < +∞;
• f e´ localmente integra´vel se, para todo o conjunto compacto K ⊂ X,∫
K
|f | dµ < +∞.
Sejam (X,A, µ) um espac¸o mensurado e 1 ≤ p < +∞. Designa-se por
• Lp o espac¸o de todas as func¸o˜es mensura´veis f : X −→ K tais que |f |p
e´ integra´vel;
• Lploc o espac¸o de todas as func¸o˜es mensura´veis f : X −→ K tais que
|f |p e´ localmente integra´vel.
CAPI´TULO 3. DIFERENCIAC¸A˜O 36
Distribuic¸a˜o associada a uma aplicac¸a˜o
Seja g uma aplicac¸a˜o localmente integra´vel, ou seja, g ∈ L1loc.
Considere-se a aplicac¸a˜o ∆g : D(Ω) −→ R definida por
∆g(ϕ) = 〈∆g, ϕ〉 =
∫
Ω
gϕ dµ.
Pretende-se provar que esta aplicac¸a˜o e´ uma distribuic¸a˜o. Para cada ϕ ∈
D(Ω) considere-se um conjunto compacto K ⊂ Ω tal que supp (ϕ) ⊂ K. E´
trivial verificar que esta aplicac¸a˜o e´ linear. Basta enta˜o verificar a seguinte
desigualdade:
|〈∆g, ϕ〉| ≤
∣∣∫
Ω
gϕ dµ
∣∣
≤ ∫
K
|gϕ| dµ
≤ ‖ϕ‖0
∫
K
|g| dµ.
Conclui-se que ∆g e´ uma distribuic¸a˜o. Neste caso, N = 0 e C =
∫
K
|g| dµ,
portanto, esta distribuic¸a˜o e´ de ordem 0.
A distribuic¸a˜o que se obteve atrave´s da aplicac¸a˜o g, denomina-se por dis-
tribuic¸a˜o associada a g ou, quando tal na˜o der origem a ambiguidades, sim-
plesmente g. Desta forma, e tendo em conta o que foi exposto anteriormente,
pode afirmar-se que se g e´ localmente integra´vel, enta˜o g e´ uma distribuic¸a˜o.
Este resultado valida a seguinte inclusa˜o:
L1loc(Ω) ⊂ D′(Ω).
Outras incluso˜es podem tambe´m ser demonstradas.
Para se mostrar que Lp ⊂ Lploc basta notar que, sendo K um subconjunto
compacto de R, ∫
K
|f(x)|p dµ ≤
∫
R
|f(x)|p dµ.
Para se mostrar que Lploc ⊂ L1loc, considere-se uma aplicac¸a˜o f ∈ Lploc(R).
Seja K um subconjunto compacto de R. Seja q ≥ 1 tal que q−1 + p−1 = 1.
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Utilizando a desigualdade de Ho¨lder, tem-se que:∫
K
|f | dµ ≤
(∫
K
1q dµ
) 1
q
(∫
K
|f |p dµ
)1/p
≤ µ(K) 1q
(∫
K
|f |p dµ
)1/p
< +∞.
Logo f ∈ L1loc(R).
Pode enta˜o afirma-se que
Lp(Ω) ⊂ Lploc(Ω) ⊂ L1loc(Ω) ⊂ D′(Ω).
Valor principal de 1
x
A aplicac¸a˜o f 1
x
definida por
f 1
x
: R− {0} −→ R
x 7−→ 1
x
na˜o e´ localmente integra´vel pelo que na˜o e´ poss´ıvel associar uma distribuic¸a˜o
a f 1
x
do modo como se procedeu com as aplicac¸o˜es de L1loc. Note-se que, sendo
V ∈ V0, se ϕ ∈ D(Ω) e´ tal que V ⊂ supp (ϕ) e ϕ(x) = 1, para todo o x ∈ V ,
enta˜o a func¸a˜o
x→ 1
x
ϕ(x)
na˜o e´ integra´vel.
A distribuic¸a˜o que seguidamente se apresenta e´ a distribuic¸a˜o associada a
f 1
x
e designa-se por valor principal de 1
x
.
Considere-se a aplicac¸a˜o V p 1
x
: D(Ω) −→ R dada por
〈V p 1
x
, ϕ〉 = lim
→0
∫
|x|>
ϕ(x)
x
dµ.
Para se provar que esta aplicac¸a˜o linear esta´ bem definida e e´, de facto, uma
distribuic¸a˜o, recorde-se que dada uma func¸a˜o ϕ ∈ C1 existe uma func¸a˜o ψ tal
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que ϕ(x) = ϕ(0)+xψ(x) e ‖ψ‖0 ≤ ‖ϕ′‖0. Assim, considerantdo supp(ϕ) ⊂ K,∣∣∣〈V p 1
x
, ϕ〉
∣∣∣ = ∣∣∣∣lim→0
∫
{|x|>}∩K
ϕ(x)
x
dµ
∣∣∣∣
≤
∣∣∣∣lim→0
∫
{|x|>}∩K
ϕ(0)
x
dµ
∣∣∣∣+ ∣∣∣∣lim→0
∫
{|x|>}∩K
ψ(x)dµ
∣∣∣∣
≤ ∣∣∫
K
ψ(x)dµ
∣∣
≤ µ(K)‖ϕ‖1
Onde ψ e´ uma aplicac¸a˜o tal que ϕ(x) = ϕ(0) + xψ(x) e ‖ψ‖0 ≤ ‖ϕ′‖0.
Esta distribuic¸a˜o tem ordem 1.
Parte finita de 1
x2
Considere-se a aplicac¸a˜o f 1
x2
definida por
f 1
x2
: R− {0} −→ R
x 7−→ 1
x2
Verifica-se que esta aplicac¸a˜o tambe´m na˜o e´ integra´vel. Assim, e´ necessa´rio,
tal como foi feito com a aplicac¸a˜o f 1
x
, associar a f 1
x2
uma distribuic¸a˜o diferente
da que se associaria no caso desta pertencer a L1loc.
A distribuic¸a˜o que se apresenta em seguida, e´ a distribuic¸a˜o associada a
f 1
x2
e designa-se por parte finita de 1
x2
.
Considere-se a aplicac¸a˜o Pf 1
x2
: D(Ω) −→ R definida por
〈Pf 1
x2
, ϕ〉 = lim
→0
[∫
|x|≥
ϕ(x)
x2
dµ− 2ϕ(0)

]
.
Prova-se que esta aplicac¸a˜o linear e´ uma distribuic¸a˜o. Basta lembrar que
dada uma func¸a˜o ϕ ∈ C2 existe uma func¸a˜o ψ tal que ϕ(x) = ϕ(0) +ϕ′(0)x+
ψ(x)x2 onde ‖ψ‖0 ≤ ‖ϕ′′‖0.
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Assim, para supp(ϕ) ⊂ K,
lim
→0
[∫
|x|≥
1K(x)
ϕ(x)
x2
dµ− 2ϕ(0)

]
≤ lim
→0
[∫
|x|≥
1K(x)
(
ϕ(0)
x2
+
ϕ′(0)
x
+ ψ(x)
)
dµ− 2ϕ(0)

]
≤ lim
→0
[∫
|x|≥
1K(x)
ϕ(0)
x2
dµ+
∫
|x|≥
1K(x)
ϕ′(0)
x
dµ+
∫
|x|≥
1K(x)ψ(x) dµ− 2ϕ(0)

]
≤ lim
→0
[∫
|x|≥
1K(x)
ϕ(0)
x2
dµ− 2ϕ(0)

]
+ C‖ϕ′′‖
≤ lim
→0
[∫
[−a,−]
ϕ(0)
x2
dµ+
∫
[,a]
ϕ(0)
x2
dµ− 2ϕ(0)

]
+ C‖ϕ‖2
≤ lim
→0
[
−ϕ(0)− −
−ϕ(0)
−a +
−ϕ(0)
a
− −ϕ(0)

− 2ϕ(0)

]
+ C‖ϕ‖2
≤ −2ϕ(0)
a
+ C‖ϕ‖2
≤
(
C − 2
a
)
‖ϕ‖2
onde C e´ uma constante real e a ∈ R e´ tal que supp (ϕ) ⊂ K = [−a, a].
Esta distribuic¸a˜o tem ordem 2.
Produto de uma aplicac¸a˜o por uma distribuic¸a˜o
Consideremos a aplicac¸a˜o ψ ∈ C∞(Ω) e a distribuic¸a˜o ∆ ∈ D′(Ω). O produto
da aplicac¸a˜o ψ pela distribuic¸a˜o ∆ e´ definido por
〈ψ∆, ϕ〉 = 〈∆, ψϕ〉.
Note-se que se ϕ ∈ D(Ω) e ψ ∈ C∞(Ω), enta˜o ϕψ ∈ D(Ω). Logo o
produto esta´ bem definido e verifica-se facilmente que se trata ainda de uma
distribuic¸a˜o.
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Outros exemplos
Todas as distribuic¸o˜es apresentadas ate´ aqui esta˜o associadas a uma aplicac¸a˜o.
No entanto, na˜o e´ este o caso de todas as distribuic¸o˜es, como se mostrara´ em
seguida.
Sejam n ∈ N e x0 ∈ R fixos. Considere-se a aplicac¸a˜o On definida por
On : D(Ω) −→ R
ϕ 7−→ ϕ(n)(x0).
Esta aplicac¸a˜o e´ linear e verifica-se que
|〈On, ϕ〉| ≤
∣∣ϕ(n)(x0)∣∣ ≤ ‖ϕ‖n
donde On e´ uma distribuic¸a˜o de ordem n.
Seja µ uma medida. Diz-se que µ e´ finita nos compactos se µ(K) < ∞,
para todo o compacto K.
Para que uma medida µ seja uma distribuic¸a˜o basta que seja finita nos
conjuntos compactos. Considere-se µ nestas condic¸o˜es e a aplicac¸a˜o φ definida
por
φ : D(Ω) −→ R
ϕ 7−→
∫
Ω
ϕdµ.
Esta aplicac¸a˜o e´ linear e ale´m disso,
|〈φ, ϕ〉| ≤ ∣∣∫
Ω
ϕdµ
∣∣
≤
∫
K
|ϕ|dµ
≤ ‖ϕ‖0
∫
K
dµ
≤ ‖ϕ‖0µ(K)
pelo que esta e´ uma distribuic¸a˜o de ordem 0.
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3.2 Derivada de uma distribuic¸a˜o
Inicia-se esta secc¸a˜o com a definic¸a˜o do conceito de derivada de uma dis-
tribuic¸a˜o. Este na˜o contradiz o conceito cla´ssico, mas generaliza a diferen-
ciac¸a˜o a muitos objectos matema´ticos onde aquele na˜o podia ser utilizado.
Definic¸a˜o 3.1 (derivada de uma distribuic¸a˜o)
Seja ∆ : D(Ω) −→ K uma distribuic¸a˜o. A derivada de ∆, que se nota por ∆′,
e´ a distribuic¸a˜o
∆′ : D(Ω) −→ K
ϕ 7−→ −〈∆, ϕ′〉
Note-se que a derivada de uma distribuic¸a˜o esta´ bem definida pois se
ϕ ∈ D(Ω), enta˜o ϕ′ ∈ D(Ω).
Note-se que com esta definic¸a˜o de derivada de uma distribuic¸a˜o, para f ∈
C1, (∆f )
′ = ∆f ′ :
Seja ϕ ∈ D(Ω e considerem-se a, b ∈ R tais que supp (ϕ) ⊂ [a, b]. Tem-se
que:
〈∆′f , ϕ〉 = −〈∆f , ϕ′〉
= −
∫
R
fϕ′ dµ
= − [fϕ]ba +
∫
[a,b]
f ′ϕdµ
= 〈∆f ′ , ϕ〉.
O conceito de derivada fica assim devidamente generalizado.
Na secc¸a˜o anterior verificou-se que o conjunto das distribuic¸o˜es e´ bem mais
abrangente que o conjunto das func¸o˜es diferencia´veis. Assim, com esta nova
definic¸a˜o, e´ poss´ıvel derivar, entre outras func¸o˜es, as diferencia´veis no sentido
cla´ssico, as cont´ınuas ou ainda aquelas que na˜o sendo sequer cont´ınuas sa˜o
localmente integra´veis.
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Pelo facto da generalizac¸a˜o do conceito de derivada respeitar o conceito
cla´ssico, algumas propriedades cla´ssicas podem tambe´m ser generalizadas.
Proposic¸a˜o 3.2
Sejam f, g ∈ D′(Ω), h ∈ C∞(Ω) e α ∈ K.
1. (f + g)′ = f ′ + g′;
2. (hf)′ = h′f + hf ′;
3. (αf)′ = αf ′.
Prova:
Sejam f, g ∈ D′(Ω), h ∈ C∞(Ω) e α ∈ K.
1.
〈(f + g)′, ϕ〉 = 〈f + g, ϕ′〉
=
∫
R
(f(x) + g(x))ϕ′(x) dµ
=
∫
R
f(x)ϕ′(x) dµ+
∫
R
g(x)ϕ′(x) dµ
= −〈f, ϕ′〉+−〈g, ϕ′〉
= 〈f ′, ϕ〉+ 〈g′, ϕ〉;
2.
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〈gf ′ + g′f, ϕ〉 = 〈gf ′, ϕ〉+ 〈g′f, ϕ〉
= 〈f ′, gϕ〉+ 〈f, g′ϕ〉
= −〈f, (gϕ)′〉+ 〈f, g′ϕ〉
= −〈f, g′ϕ+ gϕ′〉+ 〈f, g′ϕ〉
= −〈f, g′ϕ〉 − 〈f, gϕ′〉+ 〈f, g′ϕ〉
= −〈f, gϕ′〉
= −〈gf, ϕ′〉
= 〈(gf)′, ϕ〉;
3. E´ um caso particular da al´ınea anterior. Basta notar que a derivada de
uma constante e´ zero. 
Os engenheiros e f´ısicos usavam, desde o se´culo XIX, diferentes ca´lculos
operacionais para resolver facilmente diversos tipos de equac¸o˜es diferenciais.
Estes ca´lculos, apesar de na˜o serem suportados por nenhuma teoria matema´tica
conduziam, muitas vezes, a resultados satisfato´rios.
Dirac definiu δ, (posteriormente designada) func¸a˜o de Dirac, como sendo
uma aplicac¸a˜o que respeitava as condic¸o˜es
1.
∫ +∞
−∞
δ(p) dp = 1,
2. δ(p) = 0 para p 6= 0.
Em finais do se´c. XIX o engenheiro electro´nico O. Heaviside desenvolveu um
ca´lculo operacional no qual δ aparece como a derivada de uma aplicac¸a˜o H
definida por
H(x) =
 0 , x < 01 , x ≥ 0
Este racioc´ınio intuicionista difundiu-se, em larga escala, no primeiro terc¸o
do se´c XX. A func¸a˜o H de Heaviside a par de func¸o˜es singulares como a
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func¸a˜o δ de Dirac sa˜o instrumentos indispensa´veis a` modelac¸a˜o matema´tica de
determinados feno´menos f´ısicos.
A definic¸a˜o cla´ssica de derivada na˜o fornece prova matema´tica rigorosa da
hipo´tese H ′ = δ, comprovada experimentalmente e aceite de forma generali-
zada pelos f´ısicos e engenheiros. No entanto, como H e´ localmente integra´vel
conclui-se facilmente, pela teoria das distribuic¸o˜es, que tem derivada. Veja-se
o seguinte exemplo.
Exemplo 3.3
Considere-se a func¸a˜o H de Heaviside. Esta func¸a˜o e´ localmente integra´vel
sendo, portanto, uma distribuic¸a˜o. Assim,
〈H ′, ϕ〉 = −〈H,ϕ′〉
= −
∫
R
H(x)ϕ′(x) dµ
= −
∫ b
0
ψ′(x) dµ
= −(ϕ(b)− ϕ(0))
= ϕ(0)
= 〈δ, ϕ〉.
Tem-se enta˜o que H ′ = δ.
Como se verificou, a teoria das distribuic¸o˜es proporcionou um enquadra-
mento matema´tico rigoroso para os ca´lculos intuicionistas que se vinham de-
senvolvendo.
Com a teoria cla´ssica, a diferenciac¸a˜o tinha muitas restric¸o˜es. Recorde-
se que mesmo em func¸o˜es cont´ınuas, como e´ o caso da func¸a˜o mo´dulo, na˜o
existia derivada em alguns pontos do domı´nio. Com a teoria das distribuic¸o˜es
ultrapassa-se essas dificuldades, uma vez que esta permite derivar todas as
func¸o˜es localmente integra´veis. Em particular, todas as func¸o˜es cont´ınuas sa˜o
diferencia´veis, no contexto das distribuic¸o˜es. Repare-se no seguinte exemplo.
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Exemplo 3.4
A func¸a˜o mo´dulo pode ser escrita atrave´s da func¸a˜o de Heaviside, da seguinte
forma:
|x| = x[H(x)−H(−x)] = x[2H(x)− 1].
Deve-se notar que a func¸a˜o identidade e´ de classe C∞. Tem-se que
|x| ′ = x′(2H(x)− 1) + x(2H(x)− 1)′
= 2H(x)− 1 + x× 2δ0(x)
= 2H(x)− 1.
Ale´m das func¸o˜es localmente integra´veis, podem derivar-se outras func¸o˜es.
As distribuic¸o˜es associadas a f 1
x
e f 1
x2
sa˜o V p 1
x
e Pf 1
x2
, respectivamente,
pelo que apesar de nenhuma delas ser localmente integra´vel e´ de esperar que
V p ′1
x
= −Pf 1
x2
. Vejamos,
〈V p′1
x
, ϕ〉 = −〈V p 1
x
, ϕ′〉
= − lim
→0
∫
|x|>
ϕ′(x)
x
dµ
= − lim
→0
([
ϕ(x)
x
]a

+
[
ϕ(x)
x
]−
−a
−
∫
|x|>
−ϕ(x)
x2
dµ
)
= − lim
→0
(
−ϕ()

+
ϕ(−)
− +
∫
|x|>
ϕ(x)
x2
dµ
)
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= lim
→0
(
ϕ() + ϕ(−)

−
∫
|x|>
ψ(x)
x2
dµ
)
= lim
→0
(
ϕ() + ϕ(−)− 2ϕ(0)

+
2ϕ(0)

−
∫
|x|>
ϕ(x)
x2
dµ
)
= lim
→0
(
ϕ()− ϕ(0)

+
ϕ(−)− ϕ(0)

−
∫
|x|>
ϕ(x)
x2
dµ+
2ϕ(0)

)
= ϕ′(0)− ϕ′(0) lim
→0
(
−
∫
|x|>
ϕ(x)
x2
dµ+
2ϕ(0)

)
= 〈−Pf 1
x2
, ϕ〉.
Assim, V p′1
x
= −Pf 1
x2
, como se esperava.
Cap´ıtulo 4
Equac¸o˜es de Derivadas Parciais
As vantagens da generalizac¸a˜o do conceito de derivada na˜o se esgotam com a
capacidade de derivar um nu´mero muito maior de aplicac¸o˜es.
Todos os campos da matema´tica que, de alguma forma esta˜o relacionados
com a diferenciac¸a˜o sofreram, com a teoria das distribuic¸o˜es, uma enorme
evoluc¸a˜o.
Neste trabalho, optou-se por apresentar uma das muitas aplicac¸o˜es da teo-
ria das distribuic¸o˜es: a resoluc¸a˜o de equac¸o˜es de derivadas parciais.
A transformada de Fourier, bem como o produto de convoluc¸a˜o, tem um
papel de relevo na resoluc¸a˜o de equac¸o˜es diferenciais. Nas primeiras secc¸o˜es
deste cap´ıtulo va˜o ser estudados estes dois conceitos em diferentes contextos.
Convencionou-se, anteriormente, que Ω representava um qualquer aberto
de Kn. A partir deste momento, passara´ a representar apenas um aberto de
R.
Definic¸a˜o 4.1 (suporte de uma distribuic¸a˜o)
O suporte de uma distribuic¸a˜o ∆ ∈ D′(Ω), e´ o complementar do conjunto W
formado pela unia˜o de todos os abertos ω nos quais ∆ se anula, ou seja, nos
quais 〈∆, φ〉 = 0 para toda a aplicac¸a˜o φ ∈ D(ω).
O suporte de uma distribuic¸c˜ao ∆ ∈ D′(Ω) denota-se por S∆.
Seguidamente enunciam-se algumas propriedades das distribuic¸o˜es rela-
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cionadas com o seu suporte.
Proposic¸a˜o 4.2
Seja ∆ ∈ D′(Ω).
1. Seja φ ∈ D(Ω). Se supp (φ) ∩ S∆ = ∅ enta˜o 〈∆, φ〉 = 0;
2. Se S∆ = ∅ enta˜o ∆ = 0;
3. Se ψ ∈ C∞(Ω) e ψ = 1 num aberto A tal que S∆ ⊂ A enta˜o ψ∆ = ∆;
4. Se S∆ e´ um compacto enta˜o ∆ e´ de ordem finita. Ou seja, existe uma
constante C <∞ e um inteiro na˜o negativo N tal que
|〈∆, ϕ〉| ≤ C‖ϕ‖N
para toda a aplicac¸a˜o ϕ ∈ D(Ω). Ale´m disso, ∆ prolonga-se de forma
linear e cont´ınua de maneira u´nica sobre C∞(Ω).
Sejam u uma func¸a˜o de domı´nio R e x ∈ R. As func¸o˜es reais τxu e uˇ sa˜o
definidas, para todo o y ∈ R, por:
(τxu)(y) = u(y − x)
uˇ(y) = u(−y)
A translac¸a˜o de uma distribuic¸a˜o e´ definida por
〈τxu, ϕ〉 = 〈u, τ−xϕ〉.
Esta definic¸a˜o surge naturalmente do facto de
∫
(τxu)v dµ =
∫
u(τ−xv) dµ,
par u e v regulares.
4.1 Produto de convoluc¸a˜o
Definic¸a˜o 4.3 (produto de convoluc¸a˜o)
Sejam u e v func¸o˜es regulares de domı´nio R. O produto de convoluc¸a˜o u ∗ v e´
definido por:
(u ∗ v)(x) =
∫
R
u(y)v(x− y)dy
=
∫
R
u(y)τxvˇ(y)dy,
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quando o integral existe para quase todo o x ∈ R.
Em seguida, define-se o produto de convoluc¸a˜o entre uma distribuic¸a˜o e
uma aplicac¸a˜o de D(Ω).
Definic¸a˜o 4.4
Sejam u ∈ D′(Ω), ϕ ∈ D(Ω) e x ∈ R. O produto de convoluc¸a˜o entre u e ϕ
define-se por:
(u ∗ ϕ)(x) = 〈u, τxϕˇ〉.
Note-se que, se u e´ uma func¸a˜o localmente integra´vel, a definic¸a˜o de pro-
duto de convoluc¸a˜o entre uma distribuic¸a˜o e uma aplicac¸a˜o coincide com a
definic¸a˜o de produto de convoluc¸a˜o entre duas aplicac¸o˜es, como seria de es-
perar.
Seguidamente estende-se a noc¸a˜o de produto de convoluc¸a˜o entre uma dis-
tribuic¸a˜o e uma aplicac¸a˜o de D(Ω). Obtem-se assim a definic¸a˜o de produto
de convoluc¸a˜o entre uma distribuic¸a˜o e uma aplicac¸a˜o de C∞(Ω). Note-se, no
entanto, que a distribuic¸a˜o deve ter suporte compacto.
Definic¸a˜o 4.5
Sejam u ∈ D′(Ω) de suporte compacto, φ ∈ C∞(Ω) e x ∈ R. O produto de
convoluc¸a˜o entre u e φ define-se por:
(u ∗ φ)(x) = 〈u, τxφˇ〉.
As proposic¸o˜es que se seguem apresentam algumas propriedades dos pro-
dutos de convoluc¸a˜o atra´s definidos que permitem, nomeadamente, definir o
produto de convoluc¸a˜o entre duas distribuic¸o˜es.
Proposic¸a˜o 4.6
Sejam u ∈ D′(Ω) e ϕ, ψ ∈ D(Ω).
1. ∀x ∈ R, τx(u ∗ ϕ) = (τxu) ∗ ϕ = u ∗ (τxϕ);
2. u ∗ ϕ ∈ C∞ e Dn(u ∗ ϕ) = (Dnu) ∗ ϕ = u ∗ (Dnϕ), para todo o n ∈ N;
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3. u ∗ (ϕ ∗ ψ) = (u ∗ ϕ) ∗ ψ.
Proposic¸a˜o 4.7
Sejam u ∈ D′(Ω) de suporte compacto, φ ∈ C∞(Ω) e ψ ∈ D(Ω).
1. τx(u ∗ φ) = (τxu) ∗ φ = u ∗ (τxφ) ∀x ∈ R;
2. u ∗ φ ∈ C∞ e Dn(u ∗ φ) = (Dnu) ∗ φ = u ∗ (Dnφ) para todo o n ∈ N;
3. u ∗ ψ ∈ D(Ω);
4. u ∗ (φ ∗ ψ) = (u ∗ φ) ∗ ψ = (u ∗ ψ) ∗ φ.
Em seguida, apresenta-se, sem demonstrac¸a˜o, um teorema de representac¸a˜o
das aplicac¸o˜es lineares cont´ınuas de D(Ω) em C∞(Ω).
Teorema 4.8
Seja u ∈ D′(Ω). A aplicac¸a˜o L definida, para todo o ϕ ∈ D(Ω), por
L : D(Ω) −→ C∞(Ω)
ϕ 7−→ u ∗ ϕ
e´ uma aplicac¸a˜o linear e cont´ınua que satisfaz
〈τxL, ϕ〉 = 〈L, τxϕ〉 (4.1)
onde τxL(ϕ) = τxu ∗ ϕ.
Reciprocamente, se L e´ uma aplicac¸a˜o linear e cont´ınua de D(Ω) sobre
C∞(Ω) e satisfaz (4.1) enta˜o existe uma u´nica aplicac¸a˜o u ∈ D′(Ω) tal que
〈L, ϕ〉 = u ∗ ϕ e´ verificada, para todo o ϕ ∈ D(Ω).
Seja u, v ∈ D′(Ω) e suponha-se que pelo menos uma das distribuic¸o˜es tem
suporte compacto. Considere-se a aplicac¸a˜o L definida, para todo o ϕ ∈ D(Ω),
da seguinte forma:
〈L, ϕ〉 = u ∗ (v ∗ ϕ).
A aplicac¸a˜o L esta´ bem definida pois se v tem suporte compacto, enta˜o v ∗ϕ ∈
D(Ω) e, portanto, 〈L, ϕ〉 ∈ C∞(Ω). No caso de u ter suporte compacto ter-
se-ia que v ∗ ϕ ∈ C∞(Ω) e, da mesma forma, 〈L, ϕ〉 ∈ C∞(Ω). Esta aplicac¸a˜o
e´ linear e cont´ınua sobre C∞(Ω) e, ale´m disso, 〈τxL, ϕ〉 = 〈L, τxϕ〉. Assim,
pela Proposic¸a˜o 4.8, existe uma u´nica distribuic¸a˜o que verifica a igualdade
〈L, ϕ〉 = u ∗ ϕ, para todo o ϕ ∈ D(Ω).
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Definic¸a˜o 4.9
Sejam u, v ∈ D′(Ω) e suponha-se que pelo menos uma das distribuic¸o˜es tem
suporte compacto. O produto de convoluc¸a˜o entre u e v, u ∗ v, e´ a distribuic¸a˜o
caracterizada, para todo o ϕ ∈ D(Ω), por:
(u ∗ v) ∗ ϕ = 〈L, ϕ〉.
Neste trabalho, sempre que se referir o produto de convoluc¸a˜o entre duas
distribuic¸o˜es, considera-se que pelo menos uma delas tem suporte compacto,
de modo a que esteja sempre bem definido. Apresentam-se agora algumas
propriedades do produto de convoluc¸a˜o.
Proposic¸a˜o 4.10
Sejam u, v, w ∈ D′(Ω).
1. u ∗ v = v ∗ u;
2. Su∗v ⊂ Su + Sv;
3. (u ∗ v) ∗ w = u ∗ (v ∗ w);
4. Dn(u ∗ v) = (Dnu) ∗ v = u ∗ (Dnv) para todo o inteiro na˜o negativo n.
A medida de Dirac tem um papel fundamental na resoluc¸a˜o de equac¸o˜es
de derivadas parciais pelo que a seguinte propriedade merece especial atenc¸a˜o.
Proposic¸a˜o 4.11
Se δ e´ a medida de Dirac enta˜o, para todo o u ∈ D′(Ω),
δ ∗ u = u.
Prova:
A distribuic¸a˜o δ tem como suporte o conjunto {0} que e´ obviamente com-
pacto, pelo que, independentemente da distribuic¸a˜o u ∈ D′(Ω), o produto de
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convoluc¸a˜o δ ∗ u esta´ bem definido. Ale´m disso,
((u ∗ δ) ∗ ϕ) (x) = (u ∗ (δ ∗ ϕ)) (x)
= u(x) ∗ (〈δ, τxϕˇ〉)
= u(x) ∗
(
τx ˇϕ(0)
)
= u(x) ∗ (ϕˇ(0− x))
= (u ∗ ϕ)(x).

4.2 Transformada de Fourier
Definic¸a˜o 4.12 (transformada de Fourier)
A transformada de Fourier de uma func¸a˜o f ∈ L1(R) e´ uma func¸a˜o f̂ definida,
para todo o ξ ∈ R, por:
f̂(ξ) =
∫
R
f(y)e−iξy dy
A proposic¸a˜o que se segue apresenta algumas propriedades da transformada
de Fourier bastante utilizadas na resoluc¸a˜o de equac¸o˜es diferenciais.
Proposic¸a˜o 4.13
Sejam f e g duas func¸o˜es de L1(R) e x ∈ R.
1. τ̂xf = e
−iξxf̂ ;
2. êixξf = τxf̂ ;
3. f̂ ∗ g = f̂ ĝ;
4. Se λ > 0 e g(x) = f(x/λ) enta˜o ĝ(t) = λf̂(λt).
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Prova:
1.
τ̂xf(ξ) =
∫
R τxf(y)e
−iξydy
=
∫
R f(y − x)e−iξydy
=
∫
R f(z)e
−iξ(z+x)dz
= e−iξx
∫
R f(z)e
−iξydz
= e−iξxf̂(ξ);
2.
êixf(ξ) =
∫
R e
ixyf(y)e−iξydy
=
∫
R f(y)e
−iy(ξ−xdy
= τxf̂(ξ);
3.
f̂ ∗ g(ξ) = ∫R(f ∗ g)(y)e−iξydy
=
∫
R
∫
R f(y − x)g(x)dxe−iξydy
=
∫
R
∫
R f(y − x)g(x)e−iξydxdy
=
∫
R
∫
R f(y − x)g(x)e−iξydydx
=
∫
R
∫
R f(z)g(x)e
−iξ(z+x)dzdx
=
∫
R g(x)e
−iξxdx
∫
R f(z)e
−iξzdz
=
(
ĝ f̂
)
(ξ);
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4.
ĝ(ξ) =
∫
R g(y)e
−iξydy
=
∫
R f(y/λ)e
−iξydy
=
∫
R f(z)e
−iξλzλdz
= λf̂(λξ).

Uma vez que nem todas as distribuic¸o˜es teˆm transformada de Fourier vai
definir-se um subespac¸o do espac¸o das distribuic¸o˜es, espac¸o das distribuic¸o˜es
temperadas, no qual todos os elementos tenham transformada de Fourier. As
func¸o˜es de decrescimento ra´pido, que seguidamente se definem, desempenham
um papel muito importante na construc¸a˜o deste subespac¸o.
Definic¸a˜o 4.14 (func¸a˜o de decrescimento ra´pido)
Uma func¸a˜o f diz-se de decrescimento ra´pido se, para todos os n, p ∈ N0, a
func¸a˜o g(n,p) definida por
g(n,p)(x) = |x|nDpf(x)
e´ limitada.
O conjunto de func¸o˜es f ∈ C∞(Ω) de decrescimento ra´pido e´ denominado
por espac¸o de Schwartz e denotado por S(Ω).
Para cada φ ∈ S(Ω), define-se a seminorma
pαβ = sup
x∈ Ω
|xαDβφ(x)|,
para todo o α, β ∈ N0. A famı´lia de seminormas {pαβ |α, β ∈ N0} define,
como foi dito na Proposic¸a˜o 1.20, uma topologia em S(Ω). O espac¸o vectorial
topolo´gico definido desta forma e´ metriza´vel, completo e localmente convexo,
ou seja, e´ um espac¸o de Frechet. Ale´m disso, para quaisquer inteiros na˜o
negativos α e β e para todo o φ ∈ S(Ω),
xαDβφ ∈ S(Ω).
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Note-se ainda que uma func¸a˜o teste e´, obviamente, uma func¸a˜o de decresci-
mento ra´pido, pelo que D(Ω) ⊂ S(Ω).
Como S(Ω) ⊂ L1(Ω) a definic¸a˜o de transformada de Fourier em S(Ω) tem
significado. Tem-se ainda que qualquer elemento de S(Ω) tem transformada
de Fourier e a Proposic¸a˜o 4.13 e´ va´lida em S(Ω).
Proposic¸a˜o 4.15
1. Se f ∈ S(Ω) e P ∈ R[x] enta˜o, para todo ξ ∈ R,
P̂ (D)f(ξ) = P (iξ)f̂(ξ);
2. Sejam P ∈ R[x] e g ∈ S(Ω). As aplicac¸o˜es
θ1 : S(Ω) −→ S(Ω)
f 7−→ P (f) ,
θ2 : S(Ω) −→ S(Ω)
f 7−→ gf ,
θ3 : S(Ω) −→ S(Ω)
f 7−→ Df
sa˜o lineares e cont´ınuas;
3. A transformada de Fourier e´ uma aplicac¸a˜o linear e cont´ınua de S(Ω)
em S(Ω).
Em seguida apresenta-se um teorema extremamente u´til, conhecido como
Teorema da Inversa˜o.
Teorema 4.16 (Inversa˜o)
Seja g ∈ S(Ω). Pode escrever-se g(x) como
(2pi)−1
∫
R
ĝ(ξ)eiξxdξ
ou, de outra forma, ̂̂g (x) = 2pigˇ(x).
Prova:
Sejam φ, ψ ∈ S(Ω).
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∫
R
φ̂(x)ψ(x)eiξxdx =
∫
R
∫
R
e−ixyφ(y)dyψ(x)eiξxdx
=
∫
R
∫
R
e−ix(−ξ+y)φ(y)ψ(x)dydx
=
∫
R
∫
R
e−ix(−ξ+y)φ(y)ψ(x)dxdy
=
∫
R
φ(y)
∫
R
e−ix(−ξ+y)ψ(x)dxdy
=
∫
R
φ(y)ψ̂(y − ξ)dy
=
∫
R
φ(y + ξ)ψ̂(y)dy.
Assim, pelo ponto 4 da Proposic¸a˜o 4.13 tem-se que
∫
R
φ̂(x)ψ(λx)e−λxdx = λ−1
∫
R
φ(ξ + y)ψ̂(y/λ)dy
=
∫
R
φ(ξ + λy)ψ̂(y)dy.
Como os integrais sa˜o uniformemente convergentes verificam-se as seguintes
equivaleˆncias
lim
λ→0
∫
R
φ̂(x)ψ(λx)eiλxdx = limλ→0
∫
R
φ(ξ + λy)ψ̂(y)dy
⇐⇒
∫
R
φ̂(x)ψ(0)dx =
∫
R
φ(ξ)ψ̂(y)dy
⇐⇒ ψ(0)
∫
R
φ̂(x)dx = φ(ξ)
∫
R
ψ̂(y)dy
Se se escolher ψ(x) = e−1/2|x|
2
, enta˜o ψ(0) = 1 e
∫
R
ψ̂dy = 2pi o que conclui
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a prova. 
Pela Proposic¸a˜o 4.15 e pelo Teorema da Inversa˜o conclui-se que a transfor-
mada de Fourier e´ um homeomorfismo linear de S(Ω) em S(Ω).
Assim como a transformada de Fourier, o produto de convoluc¸a˜o entre
dois elementos de S(Ω) e´ tambe´m um elemento de S(Ω), como se enuncia na
seguinte proposic¸a˜o.
Proposic¸a˜o 4.17
Se f e g sa˜o duas aplicac¸o˜es de S(Ω) enta˜o f ∗ g ∈ S(Ω).
A seguinte proposic¸a˜o apresenta a relac¸a˜o da transformada de Fourier com
o produto de convoluc¸a˜o.
Proposic¸a˜o 4.18
Sejam f, g ∈ S(Ω). Verifica-se que
1. f̂ ∗ g = f̂ ĝ;
2. f̂g = 2pif̂ ∗ ĝ.
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Prova:
1.
f̂ ∗ g(ξ) =
∫
R
e−iξx
∫
R
f(y)g(x− y)dydx
=
∫
R
f(y)
∫
R
e−iξxg(x− y)dxdy
=
∫
R
f(y)
∫
R
e−iξ(y+z)g(z)dzdy
=
∫
R
e−iξyf(y)dy
∫
R
e−iξzg(z)dz
= f̂(ξ)ĝ(ξ).
2. Pelo Teorema da Inversa˜o sabe-se que
f(x) = (2pi)−1
∫
R
eiξxf̂(ξ)dξ = (2pi)−1 ̂̂f (−x).
donde
̂̂
f (x) = 2pif(−x). Por outro lado, pela al´ınea anterior tem-se
que
̂̂
f ∗ ĝ(ξ) =
( ̂̂
f ̂̂g) (ξ).
Assim,(
f̂ ∗ ĝ
)
(ξ) = (2pi)−1
∫
R
eiξx
̂̂
f (x) ̂̂g(x)dx
= 2pi
∫
R
eiξxf(−x)g(−x)dx
= 2pi
∫
R
e−iξxf(x)g(x)dx
= 2pif̂g(ξ).

Ja´ se tinha referido que na˜o era poss´ıvel encontrar transformadas de Fourier
para todas as distribuic¸o˜es. Seguidamente define-se o conceito de distribuic¸o˜es
temperadas e de espac¸o das distribuic¸o˜es temperadas. Este e´ um subespac¸o
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vectorial topolo´gico do espac¸o das distribuic¸o˜es, no qual todos os elementos
teˆm transformada de Fourier.
Definic¸a˜o 4.19 (distribuic¸a˜o temperada)
O espac¸o S ′(Ω) e´ o espac¸o dual do espac¸o S(Ω). Os elementos de S ′(Ω)
designam-se por distribuic¸o˜es temperadas.
Relembre-se que D(Ω) ⊂ S(Ω), pelo que, S ′(Ω) ⊂ D′(Ω). Pode-se ainda
provar que D(Ω) e´ denso em S(Ω) e, da mesma forma, S ′(Ω) e´ denso em D′(Ω).
Definic¸a˜o 4.20 (transformada de Fourier de uma distribuic¸a˜o)
Seja u ∈ S ′(Ω). A transformada de Fourier de u e´ definida por
〈û, φ〉 = 〈u, φ̂〉 , ∀φ ∈ S(Ω).
De notar que para φ ∈ S(Ω), φ̂ ∈ S(Ω). Assim, visto que u ∈ S ′(Ω), a
definic¸a˜o faz sentido.
Uma vez que a transformada de Fourier de uma distribuic¸a˜o e´ definida
atrave´s da transformada de Fourier de uma aplicac¸a˜o de S(Ω), as propriedades
que aquela tinha em S(Ω) ainda sa˜o va´lidas em S ′(Ω).
Exemplo 4.21
1. Se P ∈ R[x], enta˜o P e´ uma distribuic¸a˜o temperada. Em particular
o polino´mio P = 1, e´ uma distribuic¸a˜o temperada. Relembre-se que a
distribuic¸a˜o 1 actua sobre uma func¸a˜o teste ϕ da seguinte forma:
〈1, ϕ〉 =
∫
R
ϕdµ.
Assim,
〈1̂, ϕ〉 = 〈1, ϕ̂〉
=
∫
R
ϕ̂ dµ
= 2pi(2pi)−1
∫
R
ϕ̂e−iξ0 dµ
= 2piϕ(0)
= 〈2piδ, ϕ〉.
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Pelo que 1̂ = 2piδ.
2. Seja φ ∈ S(R).
〈δ̂, φ〉 = 〈δ, φ̂〉
= φ̂(0)
=
∫
R
φ(y)e−i0ydy
=
∫
R
φ(y)dy
= 〈1, φ〉.
Pelo que, δ̂ = 1.
4.3 Os operadores diferenciais cla´ssicos
O estudo das equac¸o˜es de derivadas parciais teve in´ıcio no se´c. XVIII com o
trabalho de Euler, D’ Alembert, Lagrange e Laplace e a sua principal aplicac¸a˜o
era modelar problemas da F´ısica. Ainda hoje, a ana´lise de modelos f´ısicos per-
manece como um dos principais impulsionadores para o desenvolvimento do
estudo das equac¸o˜es de derivadas parciais.
Os treˆs principais exemplos de equac¸o˜es de derivadas parciais de segunda
ordem: equac¸a˜o da onda (hiperbo´lica), equac¸a˜o de Laplace (el´ıptica) e equac¸a˜o
do calor (parabo´lica) foram inicialmente estudados em finais do se´c. XVIII,
in´ıcios do se´c. XIX.
• A equac¸a˜o da onda, de uma dimensa˜o
∂2u
∂t2
=
∂2u
∂x2
foi introduzida e estudada por D’ Alembert em 1752 como modelo para
a corda vibrante. O seu trabalho foi continuado por Euler em 1759 e,
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mais tarde, por D. Bernoulli em 1762 no estudo de ondas acu´sticas,
para as equac¸o˜es de duas e treˆs dimenso˜es:
∂2u
∂t2
= ∆u
onde ∆ =
n∑
i=1
∂2
∂x2i
.
• A equac¸a˜o de Laplace
∆u = 0
foi introduzida por Laplace no seu trabalho sobre campos gravitacionais
em 1780.
• A equac¸a˜o do calor
∂u
∂t
= ∆u
foi introduzida por Fourier em 1810− 1822.
Desde enta˜o, diversos matema´ticos foram apresentando enu´meros me´todos
que contribuiram para a evoluc¸a˜o das diferentes formas de resoluc¸a˜o de equac¸o˜es
de derivadas parciais.
Apesar do me´todo do desenvolvimento em se´ries de poteˆncias ter sido uti-
lizado por Euler, D’ Alembert e Laplace, entre outros, para obter soluc¸o˜es
particulares de equac¸o˜es de derivadas parciais, foi Cauchy, em 1840, quem sis-
tematizou o seu uso, especialmente na resoluc¸a˜o de problemas de valor inicial.
Ate´ cerca de 1870, o estudo das equac¸o˜es de derivadas parciais era centrado
na procura de soluc¸o˜es de problemas particulares. A procura de provas rigo-
rosas de resultados ba´sicos, mais gene´ricos, teve in´ıcio sob a influeˆncia de
Weierstrass. O seu trabalho foi desenvolvido por Poincare´ entre 1890 e 1900.
No seu ce´lebre comunicado ao Congresso Internacional de Matema´tica em
Paris, em 1900, Hilbert apresentou 23 problemas, dois dos quais relacionavam-
se com a teoria das equac¸o˜es diferenciais el´ıpticas na˜o lineares. Estes inspi-
raram matema´ticos como B. Levi, H. Lebesgue, G. Fubini, S. Zaremba, L.
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Tonelli e R. Courant, que criaram um enorme leque de novas ferramentas
matema´ticas.
Ate´ 1920 considerava-se que as soluc¸o˜es de equac¸o˜es de derivadas parciais
de ordem n seriam func¸o˜es de classe Cn. Desde enta˜o, muitos matema´ticos
como B. Levi e L. Tonelli, desenvolveram a ideia de soluc¸a˜o generalizada. A
introduc¸a˜o deste conceito representa uma mudanc¸a fulcral na metodologia do
estudo das equac¸o˜es de derivadas parciais.
S. Sobolev, em meados dos anos 30, com a introduc¸a˜o dos espac¸os de
Sobolev criou um enquadramento teo´rico para as soluc¸o˜es generalizadas. Con-
juntamente com os espac¸os Lp, o espac¸o de Sobolev tornou-se numa das mais
utilizadas ferramentas matema´ticas do se´c XX.
Laurent Schwartz, no seu ce´lebre livro, ”La the´orie des distributions”[11],
apresentou as soluc¸o˜es generalizadas das equac¸o˜es de derivadas parciais de
uma nova perspectiva. Ele criou um ca´lculo baseado na extensa˜o da classe das
func¸o˜es diferencia´veis para uma nova classe de objectos, as distribuic¸o˜es. Esta
teoria sistemetizou a clarificou algumas definic¸o˜es de func¸o˜es generalizadas
desenvolvidas por Heaviside, Hadamard, Leray e Sobolev em equac¸o˜es diferen-
ciais parciais e por Wiener, Bochner e Carleman em ana´lise de Fourier.
A teoria das distribuic¸o˜es, entre outras importantes contribuic¸o˜es, veio dar
um significado mais transparente a` noc¸a˜o de soluc¸a˜o fundamental de um op-
erador diferencial.
Definic¸a˜o 4.22 (soluc¸a˜o fundamental)
A soluc¸a˜o fundamental de P (D) e´ a distribuic¸a˜o E tal que
P (D)E = δ.
Proposic¸a˜o 4.23
Seja E uma soluc¸a˜o fundamental de P (D). Se T e´ uma distribuic¸a˜o com
suporte compacto enta˜o S = E ∗ T e´ soluc¸a˜o da equac¸a˜o P (D)S = T .
Prova:
Seja E a soluc¸a˜o fundamental de P (D), T uma distribuic¸a˜o com suporte com-
pacto e S = E ∗ T .
P (D)S = P (D)(E ∗ T ) = (P (D)E) ∗ T = δ ∗ T = T
CAPI´TULO 4. EQUAC¸O˜ES DE DERIVADAS PARCIAIS 63

Desta forma, a resoluc¸a˜o de equac¸o˜es de derivadas parciais pode passar,
pela descoberta das soluc¸o˜es fundamentais dos seus respectivos operadores
diferenciais.
Va˜o ser apresentadas de seguida as soluc¸o˜es fundamentais dos treˆs opera-
dores cla´ssicos.
• O operador de Laplace em R e´
∂2
∂x2
.
A soluc¸a˜o fundamental deste operador e´ a distribuic¸a˜o E que e´ soluc¸a˜o
da equac¸a˜o
∂2
∂x2
E = δ.
Foi ja´ mostrado no Exemplo 3.4 que
∂|x|
∂x
= 2H(x)−1. Assim, ∂
2|x|
∂x2
=
2δ.
Desta forma, facilmente se conclui que
E =
|x|
2
e´ uma soluc¸a˜o fundamental deste operador diferencial.
Este operador em Rn tem as seguintes soluc¸o˜es fundamentais E.
E(x) =

1
2pi
log|x| , n = 2
− 1
(n− 2)ωn−1 |x|
2−n , n > 2
Onde ωn−1 =
2pi(1/2)n
Γ((1/2)n)
e Γ e´ a func¸a˜o Gamma, definida em ]0,+∞[.
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• O operador das ondas em R e´
∂2t − ∂2x.
A soluc¸a˜o fundamental deste operador e´ a distribuic¸a˜o E definida por
E(t, x) =

1
2
, |x| > t
0 , |x| < t
Como se pode verificar de seguida.
〈(
∂2
∂t2
− ∂
2
∂x2
)
E,ϕ(t, x)
〉
=
=
1
2
(∫ +∞
−∞
∫ +∞
|x|
∂2ϕ(t, x)
∂t2
dtdx−
∫ +∞
0
∫ t
−t
∂2ϕ(t, x)
∂x2
dxdt
)
=
1
2
(∫ +∞
−∞
[
∂ϕ(t, x)
∂t
]+∞
|x|
dx−
∫ +∞
0
[
∂ϕ(t, x)
∂x
]t
−t
dt
)
=
1
2
(
−
∫ +∞
−∞
∂ϕ
∂t
(|x|, x)dx−
∫ +∞
0
(
∂ϕ
∂x
(t, t)− ∂ϕ
∂x
(t,−t)
)
dt
)
=
1
2
(
−
∫ 0
−∞
∂ϕ
∂t
(−x, x)dx−
∫ +∞
0
∂ϕ
∂t
(x, x)dx−
∫ +∞
0
(
∂ϕ
∂x
(t, t)− ∂ϕ
∂x
(t,−t)
)
dt
)
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=
1
2
(
−
∫ +∞
0
∂ϕ
∂t
(x,−x)dx−
∫ +∞
0
∂ϕ
∂t
(x, x)dx−
∫ +∞
0
∂ϕ
∂x
(t, t)dt−
∫ +∞
0
∂ϕ
∂x
(t,−t)dt
)
=
1
2
(
−
∫ +∞
0
(
∂ϕ
∂t
(y,−y)− ∂ϕ
∂x
(y,−y)
)
dy −
∫ +∞
0
(
∂ϕ
∂t
(y, y) +
∂ϕ
∂x
(y, y)
)
dy
)
=
1
2
(
−
∫ +∞
0
∂ϕ
∂y
(y,−y)dy −
∫ +∞
0
∂ϕ
∂y
(y, y)dy
)
= 12
(− [ϕ(y,−y)]+∞0 − [ϕ(y, y)]+∞0 )
= 12(ϕ(0, 0) + ϕ(0, 0))
= ϕ(0, 0)
= 〈δ, ϕ(t, x)〉.
• O operador do calor em R e´
∂t − ∂2x.
Antes de calcular a soluc¸a˜o fundamental deste operador, calcula-se a
soluc¸a˜o fundamental do operador ∂x+a, onde a denota uma constante.
Considere-se F a distribuic¸a˜o definida por F (x) = e−axH(x). Note-se
que a func¸a˜o f definida por f(x) = e−ax e´ de classe C∞. Enta˜o
F ′(x) = −ae−axH(x) + e−axδ(x).
Assim,
(∂t+ a)F (x) = −ae−axH(x) + e−axδ(x)) + ae−axH(x)
= e−axδ(x)
= δ(x).
A distribuic¸a˜o F , assim definida, e´ soluc¸a˜o fundamental do operador
diferencial ∂t+ a.
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Aplicando a transformada de Fourier sobre x a ambos os membros da
equac¸a˜o diferencial
(∂t− ∂x2)E(t, x) = δ(t, x)
obte´m-se, utilizando as propriedades da transformada de Fourier e o
teorema da derivac¸a˜o sob o sinal de soma, a equac¸a˜o
(∂t+ ξ2)Ê(t, ξ) = δ(t).
Esta equac¸a˜o tem a mesma forma da equac¸a˜o anterior. Assim,
Ê(t, ξ) = e−ξ
2tH(t).
Pelo Teorema da Inversa˜o
E(t, x) = (2pi)−1
∫
R
e−ξ
2teiξxdξ, ∀ t > 0.
Antes de mais calcula-se a transformada de Fourier da func¸a˜o f definida
por f(x) = 1
x2
, ou seja,
f̂(ξ) =
∫
R
e−iξxe−x
2
dx.
Assim,
∂f̂(ξ)
∂ξ
= −i
∫
R
e−iξxxe−x
2
dx
=
i
2
∫
R
e−iξx
∂e−x
2
∂x
dx
=
i
2
([
e−iξxe−x
2
]+∞
−∞
−
∫
R
−iξe−iξxe−x2dx
)
= − ξ
2
∫
R
e−iξxe−x
2
dx
= − ξ
2
f̂(ξ).
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Conclui-se que,
∂f̂(ξ)
∂ξ
= −ξ
2
f̂(ξ). Logo, resolvendo esta equac¸a˜o dife-
rencial simples, obte´m-se
f̂(x) = f̂(0)e−
x2
4 .
Considerando ainda que
f̂(0) =
∫
R
e−x
2
dx =
√
pi,
tem-se que
f̂(x) =
√
pie−
x2
4 .
Esta˜o reunidas condic¸o˜es para se encontrar E(t, x).
Considere-se f(x) =
1
x2
.
E(t, x) = (2pi)−1
∫
R
e−ξ
2xeiξxdξ
=
(2pi)−1√
t
∫
R
e
i x√
t
φ−φ2
dφ
=
(2pi)−1√
t
f̂
(
− x√
t
)
=
(2pi)−1√
t
√
pie−
x2
4t
= (4pit)−1/2e−
x2
4t .
Refira-se, apenas por curiosidade, que existem estreitas conexo˜es entre al-
gumas partes da teoria anal´ıtica na˜o probabil´ıstica e o processo de Markov.
Este pode ser descrito como um processo no qual a probabilidade de qualquer
evento futuro, condicionada ao presente e a todo o passado, e´ igual a` probabi-
lidade desse evento condicionada apenas ao presente. Este processo e´ ana´logo
a sistemas mecaˆnicos cla´ssicos onde o conhecimento do estado presente de uma
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part´ıcula e´ suficiente para determinar a sua trajecto´ria futura e o conhecimento
do passado na˜o contribui com informac¸a˜o adicional.
A equac¸a˜o do calor e´ uma equac¸a˜o que modela um processo de difusa˜o. O
mais simples processo estoca´stico dito de difusa˜o e´ o movimento Browniano.
A teoria das probabilidades para o movimento Browniano foi apresentada por
Albert Einstein em 1906.
Seja xt uma coordenada de um movimento Browniano de uma part´ıcula
num determinado tempo t. A coordenada xt pode ser vista como uma varia´vel
aleato´ria na qual se considera x0 = 0. O movimento de uma part´ıcula num in-
tervalo de tempo (s, t) e´ o somato´rio de um vasto nu´mero de pequenos contrib-
utos do impacto com mule´culas individuais, aproximadamente independentes.
Logo, atrave´s do Teorema do Limite Central, e´ de esperar que o incremento
xs − xt siga uma distribuic¸a˜o normal.
Na˜o se pretende neste trabalho explorar estas conexo˜es. Para obter mais
detalhes sugere-se, por exemplo, o livro [6].
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