Abstract-In this paper, we present a framework for multiterminal video compression (MTVC) that exploits the geometric constraints between cameras with overlapping fields of view, and then uses distributed source coding on corresponding points in two or more views. There are two main parts of the paper -a Distributed Motion Estimation (DME) algorithm and a Distributed Source Coding (DSC) algorithm. The novelty of the approach lies in the integration of these two parts. The overall algorithm is developed such that future improvements in either of the two parts can be integrated into it. We start by describing the algorithm for obtaining corresponding points followed by the distributed coding strategy. Our experiments provide a benchmark on the upper bound of the gain obtained through distributed coding of a pair of video sequences, as opposed to coding each of them separately. We also show results on a reallife face video sequence obtained by a pair of overlapping cameras. Through this experimental analysis, we show that at low bit-rates MTVC can achieve very significant savings.
I. INTRODUCTION
Transmission of video data from multiple sensors over a wireless network requires enormous amount of bandwidth, and could easily overwhelm the system. However, by exploiting the redundancy between the video data collected by different cameras, in addition to the inherent temporal and spatial redundancy within each video sequence, the required bandwidth can be significantly reduced. Well-established video compression standards, such as MPEG1, MPEG2, MPEG4, H261, and H263, all rely on efficient transform coding of motion-compensated frames, exclusively using the discrete cosine transform (DCT). However, they can only be used in a protocol that encodes the data of each sensor independently. Such methods would exploit spatial and temporal redundancy within each video sequence, but would completely ignore the significant redundancy between the sequences.
In this paper, we develop the framework for a novel multiterminal video coding (MTVC) algorithm combining distributed source coding (DSC) and computer vision techniques that impose geometrical constraints between the observed views of the two cameras. This lossy compression scheme takes into account the correlation between the video sensor data, and at the same time keeps the communication between the sensors at a minimum. In broad terms, our scheme relies on alignment of the 2-D video sequences using the epipolar geometry [13] relating the cameras, which could be located arbitrarily in space, followed by standard elimination of spatial and temporal redundancy, and finally by quantization of the transform coefficients in a distributed fashion [22] . The epipolar geometry refers to the relationship between the positions of a stereo camera pair, and can be estimated from a pair of stereo images obtained from these cameras. We propose a distributed motion estimation (DME) that is able to obtain correspondences between the cameras, in addition to computing the temporal motion vectors between the frames. The performance of our algorithm depends, most crucially, on the quality of alignment and the coding efficiency of the distributed quantization scheme. The alignment must result in correspondences between pixels that are maximally correlated, and the distributed coding must optimally exploit this correlation.
We begin by reviewing some of the fundamentals of DSC and describe our MTVC algorithm. We then elaborate on the performance measures and analyze the results. We perform a thorough experimental evaluation of MTVC and achieve the following objectives: (i) We provide a benchmark dataset and performance measures which represent an upper bound on the gain obtained through distributed coding of a pair of video sequences, as opposed to coding each of them separately; (ii) We show the performance of some simple schemes and where they stand with respect to this optimal limit; (iii) We identify the major issues that need to be addressed in future work on MTVC in order to achieve the highest compression rates. In particular, we show that MTVC is capable of providing significant benefits in low bit-rate coding.
We would like to emphasize that the novelty of the proposed scheme lies in the ability to integrate distributed source coding concepts with video analysis tools that exploit the inherent geometrical constraints between two views. There is a significant amount of work that is possible in both these areas. It is possible to integrate more advanced techniques for source coding and motion estimation. While that is the focus of much of our current work, we present a basic algorithm that lays the groundwork for integrating these two parts together.
II. PREVIOUS WORK
There has recently been significant effort in application of DSC techniques to video data. However, in what is broadly known as distributed video coding (e.g., [12] , [16] , [18] ), DSC is utilized only for the exploitation of temporal correlation in a single video stream, leading to a low-complexity encoder and better error resilience. A recent method [23] attempts to exploit the redundancy between images available at different sensor nodes by independently encoding the images in low resolution and decoding using superresolution techniques. However, this gain is orthogonal to the coding gains promised by DSC, which could be achieved by exploiting the high correlation between the low-resolution images. Therefore higher coding gains promised by multiterminal source coding theory [3] , [15] , [19] are not reached. Another recent work [9] , [10] developed a distributed image coding technique for a multi-camera setting. Under certain assumptions on the location of the cameras (e.g., the cameras are located along a horizontal line, the objects are within a certain known range from the cameras, and the image intensity field is piecewise polynomial), they derived a lower bound on the minimum number of cameras required to perfectly reconstruct a scene. For imagebased rendering applications, [26] exhibits a successful algorithm for Wyner-Ziv coding of the light field whereby complexity is shifted from the encoders to the decoder, but geometrical relationships between camera positions are not taken into account. A recent paper considers interand intra-sensor correlation for transmission after making some simplifying assumptions about the locations of the sensors and not making explicit use of the geometrical transformations relating the images in various sensors [5] . Another recent work [25] also addresses multiterminal video coding in its most general sense. However, the techniqe used for finding corresponding points in the two views is computationally involved, and requires, for example, efficient depth estimation. For a setting where feedback from the central decoder to one of the encoders is allowed, [6] provides a mechanism for efficient exploitation of inter-sensor redundancy.
We recently presented two approaches for video compression in a network of cameras placed arbitrarily using DSC, which we termed as MTVC. In the first one [20] , the epipolar geometry which constrains two corresponding points in two views is used to obtain correlated sources, followed by DSC. In the second approach [21] , we assume that a 3D model of the object is available and this is used to obtain corresponding points between two views. In this paper, we present the overall MTVC framework and provide a thorough performance evaluation of its potential, especially in low bit-rate video coding.
III. TRANSFORM CODING OF DISTRIBUTED SOURCES
The fundamental ingredient of DSC, both in lossless and lossy cases, is binning [3] , [19] , i.e., a many-toone mapping of the actual data taken from the sources to a limited number of values. Through binning, the correlation between the sources can be exploited without any communication between the sensors.
For two maximally correlated pair of blocks from each view, we use the discrete cosine transform followed by distributed scalar quantization of transform coefficient pairs. Coefficient pairs corresponding to each fixed spatial frequency are encoded independently. Our scalar coding method is provably competitive (in the sense of approaching the rate-distortion bounds) in high bit rates, which is a promising result for the intended (lower bit-rate) applications.
Let the shaded region shown in Figure 1 indicate the support of a pair of transform coefficientsX andỸ we need to quantize. It will suffice to design a coding mechanism which encodes the scalars that are inside the support with a small enough distortion, and simply ignore any pair of values falling outside. The encoding must be performed separately, and therefore the cells used for the covering must consist of Cartesian products of individual intervals. The particular assignment in Figure 1 indeed ensures indispensable unique decodability, as each pair of codewords pinpoint to a single cell that is used in the covering of the support. The example codeword pair shown in the figure, {0,3}, actually corresponds to 4 different cells, but only one of those has a high probability of occurring, and therefore is used for the covering of the support, i.e., as the decoded output. The same statement can be made for all codeword pairs in {0,. . . ,5}×{0,. . . ,5}.
As in [22] , we consider a family of codes parameterized by three integers, W , N X and N Y . The dynamic ranges of bothX andỸ are divided into W × N X × N Y intervals, thereby defining a grid on the two dimensional plane. The achieved fixed-length coding rates for theX-and Y -encoders are log 2 W N X and log 2 W N Y , respectively. For jointly Gaussian source pairs, we were able to analyze the performance of our scheme rigorously [22] , which proved its competitiveness in two aspects: (i) under the uniform high-resolution quantization regime, by separate encoding ofX andỸ , one can achieve the same total distortion one would achieve even if bothX andỸ were available at a single sensor node [11, Section 8.3] , and (ii) under high-resolution assumption, this simple binning technique can attain total rates as close as 3.05 bits to the asymptotical rate-distortion bound characterized in [15] .
IV. AN OVERVIEW OF THE MTVC ALGORITHM
Though the issues discussed in the previous sections regarding efficient transform and coding of the data can be applied to any sensor network where nodes observe correlated sequences and are required to transmit their findings to a central receiver, our main focus will be on distributed video compression. Multi-terminal video compression stands to gain significantly from DSC due to the inherently high bandwidth of video. Video compression deals with encoding a video sequence after removing the spatial redundancy in each video frame and the temporal redundancy between the frames. Standards such as MPEG1, MPEG2, MPEG4, H261, and H263, outline procedures for achieving this purpose. If we have multiple video sequences from different cameras where there is a significant overlap between the sequences, the above coding standards are inefficient since they do not consider the redundancy in the data at the different sensors. Under this situation, it is necessary to develop distributed video compression schemes that can take advantage of the fact that the data from different sources are correlated. Moreover, this should be done without too much communication between the sensors. Otherwise the savings in bandwidth obtained by considering correlated sources would be offset by the inter-sensor communication.
The theory outlined in the previous section provides an excellent framework to design a distributed lossy video compression scheme. The sensors may be viewing the scene from different viewpoints, but they may have a significant portion of the scene where their field of views (FOVs) overlap. On this overlapping portion, we intend to achieve a very high compression rate using the distributed source coding principles discussed so far. The portion in the frames where there is no correspondence between them will be intra-coded. The geometry between the locations of the sensors will be exploited to understand the correlation between the data at different sensor nodes. We provide below a detailed strategy for developing a distributed video compression strategy for pairs of sensors. Extending it to K sensor nodes will be an issue of future research.
Our scheme relies on obtaining correspondence between the macroblocks (MBs) of the two sensor data at any time instant. Reliable tracking will result in maximally correlated MBs, which, in turn, will lead us to develop an efficient distributed coding scheme. The task of tracking the correspondence of MBs will be achieved by using the motion vectors (MVs) together with the geometrical constraints between the sensors [13] . The MVs can be computed by any scheme, e.g., as in MPEG. The geometrical relationships are expressed through the epipolar constraint. The epipolar constraint states that given a point in one view (say the left image), its corresponding point in the other view lies on the epipolar line. This reduces the search for correspondences to a 1D problem, provided we can compute the epipolar line. This, in turn, requires information about the camera calibration parameters, i.e. the intrinsic parameters of the camera (we will assume that the focal length is the only intrinsic parameter of interest), as well as the extrinsic parameters (i.e., the position and orientation of the camera reference frame with respect to a fixed reference frame in the world). For this paper, we assume stationary cameras, which means that the calibration parameters can be estimated from the images obtained from two or more sensors. Though the present scheme is described for a pair of cameras, it can be generalized to larger sets using the multi-camera constraints [13] or dealing with the cameras pairwise.
V. MTVC ALGORITHM
We provide below an overview of our proposed approaches for (i) tracking the correspondence between MBs in the two sequences obtained from cameras A and B (the Distributed Motion Estimation (DME) algorithm), and (ii) compressing the two frames in a distributed fashion using the correspondences. The DME algorithm presented here, a pictorial representation of which is shown in Fig. 2 , differs from the one in [20] in certain details.
A. The Distributed Motion Estimation (DME) Algorithm
Let us label the two video cameras as A and B. We assume, for the purposes of this explanation, that we have calibrated cameras and Camera A knows its position relative to Camera B. We also assume that the two cameras were initially synchronized at time t = t 1 so that the corresponding MBs are known at Camera A. The synchronization needs to be done (by Camera A using the initial frames captured by both) at the very start of the transmission, and needs to be refreshed periodically. • Problem Definition and Assumptions: The correspondence between the macroblocks of I A1 and I B1 is known at Camera A (see Fig. 2 ). The problem is to compute the correspondence between I A2 and I B2 also at Camera A. The MVs of both pairs of frames {I A1 , I A2 } and {I B1 , I B2 } are computed separately using an MPEG encoding scheme. That is, both frames I A2 and I B2 are divided into a uniform grid of MBs and MVs are computed per macroblock. Let us denote by {M V (I A2 )} the set of MVs from I A2 to I A1 , and similarly by {M V (I B2 )} those from I B2 to I B1 . The algorithm is repeated for each macroblock at Camera A.
• Inter-camera Communication: Camera B transmits its MVs to Camera A, which uses this information to track which MB in Camera B's view corresponds to the current MB in its own view. Although this information is primarily useful at the decoding stage, it must necessarily be performed at the encoder at Camera A to classify MBs into two classes: overlapping and non-overlapping. If the encoder decides that the current MB is in the overlapping region, it uses DSC. Otherwise, it uses conventional compression.
• The Premise of the Algorithm: If a macroblock M B(I A2 ) in I A2 is in the overlapping region, then it must have a matching macroblock in I B2 centered somewhere on the epipolar line corresponding to the center of M B(I A2 ). In order to find exactly where, we utilize the motion vectors {M V (I A2 )} and {M V (I B2 )} to map both the macroblock M B(I A2 ) and the epipolar line in the previous frame, and use the correspondences already computed between I A1 and I B1 .
• The Step-by-Step Algorithm: A visual description of the steps below is provided in Fig. 2 . Observe that to track correspondence of MBs, the DME algorithm, which runs on Camera A, utilizes only the motion information of Camera B, i.e., it need not access the image data of Camera B. Fig. 3 shows preliminary results obtained by this algorithm. The top row shows the overlapping MBs (about 30% of the image) in I A1 and I B1 , while the bottom row shows the tracking result on these MBs using the DME algorithm. The small amount of inter-camera communication can be completely removed if we have a 3D model of the object which can be used to obtain the correspondences between the two views. This was shown in [21] .
For each macroblock M B(I A2
)
B. Distributed Coding of Corresponding MBs
For both frames IA 2 and IB 2 , we will first apply motion compensation to reduce temporal redundancy. However, instead of standard motion compensation M C(t) = − 1) is the corresponding MB in the previous frame, we propose to adopt a non-unity prediction coefficient 0 < p < 1 and use M C(t) = M B(t) − pM B(t−1). This non-standard approach is advantageous in two aspects. First, it will provide us with better error resilience, as errors caused by channel erasures will be forgotten quickly (i.e., effectively in a few frames if p is small enough). This, in turn, will also help defer the next I-frame. Second, the corresponding MBs in the two views will enjoy much higher correlation. This can be proved theoretically using a model (such as a Gauss-Markov process [22] ). We have also observed this phenomenon in practice.
M B(t) − M B(t − 1), where M B(t) denotes a generic MB and M B(t
The residual obtained at Camera B is encoded as in any conventional video coding scheme, e.g., MPEG or H.26x. That is, the residual MBs are transformed using the discrete cosine transform (DCT) and encoded. The non-overlapping portion of Camera A's residual sequence is also encoded using this conventional approach. For the overlapping portion in Camera A's view, however, we propose to use a distributed scalar quantization scheme for the top transform coefficients, and conventional coding for the rest of the coefficients.
As in any DSC scheme, our algorithm is based on binning of quantization coefficients. We propose a simple algebraic binning scheme based on modulo-W arithmetic, where we term W the "correlation width" of the support of the joint distribution governing the transform coefficient pair in corresponding MBs. Fig. 1 depicts the proposed scheme with a simple example.
VI. PERFORMANCE EVALUATION & ANALYSIS

A. Experiments With Controlled Data
We conducted a detailed evaluation of the performance of this algorithm on a synthesized video sequence with known motion estimates and inter-camera correspondences (see Fig. 4) 1 . This allows us to benchmark the upper bound on the savings obtained by our MTVC algorithm under ideal conditions, thus showing clearly the achievable gains. These are the limits practical MTVC algorithms should strive to achieve on this sequence. Then we used simple schemes for estimating the correlation width, W of DSC for corresponding MBs and compared the results against the maximum possible gain. Finally, we computed the gain from DSC, as opposed to separate coding, for the face sequence in Fig. 3 . From these experiments, the overwhelming conclusion to be drawn is that MTVC can be very efficient at low bit-rates, and the challenge for the future is to develop smart strategies for motion estimation and coding. In some ways, this parallels efforts in conventional video compression to develop efficient motion estimation and coding algorithms. We now present the details.
1) Experiment 1:
The goal of the experiment was to quantify the gains obtained from MTVC compared to separate coding, when exact values of motion estimates, inter-camera correspondence and correlation width are available. The reference image (also referred to as zerodegree) was held fixed as Camera A while the Camera B images were obtained at various angles. For each pair, we computed the PSNR vs. bit-rate for separate coding and distributed coding. The difference was approximately constant for each angle. This is to be expected since for a constant joint distribution, we must increase W by the same factor as we increase the quantization level, N , to keep the unique decodability intact. In other words, W/N must be proportional to the thickness of the equiprobability curve. Since the difference is constant, the gain in bit-rate (for a fixed distortion), expressed as a percentage of the bit-rate for separate coding, is very high for low bit-rates and decreases as the bit-rate increases. For example, in the case that the angle between Camera A and Camera B is 15 degree, the percentage of bit-rate savings decreases from about 63% to 19% as the bit-rate increases from 90 to 620 Kbps (see Fig. 5 (b) ). This shows the very high potential of MTVC at low bit-rates.
2) Experiment 2: The goal of this experiment was to test the accuracy of simple schemes for computing the correlation width, W automatically. We again chose pairs as before for separate and distributed coding. The ground truth for motion estimates was used. The "correlation width", W , was chosen manually in the first frame. Thereafter, W for the n th frame was estimated from the corresponding macroblocks in the (n − 1) th frame of the same camera. The maximum, median and mean values of the W s in the corresponding macroblocks in the (n−1) th frame and a fixed value was used. The fixed W value was chosen as the median value of the W s in the first frame. We plot the PSNR vs. bit-rate for each frame for the zero-fifteen degree pair. The curve for separate coding is also plotted (see Fig. 5 (c)(d) ). Each distributed coding curve starts at the same bit-rate as the separate coding and then adjusts depending upon the estimated values of W . We find that a number of frames stay below the separate coding curve, but then cross over. This suggests that the main challenge is efficient coding schemes so that more frames stay below the separate coding curve, thus yielding a larger gain from MTVC compared to separate coding. We also need methods to reinitialize W automatically, just as motion estimates are reinitialized using an I-frame in conventional video coding.
B. An Experiment With Face Video Sequences
The goal of this experiment was to plot the maximum achievable gain using MTVC on the face images of Fig. 3 . We used the DME algorithm to obtain the correspondences. Thereafter, we chose a constant value of W based on an analysis of the corresponding MBs. The curve in Fig. 7 plots the savings in bit-rate using MTVC, compared to separate coding of the two channels. This again shows that significant savings are obtained at lower bit-rates. Methods to automatically estimate W should be of such an accuracy that the savings indicated by this curve can be reached on this dataset. Some of the original and decoded face images are shown in Fig. 6 . These images were obtained with a bit-rate of about 89Kbps and a PSNR of 28dB.
VII. CONCLUSIONS
We have designed a novel distributed lossy video compression scheme that takes into account the correlation between the video sensor data, and at the same time keeps the communication between the sensors at a minimum. Using epipolar geometry relating the video sensors, the correspondence between the macroblocks of multiple views can be tracked at any time instant, with minimal communication between the sensors. After finding corresponding macroblocks, a suitable transform, and a quantization of the transform coefficients in a distributed fashion are applied to eliminate spatial and inter-sensor redundancy. Using the distributed coding we achieve a better compression rate on the overlapping portion of multiple views.
In general, it is a subject of future work to consider how this scheme can give better performance. First, more sophisticated algorithms can be used for DSC. The computational simplicity of our scalar coding scheme can be traded off with more complex mechanisms which use LDPC-based or turbo-coding-based algorithms [1] , [2] , [4] , [7] , [8] , [14] , [17] , [24] .
The accuracy of the video processing algorithms would also be studied so as to reduce errors due to loss of synchronization, misalignment of macroblocks and segmentaion of the common region between two views. We will also consider extension to moving cameras, which will require recalibration of the sensors. Extension to more than two sensors will be another problem of the future research. His research interests include rate-distortion theory, multiterminal source coding, joint source-channel coding, zero-error information theory, and content-based retrieval in high dimensional databases.
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