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Abstract
We present an accurate method of O(1)-complexity with respect to frequency (i.e., a method that, to achieve a prescribed error
tolerance, requires a bounded computational cost for arbitrarily high frequencies) for the computation of singular oscillatory integrals
arising in the boundary integral formulation of problems of acoustic scattering by surfaces in three-dimensional space. Like the
two-dimensional counterpart of this algorithm, which we introduced recently and which is applicable to scattering by curves in the
plane, the present method is based on a combination of two main elements: (1) a high-frequency ansatz for the unknown density in a
boundary integral formulation of the problem, and (2) an extension of the ideas of the method of stationary phase to allow for O(1)
(high-order-accurate) integration of oscillatory functions. The techniques we introduce to implement an efﬁcient O(1) integrator in
the present three-dimensional context differ signiﬁcantly from those used in the earlier two-dimensional algorithm. In particular,
in the present text, we introduce an efﬁcient “canonical” (hybrid analytic-numerical) algorithm which, in addition to allowing for
integration of oscillatory functions around both singular points and points of stationary phase, can handle the signiﬁcant difﬁculty
that arises as singular points and one or more stationary points approach each other within the two-dimensional scattering surface.
We include numerical results illustrating the behavior of the integration algorithm on sound-soft spheres with diameters of up to
5000 wavelengths: in such cases, for a single integral, the algorithm yields accuracies of the order of three digits in computational
times of less than two seconds. In a preliminary full scattering simulation we present, a solution with two digits of accuracy in the
surface density was obtained in about three hours running time, in a single 1.5 GHz AMD Athlon processor, for a sphere of 500
wavelengths in diameter.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
However efﬁcient, numerical scattering solvers that meet a given error tolerance by means of a ﬁxed number
of discretization points per wavelength  necessarily require a computational expense of O(kn) operations, where
k = 2/ denotes the spatial frequency, and where n is the dimensionality of the discretized manifold. In particular,
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an integral-equation time-harmonic surface-scattering solver runs at a computational cost of O(k2) operations per
simulation—an unacceptably high cost for high-frequency applications. Asymptotic methods such as the geometrical
theory of diffraction [15], on the other hand, use frequency-independent discretizations, and thus require a ﬁxed
computational cost, independent of frequency, at least for evaluation of surface currents. Unfortunately, these methods
are inherently non-convergent for any given frequency, and are thus unsuitable for applications that require error-
controllable solutions. Thus numerical methods have been sought which would remain efﬁcient for large frequencies
without compromising error controllability.
In the recent contributions [6,13] we presented a numerical solver for scattering problems in two dimensions which,
indeed, while exhibiting high-order convergence as the discretizations are reﬁned, runs at a O(1) cost with respect to
frequency—that is, for a given scattering surface, the algorithm delivers a given prescribed accuracy with a computa-
tional cost that is independent of the frequency. The high-order convergence exhibited by the algorithm, further, helps
minimize the required computational effort required to meet a given error tolerance.
In this paper we present a generalization of the integration algorithm presented in [6] to three dimensions, i.e., for the
computation of the integrals arising in the numerical solution of problems of acoustic scattering by two-dimensional
surfaces in three-dimensional space. Like its two-dimensional counterpart, this algorithm is based on a combination
of two main elements: (1) a high-frequency ansatz for the unknown density in a boundary integral formulation of the
problem, and (2) an extension of the ideas of the method of stationary phase.
The techniques we introduce to produce an efﬁcient, high-order, O(1) algorithm in the present three-dimensional
context differ signiﬁcantly from those used in the earlier two-dimensional algorithm. In particular, in the present text,
we introduce an efﬁcient “canonical” (hybrid analytic-numerical) algorithm for integration of the highly oscillatory
functions that arise in the problem. In addition to allowing for integration of such oscillatory functions around both
singular points and points of stationary phase, the algorithm we present can handle the signiﬁcant difﬁculty that arises as
singular points and one or more stationary points approach each other. In the two-dimensional version of our algorithm
such difﬁculties also arise, but they can be addressed by a relatively simple aggregation of the integration intervals on
the scattering curve, and a fully numerical integration scheme proves sufﬁciently efﬁcient to handle all frequencies of
interest; see [6] for details.
A rough outline of the present algorithm is as follows:
(1) A combined-ﬁeld boundary integral equation [16] is used and transformed to explicitly capture, with coarse
discretizations, the rapid oscillations of the solution on the surface of the scatterer. For this purpose, an ansatz
derived from asymptotic theory is used: the original unknown in the boundary integral formulation is replaced by
the product of a slowly varying envelope and a highly oscillatory complex exponential (see Section 2).
(2) To facilitate interpolations and integrations, the surface of the obstacle is covered with overlapping coordinate
patches (local charts, in the language of differential geometry), to which a smooth partition of unity is subordinated
[8]. The slowly varying envelope is discretized on a coarse Cartesian grid in each one of the overlapping patches.
The envelope can then be evaluated efﬁciently to high order at any point on the scatterer by means of a coarse
two-dimensional fast Fourier transforms (FFTs) and judiciously chosen off-grid interpolations. The details of this
discretization scheme are discussed in Section 3.
(3) A reduced support of integration is determined around each node in the coarse grid mentioned above, as well
as the corresponding stationary-phase points, as is permissible in accordance with the methods of integration
based on stationary phase introduced in [6]. As discussed in that contribution, the sizes of the reduced inte-
gration regions shrink as frequencies increase, leading to ever smaller integration domains for increasing fre-
quencies. Each integral over the reduced support is then expressed in a canonical form, parameterized by lo-
cal polynomial interpolation bases, which leads to the hybrid analytic-numerical integration scheme presented
in Section 4.
The overall strategy outlined above results in a high-order convergent algorithm that can compute accurately the
integrals arising in the combined-ﬁeld integral equation throughout the frequency spectrum, and can deliver error-
controllable results in computational times that are independent of frequency.We illustrate the efﬁciency of the algorithm
in Section 5 by computing integrals on acoustically soft spheres with diameters of up to 5000 wavelengths. Based on
this integration algorithm, a preliminary implementation of a full scattering solver produced the unknown surface
density on a sphere of 500 wavelengths in diameter with a relative error of 2% in less than 3 h on a 1.5 GHz personal
computer.
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2. High-frequency boundary integral formulation
We consider the problem of evaluating the scattering of an incident acoustic plane wave inc(r) = eik·r, || = 1,
from a convex sound-soft obstacle D ⊆ R3. We thus look for the solution (r) = inc(r) + scat(r) of the Helmholtz
equation under Dirichlet boundary conditions
(r) + k2(r) = 0 in R3\D¯, (1)
 = 0 on D, (2)
where the scattered ﬁeld scat(r) satisﬁes the Sommerfeld radiation condition [10].
The corresponding scalar combined-ﬁeld boundary integral equation formulation reads [16]
1
2
(r) −
∫
D
H(r, r′)(r′) ds(r′) = 
inc(r)
(r)
+ iinc(r), r ∈ D, (3)
where
H(r, r′) = (r, r
′)
(r)
+ i(r, r′). (4)
In this formulation, (r)= (r)/(r) denotes the normal derivative of (r), (r) is the outward unit normal to D at
the observation point r,  is a coupling constant and
(r, r′) = e
ik|r−r′|
4|r − r′| (5)
is the radiating free-space Green function.
For single-scattering conﬁgurations (which arise, e.g., when D is convex), our formulation of the problem is based
on the observation that, away from shadow regions, the unknown (r) oscillates like the incoming wave [1,2,14,17,18],
that is:
(r) = slow(r)eik·r. (6)
Around the shadow boundary the ansatz (6) breaks down. As shown in [6], the shadow boundary behavior can be
captured by means of frequency-dependent changes of variables; with obvious notational modiﬁcations, the method
introduced in [6] to tackle this issue applies in the present context as well.
It follows that (3) can be rewritten in the form
1
2
slow(r) −
∫
D
H˜(r, r′)slow(r′) ds(r′) = i(k · (r) + ), r ∈ D, (7)
with
H˜ (r, r′) = H(r, r′)eik·(r′−r). (8)
Throughout the illuminated region of D, the variations in the slowly oscillatory envelope slow(r) in (7) do not
accentuate with increasing frequency and thus, even for very short wavelengths, slow(r) can be represented on a coarse
grid, using a ﬁxed number of discretization points. The next section describes how this coarse grid is constructed, and
how it can be used to efﬁciently interpolate the slowly oscillatory envelope at any point r ∈ D—which is required by
the high-frequency integrator later described in Section 4.
3. Discretization of the slowly oscillatory envelope
3.1. Overlapping patches and smooth partition of unity
The patching, discretization and smooth-partitioning strategies described in this section are closely related to those
proposed in Section 2 of Ref. [8], where a more detailed presentation can be found.
466 O.P. Bruno, C.A. Geuzaine / Journal of Computational and Applied Mathematics 204 (2007) 463–476
t1 t0 a b t1
C 
(t;
t 0
;t
1) 11
E 
(t;
t 0
;t
1)
t0
Fig. 1. One-dimensional windowing functions E(t, t0, t1) and C(t, t0, t1).
We assume the scattering surface D is covered by a number K of overlapping patchesPj , j = 1, . . . , K , each one
of which is mapped to a two-dimensional coordinate setHj on the unit square [0, 1] × [0, 1], via a smooth invertible
parameterization
r = r(u, v), for (u, v) ∈Hj , j = 1, . . . , K . (9)
Further, we use a partition of unity subordinated to this covering [8], i.e., a set of non-negative smooth functions
{wj , j = 1, . . . , K}, such that
(1) wj is deﬁned, smooth and non-negative in D and vanishes outside Pj , and
(2) ∑Kj=1wj = 1 throughout D.
Such a partition of unity can be constructed numerically for a given surface D without difﬁculty. Indeed, in a ﬁrst
stage, for each integer j , 1jK , a smooth, non-negative function Wj(u, v) is constructed in the parameter spaces
Hj , j =1, . . . , K , and thus, through the parameterization, on the patchPj . These functions, which are deﬁned to have
compact support contained in the corresponding parameter regionsHj , are then extended by zero as smooth functions
deﬁned globally on D. Selecting Wj s so that
∑K
j=1Wj(u(r), v(r)) does not vanish anywhere on D, we deﬁne the
partition of unity by
wj(r) = Wj(u(r), v(r))∑K
=1W(u(r), v(r))
, j = 1, . . . , K . (10)
In practice, following [9], we use Wj(u, v) = C(u, 0, 1)C(v, 0, 1), with
C(t, t0, t1) = (1 − E(t, t0, a))E(t, b, t1), t0 <a <b< t1, (11)
and
E(t, t0, t1) =
⎧⎪⎪⎨
⎪⎪⎩
1 for t t0,
exp
(
2e−1/x
x − 1
)
for t0 < t < t1 where x = (|t | − t0)/(t1 − t0),
0 for t t1,
(12)
see Fig. 1.
The slowly oscillatory amplitude slow is then discretized on Cartesian sets of Lj × Mj nodes (u, vm) (with
= 1, . . . , Lj and m= 1, . . . ,Mj ) on each coordinate setHj : these nodal values are the unknowns we seek to obtain
when we solve the discretized scattering problem, i.e., they constitute the data we are given to compute the integrals in
the high-frequency boundary integral formulation.
It is usually advantageous to use as large patches as the geometry permits, which provides a compromise between a
desirable global discretization and the impossibility to describe a complicated surface by a single invertible parameter-
ization. For efﬁciency it is also usually preferable to allow for substantial overlap of the patches, so that the derivatives
of the partition of unity remain small. As an example, Fig. 2 shows a typical two-patch discretization of a sphere, the
associated partition of unity and the coarse Cartesian grids.
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Fig. 2. Two-patch covering of a sphere. Left: mapping from the unit square to the patches P1 and P2. Right: coarse Cartesian discretization grids
and iso-value lines of the partition of unity onP1.
Fig. 3. Off-grid interpolation using reﬁned FFTs and local cubic polynomial interpolation. Left: original coarse Cartesian grid (the discrete values of
the slowly oscillatory amplitude lie on the nodes of the grid; the point at which the amplitude has to be interpolated is marked by ⊕). Center: reﬁned
grid obtained by inverse FFT and location of the points on the reﬁned grid used for the initial polynomial interpolation step. Right: ﬁnal polynomial
interpolation step.
3.2. Off-grid interpolation
As we will see later in Section 4, our integration algorithm will require the evaluation of the slowly oscillatory
amplitude at many points outside the coarse discretization grid described in the previous section. Since the unknowns
are associated in each patch with the nodes of a two-dimensional Cartesian grid, efﬁcient interpolations of very high
order can actually be obtained by using reﬁned FFTs and polynomial off-grid interpolation [5].
Using the partition of unity (10), let us deﬁne the smooth functions
slowj (u, v) = slow(r(u, v)) · wj(r(u, v)), (u, v) ∈Hj , j = 1, . . . , K , (13)
which are compactly supported in the planar setsHj . To obtain accurately interpolated values of the slowly oscillatory
amplitude at arbitrary points r ∈ D from the corresponding values at the Cartesian nodes, we proceed as follows:
(1) We compute the two-dimensional FFT of slowj (u, vm) (=1, . . . , Lj and m=1, . . . ,Mj ) in each patch. Thanks
to the smooth partition of unity wj , the functions are smooth and vanish on the patch boundaries, which leads to
high-order convergence of the Fourier series.
(2) We use inverse FFTs to evaluate the Fourier series on reﬁned Cartesian grids. This is accomplished by padding
the original coarse data with zeros. The actual choice of the reﬁnement factor (i.e., the amount of zero-padding)
is based on a trade-off between computational times and accuracy, as discussed below.
(3) For each not-on-grid point r ∈ D where an interpolation of the slowly oscillatory envelope is needed:
(a) we obtain the local coordinates (u(r), v(r)) in Hj of the point r in each one of the patches Pj that contain
the point r;
(b) for all such patches, we use the values on the reﬁned grid to construct local interpolation polynomials around
the evaluation point (see Fig. 3); and, ﬁnally,
(c) we sum the contributions to the slow envelope from all the patches containing the point r.
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In our numerical examples we used reﬁnement factors of the original grids going from 8 up to 32 and cubic splines
for the local polynomial interpolations. Clearly the convergence of this algorithm is only fourth order in the reﬁned-grid
spacing, but the error it introduces (compared to an explicit evaluation of the Fourier series) is much smaller than the
overall error on the problems we considered (see Section 5). If true super-algebraic convergence is required one could
replace the cubic splines by Chebyshev interpolation, or even, at the expense of signiﬁcantly slower numerics, by
unequally spaced FFTs [11].
In all our examples, the dominant factor in the interpolation error arises from the relatively steep gradients induced
by our use of a partition of unity. Use of patches with large overlaps is, therefore, advantageous in practice. Note
that, for problems where the geometrical description of the scatterer is not known analytically, a high-order surface
representation (such as that described in [7]) is also required to preserve the high-order convergence of the method.
4. Integration of singular oscillatory kernels
Despite the fact that the unknown in the high-frequency boundary integral formulation (7) is a slowly oscillating
function, a direct numerical evaluation of the integrals would still require a number of quadrature points proportional
to k2. In this section we show that an extension of the ideas of the method of stationary phase [3] can be used to reduce
the integration domain in such a way that evaluating the integrals only requires a ﬁxed number of quadrature points. In
addition, we also express the integrals in a canonical form, so that a hybrid analytic-numerical integration scheme can
be used, leading to much better performance than a fully numerical approach.
4.1. Extension of the method of stationary phase
For r = r′, the kernel H˜ (r, r′) in the boundary integral equation (7) behaves like the kernel
eik[|r−r′|+·(r′−r)] ≡ eik(r,r′) (14)
of a generalized Fourier integral with phase
(r, r′) = |r − r′| +  · (r′ − r). (15)
It follows that, asymptotically, the only signiﬁcant contributions to the oscillatory integral in (7) arise from values of
slow and its derivatives at the critical points [3]; in the present context, these critical points are the observation point
r, where the kernel is singular, and the stationary phase points rsi , i = 1, . . . , N s(r), where the gradient ∇r′(r, r′) of
the phase (15) vanishes.
Since the phase (r, r′) only depends on the angle of incidence  and the geometry of the scatterer, these critical
points can be precomputed once for each observation point r and stored for use by the integrator (they do not depend
on the wave number k). In practice, the stationary phase points can be obtained by means of Newton’s method with a
sufﬁcient number of initial guesses, evenly distributed on D.
In order to obtain a convergent (not merely asymptotic) method for arbitrary frequencies which runs in frequency-
independent computing times, we introduced the following localized integration procedure around the critical points
in [6]: for each observation point r on the surface D the corresponding set of critical points is covered by a number
of small regions:
(1) The observation point r is covered by a region U0 of radius proportional to the wavelength  = 2/k.
(2) The ith stationary phase point rsi , i = 1, . . . , N s(r), is covered by a region Ui of radius proportional to 3
√
 (at the
shadow boundaries) or
√
 (away from the shadow boundaries).
Like the overlapping patches used to cover D, each small region Ui is mapped to a two-dimensional coordinate set
on the unit square, via a smooth invertible parameterization
r = r(u, v) for (u, v) ∈ H˜i , i = 0, . . . , N s(r). (16)
This parameterization is deﬁned in such a way that the corresponding critical point is always mapped to (u, v)= ( 12 , 12 ).
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Smooth windowing functions ci , i = 0, . . . , N s(r), with support contained in the sets Ui (similar to those introduced
in Section 3 but with much smaller supports; see Section 4.2 for details on the construction of the present high-frequency
windowing functions) are then used to reduce the integral over D to a number of integrals over the (small) regions
Ui , i.e.,
∫
D
H˜(r, r′)slow(r′) dr′ ≈
N s(r)∑
i=0
∫
Ui
H˜ (r, r′)slow(r′)ci(r′) dr′. (17)
It can then be shown [6] that the error committed in the approximation (17) is of order O((k	pi )−n) for all n1, where
	i is the radius of the region Ui and where p is the order of the critical point under consideration, i.e., the order of the
ﬁrst non-zero derivative in the Taylor expansion of the phase (r, r′) around the critical point.
For smooth and convex obstacles it is sufﬁcient to consider circular regions Ui around the critical points. Under
special circumstances, however, the stationary points could have different orders in different coordinate directions,
corresponding to e.g., a non-zero but rank-deﬁcient Hessian in the Taylor expansion of the phase. A case in point is the
phase (u, v) = u2 + v3. Such a stationary phase point should be covered with a region of dimension proportional to
3√ in the v-direction and proportional to √ in the u-direction.
Note that in all cases, for sufﬁciently small wave numbers, i.e., for sufﬁciently low frequencies, the local intervals
cover the scatterer completely and the integration must be performed over the whole scattering surface D.
4.2. Smooth windowing functions and reduced support of integration
The windowing functions ci used in (17), which reduce the integral over D to a number of integrals over the small
regions Ui , are chosen to satisfy the following requirements:
(1) ci is deﬁned, smooth and non-negative in D and vanishes outside Ui ;
(2) c0 =1 in a neighborhood c	0 (0 <c< 1) of the observation point r, where the constant c determines the “steepness”
of the windowing function (c = |a − b|/|t1 − t0| in (11)); and, ﬁnally
(3) ∑N s(r)j=0 cj = 1 in a neighborhood c	i of each one of the stationary points rsi .
The second requirement stems from the need to resolve the singularity at the observation point: this singularity can
only be resolved by the polar-integration method (see Section 4.3) as long as the origin of polar coordinates coincides
with the singular point. The other requirements relate to the very nature of the critical points: as the observation point
r changes position on the scattering surface, so do the positions rsi and, in some cases, the numbers N s = N s(r) of
stationary phase points. For example, in the case of a convex obstacle, when the observation point is in the illuminated
region of the scatterer, there is a single stationary phase point in the shadow region. When the observation point is in
the shadow region, however, there are three stationary phase points, two of them moving toward the observation point
as the observation point approaches the shadow boundary.
One consequence of this “dynamic” character of the critical points is that the intervals Ui can overlap in various,
sometimes complicated, ways. As a result, a simple procedure, such as that encapsulated in Eq. (10), for construction
of windowing functions in the regions Ui (which should add up to one at every critical point), would give rise to
unacceptably large gradients in certain cases—and therefore cannot be used. Indeed, the conﬁguration of the critical
points might lead to situations where the intervals Ui have very small overlaps. This would lead to large derivatives in
the normalized windowing functions, which in turn would lead to poor numerical efﬁciency. Not having a real partition
of unity for the covering of the critical points is not a problem, however, provided that the windowing functions sum
up to one in a neighborhood of the critical points. Away from the critical points, the contribution of the integrals can be
controllably neglected—provided that the windowing functions are smooth and they vanish together with all of their
derivatives at their support boundaries.
Smooth windowing functions satisfying all three properties enunciated at the beginning of this section which, yet,
do not give rise to unacceptably large gradients, can be constructed using the following algorithm:
(1) Cover the observation point r with a region U0 of radius proportional to the wavelength , and cover each stationary
phase point rsi with a region Ui (i1) of radius proportional to p
√
 (p = 3 at the shadow boundaries, p = 2 away
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from the shadow boundaries). Associate a step function with each region, equal to one inside the region, and to
zero outside.
(2) Multiply the step function associated with U0 by a radial windowing function subordinated to U0. The resulting
function is the ﬁnal windowing function c0 associated with the observation point.
(3) Subtract c0 from all the step functions associated with the stationary phase points rsi (i1).
(4) Multiply each one of the functions resulting from point (3) above, which are deﬁned in the regions Ui (i1), by
radial windowing functions centered at the corresponding stationary point rsi and with support contained in the
corresponding regions Ui .
(5) Note that at this point, owing to the existence of overlaps between the regions Ui , the sum of all windowing
functions on or around a critical point rsi may not equal one. The functions resulting from point (4) are there-
fore multiplied, one pair at a time, by an element of a one-dimensional partition of unity along the segment
joining the two critical points—in such a way that their sum equals one at and around each one of the critical
points.
Fig. 4 illustrates these ﬁve steps schematically and shows the resulting cutoffs on a sphere for a given observation
point. In our codes, the radial windowing functions we use are of form
E
(√(
u − 12
)2 + (v − 12 )2, a, 12
)
, (18)
where 0 <a < 12 and E(t, t0, t1) is deﬁned by (12).
Once the smooth windowing functions have been created, each integral can be evaluated separately. However, two
issues arise: ﬁrst, the integral over U0 involves a singular kernel; and second, although the regions Ui covering the
critical points are small and the number of oscillations in the integrand do not grow with increasing frequencies, this
number can still be signiﬁcant. (For example, on a two-dimensional circular cylinder, the interval size required to
achieve a maximum relative error of about 10−2 on the surface density is 	 = 600/(ka), corresponding to roughly 100
oscillations of the integrand in each interval. To obtain two more digits of accuracy, the intervals have to be increased
to 	 = 3000/(ka), leading to roughly 500 oscillations in the integrand.)
The ﬁrst problem can be overcome rather simply in the two-dimensional case (for which the boundary integral for-
mulation requires evaluation of one-dimensional integrals) by evaluating the integrals to high order using the numerical
quadrature described in [10]. The second problem does not give rise to signiﬁcant difﬁculties in the two-dimensional
case: numerical quadrature with 10 points per wavelength requires between 1000 and 5000 integration points, which
still leads to fast numerics in that context.
A naive extension of such a scheme to three dimensions (for example using the high-order quadrature proposed in
[8]) would, however, lead to slow performance, as the number of integration points would be square of the number of
points required in the two-dimensional case. The solution we propose is thus based on two elements:
(1) Integrate in polar coordinates around every critical point. This permits to analytically resolve the singularity in
U0, and has the additional beneﬁt that it leads to integration, in each one of the regions Ui , of an integrand that
is slowly oscillatory and does not contain sharp window-function gradients with respect to the angular variable in
the polar coordinate system.
(2) Evaluate the oscillatory integrand along each radius in these polar coordinate systems using a canonical integration
scheme, combining numerical quadrature and a series of exact integrals parameterized by polynomial interpolation
bases.
These two components of our high-frequency integrator are described in the next two sections.
4.3. Polar-coordinate integration
The ﬁrst substantial difﬁculty in the evaluation of the integrals in (17) is the singular nature of the kernels (r, r′)
and (r, r′)/(r) at r′ = r. However, thanks to our choice of the windowing functions ci (see Section 4.2), these
singularities are only multiplied by a non-zero windowing function in the region U0. (In other words, the integrand
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Fig. 4. Top: schematic description of the ﬁve-step windowing-function computation algorithm. Bottom: example of the smooth windowing functions
for a given observation point on a sphere. In all graphs r denotes the observation point and rs1 and r
s
2 two stationary phase points. Note the overlapping
of the integration domains and the associated windowing functions.
in Ui , i = 0, is always multiplied by zero in a neighborhood of the singularity.) Moreover, in U0, the singularities
appear exactly at the center of the interval. The analytical resolution of the singularities can be then be achieved by
integration in polar coordinates around the center of this interval, i.e., around the observation point r [8]. We also use
a polar coordinate change of coordinates in the intervals Ui , i = 1, . . . , N s(r) where the integrand is not singular—the
reason for this choice will become clear in what follows.
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Fig. 5. Polar coordinate system around the critical point rs
i
.
Using polar coordinates around the center of each interval Ui (i = 0, . . . , N s(r)) and radial windowing functions
given by (18), each integral in (17) becomes
Ii(r) =
∫
Ui
H˜ (r, r′)slow(r′)ci(r′) dr′ =
∫ 2
0
Li(r, 
) d
 (19)
with
Li(r, 
) =
∫ 1/2
0
H˜ (r, r′(, 
))slow(r′(, 
))ci(r′(, 
))Ji(r′(, 
))|| d. (20)
In this last expression, Ji denotes the Jacobian of the mapping (16), and  and 
 denote the polar variables in the
coordinate system H˜i—see Fig. 5.
Using (4), (5) and (8), the integrand in (20) can be expressed as a sum of products of smooth functions of  each one
of which is multiplied by either
||
|r − r′| or
(r − r′) · (r)
(r − r′)2 .
These expressions can easily be shown to be smooth functions , for any ﬁxed direction 
, as long as the scattering
surface is itself smooth.
In the region U0 (which is the only integration domain where the singularity is multiplied by a non-zero windowing
function), the limit of these expressions for  → 0 can be found explicitly as
lim
→0
||
|r − r′| =
(∣∣∣∣ r
∣∣∣∣
)−1
(21)
and
lim
→0
(r − r′) · (r)
(r − r′)2 = −
1
2
(∣∣∣∣ r
∣∣∣∣
)−2 ( 2r
2
· (r)
)
, (22)
respectively [8].
Using deﬁnition (15) of the phase (r, r′), integral (20) can thus be rewritten in all regions Ui as
Li(r, 
) =
∫ 1/2
0
eik(r,r
′(,
))fi(r, r
′(, 
)) d, (23)
where fi(r′(, 
)) is a smooth function of  ∈ [0, 12 ], that vanishes as well as all its derivatives for  = 12 .
Since Li is a slowly oscillatory and periodic function of the angular variable 
, (19) can be evaluated numerically
to high order using the trapezoidal rule, with only a few integration points along the angular variable 
. To understand
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this behavior, let us consider the following model integration problem in the region U0 (similar considerations apply
to the problems of integration in the regions Ui with i1 and for more general integrands):∫ ∫
p
(√
u2 + v2
)
eik(u+v) du dv, (24)
where p is a windowing function. Without loss of generality we may assume  = 1 and  = 0. Changing to polar
coordinates the integrand becomes p()eik( cos(
))||. The windowing function p() can then be substituted by
a ﬁnite Fourier series, so that, with small error, we only need to show that the integral with respect to  of the
function
eineik( cos(
))|| = ei(n+k( cos(
))|| = eiA(
)|| (25)
varies slowly with 
. This is easily seen by changing variables s = A(
), where A(
) is a slowly oscillatory function
of 
, so that the integral in s varies slowly with 
.
4.4. Canonical radial integration
To evaluate the radial integrals (23) efﬁciently we use the expression
t = (r, r′(, 
)) for a ﬁxed 
 (26)
to deﬁne a change of variables whenever the phase (r, r′(, 
)) deﬁned by (15) is an invertible function of . On any
subinterval [a, b] ⊂ [0, 12 ] where (r, r′(, 
))/ does not vanish we can write
L
[a,b]
i =
∫ b
a
eik(r,r
′(,
))fi(r, r
′(, 
)) d =
∫ −1(r,r′(b,
))
−1(r,r′(a,
))
eiktgi(t) dt , (27)
where
gi(t) = fi(r, r
′((t), 
))
|(r, r′(, 
))/| . (28)
Sincegi(t) is a smooth function of t in [−1(r, r′(a, 
)),−1(r, r′(b, 
))] for any ﬁxed 
, this function can be represented
with high-order accuracy by means of polynomials in t . Thus, writing
gi(t) = gi,0 + gi,1t + gi,2t2 + · · · =
N∑
=0
gi,t

, (29)
Eq. (27) becomes
L
[a,b]
i =
N∑
=0
gi,
∫ −1(r,r′(b,
))
−1(r,r′(a,
))
eikt t dt , (30)
where each integral on the right-hand side is canonical: it can be evaluated analytically with k,  and the integration
bounds as parameters. This idea of using the phase as the new integration variable is similar to that described in [12].
Our method of evaluation of (23) thus becomes:
(1) Subdivide each radius [0, 12 ] using M equidistant points j , j =1, . . . ,M . This leads to a subdivision of the interval
[0, 12 ] into M − 1 subintervals [j , j+1], j = 1, . . . ,M − 1.(2) Interpolate the slowly oscillatory density slow (using the algorithm described in Section 3.2) and evaluate all the
other factors in the integrand (Ji , , etc.) at the points j , j = 1, . . . ,M .
(3) Compute / at each point j , j = 1, . . . ,M .
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Fig. 6. Radial integration. Top: typical plot of the phase () along one polar integrator radius  ∈ [0, 12 ]. Bottom: plot of the corresponding
integrand with slow = 1. The dashed vertical lines delimit the region where fully numerical integration is used; outside this region the integration
is performed analytically using Eq. (30).
(a) For each subinterval [j , j+1] where />  (where  is a suitably chosen positive parameter):
(i) Change variables t =  on this subinterval.
(ii) Interpolate gi(t) on the subinterval using (29).
(iii) Compute the integral on the subinterval analytically using (30) with a = j and b = j+1.
(b) For each subinterval [j , j+1] where /, compute the integral on this subinterval numerically using
a classical quadrature method. The number of points required by this quadrature does not depend on the
frequency, since, as the derivative of the phase is bounded by , the integrand is slowly oscillatory—see
Fig. 6.
In practice, to compute the results presented in Section 5, we used 128 intervals on each radius, with third-order
polynomial interpolation for gi(t). The threshold  was typically chosen between 10−2 and 10−1.
5. Numerical results
In order to test the performance and the accuracy of our high-frequency integrator, we compute the integrals in (7)
with slow taken as the exact slowly oscillatory amplitude for a spherical scatterer—which can be computed easily
from a spherical harmonics expansion of the unknown of the problem [4]. The results presented in this section were
obtained from a preliminary implementation of the our three-dimensional algorithm; in particular, the changes of
variables mentioned after Eq. (6) above are not part of the present implementation. Note that the exact amplitude
is only evaluated on the nodes of the coarse Cartesian grids; the integration algorithm then treats it exactly like the
unknown surface density in a discretized scattering problem, i.e., uses the nodal values of the exact density on the
coarse grids and interpolates those using the algorithm presented in Section 3.2. The spherical scatterer we consider in
all the examples below is covered with the two overlapping patches depicted in Fig. 2.
Table 1 gives the error on the computation of the integral in the high-frequency boundary integral formulation (7)
for a observation point in the shadow region, about 25◦ away from the shadow boundary. This is already a challenging
case which involves multiple critical points and their associated windowing functions overlapping in non-trivial ways.
The left part of Table 1 summarizes the results with an initial (i.e., for k = 1000) windowing function size of 	ref = 0.5,
with coarse Cartesian grids of 32 × 16 points in each patch and 32 radii in the polar integrator. Accuracies of about
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Table 1
Integration of the exact solution on a unit sphere of radius a centered at the origin, with the observation point in the shadow region ( = (0, 0,−1),
r ≈ a(−0.9,−0.27,−0.36))
ka Relative error CPU time (s)
16 × 32 × 2 points, 	ref = 0.5
1000 7.123 × 10−3 0.8
2000 1.213 × 10−2 0.8
4000 2.501 × 10−2 0.8
8000 1.372 × 10−2 0.8
16 000 1.969 × 10−2 0.8
32 × 64 × 2 points, 	ref = 1
1000 8.888 × 10−3 2.1
2000 2.589 × 10−3 1.8
4000 2.984 × 10−3 1.8
8000 1.268 × 10−3 1.8
16 000 2.211 × 10−3 1.8
1% are obtained from k = 1000 to ka = 16 000, in computing times of less than one second on a single 1.5 GHz AMD
Athlon processor. Note that both the accuracies and the computational times are independent of frequency.
The bottom part of Table 1 shows the results obtained for the same integration problem, but with the size of the
reference windowing functions doubled, and with coarse Cartesian grids of 64 × 32 points. The number of radii in the
polar integrator was kept unchanged. Accuracies of about 10−3 are obtained throughout the frequency spectrum, in
computing times of less than two seconds.
Since, as mentioned above, the current implementation of the algorithm does not incorporate shadow-boundary
changes of variables (and thus uses a uniform discretization of the unknowns over the whole sphere), we cannot expect
the same accuracies for points closer to the shadow boundary, where the interpolation of the exact solution would give
rise to larger errors. Indeed, for a point located at about 5◦ from the shadow boundary, the current algorithm produces
an error of 5.3 × 10−2 for ka = 8000, using the 32 × 64 × 2 points discretization. Moreover, the computing time
for points close to the shadow boundary, while still ﬁxed for increasing frequencies, is higher than the computing
time for points further away, due to the need to increase the resolution in the angular variable (in order to resolve the
windowing functions resulting from larger overlaps). A slightly modiﬁed version of the boundary-integration approach,
in which overlapping integration regions are merged and are deﬁned as subsets of the original patches, is currently
being implemented. Together with the needed changes of variables along the shadow boundary, the new version of
our algorithm should eliminate the dependence of the discretization mesh on the distance of the singular point to the
shadow boundary and give rise to a more efﬁcient implementation.
Using the current, developmental, version of our high-frequency integration method, in combination with the GMRES
iterative linear algebra solver [19], we obtained results for a full scattering simulation on an acoustically soft sphere
with ka = 1600 (∼ 500 wavelengths). In this case the relative error on the unknown surface density of 2% (in the
L2 norm) was obtained in less than 3 h on 1.5 GHz personal computer. This result is preliminary: we expect that the
modiﬁcations mentioned above will give rise to an improved high-frequency simulation capability.
6. Conclusions
We have presented a high-frequency integrator which can evaluate the singular oscillatory integrals arising in the
boundary integral formulation of problems of acoustic scattering by two-dimensional surfaces in three-dimensional
space within a given error tolerance through a ﬁxed number of operations—independently of frequency. This high-
frequency integrator generalizes our previous work for problems of scattering by curves in the plane, and can be thought
of as an error-controllable version of the “asymptotic method of stationary phase”.
This integrator can be used in combination with an iterative method to yield a complete three-dimensional scattering
solver—in the case of smooth, convex obstacles preliminary results have shown that solutions exhibiting two digits of
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accuracy can be obtained in about three hours on a personal computer for scatterers of several hundred wavelengths in
diameter.
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