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Resumo
Por mais cauteloso que o pesquisador seja, os erros nas variáveis
poderão estar presentes em um experimento, portanto, é coerente avaliar a
confiabilidade das medidas, principalmente no que tange ao uso de diferen-
tes métodos de estimação. Considerando esse fato, este trabalho objetivou
comparar o desempenho de dois métodos de estimação, denominados por
“Plug-in” e Atenuador de Vício, utilizados para estimar parâmetros de um
modelo de regressão com erro nas variáveis. Para isso, foi utilizada a técni-
ca de simulação Monte-Carlo, da qual foi gerado um modelo de regressão
linear simples com erro nas variáveis, submetido a diferentes situações re-
presentadas pelos tamanhos amostrais, distribuição dos resíduos e valores
referentes à qualidade de ajuste. Concluiu-se que, em alta qualidade de ajuste
(R2=90%), os métodos “Plug-in” e Atenuador de Vício foram precisos,
porém acurados apenas para os modelos com distribuição simétrica.
Palavras-chave: erros de medida, regressão linear, viés.
Abstract
Although the researcher is very careful errors experiment may be
present, therefore, is appropriate to evaluate the reliability of data, mainly
when different estimation methods are used. Considering this problem,
the objective of this work is compare the performance of  two methods of
estimation known as  “Plug-in”  and “Attenuation bias”. These methods
are used in the regression model with errors-in-variables techniques. The
Monte-Carlo simulations are used for generated a linear regression model
errors-in-variables,  different sample sizes, residuals distributions and lack
of fit were considered. It was possible to conclude that, “Plug-in “ and
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“Attenuation bias” methods  were accurate with R2=90%, however, these
methods have better accuracy for symmetrical distributions.
Keywords : errors-in-variables, linear regression, bias
Introdução
Em geral, os modelos de regressão são ajustados sobre a hipótese
de que a covariável é medida sem erro, ou seja, considerada como efeito
fixo. Porém, em algumas situações, a amostragem feita com repetição po-
derá revelar que essa covariável venha apresentar efeitos aleatórios, uma
vez que fatores do acaso poderão interferir no processo de medição. Uma
situação prática a ser exemplificada nesse contexto refere-se à medição de
uma massa com uma balança. Nesse caso, fatores aleatórios, como corren-
tes de ar ou vibrações, introduziriam erros nas mensurações. Uma alterna-
tiva para evitar essa alteração seria repetir inúmeras vezes a medição, per-
mitindo avaliar a incerteza estatística no resultado final.
 Situações desse tipo se enquadram na engenharia, na qual a redu-
ção dos “erros”, no contexto mais amplo da palavra, é tratada especifica-
mente pela ciência denominada por metrologia. Em síntese, essa ciência
analisa os aspectos relativos às medições e calibrações de instrumentos,
utilizando-se metodologias estatísticas. Tais medições, em conjunto com o
uso de uma técnica estatística inadequada certamente resultam em índices
de qualidade incoerentes.
 Em virtude de que a medição de um resultado está sujeito a pe-
quenas variações aleatórias, nota-se que o enfoque estatístico consistirá na
modelagem de dados, considerando o erro aleatório nas variáveis indepen-
dentes (Vuolo, 1992). Dessa forma, um modelo que contemple o erro de
medida agregará informações mais precisas dentro da confiabilidade
metrológica, quando comparada à modelagem feita de forma convencional,
assumindo o efeito fixo nas covariáveis.
Na presença do erro de medição, o valor verdadeiro da variável
dependente é considerado como um valor não observado, pois suposta-
mente assume-se que ele encontra-se contaminado por algum erro. Contu-
do, nem sempre é fácil determinar a distribuição estatística desse erro e,
por isso, torna-se complexa a inferência, bem como a formulação de novos
métodos de estimação. Uma alternativa para solucionar esse problema se-
ria o uso de técnicas de simulação Monte Carlo, aliados aos métodos de
computação intensiva.
Alguns trabalhos com importantes contribuições, proporciona-
das por essas técnicas, são os de Higdon e Schafer (2001) em que os auto-
res apresentam métodos computacionais baseados em algoritmos E-M
(Dempster et al. 1977) e a modificação no método da quadratura Gauss-
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Hermite (Liu e Pierce, 1994), utilizados na obtenção dos estimadores de
máxima verossimilhança, nos modelos lineares generalizados com erro de
medida nas covariáveis. Com o propósito de comparar o desempenho des-
ses métodos, os autores observaram inacurácia na quadratura gaussiana e
problemas de singularidade  nesse procedimento numérico.
Em relação à qualidade de ajuste de modelos com erros de medi-
da, Delicato e Romo (2004) propuseram testes estatísticos paramétricos,
apresentando suas distribuições assintóticas e intervalos de confiança para
os parâmetros, utilizando-se a técnica bootstrap. Esses testes foram valida-
dos por meio das probabilidades empíricas, baseando-se no controle do
erro tipo I e poder.
Ao se tratar dos métodos de estimação dos parâmetros de um
modelo com erro de medida, uma particular atenção é dada para os
estimadores baseados em métodos dos momentos, desenvolvidos por Fuller
(1987) e por Stein e James (1961), sendo utilizados para estimar o verda-
deiro valor da variável independente. Respectivamente, os métodos citados
são conhecidos na literatura como estimadores “Plug-in” e de Atenuação
de Vício. Ambos os estimadores foram desenvolvidos com a finalidade de
minimizar os riscos de incerteza, minimizando o efeito do erro de medida.
Basicamente, a diferença na formalização desses métodos, citada
por Cunha e Colosimo (2003), é que os estimadores “Plug-in” estimam o
valor verdadeiro através dos valores observados e, de posse dos respectivos
valores ajustados, utilizam a função de estimação usual no modelo estuda-
do para estimar o parâmetro de interesse. Já no caso dos estimadores co-
nhecidos como Atenuador de Vício, sabe-se que eles apenas realizam uma
correção no vício a partir do estimador de mínimos quadrados clássico.
A construção de intervalos de confiança para os parâmetros, con-
siderando esses métodos, depara-se com o problema de obter suas variâncias
assintóticas, uma vez que o processo de estimação é realizado em duas eta-
pas, conforme é relatado por Cunha e Colosimo (2003), que propuseram
intervalos de confiança pela abordagem bootstrap. Destacando-se o inter-
valo obtido pelo método do percentil (Davison e Hinkley, 1997).
Com o propósito de comparar os métodos de estimação para
modelos de regressão com erro de medida na variável, objetivou-se avaliar
os vieses proporcionados pelos estimadores “Plug-in” e Atenuador de Ví-
cio, realizando um estudo de Monte Carlo em um modelo de regressão
linear simples.
Metodologia
A metodologia proposta neste trabalho considerou um modelo
de regressão com erro nas variáveis, o modelo de análise é semelhante ao
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mencionado por Searle (1971). Salienta-se que a expansão dos métodos de
estimação para modelos mais complexos do ponto de vista estatístico é
perfeitamente cabível dentro da metodologia exposta, segue-se o modelo.
ij 0 1 i ijy x= β +β + ε (i= 1,...,h) e (j = 1,...k),em que          (1)
yij correspondeu aos valores da variável dependente na i-ésima unidade
amostral e j-ésima repetição; ij o erro aleatório, simulado nesse trabalho
sob as distribuições: Normal ( ij ~U(0,1)); Uniforme ( ij ~U(0,1)) e
Gama ( ij ~Ga(4,1)).
A variável independente foi representada pelo vetor
Xt=(x11,...,xhk)
t, em que, k correspondeu ao número total de repetições,
assumindo, os valores 4; 6; 10; 14 e 20; h correspondeu ao número total de
unidades amostrais, previamente fixado em h=5. Assim sendo, o tamanho
da amostra foi determinado por hxk, sendo constituído por n = 20; 30; 50;
70 e 100 unidades amostrais.
Cada componente de (xij) (i = 1,...,h) e (j=1,...,k) representou
um valor fixo observado, desconsiderando o erro de medida. Nesse caso, a
estimação dos parâmetros do modelo (1) foi realizada por meio do método
de mínimos quadrados.
O pesquisador pode ter motivos para acreditar que o valor obser-
vado da covariável não corresponde ao valor exato, contendo algum erro,
que pode ser devido à calibração do aparelho escolhido para fazer as aferi-
ções (Souza, 2004). O erro de medida pode ser incorporado em um mode-
lo linear, por meio da relação:
ij ij ijz x u  , em que                                                        (2)
zij representou a covariável, medida com erro na i-ésima unidade amostral e
j-ésima repetição, gerada através de uma distribuição uniforme (0,1). Em
relação ao valor do erro de medida (uij), ele foi calculado pela diferença,
uma vez que xij referiu-se a um valor já conhecido. A qualidade de ajuste do
modelo foi garantida no processo de simulação, assumindo diferentes valo-
res de R2 previamente fixados em 20, 50, 70 e 90% sob a restrição de que a
soma de quadrados residual (SQE) foi determinada sob a igualdade.
 
2
2
1 R SQR
SQE
R
 
	 

 
                                                  (3)
sendo que SQR correspondeu à soma de quadrados de regressão.
Para cada situação configurada por diferentes tamanhos amostrais,
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distribuições dos resíduos e valores de R2, as estimativas dos parâmetros
do modelo (1) foram obtidas pelos métodos de estimação “Plug-in” e
Atenuador de Vício, nos quais, foi possível calcular os vieses referentes às
estimativas dos parâmetros, onde, arbitrariamente o modelo simulado foi
dado com os valores paramétricos 0β = 1  e  1β =1. Em relação ao estudo da
predição, obteve-se o viés médio (Vm), permitindo interpretar a acurácia
média das predições:
 
N
l l
l 1
yˆ y
Vm
N

	


, sendo                                                 (4)
N representou o número total de simulações realizadas.
Estimador “Plug-in” proposto por Stein e James
Supondo que os valores zij (i=1,...h; j=1,...,k) da covariável, ob-
servada com o erro de medida, foram obtidos nas k repetições, sendo essas,
independentes e identicamente distribuídas  por uma distribuição normal
com média xi (i=1,...,5) e variância 
2
u . O estimador proposto por Stein e
James (1961) parte do pressuposto em ajustar um novo valor para a
covariável zij. Para isso, utilizou-se a expressão:
 
 i i.
ˆ ˆe z Bz 1 B z  	   com 1=1, ...,h, sendo que:      (5)
i.z correspondeu à média das k repetições (6);  
2
uS  referiu-se ao estimador
da variância do erro de medida (7) e Sˆ  à estimativa da distância do valor
observado para a média das repetições z (9).
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Estimador Atenuador de Vício proposto por Fuller
O estimador proposto por Fuller (1987) baseou-se na determina-
ção do vício produzido pelo erro na observação dos dados. O Atenuador
do vício foi determinado inicialmente calculando o fator.
2 2
1 x u
x 2
x
k	
  


                                                            (10)
podendo ser estimado por
2
1 z
x 2 2
z u
S
k
S S
	

	
                                                          (11)
em que 2zS  correspondeu a variância amostral da covariável ajustada com o
erro de medida.
A estimativa de menor vício para cada parâmetro do modelo foi
obtida calculando
1
F x
ˆ ˆ k	  
                                                              (12)
ˆ
é  a estimativa de mínimos quadrados.
Com base no exposto acima, a finalização dessa metodologia se
deu com a construção de um programa no software R, versão 2.10.1, onde
foi implementado o método Monte Carlo. Realizou-se 5000 simulações
para obtenção dos resultados.
Resultados e discussão
Uma questão atrativa ao estudo de vieses de estimadores de re-
gressão refere-se ao fato de interpretar o viés como um quantificador do
desconhecimento técnico do pesquisador a respeito do instrumento utili-
zado na realização do experimento. Nesse contexto, Pereira (2004) comenta
que a confiabilidade das medidas, seja por instrumentos não calibrados,
seja por outra causa de variação controlável, pode vir a ser avaliada por
meio do viés, assim sendo, a diferenciação dos resultados, provenientes de
diferentes métodos de estimação, pode eventualmente levantar dúvidas sobre
essa interpretação, se o estimador com menor viés não for utilizado.
Tendo em vista essa importância e seguindo as especificações des-
critas na metodologia, inicialmente analisaram-se os vieses médios para os
métodos em questão. Para isso, os resultados foram obtidos considerando
que a variável dependente foi gerada de tal forma que o modelo explicasse
diferentes porcentagens da variabilidade total, quantificadas pelos valores
Ciência e Natura, UFSM, 32 (2): 23 - 34, 2010                                                                            29
do coeficiente de determinação R2 (20% e 90%).
Convém salientar que a acurácia e precisão, de certa forma, en-
contram-se relacionadas, no sentido de que, dado um valor elevado do viés
médio, como consequência, ocasionará um aumento na estimativa do erro
residual, levando a um modelo que apresente uma deficiência na precisão. Nas
Figuras 1-4, estão os vieses médios para os métodos de estimação estudados.
Com o propósito de avaliar o desempenho do estimador “Plug-
in” em um modelo que representasse uma situação de baixa qualidade de
ajuste (R2=20%), gerou-se o modelo linear (Figura 1). Comparando-se o
viés médio obtido no ajuste dos três modelos diferenciados pela distribui-
ção dos resíduos: Normal (0,1); Uniforme (0,1) e Gama (4,1), observou-
se que, no caso das amostras menores (n=20), os modelos foram menos
acurados, pois apresentaram viéses superiores a 0,10. Notoriamente, essa
baixa acurácia foi mais pronunciada ao considerar o modelo com os resídu-
os dados pela distribuição Gama (4,1). Aumentando o tamanho amostral,
observou-se uma melhoria na acurácia em virtude de que os resultados evi-
denciaram uma redução próxima a 0,05.
Aumentando o valor da qualidade de ajuste (R2=90%), os resul-
tados (Figura 2) confirmaram que os modelos com os resíduos distribuí-
dos por uma Normal (0,1) e Uniforme (0,1) foram mais acurados, incluin-
do até mesmo as amostras menores. Esse fato não foi verificado no modelo
com os resíduos distribuídos por uma Gama (4,1), portanto, há evidências
para afirmar que o modelo de regressão com erros de medida, cujas estima-
tivas foram obtidas por meio do estimador “Plug-in” é mais acurado nas
situações com elevada explicação da variabilidade dos dados amostrais, pre-
ferivelmente, com os resíduos dados pelas distribuições simétricas.
Tratando-se das estimativas dos parâmetros dos modelos, obtidas
pelos estimadores de Fuller, denominados como Atenuadores de Vício, foi
verificado que, no caso do modelo de regressão gerado com baixa qualida-
de de ajuste, R2=20% (Figura 3), o viés médio apresentou um comporta-
mento semelhante ao obtido pelo estimador “Plug-in” (Figura 1), porém
com valores inferiores. Especificamente, no modelo de regressão com resí-
duos normais, a diferença nesses valores, quando comparados ambos os
métodos,  aproxima-se de 0,05.   Embora possa parecer um resultado des-
prezível, levar em consideração alguns aspectos inferenciais, tais como tes-
tes de hipóteses que envolvam estimativas dos parâmetros, supostamente,
a confiabilidade dos resultados poderá ser comprometida, de acordo com o
método de estimação utilizado.
Dada uma alta qualidade de ajuste R2  =90% (Figura 4), foi nota-
do que os valores dos vieses médios, para todos os tamanhos amostrais
avaliados, foram similares aos resultados proporcionados pelo estimador
“Plug-in” (Figura 2).
30                                                                             Ciência e Natura, UFSM, 32(2): 23 - 34, 2010
Figura 1. Viés médio do estimador “Plug-in” considerando o modelo linear com os
resíduos distribuídos por: Normal(0,1), Uniforme(0,1), Gama (4,1) e coeficiente de
determinação R2=20%.
Figura 2. Viés médio do estimador “Plug-in” consideran-do o modelo linear com os re-
síduos distribuídos por: Normal (0,1),Uniforme(0,1) e Gama(4,1) e coeficiente de
determinação R2=90%.
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Figura 3. Viés médio do estimador Atenuador de Vício, considerando o modelo linear
com os resíduos distribuídos por: Normal (0,1); Uniforme (0,1) e Gama(4,1) e coe-
ficiente de determinação R2=20%.
Figura 4. Viés médio do estimador Atenuador de Vício, considerando o modelo linear
com os resíduos distribuídos por: Normal (0,1); Uniforme (0,1) e Gama(4,1) e coe-
ficiente de determinação R2=90%.
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Pelos resultados anteriores, constatou-se que os modelos avalia-
dos foram mais acurados para grandes amostras. Assim sendo, em particu-
lar, consideraram-se as amostras maiores (n=100) para estudar os vieses
das estimativas dos parâmetros para os dois estimadores: “Plug-in” e
Atenuador de Vício (Tabela 1).
Tabela 1. Viés das estimativas dos parâmetros do modelo linear sob diferentes valores de
R², fixando o tamanho amostral (n=100), para diferentes distribuições dos erros nos dois
métodos de estimação.
Ao avaliar os resultados referentes aos vieses das estimativas do
coeficiente de inclinação ( 1β )  (Tabela 1), verificou-se que ambos os méto-
dos de estimação foram acurados e precisos. Esse fato foi notório para to-
das as situações envolvendo os modelos nas diferentes distribuições dos
resíduos e qualidades de ajuste, simuladas conforme os valores do R2 previ-
amente fixados.
 Em relação aos resultados referentes aos vieses do intercepto ( 0β ),
foram percebidos valores mais discrepantes ao comparar ambos os méto-
dos. Tal discrepância foi mais pronunciada na situação em que o modelo foi
simulado com baixa qualidade de ajuste (R2=20%) e com os resíduos nor-
malmente distribuídos. Nessa situação, observou-se que o estimador “Plug-
in” apresentou um viés de 0,1169, enquanto o estimador Atenuador de Ví-
cio propiciou um viés no valor de 0,0224, uma diferença de 0,0945. Além
do mais, os resultados propiciados pelo estimador Atenuador de Vício fo-
ram inferiores. Um resultado peculiar a esse estimador, ainda mantendo-se
R2
)%(
*.E.M )1,0(N~ )1,0(U~ )1,4(aG~
09
¹LP 4920,0 8100,0 9190,0 4000,0 2218,7 7210,0
²VA 8000,0 2000,0 6290,0 0000,0 2110,8 0100,0
07
¹LP 7050,0 9300,0 1297,1 6100,0 4311,8 2000,0
²VA 3000,0 4000,0 7718,1 0000,0 8000,8 2000,0
05
¹LP 7520,0 0200,0 4767,2 4000,0 7389,7 9100,0
²VA 1810,0 0100,0 8377,2 0000,0 2899,7 5000,0
02
¹LP 9611,0 0800,0 2184,5 8400,0 2809,7 9500,0
²VA 4220,0 0100,0 8355,5 2000,0 4510,8 2100,0
1β 1β 1β0β 0β 0β

 
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o modelo com distribuição do resíduo normal ( ij ~ N(0,1)), foi que, para
os modelos com alta explicação da variabilidade, isto é, R2=70 e 90%, ob-
servou-se uma maior precisão, de forma que os valores passaram a se dife-
renciar na quarta casa decimal. À medida que se reduziu o coeficiente de
determinação (R2=50 e 20%) essa diferenciação ocorreu a partir da segun-
da casa decimal.
Quando o modelo foi simulado com os resíduos distribuídos por
uma uniforme U (0,1) e Gama (4,1), observou-se que a precisão proporci-
onada pelos estimadores “Plug-in” e Atenuador de Vício apresentaram uma
pequena oscilação a partir da segunda casa decimal. Esse fato se deu para
todos os coeficientes de determinação simulados. Vale ressaltar que esses
resultados retrataram uma falta de acurácia dos métodos em questão, me-
diante essas distribuições.
Conclusões
O método proposto por Fuller apresentou melhor desempenho
do que o estimador “Plug-in” sobre distribuição simétrica, tanto na acurácia
quanto na precisão, nos diferentes tamanhos amostrais, em situações de
baixa qualidade de ajuste (R2=20%).
A acurácia dos estimadores “Plug-in” foi sensível à distribuição dos
resíduos e diferentes valores de R2 e tamanhos amostrais dos modelos lineares.
O viés da estimativa do parâmetro intercepto ( 0β ), para os
estimadores “Plug-in” e Atenuador de Vício, apresentou valores discre-
pantes em algumas situações, revelando baixa acurácia. No caso do coefici-
ente de inclinação, ambos os métodos apresentaram praticamente o mes-
mo desempenho.
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