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7В В Е Д Е Н И Е
В послеание голы очень широкое распространение получили 
системы управления базами ланных (СУБД). Сегодня они уже 
воспринимаются в качестве базисного программного обеспечения 
для сохранения и обработки больших объемов информации. 
Основными элементами СУБД выступают так называемые языки 
запросов -  языки, с помошью которых потребитель может описывать 
свои информационные потребности к СУБД. Естественно, основная 
информационная потребность связана с обеспечением доступа к 
информации в базе данных и с извлечением этой информации из 
базы данных. (Именно эти требования извлечения информации 
называются запросами). Большую важность приобретает проблема 
проверки эквивалентности запросов и проблема оптимизации 
запросов. Решение этих проблем позволит извлечь информацию из 
базы данных самым эффективным способом.
В последнее время начинается широкое распространение СУБД 
реляционного типа. Это связано с более удобными для конечного 
пользователя интерфейсами -  так называемые реляционные языки 
запросов.
В настояшеи работе рассматривается проблема проверки 
эквивалентности и оптимизации запросов в реляционной базе 
данных. Так как эти запросы всегда записываются на каком-то 
реляционном языке, необходимо исследовать отдельные языки 
запросов и их возможности выражения.
В соответствии с традиционной классификацией, сделанной в 
[Улл801, реляционные языки можно разбить на две основные
8группы:
а) языки» основанные на реляционной алгебре:
б) языки» основанные на вычислении преликатов.
E.F. Codd [Cod71] прелло*ил реляционную алгебру в качестве 
языка описания обработки» которую нужно совершить нал данными с 
целью извлечения определенного количества информации. Операнды 
в реляционной алгебре -  это отношения с Фиксированным числом 
атрибутов» над которыми можно применять пять основных операции: 
объединение отношении Rus» разность отношении R-S» декартово 
произведение R*S» проекция * а1 ,А2 , ,A a (R) и селекиия бр (R) »
где F Формула определенного вида. В терминах вышеуказанных пяти 
основных операции можно выразить например операции пересечение 
Rn s» ^соединение RM iôJ5» естественное соединение Rn  s и так
далее. Описывая свои требования к базе данных» пользователь 
должен специфицировать последовательность отдельных операции 
для обработки данных. Поэтому реляционная алгебра представляет 
совой процедурный язык запросов. Отметим» что такие языки 
запросов ориентированы прежде всего к  пользователям -  
программистам» потому что пользователь должен представить себе 
алгоритм обработки данных для того» чтобы извлечь определенное 
количество информации.
Реляционные языки запросов» основанные на вычислении 
предикатов» можно рассматривать в качестве языков более 
высокого уровня» чем реляционную алгебру. В них пользователь 
задает множество кортежей» которые нужно извлечь из вазы 
данных. Это множество описывается с поможью предиката» которому 
должны удовлетворять нужные кортежи. Пругими словами»
описываются не способы обработки данных» а свойства данных. 
Естественно» при использовании декларативного языка этого типа
9пользователь не лолжен вообще знать путем каких операции 
реляционной алгебры бупет получен ответ и в каком поряоке их 
нужно применять. Зато пользователь лолжен задавать путь доступа 
между разными реляционными схемами, другими словами, 
осуществлять так называемуи 'логическую навигации*.
В практике существуют разные языки запросов, которые обычно 
включают средства для описания всех требовании пользователя 
базы данных -  требования актуализации данных, требования печати 
данных, а также и некоторые возможности арифметической 
обработки. Таким образом языки запросов превращается в языки 
манипулирования данными. В настоящей работе языками запросов 
будем называть языки манипулирования данными, в которых 
вклепаются только средства для описания способа извлечения 
информации из базы данных. Обычно эти языки проектированы:
-  на основе реляционной алгебры -  например сама реляционная 
алгебра [Cod71] ,  язык ISBL [Улл80];
-  на основе вычисления предикатов -  например языки ALPHA 
CCod71] и QUEL [SUKH761;
-  могут быть отнесены к обоим вышеупомянутым типам -  
например языки SQUARE СВСКН75], SEQUEL И SQL [AC75Í.
В этой работе мы будем рассматривать проблему проверки 
эквивалентности и проблему оптимизации запросов для языков, 
спроектированы на основе вычисления предикатов.
Первые исследования [Cod72a] проблемы эквивалентности 
запросов в реляционной базе данных начались одновременно с 
введением реляционной модели. В этих исследованиях вопрос о 
существовании ограничения (co n s tra in ts ) на данные, участвующие 
в конкретных отношениях, не рассматривался.
E .F. Codd [Cod72aJ показал, что реляционная алгебра и 
вычисление предикатов имеют одну и ту  же ОбЬяснительнуе силу . 
Это означает, что если с помощью выражении реляционной алгебры
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можно описать некоторое требование пользователя» то же самое 
требование может быть описанным с поможьш формул вычислении 
предикатов» которые интерпретируится как описания требовании 
пользователя.
Известно» что проблема проверки эквивалентности формул в 
вычислении предикатов алгоритмически неразрешима -  не 
сувествует алгоритм для проверки эквивалентности формул 
вычисления предикатов. Отсида естественным образом вытекает и 
неразрешимость в оввем случае проблемы проверки эквивалентности 
реляционных выражении. iR ie l in s k l  и L ip s k l [ I L 183] ОбОбвили 
этот результат. Они показали, что проблема проверки 
эквивалентности также алгоритмически неразрешима даже и для тех 
выражении реляционной алгебры, которые содержат только 
операции: проекции х , селекции бр (где в F встречается только
равенство), соединение м и разность -  .
Основные затруднения в процессе проверки эквивалентности 
реляционных выражении вытекаит из оператора разности [SaYaâO]. 
Вводя понятие таблицы (ta b le a u ), Aho, SasÍv и UI Inan показали 
[ASU79], что проверка эквивалентности реляционных выражении 
является разрешимой проблемой в случае, когда реляционные 
выражения содержат только проекцию х, селекции бр и соединение
и .  В [ASU79J показано, что проверка эквивалентности этих 
выражении является NP-полнои [ГАж821. Рассмотрен и вопрос о 
проверке эквивалентности запросов при наличии ограничении -  в 
случае [ASU79,ASU79a] при наличии Функциональных зависимостей.
В [ASU79] Aho, SagÍv  и U lInan  выделили класс таблиц -  так 
называемые простие таблицы, при которых алгоритм оптимизации и 
проверки эквивалентности заканчивает работу в полиномиальном 
периоде времени.
В [Sas81] и в [Паи 184] показаны еже три класса таблиц, для
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которых существует алгоритм проверки эквивалентности и
оптимизации в полиномиальном периопе времени.
Здесь очень важно отметить» что все вышеописанные классы 
таблиц» иля которых существуют алгоритмы проверки 
эквивалентности и оптимизации в полиномиальном периоде времени» 
сюормулировзны с помощью синтаксиса конкретнее таблицы -  а 
именно» где и как встречаются в таблице различные ее переменные 
и константы. Таким образом» для данного SPű-выражения мы не 
можем знать заранее какова будет его таблица. И если для 
некоторой таблицы не существует алгоритм проверки 
эквивалентности и оптимизации в полиномиальном периоде времени» 
мы не можем знать заранее не существует ли эквивалентная ей 
таблица из вышеописанных классов таблиц» для которых проверка 
эквивалентности и оптимизация делается в полиномиальном периоде 
времени.
Таким образом» до сих пор основные теоретические результаты
0 проверке эквивалентности и оптимизации запросов относятся к  
классам запросов» сфорнулировзны с помощью терминов реляционной 
алгебры (или с  помощью синтаксиса конкретной таблицы). На ф и г .
1 показаны классы этих запросов. Оля простоты рассмотрен только 
класс простых таблиц (в качестве класса запросов» для которых 
существует алгоритм проверки эквивалентности и оптимизации в 
полиномиальном периоде времени).
В последнее время декларативные языки запросов (основанные 
на вычислении предикатов) получают более широкое 
распространение» чем процедурные языки (основанные на 
реляционной алгебре) Ш 1(421. Следовательно» перед нами встает 
в первую очередь задача оптимизации запросов» сформулировэнных 
на декларативном языке.
Конечно» для языков» основанных на вычислении предикатов» 
тоже можно рассматривать включающиеся классы запросов -  как это
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ф иг. 1. Классы запросов, сформулированных 6 терминах 
реляционной алгебры
Т ормулы языка , основанного 
но Вычислении предикатов
конъюнктивные
конъюнктивные
запросы, в которых 
каждая реляционная 
схелла участвует не 
более одного раза
запросы
конъюнктивные 
запросы, в которых 
некоторая реляционная 
схелла участвует 
более одного раза
ф иг. 2. Классы запросов, сформулированных в терминах 
языка, основанного на вычислении предикатов
Для запросов этого 
класса, для которых 
лло Ж но построить 
таблицу, найден 
алгоритм 
оптимизации 6 
полиномиальном 
периоде времени
Впервые поставлен 
и исследован 
запрос „Каково 
структура  всех 
запросов,эквивй - 
лентных данному 
запросу?"
запросы-формулы реляционной алгеоры 
конъюнктивные запросы 
запросы, для ^ ко^о^ых существуют
SPJ - выражения
запросы с 
простыми 
таблица ми
конъюнктивные 
запросы, в которых 
каЖдая реляционная 
схема участвует 
не более одного
ф и г. 3. Включающееся классы запросов
Проблема проверки 
эквивалентности и 
оптимизации является 
алгоритмически нераз­
решимой в общем 
с лучае [ASU79]
Проблема 
проверки 
эквивалентности 
и оптимизации 
является NP- 
полной [ASU79]
сущ ествует 
'v  алгоритм для 
проверки экви­
валентности и 
оптим и зации  в 
полиномиальном 
периоде
вреллени [Sag 81]
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сделано на ф и г . 2. Нужно подчеркнуть, что показанные на фиг. 
2 классы запросов не совпадают с классами запросов, показанных 
на фиг. 1. Таким образом, задавая в некоторой базе данных 
конъюнктивный запрос, мы не знаем заранее существует ли 
алгоритм оптимизации в полиномиальном периоде времени для 
выражения реляционной алгебры, которое реализирует ответ на 
запрос. В настоящей работе исследованы проблемы проверки 
эквивалентности и оптимизации запросов для разных классов 
запросов на декларативном языке.
Приведенная на фиг.З схема обобщает состояние теоретических 
исследований в области эквивалентности и оптимизации запросов. 
Как видно, на схеме отражены разные классы запросов,
сформулировэнных как на декларативных, так и на процедурных 
языках. (В параграфе 3.4 дан подробный комментарии этой схемы; 
в параграфах 1 .5 .4  и 3.4 показаны примеры того , что эти классы 
запросов содержатся друг в друге .)
Настоящая диссертация ставит следующие цели:
1. Исследовать возможности применения таблиц для оптимизации 
классов запросов на декларативном языке;
2. Наити условия эквивалентности запросов пользователя к 
реляционной базе данных, которые позволяли вы эффективную 
оптимизацию запроса;
3. Исследовать проблему логической навигации в качестве 
проблемы построения эквивалентных путей доступа, связывающих 
отдельные реляционные схемы в запросе;
4. Исследовать способы представления путей доступа с помощью 
синтаксических средств реляционных языков запросов;
5. Рассмотреть возможные преобразования путей доступа в 
эквивалентные им пути доступа и отсюда возможные преобразования 
запросов пользователя в эквивалентные им запросы;
6. Исследовать проблему построения интерфейсов высокого
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уровня к реляционной базе аанных и создать проект интерфейса 
высокого уровня, в котором могут применяться полученные 
результаты оптимизации путей доступа в запросах пользователя к 
панной реляционной базе аанных.
Настояжая работа пает ответ на слепукшие вопросы:
1. Возможно ли применять таблицы пля оптимизации запросов на 
декларативном языке?
2. СУ1ествуют ли классы запросов на декларативном языке, 
которых можно оптимизировать в полиномиальном периоде времени? 
Какие эти классы запросов и какими методами нужно 
оптимизировать запросы?
3. Какие синтаксические элементы ( 'ч а с ти ')  запроса
'меняются' в процессе оптимизации запроса?
4. Возможно ли найти некоторую классификацию всех запросов, 
учитывая способ связи синтаксических элементов запроса?
5. Известны разные схемы базы данных -  циклические, 
ациклические. Всегда ли возможно задавать произвольные запросы 
в разных видах схем? Другими словами, как зависит структура 
запроса от структуры схемы, к которой этот запрос относится?
6. Сужествуют ли такие схемы реляционных баз аанных, в 
которых для каждого запроса имеется единственный путь доступа? 
Если да, то как можно автоматизировать логическую навигацию с 
целью построения интерфейсов высокого уровня?
7. Возможно ли исследовать проблему эквивалентности
запросов, не применяя таблиц? Возможно ли расспознавать 
эквивалентные запросы с поможыо синтаксических структур этих 
запросов?
В работе получены следукшие основные результаты:
1. Рассмотрены конъюнктивные запросы, в которых каждая 
реляционная схема участвует 'не более одного раза' (см.
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парагра* 1 .1 ) .  Предложено графическое представление этих 
запросов. Предложен алгоритм для построения таблицы 
конъюнктивного запроса, используя его графическое представление 
(до сих пор алгоритм построения таблиц Формулирован в [ASU79] 
только для БРЛ-выражении, но не для запросов на декларативном 
языке).
Графическое представление этого типа вводится в первый раз.
2. Показано, что для построенных по предложенному алгоритму 
таблиц конъюнктивных запросов существует алгоритм оптимизации в 
полиномиальном периоде времени. При этом не использованы методы 
доказателств из [ASU79], [Sa981 ] и [Mall 184] -  потому что в 
настоящей работе показано, что эти методи позволяют наити NP- 
полные алгоритмы оптимизации. Таким образом предложен 
оригинальный алгоритм оптимизации конъюнктивных запросов, в 
которых каждая реляционная схема участвует не более одного 
раза.
а) доказано, что построенные по предложенному алгоритму 
таблицы представляют собой минимальную таблицу запросов при 
сильной эквивалентности;
б) при рассмотрении слабой эквивалентности введено 
представление конъюнктивных запросов в виде гиперграФОВ. Таким 
образом в первый раз запрос представляется в тех же терминах, в 
которых задаются схемы реляционных баз данных. Показано, что 
запросы можно обрабатывать средствами, созданными для обработки 
схем реляционных баз данных, точнее алгоритмом редукции Грэема. 
Показано, что для запросов с ациклическим гиперграФом можно 
получить оптимальный слабоэквивалентный запрос с помощью 
редукции по Грэему. Пля запросов с циклическим гиперграФОм 
сформулировзно необходимое и достаточное условие для 
'открывания' цикла, а также показан алгоритм оптимизации в 
полиномиальном периоде времени. Таким образом, впервые найден
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класс запросов на аекларативноп языке» ипениих оптимизацию в 
полиномиальном периоде времени. Нужно отметить» что этот класс 
запросов является рекурсивно перечислимым множеством (как и 
класс всех сужествуюжих запросов).
3. При исследовании процессов оптимизации таблиц в первый 
раз учитывается структура связей между отдельными элементами 
таблиц (потому что например в [ASU793 » (5аэ81 ! и [Hall 164] нужно 
наити отображение определенного вида между символами таблиц 
несмотря на то» ка к связаны эти символы между собой).
а) в настоящей диссертации показано» что в случае запросов с 
ациклическими гиперграФами оптимизацию можно осуществить шаг за 
шагом» при чем на каждом шагу можно удалить несколько строк из 
данной таблицы. Этот алгоритм оптимизации заканчивает работу в 
полиномиальном периоде времени.
б) в настояжеи диссертации показано» что в случае запросов с 
циклическими гиперграФами нельзя оптимизировать запросы шаг за 
шагом только с поможью операции оптимизации ациклических 
запросов -  потому что в этом случае запросы содержат 
циклические компоненты и на некотором шаге оптимизации нужно 
удалить сразу несколько строк из данной таблицы.
Выше мы отметили» что известные до сих пор алгоритмы 
оптимизации учитывают только синтаксис данной таблицы в 
процессе ее оптимизации; здесь можем сказать» что предложенные 
в настояжеи работе алгоритмы оптимизации учитывают в некоторой 
степени и семантику данного запроса.
4. Введен в первый раз новый тип ациклических гиперграФов -  
так называемые D-ациклические гиперграФи.
5. В первый раз исследован вид конъюнктивных запросов» 
которые можно задавать к разным видам реляционных схем. В 
соответствии с видом гиперграФа запроса в первый раз 
рассмотрены ft и D-аииклические запросы и циклические запросы.
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Показано» что в введенных нами О-аииклических реляционных 
схепах можно задавать только D-аииклические запросы. К 
остальным видам реляционных схем можно задавать запросы 
произвольного вида. Таким образом в первый раз выявлен класс 
реляционных схем» к которым можно задавать только запросы того 
же самого вида. Можно отметить» что класс D-аииклических схем 
является рекурсивно перечислимым множеством.
6 . Исследован вопрос о виде эквивалентных конъюнктивных 
запросов. Введено понятие разветвления пути доступа данного 
запроса. Показано следуюжее необходимое и достаточное условие: 
два запроса в D-аииклическои схеме являются эквивалентными 
тогда и только тогда» когда их пути доступа получаются из 
‘ минимального* пути доступа с поможью добавления разветвлении 
определенного типа.
Условие эквивалентности сформулировэно в терминах синтаксиса 
языка QUEL. Таким образом в первый раз поставлен вопрос: 'Как 
выглядят все запросы» эквивалентные данному запросу?' Настояжая 
работа дает ответ на этот вопрос в случае конъюнктивных 
запросов» в которых каждая реляционная схема участвует не более 
одного раза. Необходимым условием является то, что запросы 
заданы в некоторой D-ациклическои схеме. Таким образом 
исследованы все пути доступа, эквивалентные данному пути 
доступа.
7. Исследована проблема о сложности проверки эквивалентности 
запросов в D-аииклических схемах. В настояжеи диссертации 
показано, что сужествует алгоритм проверки эквивалентности двух 
данных запросов, который заканчивает работу в полиномиальном 
периоде времени. Этот алгоритм построен на основе 
вышеописанного необходимого и достаточного условия для 
эквивалентности запросов и проверяет совпадения путей доступа 
данных запросов.
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8. Исслепован вопрос об эквивалентности запросов в 
циклических схемах. Показано оостаточное условие лля 
эквивалентности запросов в циклических схемах.
9. Ввеоено понятие 'погложаншее ребро гиперграФа" при 
алгоритме релукиии Грэема и показано, что в случае ациклической 
схемы базы панных поглованшее ребро всегпа сувествует.
10. Используя полученные результаты пля проверки 
эквивалентности и оптимизации таблиц, описан проект интерфейса 
високого уровня к реляционной базе панных.
Настоявая работа состоит из шести глав. В первой главе паны 
основные понятия и спелан обзор некоторых послелних 
результатов. Во второй главе рассмотрены понятия ациклической и 
циклической схемы базы панных. Ввепено понятие погловаивего 
ребра ациклического гиперграФа и показано, что такое ребро 
всегпа сувествует. В третой главе показан алгоритм построения 
таблиц запросов пля тех конъюнктивных запросов, в которых 
кажпая реляционная схема участвует не больше опного раза. В 
четвертой главе показано, что пля вышеупомянутого класса 
запросов сувествует алгоритм оптимизации в полиномиалном 
периопе времени в случае слабой эквивалентности. В случае 
сильной эквивалентности показано, что полученные в трвтой главе 
таблицы пля этого класса запросов являются минимальными. 
Ввепено препставление запросов как гиперграФЫ и исслепован вип 
конъюнктивных запросов в разных схемах реляционных баз панных. 
Ввепено понятие D-ациклической схемы реляционной базы панных и 
показано, что в D-аииклических схемах можно запевать только D- 
аииклические запросы из вышеупомянутого класса конъюнктивных 
запросов. В пятой главе рассмотрен вопрос: 'К а к выгляпят все 
запросы, эквивалентные панному запросу?' Показаны випы всех 
запросов, эквивалентных панному конъюнктивному запросу в D-
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ациклических схемах. Пане достаточное условие для 
эквивалентности конъюнктивных запросов в циклических схемах. В 
шестой главе рассмотрены возможности построения интерфейсов 
высокого уровня к реляционной базе данных.
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Г Л А В А  П Е Р В А Я
О С Н О В Н Ы Е  П О Н Я Т И Я  И  О Б З О Р  
Н Е К О Т О Р Ы Х  П О С Л Е Д Н И Х  
Р Е З У Л Ь Т А Т О В
1.1 Основные понятия
Codd [Cod70] предложил реляционную модель ваз данных. В 
классической мопели ваз ланных рассматривается множество 
атрибутов ( a t t r ib u te s )  U  и множество отношении ( re la t io n s )  нал 
атрибутами У .  В последние годы введено понятие реляционной 
схемы. Здесь мы вводим основные понятия, используя Ш 11821, 
[Mai831 и ШРИ821.
Пусть дано множество атрибутов
U =  (А-j»А2». . . , А р ) .
Множество У  будем называть универсум (Universum).
Реляционной схемой ( r e la t i o n a l  scheme) R будем называть 
конечное множество атрибутов 12' __ ' rûe аля
j £ 8 .  Реляционные схемы будем обозначать через R1 ,R2, . . . , R k .
Каждому атрибуту Aj сопоставляется множество значении -  так 
называемый домен (domain). Помен атрибута Aj будем обозначать 
через dóm(A j) .
Пусть R -  реляционная схема, R = (А1 , А2 »__ 'Ап>. Отношением г
над реляционной схемой R будем называть конечное множество 
упорядоченных п -о к :
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г  =  (<а1 а2__an> I a ^ d o a í A j ) ,  l á l s n  } .
Элементы <а«,а2. . . а п> бупем называть кортежами отношения г .  
Если г  -  отношение нал реляционной схемой R= (А- j ,A2 , . . . , A n) '  
бупем обозначать этот шакт через r(R) или г (А1А2. . . А п) .
Пусть ш-<а1а2. . . а п> -  кортеж отношения г (А1А2 . . . А п) . Torna 
ш [А | ] -Э | ,  т . е .  через ш[А|] будем обозначать значение атрибута 
А| в кортеже ш. Если Х= __ ,А| к >» то
■ СХ] =  <ш [А |11ш[А|2] __ •  [А |к ] > =  <а | 1а 12__ а 1к^ '
где au *d o i (A u ) для i s l s k .
Отметим» что для каждого конкретного отношения г (А 1А2 . . . А п) 
выполнено UKAj ]  l » í r } c d O i ( A | )  , l £ i £ n .
Отношение является множеством разных кортежей; поэтому можно 
выявить подмножество атрибутов, значения которых определяют 
однозначно каждый кортеж. Такое подмножество атрибутов 
называется кандидат-ключом tCod72], [BDe79], [Dem78], [Dem79].
Пусть U  -  данное множество атрибутов. Каждое конечное 
множество реляционных схем R =  <R1 ,R2 , . . . , R k) будем называть
схемой базы данных (database scheme) тогда и только тогда, 
когда
R |C U  для 1 £ 1 £ к  и R1u r 2 u . . . u R k= u  .
(Здесь предполагается, что R ^ U ) .
Пусть R =  (R1 ,R2, . . . , R k ) -  схема реляционной базы данных. 
Каждое множество конкретных отношении ( г1 , г 2 , . . . , г к ) 
соответственно над реляционными схемами (R1 ,R2, . . . , R k) будем 
называть состоянием базы данных (database s t a t e ) . Будем
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обозначать состояние через d=  (r,j »r2» . . . » r k) .
Пусть U = R »  т .е .  буоен рассматривать U  как воинственную 
реляционную схему в оаннои схеме базы оанных. Тогоа кахоое 
конкретное отновение (состояние) I  нао схемой U  буоем называть 
универсальной реляииеи (u n ive rsa l re la t io n »  u n iv e rs a l instance) 
[MUV84] » [AnZ85).
Опреоелим операции селекции (se lec t ion )»  проекции
(p ro jec t ion )  и естественного соепинения (n a tu ra l J o in ) .
Пусть пана реляционная схема R =  ^ »A2» . . .» A n) » отношение г
нао реляционной схемой R и пусть c«do«(A|) .  Пусть Ф  -  ооно из
бинарных отношении = , < , £ » > » *  и ф . Torna
-  Селекция Aj ос (обозначаемая через б д ^ О " )  ) преоставляет
совой:
6A io c (r) =  <в,,акг и ш[А|Звс).
Таким образом из отношения г  берутся только те кортехи» 
имевшие такое значение Ь в атрибуте Aj» что Ьес. Селекция
бА1ес(г) является отношением нао мнохеством атрибутов
(А1»А2 » . . . , А п) и слеоовательно преоставляет собой поомнохество
отношения г .
-  Проекция * у ( г )  преоставляет собой:
Ху (г) =  (юПЛ1в*г и Yc {A-j,A2 » . . .»A n) ) ,  т .е .  из всех
возмохных кортехеи отношения г  берутся только значения 
атрибутов мнохества Y и ооинаковые кортехи отохоествляются. 
Ху (г) является отношением нао мнохеством атрибутов Y.
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-  Естественное соепинение г 1м г 2 . Пусть  и R2 являются 
реляционными схемами» R1 nR2 # o  и (R1 ) » r 2 (R2) .  Тогда 
Г1м г 2- < « 1» является кортежем над атрибутами R.,u R2 и
сужествуют кортежи ш1« г1 и ш2«г2 , 
такие, что -ш [R1 ] и ю2-ш [R23 } .
Таким образом, Г | М г 2 является отношением над реляционной 
схемой R1u r2 .
Как было сказано в введении, в настояжей работе
рассматриваются проблемы проверки эквивалентности и оптимизации 
запросов в реляционных базах данных. Введем определение запроса 
в данной реляционной базе данных.
Пусть R =  <R^  *R2 , __ »rk  ^ ~ схеиа реляиИ0НН0й базы данных и
пусть d=  {r,j , г 2» . . . , г ^ }  -  некоторое ее состояние. Пусть для
1á i2Sk,  реляционная схема Rj содержит П| атрибутов из U  и
отношение Г| содержит т А кортежей. Тогда состояние d содержит в
разных атрибутах всех реляционных схем
Шл .П1 + го2 . п 2 + . . .  + . п^
элементов. Всевозможные подмножества элементов из d будем 
называть запросами. Видно, что для каждого состояния данной
реляционной схеме сужествуют не больше чем 2m1•п1+* , *+ик,пк 
запросов. Можно показать, что множество всех запросов в разных 
базах данных является рекурсивно перечислимым множеством.
Рассмотрим способы описания запросов с поможью разных 
реляционных языков.
E.F. Codd [Cod71] предложил реляционную алгебру в качестве 
языка описания обработки, которую нужно совершить над данными с
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целые извлечения опрепеленного количества информации. Операнды 
в реляционной алгебре -  это отношения с Фиксированным числом 
атрибутов, нал которыми можно применять пять основных операции: 
Объединение отношении г  (R)и г (5) ,  разность отношении г  (R)- г  (5) , 
декартово произведение г  (R) х  г  (5),  проекция „ дяг  и
селекция брГ (R), где F формула определенного вида. В терминах
вышеуказанных пяти основных операции можно выразить например 
операции пересечение г  (R) п г  (5) ,  в'-соединение г  (R) м г  (5) ,
естественное соединение r (R ) t * r (S )  и так далее. Описывая свои 
требования к вазе данных, пользователь должен задать отдельные 
операции для обработки данных и порядок их выполнения. Поэтому 
реляционная алгебра представляет собой процедурный язык 
запросов.
В настояшеи работе мы будем рассматривать определенный класс 
формул реляционной алгебры -  а именно, класс SPű-выражении (SPJ-
expresslons).
ОПРЕДЕЛЕНИЕ 1.1 .  [A5U79] Формула реляционной алгебры
называется ярл-выряжрнирм. если:
а) операнды формулы является реляционными схемами;
б) операции формулы представляит совой селекцию б, проекцию 
X и естественное соединение и .  □
Будем обозначать естественное соединение n  и через " У  -  как 
это делается в [ASU79]; с этим обозначением связано и название 
SEJ- выражения.
Как было сказано в введении, мы будем изучать и
представления запросов на декларативных реляционных языках, 
которые проектированы на основе вычисления предикатов. Основная 
структура этих представлении -  так называемые конъюнктивные
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запросы.
ОПРЕДЕЛЕНИЕ 1 .2 .  Ш 11821 Конъюнктивным запросим в 
декларативном реляционном языке называется выражение вида:
1 а182» • .Эр I (ЗЬ^) (382) . . .  dbg) î (P<j^Р2^ . . . aP| )^ I г
где P j ,  1á i £ k ,  выражения вида а) или б ) :  (1 . 1)
а) R(c1c2 . . . cs) -  это означает, что кортеж « с ^ . . . с 5>
принадлежит отношению над реляционной схемой R. Здесь 
C j, 1s : j 2í s ,  являются константами соответствуюжего
домена или Cj ( ( а^> » . . . , » Ь2 * • • • , Ьщ) »
б) с D 'd ,  где  с и d -  либо константы соответствуюжих доменов, 
либо элементы множества (а1 ,а 2 » . . . , а п,Ь1 ,Ь2> . . .» Ь т } . Здесь
^о д н о  из бинарных отношении < , £ , >  и 
0 выражении (1 . 1) символы а1 ,а 2 » . . .» а п -  свободные
переменные, а символы Ь1 ,Ь2* __ ,Ьп -  связанные переменные. □
В настояжеи работе для описания конъюнктивных запросов 
выбран синтаксис одного из реально сужествую1их реляционных 
языков. Это декларативный реляционный язык QUEL C5UKH761, 
который проектирован на основе вычисления предикатов.
ОПРЕДЕЛЕНИЕ 1 .3 .  Ш 11821 Запросом на языке QUEL, называется 
выражение вида:
RANGE OF a1 IS  R1
RANGE OF a2 IS  R2 (1.2)
• • •
RANGE OF an IS  Rp 
RETRIEVE (A) WHERE (F)
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Зоесь А называется обЪектным списком ( ta rge t  l i s t )  запроса;
F называется квалификацией (q u a l i f i c a t io n )  запроса. □
Как сказано выше» в этой работе рассматриваются разные 
классы конъюнктивных запросов.
На фиг. 2 и ф иг. 3 показан класс конъюнктивных запросов* в 
которых кажоая реляционная схема участвует 'не более одного 
раза ' .  Зоесь название "реляционная схема» встречающаяся опин 
раз" -  условно.
Панная реляционная схема может участвувать в некотором 
конъюнктивном запросе много раз, но иногоа все ее появления 
могут быть рассмотрены как воинственное появление. Например в 
запросе
{ a1 I (ЗЬ1) (3ti2^ (ЗЬ3) (ЗЬ^) ; R(a-j »b-j ,Ь 3 ) *  R (b3 »c^*b^) )
реляционная схема R участвует пва раза; но этот запрос может быть 
преоставлен и слеоуншим образом;
( а  ^ I (ЗЬ^) : R(a1 ,с 1 ,Ь^) ) .
Отметим, что все появления панной реляционной схемы R в 
некотором конъюнктивном запросе могут быть рассмотрены как 
воинственное появление тогоа, когоа все свобооные переменные и 
константы запроса, оля которых не указана явно их
эквивалентность ( т .е . *  не указано например а- c ,  *
встречаются в R в столбцах оля разных атрибутов. Если оля 
некоторого конъюнктивного запроса q все появления реляционной 
схемы R могут быть рассмотрены как воинственное появление, мы 
буоем называть q конъюнктивным запросом, в котором реляционная 
схема R участвует не более одного раза.
Дальше мы буоем изучать класс К 1  конъюнктивных запросов, в 
которых кажпая реляционная схема участвует не более ооного 
раза.
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Легко видеть, что с поможью языка QUEL эти конъюнктивные 
запросы могут быть рассмотрены как запросы на QUEL випа (1 .2 ) ,  
которые содержат по одному RANGE-оператору для каждой 
реляционной схемы. Эти запросы на QUEL можно представить 
следувжим образом:
ч: RETRIEVE (Rj-j .Aj<| »R^2 *^ 12* * * * (1*3)
UHERE (Rj  ^ . Aj 1BC1 ) AND (Rj 2 • Aj 2ec2) AND. . .  AND (Rj p . Aj pöCp)
AND ( R ^ . Ak-jORk2 ,Ak1  ^ ^ к З ,Ак З ^ К 4 *Ak3^ A^ ^ * * *
AND ( R f c t A A t t + D  A t *  *
Условия квалификации этих запросов задают и путь доступа 
между отдельными реляционными схемами. Условия квалификации 
можно разбить на две основные группы:
а) условия, в которых участвует некоторая реляционная схема 
и константа соответствуюжего домена -
(R j   ^ .A j j  BC-j ) AND (R j  2 . Aj 2 ö C 2 ) AND. . .  AND (R j  p . A j  p6Cp) »
б) условия, в которых участвуют две реляционные схемы -  
(Rk1 *Ak1‘öRk2’ Ak1) т  (Rk3 А з А 4 А з *  AND* • •
AND (Rk t .
Как увидим дальше, эти две группы условия выполняют разные 
роли в квалификации запросов. Поэтому при задании конкретного 
запроса, мы всегда будем упорядочивать условия квалификации, 
задавая впервые все условия вида а ) , а потом все условия вида
б ) .
Ak A ( t + 1) A t *
ОПРЕДЕЛЕНИЕ 1 .4 .  Пусть ч -  запрос на языке QUEL, записанный 
в виде (1 .3 ) .  Запрос ч называется связанным тогда и только 
тогда, когда для каждой пары реляционных схем R' и R", 
участвуюаих в (1 .3 ) ,  сужествуют реляционные схеми R1 ,R2, . . , R V
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т а к , что в квалификации запроса ч участвуют условия
(R'.A,flR1 .A1) AND (R-,.A2flR2.A2) AND...AND (Rv . AV«R" . Av)
для соответствуюжих атрибутов A.j ,A2, . . . , A V. □
Легко видеть, что определение 1 .4  эквивалентно определению 
связанности запросов в tüoY76] и [АнД81] .
1 .2  ГипергрзФЫ, соответствушие схемам реляционных баз данных
Одновременно с введением реляционной модели базы данных 
началось и исследование разных способов организации данных в 
отдельных массивах (Файлах) [Cod70]. Создавались и 
соответствуюжие алгоритмы для определения возможной организации 
данных при наличии заданных требовании. Требования задаются с 
поможью зависимостей данных. Чаюе всего применяются 
Функциональные зависимости (см. [Cod72], [DeG81] ,  [DeG81a], 
[Dem81] ,  [ППП84]) .  Сужествуют алгоритмы декомпозиции в ЗНФ с 
сохранением фунционэльных зависимостей [Улл80], с поможью 
которых предлагаются способы разложения в ' группы '  атрибутов 
U ,  обеспечивая при этом известные преимужества [Cod72] 
сохранения данных в отдельных отношениях. Эти алгоритмы в 
качестве Формальной процедуры могут выть использованы для 
автоматизации проектирования реляционных баз данных. Легко 
видеть, что для этих алгоритмов всегда сужествует 'выход',  
который является единственным с точностью до переименования 
атрибутов и полученных реляционных схем.
В последнее время рассматривается и другой способ разделения 
атрибутов U  на группы , а именно, путем определения U  с 
поможью предикатов [FMU821. Рассмотрим следуюжий пример:
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ПРИМЕР 1 . 1 .  [FMU82] Пусть атрибуты U -  С (курс) .
Т (препоааватель)* R (аудитория), Н (время), 5 (студент) и
G (оценка). При определении универсальной реляции над этими 
атрибутами пишем:
{ ctrhsg I t  преподает с» курс с собирается в г  во время h, 
s получает g по с ) .
Будем пользоваться тремя неформально заданными отношениями* 
которые является предикатами [FMUB2) и которые по нашему мнении 
имеют смысл в реальном мире: 'преподает*, 'собирается в во 
время'* 'получает оценку п о ' .
В этом примере универсальная реляция является множеством тех 
и только тех кортежей, которые проходят через тест,
имплицированный каждым предикатом. Следовательно* универсальную 
реляцию для этого  примера можно записать в виде:
( ctrhs9 I Р1 ( с , t) *Р2 (c^r^h) лр3 (c ,s *g ) } , (1.4)
где P1 (c, t)  -  предикат Ч  преподает с '*
Р2 (с,г,И) -  предикат 'с  собирается в г  во время h ' и
P3 (c,s,9) -  предикат 's  получает оценку g по предмету с ' .
□
Отметим* что определение универсальных реляции с поможыо 
предикатов отражает субъективное представление проектировщика 
базы данных о реальном мире и следовательно* вряд ли может быть 
автоматизировано; ясно, однако, что таким образом также можно 
Обеспечить разделение атрибутов на семантические группы и 
следовательно некоторую степень нормализации.
Введение гиперграшов соответствует описанию универсальной 
реляции с помокью предикатов.
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ОПРЕДЕЛЕНИЕ 1 .5 . [FriU82] Пусть Е -конечное пножество вершин 
и N -конечное множество ребер, при чем ребра являются непустыми 
множествами вершин. Torna упоряпоченную пару Н= ( E ,N )  буаем 
называть гипергрэфом. □
ГиперграФ является 0б0б1ением обычного грэфэ [Кри7 8 ], гае 
кажпому ребру соответствуют ровно аве вершины.
Кажаои универсальной реляиии наа U  еуаем сопоставлять 
ГиперграФ слепугажим образом:
-  кажпому атрибуту из U  сопоставляется вершина гиперграФа, 
соответствуншии универсальной реляиии;
-  кажпому преаикату в опреаелении универсальной реляиии нап 
U  сопоставляется ребро гиперграФа.
Пля универсальной реляиии в примере 1.1 опрепеленнои с 
поможью (1 .4) ,  получаем гиперграФ:
с вершинами соответственно c,t,r,h ,s ,9  и ребрами (сЛ ), 
(с,h,г), ic,s,9}. □
При запании универсальной реляиии с поможью преаикатов 
возможно использовать различные множества преаикатов. Тогаа 
виано, что оанои универсальной реляиии можно сопоставить разные 
гиперграФы - гае кажаыи гиперграФ соответствует отаельному 
описанию универсальной реляиии с поможью преаикатов.
Пусть H = ( E , N )  - гиперграФ и пусть Е =  (e1 ,e2* . . . , e s} . Если
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ясно какие вершины участвуют в ребрах е ^ ,e2 , . . . » e s , для 
уповства иногаа еупеп обозначать Н через Н= te-j ,е2». . . , e s l .
1 .3  Почему универсальная реляиия так часто подвергается критике?
Универсальную реляцию можно определить как мопель данных, 
которая в последние годы имеет значительное количество как 
сторонников, так и противников (о критике ее см. например 
[А н Ш ] ) .  Одним из основных недостатков универсальной реляиии 
является то, что для некоторых схем базы данных, классическая 
модель универсальной реляиии предлагает нам довольно слабые 
средства для описания действительности. Продемонстрируем это на 
следумем примере.
ПРИПЕР 1 .2 . Рассмотрим схему базы данных, состояжея из 
следуюжих атрибутов: С (пользователь), В (банка), К з а и м ),
А (вклад). Упорядоченные пары CL, CA, LB и AB означают 
соответственно следующие Факты: данный пользователь С берет 
займ L: данный пользователь С имеет вклад А: каждый займ L 
берется у некоторого банка В; каждый вклад А помешен в 
некотором банке В.
ГиперграФ, отражавший семантику этой предметной области, 
выглядит следуюшим образом:
Требование сушествования универсальной реляиии означает, что 
каждый пользователь должен иметь и займ, и вклад, причем в
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одной и топ же банке. Оругими словами» в универсальной реляиии 
CLAB для каждого кортежа все значения должны быть заполнены 
одновременно -  что уже является существенным ограничением 
действительности.
Этот недостаток классической подели универсальной реляиии 
может быть устранен путем допужения нулевых значений в 
универсальной реляиии [Баэ81а1. В нашем примере н у л и  Г ) м о г у т  
быть внесены следумим образом:
С________ L________ А________ В
с1 Ц " Ь1
C1 3/j О-p
Таким образом мы бы могли описать с помоаьи универсальной 
реляиии тот шакт, что пользователь с1 берет займ е1 от банка Ь1
и имеет вклад а1 в банке Ь2 и т .д . □
ОПРЕПЕЛЕНИЕ 1 .6 .  tSaoöla] Модель универсальной реляиии с 
нулями будем называть опабыо отношением (шеак u n iv e rs a l 
in s ta n c e ). □
В следуишеи части изложения будем пользоватся слабым 
отношением везде» где возможно.
1 .4  Сильная и слабая эквивалентность
После введения универсальной реляиии в качестве модели 
представления данных становится возможным определить понятие 
с и л ь н о й  и слабой эквивалентности реляционных выражении [ASU79].
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ОПРЕДЕЛЕНИЕ 1 .7 . CASU79] Пусть паны реляционные схемы 
R.,,R2 , . . . , R n . Каждое задание конкретных отношении ^ » г 2 »__»гп
соответственно нал реляционными схемами R1 ,R2* . . . * R n еулем
называть присваиванием (an a s s i r e n t ) . □
ОПРЕДЕЛЕНИЕ 1 .8 . [ASU79] Пусть Е1 и Е2 -  выражения
реляционной алгебры, в которых в качестве операндов участвует 
реляционные схемы R1»R2 » ...» R n . Выражения Е^  и Е2 является
сильно эквивалентными (Е1 ~  Е2) » если значения Е1 и Е2
является одинаковыми для каждого конкретного присваивания 
отношении r 1 t r 2 » . . .# r n нал реляционными схемами R-|,R2 , . . . , R n.
□
Для введения понятия слабой эквивалентности будем полагать,
что существует универсальная реляция I  нал U j^ R j  такая, что
конкретные значения отношения г 1 , г 2, . . . , г п лля каждого
присваивания является проекциями этой универсальной реляции I ,  
т .е .  r | = * Rj ( I )  лля 1 ^ 1 £ п ,  где I  -  универсальная реляция нал
u i- 1 Rr
ОПРЕДЕЛЕНИЕ 1 .9 . [ASU79] Пусть Е^  и Е2 -  выражения
реляционной алгебры, в КОТОРЫХ в качестве операндов участвует
реляционные схемы R1 ,R2 , . . . ,  Rp|. Выражения Е1 и Е2 являются
слабо эквивалентными (Е1 " ш  ' если значения выражения Е1 и
Е2 совпадает для каждого конкретного присваивания Г | , г 2 , . . . , г п ,
где г 1 , г 2 , . . . , г п является проекциями некоторой универсальной
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реляиии с атрибутами U ^ R . .  □
Очевидно, если — Е2 , то Е1 —# Е2 . Обратное неверно.
ПРИМЕР 1 .3 . [ASU79] Покажем, что выражения
* а в (АВм ВС) и (1.5)
AB (1.6)
являются слабо эквивалентными, не шляясь сильно 
эквивалентными.
Пусть У  =  (А,В,С) -  универсум над атрибутами А,В,С и пусть 
I  -  конкретная универсальная реляция над U .  Тогда 
г  (AB) =  { ab I (зс) такое, что a b e d ) :  
г  (ВС) =  ( be I (за) такое, что a b e d ) : 
г  (AB) txiг  (ВС) =  (abc I (з с ')  (за ') такие,что a b e 'd  и a 'b c d J . 
Тогда
* а в (г (АВ)н г (ВС)) =  (1.7)
=  ( ab I (зс) (з с ')  (за ') такие, что a b e 'd  и a 'b c d  } .
Выражение (1.6) можно записать следуювим образом:
( ab I (зс) такое, что a b e d  » . (1.8)
Полагая в (1.7) а -а ' и с -с ' получаем, что выражения (1.7) и
(1.6) -  одинаковы, следовательно (1.5) и (1.6) -  слабо
эквивалентны.
Покажем, что выражения (1.5) и (1.6) не являются сильно
эквивалентными.
Пусть А__ _В и Е _ _С
а1 Ь1 Ь1 с1
а2 ь2 Ь1 С2
Ь3 с3
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Тогоа для выражения AB м ВС имеем А_____ В______ С
Ь1 С1
а1 Ь1 С2
Следовательно» для выражения (АВ^ВС) имеем
Видно» что на этом примере (АВМВС) *А В .
Следовательно» выражения Kftß (AB и  ВС) и 
эквивалентны» но не сильно эквивалентны. □
Отметим» что использования нулей в классической модели
универсальной реляции (которое усиливает средства 
выразительности этой модели» как выло отмечено в параграфе 1.3) 
в обжем случае не приводит к усилению понятия слабой 
эквивалентности и превражению его в сильную эквивалентность. 
При сильной эквивалентности можно допустить и такие
присваивания» для которых значения в овжих атрибутах отдельных 
отношении не совпадают (как это имело место в примере 1.3» где 
значения атрибута В в отношение над AB были (Ц »b2) » а значения
атрибута В в отношение над ВС были {Ь  ^*Ь3>) .  В отличие от этого
случая» все присваивания при слабой эквивалентности должны
сохранять одинаковые значения в овжих атрибутах отдельных
отношении независимо от того» что проекцию можно осужествлять 
над универсальной реляцией с нулями.
А______ В
AB -  слабо
1.5 Таблицы запросов и оптимизация в 
реляционных вазах ланных
Б практике п р и  реализации некоторых реляционных языков пелались 
попытки оптимизировать обработку запросов. В качестве примера можно 
указать декомпозицию в языке запросов QUEL реляционной системы 
INGRES [5UKH76.UOY76 . St? лекоипозииия представляет совой 
стратегию обработки опрепеленного класса запросов. Естественно, п р и  
таком практическом попхопе не лаются доказательства, что полученный 
запрос является оптимальным по определенному критерию оптимальности 
и так далее. Ор у г и р  интересные практические подходы оптимизации 
описаны например в LCLVB5, CeGBSj .
Теоретические результаты в области оптимизации запросов связаны 
с понятием таблицы (tab leau; [ASU7Sj . Рассмотрим это понятие более 
подробно, и с п о л ь з у я  [АпэВБЗ .
1 .5 .1 . Определение таблиц запросов
ОПРЕДЕЛЕНИЕ 1.10. [A5U79] Таблицей запроса называется матрица со 
столбцами, соответствуюаими атрибутам из U  в Фиксированном 
порядке. Первую с т р о к у  таблицы будем называть резюме таблицы; 
остальные с т р о к и  будем называть строками таблицы. Элементы таблицы 
м о г у т  быть символами разного вида;
а) свободные переменные -  будем обозначать их через а »а., , 3 2 * . . . ;
б) связанные переменные -  будем обозначать их через Ь,Ь^,Ь2 ». . . ;
в) константы - будем обозначать их через с , ^ ^ * . . .  . Если
константа с появляется в столбце для атрибута А, то тогда c*dom(A);
г) пустые символы (пробелы).
Резюме таблицы содержит только свободные переменные, константы и
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пробелы. Каждая переменная может участвовать только в одном столбце 
таблицы. Если переменная а(Ы появляется в столбце атрибута А, то 
a td o i(А) (соответственно b<doa(А) ) .  Если некоторая свовоаная 
переменная появляется в резиме таблицы, она оолжна появляться по 
крайней мере еже в олнои строке таблицы.
Каждой строке таблицы ставим с правой стороны имя некоторой 
реляционной схемы R j. Это имя записывается с правой стороны строки
как (Rj) и называется маркером с тро ки . Злесь Rj -  некоторая
реляционная схема tor базы данных, лля которой залается таблица. 
Если Rj - íAj -j , Aj 2 » . . .» A jg ) » в каждой строке с маркером (Rj)
заполнены только столбцы» соответствуюжие атрибутам 
Aj  1 » A j 2 » • • • » A j  g  • О
Таблицы ввелены в [ASU79T как срелство представления запросов. 
Рассмотрим это на слелумем примере:
ПРИПЕР 1 .4 . Рассмотрим слелуюжуи базу данных, состояжуи из пяти 
реляционных схем:
ЧАСТЬ (ЧИНЯ » ЧНОМЕР,UEHA)
П0СТАВ1ИК (ПИНЯ, ПИОНЕР, ПАПРЕС, ПГОРОП)
КЛИЕНТ (КИПЯ, КНОНЕР, КАДРЕС, КГОРОД)
ПОСТАВКА (ЧНОНЕР, ПИОНЕР, КНОНЕР, КОЛИЧЕСТВО)
ОБЯЗАННОСТЬ (ЧНОНЕР,ПИОНЕР)
В этой базе сохрэнямтся данные о поставжиках, их клиентах и 
о поставках разных частей. Отношение ОБЯЗАННОСТЬ дает 
информацию об обязанностях, присужих каждому поставжику -  какой 
поставжик какие части может поставлять.
В этой базе данных можно рассмотреть слелуюжие примерные
запросы:
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Наити имена всех поставвиков, живувих в городе с1 .
Этот запрос можно представить и следуявим образом:
< < а ^  I (ЗЦ) (ЗЬ2) : П0СТНВ1ИК(аг Ьг Ь2 »с1) } .  (1.9)
ч2 : Наити имена всех поставвиков, поставдяявих часть с  ^
клиентам из города с2 .
Этот запрос можно представить с помовью выражения:
(<а1 > I (ЗЦ) (ЗЬ2) (ЗЬ3) (3b4) (3b5) (ibg) (ЗЬ7) (ЗЬ8) (ЗЬд) : (1.10)
П0СТЙВ1ИК(a1 »b1,Ь2 ,Ь3)»КЛИЕНТ(Ь4, Ь5 , bg, С2) »
ЧАСТЬ (С1 ,Ь7,Ь8) »ПОСТЙВКЙ (Ь7,Ь., >Ь5 ,Ьд) )
Используя выражение (1 .9 )*  запросу ч1 сопоставляется таблица
ПИНЯ ПИОНЕР_______ ПЙДРЕЕ______ ПЕНА
*1----------------------------------------------------------------
а1 Ь1 Ь2 с1 (П0СТЙВ1ИК)
Оля краткости* обозначим атрибуты примерной базы данных 
следуявим образом:
ЧИНЯ -  ЧИ, ЧНОНЕР -  ЧН, UEHA -  И, (1.11)
ЛИНЯ -  ПИ, ПНОМЕР -  ПН, ПАПРЕС -  ПЙ, ПГОРОП -  ПГ,
КИНЯ -  КИ, КНОИЕР -  КН, КЙПРЕС -  КЙ, КГОРОД -  КГ,
КОЛИЧЕСТВО -  К.
Torn: использу'  выражение (1.105 . запросу с,, ЦОЖНСL
сопоставите таблиц
-  4 °  —
Ü - _______ [I____ LL____Ü____С 1_Кк Кг___ К:___IС _ 1
t -
[•- D-5
Í1Z
L De
(ППСТАВНИЮ
(КЛИЕНТ:
(ЧАСТЬ/
Ь0 (ПОСТАВКА^
Пустс т - таблице. Пусть резюме таблицы содержит свобопныь 
переменные а-,Ьп........ц  и константы с„»Оп........сс соответственно
Е столбцах атрибутов А1,А2* . . .*AD,Ap+1,Ар+2 »...»Ар+р. Пусть все
связанные переменные таблицы Т - переменные (ь1 - - - *ЬГ>.
Пусть Т содержит ш строк с маркерами . . . »Rm (некоторые из
маркеров могут быть одинаковыми). Пусть Т сопержит в строке с
маркером R1 СИМВОЛЫ • » } » в строке с маркером R2
символы iS y S ^ ’ • • •  ^ # • • •  ^В строке с маркером R_ символы ш
|СШ -J>Э<| 9 0*2 > • • .е® 1skm' (заесь символы ■ г 1* 1* " . -
issjsmax (^ , кп> . . .  .Кц,), обозначают все свобоаные переменные,
все связанные переменные и все константы таблицы Т ).
ОПРЕДЕЛЕНИЕ 1 . 1 1 .  [ASU79] Пусть Т -  таблица. Результаток 
таблицы 1 вупем называть отношение
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r (T ) - { < a 1a2 . . . 3 pc1c2 . .c q> la 1 «doB (A^) »a2 «doB (A2) » . . .» a p<dOB (Ap) »
C1 <dOB (Ap+1)»C2«dOB(Ap+2) ». . . »cq«do»(Ap+q) *
(3b^ ) (3b2) . . .  (3bp) • R-j (s<j »s2» •.. »sj^) *
R2 (s^ »s2»« . . ,S^2) . .^R|(s?»sjj». • • os|^ |g) I •
□
Можно отметить» что результат таблицы является отновением 
нал теми атрибутами U »  которые в резкие данной таблицы 
солержат свободные переменные и константы.
ПРИМЕР 1 .5 .  Оля таблицы Т-j из примера 1 .4  результатом
является отновение
^  (Т1) -  {< 8 ^  I а^ПИМЯ и сувествует значение Ь., атрибута 
ПИОНЕР и Ь2 атрибута ПАПРЕС так» что корте» 
<а1Ь1Ь2с1> принадлежит отношений П0СТАВ1ИК ).
□
ПРИМЕР 1 .6 .  Аля таблицы Т2 из примера 1 .4  результатом
является отновение
г 2 (Т2) " 1 а^ПИМЯ и сужествует Ь1 (ПИОНЕР» Ь2 «ПААРЕС»
Ь3(ПГ0Р0А» Ь4(КИМЯ, b5 €КНОМЕР. Ь6 ^КАПРЕС» 
Ь7 <ЧН0МЕР» bgtllEHA» Ьд«К0ЛИЧЕСТВ0 так» ЧТО 
<а1Ь1Ь2Ь3>(П0СТАВ1ИК a <b4b5bgC2» € КЛИЕНТ а 
<C1b7be><4ACTb А « Ь ^  ЬдЬд>(ПОСТАВКА ) .
□
ПРИМЕР 1 .7 .  Рассмотрим таблицу Т:
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A1------- ô2------- ô3------- â4------- Ä5
_______ ä |________3'2_______ ______
Ц  8<| b3 (R<j)
b2 З2 b3 (Rÿ
b4 b5 C-, (R3)
Строки этой таблицы показывает, что R.,= ^ ^ » A ÿ  »
R2 “  (A ^A ^A c jl И R j=  ^ » A ^ fA c j}  .
Результат таблицы Т можно записать следушим образом: 
г(Т ) =  {<а1а2> I а1<А2 »а2^А4 и сужествует Ь1<А1 ,Ь2*А3 ,Ь4*А2 и
Ь5<А4 так» что <b1a1b2>^R1 »<Ь2а2Ь3> ^ 2  и <b4b5c1>«R3 } .
Легко преаставить запись конЪмнктивного запроса, лля 
которого составлена таблица Т. Этот запрос выглялит слеоумим 
образом:
^ 3 2  I (ЗЬ-,) (ЗЬ2) (ЗЬз> (ЭЬ4) (ЗЬ5) : R1 (b1a1b3) a R2 СЬ2а2ьз )
A R3 (b^bgC^) ) • D
Дальше мы не буаем отмечат нал таблицей имена атрибутов из 
U ,  если это ненужно.
1 .5 .2 . Построение таблиц по данным SPJ-выражениям
Рассмотрим алгоритм построения таблицы для данного SPJ- 
выражения CASU79].
Таблица данного SPJ-выражения содержит столбцы для всех 
атрибутов из U .  При построении таблицы заполняйся только 
столбцы соответствуижие атрибутам реляционных схем, участвуших 
в данном SPű-выражении [ASU79].
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Значение кажаого БРЛ-выражения является отношением и его 
можно рассматривать в качестве ответа некоторого конЪвнктивного 
запроса. Слеоовательно аля ленного 5РЛ-выражения мы можем 
построить таблицу» преаставляижу» собой запрос»ответом которого 
является ланное SPű-выражение. Так как 5РЛ-выражение является 
формулой [Cod72a] и ее можно строить индуктивным образом 
[ASU79]» то таблицу БРЛ-выражения также можно строить 
индуктивным образом.
АЛГОРИТМ 1.1 CASU79] Построение таблицу по данному SP3- 
выраженим.
BXOfl: SPű-выражение.
МЕТОП: Строим таблицу для данного 5РЛ-выражению по числу 
операции х»б и Л» которые содержатся в данном 5РЛ-выражении.
Пусть Е является БРЛ-выражением» которое содержит 0 операции 
-  т .е .  оно не содержит ни одной из операции х»б и Л. Тогда E=R» 
где R -  некоторая реляционная схема R= ^ » А ^ » » « « » ^ . Т о г д а
таблица состоит из резюме и еже из одной строки с маркером (R ). 
В столбцах резюме» соответствующих атрибутам реляционной схемы 
R» находятся свободные переменные. Пругие столбцы резюме 
пустые. В столбцах строки (R)» соответствуюжих атрибутам 
реляционной схемы R» находятся те же самые свободные
переменные» которые находятся в резюме. Пругие столбцы строки 
заполнены разными связанными переменными.
В качестве примера можно рассмотреть построение таблицы для 
реляционной схемы ЧАСТЬ на фиг. 1 .2 .
Попустим» что уже построили таблицу для данного 5РЛ- 
выражения» которое содержит п операции х»б и Л. Будем строить
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тавлииу а ля БРЗ-выражения» которое соаержит п+1 операции х»б и
Л.
Пусть Е является БРЛ-выражением» которое соаержит п+1 
операции х»б и Л. Тогда имеет место одна из следуижих трех 
возмохностеи:
а) Е*=хх (Е1) » где Х с {Aj»A2 » ...» A k } и Е1 является 5РЛ- 
выражением, которое содержит не волые чем п операции х»б и Л;
б) E=6A1-CÍE1) '  rfle A jí  {Aj »A2». . . , A k }»c^dOH (Aj) и Е1
является SPJ-выражением» которое содержит не больше чем п
операции х ,б  и 3 :
в) Е=Е1 « Е 2 » где Ej и Е2 являится SPű-выражениями» которые
содержат не больше чем п операции х» б и Л.
Покажем как строится таблица для каждого из этих случаев:
а) Предположим» что E = xx (E j) и пусть Т1 -  таблица для E j.
Таблицу Т для Е строим из таблицы Т1 следу мим образом: в
резиме Т1 ставим 'пустые символы' в столбцы» непринадлежажие X.
Так получаем резшме таблицы Т. Во всех остальных строках Tj для
столбцов» непринадлежажих X» разные свободные переменные 
заменяится разными связанными переменными.
В качестве примера можно рассмотреть на ф иг. 1 .2  построение 
таблицы для выражения Е = кпимя (Е^) * где
Е1 =  ОБЯЗАННОСТЬ м 6UEHfi_50 (ЧАСТЬ) и  П0СТАВ1ИК.
б) Предположим» что E=6A1_c (E j) .  Пусть Tj -  таблица для E j. 
Таблицу Т для Е можно получить из Tj следумим способом:
-  если столбец A j в резиме Т1 -  пустой» то выражение Е не
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имеет смысла и тогаа таблица Т = 0 ;
-  если в столбце Aj в резюме Т1 имеется константа с1 и C f-с ,
то Т = Т ^ . Если c . j*  с , считаем, что нельзя спелать селекцию 6A i. c 
и тогаа Т = 0 ;
-  если в столбце Aj в резюме Т1 имеется своеооная переменная
а» то таблица Т получается от таблицы Т1 путем замещения а
через с» независимо от то го , в каком месте встречается а в L j .
В качестве примера можно рассмотреть на фиг. 1 .2  построение 
таблицы пля выражения 6jjEHft. 50 (ЧАСТЬ).
в) Преаположим, что Е=Е1 м е 2 и Т1 и Т2 -  соответственно
таблицы аля E-j и Е2 . Без потери обжности можно преаположить,
что множества связанных переменных Т1 и Т2 не пересекаются и
если в одних и тех же столбцах в строках резюме Tj и Т2
фигурируют свобоаные переменные, то они являются оаинаковыми. 
Таблицу Т пля Е конструируем следующим способом: если в резюме 
Т,, и Т2 на одном и том же месте фигурируют разные константы, то
Т= 0 . в противном случае строками Т являются строки L, и Т2 ,
причем резюме Т образовано из резюме L, и Т2 как следует. Если
в данном столбце Aj фигурируют:
-  константа с в резюме одной из таблиц Т^  и Т2 , то в резюме
Т ставится с и везде свободная переменная другой таблицы
заменяется константой с ;
-  свободная переменная в одной из таблиц или в обеих, то в 
резюме Т ставится та же переменная;
-  пустые символы в Обеих таблицах L, и Т2 , то в таблицу Т
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ставип так же пустой символ.
В качестве примера можно рассмотреть построение на фиг. 1 .2  
таблицы лля выражения ОБЯЗйННОСТЬм бцЕНА_50 (ЧАСТЬ).
ВЫХОО: Таблица Т аля вхоаного SPű-выражения. □
ПРИМЕР 1 .8 . Проиллюстрируем процесс конструирования таблицы 
аля SPű-выражения на слеауюжем запросе аля базы аанных из 
примера 1 .4 :
ч3 : Найти имена поставжиков, поставляншие части ценой 50.
Ответ запроса можно преаставить с поможью SPJ-выражения:
ЛПИМЯ( (ОБЯЗЙННОСТЫх 6UEHft_50 (ЧАСТЬ) ) м ПОСТАВОК) (1.12)
□
йерево разбора СУллвО] этого выражения аано на фиг. 1 .1 .
На фиг. 1 .2  преаставляется послеаовательность 
конструирования таблицы аля аанного SPD-выражения (1 .1 2 ). Во 
всех таблицах записаны атрибуты, участвуишие в реляционных 
схемах ОБЯЗАННОСТЬ, ЧАСТЬ и П0СТАВ1ИК.
В таблицах на ф и г . 1.2  атрибуты обозначены только через аве 
буквы -  как это саелано в (1 .11 ). Все связанные переменные, 
встречаюжиеся только оаин раз, замежены пустыми символами.
Расположение отаельных таблиц на ф иг. 1 .2  соответствует 
расположению элементов в аереве разбора на ф иг . 1 .1 . Различные 
таблицы отселены оана от оругой с пунктирной линией.
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ЧАСТЬ
’ЦЕНА-БО
И
ОБЯЗАННОСТЬ
кпимя
Фиг. 1 .1 . Дерево разбора оля SPű-выражения (1 .1 2 ).
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|чи-.чн 11 пн пи ш .пт "
i ® H r t ---------------------
ia 1 02 а3 (ЧЯСТЫ]
| чи ЧН ц ПН ПИ ПН ПГ 1
|a1_a2_5D____________  I |М £ Ш Л --Д 0 Ц..1Ш ПГ
■ЧН МН И ПН ПИ ПА ПГ
I--------------------- 34---------  I
'Ь1 Ь2 50 (ЧАСТЬ) I
I Ь2 Ь3 (ОБЯЗАННОСТЬ)!
1 Ь3 а4 Ь4 Ь5 (П0СТАВ|ИК) I
I----------- ------------------------------------------------ 1
Фиг. 1 .2 . Конструирование таблицы иля 5РЗ-выра*ения (1 .1 2 ).
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1 .5 .3 . Эквивалентность и пининизаиия тавлни
Как указано в CASU79] н в [ASU79ab понятие таблица вволнтся с 
цель» исследования эквивалентности запросов» полагая» что таким 
образом запрос легче поддается Формализации. Использование понятия 
таблицы в качестве средства оптимизации запросов основывается на 
следующих определениях.
Пус ть  d =  <г1 »г 2 » . . . » г п) представляет собой состояние базы
данных» т .е .  множество отновении над реляционными схемами 
Ю-l »R2» ...» R n) . Тогда результат» сопоставленный данной таблице T с
поможыо вышеописанной интерпретации (см. определение 1.11)» будем 
обозначать через T (d ) . Естественно» отношение T(d) является 
различным для различных состоянии d.
ОПРЕДЕЛЕНИЕ 1 .12 . CASU79] Будем говорить» что L j c T2 » если для 
каждого d выполняется T1 (d) c T 2 (d ). □
ОПРЕДЕЛЕНИЕ 1 .13 . [ASU791 ^  и Т2 является сильно эквивалентными 
(Т1 ~ Т 2) тогда и только тогда» когда Т1 <=т2 и Т2СГТ1 . □
8 основе определения эквивалентности двух  данных таблиц лежит 
понятие отображения CASU793 между символами и строками таблиц.
ОПРЕДЕЛЕНИЯ 1 .14 . [ASU79] Пусть L, и Т2 -  таблицы. Отображение h 
символов Т1 в символы Т2 называется содержащим отображением
(conta inn en i napping) » если:
а) h отображает символы резпме Т1 в символы резюме Т2;
б) h отображает символы любой строки Lj в символы строки Т2 с 
таким же маркером» как у строки из Lj. При этом h сохраняет
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значения всех констант. □
Если h отображает все символы ианнои строки в символы другой 
строки» говорим» что h отображает вен ааннуж строку в оругуж. Таким 
образом будем рассматривать h как отображение оаного символа в 
другой и как отображение одной строки в другу».
ТЕОРЕМА 1 . 1 .  [ASU79] Пу с т ь  Т1 и Т2 -  таблицы. T2 c T,j тогда и 
только тогда» когда сужествует содержакее отображение h из Т1 в Т2 .
□
Следовательно» Т1 и Т2 является сильно эквивалентными (Т1—Т2) 
тогда и только тогда» когда сужествует содержажее отображение Ь1 из 
Т1 в Т2 и содержажее отображение h2 из Т2 в L j.
ПРИМЕР 1 .9 . Рассмотрим таблицы Т1 и Т2 :
Lj ! а 1 и Т2 : а 1 
a1 b1 (R) а1 b i (R)
см
-О
b3 (R)
Ь4 b5 (R)
Сразу видно» что таблицы Т1 и Т2 -  сильно эквивалентны» так
как сужествуют содержажие изображения h1 из Т1 в T2 И h2 из T2
в : h.j (а1 ) “ 8<j » h<j (Ь  ^) и h2 (a-j ) ~а^ » h2 (b-j ) ” bi  * h2 (b2 ) ” 8<j »
h2 tű^' » h2 (b4 ) “ ö j » h2 (bej) -b-j • При этом h<j и h2 сохраняют
маркеры всех строк. □
ОПРЕДЕЛЕНИЕ 1 .1 5 . Пусть Т -  таблица. Минимальной таблицей
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аля таблицы Т буаем называть таблицу» которая содержит 
минимальное число с тро к  и которая эквивалентна таблице Т. □
Процесс нахождения минимальной таблицы аля таблицы Т будем 
называть оптимизацией таблицы Т.
В [A5U79] показано» что задача нахождения минимальной 
таблицы для данной таблицы Т является NP-полнои при сильной 
эквивалентности.
В рассматриваемых до сих пор таблицах маркеры показывает что 
данная строка берется из некоторого отношения. Требование 
рассматривать строки таблиц вместе с их маркерами не в силе» 
если предположить сужествование универсальной реляции I  над 
универсумом U = R 1 u r 2 u . . . uRn , где I  такая» что ^ = * ^ ( 1 )  для
l £ U n .
Это предположение известно под именем 'предположение 
сужествования универсума' (u n ive rsa l instance assumption) 
1MUV84Î. В таком случае каждая строка таблиц запросов снабжена 
маркером U» т .е .  каждая строка берется из универсума. Таким 
образом не нужно учитывать от куда взялась каждая строка и 
маркеры могут быть пропужены. Тогда при оптимизации таблицы
возможно исчезновение всех СТРОК с маркерами (Rg) для
некоторого отношения r s ’ которые присутствовали в
первоначальном представлении таблицы. Предположение О
сужествовании универсума ведет к определении понятия слабой 
эквивалентности между таблицами запросов.
ОПРЕДЕЛЕНИЕ 1.1В. CASU79] Пусть d=  i r , » r 2» . . . » r n>- состояние 
вазы данных такое» что г А = kr í (Б  и  s  lasп , где I  -  некоторая 
универсальная реляция над U=R<|u r 2 u . . . uRn.
52
Таблицы т1 И Т2 являются пляяп якнияялрнтными (Т^— T ÿ  
тогда и только тогда» когда T1 (d) т2 (d) и T2 (d )c T 1 (d) для 
каждого состояния d» в которой все отношения r ^ l á i á n  являются 
проекциями некоторой универсальной реляции I  над U .  □
ТЕОРЕМА 1 . 2 .  [ASU79] Пу с т ь  Т1 и Т2 -  таблицы. L p - #Т2 тогда
и только тогда» когда сужествуют содержажее отображение h1 от
символов Т1 в символы Т2 и содержажее отображение h2 от
символов т2 в символы Т1 такие» что и Ь2 не учитывают
паркеры всех с т р о к . □
ПРИМЕР 1 .10 . Предположим» что для базы данных из примера 1.4 
выполнено предположение о сужествовании универсума. Ижем ответ 
на следуюжии запрос:
ч р  Наити имена всех поставжиков» поставлявшие (или уже
поставившие) части» количество которых 500.
Следуюжее SPO-выражение реализирует ответ на этот запрос: 
*ПИМЯ (ПОСТАВЩИКИ ОБЯЗАННОСТЬЮ бК0ЛИЧЕСТВ0” 500(ПОСТАВКА)) (1.13)
Этому запросу соответствует таблица Т3 :
Т3 : Ж .  ПН ПА ПГ ЧН КН К
21 ~ ---------------------------------------
81 Ь1 (П0СТАВ1ИК)
Ь1 Ь2 (ОБЯЗАННОСТЬ)
500 (ПОСТАВКА)
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При описании таблицы Т3 пропущены столбцы атрибутов» в
которых участвует связанные переменные» встречаюжиеся только 
опин раз в строках таблицы Т3 .
Рассмотрим таблицу Т4 :
Т4 : ПИ ПН ДО .Ж .. ЦЦ „КН__К__
*1-------------------------------------------
а1 ь1 (П0СТНВ1ИЮ
Ь-, 500 (ПОСТАВКА)
Сразу видно» что таблицы Т3 и Т4 не сильно эквивалентны»
потому что Т4 не содержит строку с маркером (ОБЯЗАННОСТЬ). Но
если предположим сужествование универсальное реляции» тогаа не 
нужно учитывать маркеры в таблицах Т3 и Т4 , Видно» что Т3 и Т4
-  слабо эквивалентны» та к  как существуют содержажее отображение 
Kj символов строк  Т3 в символы с тро к  Т4 и содержажее
отображение h2 символов строк Т4 в символы строк Т3.
отображает первую строку Т3 в первую строку Т4 » вторую строку
Т3 во вторую строку Т4 и третюю строку Т3 во вторую строку Т4 ;
Ь2 отображает первую строку Т4 в первую строку Т3 и и вторую
строку Т4 в третюю строку Т3 .
Легко видеть» что Т4 является минимальное слабо 
эквивалентное тавлииее для таблицы Т3 .
Таблица Т4 представляет выражение:
»
^ПИМЯ(П0СТЙВ®ИК м 6К0ЛИЧЕСТВ0-500(n0CTftBKfi)) • (1 •14)
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Таким образом ясно, что выражения (1.13) и (1.14) являются 
слабо эквивалентными. Нужно отметить, что заесь преаполохение о 
сужествовании универсальной реляции является сужественным -  
потому что таблицы Т3 и Т4 не являются сильно эквивалентными.
□
1 .5 .4 . Расширение определения таблицы
В CASU793 рассмотрены только таблицы лля тех SPÛ-выражении, 
в которых операция J является естественным соелинением. В 
Ш I1821 аано расширенное опреаеление таблицы.
Понятие таблицы в Ш 11621 ввелено как в определение 1 .10 , но 
к таблице можно добавить список выражении вила где s , ^
-  символы таблицы, а е  одно из отношении < ,  s ,  = ,  >  и Эти 
выражения записываются под строками таблицы. Таким образом 
Формируется список ограничении, который тоже рассматривается 
как часть таблицы.
В [UL1821 введены и соответствуйте расширенные определения 
для понятия сопержалего отображения и эквивалентности двух 
заданных таблиц.
ПРИМЕР 1.11. Рассмотрим таблицу Т из примера 1 .7 , добавляя к 
ней ограничение Ь3<с1 :
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â1-------- ô2---------Û3-------- â4.-------- ô5
---------- a1~ ---------- — a2------------
b<| 8<| b2 (R-j)
b2 a2 b3 (R2)
b4 b5 C1 ®3>
b3<c1
Результат таблицы T можно записать следушаим образом: 
r(T ) =  {<a1a2> I а1<А2 »а2*А4 и су|ествует Ь|€А| »Ь2<А3 »Ь4*А2 и
bg^A4 так» что <b^a^ b2>^R-j » « Ь ^ Ь з * ^ »
<Ь4ЬдС^>*R3 и b3<c1 ) «
Легко представить запись конъюнктивного запроса» для 
которого составлена таблица Т . Этот запрос выглядит следуишим 
образом:
(a-j а2 I ( 3 ^ )  (ЗЬ2) (ЗЬ3) (1Ь4) (ЭЬ5) : R1
• & R3 (b4bgC^ ) ^ (b3<C-j ) } • □
Как видно из определения 1.11» если некоторая таблица
содержит константы в резюме» ее результат нельзя
интерпретировать как конъюнктивный запрос вида (1.1) -  ПОТОМУ
что в выражении (1 .1 ) слева от символа ' Г  встречаются только 
свободные переменные. Расширенное определение таблицы в Ш 11621 
позволяет нам сопоставлять конъюнктивный запрос вида (1.1) 
каждой таблице. Аля констант c1 »c2 » . . . » c q из определения 1 .11
вводим новые свободные переменные ар +1»ap+2» . . . » a p+q » которые
записываем» соответственно» слева от ' Г  в результате таблицы и 
добавляем к ограничениям таблицы новые ограничения
ар+1 =С1 ,а р+2 =  С2 ’ • * • ' a p+q= C q*
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ПРИМЕР 1 .1 2 . Если используеп только определение таблицы из 
[A5U79]» то тогда таблице
а1------- С1----------
а1 с<| Ь<| (R)
нельзя сопоставить конъюнктивный запрос. С поможью определения 
таблицы из CU L1821 эту таблицу можно записать как
* 1- — * 2-
а1 а2
а2 "с1
Тогда этой таблице сопоставляется конъюнктивный запрос 
[ 8 ^ 2  1 R (а1 »а2*Ь1) * (а 2= с 1) } .
□
Дальше мы будем использовать определение таблицы из Ш 1182]. 
Будем полагать» что для всех запросов» для которых сужествуют 
таблицы» сужествуют также конъюнктивные запросы. Эти 
конъюнктивные запросы записываются с поможьш результата таблиц 
путем введения новых свободных переменных и соответствуюжих 
ограничения.
1 .5 .5 . Сложность алгоритма оптимизации таблиц и 
простые таблицы
Как показано в [A5U79], алгоритм оптимизации таблиц с 
поможьш поиска содержажих отображении является NP-полным.
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B CASU793 показано также» что аля оаного класса таблиц -  так  
называемых простых таблиц, существует алгоритм оптимизации, 
который закончивает работу в полиномиальном периоае времени.
ОПРЕДЕЛЕНИЕ 1 .17 . [ASU79] Таблица Т является простои*  если 
кажаыи ее столбец облааает свойством 'если некоторая связанная 
переменная встречается в этом столбце больше оаного раза» то 
тогаа ни опин оругой символ не участвует в этом столбце больше, 
чем оаин р а з '.  □
Как показано в [ASU791, эквивалентность простых таблиц может
устанавливаться за периоа времени s3t 2 (гае s -  число строк и t  
-  число столбцов простых таблиц).
В (Баэ81] показаны e ie  ава класса таблиц, аля которых 
сУ1ествует алгоритм проверки эквивалентности в полиномиальном 
периоае времени:
а) таблицы, соаержащие в кажаои строке не больше оанаи 
связанной переменной, которая участвует и в оругой строке 
таблицы:
б) таблицы, аля которых кажаая их строка 'покры та ' не больше 
чем ооной оругой строкой таблицы (строка таблицы L, 'покрывает'
[Sag81] строку таблицы Т2 » когаа эти аве строки соаержат оани и
те же свобоаные переменные и константы и если константы из 
строки Lj участвуит в резиме L j ,  то они участвуют и в резюме
Т2) .
Заесь нужно отметить, что все вышеописанные классы таблиц, 
аля которых существуют алгоритмы проверки эквивалентности и 
оптимизации в полиномиальном периоае времени, сформупированны £  
ппмпиып синтаксиса конкретной таблицы -  а именно» гае и как
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встречайте* в таблице разные ее переменные и константы. Таким 
образом» для данного SPJ-выражения мы не можем знать заранее 
какова будет его таблица. И если для некоторой таблицы не 
сужествует алгоритма проверки эквивалентности и оптимизации в 
полиномиальном периоде времени» мы не можем знать заранее не 
сужествует ли эквивалентная ей таблица из вышеописанных классов 
таблиц» для которых проверка эквивалентности и оптимизация 
делается в полиномиальном периоде времени.
В [Hau 184] H a ler и ULiman выявляют класс простых таблиц» 
которые соответствуют определенному классу гиперграФОВ. Они 
показывают» что эти таблицы могут быть оптимизированию с 
поможью алгоритмов» созданных для обработки гиперграФОВ 
(конечно» тоже в полиномиальном периоде времени).
В [ASU79] показано» что сужествуют таблицы» которые не могут 
быть построены ни из одного SPű-выражения. Конечно» для таких 
таблиц алгоритм оптимизации тоже является NP-полным.
Пля всех остальных запросов (для которых не сужествуют 
таблицы) проблема проверки эквивалентности и оптимизации 
является алгоритмически неразрешимой [ASU79].
От вышесказанного становиться ясным» с какими трудностями 
можем столкнуться при реализации процедуры оптимизации запросов 
в реляционной базе данных. Можно рассматривать оптимизацию 
запросов в качестве важной функции базы данных, так как времена 
ответа двух эквивалентных запросов могут сильно отличаться. 
Следовательно, мы можем поставить себе целью разработать 
процедуры, которые по запросу пользователя находили бы 
оптимальный (самый 'дешевый') запрос, эквивалентный данному 
запросу. К сожалению ясно, что оптимизация сама по себе 
является дорогостояжим процессом -  в случае, когда она вообже 
возможна. По этой причине большинство сужествуюжих прикладных 
систем исспользуют стандартные модификации и статистика, чтобы
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репуиировать ’ иену" запросов» и не пелают попытки наити более 
дешевые эквивалентные запросы.
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Г  Л A B R В Т О Р А Я
ЦИКЛИЧЕСКИЕ И АЦИКЛИЧЕСКИЕ СХЕМЫ 
РЕЛЯЦИОННЫХ БАЗ ДАННЫХ
В этой главе рассматриваются понятия ациклической схемы и 
циклической схемы реляционной базы панных, которыми мы бупем 
пользоваться п а л ы е . Эти понятия ввепены в [BFMMUY81 ] с целью 
пать ответ на вопрос -  при каких условиях кажпое состояние базы 
панных, которое является попарно совпапаювим (p a ir® lse  
cons is ten t)»  является также спловь совпапаювим (Join 
c o n s is te n t) . Этот вопрос поставлен в 1976-ом гопу» но его ответ 
пан в CBFMMUY81] в 1981-ом гопу с ввепением понятия циклической 
и ациклической схемы базы панных.
В параграфе 2.1 паны основные опрепеления попарного и 
сплошного совпапения. В параграфе 2.2  рассмотрен алгоритм 
репукиии гиперграФов» который в настоящей работе используется 
пля сопержательного опрепеления понятия ацикличности (вместо 
Формального опрепеления ациклического гиперграФа» 
использованного например в CFa983] и в [Fag83a]) . В параграфе
2 .3  исслепованы некоторые свойства гиперграФОв в процессе 
репукиии и показано сувествование так называемого погловаювего 
ребра пля ациклических гиперграФОв.
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2.1 Попарное и сплошное совпааения 
Палии основные опреаеления.
ОПРЕДЕЛЕНИЕ 2 .1 . M a i83] Состояние вазы данных нал
реляционными схемами R1 ,R2» ...» R n называется
попарно совпадающим» если значения одинаковых атрибутов в 
отношениях над схемами R.j»R2» ...»R n совпадают. □
ПРИМЕР 2 . 1 .  Пус ть  дана схема реляционной базы данных 
R =  {ABC»BCD»ADi и ее состояние
А__ _с  » г 2 (BCD) -  В __ х _ _D  » Гз (AD) -  А___л
0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 0
Покажем» что это состояние -  попарно совпадакшее.
Каждый атрибут для каждой схемы имеет значения {0»1>; 
поэтому значения одинаковых атрибутов в отношениях г 1 (АВС).
г 2 (BCD) и г 3 (AD) совпадают.
Из определении 2.1 вытекает» что это состояние схемы 
R =  {ABC»BCD»AD) является попарно совпадающим. □
ОПРЕДЕЛЕНИЕ 2 .2 . [Па183] Состояние базы данных над 
реляционными схемами R1 » R2 » ...»  Rn называется
сплошь.. совпадаю! им » если все отношения этого состояния являются 
проекциями некоторой универсальной реляции над атрибутами
U jS jR p  □
ПРИМЕР 2 .2 . Рассмотрим состояние из примера 2.1» отыскивая 
такое состояние универсальной реляции над {ABCDI» что Г |» г2 и
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Г2 являлись проекциями r i  =  KABC(ABCD) ' r 2= *BCD{ABCD),
Г з ^ А О  (ABCD) •
Покажем, что (АВС) , г 2 (BCD) и г 3 (AD) не является сплошь 
совпаааи!ими.
Отношение (АВС) содержит корте« (0 ,0 ,0 ) и r 2 (BCD) содержит
корте« (0 ,0 ,0 ) .  Отсшаа вытекает, что универсальная реляция нэп 
(ABCD) полжна сопержать кортеж (0 ,0 ,0 ,0 ) .  Слеаовательно, если 
Г-j (АВС), г 2 (ВС0) и г 3 (AD) являлись бы сплошь совпадающими, то
отношение г 3 (AD) должно было содержать кортеж (0,0) -  что
противоречит содержанию г 3 (AD).
И так, показано, что (АВС), г 2 (BCD) и г 3 (AD) не являются 
сплошь совпадаюшими.
Рассмотрим другое состояние для схемы базы данных
(ABC,BCD,АО). Пусть
г 1 (АВС) -  А _ _В___С , г 2 (BCD) -  В _ _Л , г 3 (AD) - А___0
0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1
Легко видеть , что г, (АВС) , г 2 (BCD) и г 3 (AD) являются сплошь
совпадающими. Универсальная реляция над (АВСО), из которой 
получаются проекции г 1 (АВС), г 2 (BCD) и г 3 (АО), имеет следующие 
кортежи:
г  (ABCD) -  А___В___С___ О
0 0 0 0 
1 1 1 1
и тогда ^  (ABC) = n fiBC( r ) , г 2 (BCD) =  ^ßCD (г) '  г з (А0) = * АВ ( г ) .
□
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Очевидно* сплошное совпааение имплицирует попарное 
совпаленое; припер 2.2  показывает» что обратное неверно.
2 .2 . Алгоритм редукции гиперграФОВ
Рассмотрим следуинии алгоритм, который называется алгоритмом 
редукции Грэема (Graham re d u c tio n  a lg o rith m ) íGraöOl.
АЛГОРИТМ 2 .1 .  [FVa84] Алгоритм  редукции гиперграта данной 
схемы реляционной базы данных.
ВХОД: ГиперграФ данной схемы реляционной базы данных записан 
в виде строк следуитим образом: каждому ребру гиперграФа 
отводится одна строка записи; при этом одинаковые атрибуты 
отдельных реляционных схем располагается всегда один под
ДРУГИМ.
ОПЕРАЦИЯ 1. Зачеркнуть имена всех атрибутов, которые 
появляются только один раз в входной записи;
ОПЕРАЦИЯ 2. Эсли какая-то  строка с атрибутами <А1 __
целиком содержит другую строку с атрибутами (А ^  »A|2» . . . » A j pl * 
т . е .  M i i » Ai 2 ’ a. " Ai p * c  <Ai,A2 » . . . » A k } , зачеркнуть строку с 
атрибутами *
МЕТОП: Применять операции 1 и 2 в произвольном порядке, 
сколько раз возможно.
ВЫХОП: Пустая запись -  когда после применения операции 1 и 2 
все символы входной записи зачеркнуты;
Непустая запись -  когда после применения операции 1 и 
2 не могут быть зачеркнуты все символы входной записи. □
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Операции 1 и 2 алгоритма редукции не побавляют новые символы 
к входной записи» а только зачеркивают символы с входной 
записи. Имея ввиду конечности вхопной записи видно» что 
алгоритм 2.1 всегпа закончивает работу. Алгоритм 2.1 работает в 
полиномиальном периоае времени.
ТЕОРЕМА 2 .1 .  [BFMY83] ГиперграФ является ациклическим тогпа 
и только тогпа» когпа алгоритм репукиии заканчивает работу нап 
этим гиперграФом с пустой записью. □
Теорема 2.1 позволяет нам ввести следуншее определение:
ОПРЕДЕЛЕНИЕ 2 . 3 .  Пус ть  Н -  гиперграФ» над которым алгоритм 
2 .1  закончивает работу с п ус то й  записью. Тогда Н будем называть 
а ц и к л и ч е с к и м  г и п е р г р а Ф о м . □
Проиллюстрируем алгоритм редукции на следуншем примере.
ПРИМЕР 2 .3 . Пус ть  дана схема реляционной базы данных (АВС) » 
ÍCDE}»{AEF}. Ее гиперграФ выглядит следующим образом:
(2.1)
Оля применения алгоритма редукции нужно записать этот 
гиперграФ как следует:
А В С
С О Е
А Е F
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Нап этой записью применяем операцию 1 из алгоритма редукции 
и получаем
А С
С Е
А Е
Эта запись является выхопом алгоритма редукции, потому что 
дальнейшее применение как операции 1, так и операции 2 
алгоритма 2 .1  невозможно. Следовательно, гиперграФ (2 .1 )  
является циклическим. □
ПРИПЕР 2 . 4 .  Пусть  дана схема реляционной вазы данных (АВС), 
(CDE), (AEF), (АСЕ) в соответствии с гиперграФОм
(2 . 2)
Покажем, что гиперграФ (2 .2 ) является ациклическим. 
ГиперграФ (2 .2 ) можно представить в следунием виде:
А В С
С 0 Е
А Е F (2 .2 ')
А С Е
Применяем операцию 1 алгоритма редукции над записью (2 .2 ')  и
получаем
А С
С Е (2.3)
А Е
А С Е
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Применяем три раза операцию 2 из алгоритма 2.1 
соответственно иля строк {А ,О с  (А ,С ,Е), (С,Е) с  (А,С,Е) » 
(А,Е) с  {А,С»Е} » и получаем строку
А С Е  (2 .3 ')
Применяем операцию 1 из алгоритма 2.1 нал записью (2.3 ) и 
получаем пустую запись. Следовательно, гиперграю (2.2) является 
ациклическим. □
Отметим, что гиперграю (2 .2 ) , являясь ациклическим, содержит 
циклическое подмножество (2 .1 ) .  Оля обычных грэфов это не верно 
[Кри78] .
Оказывается, что алгоритм репукиии лает нам необходимое и 
достаточное условие для ответа на вопрос 'Когда каждое 
состояние базы данных, которое является попарно совпадающим, 
является так же и сплошь совпадающим?'. Следуншие теоремы дают 
ответ на этот вопрос.
ТЕОРЕМА 2 .2 .  [BFHY831 Пусть схема реляционной базы данных 
является ациклической. Каждое ее состояние является попарно 
совпадающим тогда и только тогда, когда это состояние -  сплошь 
совпадающее. □
Следовательно, для ациклических схем баз данных, попарное 
совпадение эквивалентно сплошном совпадению.
ТЕОРЕМА 2 .3 . [BFMY831 Если схема реляционной базы данных 
является циклической, тогда существует ее состояние, которое 
является попарно совпадающим, но не является сплошь 
совпадающим. □
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Примеры 2.1 и 2 .2  показывает такое состояние оля схемы 
(АВС}»{BCD}» {AD} (которая является циклической).
СЛЕПСТВИЕ 2 .1 . [BFMY83] Из теоремы 2 .2  и 2.3 вытекает» что 
попарное совпааение эквивалентно сплошном совпааению тогпа и 
только тогпа» когпа схема базы панных является ациклической.
□
Формальное опрепеление понятия ациклического гиперграша пано 
в [BFHHUY81» BFMY83, Fag831 и тоже В [Паи 184].
2 .3  Некоторые замечания об ацикличности
Покажем некоторые свойства ациклических схем» которыми будем 
пользоваться палее [А нг87 ].
Будем использовать запись гиперграшов в виде с тро к» которая 
представляет собой вход в алгоритме редукции.
ОПРЕПЕЛЕНИЕ 2 .4 . Ияппирпвяннпй ияршинпи гипеРГРЭФа Н 
называется такая вершина» которая участвует только в одном 
ребре гиперграФа Н. □
Изолированные вершины участвуют также только в одной строке 
записи гиперграФа Н в виде строк и отстраняются от этой записи 
путем применения операции 1 из алгоритма редукции.
ОПРЕПЕЛЕНИЕ 2 .5 . Пусть Н= <е1 »е2»__»ер> -  гипеРГРЭФ с
ребрами соответственно е1 ,е 2» . . .» е р . Тогда вершины» которые
участвуют в хотя бы двух ребрах гиперграФа Н» будем называть 
связанными вершинами. □
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Если Н= (e 1 »e2 * . . . * e p} -  гиперграФ, то через e- j , e2 » . . . , е р
бупеп обозначать и ребра гиперграФа Н, и строки записи аля 
гиперграФа Н в випе строк. Буаеп обозначать множество всех
связанных вершин в панной строке e j через con ( е р .
Слеповательно, пля кажпои строки е (пля кажпого ребра е) 
гиперграФа Н, мы разпеляем вершины строки (ребра) в пвух 
непересекаюжихся множествах: множество con (е) и множество
изолированных вершин.
Отметим, что если запись (e1 , e 2 , . . . , e s} сопержит строки,
состояжие только из изолированных вершин, то тогпа после 
применении операции 1 алгоритма репукиии в полученной записи
участвуют и пустие строки. Палее мы не бупем отмечать
сужествования пустых строк, если это не нужно.
ОПРЕДЕЛЕНИЕ 2 .6 .  Бупем говорить, что ребро е1 =  (А^, А2 , . . . , Ап> 
гиперграФа Н погложает ребро е2=  (A.j,А2 , . . . , А £ }  этого 
гиперграФа, если con( {A j ,A2 , . . . , A ^ } ) c c o n ( ( A 1 ,A2 , . . . , A n} ) . □
Бупем обозначать этот Факт через * > ' ,  т . е .  е ^ е 2 .
Очевипно реляция ' У  является реляииеи частичной
упоряпоченности.
Пусть ПЛЯ ПВУХ строк (А-j ,А2 , . . . , А п> И {Aj , А ^ , . . .  ,А^>
выполнено (A.J» А2 , . . . ,Ар} <*■ (A/j ,А2 » . . .  ,А^} • Тогпа в процессе
применения алгоритма репукиии можно применять операцию 1 нап 
изолированными вершинами в (А1 ,А2 » . . . , А П) и в 1А-|,А2 » . . . , А £ } , а
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потом и операцию 2 над этими строками. При этом строка» 
содержажая вершин con (A j ,А2» . . . » А £ ) , исчезает с входной записи. 
Таким образом» каждая пара строк е ^ е 2 может быть репуиирована 
по получения строки соп (е^) .
ПРИМЕР 2.5 .  Рассмотрим изолированные и связанные вершины 
гиперграФа (2.2) в примере 2.4 .
Вершины В»0 и F являются изолированными пля этого 
гиперграФа. Все остальные вершины этого гиперграФа -  т . е .  
вершины А ,С и Е» являются связанными. При этом выполнено: 
соп((А,В,СИ = (А»С> » conUC,D»EH = (С»Е) » con((A»E»F)) =  (А»Е) и 
соп( (А,С»Е)) =  (А, С»Е>. □
Опрепеления 2.4 и 2.5 введены для записи гиперграФа» которая 
является входом в алгоритм редукции (потому что ясно» что 
некоторые связанные вершини гиперграФа могут превратиться в 
изолированными после применения операции 2 алгоритма редукции 
гиперграФ ов). Обобжим определения 2.4 и 2.5 для каждого шага 
алгоритма 2 .1 .
ОПРЕДЕЛЕНИЕ 2 .7 .  Пусть дана входная запись гиперграФа Н 
соответственно со строками (e1 »e2» . . . » e s ) . Запись
te-j »е2 » . . . » е ’ ) будем называть редукцией записи (e1 »e2 » . . . » e s ) »
если запись (ej»e2» . . . » e ’ ) получена из записи íe1,е2 » . . . »eg}
путем применения операции 1 возможное число раз и одного 
применения операции 2 алгоритма редукции гиперграФов. □
Пусть операция 2 алгоритма редукции применяется J раз над
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входной записю. Полученную записи) будем называт редукцией 
входной записи на J-том уровне.
ОПРЕДЕЛЕНИЕ 2.8 .  Пусть  дана запись гиперграФа 
н== íe i i » e i 2 » * * * * e in |b  которая является редукииеи входной записи
на J -том уровне. Все вершины в записи <ец  , e i 2 " - , ' e i l!i* '
которые участвуют только в одном ребре множества
<е1 Г е12, * , * ' е 1ш^ бупег1 назь|вать изолированными вершинами
(н а  J - т п м  y p r iR H P  р р д у к п и и ) ; остальные вершины будем называть 
с в я з а н н ы м и  в е р ш и н а м и  (н а  J - т о м  у р о в н е  редуыши) . □
ПРИПЕР 2 .6 .  Рассмотрим изолированные и связанные вершины на 
разных уровнях редукиии для гиперграФа (2 .3) .
Рассмотрим запись (2.3) из примера 2.4 :
А С
С Е
А Е
А С Е
На первом уровне редукции этой записи можно получить запись
С Е
А Е
А С Е
В этой записи все вершины связанны на первом уровне редукиии.
На втором уровне редукиии можно получит запись
А Е (2.4)
А С Е
В этой записи вершина С является изолированной на втором 
уровне редукиии, а вершины А и Е являются связанными на втором 
уровне редукиии. Применяя еме раз операцию 1 над вершиной С и 
операции 2 над вершинами <А,Е), получаем
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A E
В этой записи все вершины изолированы на третоп уровне 
редукции. □
Булем говорить об изолированных и связанных вершинах, 
подразумевая, гае это возможно, соответствуюжии уровень 
репукиии.
Легко видеть, что если данная схема базы данных является 
ациклической, то выполнено одно из следунших утверждении:
а) выход алгоритма редукции (т .е.  пустая запись) получается 
путем применения только операции 1 алгоритма редукции. В этом 
случае все вершины гиперграФа (все атрибуты схемы) являются 
изолированными и никакой атрибут не участвует хотя бы два раза 
в отдельных реляционных схемах, т . е .  для всех ребер е 
гиперграоа Н, соп(е) = 0 .  Такие базы данных содержат только 
семантически несвязанные данные [UoM77] и [Апэ81], 
сгруппированные в отдельные несвязанные отношения, не ииенние 
Обжих атрибутов. Таких схем баз данных мы рассматривать не 
будем.
б) выход алгоритма редукции получается путем применения как 
операцию 1 алгоритма редукции, так и операцию 2 этого 
алгоритма. В этом случае схема базы данных содержит реляционные 
схемы, которые имеют обжие атрибуты между собой и поэтому 
являются семантически связанными [UoM77) и [Апэ81] .
ОПРЕДЕЛЕНИЕ 2 . 9 .  Пусть  Н = (е1 , е 2 , . . . *ер) -  данный гипеРГРЭФ.
Н будем называть связанным гнпергр д ф ш , если для каждой пары 
ребер ( e j , e j ) ,  U í s p , i ^ j s p , i * j ,  сужествует цепочка
различных ребер e j - e ^ e ^ . - . ^ ' - e j  такие, что для l ^ r s s
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1) если г ф  1;
2) e ' ^ e j ,  если г *  s :
3) е ' п е ' +1* 0  если г *  s :
4) e'«H. □
ЛЕММА 2 .1 . Если H -  связанный гиперграФ» то на всех уровнях 
алгоритма репукиии нал Н получается запись» соответствукная 
некоторому связанному гиперграФУ.
ДОКАЗАТЕЛЬСТВО. Пусть п -  соответствунший уровень репукиии. 
Лемму покажем с поможью инпукиии по отношению к п.
п-1 . Покажем» что полученная запись на первом уровне
репукиии соответствует некоторому связанному г и п е р г р а Ф У  Н '.
Пусть Н= (е1 »е2 » . . . » е р} » а Н '=  i B y B f r  • • • , ер* • QoKaiKef1' что н ' -
связанный гиперграФ. На первом уровне репукиии имеем
e j -con(e j )»  Строка ер<Н зачеркнута с поможью операиии
2 алгоритма репукиии -  она погложена некоторой строкой ег *Н.
Пусть ej»e]  -  ребра из Н '. Покажем» что они связанны.
Пусть е^Н » связанны при поможи иепочки
e i “e i1 
и ej
e ik “ ep
»ß|2* • * - ,e is“eJ * eik^ßp
связанны п р и  поможи иепочки
пля к -m» то тогпа e j и e j
»•••»eim-1»er»eIm+i...... eis"eJ
пля k- 1 » 2 » . . .» s » то тогпа e j
e ; - e j i » e j 2.........e ; s- e j . Если
связанны при поможи иепочки
Слеповательно» полученная на первом уровне репукиии запись
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соответствует некоторому связанному гиперграФУ.
Попустим, что на n-том уравне редукции полученная запись 
соответствует некоторому связанному гиперграФУ.
Видно, что на n+1-ом уровне редукции (анналогично, как на 
первом уравне редукции) получается запись соответствуш ая  
некоторому связанному гиперграФУ. □
ЛЕММА 2.2 .  ГиперграФ Н является ациклическим то гаа  и только 
то гд а , когпа на всех уровнях репукиии гиперграФа Н получается  
запись, соответствуншая некоторому ациклическому гиперграФУ.
ПОКАЗАТЕЛЬСТВО. Следует непосреаственно из теоремы 2.1 и из 
опреоеления 2 .3 .  □
Отметим, что. в процессе репукиии ациклического гиперграФа 
пустую запись можно получить только с помощью операции 1. 
Последная строка, нал которой в этом случае применяется 
операция 1, поглотила все остальные строки на послелном уровне
редукции данного гиперграФа.
ПРИМЕР 2.7 .  Покажем, что поглоданная строка на последнем 
уровне редукции ациклического гиперграФа зависит от порядка 
применения операции 2 алгоритма редукции.
Рассмотрим гиперграФ 
А В
В С
С D
Если применить операцию 2 над парой (А,В} и (В,С> > где 
con<А ,В )с  conШ , C l , получим в редуцированной на первом уровне 
записи строку Ш,С>; затем если применить операцию 2 над парой 
<В,С) и <C,D}, где con(Ш ,СИ <=conHC,DH, то тогда погложашая 
строка этого гиперграФа будет <C,D>. Но если применить операцию
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2 на первом уровне редукции над парой с о п { С ,Ш с с оп Ш ,С } , то 
тогда погложаюжая строка на втором уровне редукции может быть 
<B , D . □
Лемма 2 .2  и пример 2 .7  показывают, что погложаюжая строка 
всегда сужествует для ациклических гипергражов, но какая она 
конкретно -  это зависит от выбора порядка применения операции 2 
алгоритма редукции гиперграФОВ.
ОПРЕДЕЛЕНИЕ 2 .1 0 . [FagB3a] ГиперграФ Н называется û r  
ациклическим. если алгоритм редукции заканчивает работу с 
пустой записью над этим гиперграФом. □
ОПРЕДЕЛЕНИЕ 2 .1 1 . Пусть Н=<е1*е2 »__*es> -  А-аииклический
гипеРГРЭФ. Пикпичрпкпй кпнппнрнтпи в Н будем называть такую 
совокупность ребер Н ', Н ' с н ,  для которой алгоритм редукции не 
закончивает работу с пустой записю над входом Н' .  □
Как уже видно из леммы 2 .2 ,  для каждого А-аииклического 
гиперграФа Н сужествует ребро, которое погложает все остальные 
ревра при применении алгоритма редукции над Н.
ОПРЕДЕЛЕНИЕ 2 .1 2 . Пусть Н= (е ^ ,е 2 , __ ,e s> -  гипеРГРЭФ. Пусть
его ребро еА погложает ребро ej путем одного применения 
операции 2 алгоритма редукции. Тогда е^ будем называть 
непосредственно погложаюжим для ребра e j . □
ПРИПЕР 2.8 .  Лемма 2.2 показывает, что для циклических 
компонентов в А-аииклическом гиперграФе всегда сужествует
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погложаюжее ребро на некоторой уровне редукции. Но как видно из 
следующей схемы базы данных» непосредственное поглоиктее  ребро 
может не быть единственным для циклических компонентов в А- 
аииклических гиперграФах.
{A»C»D»E} -  непосредственно погложаюжее ребро для <A»D и 
{C»D>» а ребро {A»B»D»F> -  непосредственно погложаюжее ребро 
для <А»В} и {B»D}. □
ОПРЕДЕЛЕНИЕ 2 .13 . [Fa983a] Пусть Н -  А-аииклическии
гиперграФ» который не содержит циклических компонент. Тогда 
будем называть Н В-ациклическим гиперграФом. Все гиперграФЫ, 
которые не являются В-аииклическими» будем называть Вп
циклическими. □
ТЕОРЕМА 2.4.  [Fa983] ГиперграФ Н является В-циклическим
тогда и только тогда» когда в нем сужествует цепочка
(51 ,Х 1 ,s 2 'x2 ' —  ' 5m'xm'sm+1} 
такая» что
1) x1 »X2 » . . . * x m -  разные вершины гиперграФа;
2) 51 ,52 .........Sm -  разные ребра гиперграФа» a S ^ - S - j ï
3) Ш2:3» т .е .  цепочка содержит по крайней мере три ребра;
4) Х | ! n 5 i+1 (1 £ 1 £ т )  и никакому другому S j . □
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Л Е Ш  2 . 3 .  Алгоритм репукиии заканчивает работу с пустой 
записи) нал каждым подмножеством панного гиперграФа Н тогпа и 
только тогда» когда Н является В-аииклическим.
ДОКАЗАТЕЛЬСТВО. а) Оостаточность. Пусть Н является В- 
аииклическим» т . е .  по теореме 2.4 в нем нет цепочки циклически 
связанных ребер. Следовательно, в каждом Н ' , Н ' с н ,  тоже нет 
такой иепочки и по теореме 2 .4  каждое множество Н' является 
тоже В-аииклическим. Тогда алгоритм редукции заканчивает работу 
с пустой записью над Н '.
б) Необходимость. Пусть алгоритм 2.1 заканчивает работу с 
пустой записю над каждым подмножеством данного гиперграФа Н. 
Попустим, что Н не является В-аииклическим. Тогда по теореме
2.4 в нем сужествует цепочка (S1 ,x 1,S2 #X2 » ...» S ||,x B,S||+1)
Покажем, что над этой цепочкой алгоритм редукции не может 
закончить работу с пустой записю.
Применяем операцию 1 над изолиранными вершинами из
S1 ,S2»__»Sjb- В полученную запись участвуют ш строки :
con (5^) =гХгаиХ1
соп(52)~  и Х2
con (5т ) = х т _1 иХга
Так как при i # J ,  то невозможно
применить операцию 2 алгоритма редукции над полученной записю. 
Видно, что невозможно применять и операцию 1 алгоритма редукции 
-  так как полученная запись состоит только из связанных вершин. 
Следовательно, над цепочки (S1 , х 1 ,52»х2»__»5m,x m»Sm+1)
алгоритм редукции не может закончить работу с пустой записю, 
что является противоречием. □
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Г  Л R B fi T P Е T fi Я
ПОСТРОЕНИЕ Т ОБЛИП КОНЪЮНКТИВНЫХ 
ЗВПРОСОВ Hfi QUEL
Как было уже отпечено в параграфе 1.5*  в [A5U79] 
конструирован алгоритм построения таелии только пля данных SPJ- 
выражении. Очевидно, однако, что ланнопу SPJ-выражению 
соответствует класс эквивалентных таблиц (некоторая из них -  с 
минимальным числом стро к; минимальная таблица опинствена с 
точностью переименования символов). В обжем случае мы не знаем 
как нужно построить таблицу по заданному конъюнктивному 
запросу. По этой причине весьма возможно» что нам поналобится 
строить таблицы» числом строк которых больше» чем необходимо» а 
затеи наити лишные строки в процессе оптимизации таблиц. В этой 
главе предлагается алгоритм построения таблиц» содержажих как 
можно меньше стро к .
В 3.1 рассмотрены некоторые особенности понятия таблицы -  а 
именно» возможное присутствие 'лишних' с тро к . Введено 
Формальное определение понятия лишней строки в данной таблице. 
В 3.2 и 3 .3  дан алгоритм построения таблиц для конъюнктивных 
запросов на языке QUEL. Особенностью этих таблиц является то» 
что они содержат минимальное возможное число строк (этот Факт 
будет доказан в гл . 4 ) . В 3.2 введено графическое представление 
запросов на языке QUEL» а в 3 .3  показан алгоритм построения 
таблиц по данному графическому представлению. Так как в 3 .2  и
3.3  изложен способ сопоставления таблиц данному конъюнктивному
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запросу» встает вопрос можно ли описанным способом сопоставить 
каждому конъюнктивному запросу на QUEL некоторую таблицу. В 3.4 
аан ответ на этот вопрос. Показано, что сужествуют такие 
конъюнктивные запросы, которым вообще нельзя сопоставить 
некоторую таблицу. Поэтому средства и метопы их оптимизации не 
сужествуют; в практических применениях их нужно обрабатывать в 
виде, запанном пользователем. Также показано, что пля всех 
остальных конъюнктивных запросов сужествует таблица запроса, 
которую можно построить описанным в 3.2  и 3 .3  способом.
3 .1 . С ухость  понятия таблицы обуславливает трупности ее 
оптимизации
Представление конъюнктивных запросов с помо!ью таблиц 
запросов не всегда позволяет нам наити более эФективныи 
алгоритм для проверки эквивалентности запросов. Этот Факт 
связан со самой сущностью понятия таблицы запроса, как будет 
показано на следуктем примере.
ПРИМЕР 3 .1 .  Рассмотрим таблицы Т1 и Т2 :
T-j I з .|_______ и Т2 * а 1_______
а1 b1 (R) а1 Ь1 (R)
Ь2 ьз (R)
Ь4 Ь5 (R)
Сразу видно, что таблицы Т1 и Т2 -  сильно эквивалентны, так 
как существуют содержащие отображения h1 : Т1 -*Т2 и h2 : Т2— ; 
при этом h.j и h2 сохраняют маркеры всех с тр о к . Строки <Ь2 Ь3> и
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<ь4 ь5> не побавляит новую информацию к информации, вытекаювеи
ИЗ СТРОКИ <a-j Ь^ > в таблице Т2 . С помовью сопержавего
отображения h2 î h2 (а<1 ) —9-|, ь2 (Ь^  ) -Ь ^ » h2 (Ь2) , h2 (Ь )^ -Ь1 ,
h2 (Ь4) “ 3.J» W b1 таблицу Т2 можно 'сжать' в таблицу L ,;
таким образом, строки <Ь2 и <Ь4 Ь^> можно 'сжать' в строку
л О) сг V • □
Booöie алгоритм лля проверки эквивалентности пвух ланных 
таблиц является NP-полным и в связи с тем, что мы поляны 
учитывать возможное присутствие 'лишних' строк в некоторой 
запаннои таблице.
Этот пример позволяет нам ввести слепукшее опрепеление:
ОПРЕПЕЛЕНИЕ 3 .1 . Пусть  Т и Г  -  эквивалентные таблицы, 
причем Г  сопержит меньше строк, чем Т. Пусть Г  получается из 
Т в процессе оптимизации Т. (Слеповательно строки Г  являится 
попмножеством строк Т ) . Пусть сопержавие отображения межпу Т и 
Т' соответственно h:T— Г  и h p T ' —Т. Сувествуют по меньшей мере
пве строки г 1 и г 2 таблицы Т так, что строка принаплежит
таблицы Т ' и h ( г , ) - г . , ,  Ь ( г 2) - Г р  Torna строку г 2 бупем называть
пишнпй г.трпкпй пля таблицы Т. □
ПРИМЕР 3.2 .  Рассмотрим таблицу Т2 из примера 3.1 и таблицу
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Очевиано, что Т2 и Т2 ' -  сильно эквивалентны. Таблица Т2 '
получается из таблицы Т2 в процессе ее оптимизации и строки
таблицы Т2 ' является попмножеством строк таблицы Т2 . Рассмотрим
слелукаие соаержажие изображения межпу лвумя таблицами: 
h:T2- T 2 ' И h-j : Т2 ' —Т2 » такие' что h (а1 ) -а 1 * M b - jí -h j,
h (b2) -b2» h (b^) ~b2» b (b4) “ 8-j » h (bg) - b-j  ^ h-j (a^) -a.j » h-j (b  ^) ~b^ »
h i (b^ -b2 » (b^) “ b^.
Отображения h1 и h2 сохраняют маркеры всех строк.
Torna h(<a1 Ь1> )= < а 1 ^ > *  h(<b4 b5> )= < a 1 b ^  и
слеповательно» строка <Ь4 Ь5> является лишнои строкой аля 
таблицы Т2 . □
3 .2 . Таблицы доступа и графическое представление конъюнктивных 
запросов
0 этой части иы введем новый способ представления 
конъюнктивных запросов из К 1  » который будем использовать при 
изучении минимальных запросов. Конъюнктивные запросы будут 
представлены как структуру в терминах элементов схемы базы 
данных. Схема базы данных будет представлена с помовые так 
называемой 'таблицы д оступа '.
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ОПРЕДЕЛЕНИЕ 3.2.  Пусть пано множество атрибутов
U =  {A-j ,А2 * . . . » А к } и множество реляционных схем
R =  <R1 »R2». . .»Rn> нал атрибутами U .  Таблицу с п строками и к
столбами будем называть тадпицри доступа, если:
-  каждому атрибуту из U  сопоставлен точно один столбец таблицы 
и наоборот» каждому столбцу таблицы сопоставлен точно один 
атрибут из U ;
-  каждой реляционной схеме из R  сопоставлена точно одна строка 
таблицы и наоборот» каждой строке таблицы сопоставлена точно 
одна реляционная схема из R ;
-  значения элементов а ^  таблицы следуншие:
г
аи
если атрибут» соответствующий J- тому 
столбцу» участвует в реляционной схеме» 
соответствующей í - той строке.
(^пробел -  в противном случае. □
ПРИМЕР 3.3 .  Рассмотрим множество атрибутов:
и  = 4ИМЯ, ДОЛЖНОСТЬ, ЗАРПЛЙТА, ОТДЕЛ# » ИИЯ-ОТДЕЛЙ> и пусть 
R =  {СЛУЖИТЕЛЬ»ОТПЕЛ ) ,  где 
СЛУЖИТЕЛЬ  ^ {ИМЯ, ДОЛЖНОСТЬ, ЗОРПЛАТА » ОТДЕЛ#} ,
ОТДЕЛ = {ОТДЕЛ#»ИМЯ-ОТДЕЛА* .
Тогда схеме базы данных R  сопоставляется следующая таблица 
доступа:
ИМЯ__ ДОЛЖНОСТЬ__ ЗВШ Ш __ О Х А Е М  , _ Ж 5 Ь Д 1 Д Ш
СЛУЖИТЕЛЬ 1 1  1 1
ОТПЕЛ 1 1
□
Как видно» таблица доступа описывает способ» которым
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атрибуты из U  участвуют в отдельных реляционных схемах. Она 
представляет собой 'прообраз' (макет) всех таблиц запросов к 
панной схеме базы панных. Таблица доступа напоминает начальное 
представление схемы базы данных» над которым применяется 
алгоритм редукции 2 .1 .
Ниже мы будем называть столбцы и строки данной таблицы 
доступа 'столбцом A j '  и ' строкой Rj '» отмечая таким образом
соответствумие им атрибуты и реляционные схемы.
Следушие определения вводят представления конъюнктивного 
запроса» заданного к Фиксированной схеме базы данных.
ОПРЕДЕЛЕНИЕ 3 .3 .  Пусть ч -  конъюнктивный запрос на языке 
QUEL» записанный в виде (1 .1) .  В квалификации запроса ч 
содержатся условия» связывающие попарно имена реляционных схем 
-  точнее» условия
(R -^j .А ц -j О R|<;2*Ak1^ AND R^K3*Ak3 Rk4*Ak3* A N D .. .
AND <RkfAk t * Rk ( t + 1 ) - Ak t )
Эти условия мы будем называть путем доступа для запроса ч . □
ОПРЕДЕЛЕНИЕ 3 .4 .  Пусть ч -  конъюнктивный запрос на языке 
QUEL» с путем доступа
(Rki .А ^  б- Rk2*^k1 * ARD (Rk3 ,Ak3 ^  Rk4’ Ak3^ AND... (3.1)
AND (Rk t ,Ak t  &  Rk( t+1)  A t *  *
Если #  в (3.1) везде является ' = ' »  определим
графическое пррдптявлрнир пути доступа
(R -^j • Ац-^  = R|<2*Ак1 ) AR^  (F^ k3*Ak3= Rk4*Ak3J AR^ * * *  (3.2)
AND iR| < t A t =R k (t+ 1 ) A t *  *
Графическое представление этого пути доступа будем строит в
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виае rpaoa G= (N,E) в соответствунтеи таблице аоступа слеаукшии 
образом:
-  аля кажлого условия пути аоступа Rks ,AKs=Rk (s+1) A s '
s - 1 , 3 , . . . , t ,  элепенты в таблице аоступа, которые нахоаятся в 
столбце Ak s » строке Rks и в столбце Ak s , строке Rk ( s + 1 ) , бУ0УТ
вершинами грэфэ, связанными с ребром
( (Rk s 'Aks) ’ (Rk(s+1) A s } )# Так как путь ооступа (3.2) 
соаержит ( t + D / 2  таких условий, мы получаем ( t + D / 2  ребер, 
связыванших соответственно t+1 вершин грэфэ;
-  пля кажпои реляционной схемы Rj из R ,  составляем список
ее появлении в объектном списке запроса q, в условиях заааитих 
сравнения с константами в квалификации запроса п и в  пути 
аоступа (3 .2 ) .  Пусть этот список разных появлении буает:
R | . А | - | , R j • A j 2 , . . . ,  R | . A | p .
Упоряаочиваем элементы списка в соответствии с поряоком 
атрибутов в столбцах таблицы аоступа:
R1 -А11 » * • • •» Ri * Alp *
Кажаыи элемент этого списка является элементом также таблицы 
аоступа со значением 1 ; кажаому такому элементу мы сопоставляем 
вершину графического преаставления пути аоступа (3 .2) .  Эти 
вершины мы связываем попарно с ребрами:
((Ri .Al1 ) , (R1.A12)) » ((R1.Ai2'),(R1.Ai3')), ...,
( (RI .Aj  j ) , (Rj .Ajp )) .
полученная совокупность вершин и ребер в рамках 
соответствунтеи таблицы аоступа буаем называть графическим 
преаставлением пути аоступа (3 .2 ) .
Виано, что вершинами графического преаставления пути аоступа
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(3.2) выступают только те элементы таблицы доступа, значения 
которых равняются 1. □
ОПРЕПЕЛЕНИЕ 3 .5 .  Пусть q -  конъюнктивный запрос на языке 
QUEL» записанный в виде (1 .3 ) :  
ч : RETRIEVE (Rj<j.Aj, j»R|2 , A j 2 , * , * , Rjg*Ajg)
UHERE (Rj . Aj 1 =  C1 ) AND (Rj  2. Aj 2 = С2) AND. . .  AND (Rj  р . Aj р =  Cp) 
AND (Rk«j • Ak«j= R^2 • fyç'i ) AND (Rk2 • Ak2 = Rk^ • Ак з^ A^  * * *
AND ( R K f Ak t =Rk( t+1)  \ ï ] *
Вводим представление для запроса g в виде упорядоченной 
четверки:
ч=  ( Т|_» Tcon, Трр* I ) » где
TL= ( К ц . А ц  »RA2“Ai 2 * __*Ris*Ai s } ; т |_ сооер* ит элементы
объектного списка запроса ч ;
Tcon= { Rj1*AJ1= c r  RJ2 ,AJ2=C2'  rJp ' AJp = cp Tcon 
содержит все условия квалификации запроса, в которых участвует 
конкретная константа:
Трр -  графическое представление пути доступа
(Rk l * Ak l “  Rk2*Ak1) AND (Rk3*Ak3 Rk4*Ak3^  • ••
AND (Rk l .Ak l  -  Rk ( t + 1 )  -Ak l ) :
I =  (Rk s -Aks e  Rk (S+'i) -Aks I ö  не является 
сравнением “ = '  для s = 1 , 3 , . . . , t ) .
Так как равенство под формой сравнения присутствует в 
графическом представлении Тг г , в i  включены все отношения,
которые не являются равенством, i  напоминает нам список 
ограничении, который можно добавить к каждой таблице запроса.
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Ввепенное таким образом препставление запроса q в виде 
упорядоченной четверки еупем называть для краткости графическим 
представлением запроса я . □
ПРИПЕР 3.4 .  Оля схемы в примере 3.3 рассмотрим запрос
ч1 : Наити имя служителя, который является начальником
отпела игрушек.
RETRIEVE (СЛУЖИТЕЛЬ.ИИЯ)
UHERE (СЛУЖИТЕЛЬ.ООЛЖНОСТЬ = "начальник')
AND (СЛУЖИТЕЛЬ.ОТПЕЛ» = ОТПЕЛ.ОТПЕЛ»)
AND (ОТПЕЛ.ИНЯ-ОТПЕЛА = ' игрушки')  .
Представим запрос q1 в виде упорядоченной четверки
q1 = (TL'  Тсоп'  V r '  z) слеаую|ИГ1 образом:
TL = (СЛУЖИТЕЛЬ.ИИЯ> ,
Тсоп= (ОТПЕЛ.ИИЯ ОТПЕЛА =  ' игрушки' ,
СЛУЖИТЕЛЬ. ПОЛЖНОСТЬ = 'начал ьник '),
Трг следуюнее графическое представление:
ипя должность___ ЗА М Ш А ____ОТПЕЛ»___ИЛЯ-ОТДЕЛА
СЛУЖИТЕЛЬ #_________ #______________________ -
ОТПЕЛ i ___________.
1 = 0 .  □
ПРИПЕР 3.5.  Пля базы данных в примере 3.3 рассмотрим также 
запрос, содержании больше чем один RANGE-оператор для некоторой 
реляционной схемы:
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q2 : Наити имена и должности служителей, зарплата к о т о р ы х
превышает зарплату некоторого начальника.
RANGE OF a1 IS СЛУЖИТЕЛЬ
RANGE OF a2 IS СЛУЖИТЕЛЬ
RETRIEVE (a1 .ИМЯ, a1 .ДОЛЖНОСТЬ)
UHERE (a2 . ДОЛЖНОСТЬ -  'начальник')
AND (a1 .ЗАРПЛАТА > a2 .ЗАРПЛАТА) .
Запросу q2 соответствует следуншая запись в виае (1.1) как 
конъюнктивного запроса:
<a1 а2 I (ЗЬ1) (зь2) (зь3) (ЗЬ4) (зь5) : СЛУЖИТЕЛЬ(аг а2 ,Ьг Ь2) * 
СЛУЖИТЕЛЬ(Ь3 »"начальник",Ь4»Ьд) & (Ц>Ь4) } .
С поиоёью этой записи строим таблицу
т ____ДОЛЖНОСТЬ____ЗАРПЛАТА____ОТДЕЛ« „ имя- отдела
а1------------а2----------------------------------------------------
а1 а2 ь1 Ь2 (СЛУЖИТЕЛЬ)
ьз начальник Ь5 (СЛУЖИТЕЛЬ)
Запросу q2 можно также сопоставить преаставление в виае
упоряаоченной четверки, записав в таблицу доступа с т р о к у  д л я  
реляционной схемы СЛУЖИТЕЛЬ во в т о р о й  раз. Тогда
q2 _ ^L ' ^соп' V r ' ^  ' гае
TL = (СЛУЖИТЕЛЬ.ИМЯ, СЛУЖИТЕЛЬ.ДОЛЖНОСТЬ),
т соп = СЛУЖИТЕЛЬ'.ДОЛЖНОСТЬ - 'начальник'') ,
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ИМЯ ДОЛЖНОСТЬ____ ЗАРПЛАТА____ ОТДЕЛ» ИНЯ-ОТДЕДА
СЛУЖИТЕЛЬ . _________ *_____________ •
СЛУЖИТЕЛЬ' . _____________ 1
ï =  {СЛУЖИТЕЛЬ.ЗАРПЛАТА > СЛУЖИТЕЛЬ'.ЗАРПЛАТА» .
Этот пример показывает, что графическое преаставление 
конъюнктивных запросов, ввепенное с помо1ью опреоеления 3.5,  
можно расширить пля конъюнктивных запросов, у которых больше, 
чем один RANGE-оператор пля некоторой реляционной схемы. □
Отметим, что по запанному графическому препставлениш
конъюнктивного запроса сразу можно восстановить запись запроса
в вине (1 .1) .
В опрепелении 3.4 ввопится графическое препставление панного
пути поступа:
RK1-Ak1 =  Rk2*Ak1) AND (Rk3 ,Ak3=R k4*Ak3) AND*** (3*2)
AND (Rk t * Ak í =R k(t+1) ,Ak t ) *
В строках соответствуннеи таблицы поступа вершины
графического препставления упоряпочены в соответствии со 
столбцами таблицы поступа. Если q= (TL ,Tcon,Tr p , 0 ) , то элементы
столбцов Тг г  тоже могут быть упоряпочены в соответствии с
поряпком строк панной таблицы поступа.
ОПРЕДЕЛЕНИЕ 3 .6 .  Пусть q =  (TL , Тсоп, Тг г , 0 ) . Опрепелим 
уппрядоченнпр. гряфичрпкпр представление Трр, эквивалентно
препставлению Трр:
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Графическое препставление пути аоступа q построено в випе 
грэфэ G= (N»E) в соответствуншеи таблице аоступа.
Аля кажпого атрибута fl из U ,  составляем список его 
появлении в объектном списке запроса ч,  в условиях запахших 
сравнения с константами в квалификации запроса q и в пути 
аоступа (3 .2) .  Пусть этот список разных появлении будет:
Ri1.A# •«•9 R jv .A.
Упоряпочиваем элементы списка в соответствии с поряпком 
реляционных схем в строках таблицы аоступа:
Rj.j .A» R12 . . . »  Rjy
Кажпому такому элементу сопоставлена вершина графического 
препставления пути  аоступа (3 .2) .
Упаляем сушествукшие ребра межпу этими вершинами и связываем 
их попарно с ребрами:
((R11' . A ) , ( R í 2 ' . A ) ) ,  ((R12' . A ) , ( R 13' . A ) ) ,  . . . »
((Ra (v_1} ' . A ) , ( R i v ' .A) )  .
Полученная совокупность вершин и ребер в рамках 
соответствуншеи таблицы аоступа буаем называть упоряаоченным 
графическим препставлением пути аоступа (3 .2 ) .  □
ПРИМЕР 3.6 .  Рассмотрим базу аанных из примера 1.4:
ЧАСТЬ (ЧИМЯ » ЧНОМЕР » ПЕНА)
П0СТАВ1ИК (ПИМЯ, ПНОМЕР, ПАОРЕС, ПГОРОП)
КЛИЕНТ (КИПЯ, КНОМЕР, KAŰPEC, КГОРОО)
ПОСТАВКА (ЧНОМЕР, ПНОМЕР, КНОМЕР, КОЛИЧЕСТВО)
ОБЯЗАННОСТЬ (ЧНОМЕР,ПНОМЕР).
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Пусть ч3 -  запрос
q3 : RETRIEVE (ОБЯЗАННОСТЬ. ПИОНЕР)
UHERE (ЧАСТЬ.11ЕНА= '200' )
AND (ОБЯЗАННОСТЬ. ЧНОМЕР= ЧАСТЬ. ЧНОМЕР)
AND (ОБЯЗАННОСТЬ.ПИОНЕР= ПОСТА01ИК.ПНОМЕР)
AND (ПОСТАВЩИК.ПНОМЕР= ПОСТАВКА.ПНОМЕР)
AND (ПОСТАВКА.КНОМЕР= КЛИЕНТ. КНОИЕР).
Если строки таблицы доступа упорядочены в соответствии со 
списком (ПОСТАВЩИК, ПОСТАВКА, ЧАСТЬ, КЛИЕНТ, ОБЯЗАННОСТЬ), то 
тогиа графическое представление запроса ч3 выглядит следуншим
образом:
ПОСТАВЩИК
ПОСТАВКА
ЧАСТЬ
КЛИЕНТ
ОБЯЗАННОСТЬ
УНОИЕЕ_____ИЕНА_____ПНОМЕР_____КНОМЕР
Это графическое преаставление может быть упоряаочено в столбце
для атрибута ПНОМЕР слеауншим образом:
TjLr : ННВДЕЕ.____ HEHR____ ПНОМЕР_____ КНОМЕР
ПОСТАВЩИК .
ПОСТАВКА п____________ «
ЧАСТЬ »___________ ,
КЛИЕНТ
ОБЯЗАННОСТЬ J_________________ 1
□
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Видно, что семантика отношения '=  " (точнее» его
транзитивность) позволяет нам менять синтаксис панного запроса 
ч, не меняя "смысл" ч. Мы воспользуемся этим Фактом в гл. 5» в 
которой на упорядоченном графическом представлении пути доступа 
показан алгоритм проверки эквивалентности запросов к 
реляционной вазе данных.
Дальше, если ч =  (V Tcon 'Tr r ' 0 )  ' мы будем исспользовать
упорядоченное графическое представление пути доступа ч.
В конце параграфа отметим* что разные графические 
представления запросов уже вводились в других целях -  например 
в алгоритме декомпозиции запросов пользователя на языке QUEL 
[UoY76]; кроме того» так называемые древовидные запросы ( t ree 
queries) [GoS82a] тоже имеют графическое представление.
3 .3  Графическое представление и таблицы конъюнктивных запросов
Рассмотрим следующий алгоритм:
АЛГОРИТМ 3 .1 .  Построение таблицы по данному графическому 
представлению конъюнктивного запроса.
ВХОЛ: Графическое представление конъюнктивного запроса ч на 
языке QUEL с одним RANGE-оператором для каждой реляционной 
схемы -  ч= (TL ' Tc on 'Tr r ' z) *
ВЫХОИ: Таблица, соответствуншая входному графическому
представлению запроса.
МЕТОЛ: Пусть входное графическое представление расположено в 
соответствунтеи таблице доступа в строках R1 ,R2» . . . * R ffl.
Выходная таблица будет содержать ш строк с маркерами 
соответственно R1 * R2 * - • • »Rm и столбцов со о тв е тств ую т
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атрибутах из U ,  но заполняться будут только столбцы U j ^ R j .
1. Строим резюме таблицы, используя множество
Т, =  Ш ц .Ац  , . . . , R Js.Ai s > -  записываем последовательно
свобоаные переменные a-j . . . *as в столбцах из R ^ ,  Aj2 из 
R l2 ». . . »Ajg из RI g«
2. Рассматриваем множество
Tcon=  { RJk*AJkecK 1 k==1’ 2 ' - - - ’ p } • 0ля каждого
условия Rjк * ^ j k  &  ck ’ k = 1 ' * * " p желаем:
а) если в  является * = * ,  вносим константу ck в столбец AJk, в 
строку с маркером RJ k î
б) если в  не является в столбец AJk в строку RJk
таблицы вносим новую связанную переменную Ь и к ограничениям 
таблицы лобавляем Ьвск ;
3. Оля каждой строки Rk элемента Тг г  графического
представления, k = 1 оформляем строку в таблице следуюаим 
образом: пусть схема Rk = {Ак1 ,Ак 2 , . . . , А к ^  : тогда для 1 á i s : t
делаем:
а) если Rk ' Ak i íTL~Tcon'  ставим в строку Rk таблицы 
соответствуюжую свободную переменную а столбца Ак1 резюме;
б) если Rk * Ak i f Tr on_TL '  8 таблииу не вносится символ -  там
уже поставлена соответствуишая константа или некоторая 
связанная переменная Ь;
в) если Rk - Ak i (Tl n T con'  Т0Г£Ш Rk ’ Ak i ‘ÖCk* Если е  является 
" =  \  в резюме таблицы ставим константу ск ,записывая ее в
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столбеи AKI виесто уже внесенной свободной переменной а;
г) если Rk ' AKi íTLn Tcon# Torfla Rk*Ak l ecK* Если e  не яэляется 
вместо записанной уже в таблице связанной переменной Ь 
записываем соответствуюжую константу ск в строку Rk » в столбец
Ak i ; стираем со списка ограничении таблицы ограничение Ьеск и 
добавляем новое ограничение авск » гае a -  свобоаная переменная 
столбца Ak j резюме таблицы;
а) если Rk .Ak i  не участвует в TL и Тсоп» вносим в строку Rk
таблицы» в столбец Ak i новую связанную переменную Ь.
4. Заполнив символами все строки Rk таблицы» 1£к£ш»
рассмотрим ребра гра$а Трг графического представления»
связываюжие вершины различных строк (но в оаном и том же 
столбце). Пусть такое ребро связывает например вершину Rk.Aki с
вершиной R j .A k l . Если в г было условие Rk .Ak jöRj .Ak i  и &  не
является ' = ' »  то к ограничениям таблицы аобавляем s.j6s2 , гае s-j
и s2 -  соответственно символы, поставленные ао этого момента в
строку Rk » столбец Ak i и в строку Rj , столбец Ak i таблицы. Если
Rk .Aki=Rj  .Ak i ( т . е . ,  в z запроса q подобного ограничения не
существует), тогда символы s-j и s2 будут отождествляться по
следуюким правилам:
а) если -a-j »s2“ a2 -  таблица Т= 0 ;
б) если s ^ a ,  s2-b -  вносим вместо s2 переменную а;
в) если s .j-a , s2-c  -  вносим вместо s1 константу с;
г) если s-j-Ь ,  s2-a  -  вносим вместо s1 переменную а ;
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а) если s1-bp»S2“ bq -  вносим вместо s1 и s2 связанную
переменную Ьг , гае r = m l n ( p , q ) ;
е) если s ^ b , S2“C - вносим вместо 51 константу с ;
ж) если s1 -с , s2-a - вносим вместо s2 константу с :
3) если S-j-C, s2-b - вносим вместо s2 константу с ;
и) если 5Г С1»s2- c 2 - таблица Т= 0 • □
ПРИПЕР 3 .6 .  Пля запроса из примера 3.4 строим таблицу:
имя___должность___зарплата___ ртлел иня- цтдела
а1 начальник ь1 Ь2 (СЛУЖИТЕЛЬ)
Ь2 ИГРУШКИ (ОТПЕЛ)
Заесь 'начальник' и ' игрушки' являются константами
соответствуншего аомена. □
С помошыо алгоритма 3.1 строим таблицу, которая облапает 
слеоуюшими свойствами:
1. Столбцы таблицы соответствуют атрибутам универсума U  в 
Фиксированном порянке.
2. Символы таблицы -  свобооные переменные, связанные 
переменные, константы и пробелы.
3. В резюме можно вносить только своьоаные переменные, 
константы и пробелы.
4. Если некоторая свобоаная переменная появляется в оанном 
столбце резюме, она может появиться в аругих строках таблицы 
только в этом столбце.
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5 . Строки таблицы помечены именами реляционных схем базы 
ланных.
6 . В каждой строке заполнены символами только столбцы» 
соответствунние атрибутам реляционной схемы» имя которой 
является маркером строки .
7. К таблице можно побавить список неравенств» в котором 
участвуют символы таблицы.
В силу опрепелений в [ASU79] и в [ASU79a]» ясно» что 
построенная с поможью алгоритма 3.1 структура является таблицей 
некоторого запроса.
Алгоритм 3 .1  показывает следуншую лемму:
ЛЕИНА 3.1.  Пусть  q -  конъюнктивный запрос на языке QUEL» 
который сопержит наибольие по ооному RANGE-оператору пля каждой 
реляционной схемы базы данных. Тогда для q можно построить 
таблицу Т так» чтобы каждая реляционная схема» появляншаяся в 
записи q на QUEL» является маркером ровно одной строки таблицы 
Т. □
ПРИИЕР 3.7.  Покажем» что класс конъынктивных запросов на 
QUEL» у которых наибольше по одному RANGE-оператору для каждой 
реляционной схемы» не является подмножеством класса запросов с 
простыми таблицами.
Пусть дана схема (3.3)
и запрос к этой схеме
95
RETRIEVE (R1 .E)
UHERE (R4 .D=C1) AND (R3.C = c2)
AND (R1 .A=R2 .A) AND (R2 .B=R3 .B) AND (R3 .A =R 4 .A) .
Оля этого запроса составляем соответственно графическое 
преаставление пути поступа
А В С  Р Е...F
АЕ
ABF
I— ---------------•
АВС
AD г~--------------•
и таблицу Т: А___В___С___Ü___Е___Е
а
Ь1 а (АЕ)
Ь1 Ь2 Ь3 (ABF)
Ь4
см
исм
X
I (АВС)
Ь4 С1 (AD)
Как вилно из элементов таблицы в столбце А* рассматриваемая 
таблица не является простои. □
ПРИПЕР 3 .8 . Покажем, что класс запросов с простыми таблицами 
не соаержится в классе конъюнктивных запросов на QUEL, у 
к о т о р ы х  наибольше по одному RANGE-оператору для каждой 
реляционной схемы.
Рассмотрим простую таблицу
â В
а 1 -
а 1 Ь1 (R)
Ь3
см
JQ (R)
Ь1 "  Ь2
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Этой таблице соответствует конъюнктивный запрос 
{ a1 I R(a<j»b.|) ф R ( b g ^ )  ф ( b ^ ^ ) } •
Как видно, аля записи этого запроса на QUEL необходимы пва 
RANGE-оператора для реляционной схемы R. □
Пример 3 .5  показывает» что графическое представление 
запросов на QUEL может быть расширено для конъюнктивных 
запросов с больше чем одного RANGE-оператора для некоторой 
реляционной схемы. Чтобы осужествить это расширение» достаточно 
внести в таблицу доступа дополнительные строки для этой 
реляционной схемы столько раз» сколько RANGE-оператоРов для нее 
заданы в запросе. Легко видеть» что по такому 'расширенному' 
графическому представлению можно построить таблицу с поможью 
алгоритма 3 .1 . В такой таблице будут участвувать столько строк 
для данной реляционной схемы» сколько RANGE-операторов заданы 
для нее в запросе.
В главе 4 предложен алгоритм оптимизации в полиномиальном 
времени только тех таблиц» в который для каждой реляционной 
схемы участвует наибольше одна строка. Так как наша цель -  
исследовать проблему оптимизации» здесь мы не будем касаться 
вышеупомянутого расширения определения 3 .5  и алгоритма 3 .1 .
3 .4 . Виды конъюнктивных запросов на QUEL
С поможью алгоритма 3.1 можно построить класс таблиц. В этой 
части рассмотрим класс запросов, для которых можно построить 
таблицы с поможью алгоритма 3 .1 .
Как видно из синтаксиса языка QUEL [SUKH76], запросы QUEL 
представляют собой выражения вида:
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RANGE OF a1 IS R1
(3.4)
RANGE OF an IS  Rn
RETRIEVE (A) UHERE (F)
В [Улл80] показано» что множество кортежей, которое 
представляет совой ответ на этот запрос, задается с помонью 
выражения:
(бр(R.j X R2 х . . .  X )) (3.5)
Легко видеть, что запрос (3.4) -  соответственно (3.5)
является конъюнктивным тогпа и только тогпа, когда F -  Формула 
[Cod71] ,  в которой участвуют только конъюнкции.
Конъюнктивные запросы на языке QUEL, содержание ровно по 
одному RANGE-оператору лля каждой реляционной схемы, являются 
запросами вида (3 .4 ), в которых Rj* R j при i * J  для i s l s n ,
l £ J £ n .  Будет показано, что эти запросы можно отнести к 
нескольким разным типам.
Рассмотрим снова часть схемы на ф и г . 3 :
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Видно, что конъюнктивные запросы на QUEL, содержание по 
одному RANGE-оператору для каждой реляционной схемы» отнесены к 
трем разным видам запросов:
а) конъюнктивные запросы, для которых нельзя построить 
таблицы;
б) запросы, для которых можно построить таблицу, но не 
сунествует SPJ-выражения;
в) запросы, для которых сужествуют SPJ-выражения.
Остановимся отдельно на каждом из этих видов запросов.
3 .4 .1 . Конъюнктивные запросы, для которых нельзя построить 
таблицы
Это запросы вида (3 .4 ), для которых объектный список запроса 
содержит определенный атрибут больше чем один раз.
ПРИМЕР 3 .9 . Рассмотрим следуюжии конъюнктивный запрос для 
реляционных схем =  <А,В,С} и R2= ÍA»D,E> :
{ 3-j З2 I R<| (a^ , b <j, b2) &R2 (Э2 , b ^ , b^) & (a<| >32) ) (3.4)
По этому конъюнктивному запросу нельзя построить таблицу, 
потому что свободные переменные а1 и а2 надо поставить в одном
и том же столбце в резюме. □
Аля запросов этого вида нельзя построить таблицу (и нельзя 
исполнить пункт 1 алгоритма 3 .1 , потому что нельзя записать в 
одном столбце резюме таблицы разные свободные переменные). 
Следовательно, до сих пор не сужествуют средства и методы 
оптимизации запросов этого вида и на них можно отвечать с 
поможью выражения (3 .5 ) .
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3 .4 .2 . Запросы, пля которых можно построить таблицу, 
сужествует 5РЗ-выражения
но не
Как показано в [ASU791, таблица
А___ _____В
а1 -------- а2 (3.6)
а1
CNJ
-О
ь1
СМ(D
ь1 С
Г
ГО
не монет быть получена ни из опного БРЛ-выражения.
ПРИМЕР 3 .10 . Покажем конъюнктивный запрос на QUEL, к о т о р о м у  
соответствует таблица (3.6) :
RETRIEVE R1 .A,R2 .B (3.7)
WHERE (R2 .A=R 3 .A) AND (Rr B=R3 .B)
Так как некоторые опрепеления схемы базы аанных требуют 
чтобы отпельные реляционные схемы преаставляли собой разные 
множества атрибутов [Mal8 3 ], поставим требование R.j =  {A,B,C},
R2 =1A,B,DI и  R3= ( A ,B ,E ) .  Torna запросу (3.7) с помо1ью
алгоритма 3.1 буает сопоставлена таблица
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ft R С n ___ E
а. Яо1 2
a1 b2 b3 (R<|)
Ь1 а2 Ь4 (R2)
Ь1 b2 b5 (R3)
Покажем» что эту таблицу» так же как и таблицу (3.6)» нельзя 
получить с поможыо никакого SPJ-выражения по известному из 
[ASU791 алгоритму построения таблиц аля аанных SPŰ-выражении.
Попустим» что сужествует некоторое SPű-выражение, аля 
которого можно построить таблицу ( 3 . 7 ' ) .  Очевиано это выражение 
полжно сопержать аве операции соеаинения ( и ) . Рассмотрим какие 
строки из (3 .7 ' )  могут быть получены на первом шагу построения 
таблицы.
Строки (R^ и (R2) не могут быть получены из некоторого
выражения R1m r 2 -  потому что все их символы разные. Строки (R2)
и (R3) не могут быть получены на первом шагу построения, потому
что в таком случае строка (R1 ) аобавлена на втором шагу
построения и потом саелана селекция бд_а1 -  и тогпа все символы
в столбце В аолжни быть оаинаковыми. Аналогично виано, что 
строки (R-j ) и (R3) не могут быть получены на первом шагу
построения таблицы ( 3 . 7 ' ) .
Слеповательно, не сужествует SPJ-выражение, из которого 
можно получить таблицу (3 .7 ' )  с поможью алгоритма 3 .1 .  □
3 .4 .3 .Запросы, аля которых сужествуют SPJ-выражения
Покажем, что аля некоторых конъюнктивных запросов на QUEL
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випа (3 .4) существуют БРЛ-выражения, с помощью которых можно 
получить ответ запроса.
Пусть реляционные схемы R1 ,R2 » .. .» R n выражения (3.4) -
соединяемые (Joínable) относительно множеств атрибутов 
Xi»Хз». . . »Xn_ i» гое Х-| = R-j п R2, •••» Хр_^  = Rp_/jnR .^
Если Х| =  {Aj i  , Aj2* . . . »A i p } , через Ri - x i =  Ri + i  *x i будем 
обозначать все условия
Ri.An = Ri+i.Ai r  RI. А12 = RI+-| • А12 » •••» Rj "^ir = Rl+1 *Air 
Легко виоеть, что при помощи формул
Хд (бр (R.J х R2x . . .  X R^ ) ) (3.8)
*А (бр. (R1MR2 M...MRn)) (3.9)
получаются оони и те же кортежи оля всех состоянии универсума U  
тогоа и только тогаа, когоа
F = F ' * (R1 . X1-R2 .Х2) * (R2 -X2-R3-X2) a a  iR n - !-Xn -1 -Rn . XR_1)
Слеоовательно, оля некоторых конъюнктивных запросов на DUEL 
с по ооному RANGE-оператору оля данных реляционных схем 
существуют БРЛ-выражения, описывающие ответ на запрос.
ТЕОРЕМА 3 .1 .  Пусть ч -  конъюнктивный запрос на QUEL, который 
содержит наибольше по одному RANGE-оператору для данных 
реляционных схем. Пусть сужествует БРЛ-выражение, с поможью 
которого можно получить ответ на q. Пусть для этого 5РЛ- 
выражения строится таблица Т с поможью известного алгоритма из 
[A5U79]. Тогда при поможи алгоритма 3.1 строится таблица Т \  
идентичная таблице Т с точностью до переименования символов.
Доказательство проводится индуктивным образом по числу 
операции я , б и м , которые содержатся в выражении (3 .9 ) .
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Пусть выражение (3.9) не сопержит операции я, б и м -  т .е .  
выражение (3.9) сопержит только имя некоторой реляционной 
схемы. Torna випно, что алгоритм 3.1 строит пля выражения (3.9) 
таблицу, ипентичная (с точности по переименования символов) 
таблице построенной пля (3.9) с поиожью алгоритма 1 .1 .
Попустим, что пля выражения випа (3.9) с п операции я, в и и  
алгоритмы 1.1 и 3.1 строят ипентичные таблицы. Легко получить, 
что пля выражения випа (3.9) с п+1 операции я, е и м алгоритмы
1.1 и 3.1 строят ипентичные таблицы. Пля показательства этого 
•акта используются сформулированные выше условия 
эквивалентности выражения випа (3.8) и (3 .9 ) .  □
С поможью алгоритма 3.1 мы можем построить класс таблиц. Пля 
некоторых из них сужествуют SPJ-выражения. Как уже известно, 
SPű-выражения можно препставлять в випе формул (согласно 
опрепелению 1 . 1 ) ,  в которых имена реляционных схем участвуют 
как операнпы. Випно, что класс таблиц, которые можно построить 
по алгоритму 3 .1 ,  сопержит таблицы, которые можно построить по 
алгоритму из [ASU79] пля БРЛ-выражения, гпе кажпая реляционная 
схема участвует как операнп не более опного раза.
Пример 3 .6  показывает, что класс конъюнктивных запросов на 
QUEL с по опному RANGE-оператору пересекается с классом 
запросов, пля которых сужествует простая таблица; примеры 3.7 и 
3 .8  показывают, что ни опин из обоих классов не сопержит 
пругого в качестве собственного попмножества.
Слеповательно, схему из фиг.З можно уточнить, как это
показано на ф и г . 3 .1 .
Теорема 3.1 позволяет нам ввести слепуюжее опрепеление;
ОПРЕПЕЛЕНИЕ 3 .6 .  Пусть пан конъюнктивный запрос ч на языке 
QUEL с опним RANGE-оператором пля кажпои реляционной схемы.
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Пусть объектный список этого запроса не сопержит ловторяшихся 
атрибутов. Пусть запросу q сопоставлено графическое 
препставление qG. Torna поп результатом (ответом) на запрос q
бупем поаразумевать отношение, заланно с поможью построенной по 
алгоритму 3.1 таблицы графического препставления яс . □
Опреиеление 3.6 -  коректно, потому что (как показывает 
теорема 3 . 1 ) ,  в случае совпадения выражении вина (3.8) и (3.9) 
алгоритмы 1.1 и 3.1 строят иаентичные с точностью по 
переименования символов таблицы.
105
Г Л R B R Ч Е Т В Е Р Т Й Я
□ПТИМИЗЙНИЯ КОНЪЮНКТИВНЫХ З Н П Р О С О В
HR QUEL
В этой главе рассматривается проблема оптимизации таблиц, 
построенных по алгоритму 3 .1 .
В параграфе 4.1 показано, что построенные по алгоритму 3.1 
таблицы являются минимальными таблицами при сильной 
эквивалентности.
В параграфе 4.2 введено препставление этих таблиц в вине 
гиперграФОв. Показано, что таблицы с ациклическими гиперграФами 
можно минимизировать в полиномиальном периоде времени с поможыо 
молиФикаиии алгоритма репукиии гиперграФОв.
В параграфе 4.3 показано, что таблицы с циклическими 
гиперграФами тоже можно минимизировать в полиномиальном периоое 
времени.
После ввепения препставления запросов в випе гиперграФОв 
становится возможным изучать разные вилы запросов -  В и В- 
ациклические запросы и циклические запросы. В параграфе 4.4 
рассмотрены вилы запросов, которые можно сформулировэть в 
разных реляционных схемах. Введено понятие D-аииклического 
гиперграФа схемы реляционной базы данных. Показано, что в 
случае D-аликлических схем, можно сформулировэть только D- 
аииклические запросы.
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4 .1 . Сильная эквивалентность и оптимизация конъюнктивных 
запросов
Как сказано в определении 1.11» минимальной таблицей пля 
данной таблицы Т называется таблица» содержажая минимальное 
число строк и эквивалентная таблице Т. Процесс нахождения 
минимальной таблицы аля лэнной таблицы Т называется
оптимизацией таблицы Т.
В [ASU79] и CUL182] показано, что таблицы Т1 и Т2 являются
сильно эквивалентнимы тогда и только тогда, когда су!ествуют 
содержаюие отображения (си. определения 1 . 10) Ь1 и h2 такие,
что h l :Tr T2 , h2 :T2^ T 1 и h1 ,h2 сохраняют маркеры всех строк .
Сразу можно доказать следуншую теорему:
ТЕОРЕМА 4 .1 .  Пусть Т -  таблица, построенная по алгоритму
3 .1 .  Тогда Т является минимальной таблицей при сильной 
эквивалентности.
ДОКАЗАТЕЛЬСТВО. Таблица Т содержит только одну строку для 
каждого данного маркера. Поэтому из Т нельзя Убрать некоторую 
строку с маркером (R j ) ,  потому что в полученной таблице уже не
будет участвовать строка с маркером ( R j ) .
Следовательно, Т является минимальной таблицей при сильной 
эквивалентности. □
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4 .2 .  Слабая эквивалентность и оптимизация конъюнктивных 
ациклических запросов
Как сказано в параграфе 1.5* таблицы Т1 и Т2 являются слабо
эквивалентными тогпа и только тогла* когда сувествуют 
содержавие отображения h^ :T^ - *Т2 и Ь2 : Т2“ *Т1 , причем и h2 не
должны учитывать маркеры разных строк таблиц (так как U  
является маркером всех строк) .
Нужно отметить* что пустые символы в панной таблице при 
слабой эквивалентности всегда являются разными связанными 
переменными* которые встречаются только олин раз в этой 
таблице. Поэтому, если нужно* мы будем заполнять эти пустые 
места связанными переменными d1 ,d2 * . . .  . В этом случае
связанные переменные d j , d 2 * . . .  поставляются в строке таблицы в
тех столбцах, которые не соответствуют атрибутам из реляционной 
схемы, с именем которой можно маркировать строку. Но как часто 
делается в [ASU791 и в Ш 11821, иногда мы не будем заполнять 
эти элементы таблиц (будем оставлять их пустыми) .
В этом параграфе (и в параграфах 4.3 и 4.4) будем
рассматривать запросы вида (1 .3 ) ,  для которых "в г везде 
является '  = С помовью алгоритма 3.1 этим запросам 
сопоставляются таблицы с пустыми списками ограничении.
Опишем алгоритм минимизации запросов при слабой 
эквивалентности, который напоминает алгоритм редукции 
гиперграФОВ. Введем понятие изолированного символа, подобно 
понятию изолированной вершиной гиперграФа (см. опреЛеление 
2 .4 ) .
108
ОПРЕДЕЛЕНИЕ 4 .1 .  Пусть Ь (d) -  связанная переменная, которая 
участвует только в опной строке панной таблицы Т. Torna Ь (d) 
бУпем называть изолированным символом пля таблицы Т. □
Пусть А =  ^  , а 2 , . . . )  -  множество всех свобопных переменных,
В =  ,Ь2, . . . )  -  множество всех связанных переменных,
С =  <с1»с2, . . . }  -  множество всех констант, D =  íd1 ,d2 , . . . >  -
множество всех связанных переменных, которые служат пля 
заполнения строк таблиц. (Отметим, что в силу опрепеления 4.1 
все элементы множества D  -  изолированные символы пля таблиц, в 
которых они появляются) . Рассмотрим слепующии алгоритм:
АЛГОРИТМ 4 .1 .  Репукиия строк панной таблице Т.
ВХОП: Таблица Т, построенная по алгоритму 3.1 пля
конъюнктивного запроса на QUEL с опним RANGE-оператором пля 
кажпои реляционной схемы. (Отметим, что в этих таблицах не 
вносятся связанные переменные d ,d ^ ,d 2 , . . .  и так палее. Их места
заполнены пустыми символами).
ОПЕРАЦИЯ 1 . Зачеркнуть все изолированные символы, которые 
появляются только опин раз в строках таблицы Т.
ОПЕРАЦИЯ 2 . Если какая-то строка г 1 таблицы Т целиком
сопержит пругую строку г 2 таблицы Т , зачеркнуть строку г 2
таблицы Т.
МЕТОП: Применять операции 1 и 2 в произвольном поряпке, 
сколько раз возможно.
ВЫХОД: Таблица Т ',  которая сопержит меньше стро к , чем
таблица Т. У таблицы Т' такое же резюме как у таблицы Т. □
Отметим, что пля алгоритма 4.1 изолированными символами
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могут быть только элементы множеств В  и D .  В силу этого 
вышеописанный алгоритм представляет собой модификацию алгоритма 
реаукиии гиперграФов -  гае все вершины можно зачеркнуть с 
помовыо операции 1 , если вершины встречаются только оаин раз в 
гиперграФе.
Как и алгоритм 2.1» алгоритм 4.1 всегаа заканчивает работу в 
полиномиальном периоде времени. Пальше» аналогично определению 
2.7  редукции гиперграФов» мы будем говорить о редукции таблиц.
Введем следуюжие обозначения: если таблица Г  получается от 
данной таблицы Т после однократного применения операции 1 
алгоритма 4.1» будем обозначать это через T—NT ' .  Если таблица
Г  получается от данной таблицы Т после однократного применения 
операции 2 алгоритма 4.1» будем обозначать это через Т - ^ Г .
Запись Т—,Т '  означает что таблица Г  получается от таблицы Т
путем многократного применения операции 1 и 2 алгоритма 4.1.
ЛЕММА 4 .1 .  Если Т -  таблица и Г  -  таблица такая, что T - J ' ,  
то тогда Т ~ в Т '.
ДОКАЗАТЕЛЬСТВО. Лля Т и Т' можно построить цепочку таблиц 
Т-Т^  »T2». • • »T|^ _<j »T^ -T
где каждая таблица T j,  2£ ís s k ,  получена из предшествукнеи
таблицы Т|_ 1 путем одного применения операцию 1 или операцию 2
алгоритма 4 .1 .  Рассмотрим два случая:
а) ТЬ1 — N Т |.  Тогда Tj_,j и Tj имеют одинаковое число строк
и различаются только по изолированным символам в разных 
строках. Следовательно, сужествуют содержащее отображение Ь1 из
символов Tj_,j в символы Т| и содержажее отображение Ь2 из
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символов TI в символы Т|_ 1 та к , что:
-  h1 и h2 сохраняют свобопные переменные и константы из Т1_1 
и ТА;
-  h-j и h2 сохраняют связанные переменные, которые не 
являются изолированными символами в и Т | ;
-  h.j отображает изолированные связанные переменные из В
таблицы Ti _1 соответственно в изолированные связанные
переменные из D  таблицы T j ,  a h2 отображает изолированные 
связанные переменные из D  таблицы T j соответственно в 
изолированние связанные переменные из В  таблицы Т ^ ;
-  h1 и h2 сохраняют связанные переменные из D ,  которые 
участвуют одновременно как в Т ^ ,  так и в T j.
Следовательно, ~ и T j .
б) Т|_1 — Е Т | .  Тогда Т| содержит на строку меньше, чем Т ^ .
Пусть строки т ы — Г ^ ,Г 2 , . . . , Г д , Г д +^ , а СТРОКИ Т|
Г j  pÏ**£P • • • рГ" (Здесь через г 5+1 обозначили ТУ строку таблицы
Т |_ ^ , символы которой целиком содержатся в некоторой строке с 
маркером г р) . Тогда можно построить следущие содержаюие 
отображения между символами таблицы Ti _1 и Т^:
-  h1 из символов таблицы Т|_1 в символы таблицы Т р
отображает строки г 1 , г 2 , . . . , г д в их самих, а строка r s+1
отображается в строку г р таблицы Т| ;
-h2 из символов таблицы Tj в символы таблицы Т ^ :  h2
Ill
отображает каждый символ (каждую строку) в себя.
Отображения и h2 показывают, что Т1_1 —ш Т
Следовательно, для цепочки таблиц Т-Т^,Т2:
получается* что Ti _1 ~ ш Tj пля 2 ^ i ^ K .  Torna T — ш T '.  □
ОПРЕДЕЛЕНИЕ 4 .2 .  Пусть Т -  таблица, над которой работает 
алгоритм 4 .1 .  Пусть на выходе алгоритма получается таблица Т '.  
Тогда таблицу Т' будем называть редуцированной таблицей для 
таблицы Т. □
Если Т -  таблица* будем обозначать ее редуцированную таблицу 
через GR (Т ) .
Покажем, что для данной таблицы Т, таблица GR(Т) не зависит 
от порядка применения операции 1 и операции 2 алгоритма 4.1.
Нахождение GR (Т) является примером системы замежения
(replacement system) [Ма183].
ОПРЕПЕЛЕНИЕ 4 .3 .  [Mai83] Системой замежения называется
упорядоченная пара Ш ,= > ) , где Q -  множество объектов, а -> -  
нереФлексивная, двоичная реляция над 0 . □
Будем называть -> трансформацией. 8 качестве примера системы 
замежения можно рассмотреть множество таблиц, построенных по 
алгоритму 3.1 и трансформации —N или — определенные
соответственно с поможью операции 1 и 2 алгоритма 4 .1 .
ОПРЕПЕЛЕНИЕ 4 .4 .  [Ma183] Через будем обозначать
рефлексивное, транзитивное замыкание реляции -> . □
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В качестве примера можно рассмотреть трансформации
которая означает многократное применение в произвольном порядке 
трансформации и — Е.
ОПРЕДЕЛЕНИЕ 4 .5 .  [На183] Аля ааннои системы замежения Ш ,->) 
объект píQ называется нрррпуцируемым, если из р- > * ч следует, 
что р -ч . □
Пусть через Чд, 4Q(Q обозначим некоторый нерепуцируемыи 
Объект множества Q.
ОПРЕДЕЛЕНИЕ 4 .6 .  [На183] Система замежения Ш ,->) является 
конечной ( f i n i t e ) ,  если пля кажпого объекта p *Q сужествует
константа с , зависяжая от р та к, что если р Чд пля 1 шагов,
тогда l s e .  □
В качестве примера конечной системы замежения можно 
рассмотреть множество таблиц, построенных по алгоритму 3 .1 , и 
некоторую из трансформации —N и —Е алгоритма 4 .1 .  Так как при
трансформациях - N и - * Е только зачеркиваются символы таблиц, то
от кажпои таблицы Т можно поити по нерепуцируемои таблицы 
GR (Т ) , при чем число шагов не больше чем число символов в Т.
ОПРЕДЕЛЕНИЕ 4 .7 .  [На183] Конечная система замежения Ш ,->) 
является конечной системой Черча-Россера ( f i n i t e  Church-Rosser
system ) ,  если пля кажпого объекта p * Q  имеем: если р  î >  ч 1 и 
Р !> ч2’ гае Ч1 и ч2 ” HepeQyllHpyef1we' то qi"q2* п
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В качестве примера нереауиируемого объекта можно рассмотреть 
пустуй запись, которая является нерепуиируемым объектом в 
множестве ациклических гиперграоов при применении операции 1 и 
2 алгоритма 2.1 .  Привеаенная в главе 2 теорема 2.1 показывает, 
что независимо от поряпкэ применения операции 1 и 2 в алгоритме 
2 .1 ,  ациклические гиперграФы всегоа реоуцируются ао пустой 
записи.
ТЕОРЕМА 4.2.  [Ma 1831 Система замещения Ш,->) является 
конечной системой Черча-Россера тогаа и только тогаа, когпа
1. (Q,->) -  конечная система замещения;
2. Оля кажаого объекта р<0, если р->ч1 и р->ч2, то
существует q<Q такое, что !>  ч и q2 ч . □
ЛЕММА 4 .2 .  GR(Т) не зависит от поряока применения операции 1 
и 2 алгоритма 4.1.
ПОКАЗАТЕЛЬСТВО. Пусть Q0 - множество всех таблиц, которые
могут быть построены по алгоритму 3 .1 . Пусть -> 0
трансформация или " Е * Покажем, что Ш д,“ >п) является
конечной системой Черча-Россера.
1. Покажем, что является конечной системой.
Трансформации - * N и — Е всегоа зачеркивают символы в оанных
таблицах. Слеоовательно, от оаннои таблицы Т всегоа можно ооити 
оо GR (Т) оля i шагов, l s e ,  при чем константа с -  число символов 
в оаннои таблице Т.
Иля конечной системы (Qg»->0) можно найти и константу cQ, 
независящую от оанного объекта T*Qg. Пусть R =  ÍR1 ,R2 , . . . , F y  -
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схема базы панных, пля которой рассматриваются запросы с 
таблицами Qg. Пусть U  состоит из п атрибутов. Torna пля Qg
су»ествует константа Cg=n.m (Зпесь Cg -  максимальное число
символов в таблицах из Q g ) .
2 .  Пусть T * Q g .  Попустим , что возможно Т->0Т1 и Т->0Т2 ,
*=Т2> Покажем, что тогпа сужествует Tq<Qq так,  что T1 * >Q Tg и
т * у
7  ->о 'О*
Исслепуем все случаи:
а) Пусть T— NT1 и Т— еТ2 . Пусть трансформация - Е применяется 
пля пэры строк г 1 и г 2 из Т и пусть символы г 2 целиком 
сопержатся в символах г 1 . Тогпа трансформация —N не может 
применяться нап символами из г 2 в Т (которые не изолированы, 
потому что участвуют и в строке г , , ) .  Слеповательно, и в таблице 
Т1 присутствуют строки r-j и г2 и можно применять трансформацию 
—Е нап ними.
Пусть Tg:T,j--ETg. Тогпа випно, что Т2—^Тд.
Слеповательно, пля Т, Т1 , Т2 и Тд исполнено:
б) T-*NT1 и Т—| Т^2 . Этот случаи невозможен, потому что с
помоаью операции 1 алгоритма 4.1 зачеркиваются опновременно все 
символы, которые являются изолированными пля Т (на панном 
уровне репукиии таблицы Т ) .
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в) Пусть Т—е и Т—Е"Т2 . Легко видеть, что трансформации 
—Е -  комутативные. Пусть Tg: T')- * e "t Oî 3fleCb с nonoilb,fl
трансформации — g* в Т1 погловаются те строки , которые
погловаются в процессе Т—g 'T2 . Torna ТП*
Следовательно, оля Т, Т1 , Т2 и Тд исполнено:
Следовательно, для каждой таблицы T<Qg сувествует точно опин
нереауцируемыи объект GR (Т) из Tg. Т трансформируется в GR (Т)
путем многократного применения в произвольном поряпке операции 
1 и 2 алгоритма 4 .1 .  □
СЛЕДСТВИЕ 4 .1 .  Из лем 4.1 и 4.2 следует, что Т —# GR(Т).
Оля дальнейшего рассмотрения проблемы оптимизации необходимо 
ввести представление запросов в випе гиперграФОВ.
Ввепем понятия повторяювегося символа.
ОПРЕДЕЛЕНИЕ 4 .8 .  [ASU79] П ш г п е я м ш с ^ т т а ш й  в данном
столбце таблицы Т называется связанная переменная, появлягаваяся 
больше чем в одной строке аанного столбца таблицы Т. □
Отметим, что полученные по алгоритму 3.1 таблицы содержат 
для каждой реляционной схемы не больше чем одну строку ,
□
маркированную именем этой схемы; следовательно, повторяющийся
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символами могуть выть только те связанные переменные» которые 
участвуют в столбцах таблицы» соответствуюних атрибутам» 
ВХОЛЯ1ИМ больше чем в олну реляционную схему.
Пусть А =  <a1 ,a2, . . J  -  множество свобоаных переменных,
С =  (с1 ,с2 * . . . >  -  множество констант, В =  <Ь1,Ь2 » . . . }
множество всех связанных переменных, которые могут быть 
повторявшимися символами в некоторой таблице, и D =  ,d 2 , — >
-  множество всех связанных переменных, которые служат пля 
заполнения строк таблиц и поэтому всегла являются 
изолированными символами. Пусть аля кажпого элемента множеств 
А , В , С  и D  указано, в иомене какого атрибута U  этот элемент 
можно менять: например, a1 ^dom (A3) , a2*dom(A5) ,  b ^ d o m íA ^  и
так палее.
ОПРЕДЕЛЕНИЕ 4.9.  Оля панной таблицы Т, построенной по 
алгоритму 3 .1 ,  опрепелим гиперграш Н Ш . с о о тв е тств ую т  
таблице Т.
Пусть А  ( Т ) , С  (Т) и В  (Т) соответственно свобопные 
переменные, константы и связанные переменные, которые могуть 
быть повторявшимися символами в таблице Т. Пусть H(T) =  ( V , E ) .  
Torna множество вершин V  запается слепуншим образом:
V  = А ( Т )  и В  (Т) и С (Т )  .
Кажпои строке таблицы Т сопоставляется ребро гиперграФа
Н(Т) :
Е  = { е I e = { s 1,s2 , . . . » S p ) , S | « A ( T ) u B ( T ) u C ( T )  пля 1* 1^ р 
и {s1 ,s2»__»Sp> является строкой из Т. } . □
ПРИМЕР 4 .1 .  Пусть U =  {A,B,C,D> и R =  {AB,BC,CD,AD>. 
Рассмотрим запрос
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RETRIEVE (AD.A)
UHERE (CD.D-'c')
AND (AB.B-BC.B) AND (BC.C-CD.C) AND (CD.D-AD.D) .
Этому запросу соответствует таблица
fi____ В____L____ D или
а
Ь1 ь2 (AB)
Ь2 Ь3 (ВС)
Ь3 с (CD)
а с (AD)
А В____Q__JQ (4.1)
а
Ь1 ь2 d1 d 2 (AB)
d 3 Ь2 b3 d 4 (BO
d5 d 6 b 3
C (CD)
а d 7 d 8 C (AD)
и гипергра®
В вышеуказанной таблице связанные переменные d.,-dg заполняют
в каждой строке столбцы универсума, которые не участвуют в 
соответствуюжеи реляционной схеме. □
Как известно, в [Маи 184] исслепованы таблицы, которые могут 
быть сопоставлены ациклическим гиперграФам. В этом 
сопоставлении кажлому ациклическому гиперграФУ соответствует 
таблица, в столбцах которой встречается только олин символ лля 
каждого столбца -  или одна свободная переменная, или одна 
связанная переменная, или одна константа. Такая таблица 
является всегда простой. В [liaU 184] показано, что для таких 
таблиц минимизацию можно осужествлять путем модифицированной
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редукции данной таблицы.
Наша цель однако -  исследовать проблему оптимизации
запросов, заданных при поможи декларативного языка QUEL. Таким 
образом мы ставим себе целью изучить процесс оптимизации данной 
таблицы, которая (как показывает пример 3.7) может и не быть 
простой таблицей и поэтому может не принадлежать множеству 
таблиц, соответствуюжих ациклическим гиперграФам.
Следовательно, сопоставляя гиперграФ данной таблице, мы ставим 
себе задачу, обратную той, которая поставлена в [MaU 1841. Нам 
предстоит доказать, что и таблицы исследованных нами запросов 
на QUEL можно минимизировать с поможью редукции по алгоритму 
4 .1 ,  несмотря на то, что в их столбцах можно располагать 
разные символы. Исследованные нами таблицы отличаются от таблиц 
ациклических гиперграФОВ в [Паи 184] и от простых таблиц в 
[ASU79]. На следуюжем примере покажем почему нельзя
использовать технику доказательств из tMaU 1841.
ПРИМЕР 4 .2 .  Следуя [MaU 184], гиперграФУ (4.2) надо
сопоставить таблицу
В<1- - - - - - - В 2- - - - - - - В 2_ _ _ _ C-j_ _ _ _ _ Ô
_____________________________ а
Ь1 Ь2 (4.3)
Ь2 Ь3
Ь3 с
с а
Известно, что гиперграФ (4.2) соответствует таблице (4.1) в 
силу определения 4 .9 ,  а в некотором смысле таблица (4.3) 
представляет собой 'развертку ' таблицы (4 .1 ) ,  так как столбцы 
для элементов а и Ь1 отделены друг от друга. По этой причине
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таелииы í4.1) и (4.3) имеют разное число столбцов, а мы не 
можем проверять эквивалентность таблиц с разным числом
столбцов. П
Поэтому в процессе исследования введение нами таблицы, 
полученные по алгоритму 3 .1 ,  и соответствующие им гиперграФЫ, 
нельзя применить использованных в ÍA5U79J и [Mall 1841 методов 
доказательств.
Легко видеть, что если данный запрос на QUEL является 
связанным (см. определение 1 .4 ) ,  то и гиперграФ, сопоставленный 
таблице этого запроса в силу определения 4.9 , тоже является 
связанным.
Ниже воспользуемся следующими обозначениями: пусть Т - 
таблица, построенная по алгоритму 3 .1 .  Через Н(Т) будем 
обозначать гиперграФ, сопоставленный таблице Т в силу 
определения 4 .9 .  Если г  - строка таблицы Т, через е(г)  будем 
обозначать ребро гиперграФа Н(Т), соответствующее строке г .
ОПРЕДЕЛЕНИЕ 4.10. Панную таблицу Т будем называть
аиикличЕСкои* если H(Т) является ациклическим гиперграФом.
□
ОПРЕДЕЛЕНИЕ 4.11. Панную таблицу Т будем называть
циклической* если Н(Т) является циклическим гиперграФом. □
ОПРЕДЕЛЕНИЕ 4.12. Пусть Т -  таблица со строками
г ^ , г 2 , . . . , г д . Циклической компонентой таблицы Т будем называть
множество строк <ГЦ , г 12' * * * ' Г 1К} такое ' что
Н ( <г1 Г г 1 2 ' “ * ' г 1к*) является циклическим гиперграФом. □
ОПРЕДЕЛЕНИЕ 4.13. Пусть Tg -нередуиируемая таблица и Н(Tg) -
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связанный гиперграо. Строку r<Tg будем называть крайней, если 
после упаления ребра е (г) из Н ( Т д ) ,  полученный гиперграФ
продолжает оставаться связанный. □
В качестве примера крайней строки можно рассмотреть таблицу 
(4.1) и ее гиперграФ (4 .2 ) .  В таблице (4.1) строка <Ь1,Ь2>
является крайней.
ОПРЕДЕЛЕНИЕ 4.14. Если некоторая свободная переменная а 
участвует только опин раз в строках панной таблицы Т, эту 
свободную переменную бупем называть изолированной свободной 
переменной для Т .  □
ОПРЕДЕЛЕНИЕ 4.15. Если некоторая константа с участвует 
только один раз в строках данной таблицы Т, эту константу будем 
называть изолированной константой для Т. □
В качестве примера рассмотрим таблицу (4 .1 ) .  В таблице (4.1) 
свободная переменная а является изолированной свободной 
переменной. Константа в таблице (4.1) не является
изолированной константой -  она встречается в двух строках 
таблицы (4 .1 ) .
ЛЕММА 4оЗ. Пусть Т -  таблица; пусть (s1 ,s 2 , . . . , s p) -  все
символы крэйных строк таблицы GR (Т) , которые появляются только 
один раз в таблице GR(Т ) . Тогда (s1 ,s 2 , . . . , s p) являются
изолированными свободными переменными или изолированными 
константами для таблицы GR (Т ) .
ДОКАЗАТЕЛЬСТВО. Попустим, что для некоторого символа sM изш
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{s1 ,s r . . . * s p> исполнено s ^ B  (GR (T) ) .  Torna sm является
изолированным символом лля GR (Т) и можно e ie  раз применить 
операцию 1 алгоритма 4 .1 .  Torna GR (Т) не является
нерелуцируемои таблицей» что противоречит определению GR(Т ) . 
Следовательно» если кранные строки GR (Т) содержат однократно 
встречаю»иеся в таблице GR(Т) символы» эти символы являются
изолированными свовопными переменными или изолированными
константами лля таблицы GR (Т ) . □
Покажем» что лля циклических таблиц все строки могут быть 
кранными.
ПРИМЕР 4.3 .  Рассмотрим нерелуцируемую таблицу
а _ __ __ __ __ _
a b
b с 
а с
Этой таблице можно сопоставить гиперграФ
гиперграФа» полученный гиперграФ продолжает быть связанным.
□
ЛЕММА 4.4 .  Если Т -  ациклическая таблица» то GR(Т) -  тоже 
ациклическая таблица.
ДОКАЗАТЕЛЬСТВО. Как показано в лемме 2.2» в процессе 
релукиии ациклического гиперграФа нельзя получить на некотором 
уровне редукции запись» соответствующую циклическому гиперграФУ
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(иначе вхоанои ациклический гиперграФ нельзя репуцировать по
пустой записи).
Операция 1 алгоритма 4.1 слабее» чем операция 1 алгоритма
2.1 -  потому» что в алгоритме 4.1 нельзя зачеркнуть все
символы» которые появляются только опин раз в строках вхопнои 
таблицы. Поэтому если Т -  ациклическая таблица» то на всех 
уровнях репукиии с помо1ью алгоритма 4.1 в силу леммы 2 .2
получается также ациклическая таблица.
Слеповательно» GR(Т) является ациклической таблицей. □
Зпесь нужно отметить» что GR (Т) может сопержать циклическую 
компоненту (см. опрепеления 2 .1 1 ) .  Лемма 4.4 показывает, что
если GR(Т) сопержит циклическую компоненту, то тогпа GR(Т) 
сопержит и ее погложаюжие строки (см. опрепеления 2 . 6 ) .
ЛЕММА 4 .5 .  Пусть Т -  таблица и Н(Т) -  связанный гиперграФ. 
Тогпа на всех уровнях репукиии таблицы Т с поможью алгоритма
4.1 получается таблица, которой можно сопоставить связанный 
гиперграФ.
ПОКАЗАТЕЛЬСТВО. См. показательство леммы 2 .1 .  □
ЛЕММА 4 .6 .  Пусть Т -  ациклическая таблица и Н(Т) -  связанный 
гиперграФ. Тогпа GR(Т) сопержит только такие крайние строки, в 
которых участвуют изолированные свобопные переменные или
изолированные константы.
ПОКАЗАТЕЛЬСТВО. Из леммы 4.4  слепует, что GR(Т) является 
ациклической таблицей. Из леммы 4.5 слепует, что таблице GR(Т) 
сопоставляется связанный гиперграФ Н(GR(Т)) .
Рассмотрим пва случая:
a) GR (Т) не сопержит циклическую компоненту -  пругими 
словами, гиперграФ Н (GR(Т)) является В-аииклическии.
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Покажем» что в крэйных строках таблицы GR(Т) участвуют 
однократно встречающиеся для GR(Т) символы,
Попустим» что существует г  -  крайняя строка пля GR(Т) такая» 
что г  не солержит опнократно встречающихся аля GR(Т) символы. 
Torna е ( г ) -con (е (г) ) ,  т .е .  рееро е(г)  состоит только из 
связанных вершин. Ребро е(г)  не сопержится целиком в пругом 
ребре гиперграФа Н (GR (Т)) (потому что нап гилйргрэфом Н (GR(Т)) 
нельзя применить операцию 2 алгоритма 2 , 1) .  Слеповательно» в 
е(г )  существуют пве вершины п1 и п2 такие» что n ^ e - j n e ( r )  и
П2 ^ 2 п е ( г )»  гое е1 и е2 -  ребра гиперграФа Н(GR(Т)) .  Torna
очевипно ребра е1 и е2 связаны с помощью ребра е ( г ) . Но как
сказано выше» г  является краинои строкой и после ее упаления 
полученный из Н(GR(Т)) гиперграФ Н' прополжает быть связанным. 
(Н ' сопержит все ребра из Н (GR (Т) кроме ребра е (г) ) .  Torna 
ребра е1 и е2 связаны в Н' с помощью некоторой цепочки ребер
e^-e-j »e2 »...»e|^_-j »e^ “ б2*
m e  e j ' ^ e ( r )  и е ^ е Н '  пля i s i á k - 1 .
Torna очевипно ребра 
1е1 ,е2 » . . . » e k_1 ,е2 »е»е.|}
образуют циклическую компоненту в Н (GR (Т)) -  как слепует из 
теоремы 2.4» что является противоречием.
Слеповательно, кажпая крайняя строка г  в GR (Т) полжна 
сопержать некоторые опнократно встречающиеся пля GR (Т) символы. 
Как показывает лемма 4 .3 ,  эти символы могут быть только 
изолированными свободными переменными или изолированными 
константами таблицы GR(Т ) .
б) GR (Т) содержит циклическую компоненту -  другими словами,
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гипергра<р Н(GR (T)) является А-аииклическим. Знаем, что GR(Т) 
содержит и погложаюжие строки, соответствуюжие этой циклической 
компоненте. Пусть г -  крайняя строка из циклической компоненты. 
Попустим, что соответствушжее рееро е (г) гиперграФа Н (GR(Т) ) 
состоит только из связанных вершин, т .е .  е ( г ) - c o n (е ( г ) ) .  Torna 
строка r*GR(T) целиком содержится в некоторой из погложаюаих 
строк циклической компоненты в GR (Т) и может выть зачеркнута из 
GR (Т) с поможью применения операции 2 алгоритма 4.1 .
Следовательно, GR(Т) не является нередуцируемои таблицей -  что 
противоречит условий леммы.
Следовательно, каждая крайняя строка из циклической 
компоненты должна содержать однократно встречаюжиеся для GR (Т) 
символы. Лемма 4.3 показывает, что они могут выть
изолированными свободными переменными или изолированными 
константами для GR(Т). □
TE0PEÎ1R 4 .3 .  Пусть  Т -  ациклическая таблица. Тогда GR(Т) -  
тавлииа с минимальным числом с т р о к , славо эквивалентная таблице 
Т.
ДОКАЗАТЕЛЬСТВО. Рассмотрим два случая:
а) Пус ть  Н (Т) -  связанный гипергра®. Тогда из леммы 4 .5  
следует, что Н (GR (Т )) -  тоже связанный гипергра®.
Попустим, что можно уврать еже некоторые с т р о к и  г 1 , г 2 . . . . » г р
из таблицы GR(Т) так, что таблица GR(Т) превратится в слабо 
эквивалентной ей таблице Tffl. (Конечно, это удаление с т р о к  не
будеть осужествляться путем применения операции 1 и 2 алгоритма 
4 .1 ,  а с поможьи некоторого содержажего отображения).
П у с т ь  можно Убрать из GR (Т) с т р о к у  г ,  которая является 
крайней с т р о к о й  для GR(Т ) . Тогда лемма 4 .6  показывает, что г  
содержит изолированнуи свободную переменную или изолированную
125
константу. Если г  содержит изолированную свобопную переменную 
а, то тогаа Тш уже не является таблицей -  потому что резюме Тш
сопержит свобоаную переменную а, которая не участвует в строках 
таблицы Tffl. Следовательно, из GR (Т) нельзя Убрать крэйную
строку с изолированной свободной переменной. Если г  содержит 
изолированную константу с , то тогда таблица Тт не является
слабо эквивалентной таблице GR (Т) -  таблица Т_ содержит меньшеШ
констант, чем GR(Т ) .
Попуская, что можно Убрать кранные строки из GR(T), получили 
противоречие. Следовательно, нельзя Убрать краиные строки из 
GR (Т) .
Попустим, что можно Убрать строку г  из GR(Т) и г  не является 
крайней. Тогда полученная таблица Т_ содержит все изолированныеШ
свободные переменные и константы из GR (Т ) , но ей соответствует 
некоторый несвязанный запрос с несвязанным гиперграюом (так как 
строка г - н е  крайняя). Получили противоречие, потому что 
связанный запрос не может быть слабо эквивалентным несвязанному 
запросу.
Следовательно, если данной таблице Т сопоставляется 
связанный гиперграФ, то тогда GR (Т) -  таблица с минимальным 
числом строк , слабо эквивалентная данной таблице Т.
б) Пусть Н(Т) -  несвязанный гиперграФ.
Тогда Н(Т) =H 1 UH2 U . . .  UHg, где Hj -  связанные гиперграФЫ
ДЛЯ 1 S Í 2 Í S .
Пля каждого гиперграФа H j, i s i s s ,  можно применить пункт а ) .  
Тогда видно, что из каждого гиперграюа H j, I s í l s s s ,  нельзя
Убрать ребра.
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Следовательно, из GR (Т) нельзя Убрать строки и GR (Т) 
является таблицей с минимальным числом строк* слабо 
эквивалентной панной таблице Т. □
Теорема 4 .3  позволяет предложить следуюжии алгоритм
оптимизации таблиц в полиномиальном периопе времени:
АЛГОРИТМ 4 .2 .  Оптимизация панной ациклической таблицы Т 
относительно слабой эквивалентности.
BX0Q: Таблица Т, построенная по алгоритму 3 .1 .
МЕТОЛ:
1. Применять операции 1 и операции 2 алгоритма 4.1 в 
произвольном поряпке» сколько раз возможно.
2. Если уже невозможно больше применять шаг 1, сохранить 
полученную таблицу GR(Т) -  она выступает канпипатом минимальной 
таблицы, слабо эквивалентной вхопной таблице Т.
3. МопиФииировать операцию 1 алгоритма 4.1 -  можно
зачеркнуть все випы опнократно в стр е ч а ю тся  символов в таблице 
Т, а не только связанные переменные. Применять алгоритм 4.1 нап 
GR (Т ) , причем вместо операции 1 использовать ее мопиФикаиию.
ВЫХОД: Пустая запись -  когпа Т является ациклической 
таблицей. (Тогда GR(Т) -  ее минимальная таблица). Непустая 
запись -  когда Т является циклической таблицей. □
Видно, что алгоритм 4 .2  всегда закончивает работу в 
полиномиальном периоде времени (как и алгоритмы 2.1 и 4 .1 ) .
Пля алгоритма 4.2 мы ввели модификацию операции 1 алгоритма 
4 .1 ,  которую ниже будем называть операцией Г  и обозначать 
через - N<.
Лемма 4 .2  показала, что множество построенных по алгоритму
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3.1 таблиц и трансформации —^ и —Е образуют конечную систему
Черча-Россера. Аналогичным образом видно, что множество 
построенных по алгоритму 3.1 таблиц и трансформации — и —^
также являются конечной системой Черча-Россера.
Можно поставить вопрос: всегпа ли на выхопе алгоритма 4.2 
получается пустая запись лля ациклических таблиц? Пругими 
словами, имеем ли право в процессе обработки ациклических 
таблиц зачеркивать сначала только связанные переменные, а затем 
все остальные символы, которые встречаются только один раз в 
таблице? Ответ утвердительный, так как (~*n »-*[:) и
образуют конечные системы Черча-Россера вместе с множеством
построенных по алгоритму 3.1 таблиц. Пусть через * > 0 - обозначим
многократное применение в произвольном порядке операции Г  и 2 . 
Тогда из вышесказанного становится ясным, что мы можем 
редуцировать ациклическую таблицу Т до пустой записи следуя 
любому из обоих путей следуншеи диаграммы:
Отметим, что в процессе редукции T*>QGR(T) всегда получаются 
таблицы, которые являются слабо эквивалентными таблице Т. 
Конечно, в процессе редукции GR (Т) ! >0, 0 и Т * ,  0 , это 
неверно.
ПРИМЕР 4 .4 . Применяя алгоритм 4 .2  над таблицей (4.1) видно,
GR (Т)
Т
что минимальной слабо эквивалентной таблицей является
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È_____В_____ С_____ D
а__________________
а с1 □
Запрос (4.1) можно запать и как циклический:
А в с П
а
а ь1 (AB)
ь1 Ь2 (ВС)
Ь2 С1 (СО)
а С1 (AD)
В случае слабой эквивалентности запросы (4.1) и (4.4) - 
эквивалентны, так как между обеими таблицами существуют 
соответствующие содержащие отображения; но как видно, (4.4) 
нельзя редуцировать по алгоритму 4 .2 .
Запросы (4.1) и (4.4) показывают, что время минимизации 
эквивалентных запросов может зависеть от способа формулировки 
запроса.
Рассматривая минимизацию запросов в терминах графического 
представления в определении 3 .4 , замечаем, что минимальная 
таблица соответствует 'минимальному" грэфу , содержащему все 
свободные переменные, константы и разные пути доступа между
ними.
Отметим, что алгоритм 4.1 всегда редуцирует только путь 
доступа данного запроса. Множества TL и Тсоп запроса
сохраняются в процессе оптимизации запроса.
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4 .3 . Слабая эквивалентность и оптимизация конъюнктивных 
циклических запросов
Лемма 4 .6  показывает, что если GR(Т) - ациклическая таблица 
и Н (GR (Т )) -  связанный гипергра®, то тогпа все кранные строки 
из GR (Т) солержат изолированные свобоаные переменные или 
изолированные константы.
Пример 4 .3  показывает, что если GR(Т) -  циклическая таблица, 
в ней могут участвовать краиные строки без изолированных
свобопных переменных и констант.
Как известно, циклические гиперграФЫ всегла содержат 
циклические компоненты (см. определения 2 .1 1 ) .
ЛЕММА 4 .7 .  Пусть GR(Т) -  циклическая таблица. Пусть г  -  
крайняя строка из GR(Т ) , которая не содержит изолированных
свободных переменных или изолированных констант. Тогда г
участвует в некоторой циклической компоненте для GR(Т ) .
ДОКАЗАТЕЛЬСТВО. Ребро е(г)  состоит только из связанных 
вершин и con (е ( г ) ) -е ( г ) . Ребро е (г) не содержится целиком в 
другом ребре гиперграФа Н (GR (Т)) , потому что гипергра® Н(GR(Т)) 
-  нередуцируемый. Следовательно, в е (г) сужествуют две вершины 
п1 и п2 такие,что n ^ e ^ n e í r )  и п2*е2 п е ( г ) ,  где е1 и е2 -  ребра
гиперграФа Н (GR (Т)) .  Тогда очевидно ребра е1 и е2 связаны с
поможью ребра е ( г ) .  Но как сказано выше, г  является крэйной 
строкой и после ее удаления полученный из Н (GR (Т)) гипергра« Н' 
продолжает быть связанным. (Н' содержит все ребра из Н(GR(Т)) 
кроме ребра е(г)  ) .  Тогда ребра е1 и е2 связаны в Н' с поможью
некоторой цепочки ребер e1- e '1, e '2 , . . . , e ' k_1, e ' k -e2 » где е ' |<Н '
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и e ' i ^ e ( r )  аля 1 ^ i ^ K .  Тогда очевипно ребра (е^ »e#2 » - - • ,е#к -  
1 »е2 »е,е1) образуют циклическую компоненту в Н (GR (Т)) .  □
ПРИМЕР 4 .4 .  Рассмотрим следующий гипеРГРЭФ пля некоторой 
нереауцируемои таблицы GR(Т) :
г2
Видно* что в таблице GR (Т) строки r ^ r g  и r ß являются 
краиными, а строка г 7 не является крайней (потому что удаление 
строки г 7 нарушает связанность гиперграФа). Строка r ß не 
участвует в циклической компоненте í r 1 , г 2, г 3 , г 4 , г 5 , г 0} и 
содержит изолированную свободную переменную а. Строка г 3 
содержит изолированную константу с . □
Как видно из леммы 2.2* если Т -  циклическая таблица, то 
GR(Т) тоже является циклической таблицей. Легко видет* что если 
GR (Т) -  циклическая таблица и H(GRCD) -  связанный гипеРГРЭФ, 
то тогда Н(GR(Т)) состоит из:
а) циклических компонентов. Эти циклические компоненты могут 
быть связанными между собой. Их кранные строки могут содержать
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изолированные свободные переменные или изолированные константы. 
(На примере 4.4 крайняя строка г 3 содержит изолированную
константу, а крайние строки * V r 2 ’ r 4 ' r 5 и г 6 из ииклический
компоненты не содержат изолированных свободных переменных и 
констант).
б) ациклических компонентов, связанных с циклическими 
компонентами (как г 7 и г 8 на примере 4 .4 ) .  Кранные строки
ациклических компонентов должни содержать изолированные 
свободные переменные или константы.
Лемма 4.6 показывает, что ациклические нередуцируемые 
таблицы состоят из:
а) строк, которые не являются кранными;
б) кранных строк, которые должны содержать изолированные 
свободные переменные или изолированные константы.
Лемма 4 .7  и пример 4.4 показывают, что циклические 
нередуцируемые таблицы состоят из:
а) строк, которые не являются кранными;
б) кранных строк, которые не участвуют в циклических
компонентов и должны содержать изолированные свободные
переменые или изолированные константы;
в) кранных строк, которые участвуют в циклических
компонентах и могут содержать изолированные свободные
переменные или изолированные константы.
В параграфе 4.2 показано, что из ациклической таблице GR(Т) 
нельзя Убрать строки из пункта а) -  иначе потеряем связанность 
запроса. Тоже показано, что из ациклической таблице GR(Т) 
нельзя Убрать строки из пункта б) -  иначе потеряем 'смысл' 
запроса. Увидим, что в случае циклических нередуцируемых таблиц 
возможно в процессе оптимизации Убирать и строки из пунктов а) 
и б ) . Сначала рассмотрим строки из пункта в ) .
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ЛЕММА 4 .8 .  Пусть GR (T) -  циклическая таблица. Пусть GR (Т) 
сопержить циклический компонент <Г| , г 2» . . . , г р} . Пусть
r j t  {г1 *Г2 * . . . * Г р }  и пусть Г| сопержит только свобоаные
переменные и константы. Пусть  Тя -  таблица» полученная из GR(Т)
после уоаления строки Г | .  Torna таблица Тя не может быть слабо
эквивалентной таблице GR (Т ) .
ООКАЗАТЕЛЬСТВО. Попустим, что сужествует таблица Тт такая,
что Тго не сопержит некоторую строку Г| из циклического
компонента í r ^ r - * г р> и Tm~ BGR(T). Torna межпу символами
GR (Т) и Ти сужествуют соответствуюжие сопержажие отображения
и Ь2 такие, что h-j :GR (T)-*Tm и h2 :Tm—GR (T) . Пусть ( г A) - г j  »
rne r j  ^Тю. Так как таблица Тя получена из таблицы GR (Т) с
поможью зачеркивания некоторой ее строки, ясно, что r j^GR(T).
Из h - j í r ^ - r j  слепует, что строка r j  сопержит все свобоаные
переменные и константы строки г г  Но как сказано в условии,
строка Г| сопержит только свобопные переменные и константы.
Слеповательно, символы строки Г| целиком сопержатся в символах
строки г j и слеповательно, можно применить операцию 2 алгоритма
4 .1 .  Слеповательно, GR(Т) не является нерепуиируемои таблицей -  
что противоречит условию леммы.
Слеповательно, из циклического компонента нерепуцируемых 
циклических таблиц нельзя Убирать строки, сопержажие только 
свобопные переменные и константы. □
Рассмотрим строки циклических компонентов, сопержажие
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связанные переменные.
Пусть г  -  строка некоторой таблицы: обозначим через АС (г) 
множество всех свовопных переменных и констант с тро ки  г .
ЛЕММА 4 .9 .  Пусть GR(Т) -  циклическая нерелуцируемая таблица» 
которая сопержит циклический компонент {г1 »r2 » . . . , r p} . Пусть в
циклической компоненте {r\j » r2 » . . . » r p} сУ1ествуют разные строки  
г \|» Г 2» . . . » Г | » Г | +1 и T j такие» что:
1 1  11) {bj »b2» ...» b g -j}  с г 1 п г 2 -  все связанные переменные строк 
и г 2 ;
? ? ?{b!| »b2 ». . .  »bg2} с г 2 п г з " все связанные переменные строк 
Г2 и Г3 ;
• • •
{b j» b 2 » . . . » b g | } с Г | Г ) Г | +1 -  все связанные переменные строк 
г { и г 1+1 ;
2) Ь ^ г к п г к+ 1» 1 ^ к ^ 1 ,  1 ^ m á s k и никакой п р уго й  строке 
r^ G R (T ) ;
3) АС (г1 ) и АС (г2) и . . .  и АС (г I ) и АС (г ^  +1 ) с  A C ( r j ) .
Torna строки  ^ » r2 » . . . » r | , r i+1 можно Убрать из таблице
GR ( Т ) . Полученная таблица Тт является слабо эквивалентной
таблице GR(Т) -  т .е .»  Tm~ wG R (T).
ДОКАЗАТЕЛЬСТВО. Все с тро ки  таблицы Тш сопержатся в таблице
GR ( Т ) . Поэтому сразу можно показать солержажее отображение 
hj : Tm— GR(T) -  солержажее отображение h1 сохраняет все символы.
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Построй« содержажее отображение h2 :GR(T)“*Tm- h2 сохраняет 
все свовоаные переменные и константы и отображает все строки
{Г-j ,Г 2 » . . . » г  1 , г  } в СТРОКУ T j . Пусть символы
{b] ,Ь2 » • • • >bg.j} г .j ri г 2 встречаются в строках г -j и г 2 в столбцах
соответствуюжих некоторым атрибутам тогда h2
отображает символов ( b j в символы, нахоаяжиеся в 
строке Tj в столбцах, соответствунших атрибутам
<а]  . Символы {b^,b2 , . . . , b g 2J отображаются в
символы, находяжиеся в строке Tj в столбцах атрибутов
А2* __' as2^  и так аалее- Символы {ь |,Ь 2 , . . . , ь | | }
отображаются в символы, нахоляжиеся в строке Tj в столбцах
, А2» ' fis i  ^ * Так как все вышеупомянутые связанные
переменные появляются только два раза в таблице GR (Т) и все они 
отображаются в соответствуюжие символы из строки Tj таблицы Ти,
видно, что h2 :GR(T)— Tffl.
Из h-j :Tm—GR (T) и h2 :GR (T) —"Tm следует, что Тд—0GR(T). □
Лемма 4.9 показывает, что некоторые нереАудируемые таблицы 
GR(Т) могут не являться минимальными таблицами. Из леммы 4.9 
видно, что сужествуют достаточные условия для дальнейшей 
оптимизации циклической таблицы GR (Т).
Следуюжая теорема дает нам необходимое и достаточное условие 
для дальнейшей оптимизации циклической таблицы GR(Т).
ТЕОРЕМА 4 .4 .  Пусть GR (Т) -  циклическая нередуцируеиая
таблица. Пусть в процессе ее оптимизации из таблицы GR(Т) можно
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Убрать некоторые строки r j , r 2 » . . . , r p по получения минимальной 
таелииы Тя . 61?(Т)~ЙТШ тогпа и только тогпа , когаа строки 
г -j ,г2» ... ,гр могут быть сгруппированны в непересекамнхся 
множествах строк U |,H 2 , . . . , H s такие, что пля кажпого множества 
строк Н |, l £ i * s  сумествует строка г | «Ти п GRСТ) и пля Hj и г
исполнено:
а) А С Ш ^ с А С О у ) ;
б) Все связанные переменные из Hj участвуют в пругих строках 
таблицы Тя только тогаа, когаа участвует в строке Г | '  .
ДОКАЗАТЕЛЬСТВО.
Достаточность. Пусть из таблице GR(Т) можно Убрать некоторые 
строки г^ ,г2, . . . , г р по получения некоторой таблице Тя и пусть
строки г ^ , г 2 ». . . , г р можно сгруппировать в непересекаювихся
множествах строк H1 ,H2, . . . , H S таких, что пля кажаого множества
строк Н |, 1 á i s ; s  существует строка '^Т я n GR (Т) и аля Н, и Г | '
исполнено:
а) АС (Hj) с  АС ( г ] ')  ;
б) Все связанные переменные из Hj учэствуят в пругих строках 
таблицы Тц, только тогпа, когпа участвуют в строке г ^ ' .  (Другими 
словами, если некоторые связанные переменные из не участвуют 
в строке Г | ' ,  тогпа они не участвуют и в пругих строках таблицы
V  •
Докажем, что G R (T )--J L .ш ш
Построим сопержавие отображения h1 :GR (T)—Тв и h2 :Tm—GR (T) . 
Сразу випно, что Тя<= GR (Т ) . Слеповательно, если h2 - сопержавее
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отображение» которое сохраняет все строки» тогаа h2 :Tm—GR (Т ) .
Знаеп» что GR(Т)-Ти -  { r . j , г 2 » . . . , г р} . Torna пусть h1 -
содержажее отображение» которое сохраняет строки из Т_.п
Рассмотрим как h1 должно отображать строки из ( г , , г 2 , . . . , г р} .
Как дано в условии, строки , г 2». . . , г р} могут быть
сгруппированны в непересекаюжихся связанных множествах 
И |»H2 » . . . ,H S. Аля каждого множества Н |, 1 ^ i ^ s  сужествует
соответствуюжая строка Г | ' из таблииы ТИ. Пусть ( Н | ) - Г | ' для
1 ^ l ^ s .  При этом h1 сохраняет значения всех свободных
переменных и констант из H j,  потому что АС (На) с А С ( г р . h1
отображает связанные переменные из НА в символы, поставленные в
строке Г | '  в соответствуижих столбцах. Здесь нужно рассмотреть
два случая:
-  Когда связанные переменные из НА участвует только в НА и 
не участвует в строке г А' и в других строках таблицы Тв -  тогда 
h.j не сохраняет эти связанные переменные, а отображает их в 
символы» поставленые в строке г А* в соответствувжих столбцах. 
Так как множества строк Ha »H2» . . . , H s не пересекается, 
вышеупомянутые связанные переменные встречаются только в НА. 
Видно, что отображение hA задано коректно;
-  Когда связанные переменные из Hj участвуют в строке г А ' .  
Тогда отображение сохраняет эти связанные переменные, 
которые могут участвовать и в других строк таблицы Ти . Так как 
hA сохраняет все строки из Tffl, видно, что и в этом случае
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отображение h1 задано коректно.
Следовательно, сужествуют содержажие отображения Kj : G R d ) - T m 
и h2 :TR-* G R d ) . Следовательно, GR (T) — вТи .
Нвпбходинпсть. Пусть из циклической нередуцируемои таблицы 
GR(Т) можно Убрать некоторые строки r j , r 2 , . . . , r p так, что
полученная таблица TR является минимальной славоэквивалентнои
таблицей для таблицы GR(Т ) , т .е .  GR(Т)—ИТИ-
Покажем, что строки г 1 , г 2 * __ * г р могут быть сгруппировэнны в
непересекаижихся множествах строк H1 ,H2 , . . . , H s таких, что для 
каждого множество строк Hj , I s s i s s  сужествует строка 
Г | ' (T^ nGRd)  и для Н| и Г | ' исполнено:
а) ACíH^cACír^Js
б) Все связанные переменные из Hj участвуют в разных строках 
таблицы Ти только тогда, когда участвуют в строке Г | ' .
Знаем, что G R (T )~MTM. Следовательно, сужествуют содержажиеs m
отображения h ^ G R d ) —Ти и h2 :TB-*G R d ) .  Рассмотрим содержажее 
отображение h y  Так как Trc g r (T), то h,j отображает строк
{Г1 , г 2»__ »гр} -GR(Т)-Ти в некоторые строки из Ти . Пусть это
будут строки Г | ' , г 2 ' , . . . , г 3 ' .  Обозначим через ^  эти строки из 
0^  , г 2 , . . . , г р} , которые с поможью h1 отображаются в г . , ' :  
обозначим через Н2 эти строки из , г 2 , . . . , г р} , которые с 
поможью h1 отображаются в г 2 ' ; . . . ;  обозначим через Н3 эти 
строки из , г 2 , . . . , г р} , которые с поможью h-j отображаются в
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r g ' .  Известно, что отображает кажду» строку из GR (Т) в точно
одну строку из Тя ; поэтому множества строк H1 ,H2 , . . . , H s не 
пересекается.
Отметим, что сооержажее отображение Ь1 сохраняет все строки
из GR(Т) п т и (иначе, если h-, отображает две строки из GR (T) п т т
в одну строку из Тя , то из таблииы ТИ можно Убрать e ie
некоторые строки и она не являлась бы минимальной таблицей для 
GR (Т) ) .  Следовательно, отображает все символы из GR(Т) п тт в
их самых.
Так как h1 отображает строки из множества H p s i  s  s в строку
у  из T.nGR(T),  видно, что АС (Н | ) с А С (Г | ')  для i s i s s .
Легко видеть, что множества у  l s i s s  не могут состоять
только из строк , в которых не участвует связанные переменные (а 
только свободные переменные и константы). Лемма 4 .8  показала, 
что из GR(Т) нельзя Убрать с тр о ку , содержа!Уе только свободные 
переменные и константы. Следовательно, в множествах у  i s i s s ,
должни участвовать некоторые связанные переменные.
Знаем, что для l s l s s ,  r j ' « T BnGR(Т) и поэтому у у ) - у .
Если некоторая связанная переменная Ь1 из множества Hj
встречается в строках таблицы Тш, тогда Ь1 должна встречаться и
в строке у  в соответствуишем столбце и тогда ^ ( Ь 1) -Ь1. Если
некоторая связанная переменная Ь2 из Hj не участвует в строке
у ,  то тогда h1 (b2) - s ,  где s -  символ, который стоит в строке
у  в этом столбце, в котором встречается в Hj связанная
переменная Ь2 . □
139
Теорема 4 .4  позволяет нам предложить алгоритм лля дальнейшей 
оптимизации циклических нередуцируемых таблиц. Алгоритм
начинает работу нал таблицей GR (Т) , которая является выходом 
алгоритма 4 .2 .  Знаем, что GR (Т) содержит циклическую
компоненту, которая может не участвовать в минимальной таблице
V
Алгоритм работает на основе теоремы 4.4 -  лля каждой строки 
ríGR(T) алгоритм проверяет возможно ли построить множество 
строк Hj такое, что для некоторого содержа»,его отображения h1
имеем: h.j ( Н | ) - г .  Нужно отметить, что отдельные множества
»Hs в теореме 4 .5  не пересекаются; поэтому, если
алгоритм найдет некоторое множество НА, после его удаления из
таблицы GR (Т) не надо проверять сначала все строки из таблицы 
GR (Т) , а можно продолжать поиск другого множества H j+1.
Введем следуишие обозначения: Строки из GRCT) будем
обозначать через г 1 , г 2 * . . . » г Г|. Через Н будем обозначать
множество строк, которые можно удалить из GR(Т ) . Если Н -  
множество строк, то через V(И) будем обозначать множество 
символов всех строк из И.
АЛГОРИТМ 4 .3 .  Оптимизация циклической нередуиируемои таблицы 
BXOfl : Циклическая нередуцируеная таблица GR (Т) , получена с 
поможыо алгоритма 4.2.
МЕТОП:
1. GR'(T):-GR(T): i : - 1 .
2. Если i> n , то Тш: -GR (Т ) . Коней работы.
3. Пля строки r ^ G R M T ) ,  проверяется участвует ли она e ie  в
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таблице GR (Т) (при удалении множества строк Н можно убрэть 
строку с номером больше* чем у текужея строки) . Если Г | уже
удалена* тогда 1:-1+1* переяти к пункту 2 .
4 . Аля строки r^ G R W  построить множество S* которое
содержит все строки из GR(T), имение обжие символы с Г | .  Пусть
S -(h1l * h ^ , . . . * h { ) .
5. Пусть J : - 1 î  S ' : -S .
6 . Если J>t*  1:-1+1* переяти к пункту 2.
7. Оля строки h j í S '  проверяется участвует ли она еже в 
множестве S (потому что при удалении множества строк Н можно 
Убрать строку с номером больше* чем у текужеи строки) . Если h] 
уже удалена, тогда J:-J+1 и переяти к пункту  6 .
8 . Пусть h : - h j ,  Н-0 ; V ' ( H ) : - 0 .
9. Пусть Н :-Н и  (Ы и V' (H) : -V '  (Н) и (V (h ) -V ( r i ) ) .
10. Если V' (Н) содержит свободные переменные или константы, 
строки Н не могут быть удалены из GR (Т ) . Тогда H : - H - ( h j ) ,  
J : -J+1 ,  переяти к  пункту 6 .
11. Оля символа v íV ' (H)  наити строку M G R O V U r j )  и Н ) , 
которая содержит v .
12. Если сужествует такая строка h, переяти к  пункту  9.
13. Если не сужествует такая строка h* V' (H) s-V' ( Н ) - м .
14. ЕСЛИ V ' ( H ) - 0 . тогда GR (T) :-GR (T) -H» J : -J+ 1 ,  S:-S-H и 
переяти к пункту  6 . Если V' ( Н ) * з ,  переяти к пункту 11.
ВЫХОД: Таблица Ти * которая является минимальной
слабозквивалентноя таблицей для входном таблицы GR (Т ) . □
С поможьш процедуры
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procedure in c lu d e (h ,г)
V'(H) V'(H) и (V(h) -  v ( D )
i f  <V' содержит свободные переменные или константы> 
then V' 0 , H 0 
e lse  H H и {hi
end i f  
re tu rn
алгоритм 4 .3  может быть препставлен следующим образом:
GR'(T) GR (T)
• h i le  GR'(T) Ф  0 do 
для r í  GR' ( T ) ,  S :■ 
fflhile SФ 0  do
- i r ' íG R '(T )  1 V(r)  n V ( r ' )  *  0 }
для h'«S» H 0 , V' (H) 0
inc lude  (h '»г)
i h i l e  V' (H) Ф 0 do 
для v iV '  (H)
i f  < Oh) « (GR(T) - i r i  -H) и v í V (h) > 
then inc lude  (h»r) 
e lse  V' (H) V' (H) -  ív} 
end i f  
endnh i le
S S - iH i ,  GR (T) GR (T) -H
end«h ile
GR' (T) GR' (T) - 
endah ile
- (r>
Видно» что алгоритм 4 .3  состоит из четырех циклов. Пусть п -  
число реляционных схем» а ш -  число атрибутов универсума. В
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о
перво« цикле рассматриваются не больше чем п М п -1)я  элементов.
Во втором цикле рассматриваются не больше чем ( (п-1 ) п) ни 
элементов, в третьем цикле -  не больше чем пш элементов. В 
четвертом цикле (записан в вине оператора i f . . . t h e n . . . e l s e  )
рассматриваются не больше чем (n-2)nm+nm элементов. В проиелуре 
inc lude  рассматриваются не больше чем пя элементов.
Обшую оценку сложности алгоритма 4 .3  можно записать 
следуюжим образом:
п ( (п-1 ) я ( (п-1 ) пя (пш (пя (п -2) +пя) (п-1 ) п) ) п) £  п1 V .
Слеповательно, алгоритм 4.3 заканчивает работу в 
полиномиальном периопе времени.
ПРИМЕР 4 .5 .  Рассмотрим несколько интересных циклических 
гиперграФов для нерепуиируемых таблиц. Паны и гиперграФЫ, 
соответствуюжие минимальным таблицам:
а) гиперграФ с олнои циклической компонентой, которая не 
присутствует в минимальной таблице:
б) гиперграФ с пвумя циклическими компонентами; опна из них 
может быть устранена из панной таблицы:
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4.4 .  Вины запросов к  разным реляционным схемам
В этом параграфе рассмотрим вопрос какие випы запросов можно 
запавать в разных реляционных схемах. Например, если пана fl-  
ациклическая схема реляционной базы ланных, возможно ли в ней 
сформулировэть циклический запрос и т . п .
Рассмотрим слепуюжий пример:
ПРИМЕР 4 .6 .  Пусть ааны реляционные схемы R-, =  {A,B,C,D}, 
R2 = {A ,B ,C ,E } ,  R3=m ,B ,C ,F }  и R4=  m ,B ,C ,G } .
ГиперграФ схемы R =  (R  ^ ^ 2^ 3 выгляпит слепуюжим образом:
R1 R3
Рассмотрим запрос в этой схеме
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RETRIEVE (Rr D) (4.6)
UHERE (R2 . E = ' c1 ') AND (R3 . F = ' c2 ')
AND (R1 .A=R 3 .A) AND (R2 -B=R3 .B) AND (R1.C=R2 .C).
Запрос (4.6) имеет таблицу
A____ В____С____ D____ Е____Е____ G (4.7)
----------- а 1------------------------
Ь1 Ь2 Ь3 а 1 (R.,)
О- -U с
г
сл Ь3 С1 (R2)
Ь1 ь5 bg С2 (R3)
Таблице (4 .7) сопоставляется гиперграФ
(4.8)
ГиперграФ (4.8) -  циклический, а схема R  -  А-ациклическая. 
Этот пример показывает, что в А-аииклических схемах можно 
Формулировать циклические запросы. □
ПРИМЕР 4 .7 .  В схеме (4.5) можно залать и А-аииклическии
запрос:
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&____В____С____ D____ Е____ Е____G
*1
сг Ь2 а1 Ь3 (^ )
Ь4 Ь5 а1 Ь7 (R2)
Ь1 Ь5 с
г
сл с
г
оо <R3>
СГ Ь5 а1 Ь9 «4>
Эта таблица показывает, что в fl-аииклических схемах можно 
залавать и fi-аииклические запросы. □
ОПРЕЛЕЛЕНИЕ 4.16. Пусть Н 
цепочку ребер и вершин
(е1 , х<|, в 2 , х 2» . . . » е и , ^ д'бщ+'j ^
гиперграФ, который содержит
такая, что
1) е  ^,е2 ». . .  ,е я -  разные ребра гиперграФа,-
2) х1 ,х 2 , . . . , х |В -  разные вершины гиперграФа;
3) го^З;
4) ея+1-е 1 •
5) х ^ е | П е | +1 лля
Тогла гиперграФ Н будем называть Р-иикличегкин. □
ОПРЕДЕЛЕНИЕ 4.17. Пусть Н -  гиперграФ, который не является D- 
ииклическим. Тогла Н будем называть Р-аиикличрским. □
TEOPEMfi 4 .4 .  Пусть R  -  схема реляционной базы данных, 
которой соответствует D-аииклическии гиперграФ. Тогла в R  
можно залавать только запросы из К 1  с D-аииклическими 
гиперграФами.
ЛОКЙЗЙТЕЛЬСТВО. Обозначим через Н гиперграФ, соответствующий
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схеме R .
Попустим» что в R  можно задать некоторый D-ииклнческия 
запрос q. Обозначим через Т таблицу запроса я» построеннуш по 
алгоритму 3 .1 .  Тогда в таблице Т сужествует множество строк 
S1 »S2 » ...» S B»Si+1 так, что
1) 1 * 3 ;
2)
3) строки S1 и 52 имеет обжып символ (переменная или 
константа) x-j ï  строки S2 и 53 имеет обжыи символ (переменная 
или константа) х2 ; . . . ;  строки Sr и 5|+1 имеет об«ыи символ 
(переменая или константа) xR.
4) Х |<S|n S |+-j, 1*»1£в .
Пусть строка si имеет маркер R.), строка S2 имеет маркер
R2 , . . . ,  строка 5. имеет маркер Rr . Здесь R j« R для 1 ^ U l .
Обжыи для 51 и символ х1 поставлен в таблице Т в столбце
некоторого атрибута » где А ^ г ^ ;  обжыи для 52 и S3 символ
х2 поставлен в таблице Т в столбце некоторого атрибута а2 , где
A2 <R2 nR3 ; . . . ;  обжыи для SR и SR+1 символ xR поставлен в таблице
Т в столбце некоторого атрибута AR, где V Ri nRi+ l*
Следовательно, можно построить цепочку реляционных схем и их 
атрибутов:
(R-j ,А<| ,R2»A2». . .  ,Rr,Ar,Rr+  ^)
такая, что:
1) е * 3 ;
2) Rr+1"R1 *
3) A|<Rl o R i+1 аяя 1 sí ü b .
(4.9)
147
Исследуя цепочку (4.9) и соответствуй^» цепочку вершин и 
ревер гиперграша Н» легко видеть» что Н является D-ииклическим 
гиперграФОМ. Это противоречить условии теоремы.
Следовательно» в схемах с D-аииклическими гиперграшами можно 
Формулировать только запросы с D-аииклическими гиперграФами.
□
В [Fa983] введены разные виды ациклических гиперграФов. 
Следуя определения в [Fa9ö3] » не трудно видить» что 
определенные нами D-аииклические гиперграФЫ можно изобразить 
следуияим образом:
А-аииклические
циклические
Можно поставить следуишии вопрос: Пусть и -  вид запрос из 
К 1  и V -  вид схема: возможно ли в схеме вида v сформулировэть 
запрос вида и?
Примеры 4.6» 4.7 и теорема 4.4 даит ответ на этот вопрос в
следуияих случаях
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вид
вид схемы 
яапрпп
циклическая А-аииклическая D-аииклическая
циклический
запрос
да нет
А-аииклическия
запрос
да нет
D-аииклический
запрос
да
Легко видеть. что для введеных в этой работе видов схем, эту 
таблицу можно заполнить следующим образом:
вид
вид" схемы 
запрос \
циклическая А-аииклическая D-аииклическая
циклический
запрос
да да нет
А-аииклическии
запрос
да да нет
D-аииклический
запрос
да да да
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УСЛОВИЯ ЭКВИВЯЛЕНТНОСТИ  
З Я П Р О С О В
Как было отпечено в ввеаении и в параграфе 1.5» провлепа 
проверки эквивалентности пвух заданных реляционных выражении 
является в обжем случае алгоритмически неразрешимой» или» для 
некоторых классов выражении» NP-полнои. В отаельных случаях 
существуют алгоритмы проверки эквивалентности и оптимизации в 
полиномиальном периопе времени. Обсудим Общее направление 
исследования проблемы эквивалентности и оптимизации реляционных 
выражении.
Первое основное замечание» которое может быть сделано -  это 
то» что ао сих пор при исследовании проблемы эквивалентности 
запросов не учитывались свойства схемы базы данных» к которой 
заданы конкретные запросы. Как показывают многочисленные 
подробные примеры в параграфе 1.5» при построении таблиц SPŰ- 
выражении рассматриваются только связи между атрибутами» 
вытекающие из синтаксиса и семантики конкретного представления 
запроса. Но кроме описанных в запросе связей между атрибутами» 
существуют и другие связи между атрибутами -  а именно» связи 
заданные с помощью свойств конкретной схемы базы данных. Эти 
связи не рассматривались до сих пор при изучении проблемы 
эквивалентности запросов несмотря на то» что каждый реляционный
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запрос всегаа зааается к конкретной базе аанных (а не вообше). 
По нашему мнении» такая оваая постановка проблемы
эквивалентности и оптимизации запросов не приведет к более 
эмективным алгоритмам проверки эквивалентности и оптимизации.
Второе основное замечание» которое может быть сделано -  это 
то» что до сих пор при исследовании проблемы эквивалентности 
запросов не рассматривались и ограничения над 'количеством' 
информации» которое присутствует в состоянии базы данных в тот 
момент» когда задается запрос к ней. Именно это присутствие 
(или отсутствие) некоторых значении отдельных атрибутов в 
отнонениях может сделать (или не сделать) два запроса
эквивалентными.
Нани условия эквивалентности запросов ( [Апэ86] и САпд87а]) 
будут сформулированы с учетом
1) свойств схемы реляционной базы данных;
2) 'количества ' информации» находяшеися в текужем состоянии 
этой базы данных.
Таким образом» эквивалентность не является свойством только 
запросов; эквивалентность является свойством схемы базы данных 
и таким образом» эквивалентность запросов вытекает и из 
семантики действительности.
В [Апэбб] дано достаточное условие эквивалентности запросов» 
заданных в некоторой циклической схеме базы данных. Показано» 
что если состояние базы данных является сплошь-совпадаюшим и 
если некоторые конъюнктивные запросы ч1 и ч2 имеют пути  доступа
определенного вида» то тогда “ “ шч2 * 3оесь остановимся на
возможности проверки эквивалентности запросов в ациклических 
схемах баз данных. Наша цель -  наити необходимые и достаточные 
условия эквивалентности запросов. В параграфе 5 .2  дано 
необходимое и достаточное условие эквивалентности запросов в D-
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ациклических схемах. Этот результат и лостаточное условие в 
[Агшвб] показывают» что возможно искать условия эквивалентности 
запросов» которые учитывают структуру  запросов и которые 
сформулированы лля разных видов реляционных схем -  для 
циклических» D-аииклических и так далее. Результат в параграфе
5 .2  и достаточное условие в [Апэ86] показывают, что структура 
эквивалентных запросов зависит от структуры  схемы вазы данных, 
к  которой адресованы данные запросы.
Как и в главе 4 , будем рассматривать только коньюнктивные 
запросы на языке QUEL с одним RANGE-оператором для каждой 
реляционном схемы, участвуюжеи в описании запроса. Запросы 
этого вида записываются следумим образом: 
ч : RETRIEVE (R|^.A|<j»R|2 *A|2 »«»»>Rjg»A|g)
UHERE (Rj >| .A j <jOC-| ) AND (Rj 2 • Aj 2ОС2) AND. . .  AND (R j  p . Aj pOCp)
AND (R|^^. A ^  öR^ 2 • A ^  ) AND (R|^ • Акз®^К4 * AK3  ^^  * * *
AND (RKi-AKteRK ( t+ 1 ) ’ Ak t ) *
В главе 3 мы ввели представление этих запросов в виде 
упорядоченной четверки (см. определения 3 .5 ) .
Пусть ч1 и ч2 -  запросы на QUEL, которые имеют следукние
представления в виде упорядоченной четверки:
41 = (TL '  т 1соп’  Tí r '  j1 ) и 
ч2=  (TL’  ТС0П- Tr r ’  l2 > •
Легко видеть, что необходимыми условиями для славой и 
сильном эквивалентности запросов ч^ и ч2 являются условия:
т1 = т 2
TL TL'
= j 2  и
1 con 1 con "
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I 1 эквивалентно i 2, т.е. сравнения из i 1 либо оаинаковые со
сравнениями из г 2 * либо следуют из них.
Следовательно, эквивалентные запросы могут отличаться только 
разными путями доступа.
Пальне будем рассматривать те запросы» для которых множество 
ограничении г -  пустое, т . е .  т=0 .
ОПРЕДЕЛЕНИЕ 5 .1 .  Пусть q= (Т|_, Тсоп» Тг г , 0 ) -  запрос с
связанным путем доступа:
П: (R^  «А<| =  R2 « ) AND (R2 • ^ 2 === • ^ 2  ^AND. • •
AND (Rt .A t = R l+1 .At )
Пусть условия Р:
Р: ^11 *^11 = ^12*^11  ^ AND . . .  AND CR^ ^ . А | = R^
участвуют в пути  доступа П, т . е .  Р еп .  Условия Р будем называть 
раавлетвлением пути  доступа П тогда и только тогда» когда:
1) В условиях П-Р участвуют имена всех атрибутов, 
участвуювих в TL и Тсоп;
2) Условия Р -  связанные;
3) Условия П-Р являются связанным путем доступа для запроса
q. □
ПРИМЕР 5.1 .  Рассмотрим вазу данных из примера 1 .4 :
ЧАСТЬ (ЧИМЯ, ЧНОМЕР » ПЕНА)
П0СТАВ1ИК (ПИМЯ, ПНОМЕР, ПАДРЕС, ПГОРОП)
КЛИЕНТ (КИМЯ, КНОМЕР, КАДРЕС, КГОРОД)
ПОСТАВКА (ЧНОМЕР, ПНОМЕР, КНОМЕР, КОЛИЧЕСТВО)
ОБЯЗАННОСТЬ (ЧНОМЕР,ПНОМЕР).
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Пусть ч1 - запрос
П1 : RETRIEVE (ОБЯЗАННОСТЬ. ПИОНЕР)
UHERE (ЧАСТЬ.ÜEHA='200 ')
AND (ОБЯЗАННОСТЬ. ЧНОМЕР= ЧАСТЬ. ЧНОМЕР).
Пусть я1' - запрос
Я1 ' :  RETRIEVE (ОБЯЗАННОСТЬ.ПИОНЕР)
UHERE (ЧАСТЬ.ПЕНА=  200')
AND (ОБЯЗАННОСТЬ. ЧНОМЕР= ЧАСТЬ. ЧНОМЕР)
AND (ОБЯЗАННОСТЬ. ПНОМЕР-  П0СТАВ1ИК. ПНОМЕР)
AND (П0СТАВ1ИК. ПНОМЕР= ПОСТАВКА. ПНОМЕР)
AND (ПОСТАВКА.КНОМЕР= КЛИЕНТ.КНОМЕР).
Тогаа условия
(ОБЯЗАННОСТЬ. ПНОМЕР= П0СТАВ1ИК. ПНОМЕР)
AND (П0СТАВ1ИК. ПНОМЕР=ПОСТАВКА. ПНОМЕР)
AND (ПОСТАВКА.КНОМЕР -  КЛИЕНТ. КНОМЕР) 
являются разветвлениеп пути ооступэ
(ОБЯЗАННОСТЬ. ЧНОМЕР= ЧАСТЬ. ЧНОМЕР)
AND (ОБЯЗАННОСТЬ. ПНОМЕР= ПОСТАВ1ИК. ПНОМЕР)
AND (ПОСТАВ1ИК.ПНОМЕР= ПОСТАВКА. ПНОМЕР)
AND (ПОСТАВКА. КНОМЕР= КЛИЕНТ.КНОМЕР).
Пути доступа запросов ч1 и ч1' имеют соответственно графические 
препставления Тг г  и Тг г ' :
Тг г : ЧНОМЕР______ UEHÊL________ ПНОМЕР________________
ЧАСТЬ «____________ ♦______________ •
ОБЯЗАННОСТЬ 1
И
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Тг г ' :  ЧНРМЕР________ ПЕНА_________ ПИОНЕР________ KHflMFP
ЧАСТЬ
ОБЯЗАННОСТЬ
П0СТАВ1ИК
ПОСТАВКА
КЛИЕНТ
□
5 .1 . Эквивалентность запросов в D-аииклических схем 
Покажем следуюжую теорему.
ТЕОРЕМА 5 .1 .  Пусть ^  и -  запросы с путями лоступэ 
соответственно П-, и П2 . Пусть я ^ С Г ^ , т£оп, Т^г » <г> ) , я2= (Т^.
т согГ тг г ’ 0 )  и TL=TL ’ т и п “ т С0П- Пусть Ч1 и ч2 запаны 0 
некоторой О-аииклической схеме R .  шч2 тогда и только
тогда» когда О, получен из П2 с поможью добавления и (или)
удаления некоторых разветвлении P1 »P2» . . .» P S» где графические
представления P j и П2 имеют не больше чем одну обжую строку для
1£ iss.
ПОКАЗАТЕЛЬСТВО.
Постаточность. Пусть Т^=Т^» Т1С0П= Тс0П и получен из П2 с
поможью добавления или удаления некоторых непересекаюжихся 
разветвлении P1 »P2 » . . . , P S» где графические представления Pj и
П2 имеют не больше чем одну обжую строку для i s i s s .
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Пусть запрос q2 имеет таблицу Т2 , построенную по алгоритму
3.1 -  т . е . ,  в таблице Т2 пля каждой реляционной схемы из R
участвует не больше чем одна строка, маркированная с именем 
этой реляционной схемы. Рассмотрим сохранение эквивалентности 
запросов и ч2 при ообавлении и устранении разветвлении.
а) Попустим, что к пути поступа П2 можно добавить некоторое
разветвление Р такое, что графические представления иля Р и пля 
имеют только оону Обжую строку . Таким образом, получается
новый запрос с путем доступа П2 и р . Обозначим через q2 ' запрос
(Tg. Т^оп, Тр г ' ,  0 ) ,  гае Тг г ' -  графическое представление пути 
доступа П2 и р . Обозначим через Т2 ' таблицу, полученную для 
запроса q2 ' с поможью алгоритма 3 .1 .  Покажем, что Т2~ -ШТ2 ' .
Сразу видно, что Т2с т 2 ' -  потому что запросы ч2 и q2 ' имеют
одинаковые множества Т^, T^ün и П2с п 2 и р . Следовательно,
сужествует содержажее отображение h-j:T2— Т2 ' ,  которое сохраняет
все символы.
Пусть П2 -  путь доступа
П2 * (R1.A1=R2.A1) AND (R^  • Ag == R4. A3) AND.. .
AND (Rt .At =Rt+1.At )
Пусть условия P:
Pî (Ri i . Ai i  = Ri 2 .A i1 ) AND . . .  AND (Rj|^.Aj|^ — Rj (k+1 ) 
Графические представления П2 и P имеют только одну Обжую
строку -  следовательно, только одна из реляционных схем в Р 
встречается и в пути доступа П2 . Пусть это будет реляционная
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схема R ^ .  Остальные реляционные схемы Ri 2 ' R1 3 '__ ' Ri (к+1) не
участвуют в П2 (иначе графические прелставления аля Р и пля П2
имеют больше чем опну 061ую строку -  это следует из способа 
построения графического представления). Следовательно, таблица 
Т2 содеР1ит строки для реляционных схем ,R2 , . . . , R ^ , R t+1 , а
таблица Т2 ' -  строки для реляционных схем R1,R2>. . . ,
Rt ' Rt+ 1 'Rl 2 ' Ri 3 , , , , , R l (k+1)• (Здесь предполагается, что 
реляционная схема R j y R j ,  где Rj* (R1 ,R2, . . . , R t ,Rt+1) .) Покажем, 
что суюествует содержажее отображение h2 : Т2 ' - *Т 2 .
Содержаюее отображение h2 сохраняет все строки с маркерами
R1 ,R2, . . . , R t+1 -  как было сказано выше, эти строки таблицы Т2 и
14 Т2 ' являются одинаковыми. В таблице т у ,  в строках для
R i2 , Ri 3 , __' Ri (k+1) '  в СТ0Лбиах пля U - A ,  встречаются только
связанные переменные, которые не участвуют в остальных строках 
таблицы т у .  Следовательно, можем построить содержажее
отображение h2 , которое отображает все строки для
Rí 2 ' R1 3 '__»R1 (К+1) в СТР0КУ аля Rj -
Содержажие отображения h-, и h2 показывают, что т у ” шт2 *
б) Попустим, что к пути доступа П2 можно добавить некоторое
разветвление Р такое, что графические представления для Р и для 
П2 не имеют обжих строк . Таким образом, получается новый запрос
с путем доступа П у Р .  Обозначим через ч2 ' запрос (Т£, Т£оп, 
Трг ' ,  0 ) ,  где Трг ' -  графическое представление пути доступа 
П у Р .  Обозначим через Т2 ' таблицу, полученную для запроса ч2 ' с
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поможыо алгоритма 3 .1 .  Покажем» что т2— шт2 " °
Сразу видно» что Т2С Т2 ' -  потому что запросы ч2 и ч2 ' имеют
одинаковые множества Т2 » Т20П и П2с п 2 и р . Следовательно» 
сужествует содержажее отображение h1 :T2- ,T2 '» которое сохраняет 
все символы.
Таблица Т2 ' содержит строки для реляционных схем из
разветвления Р. В этих строках участвуют только связанные 
переменные» которые не встречаются в строках для реляционных 
схем из пути доступа П2 . Следовательно» можем построить
содержажее отображение h2 :T2 ' —T2 » которое сохраняет все строки
для реляционных схем из П2 и отображает все строки для
реляционных схем из Р в произвольную строку для некоторой 
реляционной схемы из П2 .
в) Попустим» что из пути доступа П2 можно удалить некоторое
разветвление Р такое» что графические представления для Р и для 
П2 имеют только одну овжую стро ку . Таким образом» получается
новый запрос с путем доступа П2-Р . Обозначим через ч2 ' запрос
(Т2 » Т2С0П, Tp r ' ,  0 )» где Тр г ' -  графическое представление пути 
доступа П2-Р . Обозначим через Т2 ' таблицу» полученную для 
запроса ч2 ' с поможью алгоритма 3 .1 .  Этот случай эквивалентен 
случаю а)» но здесь Т2 ' имеет меньше строк» чем Т2 . Поэтому
Т2'"ш Т2 ' '
г) Попустим» что из пути доступа П2 можно удалить некоторое
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разветвление Р такое, что графические преаставления аля Р и аля 
П2 не имеют обвих строк. Таким образом, получается новый запрос
с путем поступа П2-Р. Обозначим через ч2 ' запрос (Т^, Т^оп,
Тг г  ' ,  0 ) ,  гое Тг г ' -  графическое препставление пути поступа П2-
Р. Обозначим через Т2 ' таблицу, полученную пля запроса ч2 ' с
помовью алгоритма 3.1.  Этот случаи эквивалентен случаю б ), но 
зпесь Т2 ' имеет меньше строк, чем Т2 . Поэтому т2- - щТ2 ' .
Слеповательно, поеавляя разветвления к П2 (или уааляя 
разветвления из П2) , мы всегпа получаем путь поступа некоторого 
запроса, который является слабоэквивалентным запросом пля ч2 . 
Поэтому 0 | ~ юч2 .
Необходимость. Знаем, что яч2 , слеповательно, сувествует
'минимальный' запрос qm такой, что q ^ - шчга и ч2—шчга- Если
через Т1,Т2 и Тш обозначим соответствено таблицы запросов ч1 ,ч 2
и ят , то тогпа таблица Тт является минимальной
слабоэквивалентной таблицей пля Т1 и Т2 .
Запросы q1 и q2 запаны в некоторой D-аииклическои схеме;
слеповательно, запросы q1 и q2 тоже являются О-аииклическими
запросами. Тогпа таблица Тт получается из таблицы (или из
Т2) с помовью алгоритма 4 .2 .  (Алгоритм 4.2 репуцирует
ациклические таблицы по получения минимальной
слабоэквивалентной таблицы).
Пусть Т. |*Тт и Т2* Т т (случаи = Тт и Т2= Т т включается в
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пальнеиших рассужпениях). Torna Tm имеет меньше с тро к , чем и
т2.
Пусть тГ тт = <гг г 2 ' * * * ' г з } * Сувествует сопержавее 
отображение ^  n y  = Т И. Очевипно = T m- Torna hi
сохраняет все символы, которые участвуют в Тга. Пусть h1
отображает строки , r 2 , . . . , r s) в строки {r®,r2 , . . . , r " , j J  из 
Ти » rne s> k j .  Пусть
р] = { г  I г М Г | , г 2 , . . . , г 5} и Н1 ( г )= г®  } ,
Кажаое множество строк р] ,  l £ i á k - j ,  репуиируется ао
получения строки r ,jl ^Tm с помовью алгоритма 4 .2 . Torna легко
випеть, что р ] ,  1 ^ 1 ^ ^ ,  являются разветвлениями пути  поступэ
П1 ; графические препставления р ],Р 2 , . . . , Р ^  имеют не больше чем 
опну обвую строку с графическим препставлением запроса чи .
(Если p!j ,Р2 * . . . ,Р^1 -  несвязанные множества строк, то тогпа их
связанные попмножества строк являются разветвлениями пути 
поступэ П- j.)
Пусть Т2-Т го=  (г ^ ' , г 2 г р '1 . Сувествует сопержавее
отображение h2 :h2 (T2) = Т Г  0ЧВВИОН°  h2 (V  = т пг Тогаа h2 
сохраняет все символы, которые участвуют в Тм. Пусть h2
отображает строки ( г , ' , г 2 ' , . . . , r s '}  в строки (г ® ' , г ® ' , . . . , г ®2 '} 
из Тт , m e р>к2 . Пусть
Р| =  ( г  I г Н г 1 ' , r 2 ' , . . . , r p 'f  и Ь2 ( г )= г ® ' } ,  1 £ 1 * к 2 .
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Тогаа видно, что P f, 1 £ 1 £ к 2 , являются разветвлениями пути 
доступа П2 , которые имеют не больше чем одну обшую строку с 
графическим представлением запроса чг
Следовательно, путь доступа запроса чга получается из путей
доступа запросов ч1 и п2 с поморю удаления всех разветвлении
из запросов и ч2. Пусть в пути доступа запроса
встречаются разветвления р ] ,Р 2 , . . . ,  p j^ , а в пути доступа 
запроса ч2 -  разветвления Р^,Р2 , . . . ,  Pf*2 . Тогда путь доступа П1 
получается из П2 с поможью удаления разветвлении р2»Р2 , . . . , Р ^ 2 
и добавления разветвлении р] ,Р2» . . . , Р ^ | . □
Можно отметить, что алгоритм 4.2 стирает все разветвления 
запроса (в случае D-аииклического запроса -  все разветвления и 
только и х ) . Доказательство этого Факта проводится индуктивно.
5 .2  Алгоритм проверки эквивалентности запросов в 
О-аииклических схемах
На основе теоремы 5.1 можно предложить алгоритм проверки 
эквивалентности запросов в D-аииклических схемах.
Пусть U  состоит из ш атрибитов, а в схеме базы данных 
участвуют п реляционные схемы R1,R2, . . . , R n . Тогда таблица
доступа, в которой строится графическое представление всех 
запросов, имеет ш столбцов и п строк .
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ОПРЕДЕЛЕНИЕ 5 .2 . Пусть q= (Ti ' Tcon,Tr r ' 0 )  и пусть Тч ~
таблица запроса q, построеная с поможыо алгоритма 3 .1 . Вводим 
KnoHPHRAHMP к для запроса q -  в каждом элементе а ^  таблицы
доступа записываем цепочку х1х2х3 , где :
1), если сг
1—m
*со если B T q
х1- - <
переменная;
с, если в Tq в строке R j, в столбце Aj 
ас, если в Tq в строке R j, в столбце Aj 
которая участвует в резюме Tq ;
Ь, в остальных случаях.
-  провел;
-  свободная
-  константа;
-  константа,
хМ
, з .
V если 1р<1 и ( (R
ребром в Тгр ;
если значение 1
если Ц>1 и ( (R
ребром в Тг р ;
/—
—
 
а если значение 1
j p , A j ) , (R |,A j) )  является
р не сужествует. 
i t ' A j ) ' (RI » Aj ))  является
t  не сужествует. □
Упорядоченная четверка {TL ’ Tcon,Tr r ' 0 ) и таблииа Tq
определяют однозначно кодирование К. Значения х2 и х3 в цепочке 
х1х2х3 описывают связи элемента а ^  с остальными элементами
столбца Aj из Тг р : х2 -  с его 'предшествинниками' в столбце A j,
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X3 -  с его 'наследниками' в столбце A j . Из определении 3.4 и
3 .6  видно. что если оля некоторого запроса ч исполнено г - 0 » 
всегда для него существует кодирование К вышеописанного типа.
ПРИМЕР 5 .2 . Рассмотрим соответствующие кодирования для 
запросов ч1 и ч1 ' из примера 5.1 (показаны только ненулевые
значения таблиц):
1ЧН 1 II 1 ПН IKH 1 1ЧН i 11 1 ПН IKH 1
ЧАСТЬ 1ЬП712ПП1__ 1 1 1ЬП212ПР1 1 1
ОБЯЗАННОСТЬ IM 1 1а 1 1 1Ь1 I 1аПЯ1 1
П0СТАВ1ИК 1 1 1 1 1 I I Ia 24 l 1
ПОСТАВКА 1 1 1 1 1 I I 1аЗП1ЬП51
КЛИЕНТ J____1__1___J____L J___ L___1___ 1_Ь4_L □
Рассмотрим лемму» которая уточняет шагов алгоритма проверки 
эквивалентности.
ЛЕММА 5 .1 .  Пу с ть  ч-j и ч2 -  слабоэквивалентные запросы в 
некоторой D-ациклическои схеме R  и п ус ть  Pj -  разветвление 
запроса ч ^  (Р1 имеет не больше чем одну общую стро ку  с ч -^п ч ^ )  
Пус ть  R ^ n  (ч1 п я 2) и пусть  |*2*рГ (ч1п ч 2) -  реляционная схема 
из Pj» связана с R1 . Пус ть  (A1»A2 »A3í c R 1 h r 2 , где A ^ U  для 
1-1 »2»3 и Aj ^ A j для i * J .  Пу с ть  R^  и R2 связаны в столбце А1 с 
помощью цепочки
(R1 .A1 =  R1n  .А1 ) AND(r] 1 .A1 = r] 2 .A1 ) AND.. .AND (R^.A ., =R2.A1 ) ;
Пус ть  Rj и R2 связаны в столбце A2 с помощью цепочки
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(R1 .A2= R i i  •A2) AND (Ri1 AND* • -AND (R|S.A2=R2*A2) ;
Пусть R1 и R2 связаны в столбце A3 с поможью цепочки
(R1 . А3=  R ^  . А3) AND ( R ^ . A3 = R^2 . A3) AND. . .  AND (RJ { . A3 =  R2 . A3) .
Torna
{R1n  »r] 2» . . .  »Rjp) ^  IR ^  ,R i2 ’  * "  ' Ris } ^  R^^1 ,R i2 '  * * * ,R^ ^  ~  ® •
ДОКАЗАТЕЛЬСТВО. Попустим, что сужествует реляционная схема R 
такая, что R = r] j и R =R jk . Тогла графические представления 
q .,nq2 и Р1 можно изобразить следуншим образом:
А1 а2 аЗ
R1 — .----------.----------- —
R ____1______ 1______ !____а щ
Видно, что <А^  ,А2 »А3) c R^, 1А ,^ А2 »А3> c R2 и {A^,A2 )^-R .
Можно построить цепочку реляционных схем и их атрибутов 
(R1 ,A1 ,R,A2,R2 ,A3,R1) ; из определения 4.16 следует, что схема
базы данных R  является D-циклическои. Это противоречит условии 
леммы.
Следовательно,
{r\ <| , r] 2, . . . ,R |p} rí {R^j»R^2 » . . . *R^g^ ^  ^R^1 ,Ri2 * • • • * R | ^  =  ^ *
□
Теорема 5.1 и лемма 5.1 определяют возможные связы между 
элементами разветвлении:
Пусть q , , - - ^  и Р1 -разветвление запроса q ^  Тогда:
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а) если в P1 в элементе а у  встречается некоторая своеопная 
переменная или константа» элемент а ^  должен быть связанным в 
Р1 с элементом а и (я1 п ч 2 , в котором встречается та же самая
свободная переменная или константа;
б) если некоторая строка r^P-j содержит элементы
a l J r a l J 2 ' * * * 'a IJ s ' связанные с элементами из то тогда в
q1 п ч2 должна участвовать строка г т содержажая все элементы
a iJ1 ' a i j 2 ' • • * ' a iJs *  ^сли s * 3 '  то тогаа лепг,а 5,1 показывает» 
что a l j 1 » a | j2 » . . . » a | js должны быть связанными с элементами из 
с поможью непересекаюжихся множеств реляционных схем. 
Вводим следуюжие обозначения: через а ^  и b y  будем 
обозначать элементы из K-j и К2 » которые встречаются в 1-тои 
строке» в J-том столбце. Ниже рассмотрим алгоритм проверки 
эквивалентности. В нем будем использовать Х у  и у ^  для поиска 
несовпадаюжих разветвлении.
АЛГОРИТМ 5 .1 . Проверка эквивалентности двух конъюнктивных 
запросов ч1 и я2 » в которых каждая реляционная схема участвует
не больше одного раза. Запросы и я2 заданы в некоторой D-
ациклическои схеме реляционной базы данных.
ВХОЛ: Кодирования К1 и К2 соответственно для запросов я1 и
Ч2 .
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МЕТОП:
1 - Q 1 ï
2. Проверить совпадения множеств и Т2, т!1оп и Т20П. Если
не совпадают» то Q 0» коней работы.
Отметить Обжие для K-j и К2 места -  если 3 у # 0  и b y #  О» то
Х у  1 и У у  1. В остальных случаях Х у  0 и у у  0.
3. Обработать столбцы К1 . Пля всех элементов а у # 0 »  где 
b y # 0» рассмотреть все "предшественники" в столбце J , которые
участвуют только в (т .е .»  у которых х 4 = 0 ) :  пусть  это будут
элементы a y .  t < i .  Тогда если Ху* (а»с»ас)  и х1у  =  х1у »  сделать
4 j = - 2 -
Рассмотреть все 'наследники' в столбце J » участвуншие только 
в (т .е .»  у которых х4= 0 ) ;  пусть это будут элементы as j » s > i.
Если Xgj((a»c»ac} и X g j= x ] j»  сделать x4j  2.
4.  Обработать столбцы К2 . Пля всех элементов Ь у # 0 »  где 
а у # 0 »  рассмотреть все 'предшественники' в столбце J» которые
участвуют только в ч2 (т .е .»  у которых у4=  0 ) :  пусть  это будут
элементы Ь у»  t< i .  Тогда если y jj« fa » c» a c } и У у = у 1у »  сделать
yL 2-
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Рассмотреть все 'наследники* в столбце J# участвукшие только 
в ч2 (т .е .,  у которых у4= 0 ) ; пусть это 6упут  элементы bs j , s > i.
Если y ^ jU a » c ,a c } и y g j= y ] j ,  спелать y ^ j 2.
5 . Рассмотреть все элементы а и * к -|» 3 ^ * 0 .  Если
x ]  jMa»c»ac} » то полжно быть исполнено Х у = 1  или Х у = 2 .  Иначе 
Q 0; коней работы.
6. Рассмотреть все элементы Ьу(К2» Ь у * 0 .  Если
y ]  jH a » c» a c }, то полжно быть исполнено У у = 1  или у ^ ,= 2 .  Иначе 
Q 0; коней работы.
7. Рассмотреть строки К1 : г 1 , г 2 , . . . , г п .
7 .1 . Если в строке г А пля всех элементов а ^ »
исполнено X | j= 0  или х ^ = 1 ,  перейти к рассмотрению слепуншеи 
строки K-j.
7 .2 . Если в строке Tj пля встречаются только значения
X | j= 0  или X | j= 2 ,  спелать слепунтее:
4
а) если существует только опно значение JQ: x] jq=2, то 
перейти к рассмотрению слепукшеи строки К1 .
j
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б) если существуют значения J 1 J 2 * . . . » J p такие* что
x Í j i " xÍ j 2 " — " xÍ j p " 2 '  построить множества аля i s t á p :
=  { I l  a y ^ K - j  аля U l á n ,  xt j t ~ 1 и a U t  связан c а ш  
в столбце J I  } .
(Как показывает л е т а  5 .1 *  множества Nt * 1 sí t á p ,  имеют не
больше чем оаин Об1ыи элемент.)
Если . . . n N p = 0 * то ч у ч 2 * Q :-0 , коней работы.
Если N., nN 2 n . . . r iN p ^ ß »  * перейти к рассмотрению слеауншеи строки
кг
7 .3 . Если в строке пля 1 s ;J =síго встречаются значения 
Х у = 0 *  Х |j  =1  и X | j= 2 ,  спелать слеауншее: построить множества 
пля 1 á t s p ,  гое Х ц ^ О  пля 1* t s p :
Nt  ”  1 a u t íK1 аля х и Г 1 и a u t  связан c а ш
в столбце j  t ) .
Если N1 nN 2 n . . . n N p = 0 , то ч . | * ч 2 , Q 0 , коней работы.
Если N1 nN 2 n . . . n N p * 0 , перейти к  рассмотрению слеауншеи 
строки К1 .
8 . Рассмотреть строки К2 : г 1 ' * г 2 ' , . . . * г п ' .
8 .1 . Если в строке г у  аля всех элементов b y ,  1 s j s m *  
исполнено у у  = 0  или У у = 1 ,  перейти к  рассмотрению слеауншеи
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СТРОКИ К2 .
8 .2 .  Если в строке пля i s j s i n  встречаются только 
значения У у = 0  или у ^ , = 2 ,  саелать слепуюжее:
а) если сушествует только олно значение J0 : У у 0 = 2 ,  то 
перейти к рассмотрению следуш еи с тро ки  К2 .
б) если сужествуют значения J1 »J2 » . . . * J p таки е , что
yí j l " yí j 2 " . , . * yí j p " 2 '  П0СТР0ИТЬ множества для 1 * U p :
=  I I I  Ь и Л  пля 1 * l s n ,  У щ - 1  и b lJ t  связан с Ьш  
в столбце J t  ) .
(Как покаэивает лемма 5 . 1 ,  множества N^, 1 s ;t=sр , имеют не
больше чем оаин обжии элемент.)
Если N .,nN 2 n . . . n N p = 0 , то Q s- 0 , коней работы.
Если N1 n N 2 n . . . n N p * 0 , перейти к  рассмотрению слеоуюжей
строки  К2 .
8 .3 .  Если в строке аля 1 * J * n  встречаются значения 
y | j = 0 ,  У у  =  1 и У у = 2 ,  сделать слепуюжее: построить  множества
пля 1 £ U p , гп е  У ц * 0  для 1 * U p ;
Nt  =  I L I b u t íK1 оля y U t “ 1 и b tJ t  связан с b iJ t
в столбце J  ^ ) .
-*л
Если N.j nN2 n . . .n N p = 0 »  то q1 ^ ч 2 » 0 0, коней работы.
Если N1 nN2 n . . . n N p ^ 0 ,  перейти к  рассмотрению следумеи 
строки К1 .
ВЫХОП: Если 0 = 0 , то я . ,* я 2 . Если 0 - 1 ,  то я ^ - шя2 . □
Отметим, что ллина входа алгоритма 5.1 -  2пга. На втором шагу 
алгоритм 5.1 обработывает 2пю элементов. На третьем шагу для 
каждого столбца рассматриваются цепочки связанных в столбце 
элементов. Если в столбце существуют разные цепочки, то из 
определения 3 .5  видно, что они связывают разные вершины 
графического преставления и поэтому являются непересеканшимися 
цепочками вершин. Оля каждого столбца рассматриваются не больше 
чем 2п элементов на третьем шагу и поэтому в обшем 
обработываются 2пю элементов (как и на четвертом шагу). На 
пятом и шестом рассматриваются 2пш элементов. На седмом шагу 
для каждой строки нужно обработать пт элементов, как и на 
восьмом шагу; поэтому на седьмом и восьмом шагу алгоритм 5.1
рассматривает 2п2ш элементов.
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Г  Л A B R Ш Е С Т А Я
и н т е р ф е й с ы  в ы с о к о г о  у р о в н я
К РЕЛЯЦИОННЫМ БАЗАМ ОАННЫХ
В послеанее время большую популярность приобрели попытки 
построения интерфейсов высокого уровня. Например в 
исслепованиях по искусственному интеллекту рассматриваются 
проблемы построения интерфейса на естественном языке к 
реляционным базам оанных. Также при проектировании больших 
систем (и новых поколении компьютеров) реляционные системы баз 
аанных обычно рассматриваются в качестве обязательного 
элемента» обеспечиваюжего сохранение и обработку основных 
объемов Фактов.
Автор с сожалением констатирует» что в обоих вышеупомянутых 
случаях не упеляется необхопимое внимание проблеме логической 
навигации.
Например при построении интерфейса на естественном языке к 
реляционной базе аанных полагается» что пользователь зааает 
свой запрос к базе аанных на естественном языке. При этом наао 
отметить» что пользователь описывает на естественном языке 
обычно множества TL» Тсоп и i  запроса к реляционной базе аанных
и не описывает путь аоступа Тр г . Как показывают исслеаования»
пользователь обычно поаразумевает семантические связи межау 
отаельными элементами запросов. Слеаовательно» при построении 
интерфейса на естественном языке основной проблемой является 
реализация алгоритмов автоматического осужествления логической
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навигации. Разумеется, интерфейс на естественном языке 
осуществляется всегда в аналоговом режиме и всегпа можно 
преаоставить пользователю возможность выбора между несколькими 
вероятными путями доступа. Этот подход не может выть применен, 
однако, для пользователей, которые не знакомы в достаточной 
степени с организацией данных.
Нужно отметить, что разработываемые до сих пор интерфейсы на 
естественном языке являются преимущественно разработками 
исследовательского характера, которые не обладают большим 
прикладным значением. В доступных источниках обычно 
рассматриваются примерные запросы, для которых нужно извлечь 
информацию только из одного отношения базы данных. Конечно, в 
этом случае не нужно осуществлять логической навигации.
При проектировании больших систем (и новых поколении 
компьютеров) реляционные базы данных рассматриваются в качестве 
основного элемента построения, обеспечивающего доступ к большим 
объемам Фактов. Естественно, в этом случае тоже нужно создать 
процедуры автоматической реализации логической навигации.
В последнее время предлагается решать проблему логической 
навигации, используя универсальной реляции. Описание таких 
интерфейсов к реляционной базе данных дано например в ÍKKFGU84] 
и М 8 7 ] .
Автор настоящей диссертации работал над проблемами 
построения интерфейса на естественном языке к реляционной базе 
данных. В САпэ81], [Апэ83] и [РАп83] рассмотрены проблемы, 
связанные с построением лингвистических процессоров для доступа 
на болгарском языке к реляционным базам данных. В [РАР84] 
рассмотрены проблемы, связанные с автоматическим 
анализированием болгарского языка. В [РАР84] и [5tAn86] описана 
система ML-1, разработана в Лаборатории математической 
лингвистики Института Математики Болгарской Академии Наук.
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Система ML-1 является диалоговой системси информэционно-  
спрэвочного типа; поступ к ней можно осуществлять с помощь» 
реляционного языка QUEL. Система ML-1 используется в качестве 
основы для построения лингвистического процессора аля доступа к 
реляционной базе данных на болгарском языке. В [StAn861 описаны 
возможности реализации процедур» поддерживающих некоторую 
целостность базы данных в системе HL-1. Эти процедуры 
обеспечивают поддержку универсальной реляции в базе данных и» 
следовательно» эти процедуры обеспечивают слабую 
эквивалентность запросов к системе ML-1.
На основании полученных в настоящей диссертации результатов 
можно предложить более конкретный подход при построении 
интерфейсов высокого уровня к  реляционным базам данных.
Самое Эффективное применение полученных результатов можно 
осуществить в D-аииклических схемах реляционных баз данных. Как 
видно из теоремы 4.5» в D-аииклических схемах можно задавать 
только D-аииклические запросы (которые очевидно являются 
ациклическими запросами). В D-аииклических схемах очень легко 
можно реализовать алгоритмы проверки эквивалентности для 
конъюнктивных запросов. Как показывают теорема 5.1 и алгоритм 
5.1» в D-аииклических схемах существует алгоритм проверки 
эквивалентности конъюнктивных запросов» в которых каждая 
реляционная схема участвует не больше одного раза. Этот 
алгоритм работает в полиномиальном периоде времени.
Следовательно» если в процессе проектирования схема 
реляционной базы данных получится D-аииклическои» в 
соответствующей системе управления базы данных можно 
сгенерировать Эффективные алгоритмы для оптимизации и проверки 
эквивалентности запросов. Алгоритм 4.2 может быть использован 
для оптимизации конъюнктивных запросов» в которых каждая 
реляционная схема участвует не больше одного раза. Алгоритм 5.1
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может быть использован аля проверки эквивалентности двух 
заданных конъюнктивных запросов, в которых каждая реляционная 
схема участвует не больше одного раза.
Если в процессе проектирования схема реляционной базы данных 
не получится D-аииклическои. то можно использовать следукнии 
алгоритм для оптимизации конъюнктивных запросов, в которых 
каждая реляционная схема участвует не больше одного раза:
АЛГОРИТМ 6 .1 . Оптимизация относительно слабой 
эквивалентности конъюнктивных запросов, в которых каждая 
реляционная схема участвует не больше одного раза. 
Оптимизируются запросы, заданные в D-циклических реляционных 
схемах.
ВХОП. Таблица конъюнктивного запроса, построена по алгоритму 
3 .1 .
МЕТОП.
1. Запустить алгоритм 4 .2  над в х о д н о й  таблицей.
2. Если таблица является ациклической, тогда полученная 
таблица GR(Т) является минимальной слабоэквивалентной таблицей. 
Коней работы.
3. Запустить алгоритм 4 .3  над таблицей GR(Т) до получения 
минимальной слабоэквивалентной таблицы.
ВЫХОП. Минимальная таблица, слабоэквивалентна данной 
таблицей.
Алгоритмы 4.2 и 4 .3  всегда заканчивают работу в 
полиномиальном периоде времени; поэтому алгоритм 6.1 тоже 
всегда заканчивает работу в полиномиальном периоде времени.
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В диссертации рассматривается проблема эквивалентности и 
оптимизации запросов в реляционной базе данных.
В основе настояжеи работы лежат следуншие идеи:
1. Рассмотреть все запросы к реляционным базам ланных как 
класс объектов действительности» к о т о р ы й  может быть описан с 
поможью различных способов -  т .е .»  с поможью различных 
реляционных языков запросов. Запросы к реляционным базам ланных 
сужествуют независимо от способов их описания.
2. Языки описания запросов к реляционным базам ланных м о г у т  
быть исследованы путем сравнения. В работе показано» что 
оптимизацию конъюнктивных запросов в некоторых случаях можно 
начать на синтаксическом уровне» т .е .  различные появления 
некоторой реляционной схемы в конъюнктивном запросе можно 
рассматривать как одно появление.
Полученные в работе результаты можно интерпретировать с 
точки зрения искусственного интеллекта. Как известно ШМ584]» в 
последнее время появилось много работ» в к о т о р ы х  предлагается 
описывать проблемную область базы данных средствами 
представления знаний искусственного интеллекта. Например» в 
CBMS84] в качестве семантической модели проблемной области 
использованы семантические сети. Таким образом представление 
запроса в виде гиперграоа позволяет рассматривать каждый запрос 
в виде семантической сети» заданной на семантической сети
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проблемной области. Минимизации конъюнктивных запросов можно 
рассматривать как процесс редуцирования семантической сети 
запроса, причем видно, что сеть запроса состоит и з :
а) 'существенных' объектов -  с их устранением запрос меняет 
смысл:
б) 'несущественных' объектов -  их устранение не приводит к 
перемене смысла запроса.
По мнению автора, в настоящей работе получены ава очень 
важных оригинальных результата:
а) введен алгоритм оптимизации запросов к реляционной базе 
аанных, к о т о р ы й  отличается от известных по сих п о р  алгоритмов и 
основывается на операциях "поглощение' и "упаление 
изолированных символов'.
б) ввепена интерпретация запроса в вине гиперграФа, которая
позволяет поставить в о п р о с : 'Какие запросы м о г у т  быть
с ф о р м у л и р о в э н ы  к разным вилам реляционных схем баз данных? 
Интерпретация запроса в виде гиперграФа позволяет отделить 
класс запросов и класс схем, для к о т о р ы х  существует алгоритм 
проверки эквивалентности в полиномиальном периоде времени, п р и  
чем некоторые синтаксические к о н с т р у к ц и и  запроса м о г у т  в ы т ь  
удалены еще на синтаксическом уровне. В доказательствах 
существенно используется вышеупомянутый алгоритм оптимизации.
В [5аэ81] с ф о р м у л и р о в э н  для исследования следующий в о п р о с :
'Оптимизировать запросы относительно более дешевого 
критерия, к о т о р ы й  зависит тоже от операндов (а не только от 
операторов в реляционном выражении). Наити п о д х о д я щ и й  критерий 
этого вида. Этот критерии будет использован в рассмотрении 
специфических применении'.
Можно сказать, что настоящая диссертация дает ответ на этот
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вопрос* осоеено с введением D-аииклических схем и запросов.
Препставление запроса в виле гиперграФа позволяет нам 
выявить новые проблемы иля исслелования:
1. Наити необходимые и достаточные условия эквивалентности 
запросов в других видах схем, в которых могут участвовать и 
циклические компоненты. (Постаточное условие этого типа дано в 
[Апэ86] и в параграфе 5 .3 ) .  Очевидно, в случае схем с 
циклическими компонентами, разветвления путей доступа могут 
содержать и циклические компоненты.
2. Исследовать вопрос оптимизации при наличии ограничении. 
Проблема проверки эквивалентности запросов может получить новое 
разрешение при наличии, например, Функциональных зависимостей и 
зависимостей других видов. В [LMG833 и в [Lav85] сделан шаг в 
этом направлении.
3. Проблема проверки эквивалентности и оптимизации
традиционно решается для запросов q= (TL ,T C£jn,Tr r , i ) , где 1= 0 .
Пругими словами, рассматривается прежде всего естественное 
соединение м .  Наити эффективные алгоритмы оптимизации запросов, 
для которых 1Ф 0 . В Ш1182] сделан шаг в этом направлении, но 
не исследованы возможности построения алгоритмов для
оптимизации в полиномиальном периоде времени.
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