Abstract-The independent pixel approximation (IPA), which treats radiative properties of each pixel independently by using standard plane-parallel calculations preserves scale-invariance found in the analyses of the horizontal variability of liquid water in marine stratocumulus clouds. Several studies, however, report a violation of scale-invariance in LANDSAT cloud radiance fields that are much smoother than cloud structure on small scales. This shows a limitation of IPA on small scales: it is unable to simulate the smooth small-scale behavior that is due to the horizontal photon transport. This paper introduces a "nonlocal" independent pixel approximation (NIPA) that extends the IPA by incorporating empirically the smoothing effects of horizontal interpixel fluxes through a convolution product of the IPA and an approximate Green function for radiative transfer. We also address the inverse problem of cloud optical depth retrieval from satellite data, showing how NIPA can be used to overcome the limitations of current IPA-based methods at small scales.
According to [9] , these are an operational independent pixel approximation (IPA), where radiation fields are computed on a pixel-by-pixel basis with plane-parallel theory. In other words, IPA is a standard plane-parallel radiative transfer model weighted by the probability distributions of the various cloud properties. For the large enough scales (e.g., averaged over several tens of kilometers) and completely overcast skies, IPA is a reasonable approximation. Recently [10] , domain-averaged properties of IPA have been improved by including the actual spatial distribution of the direct solar transmission as the source term in otherwise one-dimensional (1-D) computations. If the distribution of cloud optical depth is approximated by the gamma distribution [11] , an analytical expression for the domain-averaged radiative fluxes can be derived for both conservative and nonconservative scattering [12] . This method is called a gamma-IPA model. The gamma function parameter can be used to fit the histograms of IPA-retrieved cloud optical depth [13] .
Because IPA performs plane-parallel calculations for each pixel, it neglects the net horizontal fluxes excited by the spatial variability. As a result, dramatic errors in individual pixel radiances that can exceed 50% [14] , [15] even for high solar zenith angles. These errors lead to large discrepancies in local optical depth, retrieved by inverting the IPA at scales smaller than 0.5-1 km [16] .
On the other side, Monte Carlo (MC) methods are accurate but computationally costly when pixel-scale resolution is required; furthermore, they do not give one-to-one radiance/optical depth relations. Up to now there is nothing that combines the accuracy of MC with speed and straightforward invertability of IPA. The method proposed in this paper fills this gap. We call it the nonlocal independent pixel approximation (NIPA) because it is not limited to the local values of optical thickness but takes into account horizontal radiative fluxes. It has recently been realized theoretically [15] and verified empirically [16] that these horizontal fluxes are dictated by a specific process called "radiative smoothing" mediated by multiple scattering. Radiative smoothing is incorporated into NIPA empirically through a convolution product of the IPA and the cloud's radiative Green function, which characterizes the spot of diffusely reflected light resulting from illumination by a narrow beam [16] .
There are several limitations of NIPA in the present study. First, the interpixel correction remains independent of solar angles and thus of geometrical shadows (see [7] for the effect of solar zenith angles on the retrieved optical depths). Second, NIPA is unable to simulate albedos larger than unity:
0196-2892/98$10.00 © 1998 IEEE due to converging horizontal fluxes, more energy leaves the corresponding pixel than enters it. This is not a rare occurrence for low sun and highly variable clouds [15] , [17] . Third, we assume vertical homogeneity. The geometrical shadowing, however, may have a large effect for clouds with vertical inhomogeneity [18] . Finally, we assume that each pixel is either completely filled with a single uniform cloud layer or else it is clear.
In this study, we constrain ourselves with overcast clouds having constant top and base. The only variable quantity is the horizontal distribution of optical thickness . This simple model corresponds most closely to marine stratocumulus (Sc), typically a few hundred meters thick and at least several hundred kilometers across with approximately horizontal upper boundary. Based on passive microwave observations [19] , a simple fractal model of the horizontal variability of optical thickness that simulates internal cloud structure was developed [20] . The main property of this model is the power-law behavior of its wavenumber spectrum (1) over a large range of scales . Davis et al. [21] , [22] indeed found such power-law spectra for liquid water fluctuations in marine Sc, with in a range from several tens of meters to tens of kilometers.
The plan of this paper is as follows. The next section briefly describes our fractal cascade models that reproduce the scaling properties of measured cloud liquid water. Section III compares two methods of computing radiation fields (IPA and MC) and shows the results of a numerical experiment where net horizontal fluxes are estimated directly inside inhomogeneous clouds. In Section IV, we describe a direct NIPA and compare it with both MC and IPA. Finally, Section V sets up the inverse problem of deconvolution and shows how this illposed problem can be regularized to obtain a stable solution for the retrieved optical depth field. Section VI summarizes the results and discusses their applicability.
II. HORIZONTAL DISTRIBUTION OF CLOUD OPTICAL DEPTH
Both in situ measurements of liquid water content [21] , [22] and ground-based measurements of liquid water path [19] , [23] indicate power-law behavior of the horizontal variability of cloud structure over at least three orders of magnitude: from several tens of meters to tens of kilometers. This means that a plot of any well-defined measure of variability (variance, standard deviation, wavenumber spectrum, etc.) versus scale in a log-log plot produces a straight line. For example, a log-log plot of wavenumber spectrum versus in (1) gives a slope , which is invariant under changes in wavenumber . Similarly, for the incremental standard deviation of a field one can write (2) where denotes ensemble averaging and the exponent is invariant under changes in scale ; it is defined by the slope of a straight line in a log versus log plot. (The Wiener-Khinchine theorem [24] for scale-invariant stochastic Fig. 1 . A schematic log-log plot of variance at a given scale versus that scale. Vertically we represent the wavenumber spectrum or the incremental variance. The plot shows (scale-invariant) cloud liquid water data along with two computed radiation fields, IPA and MC/NIPA. The latter, showing a scale-break at the "radiative smoothing" scale 100-300 m for marine stratocumulus clouds, agrees with LANDSAT observations. The IPA curve depends only on the cloud optical depth field and thus is slaved to it, showing no scale-break.
processes tells us that the two exponents and are related as
.) The upper line in Fig. 1 schematically illustrates the scale-invariant behavior of cloud liquid water.
Different fractal models have been proposed to simulate cloud inhomogeneity [20] , [25] , [27] . For the purposes of this study, we employ two-parameter bounded cascade model [20] , [26] , which mimics the wavenumber spectrum (1) and variance of log of observed cloud liquid water in marine Sc. This model assumes that clouds have fixed upper and lower boundaries; cloud optical thickness is homogeneous in the vertical direction and varies only horizontally. Fig. 2 shows a perspective plot of this model in two-dimensions (2-D).
III. INDEPENDENT PIXEL APPROXIMATION AND MONTE CARLO
Perhaps the simplest way to study the radiation properties of horizontally inhomogeneous clouds is to apply the IPA, i.e., plane-parallel theory on a pixel-by-pixel bases. In other words, net horizontal photon transport is neglected, and each pixel is treated as an independent plane-parallel medium, when only local optical depth varies. To compute an IPA reflection for each local value of optical thickness, one can use either generalized two-stream formulae (e.g., [9] ) or, more accurately, any numerical technique developed for a planeparallel medium (e.g., DISORT routines described in [28] ).
For our purposes, the most important property of IPA is the preservation of scaling. In other words, if the optical thickness field is scale-invariant, as in (2) , then, to a first approximation, the resulting IPA radiation field is also scale-invariant [16] and (3) The middle line in Fig. 1 schematically shows scale-invariance of the IPA. As it follows from (3), this line is parallel to the [20] and [29] , it realistically simulates a rich cloud structure with only two adjustable parameters. The first parameter (p) controls the variance-to-mean ratio of cloud liquid water while the second one (H) defines its scaling behavior. The choice of parameters are made according to [9] : p = 0:4 and H = 0:38; the latter gives a spectral exponent 1:6, roughly that observed for cloud liquid water [21] , [22] . The average optical thickness hi is set to 13; this yields the standard deviation = 8:9.
cloud liquid water one and both straight lines are uniquely defined by the same slope .
One consequence of scaling preservation can also be seen by comparing Fig. 3(a) and (c), respectively, grayscale renderings of and 2-D fields. The sharp edges in the field result from the discrete nature of the cascade model used to generate optical depth fluctuations [29] ; because it is slaved to -field, the -field shows the same sharp features. Another way of computing radiation reflected from horizontally inhomogeneous clouds is by Monte Carlo (MC) simulations-a robust but rather costly technique that uses photon trajectories with given probability densities, defined by the integral equation of radiative transfer [30] . Fig. 3(b) shows the 2-D albedo field calculated by MC [29] for the -field in panel 3a. Even visually, we see that this is much smoother than in Fig. 3(c) . At largest scales, the discreteness of the model is still perceptible, i.e., the large-scale fluctuations of the optical thickness field are preserved. At small scales, however, the edges are smoothed by the horizontal fluxes. This reflects the fact that is no longer scale-invariant, and the lower part of the broken line in Fig. 1 defines a characteristic scale separating the two regimes. For scales above , radiation follows the fluctuations in cloud structure while, for scales below , the radiation field is smoother than predicted.
Scale-by-scale analyses of cloudy LANDSAT scenes [16] , [19] , [33] show a scale break at around 200 m. We plotted in Fig. 4 We can clearly see a scale-invariant regime from about 0.2-8 km. The scale-break at km marks the decay of spatial correlations at the "integral" scale [16] , [22] . The transition to a steeper slope at around 0.2 km indicates the onset of the radiative smoothing at scale . Comparison with other cloudy LANDSAT images (e.g., [16] ) shows that the large-end scale break changes from image to image while the small-end scale break is quite robust.
Based on the diffusion approximation, is found to be given [15] , [16] by (4) where and are, respectively, geometrical and (mean) optical cloud thickness and is the asymmetry factor. For typical marine Sc, km, , and ; equation (4) then yields km, which is close to the one observed in Fig. 4 (a) and (b).
The IPA provides a reasonable estimate of the radiative properties at large scales [9] , [29] ; however, because it ignores any horizontal photon transport, there is a dramatic difference for small scales that can be in error by 50% or more (e.g., [15] , [17] ). To measure the magnitude of the net horizontal fluxes excited by horizontal inhomogeneity, we set up the following numerical experiment. A homogeneous slab of 300 m depth is divided into two parts: one is set to the optical thickness 30 and the other to 5. A backward Monte Carlo [30] was used to simulate separately vertical and horizontal fluxes at different levels. Sun was in zenith to eliminate any effect of geometrical shadowing. Fig. 5 illustrates the results "measured" at 15 m from the discontinuity, in the more tenuous region. For the homogeneous case ( ), the net vertical fluxes (the straight line at 0.775) are computed using DISORT [28] and the net horizontal fluxes (noisy line around 0) using MC; the latter shows the level of MC errors. The net horizontal flux is of course directed toward the thinner region; its maximum is reached about 50 m from cloud top, which is close to one transport mean free path in the dense region m. Near cloud bottom, the effect of horizontal fluxes is minimal. The most interesting fact is that the maximum value of net horizontal fluxes is about 30% of their vertical counterpart for the gradient between thick and thin regions of 25, which is not a rare event in horizontal variations in optical depth of real marine Sc [19] . It has also been noticed [17] that for nonabsorbing wavelengths the sum of albedo and transmittance on a pixel-by-pixel bases can be different from unity by up to 30-50%.
To summarize, ignoring net horizontal radiative fluxes for horizontally variable clouds yields incorrect radiation fields for scales on the order of-or smaller than-the smoothing scale . Fig. 1 illustrates this schematically using scale-byscale analysis. To incorporate the effect of photon horizontal transport in a simple IPA-type radiative transfer method, one has to find a nonlinear transformation, which "bends" the slope of variance on a log-log plot toward less variability at the smallest scales. The next section shows such a transformation as a convolution product of IPA with an approximate Green function for radiative transfer. IV. NONLOCAL INDEPENDENT PIXEL APPROXIMATION: THE DIRECT PROBLEM As illustrated in Fig. 1 , is scale-invariant and the scaling of its variability is therefore defined by just one exponent [see (3) ] over the full range of scales. In contrast, to describe the scaling properties of , one needs at least two more parameters. There is another exponent , which determines small-scale behavior in Fig. 1 [and/or Fig. 4 (a) and (b)] and the characteristic scale , which defines the scale break. Thus to "simulate" the scaling properties of with , we can convolve the latter with a two-parameter smoothing kernel. Studying numerically the profile of the "spot" of reflected light associated with a point-wise source (the cloud's Green function), it was found [15] that a gammatype distribution is a good candidate for this convolution product.
Let (5) where is a normalization constant, be a two-parameter gamma-type distribution, which approximates the cloud's ra- diative transfer Green function [34] . We define the "nonlocal independent pixel approximation" (NIPA) as the 2-D convolution product of with , i.e., Fig. 3(d) illustrates ; it is almost indistinguishable from plotted in Fig. 3(b) . From the other side, visual comparison between [ Fig. 3(d) ] and [ Fig. 3(c) ] indicates that, while the large-scale variability of NIPA and IPA [i.e., the distribution of big bright and dark areas in Fig. 3(c) and (d) ] is very similar, the small-scale fluctuations are quite different. Because of the dampening effect of the convolution product in (6) , is much smoother. In [15] it is shown that, for scales larger than , wavenumber spectra of and are alike; the small-scale spectrum of , however, has a much steeper slope, which is determined by and . Fig. 3 The improvement can be visualized even more clearly in a 1-D case. Fig. 6(a) and (b) show , and ( km and ) for two different realizations of a 1-D bounded model with ten cascades. (The main statistics of all three albedo fields together with a bounded cascade model for the -field are given in the first four columns of Table I .) For clarity and to distinguish from , the differences and are also plotted. Having the same spatial mean, the standard deviation of is three to four times smaller than of its counterpart. In particular, the average relative error (in %) between is 6.3% while between is only 1.6%, which is not much larger than the level of MC noise (0.5%). Note that the accuracy of NIPA is not very sensitive to the choice of (from 0.05 to 0.25) and (from 0.5 to 1.0 km): the values of km [as estimated by (4)] and (as estimated in [15] ) yield the average relative error 1.9%, which is still more than three times smaller than its counterpart. Fig. 6(c) illustrates the energy spectra (1) averaged over two realizations. As schematically plotted in Fig. 1 , IPA exhibits scale-invariance over the whole range of scales from 25 m to 13 km. Because of convolution product (6), both and have the same energy spectra (except the small-scale differences that are caused by MC noise). Finally, both NIPA and IPA albedos are plotted versus MC albedo on a scatter was about 2500 shorter than for . For high solar elevations, direct NIPA applies not only to albedo but also to nadir-viewing radiance. As an example, in Fig. 7(a) the MC nadir radiances for C1 clouds [31] with a realistic phase function [32] are shown for the same realization of 1-D bounded model as in Fig. 6(a) . The appropriate NIPA has similar to the albedo fields ( km) but smaller ( ). This is understandable: because of an additional angular integration, the small-scale behavior of albedos is smoother than that of radiances [15] , [16] . Similar to Fig. 6(d) , Fig. 7(b) illustrates a scatter-plot of IPA and NIPA versus MC. The improvement of NIPA with respect to IPA is obvious.
Finally, we note that the performance of NIPA deteriorates substantially with the decrease of solar zenith angle . As mentioned above, the correction factor is independent of solar angle. All solar angle dependence of the NIPA is concentrated in the IPA, which is insensitive to the pixelby-pixel correlation. As a result, , being a convolution product of and , does not distinguish between two different azimuthal angles . However, the low-sun albedo is highly affected by . Fig. 8 illustrates two fields with and together with for . Optical depth is added for reference. We see that, while the domain-averaged values are almost identical, there are huge differences in individual pixels caused by optical shadowing. The , even smoothed (as ) to have the same energy spectrum as , is unable to follow pixel-by-pixel variability in . A way to improve NIPA for low solar angles is to use a modified IPA with a source function based on three-dimensional (3-D) computations for the direct solar beam [10] . The new "3-D direct-beam IPA" will take care of the horizontal variations in the optical depth depending on the direction of a solar beam; its convolution with a simple approximation of the radiative transfer Green function will add the required smoothness. This should improve the total performance of NIPA for low sun. In this paper, we are not yet ready to discuss the details of the proposed modification.
To summarize, the direct NIPA, as a convolution of the IPA and the radiative transfer Green function, works well for high solar angles ( ). It improves the performance of IPA for a negligible additional computational cost using FFT. The standard deviation of the differences between MC and NIPA is typically three to four times smaller than that of MC and IPA.
Taking into account the computational cost of MC calculations, the direct NIPA is an accurate and efficient substitute of MC for both fluxes computations as well as radiances for high enough sun. However, for low solar angles ( ), the direct NIPA in its present form, while producing the same smoothness as its MC counterpart, is unable to match MC reflectance for individual pixels.
V. NONLOCAL INDEPENDENT PIXEL APPROXIMATION: THE INVERSE PROBLEM
We now set up the inverse problem of retrieving the -field from the -field. There are two main steps in the retrieval: first, we retrieve from (6) assuming that the approximate Green function is known and that ; second, we use a look-up table to estimate from . Because of the one-to-one connection between and , the last step is trivial; so we will focus on inverting (6), i.e., solving the equation (8) where is unknown. Note that the deconvolution operation is a typical "illposed" problem. Indeed, all we know about (8) is that, if and is the exact solution of (6), then the solution of (8) will be . In general, one can write (9) where is the small difference between MC and NIPA fields. Furthermore, the convolution product in (8) is best done in Fourier space (10) Then, from (9) and (10) we have (11) Applying the inverse Fourier transform to both sides of (11), we obtain (12) (a) (b) Fig. 7 . IPA, MC and NIPA for cloud nadir radiances. (a) Cloud model and illumination conditions are the same as in Fig. 6(a) . Scattering is determined by a realistic phase function specified in [32] for C1 clouds defined in [31] . Nadir radiance is used instead of albedo. To reach a less than 1% level of MC noise for the nadir radiance with a strong forward-peaked phase function, 10 9
photons were irradiated [this is five times more photons than for albedo and a Henyey-Greenstein phase function shown in Figs where , and is the exact solution of (6) . Note that the last integral in (12) is unstable. First of all, since both Fourier transforms and as , the inverse Fourier transform of their ratio does not necessarily exist. Second, even if the last integral exists, the effect of large 's can make this integral quite large; in essence, the "noise" is amplified by the high-pass filter described by 1/ . As a result, can be very far from the exact solution . In other words, small differences between and lead to unpredictable differences between and ; thus the optical depth field cannot be accurately retrieved.
It follows from the above arguments that, in order to get a stable solution of (8), we at least have to remove artificially the effect of large harmonics in (12) . This is equivalent to the low-pass filtering, or small-scale smoothing. Let us introduce an even function that is defined for any with the following main properties [35] :
We now seek the solution of (8) in the form of (14)
Function will "stabilize" our solution. Indeed, because of (13a), it removes the effect of large 's, and due to (13b) it converges to the unstable "solution" as . As a simple independent of "stabilizer"
, one can take
which satisfies (13a) and (13b). (e) NIPA retrieved -field with regularization parameter = 0:005, which is the optimal value in the sense that it minimizes the standard deviation between true and ret. Note that the resulting -field is again smoother than "true" ; however, it is a much better approximation than the one in (b). Fig. 10 . A 3-km fragment of optical thickness retrieval (next to the one in Fig. 9 ). "True" is plotted together with IPA and NIPA retrievals. Note that the NIPA retrieval is much better than its IPA counterpart. From the other side, the regularization parameter = 0:005 being optimal for the whole field, is not optimal for this 3-km fragment. Decreasing , one gets a rougher-and closer to "true"-retrieved -field.
From the other side, it can be shown [35] that for any , there is a function (15b) that minimizes the integral (16) It is easy to check that (15b) satisfies (13a) and (13b). Substituting (15b) into (14), we have (17) If one knows additionally the energy spectra of both the unknown solution and the difference between and , the optimal stable solution of (8) can be expressed as [35] (18) where and are energy spectra of , and , respectively. Note that (18) coincides with the so-called optimal Wiener filter [36] . More sophisticated Fig. 11 . The inverse NIPA and IPA; the effect of NIPA regularization in a "retrieved" versus "true" scatter plot. Optical depths are retrieved from the 1-D nadir radiances for C1 clouds plotted in Fig. 7 . The "true" optical depth is plotted in Fig. 8 . Note how increasing the value of eliminates the outliers at large . For this retrieval, the regularization parameter = 0:001 is found to be optimal. For clarity, IPA retrieved -field is shifted down by 20. techniques of stabilizing the solutions of ill-posed problems and defining the regularization parameter in (17) are given, for instance, in [35] .
To demonstrate the effect of the regularization parameter in (15a), we plotted in Fig. 9 , a 1-km fragment of the retrieval with different 's. If (no stabilization), the retrieved optical thickness is quite erratic [ Fig. 9(b) ]; large values of for several pixels exceed over 100%. To better understand physical reasons of these uncertainties, note that the smoothing kernel defined in (5) uses a parameter from (4), which is determined entirely by the average value of optical thickness . For regions with optical thicknesses several times larger than , the local radiative smoothing scale . For those pixels, is smoother than its counterpart. As a result, the inverse NIPA yields rougher and therefore more variable . Mathematically, this follows from the unpredictably large values at high frequency in the last integral in (12) . Fig. 9(c) and (d) demonstrate the effect of large 's. As we see, the resulting -field is much smoother than ; for , is even smoother than retrieved from the simplest IPA plotted in Fig. 9(a) . Fig. 9 (e) shows with , which minimizes . Note that the fragment shown in Fig. 9 is amongst the worst cases; the retrieval algorithm works much better for regions with closeto-average optical thicknesses. In Fig. 10 we plotted a 3-km fragment (next to the one in Fig. 9 ) that has from 5 to 25 (recall that ). We can clearly see how NIPA-retrieved 's improve on those retrieved from IPA. The scatter plot in Fig. 11 shows the effect of stabilizing the inverse NIPA and compares it with inverse IPA. Both methods retrieve optical depth from the nadir radiances for C1 clouds plotted in Fig. 7(a) . As mentioned above, by changing , we affect primarily the retrieval of large 's. To quantitatively characterize retrieval, we use a standard deviation of the differences between and . For the above retrieval, we have for NIPA without regularization, 1.29 for IPA and 1.07 for NIPA with regularization. Also note that the least-square fit for NIPA yields a slope of 1.01, which is far better than the one obtained for IPA, which is 0.93.
Finally, we use histograms (Fig. 12) to illustrate both methods. Some statistics of all six fields (three albedo fields and three optical depth fields) are given in Table I . Fig. 12(a) shows a histogram of a bounded model, which is close to the log-normal one. Fig. 12(b), (d) , and (f) illustrate histograms of , , and , respectively. We see that because of photon horizontal fluxes, both and have irregular shapes; the histogram of has a regular shape, which is the result of a one-to-one transformation of each bin in Fig. 12(a) . As shown in Table I , has the largest range (from 0.19-0.79), while the ranges of and are very close (from 0.26-0.74 and from 0.27-0.76, respectively.) As a result, standard deviation is almost 10% larger than its NIPA and MC counterparts. Fig. 12(c) and (e) illustrate histograms for two 's retrieved from . It is not surprising, that the range of the IPA-retrieved is smaller; the IPA is unable to retrieve large 's and completely misses the long tail of the -pdf. As shown in Table I , its mean value and standard deviation are also smaller. The NIPA-retrieved optical depth slightly overestimates the range of ; however, its mean value and standard deviation are closer to those of than their IPA counterparts.
To summarize, even a simple regularization (14) and (15a) of the ill-posed problem (8) improves the retrieval of optical depth with respect to IPA. However, the inverse NIPA, in its present form, exhibits less accuracy than its direct counterpart. There is a hope that a more complicated technique with a stabilizer as a function of [see (15b), (17) , and (18)] will substantially improve optical depth retrieval.
VI. GENERAL SUMMARY AND DISCUSSION
Scale-by-scale analysis of the variability of both internal cloud structure and the associated radiation fields is a powerful instrument for studying the smoothing effect of multiple scattering. Starting with a scale-invariant model of the horizontal distribution of optical depth (Fig. 2) , we showed that while IPA (just standard plane-parallel radiative transfer on a pixelby-pixel basis) preserves scale-invariance, MC yields two distinct scaling regimes. Large-scale fluctuations, to a first approximation, are similar to those of cloud structure but the small-scale variability is essentially weaker (Fig. 1 ). This is due to photon horizontal transport, which is strong enough to smooth the small-scale fluctuations of optical depth.
Using the diffusion approximation, the radiative smoothing scale can be estimated as a measure of the range where net horizontal fluxes arise [16] . The scale is proportional to the harmonic mean of cloud depth and photon transport mean free path (4) . A statistically robust analysis of LANDSAT cloud scenes [ Fig. 4(a) and (b) ] not only confirms this theoretical result but also indicates a way to improve IPA. Indeed, Fig. 1 shows that, if we are able to define a simple operation on the field that bends its spectrum around the radiative smoothing scale , then we have a method statistically comparable with MC. A convolution product (6) between IPA and an approximate Green function for radiative transfer (5) is such an operation. Since, in contrast to IPA, the new method takes into account optical properties of neighboring pixels, we called it the "nonlocal" IPA or NIPA. Figs. 3, 6 , and 7 illustrate NIPA and compare it with the traditional IPA.
To retrieve cloud optical thickness from an unknown corresponding to a given , we developed the inverse NIPA. Instead of a simple deconvolution of (8) , which is a typical ill-posed problem, we used a regularization (14) that enables us to get a stable solution of (8) . Fig. 10 illustrates how the (too-smooth) -field retrieved directly from IPA can be improved by the NIPA retrieval. Note that, since the radiative smoothing scale depends only on average optical thickness , both direct and inverse NIPA work better for optical thicknesses not too far from the average value . Indeed, in a region of large , the "local" radiative smoothing scale is smaller than . As a result, direct NIPA (being a convolution) smooths this neighborhood more than necessary; conversely, inverse NIPA yields 's that are too rough.
Another weak point of NIPA is related to the compounded effects of cloud edges and oblique illumination (Fig. 8) . Since both IPA and NIPA are independent of solar azimuthal angle, the shadowing effect of cloud edges is not taken into account. Consequently, NIPA violates the principle of directional reciprocity [37] , and the retrieved optical thickness from the illuminated side will be overestimated while the one from the shadowed side will be underestimated. To generalize NIPA for oblique illumination, we can use the so-called "3-D directbeam IPA," which is a modification of IPA, by using the results of 3-D computations for the direct solar beam [10] . For broken cloudiness we have to adapt the definition of radiative smoothing to variable sun angles and use a more sophisticated approximation of the radiative transfer Green function.
In spite of the limitations listed above, NIPA proves to be a substantial improvement over the standard IPA. On the one hand, it allowed us to reproduce the observed twopoint statistics of high-resolution satellite radiances. On the other hand, the NIPA-retrieved one-point distribution of cloud optical thickness is quite realistic, leading in particular to similar mean and standard deviation as for the actual cloud optical thickness. The simplicity and computational efficiency of NIPA enables it to be used in high-resolution satellite imagery retrieval algorithms for cloud optical properties [13] , [38] .
Finally, we note that another application of the fundamental smoothing scale (4) found in marine stratocumulus is in active rather than passive cloud remote sensing. The idea is to directly measure the brightness distribution in the spot created by pencil-beam illumination of a cloud. One can set up a pulsed-lidar experiment in which the measured spot profile is combined with the distribution of photon arrival times to infer both the cloud's geometrical and optical thicknesses, as well as information on cloud structure, at km resolution [16] , [39] .
