Bearings running state affects the normal operation of mechanical equipment. It is of great theoretical and practical value to carry out bearing fault diagnosis. In bearing fault diagnosis research, the extraction and selection of fault features can help improving the accuracy of bearing fault diagnosis. However, these researches suffer from the following weaknesses. (1) High dimension of the selected features.
I. INTRODUCTION
Due to improvement of digitalization and network level of manufacturing enterprises, a large amount of data of mechanical equipment has been accumulated [1] , [2] . Bearings are usually one of the most common components of mechanical equipments, and their operating conditions have a considerable impact on mechanical equipments [3] , [4] . Therefore, it is of great significance in theory and practice to carry out bearing fault diagnosis. The effect of bearing fault diagnosis is largely determined by fault features. The feature selection of bearing fault diagnosis can shorten the model training time and simplify fault diagnosis process by eliminating irrelevant features and reducing feature dimensions. In addition, information of multi-sensors is beneficial to the reliability The associate editor coordinating the review of this manuscript and approving it for publication was Yu Wang . and accuracy of diagnosis results from the single sensor, and ensures the authenticity of bearing fault diagnosis results.
Feature selection can effectively improve the diagnostic accuracy and reduce the feature dimensions in bearing fault diagnosis. Hui et al. [5] proposed an improved WFS technique before integration with a support vector machine (SVM) model classifier as a complete fault diagnosis system for a rolling element bearing case study. Liu et al. [6] used an SVM as the fault decision maker, adopted wrapper-type feature subset evaluation criteria, and used the evolutionary Monte Carlo method to search for optimal feature subsets to realize bearing fault diagnosis. Yu et al. [7] proposed a novel feature extraction procedure incorporating an improved feature dimensionality reduction method, and the experimental results show that the proposed fault diagnosis model can serve as an effective and adaptive bearing fault diagnosis system. Cui et al. [8] proposed a rolling bearing VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ fault diagnosis method based on local and correlation analysis and carried out feature selection by calculating intrinsic mode function (IMF) correlations. Shi [9] proposed a new correlation coefficient of simplified neutrosophic sets (SNSs) to diagnose bearing fault types and extract the feature vector corresponding to the energy feature value of each frequency band for fault feature extraction. Zheng et al. [10] proposed a new rolling bearing fault diagnosis method based on multi-scale fuzzy entropy (MFE), Laplacian score (LS) and variable predictive model-based class discrimination (VPMCD). However, there are several similar problems in the feature selection work of the above researchers, that is, the dimension of the feature selection is high. With growth of the types and number of sensors, data from huge amounts of sensors help people to be aware of the condition of equipments. The technique of combining information from multiple sources to form a unified understanding is called multi-sensor information fusion [11] . Currently, multisensor information fusion technology has been applied in many fields [11] , [12] , such as sensor networks, robotics, video and image processing, intelligent system design, target tracking, and automotive automation.
Multi-sensor information fusion is divided into data fusion, feature fusion and decision fusion [13] , in which decision fusion is the highest level. First, a single decision is made based on the data of each sensor; then, multiple single decision results are combined to achieve the final fusion results. Decision fusion is a fusion based on specific goals, and the result of the fusion determines the accuracy of the decision. Compared to other fusion level methods, decision fusion discards a large amount of data but uses the fewest resources. Therefore, it has advantages in terms of strong anti-interference ability and low cost. Common decision fusion methods include Bayesian inference, expert systems, Dempster-Shafer evidence theory, and fuzzy theory. Coussement et al. [14] proposed a Bayesian decision support framework that formalizes subjective human expert opinions with more objective organizational information. Ren et al. [15] proposed a Bayesian inference system based on a Gaussian process for realizing intelligent surface measurements of multi-sensor instruments. Chen et al. [16] proposed a hybrid expert system to simulate the decisionmaking process of clinical sleep staging through symbol fusion. Rikalovic and Cosic [17] proposed an expert system for industrial location factor analysis based on a fuzzy inference system, which solved the problem of nonlinear optimization through available knowledge. Gong et al. [18] proposed a fault diagnosis method for the primary cooling system of nuclear power plants based on D-S evidence theory. Chen and Feng [19] proposed a new method for addressing conflicting evidence in the DS evidence theory and applied an improved method to pulsed gas tungsten arc welding, which combines the information obtained by arc, sound and vision sensors in the process of GTAW. Liu et al. [20] proposed an intelligent fault diagnosis method based on D-S evidence theory that comprehensively analyzes vibration and temperature signals to diagnose bearing faults. Xie et al. [21] proposed a stochastic decision-making intuitionistic fuzzy method using applied foreground theory and gray relational analysis, which verified the effectiveness and feasibility of an example. Sadrykia et al. [22] proposed a new multi-criteria decision-making (MCDM) method based on a geospatial information system, which was applied to predict the extent of building damage before a potential earthquake occurs.
Although DS evidence theory has certain advantages in addressing multi-sensor information, with the gradual deepening of DS evidence research and the expansion of its application range, DS evidence theory has also revealed certain disadvantages. For example, measuring the weight of evidence by the distance function is not based on the precision of the data; thus, it is not sufficiently accurate for weight distribution. Additionally, the Delphi method [23] is used to correct the sensor weight dependence expert experience; thus, it is too subjective in terms of weight distribution.
Based on the above problems, a bearing fault feature selection feedback network and a bearing fault information fusion method based on the kappa coefficient are proposed. The main contributions of this paper are as follows:
(1) This paper proposes a feature selection network with a feedback effect. The network takes the feature selection time and the feature selection dimension as feedback conditions. Then, comparing the number of feature selections with the FF-FC-MIC (Feature-to-Feature and Feature-to-Category-Maximum Information Coefficient) feature selection method, it is verified that the network can select a smaller number of features in a shorter time and achieve better diagnosis results; with the diagnostic accuracy as the evaluation index, the network and the current feature selection method are used to verify the diagnostic accuracy of different feature selection algorithms on SVM and KNN. The experimental results show that the performance of the network is better than the current feature selection method.
(2) Aiming at the uncertainty of single sensor data diagnosis results in bearing fault diagnosis, an improved DS evidence fusion algorithm based on kappa coefficient is proposed. The algorithm improves the traditional DS evidence theory by data consistency check. By comparing with the improved DS evidence theory based on the distance function, the experimental results show that the performance of the proposed algorithm is better than the currect improved DS evidence theory method.
The remainder of this paper is structured as follows. Section 2 introduces the basic theory and algorithm applied in this paper. Section 3 provides the details of the proposed method. Section 4 shows the experimental results. A conclusion is presented at the end of this paper.
II. RELATED BASIC THEORY AND ALGORITHM A. FEATURE WEIGHT BASED ON A DECISION TREE
The decision tree (DT) method is a supervised machine learning method that is often used for classification and regression.
Because of its high calculation speed and high precision, it is often used in state-of-the-art research [24] , [25] . The establishment of a decision tree model is to select a feature with the best distinguishing ability based on a certain criterion, divide the nodes of the tree, and repeat the feature selection to divide new nodes until the maximum depth of the tree is reached. This completes the establishment of the decision tree model. The construction process of the model is to divide and deepen the tree nodes by selecting features that exist in the feature selection process, which allows the model to contain most of the features that are strongly distinguishable [26] . According to the different feature selection criteria in the decision tree model, common decision tree algorithms are ID3, C4.5, and CART (classification and regression tree).
The ID3 algorithm uses the information gain to select features, and features with large information gains are preferred. The C4.5 algorithm uses the information gain rate selection feature to reduce the information gain and select features with more eigenvalues. Therefore, ID3 and C4.5 are decision tree algorithms based on the entropy model of information theory. To simplify the model and not completely lose the advantages of the entropy model, Breiman proposed the CART algorithm [27] , [28] .
The CART algorithm uses the Gini index to measure the purity of the sample data. The purity of a dataset D is defined as:
The Gini index of a is defined as:
The ability to distinguish features increases as the purity decreases.
B. DEMPSTER-SHAFER EVIDENCE THRORY
D-S evidence theory consists of four important concepts: the recognition framework, basic probability assignment, uncertainty representation, and synthetic rules.
Recognition framework: In D-S evidence theory, the recognition framework is represented by a finite nonempty set:
where θ i (i = 1, 2, . . . n) represents the ith hypothesis and reflects the ith possible recognition result and n represents the number of hypotheses. Based on the recognition framework, the power set 2 can be expressed as
Basic probability assignment (BPA) [29] : The basic probability assignment is also known as the mass function, which is used to describe the degree of support for hypotheses. The mass function can be expressed as m : 2 → [0, 1], which satisfies the following two equations:
where A is a proposition in 2 , which contains one or more hypotheses; m(A) indicates the basic support of evidence to proposition A. Uncertain representation [20] : According to the mass function, the belief function (Bel) and the plausibility function (Pl) can be derived.
where Bel(A) is the sum of the probabilities of all subsets of A, and Pl(A) is the sum of the probabilities of B without intersection with A. Bel(A) and Pl(A) can be used as the lower and upper bounds of A, respectively. [Bel(A), Pl(A)] is called the confidence interval of A, which is used to indicate the uncertainty of A [30] , as shown in Figure 1 . Synthetic Rule: Assume that there are n evidence bodies m 1 , m 2 , . . . , m n under the system framework = {θ 1 , θ 2 , . . . , θ n }; then the D-S evidence theory synthetic rule of m 1 , m 2 is defined as:
where k is the collision factor, which reflects the degree of collision between the evidence bodies.
The kappa test is a method used to assess consistency in statistics and measures the consistency of two judgments (e.g., the consistency of the test results of two diagnostic test methods for the same sample or subject, where two medical workers performed two observations of the same group of patients to make a diagnosis) by the kappa coefficient. Its value is between −1 and 1, and it is generally between 0 and 1 in practical applications. The calculation of the kappa coefficient is based on the confusion matrix obtained by two judgments. Assume that there is a confusion matrix:
The kappa coefficient is calculated as follows:
where p 0 is the sum of the observations in the diagonal unit of the confusion matrix:
n j=1 a ij (11) p e is the sum of the expected values in the diagonal unit as follows:
where c i represents the number of real samples of the ith category:
a ij (13) d i denotes the number of samples predicted by the ith category:
III. PROPOSED METHOD
In this section, we first improves the FF-FC-MIC feature selection algorithm in the literature [31] and proposes a new feature selection method, FSFN (feature selection feedback network), for the feature dimension and feature selection time feedback function, which can perform online fault diagnosis feature selection. Then, a multi-sensor information fusion method is proposed based on the kappa coefficient to improve the accuracy and reliability of bearing fault diagnosis. The method improves the traditional D-S evidence theory from two aspects: evidence body weight and sensor weight. The kappa coefficient is used as the similarity measure between each evidence body to correct the weight of the evidence body, and the sensor weight is corrected based on the diagnostic accuracy of different sensor data.
A. FEATURE SELECTION FEEDBACK NETWORK(FSFN)
Although the FF-FC-MIC feature selection algorithm achieves reduced complexity, it has a long running time and cannot satisfy the requirements of online diagnosis. It is found through experiments that the FF-FC-MIC feature selection algorithm presents a phenomenon in which the dimension of the feature selection is higher than that of the traditional feature selection algorithm. Further analysis shows that the correlation calculation time is long and accounts for the vast majority of the algorithm's running time. Therefore, this paper proposes a feature selection network algorithm that can feedback the feature selection dimension and feature selection time to realize the intelligent features and real-time selection mode in bearing fault diagnosis. Figure 2 shows the feature selection feedback network framework. First, we set the feature quantity threshold and feature selection time threshold. Then, we use the FF-FC-MIC algorithm proposed by [31] to select the feature for which the selected feature dimension and feature time are compared with the set two thresholds. When the feedback condition is satisfied, the weight of each feature in the feature set is calculated by CART, and features with a weight of zero are eliminated. Next, the FF-FC-MIC algorithm is used in the remaining features to complete the feature selection. Thus, the selected feature dimension is reduced, and the feature selection time is shortened. The entire process of FSFN feature selection is shown in Figure 3 . 
B. DS EVIDENCE THEORY FUSION ALGORITHUM BASED ON THE KAPPA COEFFICIENT
The kappa coefficient of different sensor data is obtained by the consistency test, which is used as the weight of the evidence. Because the fault diagnosis models based on different sensors have different decision diagnosis results for different information sources of the same device state, kappa coefficient can be used to measure the similarity of the two judgments. Therefore, the weight of the different evidence is determined by testing the consistency of the data, and a similarity judgment can be made more scientifically and accurately. The IDS fusion method flowchart is shown in Figure 4 . First, the consistency of the two evidence bodies m i and m j is tested to obtain the kappa coefficient k ij .
Taking k ij as the measure of similarity between the evidence m i and m j , the similarity matrix of the evidence is obtained as follows:
Then, based on the similarity matrix, the Sup (m i ) of the evidence m i is calculated:
where Sup (m i ) denotes the support between the evidence m i and the other evidence bodies.
Moreover, based on the support, the Cred (m i ) of the evidence m i is calculated:
where Cred (m i ) ⊂ [0, 1] and n i=1 Cred (m i ) = 1. The kappa coefficient of the two evidence bodies is obtained through a consistency test; the closer it is to 1, the higher the degree of consistency between the two evidence bodies. Specifically, the shorter the distance between the two evidence bodies is, the higher the support between each body; in addition, the higher the trust degree is, the greater the weight of the final evidence.
Next, this paper uses the weighted average of the diagnostic accuracy corresponding to each sensor data item to correct the sensor weight. Compared with the commonly used Delphi method, correcting the sensor weight by the weighted average does not depend on expert experience, and the expression result is more objective and accurate. The sensor weight ω (s i ) is calculated as follows:
where acc (s i ) represents the diagnostic accuracy and n i=1 acc (s i ) represents the sum of the diagnostic accuracy of the sensor n.
Then, we use the kappa coefficient to modify the weights of evidence and the weighted average of the diagnostic accuracy VOLUME 8, 2020 to modify the common corrected BPA:
Finally, the corrected BPA is normalized:
IV. EXPERIMENTAL RESULTS AND ANALYSIS A. EXPERIMENTAL SETUP AND DATASET
To validate the effectiveness of the proposed feature selection method, vibration signals were collected, and experiments were conducted on the CUT-2 platform. As shown in Figure 5 , the test rig was composed of an oscilloscope, a data acquisition system, a speed governor, the CUT-2 platform and a computer. The test bearing was placed at the right end of the test bench. The sampling frequency was 2 kHz, the motor speed is 2,000, 2,500 and 3,000 rpm, and the bearing model is a deep groove ball bearing 6,900 zz. The data acquisition of the bearing vibration signal is completed without load. To ensure the integrity of the bearing vibration signal, the sensors are installed in the X, Y and Z directions, as shown in Figure 6 . In addition, an electric discharge machine was utilized to set three different types of faults: outer race faults, ball faults, and inner race faults, as shown in Figure 6 . The fault diameters were 0.2 and 0.3 mm. The vibration signal construction verification dataset was collected by the CUT-2 bearing experimental platform. The CUT-2 dataset contains four bearing states: normal, outer ring fault, inner ring fault, and ball fault. Each class contains 200 samples, each consisting of 1,024 consecutive points. The dataset of the same structure was constructed at 2,000, 2,500, 3,000 rpm, and the training and test processes were performed on the dataset at the same speed. Table 1 shows the details of the datasets. A training set with 560 samples is generated, along with a test set of 240 samples. Table 2 shows the feature weights calculated by the CARTA algorithm at 2,000, 2,500, and 3,000 rpm. At 2,000 rpm, the FSFN feature selection algorithm calculates the feature weights through the CART algorithm. A total of 13 features were selected under the X-direction sensor dataset, and the feature numbers were 0, 1, 3, 8, 13, 14, 15, 17, 20, 21, 22, 23, and 24 . A total of 14 features were selected under the Y-direction sensor dataset, and the feature numbers were 0, 1, 3, 4, 6, 7, 10, 14, 15, 17, 18, 20, 23, and 24 . A total of 6 features were selected under the Z-direction sensor dataset, and the feature numbers were 1, 5, 10, 13, 16, and 21.
B. ANALYSIS OF EXPERIMENTAL RESULTS OF THE FSFN ALGORITHM ON THE CUT-2 DATASET
At 2,500 rpm, 9 features were selected under the X-direction sensor dataset, and the feature numbers were 5, 6, 10, 13, 15, 17, 20, 21, and 22 . A total of 8 features were selected under the Y-direction sensor dataset, and the feature numbers were 0, 1, 16, 17, 19, 20, 22, and 24 . A total of 7 features were selected under the Z-direction sensor dataset, and the feature numbers were 1, 3, 14, 15, 20, 21, and 24. At 3,000 rpm, 14 features were selected under the X-direction sensor dataset, and the feature numbers were 0, 1, 2, 3, 10, 11, 13, 15, 16, 18, 19, 21, 22, and 24 . A total of 8 features were selected under the Y-direction sensor dataset, and the feature numbers were 2, 5, 6, 7, 15, 18, 20, and 23. A total of 6 features were selected under the Z-direction sensor data set, and the feature numbers were 1, 3, 7, 13, 20, and 21.
The effectiveness of the FSFN feature selection algorithm was verified on the CUT-2 dataset. As shown in Table 3 (The figures are the visualization results for the corresponding speed samples. The horizontal axis in the figure represents the number of features and the vertical axis represents the first 13 samples. For the sake of beauty, the first 13 samples are chosen), the FSFN feature selection algorithm selects the number of features in the CUT-2 datasets. From the three-sensor datasets for the three rotational speeds, the FSFN feature selection algorithm performs the feature selection with fewer than six of the 25 features.
Additionally, the number of features of the two types of algorithms is compared, as shown in Figure 7 . Compared with the FF-FC-MIC feature selection algorithm, the algorithm proposed in this paper selects fewer features, thus the feature selection time is also shortened.
For further analysis, the diagnostic accuracies of the different feature selection algorithms are verified on the SVM and KNN methods, as shown in Table 4 . The diagnostic accuracy of the classification model and the average diagnostic accuracy of the FSFN feature selection algorithm are all above 95%, which are higher than the diagnostic accuracy of the FF-FC-MIC and SFS mRMR feature selection algorithms. However, at 2,500 rpm, compared to the mRMR feature selection algorithm, the average diagnostic accuracy of the FSFN feature selection algorithm decreases by 1%, which is possible because of the instability of the vibration signal at 2,500 rpm. In other words, the FSFN algorithm shows high precision.
C. EVALUATION OF THE IMPROVER D-S(IDS) EVIDENCE FUSION ALGORITHM AND ITS PERFORMANCE IN BEARING FAULT DIAGNOSIS
The proposed improved DS evidence theory algorithm (IDS) is verified on the CUT-2 dataset in this paper. For the CUT-2 dataset, the fusion verification is performed for the X, Y directions, the Y,Z directions, the X,Z directions and the X, Y, Z directions.
First, IDS fusion is performed based on the diagnostic accuracy corresponding to the feature selected by the feature network proposed in this paper. To eliminate the influence of random factors, ten experiments were repeated, and the average value was taken as the average fusion precision. The average fusion precision of IDS is compared with the average accuracy of single sensor diagnosis and traditional evidence theory. The results are shown in Figure 8 (a)-(d) .
Based on the analysis of Figure 8 (a)-(d) , the average fusion accuracy is approximately 1% higher than the diagnostic accuracy of a single sensor, regardless of the combination of two-sensors or three-sensor data diagnostic accuracy. Specifically, the traditional DS evidence theory and IDS algorithm perform the decision fusion. The reason for the small improvement in fusion accuracy is that before the decision fusion, the corresponding datasets of each sensor selected the feature with the highest diagnostic accuracy by the feature network under the current conditions. The diagnostic accuracy of single-sensor data is close to 100% at different speeds. Therefore, when the decision fusion is performed again, the average fusion precision is close to the maximum value, and the effect of the decision fusion cannot be shown.
To highlight the advantages in this study with respect to the improvement of D-S evidence theory and the accuracy and effectiveness of the experiment, the control variables are used to select the same features for all sensor-constructed datasets for training and verification. Therefore, based on features in the time domain and frequency domain, this study selected 0-1-2-3-4, i.e., a total of five features for verification.
In addition, we compare the proposed IDS algorithm with other algorithms (traditional DS evidence theory, DS evidence theory based on the Euclidean distance correction of the weight of evidence (Euclidean distance DS), D-S evidence theory based on the Minkowski distance correction of the weight of evidence (Minkowski distance DS), and DS evidence theory based on the Mahalanobis distance correction of the weight of evidence (Mahalanobis distance DS)) in fusion precision. Ten verifications were performed for each sensor dataset and fusion method, and the average was taken as the final result.
1) CONFUSION MATRIX VISUALIZATION
As shown in Table 5 , the confusion matrix at each speed on the CUT-2 dataset is visualized, and the kappa coefficient is obtained by consistency testing of the two-sensor data at the same speed.
In this study, the weight of evidence is corrected by performing a consistency test on the diagnostic results of two sensors at the same speed. First, the confusion matrix corresponding to the diagnosis result of each sensor dataset is calculated based on different sensor data diagnoses. Second, the elements on the corresponding positions of different confusion matrices are added to a summation confusion matrix, which reflects the predicted and true values under the two sensors. Different prediction conditions represent the diagnostic accuracy of each sensor dataset. Through the consistency testing of the confusion matrix obtained from different sensor data, the degree of difference in the diagnostic consistency between the two sensors can be obtained. The degree of this difference is expressed by the kappa coefficient, which is closer to 1, indicating that the difference between the two diagnoses is smaller and that the two evidence bodies are closer to each other. Thus, the calculation based on the kappa coefficient can reflect the distance between different evidence bodies and thus correct the weight of the evidence.
The kappa coefficient represents the similarity of the two-sensor data diagnostic results. Therefore, regardless of whether the sensor is in the X, Y, or Z directions, the similarity between the diagnostic results is relatively high.
2) ANALYSIS OF EXPERIMENTAL RESULTS ON CUT-2 DATASET
This study validated the applicability and stability of IDS on the CUT-2 dataset. Because the CUT-2 experimental platforms contain sensors in three positions, the IDS is verified by a combination of four sensors, i.e., sensor combinations in the X and Y directions, X and Z directions, Y and Z directions, and X, Y, and Z directions. The SVM model is used to diagnose data in the X, Y, and Z directions, and the average accuracy is used as the corrected sensor weight, as shown in Table 6 . Figure 9 shows that IDS improves the diagnostic accuracy by an average of 3.55% compared to the single X and Y sensors. Compared with the other DS evidence theory, the fusion accuracy increases by at least an average of approximately 0.75% and by at most an average of approximately 1.36%. Overall, although IDS achieves a lesser improvement in terms of fusion accuracy compared to the other improved DS evidence theory, it demonstrates a certain effectiveness and adaptability in the decision fusion of sensor data in the X and Y directions. Figure 10 shows that IDS improves the diagnostic accuracy by an average of 2.65% compared to the single sensors in the X and Z directions. Compared with the other improved DS evidence theory, the fusion accuracy increases by at least an average of approximately 0.53% and by at most an average of approximately 1.18%. At 2,500 rpm, the fusion performances of IDS and Mahalanobis DS are almost identical. Therefore, the fusion precision of IDS is less than that of the other improved DS evidence theory, and the decision fusion of sensor data for the X and Z directions is not as good as the decision fusion of sensor data for the X and Y directions.
It can be seen from Figure 11 that IDS improves the diagnostic accuracy by an average of 2.84% in the sensor data fusion for the Y and Z directions. Compared with the other improved DS evidence theory, the average fusion accuracy increases by at least an average of approximately 0.42% and by at most an average of approximately 0.95%. Therefore, compared with the other improved DS evidence theory, IDS achieves a lower fusion precision; however, it demonstrates a certain effectiveness and adaptability in the decision fusion of the sensor data of the Y and Z directions.
The improved DS evidence theory is fused on the diagnostic results of the sensor data in the X, Y, and Z directions, as shown in Figure 12 . Compared to other fusion methods, IDS still achieves the highest average fusion accuracy. Specifically, IDS is equally applicable and effective for the fusion of three-sensor data.
As shown in Figure 9 - Figure 12 , the average accuracy of the three-direction sensor information fusion reached 95.89%, which was higher than the two-direction sensor information fusion because when the number of sensors increases, the decision on the same sample also increases. IDS weighs the similarity measure between multiple evidence bodies by the kappa coefficient and corrects multiple weights of evidence. Therefore, a higher average fusion accuracy is achieved by integrating multiple sensor information fusions. In addition, as shown in Figure 12 , the IDS fusion accuracy improves by an average of approximately 4.26% compared to the X-, Y-, and Z-direction sensors.
Based on Figure 9 - Figure 12 , the following conclusions can be drawn: First, the IDS proposed in this paper can fuse multi-sensor information effectively; then, compared with DS evidence theory based on a corrected distance for evidence bodies, IDS is superior in terms of average fusion precision; finally, IDS demonstrates its validity and applicability on the CUT-2 dataset. Therefore, IDS can integrate multi-sensor information effectively, which provides a new idea for the improvement of evidence theory.
V. CONCLUSION
This paper proposes a bearing fault diagnosis method based on a feature selection feedback network and multi-sensor information fusion. The results can be summarized as follows:
1) This study proposes a feature network algorithm with a feedback effect. To realize the online selection of bearing fault diagnosis features, this study constructs a feature selection network by setting the feedback conditions of the feature quantity and feature selection time. The feature selection feedback network can achieve the same diagnostic accuracy as FF-FC-MIC; however, the feature selection dimension is lower.
2) To address the uncertainty and inaccuracy of singlesensor data-diagnosis results, this paper proposes an improved DS evidence theory based on the kappa coefficient. By comparing with traditional DS evidence theory and three DS evidence theories based on distance functions to correct the weight of the evidence body, this study proposes that the improved DS evidence theory can achieve higher average diagnostic accuracy.
Given the increase in the number and types of sensors in manufacturing, the amount of data has also increased exponentially. Therefore, the quick and effective online analysis and processing of massive data have become important research trends. Improving the fault diagnosis method in terms of time, complexity and other indicators while also realizing online fault detection, the online management and scheduling of diagnostic resources, and the online update of the diagnostic model are the focus of future research in online fault diagnosis.
