This paper studies the use of condition random fields (CRF) and prosodic features for sentence boundary detection in Chinese broadcast news. Previous approaches mostly use first-order CRF and ignore the important context and sequential information. In this paper, we explore high-order CRF models to fully make use of the contextual and sequential information. Moreover, we show the effectiveness of CRF in sentence boundary detection by comparing it with various competitive models. The prosodic feature set is usually designed to be as exhaustive as possible in previous approaches. As a result, features may be highly correlated and some of them may be not effective. In this paper, we use a correlation-based feature selection method to select a subset with the most useful features. Finally, the use of the prosodic features, e.g., pitch, in Chinese sentence segmentation deserves further investigation because the tonal aspect of Chinese may complicate the expressions of pitch features. In this paper, we study the effectiveness of the prosodic features and rank their importance by an analysis of feature usage.
INTRODUCTION
Speech recognition transcripts are usually composed of a word stream without important structural information such as punctuation. Punctuation information, in particular sentence boundaries, can largely increase the readability of the recognition transcripts [1] and help downstream language processing applications such as speech summarization [2] , natural language understanding and machine translation [3] .
Sentence boundary detection aims to discover boundary positions of sentence-like units, i.e., punctuation like comma, semicolon and period. Some approaches exploited lexical features from texts or transcribed speech. In [4] , a hidden event language model was proposed, in which sentence boundary detection was regarded as an interword hidden event detection task. Gravano et al. [5] presented an n-gram approach using finite state automata that jointly predicted sentence boundaries and case information for transcribed English speech. A more recent work integrated various kinds of lexical features in a conditional random field (CRF) and evaluated performances for different genres ranging from formal newspaper text to informal, dictated messages, and from written text to spoken text [6] . Meanwhile, speech prosodic information has been shown to be helpful for detecting sentence boundaries [7, 8, 9, 10] . Previous work has demonstrated that pause and pitch are effective boundary indicators. For example, sentence boundaries are often signaled by some combination of a long pause, a pre-boundary low tone and a pitch reset [7] . Therefore, some approaches extracted a set of prosodic features from speech for sentence boundary detection and some studies made use of both prosodic and lexical features [8, 11, 12] . Liu et al. [11] used a linear-chain CRF to integrate prosodic and lexical information, which showed superior sentence boundary detection performance as compared with hidden Markov model (HMM) and the maximum entropy (MaxEnt) model. However, this work leverages the posterior probability of decision tree (DT) on prosodic features instead of modeling them directly. In order to detect multiple structural events, some extensions of CRF were proposed recently. Factorial CRF with multiple layers of hidden nodes was used to jointly detect sentence boundary, sentence type and punctuations [12, 13] .
In this paper, we perform sentence boundary detection in Chinese broadcast news using CRFs and prosodic features. Although CRFs and prosodic features have been previously adopted in sentence boundary detection, there are still some crucial factors that need to be addressed. Firstly, previous approaches used only firstorder CRF and ignored the important feature context information. To fully adopt the sequential and contextual information, in this study, we test high-order CRF models and make use of feature contextual information. Secondly, we show the effectiveness of CRF in sentence boundary detection by comparing it with various competitive models, including decision tree (DT), Naive Bayes (NB), multilayer perception (MLP), maximum entropy (MaxEnt) and support vector machine (SVM). Thirdly, the prosodic feature set is designed to be as exhaustive as possible. Features may be highly correlated and some of them may be not effective. A large, noisy feature set may negatively affect the computational efficiency and the interpretability. In this paper, we use a correlation based feature selection method to select a subset that includes the most useful features. Finally, the use of the same prosodic features, e.g., pitch, in Chinese sentence segmentation deserves further investigation because the tonal aspect of Chinese may complicate the expressions of pitch features. In this paper, we evaluate the prosodic features by detecting sentence boundaries in Chinese broadcast news and rank their importance by a feature usage analysis.
In the following section, we describe the CRF-based sentence boundary detection approach. After that, we introduce the prosodic features in Section 3. Section 4 describes the sentence boundary detection experiments. Finally conclusions are drawn in Section 5.
THE CRF APPROACH
We regard the sentence boundary detection problem as a classification task, as shown in Fig. 1 . We expect that sentence boundaries can be detected by a set of prosodic features. Specifically, we regard interword boundary positions, according to the transcript, as sentence boundary candidates and a set of prosodic features is calculated around each candidate. The feature extraction regions are defined as a word region immediately preceding and following the interword position and a window of 200ms before and after the interword boundary, as shown in Fig. 1 . A linear-chain CRF classifier is trained to model the classes and the extracted prosodic features. The model has two advantages in sequential data classification: (1) it makes no assumption on the independency of the features; (2) it models the contextual information and labels a given candidate by considering its surrounding features and labels. Finally, each candidate in the input broadcast news stream is labeled as boundary or non-boundary using the CRF classifier.
As a discriminative probabilistic model, conditional random field (CRF) has been successfully used in segmenting and labelling sequential data [14] . It is a random field in nature, which specifies the probabilities of possible label sequences given an observation sequence. Furthermore, the conditional probability of the label sequence can depend on arbitrary, non-independent features of the observation sequence without forcing the model to account for the distribution of those dependencies. A linear-chain CRF defines a conditional probability distribution P (Y |X) of corresponding label sequence Y = (Y1, Y2, ..., Yn) given an input observation sequence X = (X1, X2, ..., Xn). Specifically, in the sentence boundary detection task, Y corresponds to a label sequence with boundary or non-boundary labels and the observation X associates with extracted prosodic features. The most likely label sequenceŶ for the given observation sequence X is:
where the function F k (Y, X) is a potential function over the labels and observations. The index k indicates different features, each of which has an associated weight λ k . For input sequence X and label sequence Y , F k (Y, X) is defined as:
where i is ranges over input positions. f k (Y, X, i) denotes the feature function at the position of i. Z λ is the normalization term:
The CRF model assigns a well-defined conditional probability distribution over possible labels on a given training set, trained by the maximum likelihood criterion. Its loss function is convex that guarantees convergence to the global optimum. The Viterbi algorithm is used to find the most likely label sequence. (1) - (3), it becomes a simple maximum entropy (MaxEnt) model [15] . The difference between CRF and MaxEnt is that the CRF models sequential information and optimizes globally over the entire sequence; whereas, MaxEnt uses only local information at current time. 
PROSODIC FEATURES
The prosodic structure of speech can be perceived in the modulation of pitch, intensity, duration and the occurrence of pauses [16, 17, 18] . We collect a rich set of prosodic features at the candidate positions in the broadcast news audio stream. The raw feature set is composed of pause, pitch, energy and duration features. The feature set is then pared down to a smaller subset by eliminating redundant and ineffective features through a correlation based feature selection approach.
Pause Features
Pauses, which break the prosodic continuity, are considered as important indicators of sentence boundaries [10] . Speakers tend to use long pauses at major semantic boundaries. If the pause at an interword position is long enough, it is most likely that a sentence boundary comes out. If there is no pause at an interword position, we set the pause duration to zero. We further normalize the pause duration, i.e., dividing its value by the mean value in the current audio stream. The final pause feature set is composed of both the raw and the normalized pause durations.
Pitch Features
Pitch, or fundamental frequency (F0), is usually regarded as a primary cue for sentence boundary detection [16, 18] . Previous studies have shown that pitch declination and reset phenomena are prominent cues, since a speaker tends to raise his or her pitch to the top at the beginning of a major speech unit and lower it towards the pitch baseline at the end. As a result, pitch undergoes a declination within the major speech unit and a reset between two major speech units.
According to [19] , three groups of pitch features are extracted by Praat [20] , which aim to capture pitch range, pitch reset and pitch slope phenomena. The pitch range features are based on computation of minimum, maximum, mean, first and last voiced F0 values within a single word and a 200ms window preceding and following the interword position, as shown in Fig. 1 . In order to achieve good results with a speaker independent system, the above mentioned values are normalized with global statistics. We compare F0 values in the last voiced region before the interword boundary with the corresponding values in the first voiced region after the boundary to capture the pitch reset phenomenon. The ratio and difference of F0 values between the current and the following word are computed as features both in the linear and the log domains. The final group of pitch features looks at the slopes of the F0 segments, which captures the melodic trends or checks the trends continuity. Before slope feature extraction, F0 is stylized using the Praat's stylization function [20] . The slope features include the first and the last slope in the word, and the difference between the last slope before the boundary and the first slope in the word following the boundary. A set of 80 pitch features is collected in total.
Energy Features
Energy features aim to capture intensity patterns. Speakers usually tend to begin their utterances aloud, then gradually taper off and end with less energy. This often leads energy to a similar declination and reset behavior like pitch [17, 18] . The energy features are computed based on the intensity contour produced by Praat [20] . The mean, minimum, maximum, first and last short term root mean square (RMS) energy values are extracted at both the word and the window regions preceding and following the interword position. After that, these energy features are stylized [19] . We also compute the normalized energy features through dividing the raw and stylized values by mean RMS values for the current audio stream. Finally, 80 energy features are implemented.
Duration Features
Final lengthening and initial shortening effects are well-known durational cues indicating boundaries [17, 18] . It refers to the speaker's general behavior of slowing down the speaking rate at the end of a major speech unit and speeding up at the beginning of another one. We obtain word and phone duration features within the word preceding and following the candidate based on the time force alignment on the transcripts. Specifically, on the phone level, the global statistics of mean and std are computed. Then, the raw phone durations are normalized by z-normalization and z-ratio using the global statistics. Furthermore, we get the average and maximum phone duration features within the current and following words. The speaker specific phone duration features are calculated similarly except that the mean and std calculated within the audio of this speaker. The duration feature set is composed of 11 features.
Feature Selection
The prosodic feature set is usually designed to be as exhaustive as possible. In our study, we collect a raw set of 173 features. A number of features are highly correlated and some pitch and energy features differ only in the normalization method. Redundant and noisy features may seriously affect the boundary detection performance and the computational efficiency. Therefore, we use a correlation based approach to select an optimal feature subset from the raw feature set before classification. This allows us to compare the strengths and weaknesses of different classifiers fairly without the influence from features. The straightforward idea of this method is that good feature sets contain features that are highly correlated with the class.
Correlation based feature selection (CFS) [21] is a method that couples the evaluation formula with an appropriate correlation measure and a heuristic search strategy. CFS first calculates a matrix of feature-class and feature-feature correlation from the training data and then searches the feature subset space using a best first search, which starts with an empty set and generates all possible single feature expansions. The subset with the highest evaluation is chosen and expanded in the same manner by adding individual features. CF-S stops when T consecutive fully expansions have no improvement. In this work, we use best first search strategy and make 10-fold cross 
EXPERIMENTS

Corpus
We conduct sentence-like units (SU) detection on 100 programs of the TDT2 Mandarin broadcast news corpus 2 . The 100 programs (70 for training, 30 for testing) are all short news programs, each of which is reported by a single speaker. These programs usually focus on brief news reported by a single anchor. Each audio program file is provided with a speech recognition transcript (ASR) and a reference human transcript (REF). The reference human transcript is manually transcribed text with punctuation information. In the REF transcripts, the interword positions with punctuation marks like comma, semicolon and period are regarded as the SU boundaries that need to be detected. The ASR transcript is composed of recognized words and pause labels with timing information, but it lacks sentence boundary labels (i.e. punctuation marks). We manually add sentence boundary labels to the ASR transcripts according to the punctuation in the reference transcripts.
Experimental Setup
The Mallet package 3 was used to implement the CRF approach with different order N (Y = Yi−N , ..., Yi) and feature context M (X = Xi−M , ..., Xi). Moreover, we compared the CRF approach with several competitive classifiers, e.g., Quinlan's C4.5 decision tree (DT), Naive Bayes (NB), Multilayer Perception (MLP), maximum entropy model (MaxEnt) and support vector machine (SVM). The DT, NB, MLP and SVM classifiers were implemented by the WEKA 4 toolkit and the MaxEnt classifier was realized by the opennlp.maxent package 5 . We evaluated their performances on both the raw prosodic feature set and the feature subset achieved by feature selection.
The SU boundary detection experiments were carried out on both the REF and ASR transcripts. We use precision, recall and F1-measure, as well as NIST SU error metric [22] , to evaluate the performance. Precision is defined as the number of correctly returned SU boundaries divided by the number of all returned SU boundaries. Recall is defined as the number of correctly returned SU boundaries divided by the number of real SU boundaries. F1-measure is the harmonic average of precision and recall. The NIST SU error rate Table 2 . Results for CRF with different N and M (F1/NIST: %). is defined as the total number of inserted and deleted SU boundaries divided by the number of real SU boundaries.
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Results and Analysis
Experimental results for CRF with different order (N ) and feature context (M ) are summarized in Table 2 . Experiments were carried out using the selected prosodic feature set on the testing REF transcripts. We can clearly see that the best performance is achieved under the condition of N = 3 and M = 2, where F1-measure is 0.793 and the NIST error rate is 0.364. We also observe that the performance becomes better when N increases from 1 to 3 and M increases from 0 to 2. This indicates that the context and sequence information are useful in improving the accuracy of sentence boundary detection. However, the performance degrades with further increase of N and M , probably due to training data sparseness for complex CRF modeling. We also observed similar phenomena in the experimental results obtained on the ASR transcripts. We compared CRF with DT, NB, MLP, MaxEnt and SVM approaches using the REF and ASR transcripts before and after the feature selection. The results are shown in Table 3 . We find that the CR-F approach outperforms all competitive models after feature selection on both the REF and ASR transcripts. Most classifiers achieve improved performance after feature selection. The NB classifier tested on all the prosodic features achieves the worst performance. This is because NB supposes that the features are independent. But in fact, the prosodic features are highly correlated and redundant. Since the MaxEnt classifier can handle correlated features, it's not surprising it obtains a good performance on the full feature set. The CRF classifier does not outperform other classifiers in all-feature case. After correlation-based feature selection, the performances of most classifiers are improved, especially CRF and NB. As a result of feature selection, noisy and redundant features are removed. Similar to the observations discovered on the REF transcripts, CRF consistently outperforms other classifiers using selected features on the ASR transcripts. We also observe that the recognition error will result in performance degradation of sentence boundary detection. Recognition errors affect the quality of the extracted prosodic features and thus have a negative impact on the sentence boundary detection. 
Feature Usage
We show the contribution of different prosodic features through an analysis of feature usage. Since decision tree can provide visual interpretability of features, we calculate the usage for each feature appeared in the decision tree and rank the relative importance of different features. Feature usage [10] is computed as the relative percentage frequency with which that feature is queried in the decision tree. We count the number of times the decision tree asked a question of a given feature, over all test samples, divided by the total number of questions asked. Features used higher in the tree classify more samples and therefore have higher feature usage. The percentage feature usage is shown in Table 4 . The statistics show that PAU-DUR, F0-RT-MIN-N, E-WIN-RT-MAX-N, WRD-DUR-L, WRD-AVG-DUR-L and PHO-AVG-DUR-L contribute the most part of the feature usage. The pause feature category ranks the first place in the feature usage. Surprisingly, the duration feature category contributes almost the same with the pause category. The pitch category provides 17.64% of the feature usage, which shows that pitch features are also effective in detecting sentence boundaries in a tonal language like Chinese.
CONCLUSIONS
This paper addresses some importance factors in the use of condition random fields (CRF) and prosodic features for sentence boundary detection in Chinese broadcast news. Firstly, we discover that sequential and contextual information is quite useful for CRF-based approaches. The best performance is achieved under the condition of CRF order N = 3 and context M = 2. Secondly, we show that CRF outperforms other competitive classifiers, including DT, NB, MLP, MaxEnt and SVM, in sentence boundary detection. Thirdly, using a correlation based approach, we demonstrate that feature selection is necessary in improving performance. Finally, through a feature usage study, we show the prosodic features, including pitch features, are effective in sentence boundary detection in Chinese speech.
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