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The security of the symmetric probabilistic encryption scheme based on chaotic attractors of neural networks is analyzed
and discussed. Firstly, the key uniqueness is proved by analyzing the rotation transform matrix to avoid the attack of the
equivalent key. Secondly, the distributed uniformity of the numbers “0” and “1” in the corresponding attracting domain for
every chaotic attractor is analyzed by the statistics method. It is testified that the distributed uniformity can be kept if the
synaptic matrix of the neural network is changed by a standard permutation matrix. Two annotations based on the results
above are proposed to improve the application security of the encryption algorithm.
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Although the Hopfield neural networks (HNN) consist of
simple elements, they have complex nonlinear dynamics and
parallel processing feature[1]. In particular, the chaotic dy-
namics of HNN is a complex NP-complete problem, and has
a significant practical value in the modern cryptology[2]. A
novel symmetric probabilistic encryption scheme based on
chaotic attractors of neural networks[3] was proposed accord-
ing to the irregular chaotic-classified property of HNN. In
comparison with some classical symmetric encryption algo-
rithms such as AES, DES, etc, the proposed algorithm has
better properties in encryption speed and security. It can
implement fast parallel nonlinear transformation, and is suit-
able for hardware implementation[4, 5]. Its encryption speed
of data is fairly high. Furthermore, the proposed scheme is
uneven in the encryption and decryption process. Hence, it
is more secure than some classical symmetric encryption
schemes.
This paper further analyzes and discusses the uniqueness
of the keys and the randomness of cipher text based on the
original research results[3, 4]. Some improvement suggestions
are given in order to enhance the security and feasibility of
the proposed scheme.
In the symmetric probabilistic encryption scheme based
on chaotic attractors of neural networks[3], if the permutation
matrix H as a principal part of the key is a rotation matrix,
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It means that the problem of an equivalent key takes place.
Any cracker can use a unit matrix I which has the order of
H to replace H , and easily break the proposed encryption
scheme.
For the convenience of analysis next step, three basic
conceptions are firstly defined[6].
Definition 1. An n × n matrix P is regarded as a rotation
matrix if and only if TPPT =
~
 (P and T ∈Rn×n ), where P
~
denotes the transpose of P.
Rotation transformation, such as Householder transfor-
mation[7] and Givens transformation[8], etc, is a frequently en-
countered transformation. Patric Ostergard, Alex Sidorenk
and Dan Gordon et al. proposed many algorithms to con-
struct a rotation matrix[9].
Definition 2. An n×n matrix is regarded as a standard per-
mutation matrix if and only if each row and each column
both only have a non-zero element which is equal to 1.
Definition 3. An n×n matrix is regarded as a generalized
permutation matrix if and only if each row and each column
both only have a non-zero element.
                           .                                                          (2)
                        ,                                                            (1)
then
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There are rotation matrices in both standard and general-
ized permutation matrices. For example, the unit matrix and
its some equivalent matrices are all rotation matrices[10].
Hence, a novel annotation is proposed for the symmetric
probabilistic encryption scheme based on chaotic attractors
of neural networks in order to avoid the equivalent keys.
Annotation 1. The permutation matrix H as a key can not be
a rotation matrix.
In order to avoid the equivalent key in the proposed
scheme, the following theorem will be proved firstly.
Theorem 1. For two different random permutation matrices
H1and H2, if none of H1, H2 or 21
~
HH is a rotation matrix,
where H1and H2 ∈R
n×n, and 
2
~
H is the transpose of H2, H1
and H2 are not the equivalent keys.
Proof: For two arbitrary different random permutation ma-
trices H1and H2, we assume that they are equivalent keys.
Hence,
11
~ˆ HTHT =
22
~ˆ HTHT =
                     ,                                                                    (3)
                     ,                                                                    (4)
where 
1
~
H  and 2
~
H  are the transpose of H1and H2, respectiv-
ely. Eq.(4) can be expressed as
222222
~~ˆ~ HHTHHHTH =                                      .                                              (5)
Both H1and H2 are also orthogonal matrices according to the
properties of permutation matrices. The transpose of an or-
thogonal matrix is equal to the inverse matrix of this orthogo-
nal matrix. Then
IHH =22
~
                  ,                                                                     (6)
where I is a unit matrix. So Eq.(4) can be denoted as
22
ˆ~ HTHT =                     .                                                                  (7)
Eq.(7) is substituted into Eq.(3)
1221
~ˆ~ˆ HHTHHT =                             .                                                         (8)
Let 
213
~
HHH = . Then 123
~~
HHH = . Substitute it into Eq.(8)
33
~̂ˆ HTHT =                    .                                                                   (9)
According to the definition, H3 is a rotation matrix. Hence, it
contradicts the fact that 
21
~
HH  is not a rotation matrix. The
assumption aforementioned is false. Hence, Theorem 1 is
proved.
Theorem 1 testifies that there are no equivalent keys in
the proposed scheme based on Annotation 1.
In the symmetric probabilistic encryption scheme based
on chaotic attractors of neural networks[3], if the Hopfield
neural network works in a synchronous parallel manner, and
the synaptic matrix T̂  is a non-negative symmetric matrix,
any initial state of the HNN can be converged at a corre-
sponding stable state attractor. The cipher text of the pro-
posed scheme consists of initial states by random selection.
If the excitatory and inhibitory states of neuron are expressed
as “1” and “0”, respectively, each initial state in HNN has a
corresponding binary sequence. Here, the frequency distri-
bution of “0” and “1” in every attraction domain is an issue
of cryptographist’s concern all over the world. According to
the security theory of cryptology, if the distributions of “0”
and “1” in the cipher text are pseudorandom and
unpredictable, the attack to the cipher text will become more
difficult, and consequently the security of the proposed
scheme will be improved. However, the uniform frequency
distribution of “0” and “1” is a necessary condition for good
unpredictability of a binary sequence[10].
Based on E. Gardner’s research results[11], if we want to
obtain more unpredictable attractors, the network requires
equal concentrations of excitatory and inhibitory synapses.
Networks with these properties are considered in this paper.
When we construct T, the synaptic matrix , in each row and
each column of T , # “1” ≈ # “-1”≈ # “0” (where # means
“is the number of”), where Tij =1, -1 or 0 stands for the exci-
tatory action, inhibitory action and no direct connection be-
tween neuron i and neuron j, respectively. If a standard per-
mutation matrix is used to change the synaptic matrix of HNN
as shown in Eq.(1), there is anothar theorem for the frequency
distributions of “0” and “1” as follows.
Theorem 2. If a standard permutation matrix, H∈Rn×n is
used to change T ∈ Rn × n, the synaptic matrix of HNN,
( HHTT
~
=̂ where H
~
 is the transpose of H) the frequency
distributions of “0” and “1” keep constant in the transformed
attraction domain.
Proof: Generally assume that if the synaptic matrix of HNN
is T, the set of attractors of the network is denoted as
}1,1,0,{ −== ρµµ LSTΨ . For the attractor Sµ, the domain of
attraction is denoted as }1,1,0,{ −== µ
µνµ Λξ LvA  where µνξ is
the messages. ρ and Λµ are the numbers of attractors and
attraction domains, respectively. While the synaptic matrix
of HNN is HHTT
~
=̂  where H is a standard permutation
matrix, the set of attractors of the network is denoted as
}1,1,0,{ −== ρµµ LSTΨ . For the attractor µŜ , the domain of
attraction is denoted as }1,1,0,ˆ{ˆ −== µ
µνµ ΛLv?A . According
to the proposed scheme described in Ref.[3], we get
HSS
~ˆ µµ =
H
~ˆ µνµν ξξ =
                    ,                                                                   (10)
                        ,                                                                   (11)
where H
~  is the transpose of H.
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Because H is a standard permutation matrix, H-1, the in-
verse matrix of H, is also a standard permutation matrix ac-
cording to the properties of a standard permutation matrix.
Hence, H
~
=H-1 is a standard permutation matrix too.
According to the definition of a standard permutation
matrix, each row and each column both have only one non-
zero element which is equal to 1. So, ξµvH~ only changes the
order of “0” and “1” in µνξ . However, the numbers of “0”
and “1” in each row and each column of ξµvH~ are the same as
µνξ . Hence, the frequency distributions of “0” and “1” are
identical between µνξ̂  and µνξ .Theorem 2 is proved.
It will be seen from Theorem 2 that if T, the suitable syn-
aptic matrix of HNN, is constructed to ensure the distributed
uniformity of the number “0” and “1” in each attraction
domain, the property of the uniform frequency distribution
will be held when the synaptic matrix of the neural network
is changed by the standard permutation matrix. For example,
a synaptic matrix T is constructed in Ref.[3] as follows
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01110111
10111011
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11101110
01110111
10111011
T                                                                         .          (12)
It is clearly seen from Tab.1[3] that the frequencies of the
numbers “0” and “1” in each attraction domain of HNN are
both 0.5. Hence, the frequency distribution of the numbers
“0” and “1” in the HNN with the synaptic matrix T is well-
proportioned. If the synaptic matrix is changed by a standard
permutation matrix
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01000000
00000010
00000100
10000000
00010000
H
the new synaptic matrix is given by
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~ˆ HHTT                                                          ,                      .  (13)
From Tab.2[3], it can be seen in comparison with Tab.1
that the frequenies of the numbers “0” and “1” in each attrac-
tion domain of HNN with the synaptic matrix T̂  are still 0.5,
and keep constant. Hence, a new annotation is given as
follows.
Tab.1 Frequency distributions of “0” and “1” in the attrac-
tion domain of HNN with the synaptic matrix of Eq.(12)
                         Number         Number         Frequency         Frequency
     Attractors
                           of “0”            of “1”              of “0”                of “1”
    11111000         80              80                   0.5      0.5
    11110001         80              80                   0.5      0.5
    11100011         80              80                   0.5      0.5
    11000111         80              80                   0.5      0.5
    10001111         80              80                   0.5                      0.5
    00011111         80              80                   0.5      0.5
    00111110         80              80                   0.5      0.5
    01111100         80              80                   0.5      0.5
    11111111          64              64                   0.5                      0.5
    11110000         40              40                   0.5                      0.5
    11100001         40              40                   0.5                      0.5
    11000011         40              40                   0.5      0.5
    10000111         40              40                   0.5                      0.5
    00001111         40              40                   0.5      0.5
    00011110         40              40                   0.5      0.5
    00111100         40              40                   0.5                      0.5
    01111000         40              40                   0.5      0.5
Annotation 2. If a suitable synaptic matrix of HNN is con-
structed to ensure the distributed uniformity of “0” and “1”
in the attraction domain of each chaotic attractor, the prop-
erty of the uniform frequency distribution will be held after
the synaptic matrix of HNN is changed by a standard permu-
tation matrix.
                          ,
·0060·                                                                     Optoelectron. Lett.  Vol.6  No.1
The symmetric probabilistic encryption scheme based on
chaotic attractors of neural networks is one of cryptographic
algorithms with a high speed of data encryption using paral-
lel processing, and suitable for hardware implementation.
Based on the current researches, this paper deeply analyzes
the performance of the proposed scheme. The results show
that (1) if the random permutation matrix H is not a rotation
matrix, the uniqueness of keys can be testified, and there are
no equivalent keys in the proposed scheme; (2) if the synap-
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Tab.2 Frequency distributions of “0” and “1” in the attrac-
tion domain of HNN with the synaptic matrix of Eq.(13)
                         Number         Number         Frequency         Frequency
     Attractors
                           of “0”            of “1”              of “0”                of “1”
    10110110         80              80                   0.5      0.5
    01110110         80              80                   0.5      0.5
    01111100         80              80                   0.5      0.5
    01011101         80              80                   0.5      0.5
    11001101         80              80                   0.5                      0.5
    11001011         80              80                   0.5      0.5
    10101011         80              80                   0.5      0.5
    10110011         80              80                   0.5      0.5
    11111111          64              64                   0.5                      0.5
    10100011         40              40                   0.5                      0.5
    01110100         40              40                   0.5                      0.5
    10110010         40              40                   0.5      0.5
    01011100         40              40                   0.5                      0.5
    00110110         40              40                   0.5      0.5
    01001101         40              40                   0.5      0.5
    11001001         40              40                   0.5                      0.5
    10001011         40              40                   0.5      0.5
tic matrix of HNN is suitably constructed, we can obtain the
uniform frequency distribution of “0”and “1” in each attrac-
tion domain of HNN. Moreover, this property can be held
even if the synaptic matrix is changed by a standard permu-
tation matrix. According to the results, we propose two an-
notations to improve the security of the proposed scheme.
