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Abstract
Weprove a lower bound of 52n
2−3n for themultiplicative complexity ofn×n-matrixmultiplication
over arbitrary ﬁelds. More general, we show that for any ﬁnite dimensional semisimple algebra A
with unity, the multiplicative complexity C(A) of the multiplication in A is bounded from below by
5
2 dimA− 3(n1 + · · · + nt ) if the decomposition of A ∼= A1 × · · · × At into simple algebras A ∼=
D
n×n
 contains only noncommutative factors, that is, the division algebraD is noncommutative or
n2.
We also deal with the complexity of multiplication in algebras with nonzero radical. We present
an example that shows that our methods in the semisimple case cannot be applied directly to this
problem. We exhibit lower bound techniques for C(A) that yield bounds still signiﬁcantly above the
Alder–Strassen bound. Themain application is the lower boundC(Tn(k))(2 18−o(1)) dim Tn(k) for
themultiplicative complexity ofmultiplication in the algebra Tn(k) of upper triangular n×n-matrices.
© 2004 Elsevier B.V. All rights reserved.
Keywords:Associative algebra; Lower bound; Multiplicative complexity
1. Introduction
A fundamental problem in algebraic complexity theory concerns the costs of multiplica-
tion, say of matrices, triangular matrices, polynomials, or power series, just to mention a
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few. To be more speciﬁc, let A be a ﬁnite dimensional associative k-algebra with unity 1.
By ﬁxing a basis v1, . . . , vN of A, we can deﬁne a set of bilinear forms corresponding to
the multiplication in A. If vv =∑N=1 (),v for 1, N with structural constants
(), ∈ k, then these constants and the identity
(
N∑
=1
Xv
)(
N∑
=1
Yv
)
=
N∑
=1
b(X, Y )v
deﬁne the desired bilinear forms b1, . . . , bN . The multiplicative complexity of b1, . . . , bN
is the smallest number of essential multiplications and divisions necessary and sufﬁcient to
compute b1, . . . , bN from the indeterminates X1, . . . , XN and Y1, . . . , YN .
An important special case of this problem is the complexity ofn×n-matrixmultiplication.
With respect to the standard basis, the considered bilinear forms are
bi,j =∑n=1 Xi,Y,j for 1 i, jn. (For convenience, we use the usual double indices.)
According to Strassen [25], we may reformulate the problem over inﬁnite ﬁelds as fol-
lows. The multiplicative complexity of b1, . . . , bN is the smallest number  of products
p = u(Xi, Yj ) ·v(Xi, Yj )with linear forms u and v in theXi and Yj such that the lin-
ear span of p1, . . . , p contains b1, . . . , bN . (Since we are considering lower bounds in this
work, the above restriction to inﬁnite ﬁelds does not impose any problems: Lower bounds
over a ﬁeld K also hold over any subﬁeld k ⊂ K .) From this characterization, it follows that
the multiplicative complexity of b1, . . . , bN does not depend on the choice of v1, . . . , vN ,
thus we may speak about the multiplicative complexity C(A) of (the multiplication in) A.
For a modern introduction to algebraic complexity theory, we recommend [13].
A related quantity is the bilinear complexity (or rank) R(A) of the multiplication in an
associative algebra. Here the products p = u(Xi) · v(Yj ) are bilinear products, that
is, products of linear forms u in the Xi and linear forms v in the Yj . (Note that we are
computing bilinear forms.) The concept of bilinear complexity has been utilized with great
success in the design of asymptotically fast matrix multiplication algorithms, see for ex-
ample [2,14,22,24,27]. Obviously, the multiplicative complexity is a lower bound for the
bilinear complexity and it is not hard to see that twice the multiplicative complexity is an
upper bound for the bilinear complexity (see e.g. [13, Eq. (14.8)]). Therefore, we usually
want to have upper bounds for the bilinear complexity and lower bounds for the multi-
plicative complexity. While the difference between multiplicative and bilinear complexity
seems to be minor at a ﬁrst glance, it is much harder to cope with the multiplicative com-
plexity when dealing with lower bounds. One reason is the fact that the bilinear complexity
of a tensor of a bilinear map (see below for a deﬁnition) is invariant under permutations
whereas the multiplicative complexity may not be, see also [13, Chapter 14.2] for a further
discussion.
Our ﬁrst main result is a lower bound of 52n
2 − 3n for the multiplicative complexity of
n × n-matrix multiplication over arbitrary ﬁelds. More general, a similar bound holds for
any ﬁnite dimensional semisimple algebra with unity. Then we deal with the complexity
of multiplication in algebras with nonzero radical. Since our methods in the semisimple
case cannot be extended directly to this problem, we exhibit further lower bound techniques
for C(A). The main application is the lower bound C(Tn(k))(218 − o(1)) dim Tn(k) for
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the multiplicative complexity of multiplication in the algebra Tn(k) of upper triangular
n× n-matrices.
1.1. Previous results
In 1978, Brockett and Dobkin [10] proved that R(kn×n)2n2 − 1 and in the same year,
Lafon andWinograd [20] extended this result to the multiplicative complexity. Three years
later, Alder and Strassen [1] uniﬁed most of the lower bounds known at that time, including
the last one, in a single theorem.
Theorem 1 (Alder and Strassen [1]). For any ﬁnite dimensional associative k-algebra A
C(A)2 dimA− t , (1)
where t is the number of maximal twosided ideals in A.
Recently, some progress has been made in improving the lower bound for the multi-
plicative complexity of matrix multiplication, namely C(kn×n)2n2+n− 3 (see [3]). For
the special case k = GF(2), Bshouty [11] showed RGF(2)(GF(2)n×n) 52n2 − o(n2) using
methods from coding theory. He claims that this bound also holds for the multiplicative
complexity. Finally, in [4] we proved the lower bound
R(kn×n) 52n
2 − 3n . (2)
for arbitrary ﬁelds k and extended it in [6] to arbitrary algebras A. More precisely,
R(A) 52 dimA− 3(n1 + · · · + nt ) (3)
holds for any algebra A, provided that in the decomposition of A ∼= A1 × · · · × At into
simple factors A = Dn×n with division algebras D, each A is noncommutative. Very
recently, Shpilka [23] could strengthenBshouty’s bound toCGF(2)(GF(2)n×n)3n2−o(n2)
and also showed slight improvements of (2) for other ﬁnite ﬁelds. If the size of the ﬁeld
approaches inﬁnity, the factors of n2 in these bounds go to 52 . One should note that the results
of Strassen [25] only work over inﬁnite ﬁelds. Thus it is not clear whether the considered
model is appropriate for ﬁnite ﬁelds.
1.2. New results
As our ﬁrst main result, we show that (2) also holds for the multiplicative complexity.
The following theorem is proven in Section 4.
Theorem 2. For any ﬁeld k, C(kn×n) 52n2 − 3n.
Before proving this bound, we introduce the so-called “tensorial notation” in the next
Section 2 and present a (well-known) alternative characterization of multiplicative com-
plexity, which is more suited for our purposes.
The bound of Theorem 2 is a special case of the following lower bound, which we show
in Section 5.
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Theorem 3. LetA ∼= A1×· · ·×At be a semisimple algebra over an arbitrary ﬁeld k with
A = Dn×n for all , where D is a k-division algebra. Assume that each factor A is
noncommutative, that is, n2 orD is noncommutative. Then C(A) 52 dimA− 3(n1 +· · · + nt ).
The bound of Theorem 3 is the ﬁrst lower bound over arbitrary ﬁelds for the mul-
tiplicative complexity of a semisimple algebra—in particular of the important algebra
kn×n—signiﬁcantly above the Alder–Strassen bound (1). In [6], we obtained the same
bound for the easier case of the bilinear complexity. In this case, our bounds can also be
extended to arbitrary ﬁnite dimensional algebras A provided that the (semisimple) quotient
algebraA/radA satisﬁes the assumptions ofTheorem3.However,we provide an example in
Section 6.1 which shows that our methods cannot yield this generalization for the multi-
plicative complexity (at least without any extra considerations).
We then investigate what still can be done in the case of algebras with nonzero radical.
One easy case are such algebras where the radical “grows”, that is, 2 dim(radA)m is much
larger than dim radA where m is the smallest natural number such that (radA)2m−1 =
{0}. This case is treated in [9]. In particular, a sequence of explicitly given algebras An
with C(An)(3− o(1)) dimAn is constructed. This bound is for instance achieved by the
algebras An = k[X1, . . . , Xn]/(XhXiXj | 1h, i, jn) of truncated polynomials. This
is the currently best lower bound known for a concrete sequence of algebras and also the
best we can expect from today’s lower bound techniques. (For existential results of algebras
of high complexity, see [12].) Therefore we concentrate on algebras that do not have the
property that the radical “grows”. The most important algebra of this type is probably
the algebra of upper triangular n × n-matrices Tn(k). We deal with this in Section 6.2.
Our second main result is Lemma 19. This lemma provides a way to prove lower bounds
above the Alder–Strassen bound for algebras A with “nongrowing” radical. Here, C(A) is
estimated from below by the multiplicative complexity of a bilinear map  obtained from
the multiplication in A by restricting to some subspaces. After that, C() can be estimated
using techniques introduced before for semisimple algebras. In Section 6.3, we apply this
method to the algebra of upper triangular matrices and get the following result.
Theorem 4. For any ﬁeld k, C(Tn(k))(218 − o(1)) dim Tn(k).
This is the ﬁrst bound for Tn(k) signiﬁcantly above the Alder–Strassen bound. Prior to
this, we only knew that theAlder–Strassen bound could be improved by an additive amount
of one for the bilinear complexity if n3 [18], that is, Tn(k) is not an algebra of minimal
rank.
2. Preliminaries
We give some preliminaries to which we will refer frequently in the subsequent sections.
In the ﬁrst part of this section, we explain the model of computation. Then, we present an
alternative characterization of multiplicative complexity, the so-called “tensorial notation”
and state the relevant results for it. In the third part, we brieﬂy review the lower bound
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techniques used byAlder and Strassen. These techniques basically are sophisticated reﬁne-
ments of the substitution method due to Pan [21].
2.1. Model of computation
When considering lower bounds, it is convenient to use a coordinate-free deﬁnition of
multiplicative complexity, see e.g. [13, Chapter 14.1]. In the following, if V is a vector
space, let V ∗ denote the dual space of V, i.e., the vector space of all linear forms on V.
Deﬁnition 5. Let k be a ﬁeld, U, V, and W ﬁnite dimensional vector spaces over k, and
 : U × V → W a bilinear map.
(1) A sequence 	 = (f1, g1, w1, . . . , f, g, w) with f, g ∈ (U × V )∗ and w ∈ W is
called a quadratic computation for  over k of length  if
(u, v) =
∑
=1
f(u, v)g(u, v)w for all u ∈ U, v ∈ V.
(2) The length of a shortest quadratic computation for  is called the multiplicative com-
plexity of  and is denoted by C().
(3) If A is a ﬁnite dimensional associative k-algebra with unity, then the multiplicative
complexity of A is deﬁned as the multiplicative complexity of the multiplication map
of A, seen as a bilinear map A× A→ A. It is denoted by C(A).
Speciﬁcally, the multiplicative complexity of n× n-matrix multiplication is denoted by
C(kn×n) in the language from above. If we want to emphasize the underlying ground ﬁeld k,
we will sometimes write Ck() and Ck(A) instead of C() and C(A), respectively.
If we require that f ∈ U∗ and g ∈ V ∗ in the above Deﬁnition 5, we get bilinear
computations and bilinear complexity (also called rank).We denote the bilinear complexity
of a bilinearmap byR() orRk() and the bilinear complexity of an associative algebraA
by R(A) or Rk(A). For any bilinear map , one has
C()R()2 · C() . (4)
Except for trivial cases, the second inequality is always strict, see [19].
2.2. Characterizations of multiplicative complexity
Above, we have introduced the multiplicative complexity of a bilinear map in terms of
computations.A second useful characterization ofmultiplicative complexity is the so-called
“tensorial notation” (see [13, Chapter 14.4] for the bilinear complexity). With a bilinear
map  : U × V → W , we may associate a coordinate tensor (or tensor for short) which
is basically a “three-dimensional matrix”. Fix bases u1, . . . , um of U, v1, . . . , vn of V, and
w1, . . . , wp ofW. There are unique scalars t,,
 ∈ k such that
(u, v) =
p∑

=1
t,,
w
 for all 1m, 1n. (5)
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Then t = (t,,
) ∈ km×n×p is the tensor of  (with respect to the chosen bases). On the
other hand, any given tensor also deﬁnes a bilinear map after choosing bases. We deﬁne
the multiplicative complexity of the tensor t by C(t) = C(). In the same way, the bilinear
complexity of t is R(t) = R(). Both quantities are well-deﬁned, since the multiplicative
and bilinear complexity is robust with respect to invertible linear transformations, i.e., with
respect to changes of bases.
If  is the multiplication in an algebra A, then we may instantiate the above three bases
with one and the same basis. In this case, the tensor consists of the structural constants (see
[15] for a deﬁnition) of the algebra A (with respect to the chosen basis).
With each tensor t = (t,,
), we may associate three sets of matrices, the slices of t.
The matrices Q = (t,,
)1n,1
p ∈ kn×p with 1m are called the 1-slices
of t, the matrices S = (t,,
)1m,1
p ∈ km×p with 1n the 2-slices, and
ﬁnally T
 = (t,,
)1m,1n ∈ km×n with 1
p are called the 3-slices of t.
When dealing with bilinear complexity, it makes no difference which of the three sets of
slices one considers. In the case of multiplicative complexity, however, the 3-slices play a
distinguished role.
Lemma 6. Let k be a ﬁeld and t be a tensor with 3-slices T1, . . . , Tp ∈ km×n. Then
C(t) if and only if there are (column) vectors u, v ∈ km+n for 1 such that with
P := u · v ∈ k(m+n)×(m+n)(
0 T1
T 1 0
)
, . . . ,
(
0 Tp
T p 0
)
∈ lin
{
P1 + P1 , . . . , P + P
}
. (6)
Here, T  denotes the transpose of a matrix T and lin {. . .} denotes the linear span. A
proof of this lemma is straight forward. (One possibility is to follow the lines of the proof of
Theorem 3.2 in [19].) The rank one matrices P correspond to the products of a quadratic
computation. By transposing, we identify the product xy of two indeterminates with yx.
If T1, . . . , Tp are the 3-slices of a tensor t, we will occasionally also write C(T1, . . . , Tp)
instead of C(t) and R(T1, . . . , Tp) instead of R(t). By multiplying (6) with(
X 0
0 Y
)
and
(
X 0
0 Y
)
from the left and right, respectively, it follows from Lemma 6 that if X ∈ km×m and
Y ∈ kn×n are invertible matrices, then
C(T1, . . . , Tp) = C(X · T1 · Y, . . . , X · Tp · Y ) . (7)
Thismultiplication of the sliceswithX andY corresponds to a change of the basesu1, . . . , um
and v1, . . . , vn in (5).
2.3. The lower bound techniques of Alder and Strassen
Beside the original paper of Alder and Strassen, [17, Chapter IV.2] and [13, Chapter 17]
are excellent treatments of their results.We have taken the term “separate” and the extension
lemma from there, but everything is also contained in the work of Alder and Strassen [1].
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Deﬁnition 7. Let U, V, W be vector spaces and 	 = (f1, g1, w1, . . . , f, g, w) be a
quadratic computation for a bilinear map  : U × V → W . Let U1 ⊆ U , V1 ⊆ V , and
W1 ⊆ W be subspaces. The computation 	 separates (U1, V1,W1), if there is a set of
indices I ⊆ { | w /∈ W1} such that after possibly exchanging some of the f with the
corresponding g, we have (U1 × V1) ∩
⋂
i∈I ker fi = {0}.
The latter condition is equivalent to the condition that (fi |U1×V1)i∈I generate the dual
space (U1 × V1)∗.
If  : U × V → W is a bilinear map and U1 ⊆ U and V1 ⊆ V are subspaces, then
(u+ U1, v + V1) → (u, v)+ W˜ deﬁnes a bilinear map U/U1 × V/V1 → W/W˜ where
W˜ := lin {(U1, V )}+ lin {(U, V1)}. This map is called the quotient of  by U1 and V1
and is denoted by/(U1×V1).We have the following lower bound. (See [13, Lemma 17.17]
where also a proof is given.)
Lemma 8. Let U, V, and W be vector spaces and 	 = (f1, g1, w1, . . . , f, g, w) be a
quadratic computation for some bilinear map : U × V → W . LetU1 ⊆ U , V1 ⊆ V , and
W1 ⊆ W be subspaces such that 	 separates (U1, V1,W1). Let  be an endomorphism of
W such thatW1 ⊆ ker . Then
C(( ◦ )/(U1 × V1))+ dimU1 + dim V1 + #{ | w ∈ W1}.
If  is the multiplication map of an associative algebra A and I is a twosided ideal of A,
then /(I × I ) is the multiplication map of the quotient algebra A/I .
Corollary 9. Let A be an algebra and I ⊆ A a twosided ideal. Let 	 be a quadratic
computation for A of length  that separates (I, I, {0}). Then C(A/I)+ 2 dim I .
To achieve good lower bounds by means of Lemma 8, one has to ﬁnd an optimal bilinear
computation which separates a “large” triple. An important tool to solve this task is the
following “extension lemma”, see [13, Lemma 17.18].
Lemma 10 (Alder and Strassen [1]). Let U, V, W be vector spaces and 	 be a quadratic
computation for abilinearmap : U × V → W .LetU1 ⊆ U2 ⊆ U ,V1 ⊆ V ,andW1 ⊆ W
be subspaces such that 	 separates (U1, V1,W1). Then 	 separates also (U2, V1,W1), or
there is some u ∈ U2 \ U1 such that (u, V ) ⊆ lin(U1, V1)+W1.
In the course of their proof, Alder and Strassen ﬁrst deal with the radical of an algebra A
and then turn to the semisimple quotient algebra A/radA. The following lemma contains
the ﬁrst of the two important statements established byAlder and Strassen, see [1, Lemma 2]
or [13, Proposition 17.20].
Lemma 11 (Alder and Strassen [1]). Let 	 be a quadratic computation for an associative
algebra A. Then 	 separates (radA, radA, {0}).
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3. Lower bounds
In the present section, we prove our ﬁrst main lemma (Lemma 15). This lemma is the
main tools for proving the lower bounds in Theorems 2 and 3. Its proof is done by a
combination of the so-called substitution method (ﬁrst used for proving lower bounds in
algebraic complexity theory by Pan [21]), Strassen’s lower bound for the (border) rank of
a 3-slice tensor [26], and a result by Ja’Ja’ [19] which relates multiplicative and bilinear
complexity in a more sophisticated way than (4).
For two elements b, c of an associative algebra, let [b, c] := bc − cb denote their Lie
product (or commutator). For a matrix M ∈ kN×N , let rkM denote its (usual) rank. We
denote the identity matrix of kN×N by IN .
Lemma 12 (Strassen [26]). Let t be a tensor with 3-slices IN , B,C ∈ kN×N over some
ﬁeld k. Then R(t)N + 12 rk [B,C].
For a proof, see [26, Theorem 4.1] or [13, Theorem 19.12]. Strassen actually proves the
above lemma for the so-called border rank of t (see e.g. [13, Chapter 15.4] for a deﬁnition)
which is a lower bound for the bilinear complexity.
Lemma 13 (Ja’Ja’ [19]). Let t be a tensor with 3-slices T1, . . . , Tp ∈ kN×N over some
ﬁeld k. Then
C(t) 12R
((
T1 0
0 T 1
)
, . . . ,
(
Tp 0
0 T p
))
.
For a proof, see [19, Theorem 3.4]. Combining these two lemmas, we obtain a lower
bound for the multiplicative complexity of a 3-slice tensor.
Lemma 14. Let k be a ﬁeld. Let t be a tensor with 3-slices IN , B,C ∈ kN×N . Then
C(t)N + 12 rk [B,C].
Proof. By Lemmas 13 and 12
C(t)  12R
(
I2N,
(
B 0
0 B
)
,
(
C 0
0 C
))
 12
(
2N + 12 rk
[(
B 0
0 B
)
,
(
C 0
0 C
)])
. (8)
Since BC − CB = −[B,C],
rk
[(
B 0
0 B
)
,
(
C 0
0 C
)]
= rk
(
BC − CB 0
0 BC − CB
)
= 2 rk [B,C] .
Thus, the right-hand side of (8) equals N + 12 rk [B,C]. 
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We now come to the proof of our main lemma.We combine the substitution method (here
manifesting itself in the Steinitz exchange) with Lemma 14.
Lemma 15. Let t be a tensor with linearly independent 3-slices T1, . . . , Tp ∈ kN×N over
some ﬁeld k. Assume there are integers s and q such that for each basis U1, . . . , Up of
lin
{
T1, . . . , Tp
}
there are indices i1, . . . , is and j1, . . . , jq with the following properties:
the linear span of Ui1 , . . . , Uis contains an invertible matrix E and the linear span of
Uj1 , . . . , Ujq contains matrices B and C with rk [B,C] = N . Then C(t)p − s − q
+ 32N .
Proof. Let  := C(t). By Lemma 6, there are 2N × 2N -matrices P1, . . . , P of rank one
and S
 ∈ lin {P1, . . . , P} such that(
0 T

T 
 0
)
= S
 + S
 for 1
p. (9)
The matrices S1, . . . , Sp are linearly independent, since otherwise we would obtain a linear
dependence of the 3-slices T1, . . . , Tp from (9), a contradiction.We now exploit the Steinitz
exchange in a rather explicit way: write S
 = ∑=1 
,P with scalars 
, ∈ k for
1
p. Let X = (
,) ∈ kp×. The matrix X has full rank p, since the S
 are linearly
independent. By permuting the P, we may assume that the matrix X′ consisting of the
ﬁrst p columns of X is invertible. Let Y ′ be its inverse. We may augment Y ′ to a matrix
Y = (
,) ∈ kp× such that
p∑
i=1

,iSi︸ ︷︷ ︸
=: M

= P
 +
∑
=p+1

,P for 1
p. (10)
The above deﬁned matrices M1, . . . ,Mp are linearly independent and their linear span
equals lin
{
S1, . . . , Sp
}
. By virtue of (9),(
0 T

T 
 0
)
∈ lin
{
M1 +M1 , . . . ,Mp +Mp
}
for 1
p. (11)
Let L
 be the N ×N -matrix deﬁned by(
0 L

L
 0
)
= M
 +M
 .
(M
 + M
 is of the above form by (9) and the linear independence of T1, . . . , Tp.) By
(11), lin {L1, . . . , Lp} equals lin {T1, . . . , Tp}. By the assumption of the lemma, there are
indices i1, . . . , is such that lin
{
Li1 , . . . , Lis
}
contains an invertible matrix E. Exploiting
(7), we may replace L
 with E−1L
 for 1
p. Thereafter, IN ∈ lin
{
Li1 , . . . , Lis
}
.
Again by assumption, there are indices j1, . . . , jq such that lin
{
Lj1 , . . . , Ljq
}
contains
matrices B and C with rk [B,C] = N .
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By (10), it follows that(
0 IN
IN 0
)
,
(
0 B
B 0
)
,
(
0 C
C 0
)
∈ lin
{
Pi1 + Pi1 , . . . , Pis + Pis ,
Pj1 + Pj1 , . . . , Pjq + Pjq ,
Pp+1 + Pp+1, . . . , P + P
}
.
Thus,C(IN, B,C)−p+s+q yieldingC(t)p−s−q+C(IN, B,C). By Lemma 14,
C(IN, B,C) 32N . 
4. Matrix multiplication
As the ﬁrst and most important example, we apply Lemma 15 to the algebra kn×n. We
will utilize the following two lemmas which are proven in [4, Section 4].
Lemma 16. Let k be an inﬁnite ﬁeld and let V be a subspace of kn×n that contains an
invertible matrix. Then for any basis v1, . . . , vd of V there are sn and indices i1, . . . , is
such that the linear span of vi1 , . . . , vis contains an invertible matrix.
Lemma 17. Let k be an inﬁnite ﬁeld, let n2, and let v1, . . . , vp be a basis of kn×n, where
p = n2. Then there are q2n, indices j1, . . . , jq , and b, c ∈ lin
{
vj1 , . . . , vjq
}
such that
[b, c] is invertible.
To exploit the above two lemmas, we relate the structure of the algebra kn×n to the
structure of the 3-slices of the coordinate tensor of kn×n.
For the moment, consider an arbitrary associative algebra A of dimension p. For an
element x ∈ A, let x and rx denote the vector space endomorphisms deﬁned by y → xy
and y → yx for all y ∈ A, respectively. Let a1, . . . , ap be a basis of A and t be the
corresponding coordinate tensor. From (5) (where each of the three bases is instantiated
with a1, . . . , ap) it is clear that the 
th 1-slice of t is the matrix of the left multiplication
a
 (with respect to a1, . . . , ap). Thus, the homomorphism that maps a
 to the 
th 1-
slice of t for each 
 is a faithful representation of A. Therefore, the subalgebra of kp×p
generated by the 1-slices of t is isomorphic to A. In the same way, the subalgebra of kp×p
generated by the 2-slices is isomorphic to the opposite algebra Ao of A (see [15] for a
deﬁnition). The question how the 3-slices of t are related to the structure ofA is amore subtle
question.
In the case of the algebra kn×n, we following observation can be made. It is well known
that the structure of the coordinate tensor t of kn×n is invariant under permutations, see
for example [13, Eq. (14.21)]. It follows that if Q1, . . . ,Qp denote the 1-slices of t and
T1, . . . , Tp denote the 3-slices of t (where p = n2), then there are invertible matrices
X ∈ kp×p and Y ∈ kp×p (even permutation matrices) such that
lin
{
Q1, . . . ,Qp
} = lin {X · T1 · Y, . . . , X · Tp · Y} .
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By (7), we may replace T
 by X · T
 · Y for 1
p. Thereafter, the subalgebra of kp×p
generated by T1, . . . , Tp is isomorphic to the algebra kn×n. By the previous Lemmas 16
and 17, T1, . . . , Tp fulﬁl the assumptions of Lemma 15 with s = n and q = 2n. (The
restriction that k is inﬁnite imposes no problem here, since Ck(kn×n)CK(Kn×n) for any
extension ﬁeld K ⊃ k.) Now Lemma 15 yields C(T1, . . . , Tp)n2 − n− 2n+ 32n2. This
completes the proof of Theorem 2.
5. Semisimple algebras
In the present section, we generalize the results of the preceding section to semisimple
algebras (Theorem 3).
As seen above, we have to relate the 3-slices of the coordinate tensor of an algebra with
the structure of that algebra.We start with the case of a simple k-algebraA. ByWedderburn’s
Structure Theorem (see [15]), A is isomorphic to an algebra Dn×n ∼= D ⊗ kn×n for some
positive integer n and some k-division algebra D. Let p := dimA = n2 · dimD. Let
a1, . . . , ap be a basis of A and let a∗1 , . . . , a∗p denote its dual basis. Let ∗ai denote the dual
of the left multiplication with ai , that is, the linear map A∗ → A∗ deﬁned by b → b ◦ ai .
Applying a∗
 to (5) yields
a∗
(a(a)) = t,,
 ,
hence
∗a(a
∗

) =
p∑
=1
t,,
a
∗
 for all 1,
p. (12)
De Groote [16, Proposition 1.1] shows that for any simple algebra A there is a vector space
isomorphism S : A→ A∗ fulﬁlling
∗x = S ◦ rx ◦ S−1 for all x ∈ A.
Substituting this into (12), we obtain
S−1(a∗
) · a =
p∑
=1
t,,
S
−1(a∗ ) for all 1,
p.
Thus, the 
th 3-slice of the tensor of A with respect to the basis a1, . . . , ap is the ma-
trix of the homomorphism S−1(a∗
) : A → A with respect to the two bases a1, . . . , ap
and S−1(a∗1), . . . , S−1(a∗p). Hence, there are invertible matrices X, Y ∈ kp×p such that
the subalgebra of kp×p generated by the matrices X · T1 · Y, . . . , X · Tp · Y is isomorphic
to A.
Next, we consider the case of a semisimple algebra. ByWedderburn’s Structure Theorem,
any semisimple algebraA is isomorphic to a direct product of simple algebrasA1×· · ·×At
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where eachA = Dn×n for some k-division algebraD. If we choose a basis with respect
to this decomposition of A, then the corresponding coordinate tensor is a direct sum of the
tensors of A1, . . . , At . By applying the above considerations for the simple case separately
to each A, we conclude that there are invertible matrices X, Y ∈ kp×p such that the
subalgebra of kp×p spanned by X · T1 · Y, . . . , X · Tp · Y is isomorphic to A.
The following analogue of Lemmas 16 and 17 is proven in [5]:
Lemma 18. Let A ∼= A1 × · · · × At be a semisimple algebra over an inﬁnite ﬁeld k with
A = Dn×n for all , where D is a k-division algebra. Assume that each factor A is
noncommutative, that is, n2 orD is noncommutative.Moreover, let n = n1+ · · · + nt
and v1, . . . , vp be a basis of A.
(1) There are sn and indices i1, . . . , is such that lin
{
vi1 , . . . , vis
}
contains an invertible
element.
(2) There are q2n, indices j1, . . . , jq , and b, c ∈ lin
{
vj1 , . . . , vjq
}
such that [b, c] is
invertible.
By Lemma 18 above, the 3-slices T1, . . . , Tp fulﬁl the assertion of Lemma 15 with s = n
and q = 2nwhere n = n1+· · ·+nt . (Again, the restriction that k is inﬁnite does not impose
any problems here, we can switch over from k to k(x)with some extra indeterminate x. This
does not have any impact on the structure of A, see e.g. [6] for the details.) Altogether, this
proves Theorem 3.
6. Algebras with nonzero radical
Wenow turn to the case of algebras that are not semisimple.Weﬁrst show that themethods
from the preceding sections cannot be transferred immediately to this case. After this we
provide a general method for bounding the multiplicative complexity of the multiplication
in such an algebra in terms of the multiplicative complexity of a bilinear map  obtained
by restricting the multiplication map to some subspaces. Then we try to bound C() by
the methods introduced in the semisimple case. As an example, we do so for the algebra of
upper triangular matrices.
6.1. A limiting example
While for the bilinear complexity, our bounds for the semisimple case can also be
extended to arbitrary ﬁnite dimensional algebras A provided that the (semisimple) quo-
tient algebraA/radA fulﬁls the assumptions of Theorem 3 (see [6]), we will construct
an example that satisﬁes these assumptions but for which our method fails in the case of
multiplicative complexity. Of course, this does not mean that our method cannot be ap-
plied to arbitrary associative algebras, we just have to examine the 3-slices of the algebra
explicitly.
Let X1, . . . , Xn be indeterminates over some ﬁeld k. Furthermore, let I denote the ideal
generated by allmonomials of total degree two.Consider the algebraA = k[X1, . . . , Xn]/I .
We have Xi ·Xj = 0 in A for all i, j . With respect to the basis 1, X1, . . . , Xn, the tensor tA
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of A looks as follows:
tA =


1 2 3 · · · n+ 1
2
3
...
n+ 1

 .
Above, a 
 in position (, ) means that the 
th 3-slice has the entry one in position (, ).
Unspeciﬁed entries are zero.
The algebra A is commutative, so A/radA does not fulﬁl the assumptions of Theorem 3.
(In fact, A is of minimal rank.) Instead, consider the k-algebra A′ = D ⊗ A for some
noncommutative central k-division algebra D. We have A′/radA′ = D, thus A′/radA′
satisﬁes the assumptions of Theorem 3. However, any matrix in the linear span of the 3-
slices of the tensor of A′ (which we obtain from tA by substituting each one in tA by the
tensor of D) has rank at most 2 dimD. Consequently, the Lie product of any two such
matrices has rank at most 4 dimD. Therefore, if n is large, we are not able to obtain the
additional 12 dimA
′ that we achieved in the bound of Theorem 3.
6.2. Lower bounds again
Throughout the remainder of this section, we use the following notations. As usual, A
is an associative algebra. We denote its multiplication map by . We assume that we have
a decomposition A = I ⊕ X ⊕ Y (as vector spaces) with vector spaces X and Y and a
twosided ideal I. Furthermore, I 2 = {0} and Y · I = {0}. Moreover, let U ⊆ X and V ⊆ Y
be vector spaces such that for all projections  of A onto I ⊕U ⊕V , the bilinear map  ◦
is 1-concise, that is, its left kernel {a ∈ A |  ◦ (a,A) = {0} } equals {0}.
Our general plan looks as follows. Using Lemma 8, we reduce the proof of a lower bound
for C() to the proof of a lower bound for C(|X×I ) where |X×I denotes the restriction
of toX×I . This reduction works for any algebra with the above decomposition property.
After that, we have to estimate C(|X×I ) individually. This is done in the next subsection
for the particularly important case of upper triangular matrices. The main result of this
section is the following lower bound.
Lemma 19. With the notations from above,
C(A)C(|X×I )+ dimA+ dim Y − dimU − dim V.
Proof. Let 	 = (f1, g1, w1, . . . , f, g, w) be a quadratic computation for A. Since
w1, . . . , w generate A, we may assume that
lin {w−m+1, . . . , w} ⊕ I ⊕ U ⊕ V = A,
where m = dimA − dim I − dimU − dim V . Let  denote the projection along
lin {w−m+1, . . . , w} onto I ⊕ U ⊕ V . With w′ = (w) and ′ =  − m, 	′ =
(f1, g1, w
′
1, . . . , f′ , g′ , w
′
′) is a quadratic computation for  ◦ .
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We claim that 	′ separates (A, {0}, {0}). If this was not the case, then there would be an
a ∈ A \ {0} by Lemma 10 such that
 ◦ (a,A) ⊆ lin({0}, {0})+ {0} = {0}
contradicting the assumption that  ◦  is 1-concise.
From the deﬁnition of “separate”, it follows that	′ separates (I⊕Y, {0}, {0}), too. In other
words, f1|(I⊕Y )×{0}, . . . , f′ |(I⊕Y )×{0} generate ((I ⊕Y )×{0})∗ after possibly exchanging
some of the f with the corresponding g.
Let  = ( ◦ )|A×I . Obviously 	ˆ = (fˆ1, gˆ1, w′1, . . . , fˆ′ , gˆ′ , w′′) with fˆ = f|A×I
and gˆ = g|A×I is a quadratic computation for .
As (I ⊕ Y )× {0} ⊆ A× I ,
fˆ|(I⊕Y )×{0} = (f|A×I )|(I⊕Y )×{0} = f|(I⊕Y )×{0}.
From this, we get that also 	ˆ separates (I ⊕ Y, {0}, {0}). Lemma 8 now yields the lower
bound
′C(/(I ⊕ Y )× {0})+ dim I + dim Y. (13)
By the deﬁnition of “quotient” in Section 2.3, /(I ⊕ Y ) × {0} is a bilinear map A/(I ⊕
Y ) × I → (I ⊕ U ⊕ V )/W˜ that maps (a + (I ⊕ Y ), b) to  ◦ (a, b) + W˜ where
W˜ = lin { ◦ (A, {0})}+ lin { ◦ (I ⊕ Y, I)}. (For a vector space Z, we identify Z/{0}
with Z.) Since I 2 = {0} and Y ·I = {0} by assumption, W˜ = {0}. For x+I⊕Y ∈ A/(I⊕Y )
and t ∈ I ,
/((I ⊕ Y )× {0})(x + I ⊕ Y, t) =  ◦ (x, t) = xt,
since x · t ∈ I . Thus, the following diagram commutes
A/(I ⊕ Y )× I /(I⊕Y )×{0}−−−−−−−−→ I ⊆ I ⊕ U ⊕ V
h−1×id
 
X × I |X×I−−−−→ I,
where h : A/(I ⊕ Y ) → X denotes the canonical isomorphism. Hence we obtain
C(/(I ⊕ Y )× {0})C(|X×I ).
Exploiting ′ =  − m and choosing 	 to be an optimal computation, the claim of the
lemma follows from (13). 
6.3. Multiplication of upper triangular matrices
We now apply the results of the preceding section to the algebra Tn(k) of upper trian-
gular n × n-matrices with entries from k. For the sake of simplicity, we assume that n is
even.
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Fig. 1. The decomposition of Tn(k).
In the following, let ei,j ∈ Tn(k) denote the matrix that has a one in position (i, j) and
zeros elsewhere for 1 ijn. The radical R of Tn(k) equals the linear span of all ei,j
with i < j , that is, R is the set of all matrices with purely zeros on the diagonal. More
general, the power Rh equals the linear span of all ei,j with i + hj .
We will ﬁrst step down from Tn(k) to the quotient A = Tn(k)/Rn/2+1. By Corollary 9,
we obtain
C(Tn(k))C(A)+ 2 dimRn/2+1 = C(A)+ 14n2 − 12n. (14)
Themultiplication inA corresponds to the multiplication of upper triangular matrices where
we do not compute the entries in the positions (i, j) with i + n/2 + 1j . We use this
representation in the following.
Next, we have to instantiate I, X, Y, U, and V. For the remainder of this section, let
m = n/2. We choose (see Fig. 1 for an illustration)
I = lin {ei,j | im and j > m} , X = lin {ei,j | im and jm} ,
Y = lin {ei,j | i > m and j > m} , U = {0},
V = lin {em+1,n, em+2,n, . . . , en,n} .
Obviously, A = I ⊕ X ⊕ Y . A straightforward calculation shows that I 2 = {0} and
Y · I = {0} (in A). Moreover, to fulﬁl the assumptions of Lemma 19, we have to show that
for any projection  onto I ⊕ U ⊕ V = I ⊕ V ,  ◦  is 1-concise, where  denotes the
multiplication map of A. To do so, we have to ﬁnd for each a ∈ A an element b ∈ A such
that (a · b) = 0. We consider three cases: if a ∈ X, then there are indices im and jm
such that the entry in position (i, j) is nonzero. Then for b = ej,m+1, the entry in position
(i,m+1) of a ·b is nonzero. Furthermore, a ·b ∈ I . Thus (a ·b) = a ·b = 0. The next case
is a ∈ (X⊕I )\X. In this case, there are im and j > m such that the entry of a in position
(i, j) is nonzero. We choose b = ej,j . Then the entry of a · b in position (j, j) is nonzero
and a ·b ∈ I . Hence, (a ·b) = a ·b = 0. The last case is a ∈ (X⊕I ⊕Y )\ (X⊕I ). In this
case, there are i > m and j > m such that the entry in position (i, j) of a is nonzero. Set
b = ej,n. Then the entry of a · b in position (i, n) is nonzero. Furthermore, a · b ∈ I ⊕ V .
Therefore, (a · b) = a · b = 0 holds in this case, too.
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Fig. 2. The block structure of Ti,j .
It remains to estimate C(|X×I ). Our aim is to use Lemma 14. To utilize this lemma, we
have to determine the tensor of |X×I : for a clearer presentation, we choose the basis
e1,1, . . . , e1,m︸ ︷︷ ︸
ﬁrst group
, . . . , ei,i , . . . , ei,m︸ ︷︷ ︸
ith group
, . . . , em,m︸︷︷︸
mth group
for X (in this row-wise order) and the basis
e1,m+1, . . . , em,m+1︸ ︷︷ ︸
ﬁrst group
, . . . , ej,m+j , . . . , em,m+j︸ ︷︷ ︸
jth group
, . . . , em,n︸︷︷︸
mth group
for I (column-wise ordering). The third basis (again for I, since |X×I is a mapping
X × I → I ) equals the second basis (but we forget about the groups). We denote the
3-slice of the tensor of |X×I that corresponds to ei,m+j by Ti,j for j im. The Ti,j are
matrices of sizeM ×M whereM = 12m(m+ 1). We associate a block structure with the
Ti,j ’s induced by the above groups of the ﬁrst and second basis as depicted in Fig. 2 for
m = 3.
In Ti,j , the only positions with nonzero entries are in the block at position (i, j), that is,
in the positions whose rows and columns correspond to the vectors of the ith and jth group
of the above two bases, respectively.
An easy calculation shows that the entries of Ti,j within these positions equal(
Zi−j,j
Ij
)
(15)
where I denotes the × -identity matrix and Z, denotes the zero matrix of size × .
In particular, the 3-slices are linearly independent. From a macroscopic point of view with
respect to the above block structure, the Ti,j are block lower triangular matrices “of the
form ei,j ” with the above matrix (15) as the only nonzero entry (instead of a one).
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ByLemma6, the fact thatC(|X×I ) is equivalent to the existence of rank onematrices
P1, . . . , P such that(
0 Ti,j
T i,j 0
)
∈ lin
{
P1 + P1 , . . . , P + P
}
for ijm.
Wenow exploit the Steinitz exchange to save one product for each tensor T, with +2:
there are matrices S1, . . . , Sm andQ1, . . . ,Qm−1 in lin
{
T, | + 2
}
such that after a
suitable permutation of the P1, . . . , P(
0 T,
T , 0
)
−
(
0 S
S 0
)
,
(
0 T,−1
T ,−1 0
)
−
(
0 Q
Q 0
)
∈ lin
{
P1 + P1 , . . . , P−s + P−s
}
for 1m, 1m− 1, (16)
where s = 12m(m+ 1)−m− (m− 1). Thus we have killed s products.
Let 1, . . . , m ∈ k be pairwise distinct. Deﬁne
E = T1,1 − S1 + · · · + Tm,m − Sm,
B = 1(T1,1 − S1)+ · · · + m(Tm,m − Sm),
C = T2,1 −Q1 + · · · + Tm,m−1 −Qm−1.
From (16), we obtain
C(|X×I )s + C(E,B,C). (17)
With respect to the above block structure,E has solely identitymatrices on themain diagonal
and zero matrices one the ﬁrst subdiagonal. The matrix B has  multiples of identity
matrices on the main diagonal and also zero matrices on the ﬁrst subdiagonal. The matrix
C has zero matrices on the diagonal and “nearly” identity matrices, more precisely, a line
of zeros with an identity matrix (as depicted in (15)) on the ﬁrst subdiagonal.
The matrix E is invertible. By (7),
C(E,B,C) = C
(
IM,BE
−1, CE−1
)
. (18)
Due to the structure of E, E−1 also has solely identity matrices on the main diagonal and
zero matrices on the ﬁrst subdiagonal. Thus, BE−1 has  multiples of identity matrices
on the main diagonal and zero matrices on the ﬁrst subdiagonal. In the same way, CE−1
has zero matrices on the diagonal and “nearly” identity matrices on the ﬁrst subdiagonal.
Some easy algebra shows that due to this structure, the Lie product [BE−1, CE−1] has zero
matrices in the blocks on the main diagonal and the matrix
(j+1 − j )︸ ︷︷ ︸
= 0
·
(
Z1,j
Ij
)
in the (j + 1, j)-block (on the ﬁrst subdiagonal) for 1jm − 1. Hence, the rank of
[BE−1, CE−1] is at least 1+ 2+ · · · +m− 1 = 12 (m− 1)m.
Together with (17), (18), and Lemma 14, the last statement implies the following lower
bound.
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Lemma 20. With the notations from above, C(|X×I ) 54m2 − 54m+ 1.
Exploiting (14) and then bounding C(A) by Lemmas 19 and 20 concludes the proof of
Theorem 4 for even n. For odd n, the same approach also yields (218 − o(1)) dim Tn(k) as a
lower bound, as we can simply embed Tn−1(k) into Tn(k) and then use the result for even
n. We only loose an additive amount of O(n)o(dim Tn(k)).
For even n, the exact bound isC(Tn(k)) 1716n2− 58n+1. For n = 2, this bound is sharp.
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