ABSTRACT There are a lot of non-blind image deblurring methods, especially with the total variation (TV) model-based method. However, how to choose the parameters adaptively for regularization is a major open problem. We proposed a very novel method that is based on the TV deep network to learn the best parameters adaptively for regularization. We used deep learning and prior knowledge to set up a TV-based deep network and calculate the parameters of regularization, such as biases and weights. Therefore, we used the idea of a deep network to update these parameters automatically to avoid sophisticated calculations. Our experimental results by our proposed network are significantly better than several other methods, in respect of detail retention and anti-noise performance. At the same time, we can achieve the same effect with a minimum number of training sets, thus speeding up the calculation.
I. INTRODUCTION
When shooting an object with a camera, object motion, camera shake, or object out of focus can cause image blur and reduce the visual quality of the image. This process is image degradation. Image blur is generally regarded as the process of obtaining a blurred image by convolving the blurred kernel with a clear image. The degradation model is as follows:
where y, k, x, and n denote the blurred image, latent image, blur kernel, and noise, respectively, and ⊗ is the convolution operator. When the blur kernel is assumed to be known or has been estimated beforehand, the image deblurring methods are called non-blind deblurring. In mathematical applications, the simplest method for motion-blurred images is inverse filtering, but inverse filtering is particularly sensitive to additive noise, making the recovered image almost unusable.
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In 1972, Lucy proposed a Bayesian-based theory [1] , which is now used most frequently, with many variants. Due to the limitations of the simple inverse filtering problem, almost all deconvolution workers now use a priori methods like regularization. Lucy-Richardson iterative algorithm is an iterative deconvolution method that converts the deconvolution problem into a loss function, adds a regularization penalty term, and iteratively optimizes it to achieve good deconvolution results. Although the Lucy-Richardson iterative algorithm can restore the details of the image well, the ringing effect of the image boundary area is obvious. Levin algorithm [2] assumes that the image has a sparse gradient whose gradient consists of several non-zero pixel values, or whose gradient is highly compressible. It can solve the problem of convex optimization, but as the number of redundancy increases, the amount of calculation will become larger. Levin et al. [2] showed that deblurring methods based on this prior tend to favor blurry images over original clear images, especially for algorithms formulated within the maximum a posterior (MAP) framework. The MAP framework obtains a point estimate for an undisclosed amount based on empirical data. It is closely related to the Fisher method [3] in maximum likelihood estimation, but it uses an increased optimization goal, which incorporates the prior distribution of the estimator.
Because the non-blind image deblurring is intrinsically ill-posed, the regularization technique is used to make it wellposed. A regular term can be added to the loss function in the program to constrain the iterative result. According to different regular terms, many regularization methods are generated. Tikhonov and Arsenin [4] propose the earliest regularization method in 1977. The regular term of the deblurring problem in the Tikhonov regularization method is R (x) = ∇x 2 2 , which is equivalent to the Gauss priors of natural images. This regularization term can suppress noise effectively, but it is easy to produce the over-smoothing image, which makes the processing result still obscure. In order to overcome the shortcomings of the Tikhonov regularization method, Rudin et al. [5] proposed a total variation regularization (total variation, TV) method where the regular term can be expressed as R (x) = ∇x 2 , which is equivalent to the Laplace priors of natural images. The TV regularization method cannot only suppress noise but also preserve the edges of the image adequately. Based on these two canonical regularization methods, scholars have developed many other efficient regularization methods. For example, Fergus et al. [6] proposed the mixed Gauss priors of images, and Krishnan and Fergus proposed the super Laplace priors of images [7] . Krishnan et al. [8] proposed a regularization term based on normalized sparse priors in 2011, where the regular term is R (x) = ∇x 1 ∇x 2 . This regularization method has the lowest cost for real images, and the energy function of the model is easy to solve. Meanwhile, some algorithms that optimize the estimation results of a blur kernel by adding regular terms also achieve great results. The dark channel prior method [9] added an L0-regularization term where the regular term is R (x) = ∇x 0 when minimizing the dark channel of the recovered image and achieved state-of-theart results on deblurring original images and some specific scenarios.
In comparison, researches on non-blind deblurring are relatively insufficient. Here we see an opportunity to combine the deep learning techniques and reconstruction algorithm for non-blind deblurring. In this paper, we proposed an iterative reconstruction framework based on convolutional neural networks which avoid the calculation of regularization terms. The main contribution of our work is that the terms and balancing parameters in TV-based image deblurring method can be adaptively learned in the deep network training stage. It may be the terminator of the TV-based image deblurring methods.
The remainder of this paper is organized as follows. In Section II, the parameters learn the method for image deblurring is proposed. In Section III, experimental design and results are reported. Finally, the discussions and conclusions are given in Section IV.
II. METHOD A. TV-BASED MODEL FOR NON-BLIND IMAGE DEBLURRING
As mentioned above, if (1) is complete without the noise, (1) can be de-convoluted easily. However, noise always exists for the image deblurring problem in daily life,. The reconstructed image will suffer from naturally degraded image quality, and iterative reconstruction algorithms are the choice to overcome the challenge because these algorithms can lightly accommodate imaging physics and prior knowledge at the cost of much-increased computational time.
For iterative image reconstruction, (1) can be solved by minimizing the following constrained objective function:
where denotes the L2 norm. Popular iterative methods can be employed to solve (2) , but blur may still exist when (2) is not well posed. To address this problem, we imposed various prior knowledge into (2) for regularization. Then, a regularized objective function is expressed as:
where the first term arg min x 1 2 Kx − y 2 2 is for the similarity of reconstructed image x and blurred image y, the second term R(x) is for regularization which solves over-fitting problems, and λ controls the balance between the similarity and regularization.
Previous studies mainly focused on the development and implementation of different prior terms. For example, L1-regularized prior is a popular one for its ability to maintain the sparsity of the results and suppressing background noise well, but it is dependent on the value of L1 [10] . If the value of L1 is too significant, some information will be filtered out excessively. In recent years, various variants of other regularizers have emerged, including TR regularization [11] , entropy-based regularization function [12] , and Hessian regularization [13] , but most of their parameters were manual set and we need to fine-tune the hyperparameters.
B. OUR FRAMEWORK FOR NON-BLIND IMAGE DEBLURRING
Inspired by [28] , a generalized regularization term is proposed in [14] , we can convert the (3) into (4):
where M is the number of regularizers, G m is a transform matrix of size N f , which can be seen as a convolutional operator for a reconstructed image x, and φ (·) is a potential function. In the model, both G m and φ (·) do not require extra VOLUME 7, 2019 calculations as they can be learned from training. In (4), λ m is the parameters balancing the regularizers. If the second term in (4) is differentiable and convex, a simple gradient descent scheme can be applied to optimize (4):
where α is the search step. With (5), the gradient term can be obtained as:
where k T denotes the inversion of blur kernel. In the (6),
T denotes a vector of discrete for one of the channels of the ground truth, and y = (y 1 , y 2 , y 3 , . . . . . . ,y I )
T represents the corresponding channel of the blurred image. We convert 1 2 Kx − y 2 2 into a matrix form to make it easier to understand. In work [15] for low-level vision tasks, a nonlinear reaction-diffusion model was proposed. The parameters, potential functions, and kernels can be changed iteration-wise, which makes our method more flexible.
By letting the terms of (6) be iteration-dependent, (5) is changed to:
As η(x t ) is iteration-dependent, α can be neglected in (7). If G t m and γ t m remain stationary in (7), the iteration returns to the original prior. Simultaneously, complex regularization terms can be considered as special cases of the priors.
The critical part to solve (7) is to determine the specific forms of G t m and γ t m . In [11] , the prior was learned from training data by hybrid Monte Carlo sampling, which was based on an idea similar to learning a sparse transform for CS-based reconstruction [16] , [17] . Adequately, the term (G t m ) T γ t m (G t m x t ) in (7) can be considered equivalent to the classic CNN. In each iteration, the image is convolved with a series of linear filters, and the effect can be deemed to a cyclic residual CNN. (G t m ) T and G t m are convolution layers, and γ t m is activation function layer. At the same time, next iteration update x t+1 will contain the content of the previous iteration update x t , which works like a residual network. Accordingly, the transformation matrix (G t m ) T and G t m can be replaced by the corresponding convolution kernel g t m and g t m . Consequently, (7) can be expressed as a CNN shown in Fig. 1 , where the loop denotes the iterative procedure.
With a predetermined number of iterations, we can unfold Fig. 1 to a deep CNN, with all the regularization terms and parameters trainable.
In Fig. 2 , 3Layer-CNN [18] is used to supersede the term (G t m ) T γ t m (G t m x t ) in each iteration which can denoise images. The mapping function of 3Layer-CNN can be FIGURE 1. The corresponding network framework of (7).
expressed as: 3 are the corresponding biases, * represents the convolution operator, and ReLU(·) is the activation function. The whole network is cascaded with multiple iterations denoted by blocks in Fig. 2 . In addition to the 3-Layer -CNN at the bottom, a term λk T (kx t −y) solves over-fitting problems and a shortcut connection from x t−1 to x t . Although the stacked 3-Layer-CNN has the risk of over-smoothing image details and training difficulty, the overall architecture is a residual network that preserves structural details and speeds up training [19] .
The network parameters of the iterative index in the structure, including the convolution operator, will be learned from the training data. The input to the network x 0 can be set to 0 or an approximate reconstruction. The term λk T (kx t −y) is utilized in every iteration to avoid over-fitting.
C. TRAINING THE NETWORK
We use blurred images and corresponding clear images as input during the training process. Regression training usually requires large amounts of data to get a good generalization. According to experiments, we found that only 100 pairs of blurred and clear images are ample during training. By reducing the amount of data to a great extent, the training time can be shortened to 3 to 4 hours. The time is not fixed as the scales of blurred kernels are different. We artificially set the parameters of the iteration process, including the balancing parameter λ t , the filter weights {W 
where the M k is the total number of samples, z s is the reconstructed image after the final iteration, and the x s is the clear image. In this section, we use the Adam method [20] to polish up our loss function. We set the base learning rate to 10-4 initially. Learning rate will gradually decrease to 10 −5 as the training continues. The back propagation part of the proposed network differs from the standard CNN network because of the term λk T (kx t −y). Back propagation is a chain rule of compound functions whereas its significance in actual operations is more considerable than chain law. For the sake of brevity and readability, here we only select the differential part as an example to illustrate the calculations in the network, and the calculation of other layers in the network can be analogized.
Considering the chain rule formula, filter weights {W 3 } and the balancing parameter λ, the formula of gradient descent can be derived:
where t represents {λ t , W t−1
3 },in the following section we will select one of the parameters to illustrate the calculation. There are three types of differentiation in this formula that we need to calculate. The first type of differentiation is ∂x t+1 /∂ t . We only choose λ t as the explanation:
The second type of differentiation is ∂x t+2 /∂x t+1 . On the basis of (7), the expression of ∂x t+2 /∂x t+1 can be deduced:
where I denotes the matrix of blur kernel and ∂H x t+1 / ∂x t+1 is the derivative on account of (8), which can be obtained in the standard back propagation procedure. The third type of differentiation is ∂L/∂x M t which is the gradient of the loss function L. According to (9) , the equation of this term can be expressed as:
where x M t is the reconstructed image. In summary, the main three parts of the derivation formula have been given.
III. EXPERIMENTAL RESULTS
We evaluate the imaging performance of the network on both anti-noise performance and the effect of deblurring. We use synthetically generated blur kernels to generate training data [2] . First, we analyze the anti-noise performance in standard conditions for non-blind deblurring, when training and testing are carried out with whole blur kernels. Second, we evaluate the generalization ability of our approach by training the model to deal with imperfect blur kernels, such as estimated fuzzy kernel in [9] . It is important for blind deblurring, where the estimated blur kernels mostly contain some errors. [21] , method [22] , method [23] ,method [24] ,method [25] , and the proposed method with three BKs and BSNR = 20dB.
Standard conditions:
To certify the availability of our network, three classic grayscale pictures with a size of 256 * 256 pixels were selected for this experiment. Three classic grayscale images are displayed in Fig. 3 . We use three standard blur kernels which are respectively a stable blur kernel with the size of 9 × 9 (BK1), a 21 × 21 Gaussian blur kernel with standard deviation 2 (BK2) and a linear uniform motion blur kernel with the angle parameter 135 • and the distance parameter 15 (BK3).
The grayscale pictures were involved the Gaussian noise with two different blurred signal-to-noise ratio(BSNR) levels which are 30dB and 40dB. The formula of BSNR is as follows: BSNR = 10log 10 Var(H x ) Var(z) (14) where H x is blur pictures, z is noise, Var indicates variance and the unit is dB. The indexes PSNR and the SSIM are utilized to evaluate the result of deblurring. We compare the proposed method with the other four methods: a variable splitting based fast image restoration method (VSFIR) [21] , the Bregmanized nonlocal regularization method (BNLR) [22] , the TV based extended split Bregman method (TVBDSB) [23] and a non-blind image deblurring (NBID) method combining the TV and the nonlocal total variation (NLTV) models [24] . For ensuring the dependability of the data, the parameters of the above mentioned methods are set by [21] - [25] respectively. In Table.1 and  Table. 2, we enumerate the results of PSNR and SSIM of diverse methods with three blur kernels and two noise levels. We use the different colors to indicate the largest and the second largest values in the table, where yellow indicates the maximum and blue indicates the second largest value. From Table. 1, Table.2 and Table. 3, our method gained the highest PSNR and SSIM values in great majority results. In the case of a 20dB BSNR, our result is significantly higher than other methods. Furthermore, in the case of a 30dB BSNR, the noise pollution is reduced compared to the 20dB BSNR, but our method still maintains a high SSIM and PSNR values.
In the case of a 40dB BSNR, even if our partial result is not as good as method [24] with BK3 kernel, most of the other cases are higher than it. For brevity, here we only select image Baboon to illustrate the visual effect. As shown in Fig. 4 , the VSFIR method [21] and the TVBDSB method [23] both have over-smoothing problem which causes loss of image details. Although the restored images by the BNLR method [22] and the BNLR method [24] retain more complete details, there is obvious ''ghost'' artifact in the reconstructed image. The reconstructed result of our method reserves more details than state-of-the-art methods, such as beard and hair, which can be observed in the SSIM value. In Fig. 4 , we only put a set of image results here and enlarge the details for reference. We can see from the enlarged part that our experimental results are closest to the ground truth.
In addition to comparison with the classic traditional methods above, we also compare with other typical deep learning networks such as ResNet [29] , denoising convolutional [21] , method [22] , method [23] ,method [24] ,method [25] , and the proposed method with three BKs and BSNR = 30dB. [21] , method [22] , method [23] ,method [24] ,method [25] , and the proposed method with three BKs and BSNR = 40dB.
neural networks (DnCNNs) [30] , and deep convolutional neural network(DCNN) [31] . In the experiment, we selected three images that were blurred by BK1 and added BSNR = 40dB noise. It can be seen from Fig. 5 that although the local feature retention effect of the DCNN [31] is worse than the DnCNNs [30] , the overall visual effect of the DCNN [31] is far less than the DnCNNs [30] . In fact, this situation is reasonable because the image has a regular and repetitive structure, so the non-local similarity is well satisfied; in contrast, an image with an irregular texture would lead to undesirable results. ResNet [29] retains more details and yields visually pleasant results, but compared to our method, some details and sharp edges disappeared. The average PSNR and SSIM values of different methods on the three images are shown in Table. 4. User-defined blur kernel: We trained our model and evaluate all stages individually on test images. Since in the process of image acquisition, transmission and storage, various noises and effects often degrade the image. In order to obtain high-quality digital images, it is necessary to denoise the VOLUME 7, 2019 [21] ; (d) the reconstructed image using method [22] ; (e) the reconstructed image using method [23] ; (f)the reconstructed image using method [24] ; (g) the reconstructed image using our method. (a) the reconstructed image using ResNet [29] ; (b) the reconstructed image using DnCNNs [30] ; (c) the reconstructed image using DCNN [31] ; (d) the reconstructed image using our method.
image to maintain the original information integrity whereas removing the useless information in the signal. In general, noise can theoretically be defined as ''unpredictable'' which can only be recognized by probability and statistical methods. Therefore, it is appropriate to regard image noise as a multidimensional random process. Then the method of describing noise can be borrowed from the description of the stochastic process that uses its probability distribution function and probability density distribution function. We add Gaussian noise of mean 0 and variance 0.001 to the test images. The random probability density function of Gaussian noise can be expressed as:
where z represents the gray value, µ represents the mean of z, and σ represents the variance of z. Whereas we used artificial blur kernels to generate our training data, the test images have been created with the realistic kernels from [2] . The blur kernels used for deblurring are slightly perturbed from the ground truth to mimic kernel estimation errors, but the perturbation is somewhat minor here. We test five different types of images, including animal, people, architecture, vehicle, and plant, then compare their average PSNR performance to method [26] and method [27] . The results in Tab.5 shows that we achieve state-of-the-art performance.
The clear performance gains demonstrate our model's antinoise performance. It is noteworthy that our model can preserve local details, whereas at the same time reconstructing flat areas well (see Fig. 6 for example).
In summary, it demonstrates that when testing (and training) is done with the correct (i.e. ground truth) blur kernels, as usual for non-blind deblurring, our approach achieves excellent results.
IV. SUMMARY AND CONCLUSIONS
It is surprising that the network enables us to design a method that outperforms state-of-the-art methods on anti-noise performance but also generalization ability. In the previous section, we further analyze the proposed method, compare it with related methods, and discuss its limitations. Even though there is still the over-smoothing problem, our network can guarantee high SSIM values and anti-noise properties. We have proven that our network can be generalized in diverse types of blur kernels even if it is large and obtain good results with high levels of noise pollution. In the future work, solving the over-smoothing problem while maintaining high anti-noise performance [32] - [37] will be the focus of our work. TIANXIANG LV received the B.S. degree from Southeast University, in 2015, where he is currently pursuing the Ph.D. degree in computer science. He is working on automatic vessel structure segmentation algorithms and computed tomography reconstruction algorithms. His research interests include image processing and medical image analysis.
HAIBO LI was a Professor with the Nanjing University of Posts and Telecommunications, working in the fields of computational imaging and computer vision.
