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 要  旨 
錯視現象とは視覚に関する錯覚現象であり，幾何学的錯視，⾊の錯視，運動錯視など様々な
現象が知られている．そのうち，運動錯視の⼀例として，静⽌している画像が回転しているよ
うに⾒える現象がある．錯視現象は視覚の不完全な特性による誤認識とされている．その代表
例である運動錯視は，⼈間の視覚神経系で計算されるオプティカルフロー値が実際の動きと異
なるときに発⽣すると考えられている．なお，オプティカルフローとは物体の移動速度のベク
トルである．この錯視現象を解明することにより，視覚神経系のメカニズムのさらなる解明も
期待されている． 
錯視現象を解明するにあたり，視覚数理モデルによる数値シミュレーションというアプロー
チがある．数値シミュレーションを実⾏することで，特定の動画像がヒトの錯視を誘発させる
か否かを予測することが可能となる．しかし，考えうる膨⼤な数の⼊⼒動画像に対して逐次処
理をおこなうと，⾮現実的なシミュレーション時間を要する． 
 本研究ではまず，数値シミュレーションを GPU 内でのデータ転送の削減，メモリ確保及び解
放の⼀括化，マルチストリーム化などの最適化によって，GPU でのプロトタイプ実装と⽐較し
て約 58％の計算時間を削減した．また，GPU クラスタを⽤いて計算を実⾏することで，元々
の MATLAB における単⼀マシンでの実装と⽐較して約 98％の計算時間の削減を実現した．  
次に動画像の探索範囲を広げるためのモデル拡張を⾏った．従来モデルでは 2 フレーム間で
のシミュレーションしかできなかったが，提案モデルでは複数フレームに対するシミュレーシ
ョンが⾏えるようになった．提案モデルを⽤いて，動画像を 16,777,216 通り網羅的に⽣成し予
測回転量を得た．予測結果を元に，ヒトを対象とした⼼理物理実験を⾏い，錯視を誘発する動
画像を発⾒した．また，同じく⼼理物理実験を通じて，提案モデルの妥当性を評価した． 
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第1章 序論
1.1 背景
1.1.1 錯視現象と数値シミュレーション
錯視現象とは視覚に関する錯覚現象であり，幾何学的錯視，色の錯視，運動錯視など様々な現
象が知られている．そのうち，運動錯視とは，例として図 1.1.1のように静止している画像 [1]が
回転しているように見える現象がある．錯視現象は視覚の不完全な特性による誤認識とされてい
る．その代表例である運動錯視は，人間の視覚神経系で計算されるオプティカルフロー値が実際
の動きと異なるときに発生すると考えられている．なお，オプティカルフローとは物体の移動速
度のベクトルのことである．この錯視現象を解明することにより，視覚神経系のメカニズムのさ
らなる解明も期待されている．
錯視現象を解明するにあたり，視覚数理モデルによる数値シミュレーションというアプローチ
がある．Blue Brain Project[2]のように神経細胞の分子レベルでシミュレーションするモデルが提
案されている一方で，分子の挙動を近似化してより広域化したモデルなど，種々の視覚数理モデ
ルが存在する．いずれにせよ，多数の細胞の動きをシミュレートするという特徴から，その計算
には多くの時間が必要となる．
1.1.2 数値シミュレーションの高速化
数値シミュレーションを高速化する方法として大きく分けて 2つある．
1つ目は，数値シミュレーションのアルゴリズム自体の改良である．根本的なアルゴリズムを改
良することで，計算時間を減らすことが期待できる．ただし，高速化するシミュレーションに関
する深い知識が必要になるだけではなく，アルゴリズム変更に伴う数値の誤差を考慮する必要も
ある．
2つ目は，計算機科学的としてのアプローチである．計算機にも得意，不得意の計算領域があ
る．メモリのアクセスやキャッシュの有無など考慮した上でシミュレーションプログラムを適切に
記述することでオーバーヘッドを小さくし，計算時間を減らすことが期待できる．また，計算機
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図 1.1.1: 運動錯視の例 (rotating snake[1])
に搭載された CPU自体を強化したり，1台の計算機で計算するのではなく複数台用いたり，特定
の計算に特化したマシンを使用することでさらなる高速化が期待できる．
1.1.3 先行研究と課題
中村ら [3]は網膜が得た外界の動きベクトルを符号化するMT細胞についての視覚数理モデル
を提案している．このモデルでは工学的オプティカルフロー推定方法に加えて，オプティカルフ
ロー速度の多重スケール性を考慮することで計算精度を上げている．中村らはこの視覚数理モデ
ルの妥当性を示すために，視覚数理モデルの入力として 88種の画素パターンを作成して錯視の運
動量の出力結果を得た [4]．しかし，このシミュレーションでは画素パターンを網羅的に探索して
おり，出力結果を得るには 3時間以上もの時間を要する．入力画像の生成方法の変更や高解像度
化を増やすなどのさらなる拡張を加えて実験を行えば，新たな錯視画像を見つけられる可能性が
あるが，現状の方法でその実験を行うのはシミュレーション時間的に困難である．
錯視シミュレーションで最も時間を要する処理は畳み込み演算である．そのため，この畳み込み
演算を並列化することでシミュレーション全体を高速化することが期待できる．齋藤ら [5]はMPI
を用いて，大村ら [6]，江頭ら [7]はGPUを用いて畳み込み演算を並列化することによってシミュ
レーション時間の短縮をしている．これらの研究ではV1細胞についてのモデルのシミュレーショ
ンを行っており，今回高速化したいMT細胞についてのシミュレーションとは異なる．
先行研究 [8]ではMPI(Message Passing Interface)とOpenMPのハイブリッド並列を用いて，MT
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細胞についてのシミュレーションを高速化をした．また，GPUを用いてシミュレーション内で最
も時間の要する畳み込み計算の高速化についての優位性を示している．
1.2 研究の概要
本研究では，視覚数理モデルシミュレーションの並列化と錯視画像の探索について，研究を行った．
本論文では，大きく分けて
(i) 視覚数理モデルシミュレーションの高速化
(ii)視覚数理モデルの拡張と錯視動画像の探索
の 2つの観点から研究を報告する．(i)高速化手法については，シミュレーションの中で時間を要
しているオプティカルフロー計算をGPUクラスタを用いて高速化した結果について報告する．(ii)
視覚数理モデルの拡張については，心理物理実験を通じて，モデルの拡張に必要となるパラメー
タを定めた．この拡張モデルを用いて，入力動画像を網羅的に作成して計算を行った．その中で
錯視を誘発しそうな動画像を実際にヒトに提示して錯視誘発の有無について報告する．また，提
案モデルの妥当性について評価する．
よって，本論文の構成は，以下の通りとなる．
• 第 2章では，高速化の手法，錯視現象，既存モデルのシミュレーション方法についてまと
める．
• 第 3章では，視覚数理モデルシミュレーションの実装内容，入力画像の網羅的生成方法，GPU
クラスタを用いて高速化した方法と性能評価についてまとめる．
• 第 4章では，既存モデルのフレーム数拡張の方法，ヒトの知覚特性を記述できるパラメータ
の算出についてまとめる．
• 第 5章では，動画像を網羅的作成して提案モデルの出力を求め，ヒトの知覚を再現できてい
るか調べた結果についてまとめる．また，錯視を誘発する動画像の検証についてもまとめる．
• 第 6章では，結論と今後の課題を述べる．
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第2章 関連研究
2.1 高速化手法
2.1.1 CPUによる高速化手法
演算を高速化する方法は多種多様であり，その中でも代表的な方法が処理の並列化である．並列
化では複数のタスクを同時に実行することで，演算のスループットを上げることを実現する．並列
処理は，メモリの観点から共有型と分散型の 2つに分類される．メモリ共有型の例としてOpenMP
がある．OpenMPでは，反復処理を複数スレッドに分割して並列実行できる．メモリ分散型の例
としてMPI(Message Passing Interface)がある．MPIでは，複数のプロセスが互いにメッセージを
送受信することで処理を分散させることができる．スレッド並列 (OpenMP)とプロセス並列 (MPI)
を組み合わせて，複数ノード下で効率よくタスクスケジューリングできるようにした方法がハイ
ブリッド並列である．本研究では，OpenMPI[9](MPIの主な実装のうちの 1つ)とOpenMPのハイ
ブリッド並列を用いる．
2.1.2 GPGPUによる高速化手法
近年，新たな並列化方法として GPGPU(General-Purpose computing on GPU)が注目されている．
GPUは画像処理を得意とするハードウェアとして CPUの補助的な役目を担ってきたが，GPGPU
はこの高い処理能力を汎用的な目的にも利用しようという考え方である．GPUは CPUと比べて
条件分岐等の複雑な処理が不得意である．その代わりにGPUに搭載されているプロセッサの数が
多いので，大量の単純な処理を効率よく高速化するのに向いている．CPUでもたくさん搭載する
ことによって処理は速くできるが，コスト面で難易度が高い．GPUは低コストで高速化すること
も期待できる．本研究では，GPGPUの開発環境としてNVIDIA社から提供されているCUDA[10]
を用いて高速化を図る．
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2.2 視覚数理モデルシミュレーション
本章では，視覚神経系により引き起こされる錯視のメカニズムを述べる．次に，視覚数理モデ
ルによるオプティカルフロー推定と錯視量の導出方法について述べる．最後に，視覚数理モデル
シミュレーションの計算処理について述べる．
2.2.1 錯視発生のメカニズム
錯視現象が引き起こされるメカニズムに様々な説が唱えられている．その中でも静止している
画像が動いて見えるという錯視に対しては，次のような仮説 [11]が有力である．
人間の眼球は常に微小運動をしている．網膜が外界から得た情報を視覚神経系で処理する際に，
この微小運動を打ち消す．これによって，静止物を静止していると認知できるとされている．し
かし，図 2.2.1のように錯視を引き起こす特徴的な画像だと，視覚神経系のオプティカルフロー推
定が誤計算を起こし，動いているように見えてしまうのである．本研究では，この視覚の運動量
を求めるシミュレーションを行う．
眼球の微小運動 視覚神経系が算出したオプティカルフロー
錯視発生
≠
図 2.2.1: 錯視のメカニズム (オプティカルフロー推定の誤計算)
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2.2.2 視覚数理モデル
本シミュレーションで用いる視覚数理モデルは，中村らが提案するMT野 (Middle Temporal Area)
に属するMT細胞についてのモデル [3, 4]である．このモデルでは，Lucas-Kanade(LK)法 [12]に
よるオプティカルフロー推定を計算のベースとしている．入力画像の輝度を I(x, y, t)，xy空間の窓
関数を w(x, y)とすると，オプティカルフロー推定速度 v̂(x, y, t)は
v̂(x, y, t) =
(
v̂x(x, y, t)
v̂y(x, y, t)
)
=

(
S xx(x, y, t) S xy(x, y, t)
S xy(x, y, t) S yy(x, y, t)
)
+ ϵ2E

−1
·
( −S xt(x, y, t)
−S yt(x, y, t)
)
(2.2.1)
(
S i j(x, y, t) := w(x, y) ∗
{
∂I(x, y, t)
∂i
∂I(x, y, t)
∂ j
})
(2.2.2)
で求まる．ここでは，Eは単位行列，演算子 ∗は畳み込み演算を表し，パラメータ ϵはゼロ除算を
避けるために導入されたものである．本研究のシミュレーションでは ϵ = 1.0×10−5，窓関数w(x, y)
に空間のボケを再現するガウス関数を設定した．ガウス関数とは次の式 2.2.3で表される．
G(x, y) =
1
2πσ2
e−
x2+y2
2σ2 (2.2.3)
σはガウス関数の分散 (ぼかしの強さ)を表している．本研究のシミュレーションではσ2 = 11/6と
設定した．
2.2.3 円環状画像の平均運動量の導出
LK法によって得られたオプティカルフロー推定速度は xy平面上のベクトル量として算出でき
た．一次元画像の場合は，平均値を取れば運動量を定量的に評価できる．しかし，円環状の画像
の場合はそうはいかないので，回転量 rot2Dを求め，さらに面積 S 内の円環の平均回転量 R̄を計算
する．
R̄ =
1
|S |
∫
S
rot2Dv̂(x, y, t)dS =
1
|S |
∫
S
∂v̂y(x, y, t)
∂x
− ∂v̂x(x, y, t)
∂y
dS (2.2.4)
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第3章 視覚数理モデルシミュレーションの実装と
高速化
本章では，視覚数理モデルシミュレーションの実装内容と入力画像の網羅的作成の手順，GPU
クラスタを用いて高速化した手法について述べる．
3.1 視覚数理モデルシミュレーションの概要
本研究は，参考文献 [4]で実装されている視覚数理モデルを基本として実装を進める．このモデ
ルは，以下の流れでシミュレーションを行っている．
Step 1 基本的な画素パターン (1×8 pixel)の網羅的生成
基本となる画素パターンを網羅的生成する．
Step 2 微分カーネルとフィルタの生成
オプティカルフロー計算に必要な xyの 2方向への微分カーネルとフィルタを作成する．
Step 3 入力画像の生成
Step 1で作成した基本となる画素パターンを元に円環状画像を作成する．
Step 4 オプティカルフロー計算
作成した画像と白単色 (光度値 1.0)の画像とのオプティカルフローを計算する．主に畳み込
み演算処理に時間が要する．
Step 5 錯視度合いの計算
得られたオプティカルフローの値を平均して，運動速度を計算する．
Step 6 Step3～5を繰り返す
画素パターンの数だけ繰り返す．
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3.2 入力画像の網羅的生成方法の概要
運動錯視の一例である drift illusion[13]を元にして入力画像を網羅的生成する．図 3.2.1のよう
に 1画素あたり 8階調で 1×8 pixelの一次元画素パターンを網羅的に生成する．このとき全パター
ン数は 16,777,216 (= 88)通りである．基本となる画素パターンをテクスチャとして円環状パター
ンを作成する．1×8 pixelを 45度分の弧へと引き伸ばし，8周期分回転させることで円状にする．
このようにして作成した画像を以降円環状画像と呼ぶ．
8^8通り網羅的に生成
一次元画素パターン 円環状画像
500 pixel
図 3.2.1: 円環状画像の網羅的作成方法
3.3 シミュレーションの高速化
3.3.1 GPGPUによる高速化
先行研究 [8]にて，シミュレーション内で最も計算時間を要する畳み込み演算を GPUで高速化
することの有効性を確認された．そこで本シミュレーション全体を CUDAで実行できるように実
装する．まずは単純に C++プログラム内の CPUでの畳込み演算の関数を CUDAでの実装に置き
換える．C++での畳み込み演算のコア部分のプログラムコードを図 3.3.1に示す．このように，畳
み込み演算は画像サイズとフィルタサイズの 4重ループで行われるため，並列化の恩恵が大いに
受けられる．
次に CUDAのカーネル関数化して，これも同じ結果が得られるように実装する．このときの畳
み込み演算のプログラムコードを図 3.3.2に示す．
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カーネル関数を呼び出されたスレッドは，各スレッドのインデックスからGPU内メモリの線形
インデックスへと変換した後，フィルタサイズの 2重ループで畳み込み演算を行う．C++での畳
み込みプログラムと比べて，たくさんのスレッドを並列で利用できる．
このコードではアクセス回数が多くなる入力画像とフィルタの格納先を，よりアクセス速度の
速いシェアードメモリにすることによって高速化をしている．グローバルメモリのみを用いる場
合と比べて，シェアードメモリへの格納作業が増えるが，それ以上にグローバルメモリへのアク
セスの集中が削減できる効果が大きく，演算時間の短縮を期待できる．
3.3.2 データ転送の削減
§3.3.1の実装では，畳み込み演算結果を逐次 GPU内のメモリから CPU側のメモリにデータ転
送をしている．CPU側に返ってきたデータをそのまま再度GPU側のメモリに転送して畳み込み演
算に使うというコードがシミュレーション内には多数あり，データ転送時間が無駄になっている．
図 3.3.3はNVIDIA Visual ProfilerによるGPU上での処理内容をタイムライン表示したものである．
左から右にかけて時間が進み，その際に行っていた処理をGUIでみることができる．畳み込み演
算の前後には，CPUから GPU，GPUから CPUのデータ通信が毎回行われているのがわかる．
そこでまずはシミュレーション内のデータの依存関係を確認する．入力画像とフィルタからオ
プティカルフロー値を得るまでのデータの流れ図を図 3.3.4に示す． fx, S xy 等は二次元データ，前
半の矢印は畳み込み演算，後半の矢印は四則演算を有することを示している．例えば，S xyを求め
る際には， fxと fyの結果を得た後である必要がある．
データ転送を削減するため，今回の実装としては image1と image2のデータを CPUから GPU
へ転送，オプティカルフロー計算の結果として u, vのデータをGPUからCPUへ転送，この 2つの
転送だけで済むようにプログラムを書き換える．
3.3.3 メモリ確保及び解放の一括化
NVIDIA Visual Profilerのタイムライン表示 (図 3.3.3)を確認すると，GPU内のメモリ確保の関数
cudaMalloc,メモリ解放の関数 cudaFree及び CPU-GPU間の通信時間が要していることがわかる．
オプティカルフロー計算内で必要となるメモリ量はGPU搭載の最大量を超えないことがわかって
おり，オプティカルフロー計算内で随時メモリの確保及び解放を行う必要がない．メモリ確保及
び解放をオプティカルフロー計算の初めと最後のそれぞれ 1回でまとめて行うように書き換える
と，さらなる計算時間の削減が望める．
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1 // 画像サイズでループ
2 for(int j = 0; j < height; j++){
3 for(int i = 0; i < width; i++){
4 float sum=0;
5
6 // フィルタサイズでループ
7 for(int l = 0; l < filter_size; l++){
8 for(int k = 0; k < filter_size; k++){
9 sum += src[(i+k) + (j+l)*ex_width] * filter[k + l*filter_size];
10 }
11 }
12 // 出力
13 dst[i + j*width] = sum;
14 }
15 }
図 3.3.1: 畳み込み演算のコア部分 (C++)
1 // インデックスを変換する
2 const int x = blockDim.x * blockIdx.x + threadIdx.x;
3 const int y = blockDim.y * blockIdx.y + threadIdx.y;
4
5 extern __shared__ float SHAERD[];
6 // 入力画像とフィルタのシェアードメモリ内のアドレスを記憶
7 float *filter_shared = &SHAERD[0];
8 float *src_shared = (float*) &filter_shared[filter_size*filter_size];
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10 const int tix = threadIdx.x;
11 const int tiy = threadIdx.y;
12 const int ix = blockIdx.x * blockDim.x + threadIdx.x; // 元の画像の座標 x
13 const int iy = blockIdx.y * blockDim.y + threadIdx.y; // 元の画像の座標 y
14 const int shared_width = blockDim.x + side;
15
16 // 入力画像をシェアードメモリに格納
17 src_shared[(tix) +(tiy) *shared_width] = src[(ix) +(iy) *ex_width];
18 src_shared[(tix+side)+(tiy) *shared_width] = src[(ix+side)+(iy) *ex_width];
19 src_shared[(tix) +(tiy+side)*shared_width] = src[(ix) +(iy+side)*ex_width];
20 src_shared[(tix+side)+(tiy+side)*shared_width] = src[(ix+side)+(iy+side)*ex_width];
21
22 // フィルタをシェアードメモリに格納
23 for(int i = tix + tiy * blockDim.x; i < filter_size*filter_size; i+=blockDim.x*blockDim.y){
24 filter_shared[i] = filter[i];
25 }
26
27 // スレッドの同期
28 __syncthreads();
29
30 if((x < width) && (y < height)){
31 float sum = 0.0; int f = 0;
32
33 // フィルタサイズでループ
34 for(int l = 0; l < filter_size; l++){
35 for(int k = 0; k < filter_size; k++){
36 sum += src_shared[(tix+k) + (tiy+l)*shared_width] * filter_shared[f++];
37 }
38 }
39 // 出力
40 dst[x + y * width] = sum;
41 }
図 3.3.2: 畳み込み演算のコア部分 (CUDA shared memory)
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function (conv_cuda_shared)
OpticalFlow Calculation for each image
Convolution
Data transfer
　GPU→CPU
Data transfer
　CPU→GPU
time
図 3.3.3: NVIDIA Visual Profilerのタイムライン
image1 image2
ft
Sxx
u
Sxt Sxy Syt Syy
v
fyfx
四則演算
畳み込み演算
畳み込み演算
図 3.3.4: オプティカルフロー計算のデータフロー図
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1 int2 CUDATHREAD; CUDATHREAD.x = 32; CUDATHREAD.y = 16;
2 dim3 block(( w_ex1 + CUDATHREAD.x - 1) / CUDATHREAD.x,
3 (h_ex1 + CUDATHREAD.y - 1) / CUDATHREAD.y); // グリッドあたりのブロック数 =(16,32)
4 dim3 thread(CUDATHREAD.x, CUDATHREAD.y); // ブロックあたりのスレッド数 =(32,16)
5
6 /* それぞれの変数を格納するのに必要なメモリ領域を計算 */
7 size_t IMAGE = sizeof(float)*wh;
8 size_t IMAGE1 = sizeof(float)*wh_ex1;
9 size_t IMAGE2 = sizeof(float)*wh_ex2;
10 size_t FILTER1 = sizeof(float)*ff1;
11 size_t FILTER2 = sizeof(float)*ff2;
12 // IMAGE1,IMAGE2 dx,dy,gs fx,fy,ft fxfx ,... fxfx_ ,... rf
13 size_t MALLOC_SIZE = IMAGE*2 + IMAGE1*2 + FILTER1*3 + IMAGE*3 + IMAGE*10 + IMAGE2*5 + FILTER2
+ IMAGE*13;
14 float *malloc; cudaMalloc((void**)&malloc, MALLOC_SIZE); // メモリ確保
15
16 /* シェアードメモリ用の領域 */
17 int shared1 = sizeof(float)*(CUDATHREAD.x+2*side1)*(CUDATHREAD.y+2*side1) + FILTER1;
18 int shared2 = sizeof(float)*(CUDATHREAD.x+2*side2)*(CUDATHREAD.y+2*side2) + FILTER2;
19
20 /* 確保したメモリ領域のアドレスから，それぞれの変数の先頭部分を渡す */
21 float *img1 = &malloc[0];
22 float *img2 = &img1[wh];
23 (----略----)
24
25 /* CPUから GPUへデータ転送 */
26 cudaMemcpy(img1, h_img1, IMAGE, cudaMemcpyHostToDevice);
27 cudaMemcpy(img2, h_img2, IMAGE, cudaMemcpyHostToDevice);
28 cudaMemcpy(dx, h_dx, FILTER1, cudaMemcpyHostToDevice);
29 (----略----)
30
31 /* 畳み込み演算 */
32 conv_kernel_shared <<<block,thread,shared1 >>>(img1, fx, dx, w, h, f1); // img1 * dx → fx
33 conv_kernel_shared <<<block,thread,shared1 >>>(img1, fy, dy, w, h, f1); // img1 * dy → fy
34 conv_kernel_shared <<<block,thread,shared1 >>>(img2, ft, gs, w, h, f1); // img2 * gs → ft
35
36 mul_matrix_cuda <<<block,thread>>>(fx, fx, fxfx, w, h); // fx x fx → fxfx
37 conv_kernel_shared <<<block,thread,shared2 >>>(fxfx, S_xx, rf, w, h, f2); // fxfx * rf → S_xx
38 mul_matrix_cuda <<<block,thread>>>(fy, fy, fyfy, w, h); // fy x fy → fyfy
39 conv_kernel_shared <<<block,thread,shared2 >>>(fyfy, S_yy, rf, w, h, f2); // fxfx * rf → S_yy
40 mul_matrix_cuda <<<block,thread>>>(fx, fy, fxfy, w, h); // fx x fy → fxfy
41 conv_kernel_shared <<<block,thread,shared2 >>>(fxfy, S_xy, rf, w, h, f2); // fxfy * rf → S_xy
42 mul_matrix_cuda <<<block,thread>>>(fx, ft, fxft, w, h); // fx x ft → fxft
43 conv_kernel_shared <<<block,thread,shared2 >>>(fxft, S_xt, rf, w, h, f2); // fxft * rf → S_xt
44 mul_matrix_cuda <<<block,thread>>>(fy, ft, fyft, w, h); // fy x ft → fyft
45 conv_kernel_shared <<<block,thread,shared2 >>>(fyft, S_yt, rf, w, h, f2); // fyft * rf → S_yt
46
47 add_matrix_cuda <<<block,thread>>>(S_xx, epsilon, w, h);
48 add_matrix_cuda <<<block,thread>>>(S_yy, epsilon, w, h);
49
50 mul_matrix_cuda <<<block,thread>>>(S_xx, S_yy, S_xxyy, w, h); // S_xx x S_yy → S_xxyy
51 mul_matrix_cuda <<<block,thread>>>(S_xy, S_xy, S_xyxy, w, h); // S_xy x S_xy → S_xyxy
52 mul_matrix_cuda <<<block,thread>>>(S_yt, S_xy, S_ytxy, w, h); // S_yt x S_xy → S_ytxy
53 mul_matrix_cuda <<<block,thread>>>(S_xt, S_yy, S_xtyy, w, h); // S_xt x S_yy → S_xtyy
54 mul_matrix_cuda <<<block,thread>>>(S_xt, S_xy, S_xtxy, w, h); // S_xt x S_xy → S_xtxy
55 mul_matrix_cuda <<<block,thread>>>(S_yt, S_xx, S_ytxx, w, h); // S_xx x S_yy → S_xxyy
56
57 sub_matrix_cuda <<<block,thread>>>(S_ytxy, S_xtyy, u, w, h); // S_ytxy - S_xtyy → u
58 sub_matrix_cuda <<<block,thread>>>(S_xtxy, S_ytxx, v, w, h); // S_xtxy - S_ytxx → v
59
60 (----略----)
61
62 cudaDeviceSynchronize(); // スレッド同期
63 cudaMemcpy(dst, tmp_uu, IMAGE, cudaMemcpyDeviceToHost); // GPUから CPUへデータ転送
64 cudaFree(malloc); // メモリ解放
図 3.3.5: オプティカルフロー計算の実装一部 (CUDA,データ転送の削減)
12
3.3.4 マルチストリーム化
GPUは同一時間に単一のカーネルを実行するだけではなく，計算リソースが許せば並列で複数
のカーネルを実行できる．GPUでの計算のスケジュール管理の単位をストリームと呼び，複数ス
トリームを利用することをマルチストリーム化と呼ぶ．マルチストリームの例を図 3.3.6に示す．
この機能をうまく利用するとデータ転送とカーネル実行を並行で行えたり，連続カーネル間での
実行までのオーバーヘッドを減らすことが期待できる．
�me
Stream 0
cudaMemcpy
cudaMemcpy
CUDA kernel
CUDA kernel
cudaMemcpy
cudaMemcpy
Stream 0 Stream 1
cudaMemcpy
CUDA kernel
CUDA kernel
cudaMemcpy
cudaMemcpy
cudaMemcpy
�me
Single Stream Multi Stream
図 3.3.6: マルチストリーム処理の例
図3.3.4で示したように，シミュレーションのデータ依存性が決まっている．例えば，S xtを求める処
理を行う際に，fx及び ftを求める処理の終了を担保されている必要がある．並列計算できるデータを
考慮した上で，図 3.3.7のように streamを 0から 4の 5つ用いて計算を行うようプログラムを書き換
える．このときのオプティカルフロー計算のプログラムコードを図 3.3.8に示す．cudaMemcpyAsync
関数で非同期で CPUとGPUのメモリ間でデータ転送をする．cudaStreamSynchronize関数で指定
したストリームの処理が終わるのを待つ．この 2つの関数を用いることで，データ依存性を壊さ
ず並列で計算を進める．
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v
図 3.3.7: マルチストリーム実装時のタイムライン
3.3.5 CPUのハイブリッド並列の利用
§3.3.4の実装では，GPU1つ搭載のマシンでしか実行ができない．先行研究 [8]では 16台の計
算機を相互結合し，OpenMPとMPIのハイブリッド並列にて高速化を実現する．そこで，同じく
MPIでノード間並列，OpenMPでスレッド間並列を実装する．
§3.3.4の実装では，CPU1コア分がGPUの制御を行っている．複数CPUコアを有する計算機にて
このシミュレーションを実行すると，残りのCPUコアがアイドル状態になり，計算機リソースが有
効活用できない．そこでOpenMPを利用してGPUの制御を行わないCPUスレッドにもオプティカ
ルフロー計算を割り振ることで限りなくリソースを使うように制御する．制御の仕方を図 3.3.9，シ
ミュレーションのプログラムコードの一部を図 3.3.10に示す．OpenMPの関数 omp get thread num
で自スレッド番号を取得できる．自スレッド番号が 0の場合はGPUにオプティカルフロー計算を
行わせて，自スレッド番号が 1以上の場合は CPU自身が計算を行う．また，CPUと GPUでは処
理速度が異なるため，単純に計算量を分割して割り当てると，GPUが先に自分の仕事を終えてア
イドル状態になってしまうことが懸念される．そのため，OpenMPの#pragmaにてダイナミックに
タスク割当を行うようにスケジューリングする．ここでは，schedule(dynamic,4)としているので，
4チャンクを 1単位として，早い者順でタスクを割り当てている．
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1 cudaMemcpyAsync(img1, h_img1, IMAGE, cudaMemcpyHostToDevice ,stream[0]); // 非同期データ転送
2 cudaMemcpyAsync(img2, h_img2, IMAGE, cudaMemcpyHostToDevice ,stream[2]);
3
4 cudaStreamSynchronize(stream[0]); // ストリーム同期 (データ転送の終了を待つ)
5
6 // stream 0 : m1 * dx -> fx
7 conv_kernel_shared <<<block,thread,shared1,stream[0]>>>(img1, fx, dx, w, h, f1);
8 // stream 1 : m1 * dy -> fy
9 conv_kernel_shared <<<block,thread,shared1,stream[1]>>>(img1, fy, dy, w, h, f1);
10 // stream 2 : m2 * gs -> ft
11 conv_kernel_shared <<<block,thread,shared1,stream[2]>>>(img2, ft, gs, w, h, f1);
12
13 // stream 0 : fx * rf -> S_xx -> S_xx+ep
14 cudaStreamSynchronize(stream[0]); // fx の計算が完了
15 mul_matrix_cuda <<<block,thread ,0,stream[0]>>>(fx, fx, fxfx, w, h);
16 conv_kernel_shared <<<block,thread,shared2,stream[0]>>>(fxfx, S_xx, rf, w, h, f2);
17 add_matrix_cuda <<<block,thread ,0,stream[0]>>>(S_xx, epsilon, w, h);
18
19 // stream 1 : fy * rf -> S_yy -> S_yy+ep
20 cudaStreamSynchronize(stream[1]); // fy の計算が完了
21 mul_matrix_cuda <<<block,thread ,0,stream[1]>>>(fy, fy, fyfy, w, h);
22 conv_kernel_shared <<<block,thread,shared2,stream[1]>>>(fyfy, S_yy, rf, w, h, f2);
23 add_matrix_cuda <<<block,thread ,0,stream[1]>>>(S_yy, epsilon, w, h);
24
25 // stream 2 : fx,fy * rf -> S_xy
26 cudaStreamSynchronize(stream[2]); // ft の計算が完了
27 mul_matrix_cuda <<<block,thread, 0,stream[2]>>>(fx, fy, fxfy, w, h);
28 conv_kernel_shared <<<block,thread,shared2,stream[2]>>>(fxfy, S_xy, rf, w, h, f2);
29
30 // stream 3 : fx,ft * rf -> S_xt
31 mul_matrix_cuda <<<block,thread, 0,stream[3]>>>(fx, ft, fxft, w, h);
32 conv_kernel_shared <<<block,thread,shared2,stream[3]>>>(fxft, S_xt, rf, w, h, f2);
33
34 // stream 4 : fy,ft * rf -> S_yt
35 mul_matrix_cuda <<<block,thread, 0,stream[4]>>>(fy, ft, fyft, w, h);
36 conv_kernel_shared <<<block,thread,shared2,stream[4]>>>(fyft, S_yt, rf, w, h, f2);
37
38 // stream 0,1
39 cudaStreamSynchronize(stream[0]); // S_xx の計算が完了
40 cudaStreamSynchronize(stream[1]); // S_yy の計算が完了
41 mul_matrix_cuda <<<block,thread ,0,stream[1]>>>(S_xx, S_yy, S_xxyy, w, h); // S_xx x S_yy
42 // stream 2
43 cudaStreamSynchronize(stream[2]); // S_xy の計算が完了
44 mul_matrix_cuda <<<block,thread ,0,stream[2]>>>(S_xy, S_xy, S_xyxy, w, h); // S_xy x S_xy
45 // stream 3
46 cudaStreamSynchronize(stream[3]); // S_xt の計算が完了
47 mul_matrix_cuda <<<block,thread ,0,stream[3]>>>(S_xt, S_yy, S_xtyy, w, h); // S_xt x S_yy
48 mul_matrix_cuda <<<block,thread ,0,stream[3]>>>(S_xt, S_xy, S_xtxy, w, h); // S_xt x S_xy
49 // stream 4
50 cudaStreamSynchronize(stream[4]); // S_yt の計算が完了
51 mul_matrix_cuda <<<block,thread, 0,stream[4]>>>(S_yt, S_xx, S_ytxx, w, h); // S_yt x S_xx
52 mul_matrix_cuda <<<block,thread, 0,stream[4]>>>(S_yt, S_xy, S_ytxy, w, h); // S_yt x S_xy
53
54 // stream 1,2
55 cudaStreamSynchronize(stream[1]); // S_xxyy の計算が完了
56 cudaStreamSynchronize(stream[2]); // S_xyxy の計算が完了
57 sub_matrix_cuda <<<block,thread, 0,stream[0]>>>(S_xxyy, S_xyxy, J_DET, w, h);
58
59 (----略----)
60
61 cudaDeviceSynchronize(); // 全スレッド同期
62 cudaMemcpy(dst, tmp_uu, IMAGE, cudaMemcpyDeviceToHost); // GPUから CPUへデータ転送
図 3.3.8: オプティカルフロー計算の実装一部 (CUDA,マルチストリーム化)
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図 3.3.9: シミュレーションの流れ (MPI+OpenMP+GPGPU)
1 #include <omp.h>
2 #include <mpi.h>
3
4 int world_size , my_rank;
5 MPI_Init(&argc, &argv);
6 MPI_Comm_rank(MPI_COMM_WORLD , &my_rank);
7 MPI_Comm_size(MPI_COMM_WORLD , &world_size);
8
9 float res[AllPattern];
10
11 #pragma omp parallel for private(PatternNumber) schedule(dynamic ,4)
12 for(PatternNumber = 0; PatternNumber < AllPattern; PatternNumber++){
13 if(omp_get_thread_num() == 0){ // スレッド番号0ならば GPUで計算
14 ---- G P Uでの計算内容 ----
15 res[PatternNumber] = result_calc;
16 } else { // スレッド番号1以上ならば CPUで計算
17 C P Uでの計算内容
18 res[PatternNumber] = result_calc;
19 }
20
21 // 結果の集約
22 if(my_rank != 0){ // 子ノードならば
23 ---- M P I _ S e n d関数で親ノードに結果を送信 ----
24 } else {
25 for(int i=1; i<world_size; i++) {
26 ---- M P I _ S e n d関数で子ノードから結果を受信 ----
27 }
28 }
図 3.3.10: シミュレーションのプログラムコードの一部 (MPI+OpenMP+GPGPU)
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3.4 性能評価
3.4.1 各実装のシミュレーション時間の結果と評価
CPU (Intel Core i5-6500)とGPU (NVIDIA GeForce GTX 660)を搭載したマシンにて，§3.3.1～3.3.4
のGPGPUにおける視覚数理モデルシミュレーションの高速化実装の計算時間を測定した．より詳
細なハードウェア・ソフトウェア環境は表 3.1の通りである．なお，本来であれば 88 = 16, 777, 216
通りの入力パターンに対して計算を行うが，ここでは実験時間短縮のため，256分の 1通りにあた
る 48 = 65, 536通りを入力パターンとして時間計測した．
計算時間と内訳の結果を図 3.4.1に示す．縦軸はシミュレーションに要した時間である．(A)は
§3.3.1のGPGPU実装のプロトタイプ，(B)は §3.3.2のデータ転送を削減した実装，(C)は §3.3.3の
メモリ確保及び解放の一括化をした実装，(D)は §3.3.4のマルチストリーム実装に対応している．
(A) GPGPUでのプロトタイプ実装では，GPUでの計算に時間を要しているのはもちろんだが，
全体の約 20.6%をGPUでのメモリ管理に，約 21.5%を CPUとGPUの間のデータ転送に時間を要
しており，この 2点が大きなオーバーヘッドになっている．そもそも CPUとGPUは PCI Express
によって接続されており，その帯域幅は CPUや GPUのメモリ帯域と比べて遅いということを確
認した．
(B) GPUとCPUの間のデータ転送を削減した実装では，プロトタイプ実装と比べてCPUとGPU
の間のデータ転送時間を約 81.6%削減できた．
(C)メモリ確保及び解放の一括化をした実装では，メモリ管理時間をほぼ 0秒まで削減できた．
しかし，GPUでの処理時間が増えた．これは GPUのカーネル内でポインタの付け替え等の処理
が増えたことに起因していると考えられる．CPUで OpenMPを用いた CPUの計算時間と比べる
と約 40.5%削減できており，GPGPUによる高い並列性を活かすことができた．
(D)マルチストリーム実装では，メモリ管理を削減した実装と比べて計算時間は約 3.2%しか削
減できなかった．この実装時のNVIDIA Visual Profilerのタイムライン表示を図 3.4.2に示す．CPU
とGPU間のデータ転送と畳み込み演算はオーバーラップできているが，畳み込み演算自体は並列
に実行できていない．畳み込み演算に対してGPUの性能が足りていないことから，十分に並列実
行できなかったと推測できる．
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表 3.1: ハードウェア・ソフトウェア環境 (GPU搭載，1ノード)
プロセッサ Intel Core i5-6500
周波数 3.20 GHz
コア数 4
スレッド数 4
キャッシュ 6 MB
メモリ 32 GB
GPU NVIDIA GeForce GTX 660
CUDAコア数 960　
プロセッサコアの周波数 980 MHz　
メモリ 2048 MB
メモリ帯域幅 144.2 GB/sec　
システム IF PCI Express x16 Generation 3　
OS Linux Mint 18.3
CXX compiler GNU 5.4.0
MPIライブラリ OpenMPI 2.0.1
コンピュータビジョンライブラリ OpenCV 3.2.0
CUDA C CUDA 9.0
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図 3.4.1: 65,536通りのシミュレーション時間と割合 (単一ノード)
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図 3.4.2: マルチストリーム化実装前後の NVIDIA Visual Profilerのタイムライン比較
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3.4.2 GPUクラスタを用いたシミュレーション時間の結果と評価
CPU (Intel Core i5-8400)と GPU (NVIDIA GeForce GTX 660)を搭載した 16台の GPUクラスタ
にて，§3.3.5のGPGPUにおける視覚数理モデルシミュレーションの高速化実装の計算時間を測定
した．より詳細なハードウェア・ソフトウェア環境は表 3.2の通りである．
計算時間の結果を図 3.4.3に示す．縦軸は計算時間，横軸はそれぞれOpenMPの使用の有無 (CPU)
と CUDAの使用の有無 (GPU)を表している．
　 (E)はOpenMP及びCUDAを使っていないので，CPU 1コアでしか実行されていない．(F)は
OpenMPのみを使っているので，CPU 6コアで並列処理されている．(E)と比べると CPUの利用
コア数が 6倍になったのに対して，計算時間は約 5分の 1程度までしか減らなかった．このこと
より，並列化のオーバーヘッドが大きかったことが確認できた．
(G)は CUDAのみを使っているので，CPU 1コアがGPUの制御を，GPU 1台が実際の計算を実
行している．(E)と比較すると，約 4.5倍速で計算できていることから，GPU 1台は CPU約 4.5コ
ア分の計算パワーに匹敵することが分かる．
(H)は OpenMP及び CUDAを使っているので，(G)では利用されていなかった残りの CPU 5コ
ア分も計算の役目を担っている．その結果，(G)に比べて約 48.8%計算時間が削減できた．GPU
1台は CPU 4.5コア分の計算能力であると予測したことから，CPU及びGPUの全リソースを利用
する実装では CPU 5 + 4.5 = 9.5コア分の計算能力であると推測できる．実際に CPU 1コアのみで
ある (E)と比べて約 8.7倍速であり，OpenMPを用いたことによるオーバーヘッドはあるものの十
分に計算機リソースが利用できているといえる．
また，先行研究 [3]の視覚数理モデルはMATLABにて実装されており，元々は 6日ほどかかる
計算を本研究では CUDAで記述し GPUクラスタを用いることで 2%以下に削減できた．
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表 3.2: ハードウェア・ソフトウェア環境 (GPU搭載，16ノード)
プロセッサ Intel Core i5-8400
周波数 2.80 GHz
コア数 6
スレッド数 6
キャッシュ 9 MB
メモリ 16 GB
GPU NVIDIA GeForce GTX 660
CUDAコア数 960　
プロセッサコアの周波数 980 MHz　
メモリ 2048 MB
メモリ帯域幅 144.2 GB/sec　
システム IF PCI Express x16 Generation 3　
OS Ubuntu 18.04.03 LTS
CXX compiler GNU 8.28
MPIライブラリ OpenMPI 4.0.1
コンピュータビジョンライブラリ OpenCV 3.4.6
CUDA C CUDA 10.2
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図 3.4.3: 16,777,216通りのシミュレーション時間 (16ノード)
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第4章 視覚数理モデルの拡張
本章では，動画像の探索範囲を広げるための視覚数理モデルを拡張したこと，ヒトの知覚を記
述するために心理物理実験を行ったことについて述べる．
4.1 既存モデルのフレーム数の拡張
中村らの提案するMT細胞についての視覚数理モデル [3] (以降，中村モデルと呼ぶ)では，図
4.1.1のように円環状画像の消滅時の残像についてのオプティカルフローを計算していた．つまり
は計算対象となるフレーム数としては，image1(円環状画像)と image2(背景画像)の合計 2枚のみ
である．ここで，並列計算能力を活かして入力画像を 3枚以上に増やすことを考える．
従
来
モ
デ
ル
時間(未来)
拡
張
モ
デ
ル
図 4.1.1: 従来モデルと拡張モデルの違い
22
4.1.1 モデルへパラメータの追加
中村モデルでは動画像 I(x, y, t)の時空間微分を，微分および畳み込みの演算の定理を用いて動画
像 I(x, y, t)とガウス関数G(x, y)の偏微分との畳み込み演算に近似している．
∂
∂x
I(x, y, t) ≃ ∂
∂x
{
I(x, y, t) ∗
{
l(t)G(x, y)
}}
= I(x, y, t) ∗
{
∂
∂x
{
l(t)G(x, y)
}}
= I(x, y, t) ∗
{
l(t)
∂
∂x
G(x, y)
}
=
{
l(t)I(x, y, t)
}
∗
{
∂
∂x
G(x, y)
}
(4.1.1)
∂
∂y
I(x, y, t) ≃ ∂
∂y
{
I(x, y, t) ∗
{
l(t)G(x, y)
}}
= I(x, y, t) ∗
{
∂
∂y
{
l(t)G(x, y)
}}
= I(x, y, t) ∗
{
l(t)
∂
∂x
G(x, y)
}
=
{
l(t)I(x, y, t)
}
∗
{
∂
∂y
G(x, y)
}
(4.1.2)
∂
∂t
I(x, y, t) ≃ ∂
∂t
{
I(x, y, t) ∗
{
l(t)G(x, y)
}}
= I(x, y, t) ∗
{
∂
∂t
{
l(t)G(x, y)
}}
= I(x, y, t) ∗
{
h(t)
∂
∂t
G(x, y)
}
=
{
h(t)I(x, y, t)
}
∗
{
∂
∂t
G(x, y)
}
(4.1.3)
l(t)は時間カーネル，h(t) = ∂l(t)/∂tは時間微分カーネルを表している．中村モデルでは，円環状画
像の提示 t = 1，背景画像の提示を t = 0とすると l(t), h(t)は，図 4.1.2左側のようなカーネルであ
る．時間カーネルは t = 1のみ，時間微分カーネルはフレーム差分に対して計算を行う．つまりは
2フレーム以上前 (t ≥2)の画像は計算には関係していないため，合計 3フレーム以上のシミュレー
ションには対応していない．そこで，時間カーネル l(t)，時間微分カーネル h(t)を変更し，複数フ
レームでシミュレーションを行えるようにする．
作成する l(t), h(t)の例を図 4.1.2右に示す．ただし，このカーネルは未知のパラメータである．
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図 4.1.2: 従来モデルの時間カーネル，時間微分カーネルと変更例
4.1.2 二項分布及び網羅的プロットを元にカーネルを作成
時間カーネル l(t)，時間微分カーネル h(t)は未知のパラメータであるため，適切な値を求める必
要がある．そこで 2つの関数を用いて試す．
1つ目は二項分布の確率質量関数である．二項分布は統計数学において使われる分布で，確率質
量関数は確率 p,全試行回数 n，成功回数 Xとすると，
P(X = k) = nCx px(1 − p)n−x (k = 0, 1, 2, . . . , n) (4.1.4)
と記述できる．この式をグラフで表すと図 4.1.3のようになり，微分したグラフは図 4.1.3のよう
になる．パラメータは nと pの 2つであり，全てのプロットの値を全て足すと 1.0，プロットの最
大数 nの設定があり，微分した関数は必ず正から負に変化する式が得られるという性質がある．
実際，nは 1から 40までの 40通り，pは 0.01刻みで 0.00から 0.20までの 21通り，合計 40×21 =
840通り計算する．
24
2つ目は網羅的プロットである．既存の関数モデルを元にプロットするのではなく，プロットを
網羅的に変えることによって，より柔軟に時間カーネル，時間微分カーネルを定める．このモデ
ルはパラメータが限りなく多いモデルであるともいえる．ただし，粒度を細かくして網羅的に値
を変えると計算時間が増大化しすぎてしまうので，次のように制約条件を定める．
0 ≤ l(t) ≤ 1,
4∑
t=0
l(t) = 1 (4.1.5)
−1 ≤ h(t) ≤ 1,
4∑
t=0
h(t) = 0 (4.1.6)
l(t)の合計が 1になるように，h(t)の合計が 0になるように定める．図 4.1.4に l(t), h(t)の例を示す．
実際，l(t)を 0.1刻みで計 286通り，h(t)を 0.2刻みで計 8,801通り，合計 286×8801 = 2, 517, 086
通り計算した．この際に，第 3章で高速化した視覚数理モデルシミュレーションを利用する．
4.2 心理物理実験のよるヒトの知覚の調査
作成したカーネルがヒトの知覚を記述できるようにするためには，心理物理実験を行い，より
ヒトの知覚に近い計算結果を返すパラメータを見つける必要がある．そこで本節では心理物理実
験の方法とその結果について記述する．
4.2.1 心理物理実験の方法 (実験 1)
実験は明室にて，円環状画像を提示する装置として IPSパネル液晶ディスプレイ (EIZO製EV2436W)
を用いて行う．視距離はディスプレイの中心から 1mで統一する．明室のモニタ前の照度と色温度
を分光色彩照度計 (SEKONIC C-7000)で計測すると，2781 lx，4468 Kである．提示する円環状画
像については，ガンマ補正後の画像を提示する．ガンマ補正とは，データ上の輝度値と液晶ディ
スプレイで実際に表示される輝度値が非線形関係であることをふまえて，データ上の輝度値を予
め補正をすることで，実際に表示される輝度値をリニアにする方法である．今回用いた液晶ディ
スプレイの輝度と輝度の関係は図 4.2.1の実線のような波形である．ガンマ補正前の状態でディプ
レイに画素を表示すると丸点の縦軸は 8等分されない．そこで縦軸を 8等分することで逆算して
ガンマ補正後の 8階調の輝度 (0.000, 0.378, 0.534, 0.654, 0.756, 0.845, 0.926, 1.000)を被験者に提示
する．
被験者への提示方法は，図 4.2.2のように 2種類の動画像を左右を対称に並べて提示し，被験
者は回転速度がより速い動画像を左右いずれかで答えるようにする (two-Alternative forced choice;
2AFC)．回答はキーボードを用いて，左回答であれば F，右回答であれば Jとする．提示時間は刺
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図 4.1.3: 二項分布の確率質量関数と微分関数の例 (n = 10, p = 0.20)
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図 4.2.1: 液晶ディスプレイのガンマ補正
激前画像 (A)を 1秒間，動画像を 10fps (0.1sec/frame)で被験者が回答するまで提示する．ディス
プレイに表示された背景画像の視野角は，幅 29.0 deg ×高さ 18.4 degである．中心に注視点を起
き，被験者にはこの点を注視して左右に視点を動かさないように依頼する．2つの動画像の直径は
300pxで視野角は 4.64 deg，注視点から円の中心までの距離は 300pxで視野角は 4.64degである．
提示する動画像パターンを 10種選び，全組み合わせ (10C2 = 45通り)分実験を行う．実際に心
理物理実験に用いた動画像を図 4.1に示す．提示した動画像の中で，1枚目，2枚目については全
て同じ画像にする．2枚目は 1枚目を 4.5度回転させた画像である．円環状画像の元となる画素パ
ターンとしては，1枚目は (黒白白黒)で 2枚目は (黒黒白白)である．変化させた 3枚目の画像の
うち，1つは黒画像 (#01)，1つは白画像 (#02)，残りの 8つはランダムで選ぶ．
本来であれば 18度回転，つまりは 4枚画像で 1周回転するところを，3枚画像で回って見える
か検証をする．
4.2.2 心理物理実験の結果
男性 4人 (MaK，OzH，YaT，YaY)に心理物理実験を行った．実験結果を図 4.2.3に示す．#01
と#02を提示したとき，#02のほうが速いと回答した場合には#01は+0，#02は+1としている．も
し，ある動画像を全員が速いと回答した場合，縦軸の最大数は 36となる．被験者ごとに差はある
が，概ね#03，#08，#09，#10は全体的に速いと回答する数が多かった．
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動画像番号 動画像 1枚目 動画像 2枚目 動画像 3枚目
#01
#02
#03
#04
#05
#06
#07
#08
#09
#10
表 4.1: 提示した 10種の動画像
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刺激前画像 動画像 1 枚目
動画像 2 枚目 動画像 3 枚目
被験者の回答を得るまでループ
図 4.2.2: 提示動画像の内容 (実験 1)
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図 4.2.3: 心理物理実験の結果
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4.3 ヒトの知覚とモデル予測のフィッテング
本章では，前節で行った心理物理実験の結果を用いて，よりヒトの知覚に近い結果を出力する
ような視覚数理モデルのパラメータを算出する．
4.3.1 モデルシミュレーション結果の集約
心理物理実験では，3枚の画像を繰り返し提示していたため，モデルシミュレーションの出力結
果である予測回転量 Rは，t = 0が 1枚目のとき R132，t = 0が 2枚目のとき R213，t = 0が 3枚目
のとき R321の 3つも求まってしまう．そこで合計回転量 Rsum = R132 + R213 + R321とすることで 1
つの結果に集約する．ここで Rsum/3は平均回転量を表す．
4.3.2 心理物理実験結果とフィッテング方法
心理物理実験によるヒトの知覚結果と視覚数理モデルによるマシン予測を直接比較することは
できない．視覚数理モデルに対して心理物理実験と同じように 2つの動画像を提示すると，2動
画像の予測回転量の差の大小に関わらずに左右でより速い方を正確に選ぶことができる．ただし，
実際のヒトの視覚は左右の速度差が小さい場合は逆を選ぶ可能性がある．マシンも人間的な選択
をすると仮定すると，次のような誤差関数に近似する．
f (x) =
1
2
(
1 + erf
(
x
√
2σ
))
(4.3.1)
なお，2つの動画像の回転量の差が 0の場合には，50%の確率で左のほうが早く回ったと回答する
としている．σ = 0.1, 0.2, 0.3のときのグラフを図 4.3.1に示す．σを大きくするとなだらかな曲線
に，小さくすると急な曲線になる．今回の心理物理実験によるヒトの知覚結果と視覚数理モデルに
よるマシン予測をグラフにプロットすると，縦軸は提示した 2つの動画像のうち左のほうが速い
とヒトが回答する確率となる．横軸は視覚数理モデルによる予測回転量の差 (Rl − Rr)である．提
示した 2つの動画像のうち左側の予測回転量を Rl，右側の予測回転量を Rr としている．例えば，
σ = 0.3のとき，Rl − Rr = 0.2であれば 75%が左のほうが速いと回答，Rl − Rr = 0.5であれば 95%
が左のほうが速いと回答すると予測できるといえる．
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図 4.3.1: 誤差関数 (σ = 0.1, 0.2, 0.3)
4.3.3 フィッテング結果と評価 (二項分布)
二項分布を元に n, pを網羅的に変えてシミュレーションした結果の中で，最もヒトの知覚とマ
シン予測が近似できたのは n = 11, p = 0.05であった．その際のヒトの知覚とマシン予測を図 4.3.2
に示す．決定係数 R2は 0.3757であった．もしモデルとヒトの知覚が完全に一致するならば，全て
のプロットは誤差関数上に収まる．誤差関数から大きく離れた点が複数存在するが，横軸 0，縦軸
0.5でグラフの象限を分けると，第 1,3象限にプロットが集中しており，少なくともヒトの知覚と
マシン予測が正の相関関係を示すことがわかった．
このときの時間カーネル，時間微分カーネルのパラメータを図 4.3.3に示す．時間カーネルは過
去に進むにつれて小さくなり，時間微分カーネルは正から負を経由した後ゼロに収束するという
形であった．また，他に決定係数 R2が大きいときの時間カーネル，時間微分カーネルについても
似たような形であった．
全 840通りのシミュレーション結果を図 4.3.4に示す．この結果によると，n, pが反比例してい
るように見える．二項分布における n × pは期待値を示しており，λ = n × p(一定)のときポアソン
分布に従うことが知られている．つまり，初めから二項分布を元に nと pという変数 2つを網羅
的に変えるのではなく，ポアソン分布を元にして，変数は 1つで十分だったことがわかった．
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図 4.3.2: 二項分布を元にしたパラメータで最も近似できた結果 (R2 = 0.3757)
4.3.4 フィッテング結果と評価 (網羅的プロット)
網羅的プロットを元にシミュレーションした結果の中で，最もヒトの知覚とマシン予測が近似
できたのは図 4.3.6であった．その際のヒトの知覚とマシン予測を図 4.3.5に示す．二項分布を元
にシミュレーションした結果と同様に，誤差関数から大きく離れた点が複数存在するが，少なく
ともヒトの知覚とマシン予測が正の相関関係を示している．また，決定係数 R2は 0.3883であり，
二項分布と比べて，よりヒトの知覚を正確に記述できているといえる．
このときの時間カーネル，時間微分カーネルのパラメータを図4.3.6に示す．時間カーネルは t = 2，
つまりは 2つ分過去の画像以外は全て 0であった．時間微分カーネルは −1.0,−0.4, 1.0,−0.6, 1.0と
法則の読めない結果となった．
そもそも，今回の実験では 3枚の画像の切り替えを繰り返して提示している．つまり，I(x, y, 0) =
I(x, y, 3), I(x, y, 1) = I(x, y, 4)という条件である．この置き換えを考慮すると，時間微分カーネルは
h(0, 1, 2) = (−1.6, 0.6, 1.0)と変換できる．
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図 4.3.3: 二項分布を元にしたパラメータで最も近似できた際のパラメータ l(t), h(t)
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図 4.3.5: 網羅的プロットを元にしたパラメータで最も近似できた結果 (R2 = 0.3883)
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図 4.3.6: 網羅的プロットを元にしたパラメータで最も近似できた際のパラメータ l(t), h(t)
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第5章 提案モデルの検証と錯視画像の探求
前章では，既存モデルの計算フレーム数を拡張するために，モデルへのパラメータの追加方法
を提案した．パラメータの設定方法として，二項分布及び網羅的プロットを元にカーネルを作成
し，多量のシミュレーションを行った．その中で最もヒトの知覚を記述できるパラメータは網羅
的プロットの l(0, 1, 2, 3, 4) = (0, 0, 1, 0, 0)，h(0, 1, 2, 3, 4) = (−1.0,−0.4, 1.0,−0.6, 1.0)であった．本
章では，このパラメータを用いた提案モデルの検証と錯視を引き起こす動画像の探求について記
述する．
5.1 既存モデル (中村らのモデル)との比較方法
提案モデルの妥当性を評価するために，既存のモデルとの比較を行う．まず，本提案モデルは
中村らの提案するMT細胞についての視覚数理モデルの拡張であるから，まずは中村モデルとの
比較を行う．しかし，中村モデルでは 3枚以上のフレームに対するシミュレーションを行うこと
ができない．よって，提案モデルと比較する際に，中村モデルでは 1枚目から 2枚目の間の予測
回転量 R12，2枚目から 3枚目の間の予測回転量 R23というように，2枚ごとの予測回転量を算出
し，それら全てを足し合わせた結果を動画像の予測回転量とした．
5.2 XT解析との比較
中村モデル以外のアプローチからも比較する．中村モデルはMT細胞についての視覚数理モデ
ルであったが，ヒトの細胞ではなく工学的な画像解析の手法で回転の有無を検出する．
円環状画像を作成する前の画素パターンに注目して，画素の時間による変化を空間軸と時間軸
の XTプロットを記述する．例えば，図 5.2.1に示すように，image1,image2,image3の 3枚の画像
がループして表示されているとき，円環状画像の元となる画素パターンを空間軸 xとして，時間
による変化を時間軸 tとしてプロットした．このXTプロットには縞模様が現れる時がある．左上
から右下向きにかけて縞模様が現れれば，反時計回りに回って見えると考えられ，縞模様がはっ
きりしているといるほど，きれいに回って見えると考えられる．ただし，これは定量的な予測で
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図 5.2.1: XTプロットの例
はない．そこで，このXTプロットを二次元フーリエ変換することで周波数特性を求めて，縞の角
度とその強さを算出する．
図 5.2.2にXTプロットと二次元フーリエ解析の例を 2つ示す．1つ目は，8pixelの画素パターン
を 2pixel毎に横にずらしたものをXTプロットした．このパターンでは，4フレームを 1周期とし
て回転をするので，arctan(4/8) ≈ 26.6degの縞であった．二次元フーリエ解析の結果は，原点 (0,0)
と横軸のなす角 θ1 = 64.4◦の位置に特徴点 s1が現れた．θ2 = −26.6degの位置にも数値は小さいが
特徴点 s2が現れた．これらの特徴点を用いて，次の式で回転速度 uの期待値 E[U]を求める．
E[U] = u1
s1
s1 + s2
+ u2
s2
s1 + s2
(5.2.1)
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特徴点は 2個だけではなく k個 (k > 0)になることもあるので，一般化すると
E[U] =
∑
uksk∑
sk
(5.2.2)
となる．一次元のオプティカルフロー拘束方程式より
u
∂
∂x
f (x, t) +
∂
∂x
f (x, t) = 0 (5.2.3)
この式をフーリエ変換すると
u(iωx)F(ωx, ωt) + (iωt)F(ωx, ωt) = 0 (5.2.4)
u = −ωtF(ωx, ωt)
ωxF(ωx, ωt)
(5.2.5)
となる．もし，ωx , 0かつ F(ωx, ωt) , 0であれば，
u = −ωt
ωx
=
2π ft(x, t)
2π fx(x, t)
=
ft(x, t)
fx(x, t)
(5.2.6)
と示せる．つまりは速度 uは fx(x, t), ft(x, t)で表すことができる．式 5.2.2に代入する．
E[U] =
∑ ftk
fxk
sk∑
sk
(5.2.7)
速度期待値 E[U]をXTプロットのフーリエスペクトルから算出できるようになった．速度期待値
の範囲は −1 ≤ E[U] ≤ 1であり，数値の絶対値が大きいほど速く回ると予測される．この解析方
法を，以降 XT解析と呼ぶ．
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図 5.2.2: XTプロットと二次元フーリエ解析の例
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5.3 動画像と網羅的計算
提案モデル，中村モデル，XT解析の 3つで入力動画像を網羅的に変えてそれぞれのモデルで予
測回転量を計算して比較をする．
3枚の画像を順番に切り替えて，3枚目の次は 1枚目として繰り返しさせる．3フレームのルー
プ動画像ができる．3枚とも円環状画像として，1x4pixelで 4階調の輝度の画素パターンを元に作
成した．円環状画像 1枚あたり 44通り，3フレーム分で全 (44)3 = 16, 777, 216通り計算した．こ
の計算には 6時間 53分要した．提案モデルとXT解析の出力をプロットした結果を図 5.3.1，提案
モデルと中村モデルの出力をプロットした結果を図 5.3.2に示す．提案モデルと比較対称のモデル
が比例する点は，どちらのモデルでも同じ予測を示し，比例しない点は，逆の予測を示している．
どちらの結果も，全体的には正の相関がある．しかし，例として提案モデルの予測回転量 0.2に対
して，XT解析は 0という動画像もあった．もし，提案モデルのほうがヒトの知覚をより正確に記
述できているのであれば，この動画像は実際に回転すると予測できる．
5.4 錯視を引き起こすパターンの探索
前節では，提案モデルと XT解析の予測で比例しない結果が得られた．そもそも XT解析とは，
XTプロットを二次元フーリエ変換することで二次元の様々な周波数を検出して，その結果を元に
速度期待値を算出している．XT解析で大きな値を得る動画像は，画像解析という観点から回転を
検知できる動画像ともいえる．対して XT解析では小さな値だが，提案モデルでは大きな値を出
力する動画像は，画像解析という観点からでは検出できなかった新たな錯視画像だと期待できる．
そこで本節では，提案モデルと XT解析の結果を元に心理物理実験を通して錯視を誘発するか検
証する．
5.4.1 心理物理実験によるヒトの知覚の調査 (実験 2)
提示する動画像を図 5.1に示すような 10パターン分選出した．選出基準としては，提案モデル
と中村モデルの出力結果をプロットした図 5.4.1のうち特徴的なものを選んだ．#11はどちらのモ
デルでも大きな値を出力する，#12は XT解析では大きな値だが提案モデルでは 0，#17は提案モ
デルでは大きな値だが XT解析では 0，#19は提案モデルでは正の値を取るが XT解析では負の値
を取るものである．なお，図 5.3.1では，原点 (0,0)で点対称であったので第 1,4象限だけで考えた．
実験環境はフィッテングの際 (§4.2.1)と同じ条件を行った．被験者への提示方法は，2ステップ
設けた．
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図 5.3.1: 提案モデルと XT解析の比較 (3フレーム，44通り)
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図 5.3.2: 提案モデルと中村モデル比較 (3フレーム，44通り)
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動画像番号 動画像 1枚目 動画像 2枚目 動画像 3枚目
#11
#12
#13
#14
#15
#16
#17
#18
#19
#20
基準動画像
表 5.1: 提示した 11種の動画像
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1ステップ目は，動画像の回転方向についての検証である．被験者へは図 5.4.2上のような流れで
提示した．全ての動画像の中から 1パターンだけランダムで選び，左右どちらかに配置して提示し
た．被験者は回転方向を時計回りまたは反時計回りのいずれかで答えるようにした (two-Alternative
forced choice; 2AFC)．回答はキーボードを用いて，時計回りであれば J，反時計回りであれば Fと
した．1つの動画像パターンを左右 1回ずつ，さらには逆回転に回るものも 1回ずつ提示すること
で，1パターンあたりで合計 4回提示した．この流れを 10種類の動画像について合計で 4×10 = 40
回提示した．
2ステップ目は，動画像の回転速度についての検証である．回転速度に関しては，何かと比較し
て速いか遅いかについて回答を得る必要がある．そこで基準動画像を 1つ定めて，その動画像よ
り速く回るか否かを検証することにした．選んだ基準動画像を図 5.1最後に示す．被験者へは図
5.4.2下のような流れで提示した．全ての動画像の中から 1パターンだけランダムで選び，左右ど
ちらかに配置して，その反対側には基準動画像を配置して提示した．回答はキーボードを用いて，
時計回りであれば J，反時計回りであれば Fとした．1つの動画像パターンを左右 1回ずつ，さら
には逆回転に回るものも 1回ずつ提示することで，1パターンあたりで合計 4回提示した．この流
れを 10種類の動画像について合計で 4 × 10 = 40回提示した．
5.4.2 錯視を誘発するか検証結果と考察
男性 7人に心理物理実験を行った．結果を図 5.4.3に示す．ある動画像を被験者全員が時計回り
に回転したと回答した場合には縦軸は 100%となり，半分の割合で時計回りに回転したと回答した
場合には縦軸は 50%となる．回転速度についても同様である．
ヒトは知覚は，図 5.4.1のうち第 1象限に属する動画像 (#11や#14など)は時計回りを，第 4象
限に属する動画像 (#19や#20など)は反時計回りと判断することがわかった．また，提案モデルと
XT解析のどちらの予測結果でもその値が大きい動画像に関しては，ヒトは時計回りでかつ速く回
ると知覚した．注目すべきは#15であり，XT解析ではあまり大きな値ではなかったが，時計回り
で速く回って見えるという結果になった．これは画像解析では見つけられなかった新たな錯視画
像を発見したと考えられる．
心理物理実験後に被験者に対して意見を聞いたところ，#17は時計回りに高速に回転している
のか，反時計回りにゆっくり回転しているのか判断ができなかったという意見が多かった．また，
画面左側の動画像に対して時計回り (右回り)と答える際，キーボードの右側の J(時計回り)を押す
ことで返答を受けた，被験者は反射的にキーボードの左側の F(反時計回り)を押してしまう可能性
があるため，そもそも円環状画像を左右どちらかに配置するのではなく中心に配置すべきであっ
たと考えられる．
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図 5.4.3: 心理物理実験の結果 (実験 2)
5.5 各モデルの比較
本節では，提案モデル，中村モデル，XT解析の中で，最もヒトの知覚を正確に記述できてるモ
デルはどれか検証する．心理物理実験を行い，各モデルとヒトの知覚の相関係数で比較をする．
5.5.1 心理物理実験によるヒトの知覚の調査 (実験 3)
実験環境および実験の流れは §5.4.1と同じのままで，ステップ 1の回転方向のみについて，提
示する動画像を変えて再び心理物理実験を行った．提示する動画像を図 5.2に示すような 4パター
ン分選出した．選出基準としては，提案モデルとXT解析の出力結果をプロットした図 5.5.1のう
ち特徴的なものを選んだ．#21は提案モデルでは大きな値だが中村モデルでは 0，#22は中村モデ
ルでは大きな値だが提案モデルでは 0，#23はどちらのモデルでも大きな値を出力する，#24は提
案モデルでは正の値を取るが中村モデルでは負の値を取るものである．1つの動画像パターンを左
右 1回ずつ，さらには逆回転に回るものも 1回ずつ提示することで，1パターンあたりで合計 4回
提示した．この流れを 4種類の動画像について行ったので，合計で 4 × 4 = 16回提示した．
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図 5.4.1: 提示した 11種の動画像のモデル予測 (実験 2)
動画像番号 動画像 1枚目 動画像 2枚目 動画像 3枚目
#21
#22
#23
#24
表 5.2: 提示した 4種の動画像
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刺激前画像 動画像 1 枚目
動画像 2 枚目 動画像 3 枚目
被験者の回答を得るまでループ
Step.1 回転方向
Step.2 回転速度
刺激前画像 動画像 1 枚目
動画像 2 枚目 動画像 3 枚目
被験者の回答を得るまでループ
図 5.4.2: 提示動画像の内容 (実験 2)
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図 5.5.1: 提示した 4種の動画像のモデル予測 (実験 3)
5.5.2 各モデル予測とヒトの知覚の比較
男性 6人に心理物理実験を行った．各モデルに対する実験結果を図 5.5.2に示す．ヒトの知覚の
結果 (確率)と各モデルの予測 (変数)を単純に比較することはできない．そこで §4.3.2と同じよう
に式を用いて，モデルの予測を擬似的に確率変数へと変換することで比較する．非線形フィットに
よる回帰曲線を図 5.5.2に示す．二乗平均平方根誤差 (Root Mean Squared Error; RMSE)は回帰曲
線の誤差を評価する指標の 1つで，0に近づくほど誤差が小さいことを示している．提案モデルは
RMSE = 0.0523，中村モデルは RMSE = 0.2273，XT解析は RMSE = 0.2173であり，提案モデル
が最もヒトの知覚を記述できていることが確認できた．なお，提示した動画像のサンプル数が少
ないということもあり，「提示した動画像と全動画像 ((44)4)が同じ確率分布から得られる」という
帰無仮説を棄却できるかが重要である．
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図 5.5.2: 心理物理実験の結果 (実験 3)
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第6章 結論と今後の課題
6.1 結論
本研究では，既存のMT細胞に関する視覚数理モデルをGPUクラスタを用いてシミュレーショ
ン時間の短縮化を実現した．MATLABでの実装されていた視覚数理モデルでは約 6日を要する計
算を，GPUクラスタを用いることでその 2%以下の 1時間 12分で計算可能になった．
次に，動画像の探索範囲を広げるために，モデルの拡張を行った．心理物理実験を通じて，モ
デルの拡張に必要となるパラメータ h(t), l(t)を定めた．この拡張モデルを用いて，入力動画像を網
羅的に作成して計算を行った．その中で錯視を誘発しそうな動画像を実際にヒトに提示して錯視
を誘発することを確認した．また，提案モデルの妥当性と有効性を評価した．中村らが提案する
MT細胞に関する視覚数理モデルとXTプロットによる画像解析と比べて，よりヒトの知覚を記述
できていることを確認した．
6.2 今後の課題
本研究では，GPUクラスタを用いてシミュレーションの高速化，特に畳み込み演算の高速化を
行ったが，シミュレーション自体のアルゴリズムの改善等には手を付けられなかった．畳み込み
演算において，画像が同じでカーネルが異なる複数の演算を 1つにまとめて計算量を抑える工夫
[7]など，高速化の手法はまだあり，計算時間短縮の余地はまだ残されている．
視覚神経系の観点としては，今回の実験では 3フレームでループ再生し続ける動画像に対して
モデルをフィッテングさせたので，多数のフレーム数の動画像やループしない動画像などにも正し
く計算が行えるかわからない．特定に条件のみにオーバーフィッテングしている可能性があるかも
しれない．提案モデルが他の条件下でも正しく予測ができるか検証し，さらには改良することが
必要である．
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第1章 序論
1.1 背景
1.1.1 錯視現象と数値シミュレーション
錯視現象とは視覚に関する錯覚現象であり，幾何学的錯視，色の錯視，運動錯視など様々な現
象が知られている．そのうち，運動錯視とは，例として図 1.1.1のように静止している画像 [1]が
回転しているように見える現象がある．錯視現象は視覚の不完全な特性による誤認識とされてい
る．その代表例である運動錯視は，人間の視覚神経系で計算されるオプティカルフロー値が実際
の動きと異なるときに発生すると考えられている．なお，オプティカルフローとは物体の移動速
度のベクトルのことである．この錯視現象を解明することにより，視覚神経系のメカニズムのさ
らなる解明も期待されている．
錯視現象を解明するにあたり，視覚数理モデルによる数値シミュレーションというアプローチ
がある．Blue Brain Project[2]のように神経細胞の分子レベルでシミュレーションするモデルが提
案されている一方で，分子の挙動を近似化してより広域化したモデルなど，種々の視覚数理モデ
ルが存在する．いずれにせよ，多数の細胞の動きをシミュレートするという特徴から，その計算
には多くの時間が必要となる．
1.1.2 数値シミュレーションの高速化
数値シミュレーションを高速化する方法として大きく分けて 2つある．
1つ目は，数値シミュレーションのアルゴリズム自体の改良である．根本的なアルゴリズムを改
良することで，計算時間を減らすことが期待できる．ただし，高速化するシミュレーションに関
する深い知識が必要になるだけではなく，アルゴリズム変更に伴う数値の誤差を考慮する必要も
ある．
2つ目は，計算機科学的としてのアプローチである．計算機にも得意，不得意の計算領域があ
る．メモリのアクセスやキャッシュの有無など考慮した上でシミュレーションプログラムを適切に
記述することでオーバーヘッドを小さくし，計算時間を減らすことが期待できる．また，計算機
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図 1.1.1: 運動錯視の例 (rotating snake[1])
に搭載された CPU自体を強化したり，1台の計算機で計算するのではなく複数台用いたり，特定
の計算に特化したマシンを使用することでさらなる高速化が期待できる．
1.1.3 先行研究と課題
中村ら [3]は網膜が得た外界の動きベクトルを符号化するMT細胞についての視覚数理モデル
を提案している．このモデルでは工学的オプティカルフロー推定方法に加えて，オプティカルフ
ロー速度の多重スケール性を考慮することで計算精度を上げている．中村らはこの視覚数理モデ
ルの妥当性を示すために，視覚数理モデルの入力として 88種の画素パターンを作成して錯視の運
動量の出力結果を得た [4]．しかし，このシミュレーションでは画素パターンを網羅的に探索して
おり，出力結果を得るには 3時間以上もの時間を要する．入力画像の生成方法の変更や高解像度
化を増やすなどのさらなる拡張を加えて実験を行えば，新たな錯視画像を見つけられる可能性が
あるが，現状の方法でその実験を行うのはシミュレーション時間的に困難である．
錯視シミュレーションで最も時間を要する処理は畳み込み演算である．そのため，この畳み込み
演算を並列化することでシミュレーション全体を高速化することが期待できる．齋藤ら [5]はMPI
を用いて，大村ら [6]，江頭ら [7]はGPUを用いて畳み込み演算を並列化することによってシミュ
レーション時間の短縮をしている．これらの研究ではV1細胞についてのモデルのシミュレーショ
ンを行っており，今回高速化したいMT細胞についてのシミュレーションとは異なる．
先行研究 [8]ではMPI(Message Passing Interface)とOpenMPのハイブリッド並列を用いて，MT
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細胞についてのシミュレーションを高速化をした．また，GPUを用いてシミュレーション内で最
も時間の要する畳み込み計算の高速化についての優位性を示している．
1.2 研究の概要
本研究では，視覚数理モデルシミュレーションの並列化と錯視画像の探索について，研究を行った．
本論文では，大きく分けて
(i) 視覚数理モデルシミュレーションの高速化
(ii)視覚数理モデルの拡張と錯視動画像の探索
の 2つの観点から研究を報告する．(i)高速化手法については，シミュレーションの中で時間を要
しているオプティカルフロー計算をGPUクラスタを用いて高速化した結果について報告する．(ii)
視覚数理モデルの拡張については，心理物理実験を通じて，モデルの拡張に必要となるパラメー
タを定めた．この拡張モデルを用いて，入力動画像を網羅的に作成して計算を行った．その中で
錯視を誘発しそうな動画像を実際にヒトに提示して錯視誘発の有無について報告する．また，提
案モデルの妥当性について評価する．
よって，本論文の構成は，以下の通りとなる．
• 第 2章では，高速化の手法，錯視現象，既存モデルのシミュレーション方法についてまと
める．
• 第 3章では，視覚数理モデルシミュレーションの実装内容，入力画像の網羅的生成方法，GPU
クラスタを用いて高速化した方法と性能評価についてまとめる．
• 第 4章では，既存モデルのフレーム数拡張の方法，ヒトの知覚特性を記述できるパラメータ
の算出についてまとめる．
• 第 5章では，動画像を網羅的作成して提案モデルの出力を求め，ヒトの知覚を再現できてい
るか調べた結果についてまとめる．また，錯視を誘発する動画像の検証についてもまとめる．
• 第 6章では，結論と今後の課題を述べる．
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第2章 関連研究
2.1 高速化手法
2.1.1 CPUによる高速化手法
演算を高速化する方法は多種多様であり，その中でも代表的な方法が処理の並列化である．並列
化では複数のタスクを同時に実行することで，演算のスループットを上げることを実現する．並列
処理は，メモリの観点から共有型と分散型の 2つに分類される．メモリ共有型の例としてOpenMP
がある．OpenMPでは，反復処理を複数スレッドに分割して並列実行できる．メモリ分散型の例
としてMPI(Message Passing Interface)がある．MPIでは，複数のプロセスが互いにメッセージを
送受信することで処理を分散させることができる．スレッド並列 (OpenMP)とプロセス並列 (MPI)
を組み合わせて，複数ノード下で効率よくタスクスケジューリングできるようにした方法がハイ
ブリッド並列である．本研究では，OpenMPI[9](MPIの主な実装のうちの 1つ)とOpenMPのハイ
ブリッド並列を用いる．
2.1.2 GPGPUによる高速化手法
近年，新たな並列化方法として GPGPU(General-Purpose computing on GPU)が注目されている．
GPUは画像処理を得意とするハードウェアとして CPUの補助的な役目を担ってきたが，GPGPU
はこの高い処理能力を汎用的な目的にも利用しようという考え方である．GPUは CPUと比べて
条件分岐等の複雑な処理が不得意である．その代わりにGPUに搭載されているプロセッサの数が
多いので，大量の単純な処理を効率よく高速化するのに向いている．CPUでもたくさん搭載する
ことによって処理は速くできるが，コスト面で難易度が高い．GPUは低コストで高速化すること
も期待できる．本研究では，GPGPUの開発環境としてNVIDIA社から提供されているCUDA[10]
を用いて高速化を図る．
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2.2 視覚数理モデルシミュレーション
本章では，視覚神経系により引き起こされる錯視のメカニズムを述べる．次に，視覚数理モデ
ルによるオプティカルフロー推定と錯視量の導出方法について述べる．最後に，視覚数理モデル
シミュレーションの計算処理について述べる．
2.2.1 錯視発生のメカニズム
錯視現象が引き起こされるメカニズムに様々な説が唱えられている．その中でも静止している
画像が動いて見えるという錯視に対しては，次のような仮説 [11]が有力である．
人間の眼球は常に微小運動をしている．網膜が外界から得た情報を視覚神経系で処理する際に，
この微小運動を打ち消す．これによって，静止物を静止していると認知できるとされている．し
かし，図 2.2.1のように錯視を引き起こす特徴的な画像だと，視覚神経系のオプティカルフロー推
定が誤計算を起こし，動いているように見えてしまうのである．本研究では，この視覚の運動量
を求めるシミュレーションを行う．
眼球の微小運動 視覚神経系が算出したオプティカルフロー
錯視発生
≠
図 2.2.1: 錯視のメカニズム (オプティカルフロー推定の誤計算)
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2.2.2 視覚数理モデル
本シミュレーションで用いる視覚数理モデルは，中村らが提案するMT野 (Middle Temporal Area)
に属するMT細胞についてのモデル [3, 4]である．このモデルでは，Lucas-Kanade(LK)法 [12]に
よるオプティカルフロー推定を計算のベースとしている．入力画像の輝度を I(x, y, t)，xy空間の窓
関数を w(x, y)とすると，オプティカルフロー推定速度 v̂(x, y, t)は
v̂(x, y, t) =
(
v̂x(x, y, t)
v̂y(x, y, t)
)
=

(
S xx(x, y, t) S xy(x, y, t)
S xy(x, y, t) S yy(x, y, t)
)
+ ϵ2E

−1
·
( −S xt(x, y, t)
−S yt(x, y, t)
)
(2.2.1)
(
S i j(x, y, t) := w(x, y) ∗
{
∂I(x, y, t)
∂i
∂I(x, y, t)
∂ j
})
(2.2.2)
で求まる．ここでは，Eは単位行列，演算子 ∗は畳み込み演算を表し，パラメータ ϵはゼロ除算を
避けるために導入されたものである．本研究のシミュレーションでは ϵ = 1.0×10−5，窓関数w(x, y)
に空間のボケを再現するガウス関数を設定した．ガウス関数とは次の式 2.2.3で表される．
G(x, y) =
1
2πσ2
e−
x2+y2
2σ2 (2.2.3)
σはガウス関数の分散 (ぼかしの強さ)を表している．本研究のシミュレーションではσ2 = 11/6と
設定した．
2.2.3 円環状画像の平均運動量の導出
LK法によって得られたオプティカルフロー推定速度は xy平面上のベクトル量として算出でき
た．一次元画像の場合は，平均値を取れば運動量を定量的に評価できる．しかし，円環状の画像
の場合はそうはいかないので，回転量 rot2Dを求め，さらに面積 S 内の円環の平均回転量 R̄を計算
する．
R̄ =
1
|S |
∫
S
rot2Dv̂(x, y, t)dS =
1
|S |
∫
S
∂v̂y(x, y, t)
∂x
− ∂v̂x(x, y, t)
∂y
dS (2.2.4)
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第3章 視覚数理モデルシミュレーションの実装と
高速化
本章では，視覚数理モデルシミュレーションの実装内容と入力画像の網羅的作成の手順，GPU
クラスタを用いて高速化した手法について述べる．
3.1 視覚数理モデルシミュレーションの概要
本研究は，参考文献 [4]で実装されている視覚数理モデルを基本として実装を進める．このモデ
ルは，以下の流れでシミュレーションを行っている．
Step 1 基本的な画素パターン (1×8 pixel)の網羅的生成
基本となる画素パターンを網羅的生成する．
Step 2 微分カーネルとフィルタの生成
オプティカルフロー計算に必要な xyの 2方向への微分カーネルとフィルタを作成する．
Step 3 入力画像の生成
Step 1で作成した基本となる画素パターンを元に円環状画像を作成する．
Step 4 オプティカルフロー計算
作成した画像と白単色 (光度値 1.0)の画像とのオプティカルフローを計算する．主に畳み込
み演算処理に時間が要する．
Step 5 錯視度合いの計算
得られたオプティカルフローの値を平均して，運動速度を計算する．
Step 6 Step3～5を繰り返す
画素パターンの数だけ繰り返す．
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3.2 入力画像の網羅的生成方法の概要
運動錯視の一例である drift illusion[13]を元にして入力画像を網羅的生成する．図 3.2.1のよう
に 1画素あたり 8階調で 1×8 pixelの一次元画素パターンを網羅的に生成する．このとき全パター
ン数は 16,777,216 (= 88)通りである．基本となる画素パターンをテクスチャとして円環状パター
ンを作成する．1×8 pixelを 45度分の弧へと引き伸ばし，8周期分回転させることで円状にする．
このようにして作成した画像を以降円環状画像と呼ぶ．
8^8通り網羅的に生成
一次元画素パターン 円環状画像
500 pixel
図 3.2.1: 円環状画像の網羅的作成方法
3.3 シミュレーションの高速化
3.3.1 GPGPUによる高速化
先行研究 [8]にて，シミュレーション内で最も計算時間を要する畳み込み演算を GPUで高速化
することの有効性を確認された．そこで本シミュレーション全体を CUDAで実行できるように実
装する．まずは単純に C++プログラム内の CPUでの畳込み演算の関数を CUDAでの実装に置き
換える．C++での畳み込み演算のコア部分のプログラムコードを図 3.3.1に示す．このように，畳
み込み演算は画像サイズとフィルタサイズの 4重ループで行われるため，並列化の恩恵が大いに
受けられる．
次に CUDAのカーネル関数化して，これも同じ結果が得られるように実装する．このときの畳
み込み演算のプログラムコードを図 3.3.2に示す．
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カーネル関数を呼び出されたスレッドは，各スレッドのインデックスからGPU内メモリの線形
インデックスへと変換した後，フィルタサイズの 2重ループで畳み込み演算を行う．C++での畳
み込みプログラムと比べて，たくさんのスレッドを並列で利用できる．
このコードではアクセス回数が多くなる入力画像とフィルタの格納先を，よりアクセス速度の
速いシェアードメモリにすることによって高速化をしている．グローバルメモリのみを用いる場
合と比べて，シェアードメモリへの格納作業が増えるが，それ以上にグローバルメモリへのアク
セスの集中が削減できる効果が大きく，演算時間の短縮を期待できる．
3.3.2 データ転送の削減
§3.3.1の実装では，畳み込み演算結果を逐次 GPU内のメモリから CPU側のメモリにデータ転
送をしている．CPU側に返ってきたデータをそのまま再度GPU側のメモリに転送して畳み込み演
算に使うというコードがシミュレーション内には多数あり，データ転送時間が無駄になっている．
図 3.3.3はNVIDIA Visual ProfilerによるGPU上での処理内容をタイムライン表示したものである．
左から右にかけて時間が進み，その際に行っていた処理をGUIでみることができる．畳み込み演
算の前後には，CPUから GPU，GPUから CPUのデータ通信が毎回行われているのがわかる．
そこでまずはシミュレーション内のデータの依存関係を確認する．入力画像とフィルタからオ
プティカルフロー値を得るまでのデータの流れ図を図 3.3.4に示す． fx, S xy 等は二次元データ，前
半の矢印は畳み込み演算，後半の矢印は四則演算を有することを示している．例えば，S xyを求め
る際には， fxと fyの結果を得た後である必要がある．
データ転送を削減するため，今回の実装としては image1と image2のデータを CPUから GPU
へ転送，オプティカルフロー計算の結果として u, vのデータをGPUからCPUへ転送，この 2つの
転送だけで済むようにプログラムを書き換える．
3.3.3 メモリ確保及び解放の一括化
NVIDIA Visual Profilerのタイムライン表示 (図 3.3.3)を確認すると，GPU内のメモリ確保の関数
cudaMalloc,メモリ解放の関数 cudaFree及び CPU-GPU間の通信時間が要していることがわかる．
オプティカルフロー計算内で必要となるメモリ量はGPU搭載の最大量を超えないことがわかって
おり，オプティカルフロー計算内で随時メモリの確保及び解放を行う必要がない．メモリ確保及
び解放をオプティカルフロー計算の初めと最後のそれぞれ 1回でまとめて行うように書き換える
と，さらなる計算時間の削減が望める．
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1 // 画像サイズでループ
2 for(int j = 0; j < height; j++){
3 for(int i = 0; i < width; i++){
4 float sum=0;
5
6 // フィルタサイズでループ
7 for(int l = 0; l < filter_size; l++){
8 for(int k = 0; k < filter_size; k++){
9 sum += src[(i+k) + (j+l)*ex_width] * filter[k + l*filter_size];
10 }
11 }
12 // 出力
13 dst[i + j*width] = sum;
14 }
15 }
図 3.3.1: 畳み込み演算のコア部分 (C++)
1 // インデックスを変換する
2 const int x = blockDim.x * blockIdx.x + threadIdx.x;
3 const int y = blockDim.y * blockIdx.y + threadIdx.y;
4
5 extern __shared__ float SHAERD[];
6 // 入力画像とフィルタのシェアードメモリ内のアドレスを記憶
7 float *filter_shared = &SHAERD[0];
8 float *src_shared = (float*) &filter_shared[filter_size*filter_size];
9
10 const int tix = threadIdx.x;
11 const int tiy = threadIdx.y;
12 const int ix = blockIdx.x * blockDim.x + threadIdx.x; // 元の画像の座標 x
13 const int iy = blockIdx.y * blockDim.y + threadIdx.y; // 元の画像の座標 y
14 const int shared_width = blockDim.x + side;
15
16 // 入力画像をシェアードメモリに格納
17 src_shared[(tix) +(tiy) *shared_width] = src[(ix) +(iy) *ex_width];
18 src_shared[(tix+side)+(tiy) *shared_width] = src[(ix+side)+(iy) *ex_width];
19 src_shared[(tix) +(tiy+side)*shared_width] = src[(ix) +(iy+side)*ex_width];
20 src_shared[(tix+side)+(tiy+side)*shared_width] = src[(ix+side)+(iy+side)*ex_width];
21
22 // フィルタをシェアードメモリに格納
23 for(int i = tix + tiy * blockDim.x; i < filter_size*filter_size; i+=blockDim.x*blockDim.y){
24 filter_shared[i] = filter[i];
25 }
26
27 // スレッドの同期
28 __syncthreads();
29
30 if((x < width) && (y < height)){
31 float sum = 0.0; int f = 0;
32
33 // フィルタサイズでループ
34 for(int l = 0; l < filter_size; l++){
35 for(int k = 0; k < filter_size; k++){
36 sum += src_shared[(tix+k) + (tiy+l)*shared_width] * filter_shared[f++];
37 }
38 }
39 // 出力
40 dst[x + y * width] = sum;
41 }
図 3.3.2: 畳み込み演算のコア部分 (CUDA shared memory)
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function (conv_cuda_shared)
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time
図 3.3.3: NVIDIA Visual Profilerのタイムライン
image1 image2
ft
Sxx
u
Sxt Sxy Syt Syy
v
fyfx
四則演算
畳み込み演算
畳み込み演算
図 3.3.4: オプティカルフロー計算のデータフロー図
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1 int2 CUDATHREAD; CUDATHREAD.x = 32; CUDATHREAD.y = 16;
2 dim3 block(( w_ex1 + CUDATHREAD.x - 1) / CUDATHREAD.x,
3 (h_ex1 + CUDATHREAD.y - 1) / CUDATHREAD.y); // グリッドあたりのブロック数 =(16,32)
4 dim3 thread(CUDATHREAD.x, CUDATHREAD.y); // ブロックあたりのスレッド数 =(32,16)
5
6 /* それぞれの変数を格納するのに必要なメモリ領域を計算 */
7 size_t IMAGE = sizeof(float)*wh;
8 size_t IMAGE1 = sizeof(float)*wh_ex1;
9 size_t IMAGE2 = sizeof(float)*wh_ex2;
10 size_t FILTER1 = sizeof(float)*ff1;
11 size_t FILTER2 = sizeof(float)*ff2;
12 // IMAGE1,IMAGE2 dx,dy,gs fx,fy,ft fxfx ,... fxfx_ ,... rf
13 size_t MALLOC_SIZE = IMAGE*2 + IMAGE1*2 + FILTER1*3 + IMAGE*3 + IMAGE*10 + IMAGE2*5 + FILTER2
+ IMAGE*13;
14 float *malloc; cudaMalloc((void**)&malloc, MALLOC_SIZE); // メモリ確保
15
16 /* シェアードメモリ用の領域 */
17 int shared1 = sizeof(float)*(CUDATHREAD.x+2*side1)*(CUDATHREAD.y+2*side1) + FILTER1;
18 int shared2 = sizeof(float)*(CUDATHREAD.x+2*side2)*(CUDATHREAD.y+2*side2) + FILTER2;
19
20 /* 確保したメモリ領域のアドレスから，それぞれの変数の先頭部分を渡す */
21 float *img1 = &malloc[0];
22 float *img2 = &img1[wh];
23 (----略----)
24
25 /* CPUから GPUへデータ転送 */
26 cudaMemcpy(img1, h_img1, IMAGE, cudaMemcpyHostToDevice);
27 cudaMemcpy(img2, h_img2, IMAGE, cudaMemcpyHostToDevice);
28 cudaMemcpy(dx, h_dx, FILTER1, cudaMemcpyHostToDevice);
29 (----略----)
30
31 /* 畳み込み演算 */
32 conv_kernel_shared <<<block,thread,shared1 >>>(img1, fx, dx, w, h, f1); // img1 * dx → fx
33 conv_kernel_shared <<<block,thread,shared1 >>>(img1, fy, dy, w, h, f1); // img1 * dy → fy
34 conv_kernel_shared <<<block,thread,shared1 >>>(img2, ft, gs, w, h, f1); // img2 * gs → ft
35
36 mul_matrix_cuda <<<block,thread>>>(fx, fx, fxfx, w, h); // fx x fx → fxfx
37 conv_kernel_shared <<<block,thread,shared2 >>>(fxfx, S_xx, rf, w, h, f2); // fxfx * rf → S_xx
38 mul_matrix_cuda <<<block,thread>>>(fy, fy, fyfy, w, h); // fy x fy → fyfy
39 conv_kernel_shared <<<block,thread,shared2 >>>(fyfy, S_yy, rf, w, h, f2); // fxfx * rf → S_yy
40 mul_matrix_cuda <<<block,thread>>>(fx, fy, fxfy, w, h); // fx x fy → fxfy
41 conv_kernel_shared <<<block,thread,shared2 >>>(fxfy, S_xy, rf, w, h, f2); // fxfy * rf → S_xy
42 mul_matrix_cuda <<<block,thread>>>(fx, ft, fxft, w, h); // fx x ft → fxft
43 conv_kernel_shared <<<block,thread,shared2 >>>(fxft, S_xt, rf, w, h, f2); // fxft * rf → S_xt
44 mul_matrix_cuda <<<block,thread>>>(fy, ft, fyft, w, h); // fy x ft → fyft
45 conv_kernel_shared <<<block,thread,shared2 >>>(fyft, S_yt, rf, w, h, f2); // fyft * rf → S_yt
46
47 add_matrix_cuda <<<block,thread>>>(S_xx, epsilon, w, h);
48 add_matrix_cuda <<<block,thread>>>(S_yy, epsilon, w, h);
49
50 mul_matrix_cuda <<<block,thread>>>(S_xx, S_yy, S_xxyy, w, h); // S_xx x S_yy → S_xxyy
51 mul_matrix_cuda <<<block,thread>>>(S_xy, S_xy, S_xyxy, w, h); // S_xy x S_xy → S_xyxy
52 mul_matrix_cuda <<<block,thread>>>(S_yt, S_xy, S_ytxy, w, h); // S_yt x S_xy → S_ytxy
53 mul_matrix_cuda <<<block,thread>>>(S_xt, S_yy, S_xtyy, w, h); // S_xt x S_yy → S_xtyy
54 mul_matrix_cuda <<<block,thread>>>(S_xt, S_xy, S_xtxy, w, h); // S_xt x S_xy → S_xtxy
55 mul_matrix_cuda <<<block,thread>>>(S_yt, S_xx, S_ytxx, w, h); // S_xx x S_yy → S_xxyy
56
57 sub_matrix_cuda <<<block,thread>>>(S_ytxy, S_xtyy, u, w, h); // S_ytxy - S_xtyy → u
58 sub_matrix_cuda <<<block,thread>>>(S_xtxy, S_ytxx, v, w, h); // S_xtxy - S_ytxx → v
59
60 (----略----)
61
62 cudaDeviceSynchronize(); // スレッド同期
63 cudaMemcpy(dst, tmp_uu, IMAGE, cudaMemcpyDeviceToHost); // GPUから CPUへデータ転送
64 cudaFree(malloc); // メモリ解放
図 3.3.5: オプティカルフロー計算の実装一部 (CUDA,データ転送の削減)
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3.3.4 マルチストリーム化
GPUは同一時間に単一のカーネルを実行するだけではなく，計算リソースが許せば並列で複数
のカーネルを実行できる．GPUでの計算のスケジュール管理の単位をストリームと呼び，複数ス
トリームを利用することをマルチストリーム化と呼ぶ．マルチストリームの例を図 3.3.6に示す．
この機能をうまく利用するとデータ転送とカーネル実行を並行で行えたり，連続カーネル間での
実行までのオーバーヘッドを減らすことが期待できる．
�me
Stream 0
cudaMemcpy
cudaMemcpy
CUDA kernel
CUDA kernel
cudaMemcpy
cudaMemcpy
Stream 0 Stream 1
cudaMemcpy
CUDA kernel
CUDA kernel
cudaMemcpy
cudaMemcpy
cudaMemcpy
�me
Single Stream Multi Stream
図 3.3.6: マルチストリーム処理の例
図3.3.4で示したように，シミュレーションのデータ依存性が決まっている．例えば，S xtを求める処
理を行う際に，fx及び ftを求める処理の終了を担保されている必要がある．並列計算できるデータを
考慮した上で，図 3.3.7のように streamを 0から 4の 5つ用いて計算を行うようプログラムを書き換
える．このときのオプティカルフロー計算のプログラムコードを図 3.3.8に示す．cudaMemcpyAsync
関数で非同期で CPUとGPUのメモリ間でデータ転送をする．cudaStreamSynchronize関数で指定
したストリームの処理が終わるのを待つ．この 2つの関数を用いることで，データ依存性を壊さ
ず並列で計算を進める．
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図 3.3.7: マルチストリーム実装時のタイムライン
3.3.5 CPUのハイブリッド並列の利用
§3.3.4の実装では，GPU1つ搭載のマシンでしか実行ができない．先行研究 [8]では 16台の計
算機を相互結合し，OpenMPとMPIのハイブリッド並列にて高速化を実現する．そこで，同じく
MPIでノード間並列，OpenMPでスレッド間並列を実装する．
§3.3.4の実装では，CPU1コア分がGPUの制御を行っている．複数CPUコアを有する計算機にて
このシミュレーションを実行すると，残りのCPUコアがアイドル状態になり，計算機リソースが有
効活用できない．そこでOpenMPを利用してGPUの制御を行わないCPUスレッドにもオプティカ
ルフロー計算を割り振ることで限りなくリソースを使うように制御する．制御の仕方を図 3.3.9，シ
ミュレーションのプログラムコードの一部を図 3.3.10に示す．OpenMPの関数 omp get thread num
で自スレッド番号を取得できる．自スレッド番号が 0の場合はGPUにオプティカルフロー計算を
行わせて，自スレッド番号が 1以上の場合は CPU自身が計算を行う．また，CPUと GPUでは処
理速度が異なるため，単純に計算量を分割して割り当てると，GPUが先に自分の仕事を終えてア
イドル状態になってしまうことが懸念される．そのため，OpenMPの#pragmaにてダイナミックに
タスク割当を行うようにスケジューリングする．ここでは，schedule(dynamic,4)としているので，
4チャンクを 1単位として，早い者順でタスクを割り当てている．
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1 cudaMemcpyAsync(img1, h_img1, IMAGE, cudaMemcpyHostToDevice ,stream[0]); // 非同期データ転送
2 cudaMemcpyAsync(img2, h_img2, IMAGE, cudaMemcpyHostToDevice ,stream[2]);
3
4 cudaStreamSynchronize(stream[0]); // ストリーム同期 (データ転送の終了を待つ)
5
6 // stream 0 : m1 * dx -> fx
7 conv_kernel_shared <<<block,thread,shared1,stream[0]>>>(img1, fx, dx, w, h, f1);
8 // stream 1 : m1 * dy -> fy
9 conv_kernel_shared <<<block,thread,shared1,stream[1]>>>(img1, fy, dy, w, h, f1);
10 // stream 2 : m2 * gs -> ft
11 conv_kernel_shared <<<block,thread,shared1,stream[2]>>>(img2, ft, gs, w, h, f1);
12
13 // stream 0 : fx * rf -> S_xx -> S_xx+ep
14 cudaStreamSynchronize(stream[0]); // fx の計算が完了
15 mul_matrix_cuda <<<block,thread ,0,stream[0]>>>(fx, fx, fxfx, w, h);
16 conv_kernel_shared <<<block,thread,shared2,stream[0]>>>(fxfx, S_xx, rf, w, h, f2);
17 add_matrix_cuda <<<block,thread ,0,stream[0]>>>(S_xx, epsilon, w, h);
18
19 // stream 1 : fy * rf -> S_yy -> S_yy+ep
20 cudaStreamSynchronize(stream[1]); // fy の計算が完了
21 mul_matrix_cuda <<<block,thread ,0,stream[1]>>>(fy, fy, fyfy, w, h);
22 conv_kernel_shared <<<block,thread,shared2,stream[1]>>>(fyfy, S_yy, rf, w, h, f2);
23 add_matrix_cuda <<<block,thread ,0,stream[1]>>>(S_yy, epsilon, w, h);
24
25 // stream 2 : fx,fy * rf -> S_xy
26 cudaStreamSynchronize(stream[2]); // ft の計算が完了
27 mul_matrix_cuda <<<block,thread, 0,stream[2]>>>(fx, fy, fxfy, w, h);
28 conv_kernel_shared <<<block,thread,shared2,stream[2]>>>(fxfy, S_xy, rf, w, h, f2);
29
30 // stream 3 : fx,ft * rf -> S_xt
31 mul_matrix_cuda <<<block,thread, 0,stream[3]>>>(fx, ft, fxft, w, h);
32 conv_kernel_shared <<<block,thread,shared2,stream[3]>>>(fxft, S_xt, rf, w, h, f2);
33
34 // stream 4 : fy,ft * rf -> S_yt
35 mul_matrix_cuda <<<block,thread, 0,stream[4]>>>(fy, ft, fyft, w, h);
36 conv_kernel_shared <<<block,thread,shared2,stream[4]>>>(fyft, S_yt, rf, w, h, f2);
37
38 // stream 0,1
39 cudaStreamSynchronize(stream[0]); // S_xx の計算が完了
40 cudaStreamSynchronize(stream[1]); // S_yy の計算が完了
41 mul_matrix_cuda <<<block,thread ,0,stream[1]>>>(S_xx, S_yy, S_xxyy, w, h); // S_xx x S_yy
42 // stream 2
43 cudaStreamSynchronize(stream[2]); // S_xy の計算が完了
44 mul_matrix_cuda <<<block,thread ,0,stream[2]>>>(S_xy, S_xy, S_xyxy, w, h); // S_xy x S_xy
45 // stream 3
46 cudaStreamSynchronize(stream[3]); // S_xt の計算が完了
47 mul_matrix_cuda <<<block,thread ,0,stream[3]>>>(S_xt, S_yy, S_xtyy, w, h); // S_xt x S_yy
48 mul_matrix_cuda <<<block,thread ,0,stream[3]>>>(S_xt, S_xy, S_xtxy, w, h); // S_xt x S_xy
49 // stream 4
50 cudaStreamSynchronize(stream[4]); // S_yt の計算が完了
51 mul_matrix_cuda <<<block,thread, 0,stream[4]>>>(S_yt, S_xx, S_ytxx, w, h); // S_yt x S_xx
52 mul_matrix_cuda <<<block,thread, 0,stream[4]>>>(S_yt, S_xy, S_ytxy, w, h); // S_yt x S_xy
53
54 // stream 1,2
55 cudaStreamSynchronize(stream[1]); // S_xxyy の計算が完了
56 cudaStreamSynchronize(stream[2]); // S_xyxy の計算が完了
57 sub_matrix_cuda <<<block,thread, 0,stream[0]>>>(S_xxyy, S_xyxy, J_DET, w, h);
58
59 (----略----)
60
61 cudaDeviceSynchronize(); // 全スレッド同期
62 cudaMemcpy(dst, tmp_uu, IMAGE, cudaMemcpyDeviceToHost); // GPUから CPUへデータ転送
図 3.3.8: オプティカルフロー計算の実装一部 (CUDA,マルチストリーム化)
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ノード1
処理パターン数を計算 ← 全パターン数 / 全プロセス数
初期化
各画素パターンについてループ
2
結果の書き出し
オプティカルフロー推定
錯視度合いの算出
円環状画像生成
スレッド1 3 4
オプティカルフロー推定
錯視度合いの算出
円環状画像生成
スレッド2
3 4
プロセスの起動
計算結果を親ノードに集約
プロセスの終了
MPIでプロセス並列
OpenMPでスレッド並列
GPU CPU
時
間
図 3.3.9: シミュレーションの流れ (MPI+OpenMP+GPGPU)
1 #include <omp.h>
2 #include <mpi.h>
3
4 int world_size , my_rank;
5 MPI_Init(&argc, &argv);
6 MPI_Comm_rank(MPI_COMM_WORLD , &my_rank);
7 MPI_Comm_size(MPI_COMM_WORLD , &world_size);
8
9 float res[AllPattern];
10
11 #pragma omp parallel for private(PatternNumber) schedule(dynamic ,4)
12 for(PatternNumber = 0; PatternNumber < AllPattern; PatternNumber++){
13 if(omp_get_thread_num() == 0){ // スレッド番号0ならば GPUで計算
14 ---- G P Uでの計算内容 ----
15 res[PatternNumber] = result_calc;
16 } else { // スレッド番号1以上ならば CPUで計算
17 C P Uでの計算内容
18 res[PatternNumber] = result_calc;
19 }
20
21 // 結果の集約
22 if(my_rank != 0){ // 子ノードならば
23 ---- M P I _ S e n d関数で親ノードに結果を送信 ----
24 } else {
25 for(int i=1; i<world_size; i++) {
26 ---- M P I _ S e n d関数で子ノードから結果を受信 ----
27 }
28 }
図 3.3.10: シミュレーションのプログラムコードの一部 (MPI+OpenMP+GPGPU)
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3.4 性能評価
3.4.1 各実装のシミュレーション時間の結果と評価
CPU (Intel Core i5-6500)とGPU (NVIDIA GeForce GTX 660)を搭載したマシンにて，§3.3.1～3.3.4
のGPGPUにおける視覚数理モデルシミュレーションの高速化実装の計算時間を測定した．より詳
細なハードウェア・ソフトウェア環境は表 3.1の通りである．なお，本来であれば 88 = 16, 777, 216
通りの入力パターンに対して計算を行うが，ここでは実験時間短縮のため，256分の 1通りにあた
る 48 = 65, 536通りを入力パターンとして時間計測した．
計算時間と内訳の結果を図 3.4.1に示す．縦軸はシミュレーションに要した時間である．(A)は
§3.3.1のGPGPU実装のプロトタイプ，(B)は §3.3.2のデータ転送を削減した実装，(C)は §3.3.3の
メモリ確保及び解放の一括化をした実装，(D)は §3.3.4のマルチストリーム実装に対応している．
(A) GPGPUでのプロトタイプ実装では，GPUでの計算に時間を要しているのはもちろんだが，
全体の約 20.6%をGPUでのメモリ管理に，約 21.5%を CPUとGPUの間のデータ転送に時間を要
しており，この 2点が大きなオーバーヘッドになっている．そもそも CPUとGPUは PCI Express
によって接続されており，その帯域幅は CPUや GPUのメモリ帯域と比べて遅いということを確
認した．
(B) GPUとCPUの間のデータ転送を削減した実装では，プロトタイプ実装と比べてCPUとGPU
の間のデータ転送時間を約 81.6%削減できた．
(C)メモリ確保及び解放の一括化をした実装では，メモリ管理時間をほぼ 0秒まで削減できた．
しかし，GPUでの処理時間が増えた．これは GPUのカーネル内でポインタの付け替え等の処理
が増えたことに起因していると考えられる．CPUで OpenMPを用いた CPUの計算時間と比べる
と約 40.5%削減できており，GPGPUによる高い並列性を活かすことができた．
(D)マルチストリーム実装では，メモリ管理を削減した実装と比べて計算時間は約 3.2%しか削
減できなかった．この実装時のNVIDIA Visual Profilerのタイムライン表示を図 3.4.2に示す．CPU
とGPU間のデータ転送と畳み込み演算はオーバーラップできているが，畳み込み演算自体は並列
に実行できていない．畳み込み演算に対してGPUの性能が足りていないことから，十分に並列実
行できなかったと推測できる．
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表 3.1: ハードウェア・ソフトウェア環境 (GPU搭載，1ノード)
プロセッサ Intel Core i5-6500
周波数 3.20 GHz
コア数 4
スレッド数 4
キャッシュ 6 MB
メモリ 32 GB
GPU NVIDIA GeForce GTX 660
CUDAコア数 960　
プロセッサコアの周波数 980 MHz　
メモリ 2048 MB
メモリ帯域幅 144.2 GB/sec　
システム IF PCI Express x16 Generation 3　
OS Linux Mint 18.3
CXX compiler GNU 5.4.0
MPIライブラリ OpenMPI 2.0.1
コンピュータビジョンライブラリ OpenCV 3.2.0
CUDA C CUDA 9.0
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14m15s
 8m53s  8m36s
(A)
Pro
toty
pe (B)
Red
ucin
g
data
 tra
nsfe
r
(C)
Cen
trali
zed
 
mem
ory 
man
age
men
t
(D)
Mul
tistr
eam
0
500
1000
1500
Si
m
ul
at
io
n 
Ti
m
e 
[s
ec
]
Processing(GPU)
Memory Management(GPU)
Data transfer(CPU-GPU)
Processing(CPU)
Sum(CPU+GPU)
図 3.4.1: 65,536通りのシミュレーション時間と割合 (単一ノード)
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OpticalFlow Calculation for each image
Data transfer
　CPU→GPU
Data transfer
　GPU→CPU
Convolution
Multi-stream
Overlap
time
time
OpticalFlow Calculation for each image
Data transfer
　CPU→GPU Data transfer　GPU→CPUConvolutionSingle-stream
Before Multi-streaming
After Multi-streaming
図 3.4.2: マルチストリーム化実装前後の NVIDIA Visual Profilerのタイムライン比較
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3.4.2 GPUクラスタを用いたシミュレーション時間の結果と評価
CPU (Intel Core i5-8400)と GPU (NVIDIA GeForce GTX 660)を搭載した 16台の GPUクラスタ
にて，§3.3.5のGPGPUにおける視覚数理モデルシミュレーションの高速化実装の計算時間を測定
した．より詳細なハードウェア・ソフトウェア環境は表 3.2の通りである．
計算時間の結果を図 3.4.3に示す．縦軸は計算時間，横軸はそれぞれOpenMPの使用の有無 (CPU)
と CUDAの使用の有無 (GPU)を表している．
　 (E)はOpenMP及びCUDAを使っていないので，CPU 1コアでしか実行されていない．(F)は
OpenMPのみを使っているので，CPU 6コアで並列処理されている．(E)と比べると CPUの利用
コア数が 6倍になったのに対して，計算時間は約 5分の 1程度までしか減らなかった．このこと
より，並列化のオーバーヘッドが大きかったことが確認できた．
(G)は CUDAのみを使っているので，CPU 1コアがGPUの制御を，GPU 1台が実際の計算を実
行している．(E)と比較すると，約 4.5倍速で計算できていることから，GPU 1台は CPU約 4.5コ
ア分の計算パワーに匹敵することが分かる．
(H)は OpenMP及び CUDAを使っているので，(G)では利用されていなかった残りの CPU 5コ
ア分も計算の役目を担っている．その結果，(G)に比べて約 48.8%計算時間が削減できた．GPU
1台は CPU 4.5コア分の計算能力であると予測したことから，CPU及びGPUの全リソースを利用
する実装では CPU 5 + 4.5 = 9.5コア分の計算能力であると推測できる．実際に CPU 1コアのみで
ある (E)と比べて約 8.7倍速であり，OpenMPを用いたことによるオーバーヘッドはあるものの十
分に計算機リソースが利用できているといえる．
また，先行研究 [3]の視覚数理モデルはMATLABにて実装されており，元々は 6日ほどかかる
計算を本研究では CUDAで記述し GPUクラスタを用いることで 2%以下に削減できた．
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表 3.2: ハードウェア・ソフトウェア環境 (GPU搭載，16ノード)
プロセッサ Intel Core i5-8400
周波数 2.80 GHz
コア数 6
スレッド数 6
キャッシュ 9 MB
メモリ 16 GB
GPU NVIDIA GeForce GTX 660
CUDAコア数 960　
プロセッサコアの周波数 980 MHz　
メモリ 2048 MB
メモリ帯域幅 144.2 GB/sec　
システム IF PCI Express x16 Generation 3　
OS Ubuntu 18.04.03 LTS
CXX compiler GNU 8.28
MPIライブラリ OpenMPI 4.0.1
コンピュータビジョンライブラリ OpenCV 3.4.6
CUDA C CUDA 10.2
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図 3.4.3: 16,777,216通りのシミュレーション時間 (16ノード)
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第4章 視覚数理モデルの拡張
本章では，動画像の探索範囲を広げるための視覚数理モデルを拡張したこと，ヒトの知覚を記
述するために心理物理実験を行ったことについて述べる．
4.1 既存モデルのフレーム数の拡張
中村らの提案するMT細胞についての視覚数理モデル [3] (以降，中村モデルと呼ぶ)では，図
4.1.1のように円環状画像の消滅時の残像についてのオプティカルフローを計算していた．つまり
は計算対象となるフレーム数としては，image1(円環状画像)と image2(背景画像)の合計 2枚のみ
である．ここで，並列計算能力を活かして入力画像を 3枚以上に増やすことを考える．
従
来
モ
デ
ル
時間(未来)
拡
張
モ
デ
ル
図 4.1.1: 従来モデルと拡張モデルの違い
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4.1.1 モデルへパラメータの追加
中村モデルでは動画像 I(x, y, t)の時空間微分を，微分および畳み込みの演算の定理を用いて動画
像 I(x, y, t)とガウス関数G(x, y)の偏微分との畳み込み演算に近似している．
∂
∂x
I(x, y, t) ≃ ∂
∂x
{
I(x, y, t) ∗
{
l(t)G(x, y)
}}
= I(x, y, t) ∗
{
∂
∂x
{
l(t)G(x, y)
}}
= I(x, y, t) ∗
{
l(t)
∂
∂x
G(x, y)
}
=
{
l(t)I(x, y, t)
}
∗
{
∂
∂x
G(x, y)
}
(4.1.1)
∂
∂y
I(x, y, t) ≃ ∂
∂y
{
I(x, y, t) ∗
{
l(t)G(x, y)
}}
= I(x, y, t) ∗
{
∂
∂y
{
l(t)G(x, y)
}}
= I(x, y, t) ∗
{
l(t)
∂
∂x
G(x, y)
}
=
{
l(t)I(x, y, t)
}
∗
{
∂
∂y
G(x, y)
}
(4.1.2)
∂
∂t
I(x, y, t) ≃ ∂
∂t
{
I(x, y, t) ∗
{
l(t)G(x, y)
}}
= I(x, y, t) ∗
{
∂
∂t
{
l(t)G(x, y)
}}
= I(x, y, t) ∗
{
h(t)
∂
∂t
G(x, y)
}
=
{
h(t)I(x, y, t)
}
∗
{
∂
∂t
G(x, y)
}
(4.1.3)
l(t)は時間カーネル，h(t) = ∂l(t)/∂tは時間微分カーネルを表している．中村モデルでは，円環状画
像の提示 t = 1，背景画像の提示を t = 0とすると l(t), h(t)は，図 4.1.2左側のようなカーネルであ
る．時間カーネルは t = 1のみ，時間微分カーネルはフレーム差分に対して計算を行う．つまりは
2フレーム以上前 (t ≥2)の画像は計算には関係していないため，合計 3フレーム以上のシミュレー
ションには対応していない．そこで，時間カーネル l(t)，時間微分カーネル h(t)を変更し，複数フ
レームでシミュレーションを行えるようにする．
作成する l(t), h(t)の例を図 4.1.2右に示す．ただし，このカーネルは未知のパラメータである．
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図 4.1.2: 従来モデルの時間カーネル，時間微分カーネルと変更例
4.1.2 二項分布及び網羅的プロットを元にカーネルを作成
時間カーネル l(t)，時間微分カーネル h(t)は未知のパラメータであるため，適切な値を求める必
要がある．そこで 2つの関数を用いて試す．
1つ目は二項分布の確率質量関数である．二項分布は統計数学において使われる分布で，確率質
量関数は確率 p,全試行回数 n，成功回数 Xとすると，
P(X = k) = nCx px(1 − p)n−x (k = 0, 1, 2, . . . , n) (4.1.4)
と記述できる．この式をグラフで表すと図 4.1.3のようになり，微分したグラフは図 4.1.3のよう
になる．パラメータは nと pの 2つであり，全てのプロットの値を全て足すと 1.0，プロットの最
大数 nの設定があり，微分した関数は必ず正から負に変化する式が得られるという性質がある．
実際，nは 1から 40までの 40通り，pは 0.01刻みで 0.00から 0.20までの 21通り，合計 40×21 =
840通り計算する．
24
2つ目は網羅的プロットである．既存の関数モデルを元にプロットするのではなく，プロットを
網羅的に変えることによって，より柔軟に時間カーネル，時間微分カーネルを定める．このモデ
ルはパラメータが限りなく多いモデルであるともいえる．ただし，粒度を細かくして網羅的に値
を変えると計算時間が増大化しすぎてしまうので，次のように制約条件を定める．
0 ≤ l(t) ≤ 1,
4∑
t=0
l(t) = 1 (4.1.5)
−1 ≤ h(t) ≤ 1,
4∑
t=0
h(t) = 0 (4.1.6)
l(t)の合計が 1になるように，h(t)の合計が 0になるように定める．図 4.1.4に l(t), h(t)の例を示す．
実際，l(t)を 0.1刻みで計 286通り，h(t)を 0.2刻みで計 8,801通り，合計 286×8801 = 2, 517, 086
通り計算した．この際に，第 3章で高速化した視覚数理モデルシミュレーションを利用する．
4.2 心理物理実験のよるヒトの知覚の調査
作成したカーネルがヒトの知覚を記述できるようにするためには，心理物理実験を行い，より
ヒトの知覚に近い計算結果を返すパラメータを見つける必要がある．そこで本節では心理物理実
験の方法とその結果について記述する．
4.2.1 心理物理実験の方法 (実験 1)
実験は明室にて，円環状画像を提示する装置として IPSパネル液晶ディスプレイ (EIZO製EV2436W)
を用いて行う．視距離はディスプレイの中心から 1mで統一する．明室のモニタ前の照度と色温度
を分光色彩照度計 (SEKONIC C-7000)で計測すると，2781 lx，4468 Kである．提示する円環状画
像については，ガンマ補正後の画像を提示する．ガンマ補正とは，データ上の輝度値と液晶ディ
スプレイで実際に表示される輝度値が非線形関係であることをふまえて，データ上の輝度値を予
め補正をすることで，実際に表示される輝度値をリニアにする方法である．今回用いた液晶ディ
スプレイの輝度と輝度の関係は図 4.2.1の実線のような波形である．ガンマ補正前の状態でディプ
レイに画素を表示すると丸点の縦軸は 8等分されない．そこで縦軸を 8等分することで逆算して
ガンマ補正後の 8階調の輝度 (0.000, 0.378, 0.534, 0.654, 0.756, 0.845, 0.926, 1.000)を被験者に提示
する．
被験者への提示方法は，図 4.2.2のように 2種類の動画像を左右を対称に並べて提示し，被験
者は回転速度がより速い動画像を左右いずれかで答えるようにする (two-Alternative forced choice;
2AFC)．回答はキーボードを用いて，左回答であれば F，右回答であれば Jとする．提示時間は刺
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図 4.1.3: 二項分布の確率質量関数と微分関数の例 (n = 10, p = 0.20)
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図 4.2.1: 液晶ディスプレイのガンマ補正
激前画像 (A)を 1秒間，動画像を 10fps (0.1sec/frame)で被験者が回答するまで提示する．ディス
プレイに表示された背景画像の視野角は，幅 29.0 deg ×高さ 18.4 degである．中心に注視点を起
き，被験者にはこの点を注視して左右に視点を動かさないように依頼する．2つの動画像の直径は
300pxで視野角は 4.64 deg，注視点から円の中心までの距離は 300pxで視野角は 4.64degである．
提示する動画像パターンを 10種選び，全組み合わせ (10C2 = 45通り)分実験を行う．実際に心
理物理実験に用いた動画像を図 4.1に示す．提示した動画像の中で，1枚目，2枚目については全
て同じ画像にする．2枚目は 1枚目を 4.5度回転させた画像である．円環状画像の元となる画素パ
ターンとしては，1枚目は (黒白白黒)で 2枚目は (黒黒白白)である．変化させた 3枚目の画像の
うち，1つは黒画像 (#01)，1つは白画像 (#02)，残りの 8つはランダムで選ぶ．
本来であれば 18度回転，つまりは 4枚画像で 1周回転するところを，3枚画像で回って見える
か検証をする．
4.2.2 心理物理実験の結果
男性 4人 (MaK，OzH，YaT，YaY)に心理物理実験を行った．実験結果を図 4.2.3に示す．#01
と#02を提示したとき，#02のほうが速いと回答した場合には#01は+0，#02は+1としている．も
し，ある動画像を全員が速いと回答した場合，縦軸の最大数は 36となる．被験者ごとに差はある
が，概ね#03，#08，#09，#10は全体的に速いと回答する数が多かった．
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動画像番号 動画像 1枚目 動画像 2枚目 動画像 3枚目
#01
#02
#03
#04
#05
#06
#07
#08
#09
#10
表 4.1: 提示した 10種の動画像
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刺激前画像 動画像 1 枚目
動画像 2 枚目 動画像 3 枚目
被験者の回答を得るまでループ
図 4.2.2: 提示動画像の内容 (実験 1)
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図 4.2.3: 心理物理実験の結果
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4.3 ヒトの知覚とモデル予測のフィッテング
本章では，前節で行った心理物理実験の結果を用いて，よりヒトの知覚に近い結果を出力する
ような視覚数理モデルのパラメータを算出する．
4.3.1 モデルシミュレーション結果の集約
心理物理実験では，3枚の画像を繰り返し提示していたため，モデルシミュレーションの出力結
果である予測回転量 Rは，t = 0が 1枚目のとき R132，t = 0が 2枚目のとき R213，t = 0が 3枚目
のとき R321の 3つも求まってしまう．そこで合計回転量 Rsum = R132 + R213 + R321とすることで 1
つの結果に集約する．ここで Rsum/3は平均回転量を表す．
4.3.2 心理物理実験結果とフィッテング方法
心理物理実験によるヒトの知覚結果と視覚数理モデルによるマシン予測を直接比較することは
できない．視覚数理モデルに対して心理物理実験と同じように 2つの動画像を提示すると，2動
画像の予測回転量の差の大小に関わらずに左右でより速い方を正確に選ぶことができる．ただし，
実際のヒトの視覚は左右の速度差が小さい場合は逆を選ぶ可能性がある．マシンも人間的な選択
をすると仮定すると，次のような誤差関数に近似する．
f (x) =
1
2
(
1 + erf
(
x
√
2σ
))
(4.3.1)
なお，2つの動画像の回転量の差が 0の場合には，50%の確率で左のほうが早く回ったと回答する
としている．σ = 0.1, 0.2, 0.3のときのグラフを図 4.3.1に示す．σを大きくするとなだらかな曲線
に，小さくすると急な曲線になる．今回の心理物理実験によるヒトの知覚結果と視覚数理モデルに
よるマシン予測をグラフにプロットすると，縦軸は提示した 2つの動画像のうち左のほうが速い
とヒトが回答する確率となる．横軸は視覚数理モデルによる予測回転量の差 (Rl − Rr)である．提
示した 2つの動画像のうち左側の予測回転量を Rl，右側の予測回転量を Rr としている．例えば，
σ = 0.3のとき，Rl − Rr = 0.2であれば 75%が左のほうが速いと回答，Rl − Rr = 0.5であれば 95%
が左のほうが速いと回答すると予測できるといえる．
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図 4.3.1: 誤差関数 (σ = 0.1, 0.2, 0.3)
4.3.3 フィッテング結果と評価 (二項分布)
二項分布を元に n, pを網羅的に変えてシミュレーションした結果の中で，最もヒトの知覚とマ
シン予測が近似できたのは n = 11, p = 0.05であった．その際のヒトの知覚とマシン予測を図 4.3.2
に示す．決定係数 R2は 0.3757であった．もしモデルとヒトの知覚が完全に一致するならば，全て
のプロットは誤差関数上に収まる．誤差関数から大きく離れた点が複数存在するが，横軸 0，縦軸
0.5でグラフの象限を分けると，第 1,3象限にプロットが集中しており，少なくともヒトの知覚と
マシン予測が正の相関関係を示すことがわかった．
このときの時間カーネル，時間微分カーネルのパラメータを図 4.3.3に示す．時間カーネルは過
去に進むにつれて小さくなり，時間微分カーネルは正から負を経由した後ゼロに収束するという
形であった．また，他に決定係数 R2が大きいときの時間カーネル，時間微分カーネルについても
似たような形であった．
全 840通りのシミュレーション結果を図 4.3.4に示す．この結果によると，n, pが反比例してい
るように見える．二項分布における n × pは期待値を示しており，λ = n × p(一定)のときポアソン
分布に従うことが知られている．つまり，初めから二項分布を元に nと pという変数 2つを網羅
的に変えるのではなく，ポアソン分布を元にして，変数は 1つで十分だったことがわかった．
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図 4.3.2: 二項分布を元にしたパラメータで最も近似できた結果 (R2 = 0.3757)
4.3.4 フィッテング結果と評価 (網羅的プロット)
網羅的プロットを元にシミュレーションした結果の中で，最もヒトの知覚とマシン予測が近似
できたのは図 4.3.6であった．その際のヒトの知覚とマシン予測を図 4.3.5に示す．二項分布を元
にシミュレーションした結果と同様に，誤差関数から大きく離れた点が複数存在するが，少なく
ともヒトの知覚とマシン予測が正の相関関係を示している．また，決定係数 R2は 0.3883であり，
二項分布と比べて，よりヒトの知覚を正確に記述できているといえる．
このときの時間カーネル，時間微分カーネルのパラメータを図4.3.6に示す．時間カーネルは t = 2，
つまりは 2つ分過去の画像以外は全て 0であった．時間微分カーネルは −1.0,−0.4, 1.0,−0.6, 1.0と
法則の読めない結果となった．
そもそも，今回の実験では 3枚の画像の切り替えを繰り返して提示している．つまり，I(x, y, 0) =
I(x, y, 3), I(x, y, 1) = I(x, y, 4)という条件である．この置き換えを考慮すると，時間微分カーネルは
h(0, 1, 2) = (−1.6, 0.6, 1.0)と変換できる．
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図 4.3.3: 二項分布を元にしたパラメータで最も近似できた際のパラメータ l(t), h(t)
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図 4.3.5: 網羅的プロットを元にしたパラメータで最も近似できた結果 (R2 = 0.3883)
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第5章 提案モデルの検証と錯視画像の探求
前章では，既存モデルの計算フレーム数を拡張するために，モデルへのパラメータの追加方法
を提案した．パラメータの設定方法として，二項分布及び網羅的プロットを元にカーネルを作成
し，多量のシミュレーションを行った．その中で最もヒトの知覚を記述できるパラメータは網羅
的プロットの l(0, 1, 2, 3, 4) = (0, 0, 1, 0, 0)，h(0, 1, 2, 3, 4) = (−1.0,−0.4, 1.0,−0.6, 1.0)であった．本
章では，このパラメータを用いた提案モデルの検証と錯視を引き起こす動画像の探求について記
述する．
5.1 既存モデル (中村らのモデル)との比較方法
提案モデルの妥当性を評価するために，既存のモデルとの比較を行う．まず，本提案モデルは
中村らの提案するMT細胞についての視覚数理モデルの拡張であるから，まずは中村モデルとの
比較を行う．しかし，中村モデルでは 3枚以上のフレームに対するシミュレーションを行うこと
ができない．よって，提案モデルと比較する際に，中村モデルでは 1枚目から 2枚目の間の予測
回転量 R12，2枚目から 3枚目の間の予測回転量 R23というように，2枚ごとの予測回転量を算出
し，それら全てを足し合わせた結果を動画像の予測回転量とした．
5.2 XT解析との比較
中村モデル以外のアプローチからも比較する．中村モデルはMT細胞についての視覚数理モデ
ルであったが，ヒトの細胞ではなく工学的な画像解析の手法で回転の有無を検出する．
円環状画像を作成する前の画素パターンに注目して，画素の時間による変化を空間軸と時間軸
の XTプロットを記述する．例えば，図 5.2.1に示すように，image1,image2,image3の 3枚の画像
がループして表示されているとき，円環状画像の元となる画素パターンを空間軸 xとして，時間
による変化を時間軸 tとしてプロットした．このXTプロットには縞模様が現れる時がある．左上
から右下向きにかけて縞模様が現れれば，反時計回りに回って見えると考えられ，縞模様がはっ
きりしているといるほど，きれいに回って見えると考えられる．ただし，これは定量的な予測で
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図 5.2.1: XTプロットの例
はない．そこで，このXTプロットを二次元フーリエ変換することで周波数特性を求めて，縞の角
度とその強さを算出する．
図 5.2.2にXTプロットと二次元フーリエ解析の例を 2つ示す．1つ目は，8pixelの画素パターン
を 2pixel毎に横にずらしたものをXTプロットした．このパターンでは，4フレームを 1周期とし
て回転をするので，arctan(4/8) ≈ 26.6degの縞であった．二次元フーリエ解析の結果は，原点 (0,0)
と横軸のなす角 θ1 = 64.4◦の位置に特徴点 s1が現れた．θ2 = −26.6degの位置にも数値は小さいが
特徴点 s2が現れた．これらの特徴点を用いて，次の式で回転速度 uの期待値 E[U]を求める．
E[U] = u1
s1
s1 + s2
+ u2
s2
s1 + s2
(5.2.1)
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特徴点は 2個だけではなく k個 (k > 0)になることもあるので，一般化すると
E[U] =
∑
uksk∑
sk
(5.2.2)
となる．一次元のオプティカルフロー拘束方程式より
u
∂
∂x
f (x, t) +
∂
∂x
f (x, t) = 0 (5.2.3)
この式をフーリエ変換すると
u(iωx)F(ωx, ωt) + (iωt)F(ωx, ωt) = 0 (5.2.4)
u = −ωtF(ωx, ωt)
ωxF(ωx, ωt)
(5.2.5)
となる．もし，ωx , 0かつ F(ωx, ωt) , 0であれば，
u = −ωt
ωx
=
2π ft(x, t)
2π fx(x, t)
=
ft(x, t)
fx(x, t)
(5.2.6)
と示せる．つまりは速度 uは fx(x, t), ft(x, t)で表すことができる．式 5.2.2に代入する．
E[U] =
∑ ftk
fxk
sk∑
sk
(5.2.7)
速度期待値 E[U]をXTプロットのフーリエスペクトルから算出できるようになった．速度期待値
の範囲は −1 ≤ E[U] ≤ 1であり，数値の絶対値が大きいほど速く回ると予測される．この解析方
法を，以降 XT解析と呼ぶ．
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図 5.2.2: XTプロットと二次元フーリエ解析の例
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5.3 動画像と網羅的計算
提案モデル，中村モデル，XT解析の 3つで入力動画像を網羅的に変えてそれぞれのモデルで予
測回転量を計算して比較をする．
3枚の画像を順番に切り替えて，3枚目の次は 1枚目として繰り返しさせる．3フレームのルー
プ動画像ができる．3枚とも円環状画像として，1x4pixelで 4階調の輝度の画素パターンを元に作
成した．円環状画像 1枚あたり 44通り，3フレーム分で全 (44)3 = 16, 777, 216通り計算した．こ
の計算には 6時間 53分要した．提案モデルとXT解析の出力をプロットした結果を図 5.3.1，提案
モデルと中村モデルの出力をプロットした結果を図 5.3.2に示す．提案モデルと比較対称のモデル
が比例する点は，どちらのモデルでも同じ予測を示し，比例しない点は，逆の予測を示している．
どちらの結果も，全体的には正の相関がある．しかし，例として提案モデルの予測回転量 0.2に対
して，XT解析は 0という動画像もあった．もし，提案モデルのほうがヒトの知覚をより正確に記
述できているのであれば，この動画像は実際に回転すると予測できる．
5.4 錯視を引き起こすパターンの探索
前節では，提案モデルと XT解析の予測で比例しない結果が得られた．そもそも XT解析とは，
XTプロットを二次元フーリエ変換することで二次元の様々な周波数を検出して，その結果を元に
速度期待値を算出している．XT解析で大きな値を得る動画像は，画像解析という観点から回転を
検知できる動画像ともいえる．対して XT解析では小さな値だが，提案モデルでは大きな値を出
力する動画像は，画像解析という観点からでは検出できなかった新たな錯視画像だと期待できる．
そこで本節では，提案モデルと XT解析の結果を元に心理物理実験を通して錯視を誘発するか検
証する．
5.4.1 心理物理実験によるヒトの知覚の調査 (実験 2)
提示する動画像を図 5.1に示すような 10パターン分選出した．選出基準としては，提案モデル
と中村モデルの出力結果をプロットした図 5.4.1のうち特徴的なものを選んだ．#11はどちらのモ
デルでも大きな値を出力する，#12は XT解析では大きな値だが提案モデルでは 0，#17は提案モ
デルでは大きな値だが XT解析では 0，#19は提案モデルでは正の値を取るが XT解析では負の値
を取るものである．なお，図 5.3.1では，原点 (0,0)で点対称であったので第 1,4象限だけで考えた．
実験環境はフィッテングの際 (§4.2.1)と同じ条件を行った．被験者への提示方法は，2ステップ
設けた．
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図 5.3.1: 提案モデルと XT解析の比較 (3フレーム，44通り)
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図 5.3.2: 提案モデルと中村モデル比較 (3フレーム，44通り)
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動画像番号 動画像 1枚目 動画像 2枚目 動画像 3枚目
#11
#12
#13
#14
#15
#16
#17
#18
#19
#20
基準動画像
表 5.1: 提示した 11種の動画像
40
1ステップ目は，動画像の回転方向についての検証である．被験者へは図 5.4.2上のような流れで
提示した．全ての動画像の中から 1パターンだけランダムで選び，左右どちらかに配置して提示し
た．被験者は回転方向を時計回りまたは反時計回りのいずれかで答えるようにした (two-Alternative
forced choice; 2AFC)．回答はキーボードを用いて，時計回りであれば J，反時計回りであれば Fと
した．1つの動画像パターンを左右 1回ずつ，さらには逆回転に回るものも 1回ずつ提示すること
で，1パターンあたりで合計 4回提示した．この流れを 10種類の動画像について合計で 4×10 = 40
回提示した．
2ステップ目は，動画像の回転速度についての検証である．回転速度に関しては，何かと比較し
て速いか遅いかについて回答を得る必要がある．そこで基準動画像を 1つ定めて，その動画像よ
り速く回るか否かを検証することにした．選んだ基準動画像を図 5.1最後に示す．被験者へは図
5.4.2下のような流れで提示した．全ての動画像の中から 1パターンだけランダムで選び，左右ど
ちらかに配置して，その反対側には基準動画像を配置して提示した．回答はキーボードを用いて，
時計回りであれば J，反時計回りであれば Fとした．1つの動画像パターンを左右 1回ずつ，さら
には逆回転に回るものも 1回ずつ提示することで，1パターンあたりで合計 4回提示した．この流
れを 10種類の動画像について合計で 4 × 10 = 40回提示した．
5.4.2 錯視を誘発するか検証結果と考察
男性 7人に心理物理実験を行った．結果を図 5.4.3に示す．ある動画像を被験者全員が時計回り
に回転したと回答した場合には縦軸は 100%となり，半分の割合で時計回りに回転したと回答した
場合には縦軸は 50%となる．回転速度についても同様である．
ヒトは知覚は，図 5.4.1のうち第 1象限に属する動画像 (#11や#14など)は時計回りを，第 4象
限に属する動画像 (#19や#20など)は反時計回りと判断することがわかった．また，提案モデルと
XT解析のどちらの予測結果でもその値が大きい動画像に関しては，ヒトは時計回りでかつ速く回
ると知覚した．注目すべきは#15であり，XT解析ではあまり大きな値ではなかったが，時計回り
で速く回って見えるという結果になった．これは画像解析では見つけられなかった新たな錯視画
像を発見したと考えられる．
心理物理実験後に被験者に対して意見を聞いたところ，#17は時計回りに高速に回転している
のか，反時計回りにゆっくり回転しているのか判断ができなかったという意見が多かった．また，
画面左側の動画像に対して時計回り (右回り)と答える際，キーボードの右側の J(時計回り)を押す
ことで返答を受けた，被験者は反射的にキーボードの左側の F(反時計回り)を押してしまう可能性
があるため，そもそも円環状画像を左右どちらかに配置するのではなく中心に配置すべきであっ
たと考えられる．
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図 5.4.3: 心理物理実験の結果 (実験 2)
5.5 各モデルの比較
本節では，提案モデル，中村モデル，XT解析の中で，最もヒトの知覚を正確に記述できてるモ
デルはどれか検証する．心理物理実験を行い，各モデルとヒトの知覚の相関係数で比較をする．
5.5.1 心理物理実験によるヒトの知覚の調査 (実験 3)
実験環境および実験の流れは §5.4.1と同じのままで，ステップ 1の回転方向のみについて，提
示する動画像を変えて再び心理物理実験を行った．提示する動画像を図 5.2に示すような 4パター
ン分選出した．選出基準としては，提案モデルとXT解析の出力結果をプロットした図 5.5.1のう
ち特徴的なものを選んだ．#21は提案モデルでは大きな値だが中村モデルでは 0，#22は中村モデ
ルでは大きな値だが提案モデルでは 0，#23はどちらのモデルでも大きな値を出力する，#24は提
案モデルでは正の値を取るが中村モデルでは負の値を取るものである．1つの動画像パターンを左
右 1回ずつ，さらには逆回転に回るものも 1回ずつ提示することで，1パターンあたりで合計 4回
提示した．この流れを 4種類の動画像について行ったので，合計で 4 × 4 = 16回提示した．
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図 5.4.1: 提示した 11種の動画像のモデル予測 (実験 2)
動画像番号 動画像 1枚目 動画像 2枚目 動画像 3枚目
#21
#22
#23
#24
表 5.2: 提示した 4種の動画像
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刺激前画像 動画像 1 枚目
動画像 2 枚目 動画像 3 枚目
被験者の回答を得るまでループ
Step.1 回転方向
Step.2 回転速度
刺激前画像 動画像 1 枚目
動画像 2 枚目 動画像 3 枚目
被験者の回答を得るまでループ
図 5.4.2: 提示動画像の内容 (実験 2)
44
0 0.1 0.2 0.3 0.4
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
#21
#22
#23
#24
図 5.5.1: 提示した 4種の動画像のモデル予測 (実験 3)
5.5.2 各モデル予測とヒトの知覚の比較
男性 6人に心理物理実験を行った．各モデルに対する実験結果を図 5.5.2に示す．ヒトの知覚の
結果 (確率)と各モデルの予測 (変数)を単純に比較することはできない．そこで §4.3.2と同じよう
に式を用いて，モデルの予測を擬似的に確率変数へと変換することで比較する．非線形フィットに
よる回帰曲線を図 5.5.2に示す．二乗平均平方根誤差 (Root Mean Squared Error; RMSE)は回帰曲
線の誤差を評価する指標の 1つで，0に近づくほど誤差が小さいことを示している．提案モデルは
RMSE = 0.0523，中村モデルは RMSE = 0.2273，XT解析は RMSE = 0.2173であり，提案モデル
が最もヒトの知覚を記述できていることが確認できた．なお，提示した動画像のサンプル数が少
ないということもあり，「提示した動画像と全動画像 ((44)4)が同じ確率分布から得られる」という
帰無仮説を棄却できるかが重要である．
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図 5.5.2: 心理物理実験の結果 (実験 3)
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第6章 結論と今後の課題
6.1 結論
本研究では，既存のMT細胞に関する視覚数理モデルをGPUクラスタを用いてシミュレーショ
ン時間の短縮化を実現した．MATLABでの実装されていた視覚数理モデルでは約 6日を要する計
算を，GPUクラスタを用いることでその 2%以下の 1時間 12分で計算可能になった．
次に，動画像の探索範囲を広げるために，モデルの拡張を行った．心理物理実験を通じて，モ
デルの拡張に必要となるパラメータ h(t), l(t)を定めた．この拡張モデルを用いて，入力動画像を網
羅的に作成して計算を行った．その中で錯視を誘発しそうな動画像を実際にヒトに提示して錯視
を誘発することを確認した．また，提案モデルの妥当性と有効性を評価した．中村らが提案する
MT細胞に関する視覚数理モデルとXTプロットによる画像解析と比べて，よりヒトの知覚を記述
できていることを確認した．
6.2 今後の課題
本研究では，GPUクラスタを用いてシミュレーションの高速化，特に畳み込み演算の高速化を
行ったが，シミュレーション自体のアルゴリズムの改善等には手を付けられなかった．畳み込み
演算において，画像が同じでカーネルが異なる複数の演算を 1つにまとめて計算量を抑える工夫
[7]など，高速化の手法はまだあり，計算時間短縮の余地はまだ残されている．
視覚神経系の観点としては，今回の実験では 3フレームでループ再生し続ける動画像に対して
モデルをフィッテングさせたので，多数のフレーム数の動画像やループしない動画像などにも正し
く計算が行えるかわからない．特定に条件のみにオーバーフィッテングしている可能性があるかも
しれない．提案モデルが他の条件下でも正しく予測ができるか検証し，さらには改良することが
必要である．
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