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Abstract
The `p linear regression problem is to minimize
f(x) = ||Ax − b||p over x ∈ Rd, where A ∈
Rn×d, b ∈ Rn, and p > 0. To avoid overfitting
and bound ||x||2, the constrained `p regression
minimizes f(x) over every unit vector x ∈ Rd.
This makes the problem non-convex even for the
simplest case d = p = 2. Instead, ridge re-
gression is used to minimize the Lagrange form
f(x)+λ||x||2 over x ∈ Rd, which yields a convex
problem in the price of calibrating the regulariza-
tion parameter λ > 0.
We provide the first provable constant factor ap-
proximation algorithm that solves the constrained
`p regression directly, for every constant p, d ≥ 1.
Using core-sets, its running time is O(n log n) in-
cluding extensions for streaming and distributed
(big) data. In polynomial time, it can handle out-
liers, p ∈ (0, 1) and minimize f(x) over every x
and permutation of rows in A.
Experimental results are also provided, including
open source and comparison to existing software.
1. Introduction
One of the fundamental problems in machine learning is
`2 linear regression, where the goal is to fit a hyperplane
that minimizes the sum of squared vertical distances to a
set of n  d input (d + 1)-dimensional points (samples,
vectors, training data). Formally, the input is an n×dmatrix
A = (a1 | · · · | an)T and a vector b = (b1, · · · , bn)T in Rn
that contains the n labels (heights, or last dimension) of the
points. The goal is to minimize the sum
∑n
i=1(a
T
i x− bi)2
over every d-dimensional vector x of coefficients,
min
x∈Rd
‖Ax− b‖2 . (1)
One disadvantage of these techniques is that overfitting may
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occur (Bu¨hlmann & Van De Geer, 2011). For example,
if the entries in b are relatively small, then x = (0, · · · , 0)
may give an approximated but numerically unstable solution.
Moreover, (1) is not robust to outliers, in the sense that e.g.
adding a row whose entries are relatively very large would
completely corrupt the desired vector x.
This motivates the addition of a constraint c > 0 on the
norm of x, where c is a constant that may depend on the
scale of the input A and b. Without loss of generality, we
can assume ‖x‖2 = c = 1, otherwise we divide entries
ofP b accordingly. The result is constrained `2 regression
problem,
min
x∈Rd:‖x‖2=1
‖Ax− b‖2 . (2)
The special case b = (0, · · · , 0) can be solved in O(nd2)
time, where the optimum is the smallest singular value of A
and x is the largest singular vector of x (Golub & Reinsch,
1970).
A generalization of (2) for a given constant p > 0 would be
min
x∈Rd,‖x‖2=1
‖Ax− b‖p , (3)
where ‖v‖p =
(∑d
i=1 |vi|p
)1/p
for v = (v1, · · · , vd) ∈
Rd. Note that for p < 1 we obtain a non-standard norm
which is a non-convex function over v ∈ Rd.
Optimization problem (3) for p = 1 can be defined geomet-
rically as follows. Compute a point x′ on the unit sphere
that minimizes the weighted sum of distances over n given
hyperplanes and n multiplicative weights. Here, the ith
hyperplane is defined by its normal (unit vector) ai/ ‖ai‖,
its distance from the origin bi/ ‖ai‖, and its weight ‖ai‖.
The weighted distance between x′ and the ith hyperplane is
defined as ‖ai‖ · | a
T
i
‖ai‖x
′ − bi‖ai‖ | = |aTi x− bi|.
In the context of machine learning, in linear regression we
wish to fit a hyperplane whose unit normal is x′, that min-
imizes the sum of squared vertical distances between the
hyperplane at point ai (predicted value) and bi (the actual
value), over every i ∈ [n]. In low-rank approximation (such
as SVD / PCA) we wish to fit a hyperplane that passes
through the origin and whose unit normal is x′, that min-
imizes the sum of squared Euclidean distances between
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the data points and the hyperplane. Our problem is a mix-
ture of these two problems: compute a hyperplane that
passes through the origin (as in low-rank approximation)
and minimizes sum of squared vertical distances (as in linear
regression).
Further generalization of (3) suggests handling data with
outliers. For example when one of the rows of A is very
noisy, or if an entry of b is unknown. Let k < n be the
number of such outliers in our data. In this case, we wish to
ignore the largest k distances (fitting errors), i.e., consider
only the closest s = n− k points to x. Formally,
min
x∈Rd:‖x‖2=1
‖small(Ax− b, n− k)‖p , (4)
where small(v, s) ∈ Rs is a vector that consists of the
smallest s entries in v ∈ Rn, where s ∈ [0, n] is an integer.
In some cases, our set of observations is unordered, i.e., we
do not know which observation in b matches each point in
A. For example, when half of the points should be assigned
to class b1 = .. = bn/2 = 0 and half of the points to class
bn/2+1.. = bn = 1. Here, m : {1, · · · , n} → {1, · · · , n}
denotes a bijective function, called a matching function, and
bm = (bm(1), · · · , bm(n))T denotes the permutation of the
entries in b with respect to m. In this case, we need to
compute
min
x,m
‖Ax− bm‖p , (5)
where the minimum is over every unit vector x and matching
function m : [n]→ [n].
2. Related Work
Regression problems are fundamental in statistical data anal-
ysis and have numerous applications in applied mathematics,
data mining, and machine learning; see references in (Fried-
man et al., 2001; Chatterjee & Hadi, 2015). Computing
the simple (unconstrained) Linear regression in (1) for the
case p = 2 was known already in the beginning of the
previous century (Pearson, 1905). Since the `p norm is a
convex function, for p = 1 it can be solved using linear
programming, and in general for p ≥ 1 using convex opti-
mization techniques in time (nd)O(1) or using recent coreset
(data summarization) technique (Dasgupta et al., 2009) in
near-linear time.
To avoid overfitting and noise, there is a need to bound
the norm of the solution x, which yields problem (2) when
p = 2. The constraint ‖x‖ = 1 in (2) can be replaced by
adding a Lagrange multiplier (Rockafellar, 1993) λ > 0 to
obtain,
min
λ∈R,x∈Rd
‖Ax− b‖2 + λ ‖x‖2 − λ. (6)
Unfortunately, (2) and (6) are non-convex problems in
quadratic programming as explained in (Park & Boyd,
2017), which are also NP-hard if d = n, so there is no
hope for running time that is polynomial in d; see Conclu-
sion section. It was proved in (Jubran & Feldman, 2018)
that the problem is non-convex even if every input point
(row) ai is on the unit circle and d = 2. Similarly, when we
are allowed to ignore k outlier as defined in (4), or if we use
M -estimators, the problem is no longer convex.
Instead, a common leeway is to “guess” the value of λ in (6),
i.e., turn it into an input parameter that is calibrated by the
user and is called regularization term (Zou & Hastie, 2005)
to obtain a relaxed convex version of the problem,
min
x∈Rd
‖Ax− b‖2 + λ ‖x‖2 .
This problem is the ridge regression which is also called
Tikhonov regularization in statistics (Hoerl & Kennard,
1970), weight decay in machine learning (Krogh & Hertz,
1992), and constrained linear inversion method (Twomey,
1975) in optimization. Many heuristics were suggested
to calibrate λ automatically in order to remove it such
as automatic plug-in estimation, cross-validation, informa-
tion criteria optimization, or Markov chain Monte Carlo
(MCMC) (Kohavi et al., 1995; Gilks et al., 1995) but
no provable approximations for the constrained `p regres-
sion (2) are known; see (Karabatsos, 2018; 2014; Cule &
De Iorio, 2012) and references therein.
Another reminiscent approach is LASSO (least abso-
lute shrinkage and selection operator) (Tibshirani, 1996),
which replaces the non-convex constraint ‖x‖2 = 1
in (2) with its convex `1 inequality ‖x‖1 ≤ t to ob-
tain minx∈Rd:‖x‖1≤t ‖Ax− b‖2 for some given parameter
t > 0.
LASSO is most common technique in regression analy-
sis (Zou & Hastie, 2005) for e.g. variable selection and
compressed sensing (Angelosante et al., 2009) to obtain
sparse solutions. As explained in (Tibshirani, 1996; 1997)
these optimization problems can be easily extended to a
wide variety of statistical models including generalized lin-
ear models, generalized estimating equations, proportional
hazards models, and M-estimators.
Alternatively, the `2-norm in (1) may be replaced by the `p-
norm for p ≥ 1 to obtain the (non-constrained) `p regression
min
x∈Rd
‖Ax− b‖p , (7)
which is convex for the case p ≥ 1. Using p ∈ (0, 1] in (7)
is especially useful for handling outliers (Ding & Jiang,
2017) which arise in real-world data. However, for the
(non-standard) `p-norm, where p < 1, (7) is non-convex.
Adding the constraint ‖x‖ = 1 in (7) yields the constrained
`p regression in (3). Only recently, a pair of breakthrough
results were suggested for solving (3) if p 6= 2. (Park &
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Boyd, 2017) suggested a solution to the constraint `p regres-
sion in (3) for the case p = 1. They suggest to convert the
constraint ‖x‖ = 1 into two inequality constraints ‖x‖ ≤ 1
and −‖x‖ ≤ 1. The other result (Jubran & Feldman, 2018)
suggested a provable constant approximation for the con-
strained `p regression problem, in time O(n log n) for every
constant p ≥ 1. However, the result holds only for d = 2,
and the case d > 2 as in our paper was left as an open
problem. In fact, our main algorithm solves the problem
recursively where in the base case d = 2 we use the result
from (Jubran & Feldman, 2018).
To our knowledge, no existing provable approximation algo-
rithms are known for handling outliers as in (4), unknown
matching as in (5), or for (3) for the case p ∈ (0, 1) and
d ≥ 3.
Coreset for `p regression in this paper is a small weighted
subset of the input that approximates ‖Ax− b‖ for every
x ∈ Rd, up to a multiplicative factor of 1± ε. Solving the
constrained `p regression on such coreset would thus yield
an approximation solution to the original (large) data. Such
coresets of size independent of n were suggested in (Das-
gupta et al., 2009). In Theorem 8.1 we obtain a little smaller
coreset by combining (Dasgupta et al., 2009) and the frame-
work from (Feldman & Langberg, 2011; Braverman et al.,
2016). Such coresets can also be maintained for streaming
and distributed Big Data in time that is near-logarithmic in
n per point as explained e.g. in (Feldman et al., 2011; Lucic
et al., 2017b). Applying our main result on this coreset, thus
implies its streaming and distributed versions. We note that
this scenario is rare and opposite to the common case: in
most coreset related papers, a solution for the problem that
takes polynomial time nO(1) exists and the challenge is to
reduces its running time to linear in n, by applying it on a
coreset of size that is independent, or at least sub-linear in
n. In our case, the coreset exists but not a polynomial time
algorithm to apply on the coreset.
3. Paper Overview
The rest of the paper is organized as follows. We state our
main contributions in Section 4 and some preliminaries and
notations in Section 5. Section 6 suggests an approximation
algorithm for solving (3), Section 6.3 generalizes this solu-
tion of (3) to a wider range of functions, Section 7 handles
the minimization problem in (5), Section 8 introduces a
coreset for the constrained `p regression, Section 9 presents
our experimental results and Section 10 concludes our work.
4. Our Contribution
Some of the proofs have been placed in the appendix to
make the reading of the paper more clear.
Constrained `p regression. We provide the first polyno-
mial time algorithms that approximates, with provable guar-
antees, the functions in (3), (4) and (5) up to some constant
factor that depends only on d and some error parameter
ε ∈ (0, 1). The factor of approximation is (1+ε)4d−1, 4d−1
and 4d−1, respectively for (3), (4) and (5). The running
time is O(n log n), nO(d) and nO(d), respectively for (3),
(4) and (5); see Table 1.
Coresets. Our main algorithm takes time nO(d) and is eas-
ily generalized for many objective functions via Observa-
tion 6.7, Theorem 6.8 and Theorem 7.2. It implies the
results in the last three rows of Table 1. For the case that
p ≥ 1 and we wish to minimize ‖Ax− b‖p over every unit
vector x, we can apply our algorithm on the coreset for `p
regression as explained in the previous section. This reduces
the running time to near-linear in n, and enables parallel
computation over distribution and streaming data by apply-
ing it on the small coreset that is maintained on the main
server. This explains the running time and approximation
factor for the first three lines of Table 1.
Our experimental results show that the suggested algo-
rithms perform better, in both accuracy and computation
time, compared to the few state of the art methods that can
handle this non-convex problem; See Section 9.
Table 1 summarizes the main contributions of this paper.
5. Preliminaries
In this section we first give notation and main definitions
that are required for the rest of the paper.
Notation. Let Rn×d be the set of n × d real matri-
ces. In this paper, every vector is a column vector, un-
less stated otherwise, that is Rd = Rd×1. We denote
by ‖p‖ = ‖p‖2 =
√
p21 + . . .+ p
2
d the length of a point
p = (p1, · · · , pd) ∈ Rd, by dist(p, pi) = minx∈pi ‖p− x‖2
the Euclidean distance from p to a subspace pi of Rd. We
denote [n] = {1, · · · , n} for every integer n ≥ 1. For
a bijection function m : [n] → [n] (matching function)
and a set Y = {(a1, b1), · · · , (an, bn)} ⊆ Rd × R of n
pairs, we define Ym =
{
(a1, bm(1)), · · · , (an, bm(n))
}
. For
every i ∈ [d], we denote by ei ∈ Rd the ith standard vec-
tor, i.e., the ith column of the d × d identity matrix. For
d ≥ 2, Sd−1 = {x ∈ Rd | ‖x‖ = 1} is the set of all unit
vectors in Rd. We denote S = S1 for simplicity. For every
x ∈ R, we define sign(x) =
{
1 if x ≥ 0
−1 otherwise . The set
Perms(n) denotes the union over every matching function
m : [n]→ [n]. We remind the reader that argminx∈X f(x)
is the set (and not a scalar) that contains all the values of
x that minimize f(x) over some set X . We denote by
3
Function Name ObjectiveFunction
Computation
Time
Approximation
Factor
Related
Theorem
Constrained `p regression (3) O(n logn) (1 + ε) · 4d−1 6.8 and 8.1
Constrained `zp regression min
x∈Sd−1
‖Ax− b‖zp O(n logn) (1 + ε) · 4s·(d−1) 6.8 and 8.1
Constrained `p regression
with M-estimators minx∈Sd−1
n∑
i=1
min
{
|aTi x− bi|, T
}
O(n logn) (1 + ε) · 4d−1 6.8 and 8.1
Constrained `p
regression with outliers (4) n
O(d) 4d−1 6.8
Constrained `p regression
with unknown matching (5) n
O(d) 4d−1 ? 7.2
Table 1. Main results of this paper. Let d, p, z ∈ (0,∞) be constants. We assume that A = (a1 | · · · | an)T ∈ Rn×d is a non-zero
matrix of n ≥ d− 1 ≥ 1 rows, and that b = (b1, · · · , bn)T ∈ Rn. Let T > 0, ε ∈ (0, 1) and s = z if z > 1 and s = 1 otherwise. The
approximation factor is relative to the minimal value of the objective function over every unit vector x ∈ Sd−1. Rows marked with a ?
have that the minimum of the objective function is computed both over every x ∈ Sd−1 and matching function m ∈ Perms(n).
~0(d) = (0, · · · , o)T ∈ Rd.
Definitions. We first give a brief geometric illustration of
the later definitions. A hyperplane h in Rd that has distance
bˆ > 0 from the origin can be defined by its orthogonal
(normal) unit vector aˆ so that h =
{
x ∈ Rd | aˆ}T x− bˆ =
0|. More generally, the distance from x ∈ Rd to h is |aˆTx−
bˆ|. In Definition 5.1 below the input is a set h1, · · · , hm of
m such hyperplanes that are defined by the matrixA = (a1 |
· | am)T ∈ Rm×d and vector b = (b1, · · · , bm)T ∈ Rm,
such that ai‖ai‖ is the unit normal to the ith hyperplane, and
bi
‖ai‖ is its distance from the origin.
In what follows we define a (possibly infinite) set of unit
vectors opt(A, b), which are the unit vectors that are as close
as possible to the hyperplane hm, among all unit vectors
that lie on the intersection of h1, · · · , hm−1. If m = 1, we
define this set to be the set of closest vectors on the unit
sphere to the hyperplane h1. Observe that for every point
x ∈ Rd, x ∈ hi ⇐⇒ aTi x = bi; See Figure 1 and 2 for a
geometric illustration of the following definition.
Definition 5.1. Let m, d ≥ 1 be a pair of integers, A =
(a1 | · · · | am)T ∈ Rm×d and b = (b1, · · · , bm) ∈
[0,∞)m. We define the set
opt(A, b) :=
argmin
x∈Sd−1
|aTmx− bm|, if m = 1
argmin
x∈Sd−1:
(a1|···|am−1)T x=(b1,··· ,bm−1)T
|aTmx− bm|, otherwise.
In what follows, for every pair of vectors v = (v1, · · · , vn)
and u = (u1, · · · , un) in Rn we denote v ≤ u if vi ≤ ui
for every i ∈ [n]. The function f : Rn → [0,∞) is non-
decreasing if f(v) ≤ f(u) for every v ≤ u. For a set I in
Rd, and a scalar c ∈ R we denote I/c = {x/c | x ∈ I}.
(a) b ≥ ‖a‖. Hence, the unit circle has only 1 point x∗ (red) with
minimal distance to `.
(b) b < ‖a‖. Hence, the unit circle has exactly 2 intersection points
x∗1 and x2 (red) with `.
Figure 1. For d = 2, a ∈ R2 and b ∈ [0,∞), the set ` ={
p ∈ R2 | aT‖a‖p = b‖a‖
}
is a line whose normal is a‖a‖ and is
of distance b‖a‖ from the origin (Green line). The set opt(a, b),
which contains unit vectors of minimal distance to ` are shown in
red.
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(a) b1 ≥ ‖a1‖. Hence, Sd−1 has
1 point x∗ (red) of minimal distance to
H1. Thus, opt(a1, b1) = {x∗}.
(b) b1 < ‖a1‖. Hence,
opt(a1, b1) = C = H1 ∩ Sd−1,
|opt(a1, b1)| = ∞, and
opt((a1 | a2), (b1, b2)) =
argminx∈opt(a1,b1) dist(x,H2) =
argminx∈C dist(x,H2).
(c) A top view of H1. ˆ` (red) is the
intersection line between H1 and H2.
rC ≤ 1 denotes the radius of the cir-
cle C. The normal a′2 of ˆ` in the plane
H1 is simply the projection of a2 onto
the xy-plane.
(d) Projecting C′ and ˆ` onto the
xy-plane, and scaling by 1/rC′
to obtain a unit circle C′ (purple).
`′ is the projected and scaled ˆ`.
opt((a1 | a2), (b1, b2)) =
argminx∈C′ dist(x, `
′) =
{
a′2
}
,
where the last equality is similar to the
case d = 2; See Figure 1.
Figure 2. Let d = 3, a1, a2 ∈ Rd and b1, b2 ∈ [0,∞) such that b2 ≥ ‖a2‖.
Assume that a1 spans the z-axis. Let Hi =
{
p ∈ Rd | a
T
i
‖ai‖p =
bi
‖ai‖
}
for
i ∈ {1, 2} be two hyperplane (Green and red planes).
The following definition is a generalization of Definition
2.1 in (Feldman & Schulman, 2012) from n = 1 to n > 1
dimensions, and from R to I ⊆ Rn. Intuitively, an r-log-
Lipschitz function is a function whose derivative may be
large but cannot increase too rapidly (in a rate that depends
on r).
Definition 5.2 (Log-Lipschitz function). Let r > 0 and
let n ≥ 1 be an integer. Let I be a subset of Rn, and
h : I → [0,∞) be a non-decreasing function. Then h(x) is
r-log-Lipschitz over x ∈ I , if for every c ≥ 1 and x ∈ I∩ I
c
,
we have h(cx) ≤ crh(x). The parameter r is called the log-
Lipschitz constant.
The following definition implies that we can partition a
function g which is not a log-Lipschitz function into a con-
stant number of log-Lipschitz functions; see Figure 3 for an
illustrative example.
Definition 5.3 (Piecewise log-Lipschitz (Jubran & Feldman,
2018)). Let g : X → [0,∞) be a continuous function over a
set X , and let (X, dist) be a metric space, i.e. dist : X2 →
[0,∞) is a distance function. Let r > 0. The function g is
piecewise r-log-Lipschitz if there is a partition of X into m
disjoint subsets X1, · · · , Xm such that for every i ∈ [m]:
(i) g has a unique infimum xi at Xi, i.e., {xi} =
argminx∈Xi g(x).
(ii) hi : [0,maxx∈Xi dist(x, xi)] → [0,∞) is an r-log-
Lipschitz function; see Definition 5.2.
(iii) g(x) = hi(dist(xi, x)) for every x ∈ Xi.
The set of minima is denoted by M(g) = {x1, · · · , xm}.
Figure 3. Piecewise log-Lipschitz function example.
A function g(x) = min {2 · |x− 3|, 5 · |x− 6|} (blue graph)
over the set X = R. X can be partitioned into 4 subsets
X1, · · · , X4, where each subset has a unique infimum x1 =
3, x2 = 3, x3 = 6 and x4 = 6 respectively (green stars). There
exist 4 1-log-Lipschitz functions h1(x) = h2(x) = 2x and
h3(x) = h4(x) = 5x, such that g(x) = hi(|xi − x|) for ev-
ery x ∈ Xi. The figure is taken from (Jubran & Feldman, 2018).
6. Regression with a Given Matching
In this section we suggest our main approximation algorithm
for solving (3), i.e., when the matching between the rows of
A and the entries b = (b1, · · · , bn)T are given.
The following two corollaries lies in the heart of our main
result.
Corollary 6.1 (Claims 19.1 and 19.2 in (Jubran & Feldman,
2018)). Let b ≥ 0 and let g : [0, 2pi) → [0,∞) such that
g(α) = | sin(α)− b|. Then g is a piecewise 2 log-Lipschitz
function; See Definition 5.3.
Corollary 6.2. Let a ∈ R2 \ {0} and b ≥ 0. Let y ∈
argminx∈S1 |aTx− b|. Then for every u∗, u′ ∈ S such that
‖u′ − y‖ ≤ 2 · ‖u∗ − y‖ we have
|aTu′ − b| ≤ 4 · |aTu∗ − b|.
Proof. See proof of Corollary A.1 in the appendix.
In what follows, a non-zero matrix is a matrix of rank at
least one (i.e., not all its entries are zero). Let A = (a1 |
· · · | an)T ∈ Rn×d and b = (b1, · · · , bn) ∈ [0,∞)n, where
we assume that A is a non-zero matrix. For every i ∈ [n],
let hi be a hyperplane whose normal is
{
ai
‖ai‖
}n
i=1
and
its distances from the origin is
{
bi
‖ai‖
}n
i=1
, and let H =
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{hi}ni=1 denote their union. Let x∗ ∈ Rd be a unit vector.
The following lemma generalizes Corollary 6.2 to higher
dimensions. It states that there is a unit vector x′ of minimal
distance dist(hk, x′) to one of the n hyperplanes hk, that
approximates ‖ai‖ · dist(hi, x∗) = |aTi x∗ − bi| for every
i ∈ [n] up to a multiplicative factor of 4.
Lemma 6.3. Let A = (a1 | · · · | an)T ∈ Rn×d \ {0}d×d
be a non-zero matrix such that n ≥ d − 1 ≥ 1 points,
and let b = (b1, · · · , bn)T ∈ [0,∞)n and x∗ ∈ Sd−1.
Then there exists j ∈ [n] where ‖aj‖ 6= 0 and xj ∈
argminx∈Sd−1 |aTj x− bj | such that for every i ∈ [n]
|aTi xj − bi| ≤ 4 · |aTi x∗ − bi|.
Proof. See proof of Lemma A.2 in the appendix.
The following lemma states that there is a set
{h1, · · · , hm} ⊆ H of m ≤ d − 1 hyperplanes from
H , and a unit vector x′ in the intersection of the first
m − 1 hyperplanes that is closest to the last hyperplane,
x′ ∈ argminx∈⋂i∈[m−1] hi |aTmx− bm|, that is closer to ev-
ery one of the n hyperplane in H , up to a factor of 4d−1
than x∗, i.e., |aTi x′ − bi| ≤ 4d−1 · |aTi x∗ − bi| for every
i ∈ [n]. The proof is based on applying Lemma 6.3 recur-
sively m times. In the following lemma we use opt from
Definition 5.1.
Lemma 6.4. Let A = (a1 | · · · | an)T ∈ Rn×d be
a non-zero matrix of n ≥ d − 1 ≥ 1 rows, let b =
(b1, · · · , bn)T ∈ [0,∞)n, and let x∗ ∈ Sd−1. Then there
is a set {i1, · · · , ir} ⊆ [n] of r ∈ [d− 1] indices such that
for X = opt((ai1 | · · · | air ), (bi1 , · · · , bir )) and every
i ∈ [n], there is x′ ∈ X that satisfies
|aTi x′ − bi| ≤ 4d−1 · |aTi x∗ − bi|. (8)
Moreover, (28) holds for every x′ ∈ X if |X| =∞.
Proof. See proof of Lemma A.3 in the appendix.
6.1. Computing the set opt
In this section we give a suggested simple implementa-
tion for computing the set opt(A, b) given a matrix A ∈
Rm×d and b ∈ [0,∞)m; see Algorithm 1. A call to
CALC-OPT(A, b) returns opt(A, b) if |opt(A, b)| ∈ O(1).
Otherwise, it returns some x ∈ opt(A, b). In other words,
the algorithm always returns a set of finite size.
6.2. Geometric interpretation and intuition behind
Algorithm 1.
Algorithm 1 takes a set h1, · · · , hm of m hyperplanes in Rd
as input, each represented by its normal and its distance from
the origin, and computes a point x ∈ Sd−1 ∩⋂i∈[m−1] hi
Algorithm 1 CALC-OPT(A, b)
Input :A = (a1 | · · · | am)T ∈ Rm×d wherem ∈ [d−1]
and ‖ai‖ 6= 0 for every i ∈ [m], and a vector
b = (b1, · · · , bm) ∈ [0,∞)m.
Output : The set opt(A, b) if its size |opt(A, b)| is finite,
and arbitrary x ∈ opt(A, b) otherwise.
1 if b1 ≥ ‖a1‖ then
2 if m = 1 then
/* argmin
x∈Sd−1
|aT1 x− b1| =
{
a1
‖a1‖
}
. */
3 Set X ←
{
a1
‖a1‖
}
.
4 else
5 Set X ← ∅. // The minimizer x of
|aT1 x − b1| does not satisfy that
(a2 | · · · | am−1)Tx = (b2, · · · , bm−1)T.
Hence, opt(A, b) = ∅.
6 else
7 if m = 1 then
8 if d = 2 then
9 Set X ← {x ∈ S | aT1 x = b1}. // There
are 2 unit vectors that
satisfy aT1 x = b1 in 2D.
10 else
11 Set X ← ∅. // There are infinite
minimizers, and no more
constraints.
12 else
13 Set I ← the d-dimensional identity matrix.
Set I ′ ← the first (d− 1) rows of I .
Set R to be a rotation matrix such that
Ra1
‖a1‖ = ed. // The d-dimensional
rotation matrix that rotates
a1
‖a1‖ to the dth standard
vector.
14 for every i ∈ [m] \ {1} do
15 Set a′i ← I ′Rai. // Project Rai onto
the hyperplane orthogonal to
ed.
16 Set b′i ←
−b1· (Rai)
T ed
‖a1‖ +bi√
1− b
2
1
‖a1‖2
.
17 Set A′ ← (sign(b′2) · a′2 | · · · | sign(b′m) · a′m)T .
18 Set b′ ← (sign(b′2) · b′2 | · · · | sign(b′m) · b′m).
19 if A′ contains only zero entries then
20 Set X ←
{
RT
(
x′T | b1‖a1‖
)T}
for arbitrary
x′ ∈ Rd−1 such that ‖x′‖ =
√
1− b21‖a1‖2 .
21 else
22 Set X ′ ← CALC-OPT(A′, b′).
// Recursive call, where A′ ∈
R(m−1)×(d−1) and b′ ∈ Rm−1.
23 Set X ←{
RT
(√
1− b21‖a1‖2 · x
′T | b1‖a1‖
)T
| x′ ∈ X ′
}
.
// RT is the inverse of R
from Line 13.
24 return X .
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that minimizes its distance to hm, i.e., dist(x, hm). In
other words, among all vectors that lie simultaneously on
h1, · · · , hm−1, we intend to find the unit vector x which
minimizes its distance to hm. There can either be 0,1, 2 or
infinite such points. In an informal high-level overview, the
algorithm basically starts from some unit vector x ∈ Rd,
and rotates it until it either intersects h1, or minimizes its
distance to h1 without intersecting it. If they intersect, then
we rotate x while maintaining that x ∈ h1, until x either
intersects h2 or minimizes its distance to h2. If x intersects
h2, we rotate x in the intersection h1 ∩ h2 until it intersects
h3 and so on. If at some iteration we observe that all the
remaining subspaces are parallel, then the set opt(A, b) is of
infinite size, so we return one element from it. We stop this
process when at some step k, we can not intersect hk under
the constraint that x is a unit vector and x ∈ ⋂i∈[k−1] hi. If
k < m, then opt(A, b) is empty. If k = m we return the
vector x that is as close as possible to hm.
More formally, at each step of the algorithm we do the
following. In Line 1 we check weather the intersection
h1 ∩ Sd−1 contains at most 1 point. This happens when
the distance b1/ ‖a1‖ of the hyperplane h1 to the origin is
bigger than or equal to 1. This is the simple case in which
we terminate. The interesting case is when the distance of
the hyperplane to the origin is less than 1. In this case, if
d = 2, we compute and return the two possible intersection
points in h1 ∩ Sd−1. If d ≥ 3, then |h1 ∩ Sd−1| = ∞.
Observe that h1 ∩ Sd−1 is simply a sphere S′ ⊆ h1 of
dimension d − 2, but is not a unit sphere. We rotate the
coordinates system such that the hyperplane containing S′
is orthogonal to the dth standard vector ed. We observe
that in order to minimize the distance from a point in S′ to
h2, we need to minimize its distance to h1 ∩ h2 which is
simply a (d− 2)-subspace contained in h1. We thus project
S′ and every (d− 2)-subspace in {h1 ∩ hi | i ∈ [m] \ {1}}
onto the hyperplane H orthogonal to ed and passes through
the origin, obtaining a sphere S′′ of dimension d − 2, and
m − 1 (d − 2)-subspaces, all contained in H . We scale
the system such that S′′ becomes a unit sphere. We then
continue recursively.
Overview of Algorithm 2. The input is a matrix A and a
vector b. The output is a set of unit vectors that satisfies
Theorem 6.5. We assume without loss of generality that
the entries of b are non-negative, otherwise we change the
corresponding signs of rows in A in Lines 2-4. In Lines 5-6
we run exhaustive search over every possible set of at most
d−1 indices, which corresponds to a set S of unit vectors, to
find the set X from Lemma 6.4. The algorithm then returns
the union of these sets in Line 8. See Algorithm 1 for a
possible implementation for Line 7. Notice that Algorithm 1
does not return a set of infinite size. In such a case, it returns
one element from the infinite set.
Algorithm 2 CALC-X-CANDIDATES(A, b)
Input : A matrix: A = (a1 | · · · | an)T ∈ Rn×d and a
vector b = (b1, · · · , bn) ∈ Rn where n ≥ d−1 ≥
1.
Output :A set X ⊆ Sd−1; See Theorem 6.5.
1 Set X ← ∅
2 for every i ∈ [n] do
3 Set b′i ← |bi|
4 Set a′i ← sign(bi) · ai
5 for every r ∈ [d− 1] do
6 for every distinct set {i1, · · · , ir} ⊆ [n] where ‖aik‖ 6=
0 for every k ∈ [r] do
7 Set S ← CALC-OPT((a′i1 | · · · |
a′ir ), (b
′
i1
, · · · , b′ir )). // See
Definition 5.1 and
Algorithm 1.
8 Set X ← X ∪ S
9 return X
What follows is the main theorem of Algorithm 2. The
following theorem states that the output X of Algorithm 2
contains the desired solution. This is by Lemma 6.4 that
ensures that one of the sets S contains the desired solution.
Theorem 6.5. Let A = (a1 | · · · | an)T ∈ Rn×d be a
matrix of n ≥ d− 1 ≥ 1 rows, and let b = (b1, · · · , bn)T ∈
Rn. Let X ⊆ Sd−1 be an output of a call to CALC-X-
CANDIDATES(A, b); see Algorithm 2. Then for every x∗ ∈
Sd−1 there exists a unit vector x′ ∈ X such that for every
i ∈ [n],
|aTi x′ − bi| ≤ 4d−1 · |aTi x∗ − bi|.
Moreover, the set X can be computed in nO(d) time and its
size is |X| ∈ nO(d).
Proof. See proof of Theorem A.5 in the appendix.
6.3. Generalization
We now prove that the output of Algorithm 2 contains ap-
proximations for a large family of optimization functions.
Note that each function may be optimized by a different
candidate in X . This family of functions includes squared
distances, M -estimators and handling k ≥ 1 outliers. It is
defined precisely via the following cost function, where the
approximation error depends on the parameters r and s.
Definition 6.6 (Definition 4 in (Jubran & Feldman, 2018)).
Let Y = {y1, · · · , yn} be a finite input set of elements and
let Q be a set of queries. Let D : X × Q → [0,∞) be a
function. Let lip : [0,∞) → [0,∞) be an r-log-Lipschitz
function and f : [0,∞)n → [0,∞) be an s-log-Lipschitz
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Use case OptimizationProblem f(v) lip(x)
Constrained
`2 regression
min
x∈Sd−1
‖Ax− b‖2 ‖v‖2 x
Constrained
`p regression
min
x∈Sd−1
‖Ax− b‖p ‖v‖p x
Constrained
`p regression
with noisy data
min
x∈Sd−1
(
n∑
i=1
min
{
|aTi x− bi|p, T p
})1/p
‖v‖p
min {x, T},
T > 0
Constrained
`p regression
with outliers
min
x∈Sd−1
‖small(Ax− b)‖p
‖small(v, n− k)‖p,
k < n
x
Table 2. Examples for Definition 6.6. Let
Y = {(a1, b1), · · · , (an, bn)} ⊆ Rd × R. Algo-
rithm 2 approximates the minimum of cost(Y, x) =
f
(
lip
(|aT1 x− b1|) , · · · , lip (|aTnx− bn|)). Possible opti-
mization functions f(v) and lip(x) are suggested in this table.
Let small(v, n− k) ∈ Rk denote the n− k smallest entries of a
vector v ∈ Rn
function. Let q ∈ Q. We define
cost(Y, q) = f (lip (D (y1, q)) , · · · , lip (D (yn, q))) .
In what follows, Y = {(a1, b1), · · · , (an, bn)} ⊆ Rd × R,
Q = Sd−1 will be the set of all unit vectors in Rd, and
D((a, b), x) = |aTx − b|. Table 2 gives some examples
of different cost functions that satisfy the requirements of
Definition 6.6.
The following observation states that if we find a query q ∈
Q that approximates the function D for every input element,
then it also approximates the function cost as defined in
Definition 6.6.
Observation 6.7 (Observation 5 in (Jubran
& Feldman, 2018)). Let cost(Y, q) =
f (lip (D (y1, q)) , · · · , lip (D (yn, q))) be defined as
in Definition 6.6. Let q∗, q′ ∈ Q and let c ≥ 1. If
D (yi, q
′) ≤ c ·D (yi, q∗) for every i ∈ [n], then
cost (Y, q′) ≤ crs · cost (Y, q∗) .
The optimal solution in the following theorem can be com-
puted by taking the optimal solution for the corresponding
cost function at hand among the output set X of candidates
from Algorithm 2.
Theorem 6.8. Let A = (a1 | · · · | an)T ∈ Rn×d be a
matrix of n ≥ d− 1 ≥ 1 rows, and let b = (b1, · · · , bn)T ∈
Rn. Let cost, s, r be as defined in Definition 6.6 for Y =
{(ai, bi) | i ∈ [n]} and D((a, bˆ), x) = |aTx− bˆ| for every
a ∈ Rd, bˆ ∈ R and x ∈ Rd. Then in nO(d) time we can
compute a unit vector x′ ∈ Sd−1 such that
cost(Y, x′) ≤ 4(d−1)rs · min
x∈Sd−1
cost(Y, x).
Proof. See proof of Theorem A.6 in the appendix.
7. Handling Unknown Matching
In this section, we tackle the constrained `p regression prob-
lem with unknown matching between the rows of A and
entries of b. That is, where the minimum of (3) is not only
over every nit vector x, but also over every permutation of
the entries of b (or rows in A). Thus, the problem now at
hand is to solve (5). The main result is derived from the
following simple observation. In Lemma 6.4 we proved
there is a set of r ≤ d− 1 matching subsets Aˆ and bˆ of A
and b respectively, such that opt(Aˆ, bˆ) contains the desired
unit vector x′. This result still holds when the matching is
unknown, though we dont know whose the subset bˆ in b that
corresponds to Aˆ. Hence, for every such Aˆ, all we have to
do is apply another exhaustive search over subset of b in
order to find the subset bˆ that best matches Aˆ.
Algorithm 3 uses the following definition of optimal match-
ing between an input set of pairs Y , a query q, and a cost
function.
Definition 7.1 (Optimal matching). Let Perms(n) denote
the union over every matching function (bijection func-
tion) m : [n] → [n] and let Q be a set. For every
i ∈ [n], let yi = (ai, bi) be a pair of elements, and let
Y = {y1, · · · , yn} be their union. Consider a function cost
as defined in Definition 6.6 for f(v) = ‖v‖1 and let q ∈ Q.
We denote by mˆ(Y, q, cost) the matching function that mini-
mizes cost(Ym, q) over every permutation m ∈ Perms(n).
Formally,
mˆ(Y, q, cost) ∈ argmin
m∈Perms(n)
cost(Ym, q).
Overview of Algorithm 3. In Lines 2-8, we iterate over
every pair of sets I = {i1, · · · , ir} and ` = {`1, · · · , `r} of
r indices, for r ≤ d − 1. We assume that aik matches b`k
for every k ∈ [r]. We change the signs of aik and b`k as in
Algorithm 2. We make a call to Algorithm 1 to compute and
store in S the set opt(a′i1 | · · · | a′ir ), (b′`1 , · · · , b′`r ). Notice
that we do not use infinite sets in Algorithm 1. We then
add S to X; In Lines 9-10 we compute for every x ∈ X
the matching mˆ(Y, x, cost) that minimizes the given cost
function cost, and store the pair in S. In Line 12 we return
the pair in S whose cost is minimal.
The following theorem states that Algorithm 3 indeed re-
turns an approximation to the optimal cost, even when the
matching between rows of A and b is not given.
Theorem 7.2. Let A = (a1 | · · · | an)T ∈ Rn×d be a
matrix containing n ≥ d − 1 points in its rows, let b =
(b1, · · · , bn)T ∈ Rn, and let Y = {(ai, bi) | i ∈ [n]}. Let
D((a, bˆ), x) = |aTx − bˆ| for every a ∈ Rd, bˆ ∈ R and
x ∈ Rd. Let r be a scalar and cost be a function that satisfy
Definition 6.6 for D and f(v) = ‖v‖1. Let (x˜, m˜) be a pair
of unit vector and permutation (matching function) which
is the output of a call to MATCH-ALGORITHM(A, b, cost);
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Algorithm 3 MATCH-ALGORITHM(A, b, cost)
Input : A = (a1 | · · · | an)T ∈ Rn×d, b =
(b1, · · · , bn)T ∈ Rn, and cost as in Theorem 7.2.
Output : A pair (x˜, m˜) of a unit vector and a matching
funtion; See Theorem 7.2.
1 Set X ← ∅
2 for every r ∈ [d− 1] do
3 for every distinct sets {i1, · · · , ir} , {`1, · · · , `r} ⊆ [n]
where ‖aik‖ 6= 0 for every k ∈ [r] do
4 for every k ∈ [r] do
5 Set b′`k ← |b`k |
6 Set a′ik ← sign(b`k) · aik
7 Set S ← CALC-OPT((a′i1 | · · · |
a′ir ), (b
′
`1
, · · · , b′`r )). // See
Definition 5.1 and
Algorithm 1.
8 Set X ← X ∪ S
9 Set Y ← {(a1, b1), · · · , (an, bn)} . // An arbitrary
matching
10 Set S ← {(x, mˆ(Y, x, cost)) | x ∈ X}. // See
Definition 7.1.
11 Set (x˜, m˜)← argmin
(x,m)∈S
cost (Ym, x)
12 return (x˜, m˜)
see Algorithm 3. Then it holds that
cost(Ym˜, x˜) ≤ 4(d−1)r ·min
x,m
cost(Ym, x),
where the minimum is over every unit vector x ∈ Sd−1 and
m ∈ Perms(n). Moreover, (x˜, m˜) is computed in nO(d)
time.
Proof. See proof of Theorem B.1 in the appendix.
8. Coreset for Linear Regression
In this section we provide a coreset for the constrained `p
regression, which is a small improvement and generalization
of previous results (Jubran & Feldman, 2018; Dasgupta
et al., 2009; Varadarajan & Xiao, 2012)
8.1. Improvements via coreset
An ε-coreset, which is a compression scheme for the data,
is suggested in Theorem 8.1. Streaming and distribution in
near-logarithmic update time and space, including support
for deletion of points in near-logarithmic time in n (using
linear space) is also supported by our algorithm when the
matching between the rows of the matrix A and the entries
of b is given; see Section 6. This is due to the fact that our
coresets are composable, i.e., can be merged and reduced
over time and computed independently on different subsets.
This is now a standard technique, we refer the reader to
(Bentley, 1978; Agarwal et al., 2004; Feldman et al., 2011;
Lucic et al., 2017a) for further details.
Theorem 8.1. Let d ≥ 2 be a constant integer. Let A =
(a1 | · · · | an)T ∈ Rn×d be a matrix containing n ≥ d− 1
points in its rows, let b = (b1, · · · , bn)T ∈ Rn, and let
w = (w1, · · · , wn) ∈ [0,∞)n. Let ε, δ ∈ (0, 1) and let
z ∈ [1,∞). Then in O(n log n) time we can compute a
weights vector u = (u1, · · · , un) ∈ [0,∞)n that satisfies
the following pair of properties.
(i) With probability at least 1− δ, for every x ∈ Sd−1 it
holds that
(1− ε) ·
∑
i∈[n]
wi · |aTi x− bi|z ≤
∑
i∈[n]
ui · |aTi x− bi|z
≤(1 + ε) ·
∑
i∈[n]
wi · |aTi x− bi|z.
(ii) The weights vector u has O
(
log 1δ
ε2
)
non-zero entries.
Proof. See proof of Theorem C.8 in the appendix.
9. Experimental Results
To demonstrate the correctness and robustness of our al-
gorithms, we implemented them in Matlab and compared
them to some commercial software for non-convex opti-
mization. A discussion is provided after each test, and an
overall discussion is provided in Section 9.4. Open code is
provided (Jubran et al., 2019).
Hardware. All the following tests were conducted using
Matlab R2019a and Maple 2018 on a Lenovo W541 laptop
with an Intel i7-4710MQ CPU @ 2.50GHZ and 8GB RAM.
Let N(µ, σ) denote a Gaussian distribution with mean µ
and standard deviation σ and let U(r) denote a uniform
distribution over [0, r].
9.1. Constrained `p regression
The dataset. We conducted 3 tests with different values of
p and d. The data for each test was a matrix A ∈ Rn×d of
n points, and a vector b ∈ Rn, where each entry of A and b
was sampled from U(200), i.e. uniformly at random from
[0,200].
Objective. The test aims to solve problem (3). The goal
was to minimize the constrained `p regression function fp =
‖Ax− b‖p for different values of p ≥ 1.
Algorithms. We compare the following 5 algorithms, which
aim to minimize fp over every unit vector x.
OUR-ALGORITHM: This algorithm computes X =
CALC-X-CANDIDATES(A, b), and returns minx∈X fp.9
Figure 4. Constrained `p regression; See details in Section 9.1. Each test was repeated 15 times. (left) Average time comparison and
standard deviation for p = 1 and d = 3, (right) Average time comparison and standard deviation for p = 3.5 and d = 3. YALMIP-
BMIBNB did not support p = 3.5. The value of the objective function in both cases was similar for all methods, hence we present only
time comparison.
Figure 5. Constrained `p regression for p = 0.1 and d = 5; See details in Section 9.1. The test was repeated 15 times. (left) Average time
and standard deviation comparison, (right) Average value of the objective function and standard deviation comparison. YALMIP-BMIBNB
and YALMIP-BARON do not support p ∈ (0, 1). Also, it is worth mentioning that in many cases, MAPLE30 and MAPLE100 did not
return a unit vector as output.
MAPLE30: Maple (Char et al., 2013) provides a function
named GlobalOptima from the DirectSearch optimiza-
tion package version 2 (Moiseev, 2011). This function takes
as input an objective function, a constraint, and an integer
which specifies the number of initial ”simulated points“,
where both the accuracy and the computation time increase
with larger number of simulated points. The function aims
to compute the global minima of non-linear multivariate
functions under given constraints. We call this function
from Matlab with the objective function fp, the constraint
‖x‖ = 1, and the default number (30) of initial simulated
points.
MAPLE100: same as MAPLE30 but with number=100 of
initial simulated points.
YALMIP-BMIBNB: The Yalmip library (Lofberg, 2004) for
Matlab provides a function named optimize, which takes
as input an objective function to minimize, a constraint, and
a solver program, and aims to optimize the given function
under the given constraint using the given solver. We run
this function with the objective function fp, the constraint
‖x‖ = 1, and the bmibnb solver (Narendra & Fukunaga,
1977) which aims to solve non-convex problems.
YALMIP-BARON: same as the previous algorithm, but with
the Baron solver (Tawarmalani & Sahinidis, 2005; Sahini-
dis, 2017) which is a widely used commercial software for
global optimization.
The results are shown in Figures 4 and 5.
Discussion. Figure 4 presents the computation time re-
quired for the suggested methods with p ≥ 1. We conducted
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Figure 6. Constrained `p regression with outliers; See Section 9.2 for details. The test was repeated 15 times. (left) Average time and
standard deviation comparison, (right) Average value of the objective function comparison, where the x-axis is the percentage k of
outliers in the data.
Figure 7. Constrained `p regression with unknown matching; See Section 9.3 for details. The test was repeated 15 times. (left) Average
time and standard deviation comparison, (right) Average value of the objective function and standard deviation comparison.
two tests: p = 1 and p = 3.5, both for increasing values of
n.
As the graph for p = 1 shows, OUR-ALGORITHM man-
aged to compute the output in a fraction of the time it took
other methods to compute their output, except for YALMIP-
BARON, which was a close second. In this test, the cost
(error) of all methods was similar.
The graph for p = 3.5 presents similar results. However,
this time YALMIP-BARON took time which is more than 10
folds larger than the other methods. Hence it is presented as
a thick black line at the top of the graph. Also for this case
the cost (error) of all methods was similar.
Figure 5 presents both the cost (error) and the computation
time of the suggested methods for p = 0.1 with increasing
values of n. In this test, we were only able to run MAPLE30
and MAPLE100, as the other methods either did not support
p < 1 or did not return an output in a reasonable amount of
time.
As the time comparison graph shows, OUR-ALGORITHM
required time which is 2 orders of magnitude smaller than
the time it took MAPLE30 and MAPLE100.
The costs graph shows that at n = 10, the cost of MAPLE30
and MAPLE100 start to grow exponentially faster than the
cost of OUR-ALGORITHM. The gap between the cost of
OUR-ALGORITHMand the cost of the other methods contin-
ues to grow with n.
9.2. Robustness to outliers
The test in this subsection aims to solve Problem (4).
The dataset. We generated a matrix A ∈ R80×3 where
each entry was sampled randomly from U(200), and a unit
vector x ∈ R3 was randomly generated. We then define
b = Ax . Gaussian noise drawn from N(0, 30) was then
added to each of the entries ofA and b respectively. We then
added noise sampled randomly from U(20000) to bk · Ac
entries of A and their corresponding entries of b, where
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Figure 8. Constrained `p regression with unknown matching; See Section 9.3 for details. The test was repeated 15 times. (Left): Average
time and standard deviation comparison, (Right): Average value of the objective function comparison.
k ∈ [0, 1/2].
Objective. This test aims to solve (4). The goal
of the experiment was to minimize the fO(A, b, x) =∑
i∈[n] ‖small(Ax− b, 3n/4)‖1 over every unit vector x.
Algorithms. We compared the following 4 algorithms,
which aim to minimize fO(A, b, x) over every unit vector
x.
OUR-ALGORITHM above with objective function
fO(A, b, x).
MAPLE-RANSAC: A random sample consensus
(RANSAC) scheme (Fischler & Bolles, 1981), where
at each iteration we sample uniformly at random cor-
responding subsets Aˆ, and bˆ of size 3 from A and b
respectively, called MAPLE30 with objective function∥∥∥Aˆx− bˆ∥∥∥
1
and constraint ‖x‖ = 1 to obtain some unit
vector xˆ ∈ R3, computed the number of pairs (ai, bi) that
satisfy |aTi xˆ − bi| ≤ 200 (inlier points) and pick the unit
vector with maximal number of inliers denoted by A∗ and
b∗. Final call is made to MAPLE30 with objective function
‖A∗x− b∗‖1 and constrain ‖x‖ = 1 that returns its output.
BMIBNB-RANSAC: As MAPLE-RANSAC but calls
YALMIP-BMIBNB instead of MAPLE30.
BARON-RANSAC: As MAPLE-RANSAC but calls YALMIP-
BARON instead of MAPLE30.
The results are shown in Figure 6.
Discussion. Figure 6 presents both the cost (error) and the
computation time of the suggested methods, while increas-
ing the value of k (the fraction of outliers in the data).
As the time comparison graph shows, OUR-ALGORITHM
managed to compute the output faster than the other meth-
ods.
The costs graph demonstrates the robustness in practice of
our algorithm to outliers. The cost of OUR-ALGORITHM
was roughly constant as the fraction k of outliers grew until
k = 0.25. At k > 0.25, the cost of OUR-ALGORITHM
had a sharp increase. This is not surprising since the cost
function sums over 75% of the points with the smallest cost.
In other words, when k > 0.25, 75% of the data with the
smallest cost must contain points who are outliers. The other
methods showed an immediate increase in cost as soon as
outliers were introduced to the data (k > 0).
9.3. Unknown correspondences between A and b
The test in this subsection aims to solve (5).
The dataset is a matrix A ∈ Rn×3 where each entry was
sampled randomly from U(200), and Ax = b for some
random unit vector x ∈ Rd. The rows of A have then been
shuffled with a random permutation. We then added small
Gaussian noise drawn from N(0, 10) to every entry of A
and b respectively.
Objective. Let Y = {(ai, bi)}ni=1. The goal of the experi-
ment was to minimize fM (Ym, x) =
∑
i∈[n] |aTi x− bm(i)|
over every unit vector x ∈ R3 and permutation m.
Algorithms. We compared the 5 following algorithms.
OUR-MATCH-ALG: Run
MATCH-ALGORITHM(A, b, fM ); See Algorithm 3.
MAPLE30-ICP: An iterative closest point (ICP) scheme
where we alternate between the following two steps un-
til there is no sufficient change in the cost function: (1)
Call MAPLE30 with objective function ‖A′x− b‖1 and con-
straint ‖x‖ = 1 to obtain a unit vector x′, where A′ = A at
the first iteration, and (2) Compute the optimal permutation
(a shuffling of A’) that minimizes the differences between
A′x′ and b, and apply the shuffling to A′. This is done using
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the Hungarian method (Kuhn, 1955).
MAPLE100-ICP: Similar to MAPLE30-ICP but calls
MAPLE100 instead of MAPLE30.
BMIBNB-ICP: Similar to MAPLE30-ICP but calls
YALMIP-BMIBNB instead of MAPLE30.
BARON-ICP: Similar to MAPLE30-ICP but calls YALMIP-
BARON instead of MAPLE30.
The results are shown in Figure 7.
Discussion. As the costs graph in Figure 7 shows, OUR-
MATCH-ALG solved (4) with higher accuracy than all other
methods.
9.3.1. UNKNOWN CORRESPONDENCES BETWEEN A AND
b, WITHOUT NOISE.
We conducted another test similar to the previous test, for the
case where the correspondences are unknown, but without
adding noise to the data. In other words, a matrixA ∈ Rn×3
was generated, where each entry was sampled randomly
from U(200), and a corresponding vector b ∈ Rn was
computed such that Ax = b for some random unit vector
x ∈ Rd. The rows of A have then been shuffled with a
random permutation. We did not add noise to the data. The
objective function and the algorithms tested are similar to
the previous test.
The results are shown in Figure 8.
Discussion. As expected due to the constant factor ap-
proximation guaranteed of all our algorithms, the cost of
OUR-MATCH-ALG was constant at 0. Which means OUR-
MATCH-ALGwas able to recover the unit vector and the
matching function correctly, while the other methods could
not.
9.4. Overall discussion
Variance. As all the figures in Section 9 show, the vari-
ance of our algorithms was smaller and more stable than the
variance of the other methods. This happens since our algo-
rithms are guaranteed to compute an approximated (”good”)
result. In other words, the output cost of our algorithms
can not have a dignificant change, since it is guaranteed
to be with in small range of the optimal objective function
value. Hence the small variance. The running time of our
algorithms is deterministic. Hence the computation time
variance is small as well.
The constants behind our approximation factors. Our
theorems guarantee that the output cost of our algorithms
is always within range of the optimal value of the objective
function used, up to a constant factor of 4d−1 ∈ O(4d).
This bound on the approximation constant is a worst case
analysis bound. In practice however, this constant is much
smaller.
Decreasing the computation time of our algorithms. Ob-
serve that since our algorithms are embarrassingly parallel,
using a computer with M cores would have reduced the
running time of our algorithms by a factor of M .
10. Conclusion and Open Problems
We proposed the first provable polynomial time approxima-
tion algorithms for the constrained `p regression problem,
for any constant p > 0 and d ≥ 1, including versions for
handling outliers, and unknown order of rows in A. Us-
ing coresets, the running time is near linear in some cases.
Experimental results show that our algorithms outperform
existing commercial solvers. Open problems: (i) Running
time that is polynomial in d is hopeless since the problem
is NP-hard, but additive approximations may be obtained
via projection on random subspaces or PCA, (ii) (1 + ε)-
approximations, (iii) near-linear time algorithms for the
unknown matching case, and streaming version for these
cases.
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A. Regression with Given Matching
The following corollary states that if we double the distance
on a unit sphere to a point y, which is the closest point on
the unit sphere to a line `, then the distance to ` will grow
by at most a multiplicative factor of 4.
Corollary A.1 (Corollary 6.2). Let a ∈ R2 \{0} and b ≥ 0.
Let y ∈ argminx∈S1 |aTx− b|. Then for every u∗, u′ ∈ S
such that ‖u′ − y‖ ≤ 2 · ‖u∗ − y‖ we have
|aTu′ − b| ≤ 4 · |aTu∗ − b|.
Proof. Let g : [0, 2pi) → [0,∞) such that g(α) =∣∣∣sin(α)− b‖a‖ ∣∣∣. Let M(g) = argminα∈[0,2pi) g(α) be the
set of minima of g.
By replacing b with b‖a‖ in Corollary 6.1, g is a piecewise
2-log-Lipschitz function. Hence, by Definition 5.3, there is
a partition X1, · · · , Xm of [0, 2pi), a set of 2-log-Lipschitz
functions h1, · · · , hm, and a set M(g) = {α∗1, · · · , α∗m} of
minima such that for every i ∈ [m] and α1, α2 ∈ Xi where
|α2 − xi| ≤ 2 · |α1 −i | we have that
g(α2) = hi(|α2−xi|) ≤ 4 ·hi(|α1−xi| = 4 ·g(α1), (9)
where the first derivation holds by property (iii) of Defini-
tion 5.3, the second derivation holds by combining that hi is
a 2-lop-Lipschitz function with |α2−xi| ≤ 2·|α1−xi|, and
the last derivation holds by Property (iii) of Definition 5.3.
Without loss of generality, assume that a‖a‖ = (1, 0)
T . Oth-
erwise rotate the coordinates system. Let x : R→ R2 such
that x(α) = (sinα,− cosα)T . For every α ∈ [0, 2pi) we
now have that
|aTx(α)− b| = ‖a‖
∣∣∣∣ aT‖a‖x(α)− b‖a‖
∣∣∣∣
= ‖a‖
∣∣∣∣sinα− b‖a‖
∣∣∣∣ = ‖a‖ · g(α). (10)
Let αy ∈ [0, 2pi) such that y = x(αy). We now have that
‖a‖ g(αy) = |aT y − b| = min
α∈[0,2pi)
|aTx(α)− b|
= min
α∈[0,2pi)
‖a‖ g(α),
where the first derivation is by combining (10) and the def-
initions of y and αy, the second derivation is by the defi-
nition of x(α), and the last derivation is by (10). Hence,
αy ∈M(g).
Let u′, u∗ ∈ S and α′, α∗ ∈ [0, 2pi) such that u′ = x(α′)
and u∗ = x(α∗). Since ‖u′ − y‖ ≤ 2 · ‖u∗ − y‖ by the
assumption of the Corollary, we get that |α′−αy| ≤ 2|α∗−
αy| by simple linear algebra. Due to the last inequality and
since αy ∈M(g), we can substitute α2 = α′ and α1 = α∗
in (9) to obtain
g(α′) ≤ 4g(α∗). (11)
Corollary 6.2 now holds as
|aTu′ − b| = |aTx(α′)− b| = ‖a‖ · g(α′)
≤ 4 ‖a‖ · g(α∗) = 4|aTx(α∗)− b|
= 4|aTu∗ − b|,
where the first derivation is by the definition of u′, the sec-
ond derivation is by substituting α = α′ in (10), the third
derivation is by (11), the fourth derivation is by substituting
α = α∗ in (10) and the last derivation is by the definition of
α∗.
Lemma A.2 (Lemma 6.3). Let A = (a1 | · · · | an)T ∈
Rn×d\{0}d×d be a non-zero matrix such that n ≥ d−1 ≥ 1
points, and let b = (b1, · · · , bn)T ∈ [0,∞)n and x∗ ∈
Sd−1. Then there exists j ∈ [n] where ‖aj‖ 6= 0 and
xj ∈ argminx∈Sd−1 |aTj x− bj | such that for every i ∈ [n]
|aTi xj − bi| ≤ 4 · |aTi x∗ − bi|.
Proof. For every i ∈ [n], if ‖ai‖ = 0, then for every x ∈
Sd−1 it holds that |aTi x− bi| = |bi| ≤ 4|bi| = 4|aTi x∗− bi|.
Therefore, we ignore vectors of zero length and assume that
A does not contain any zero row.
For every i ∈ [n], let
Mi = argmin
x∈Sd−1
∣∣∣∣ aTi‖ai‖x− bi‖ai‖
∣∣∣∣ ,
x′ ∈ argmin
x∈⋃i∈[n]Mi ‖x
∗ − x‖ ,
j ∈ [n] such that x′ ∈Mj ,
i.e.,Mi is the set of all unit vectors that minimize |aTi x−bi|,
x′ is the unit vector that is closest to x∗ among all vectors
in
⋃
i∈[n]Mi, and j is the index of the set Mj such that
x′ ∈Mj .
Put i ∈ [n]. We prove that
|aTi x′ − bi| ≤ 4 · |aTi x∗ − bi|. (12)
This would prove the lemma since x′ ∈ Mj =
argminx∈Sd−1 |aTj x− bj |.
Indeed, assume without loss of generality that ai‖ai‖ =
(1, 0, · · · , 0)T and that x∗ = (x∗1, x∗2, 0, · · · , 0)T , x∗2 ≥ 0.
Otherwise, rotate the coordinate system as follows: rotate
ai
‖ai‖ until it coincides with the x-axis. Then, rotate the sys-
tem around the x-axis (i.e., without changing ai‖ai‖ ), until
x∗ intersects the xy-plane at the halfspace with positive y
values.
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We prove (12) via the following case analysis: (i) bi ≤ ‖ai‖
and (ii) bi > ‖ai‖.
Case (i): bi ≤ ‖ai‖. Let y = (y1, y2, · · · , yd)T :=
( bi‖ai‖ ,
√
1− b2i‖ai‖2 , 0, · · · , 0)
T . Observe that y ∈Mi since
|aTi y − bi| = ‖ai‖
∣∣∣∣ aTi‖ai‖y − bi‖ai‖
∣∣∣∣
= ‖ai‖
∣∣∣∣ bi‖ai‖ − bi‖ai‖
∣∣∣∣ = 0.
Identify x′ = (x′d1, · · · , x′d) and x∗ = (x∗1, · · · , x∗d). Let
v′ =
(
x′1,
√
1− x′12
)T
, v∗ =
(
x∗1,
√
1− x∗12
)T
and
y′ = (y1, y2)T =
(
bi
‖ai‖ ,
√
1− b2i‖ai‖2
)T
. Since v′1 = x
′
1
and ‖v′‖ = ‖x′‖ = 1 we obtain
v′2
2
= ‖v′‖2 − v21 = ‖v′‖2 − x′12
= ‖x′‖2 − x′12 =
d∑
j=2
x′j
2 ≥ x′22
(13)
We now have that
‖x′ − x∗‖2 = ‖x′‖2 + ‖x∗‖2 − 2x′Tx∗
= ‖v′‖2 + ‖v∗‖2 − 2(x′1 · x∗1 + x′2 · x∗2)
(14)
= ‖v′‖2 + ‖v∗‖2 − 2(v′1 · v∗1 + x′2 · x∗2)
(15)
≥ ‖v′‖2 + ‖v∗‖2 − 2(v′1 · v∗1 + v′2 · x∗2)
(16)
= ‖v′ − v∗‖2 , (17)
where (14) holds since only the first two entries of x∗ are
non-zero, (15) is by the definitions of v′ and v∗, and (16)
holds by combining the squared root of (13) with the as-
sumption that x∗2 ≥ 0.
Hence, we obtain that
‖v′ − v∗‖ ≤ ‖x′ − x∗‖ (18)
≤ ‖y − x∗‖ (19)
= ‖y′ − v∗‖ , (20)
where (18) is by taking the squared root of (17), (19) holds
by combining the definition of x′ and the fact that y ∈Mi ⊆⋃
l∈[n]Ml, and (20) holds by the definitions of y
′ and v∗.
Hence,
‖v′ − y′‖ ≤ ‖v′ − v∗‖+ ‖v∗ − y′‖ ≤ 2 · ‖v∗ − y′‖ ,
where the first inequality is the triangle inequality, and the
second inequality is by (20).
Since |(1, 0)y′ − bi‖ai‖ | = 0 we have y′ ∈
argminx∈S |(1, 0)x − bi‖ai‖ |. Therefore, substituting a =
(1, 0)T , b = bi‖ai‖ , y = y
′, u∗ = v∗ and u′ = v′ in Corol-
lary 6.2 yields that∣∣∣∣(1, 0)v′ − bi‖ai‖
∣∣∣∣ ≤ 4 · ∣∣∣∣(1, 0)v∗ − bi‖ai‖
∣∣∣∣ . (21)
Hence,
|aTi x′ − bi| = ‖ai‖ ·
∣∣∣∣ aTi‖ai‖x′ − bi‖ai‖
∣∣∣∣
= ‖ai‖ ·
∣∣∣∣(1, 0)v′ − bi‖ai‖
∣∣∣∣
≤ 4 ‖ai‖ ·
∣∣∣∣(1, 0)v∗ − bi‖ai‖
∣∣∣∣ = 4 · |aTi x∗ − bi|,
where in the first equality we multiply and divide by ‖ai‖,
the second and last equality are by the assumption ai‖ai‖ =
(1, . . . , 0)T , and the inequality is by (21).
Case (ii): bi > ‖ai‖. Let a = ai‖ai‖ and b = bi‖ai‖ . In this
case, we have
|aTi x′ − bi| = ‖ai‖ ·
∣∣∣∣b− aTi‖ai‖x′
∣∣∣∣
= ‖ai‖ ·
∣∣∣∣b− 1 + 1− aTi‖ai‖x′
∣∣∣∣
= ‖ai‖ ·
(
b− 1 + ∣∣1− aTx′∣∣) ,
(22)
where the last derivation holds since b − 1 > 0 by the
assumption of Case (ii), and 1 ≥ x′1 = a
T
i
‖ai‖x
′ = aTx′
since x′ is a unit vector.
Since for bi = 1 and ai = a the condition bi ≤ ‖ai‖ of
Case (i) holds, we obtain by Case (i) that
|1− aTx′| = |aTx′ − bi| ≤ 4|aTx∗ − bi| = 4|aTx∗ − 1|.
(23)
This proves Case (ii) as
|aTi x′ − bi| = ‖ai‖ ·
(
b− 1 + ∣∣1− aTx′∣∣) (24)
≤ ‖ai‖ ·
(
b− 1 + 4 · ∣∣1− aTx∗∣∣) (25)
≤ 4 ‖ai‖ ·
(
b− 1 + ∣∣1− aTx∗∣∣) (26)
= 4 ‖ai‖ ·
∣∣b− aTx∗∣∣ (27)
= 4 · |aTi x∗ − bi|,
where (24) is by (22), (25) is by (23), (26) holds since b−
1 ≥ 0, and (27) holds since aTx∗ ≤ 1 ≤ b.
As explained in Section 6, the optimization problem
minx∈Sd−1 ‖Ax− b‖1 can be interpreted as computing a17
point x′ on the unit sphere that minimizes the sum of dis-
tances to n given hyperplanes H = {h1, · · · , hn} in Rd.
The following lemma suggests that there are m ≤ d − 1
hyperplanes from H and a unit vector x′ in the intersection
in the intersection of the first m − 1 hyperplanes, that is
closest to the last hyperplane, that is closer to every one of
the n hyperplane in H , up to a factor of 4d−1 than x∗, i.e.,
|aTi x′ − bi| ≤ 4d−1 · |aTi x∗ − bi| for every i ∈ [n].
To find such a vector x′, we begin with an initial set of
candidate solutions Sd−1, i.e., all unit vectors in Rd. The
proof of the following lemma consists of at most d−1 steps,
each step adds c ≥ 1 more constraints on the candidate unit
vectors for the solutions, and adds another factor of 4 to the
final approximation factor. This induction terminates when
the number of added constraints is d− 1 (so there is a finite
set of candidates for x′). Each step suggests that we can
rotate x′, until it minimizes its distances |aTj x′ − bj | to one
of the hyperplanes (the jth hyperplane in the proof), without
increasing each of the other n− 1 distances by more than
a multiplicative factor of 4. This follows from Lemma 6.3.
Afterwards, we reduce the problem to an instance of the
same optimization problem but with less free parameters.
Lemma A.3 (Lemma 6.4). Let A = (a1 | · · · | an)T ∈
Rn×d be a non-zero matrix of n ≥ d − 1 ≥ 1 rows, let
b = (b1, · · · , bn)T ∈ [0,∞)n, and let x∗ ∈ Sd−1. Then
there is a set {i1, · · · , ir} ⊆ [n] of r ∈ [d − 1] indices
such that for X = opt((ai1 | · · · | air ), (bi1 , · · · , bir )) and
every i ∈ [n], there is x′ ∈ X that satisfies
|aTi x′ − bi| ≤ 4d−1 · |aTi x∗ − bi|. (28)
Moreover, (28) holds for every x′ ∈ X if |X| =∞.
Proof. For every i ∈ [n], if ‖ai‖ = 0, then for every x ∈
Sd−1 we have |aTi x− bi| = |bi| ≤ 4 · |bi| = 4 · |aTi x∗− bi|
and (28) trivially holds. Therefore, in the rest of the proof
we assume ‖ai‖ 6= 0 for every i ∈ [n].
The proof is by induction on the dimension d.
Base case for d = 2: Substituting A, b, and d = 2
in Lemma 6.3 yields that there is j ∈ [n] and xj ∈
argminx∈S |aTj x− bj | that satisfy, for every i ∈ [n],
|aTi xj − bi| ≤ 4 · |aTi x∗ − bi|.
For every a ∈ R2 and b ≥ 0, we have that
argmin
x∈S
|aTx− b|
=

{
a
‖a‖
}
, if b ≥ ‖a‖{
x ∈ S | aT‖a‖x = b‖a‖
}
, otherwise;
(29)
see Figure 1 for a geometric illustration of the solutions for
argminx∈S |aTx−b|, in both cases where b ≥ ‖a‖ and b <
‖a‖. Substituting m = 1, a1 = aj and b1 = bj in Defini-
tion 5.1 implies xj ∈ argminx∈S |aTj x− bj | = opt(xj , bj).
By (29), |opt(xj , bj)| =
∣∣argminx∈S |aTj x− bj |∣∣ ≤ 2.
Hence, X = opt(xj , bj) and x′ = xj satisfies (28) in
Lemma 6.4.
Case d ≥ 3: Inductively assume that Lemma 6.4 holds for
d′ = d − 1. For every i ∈ [n], let opti = opt(ai, bi); See
Definition 5.1. Put i ∈ [n]. If ‖ai‖ ≤ bi, then
opti = argmin
x∈Sd−1
|aTi x− bi| = argmin
x∈Sd−1
(
bi − aTi x
)
= argmax
x∈Sd−1
aTi x =
{
ai
‖ai‖
}
.
(30)
If ‖ai‖ > bi, then minx∈Sd−1 |aTi x− bi| = 0. In this case,
opti = argmin
x∈Sd−1
|aTi x− bi| =
{
x ∈ Sd−1 | aTi x = bi
}
=
{
x ∈ Sd−1 | ai‖ai‖
T
x =
bi
‖ai‖
}
.
(31)
Combining (30) and (31) yields that
opti =

{
ai
‖ai‖
}
, if ‖ai‖ ≤ bi{
x ∈ Sd−1 | ai‖ai‖
Tx = bi‖ai‖
}
, if ‖ai‖ > bi.
.
(32)
Therefore,
|opti| =
{
1, if ‖ai‖ ≤ bi
∞, if ‖ai‖ > bi
. (33)
Substituting A, b and x∗ in Lemma 6.3 yields that there
is an index j ∈ [n] and a corresponding unit vector xj ∈
argminx∈Sd−1 |aTj x−bj | = optj such that for every i ∈ [n]
|aTi xj − bi| ≤ 4 · |aTi x∗ − bi|. (34)
We continue with the following case analysis: (a): ‖aj‖ ≤
bj and (b): ‖aj‖ > bj .
Case (a): ‖aj‖ ≤ bj . Similarly to (32), we have that
optj =

{
aj
‖aj‖
}
, if ‖aj‖ ≤ bj{
x ∈ Sd−1 | aj‖aj‖
T
x =
bj
‖aj‖
}
, if ‖aj‖ > bj .
.
(35)
Combining the previous definition of optj with the assump-
tion of Case (a) yields
|optj | =
∣∣∣∣{ aj‖aj‖
}∣∣∣∣ = 1. (36)
By combining (34), (36) and the fact that aj‖aj‖ ∈ optj =
opt(aj , bj), we obtain that Lemma 6.4 holds for the case18
that ‖aj‖ ≤ bj and every d ≥ 3, by letting r = 1, i1 = j
and x′ = aj‖aj‖ .
Case (b): ‖aj‖ > bj . Put i ∈ [n]. Assume without loss of
generality that aj‖aj‖ = ed = (0, · · · , 0, 1) ∈ Rd. Otherwise,
rotate the coordinates system. Hence,
optj =
{
x ∈ Sd−1 | a
T
j
‖aj‖x =
bj
‖aj‖
}
=
{
x ∈ Sd−1 | eTd x =
bj
‖aj‖
}
=
{
x = (x1, · · · , xd) ∈ Sd−1 | xd = bj‖aj‖
}
,
(37)
where the first derivation holds by substituting i = j in (32),
and the second derivation holds by the assumption that
aj
‖aj‖ = ed.
For every m ∈ [n], identify the entries of am by
(a1m, · · · , adm), let
b′m = −
(
adm · bj
‖aj‖ − bm
)
,
and
a′m =
√
1−
(
bj
‖aj‖
)2
· (a1m, · · · , ad−1m )T ∈ Rd−1.
For every x = (x1, · · · , xd) ∈ optj , let
v(x) =
(x1, · · · , xd−1)T
‖(x1, · · · , xd−1)‖ ∈ S
d−2,
and observe that
∥∥(x1, · · · , xd−1)∥∥ 6= 0 since ‖x‖ = 1 and
|xd| = |bj |‖aj‖ < 1. For every x ∈ optj we have that
|aTi x− bi| (38)
=
∣∣(a1i , · · · , ad−1i )(x1, · · · , xd−1)T + adi · xd − bi∣∣
=
∣∣∣∣(a1i , · · · , ad−1i )(x1, · · · , xd−1)T + adi · bj‖aj‖ − bi
∣∣∣∣
(39)
=
∣∣(a1i , · · · , ad−1i )(x1, · · · , xd−1)T − b′i∣∣ (40)
=
∣∣∣∣∣∣∣∣
√
1−
(
bj
‖aj‖
)2
· (a1i , · · · , ad−1i )
(x1, · · · , xd−1)T√
1−
(
bj
‖aj‖
)2 − b′i
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
√
1−
(
bj
‖aj‖
)2
· (a1i , · · · , ad−1i )
(x1, · · · , xd−1)T
‖(x1, · · · , xd−1)‖ − b
′
i
∣∣∣∣∣∣
(41)
=
∣∣a′Ti v(x)− b′i∣∣ , (42)
where (39) is by (37), (40) is by the definition of b′i, (41)
holds since x is a unit vector, and (42) is by the definition
of a′i.
We continue the proof of Case (b) with the following subcase
analysis: b(i) a′i = ~0 for every i ∈ [n] \ {j}, and b(ii)
a′l 6= ~0(d− 1) for some index l ∈ [n] \ {j}.
Subcase b(i): a′i = ~0(d − 1) for every i ∈ [n] \ {j}. Put
x′ ∈ optj and i ∈ [n]\{j}. In this case, for every xˆ ∈ Sd−2
we have that
|a′ixˆ− b′i| = |b′i|. (43)
We thus obtain that
|aTi x′ − bi| = |a′Ti v(x′)− b′i| = |b′i|, (44)
where the first equality is by (42) and the last equality is
by (43).
Combining (44) and the fact that xj ∈ optj yields
|aTi x′ − bi| = |aTi xj − bi|.
Combining the last equality with (34) yields
|aTi x′ − bi| ≤ 4 · |aTi x∗ − bi|.
Combining that the last equality holds for every x′ ∈ optj
and i ∈ [n], with the fact that |optj | = ∞ by (35) proves
Subcase b(i) of Lemma 6.4 for X = optj .
Subcase b(ii): a′l 6= ~0(d − 1) for some l ∈ [n] \ {j}. We
have that
|a′Ti v(xj)− b′i| = |aTi xj − bi| ≤ 4 · |aTi x∗ − bi|, (45)
where the equality follows by substituting x = xj in (42),
and the inequality holds by (34).
Let A′ = (a′1 | · · · | a′j−1 | a′j+1 | · · · , a′n)T ∈
R(n−1)×(d−1), b′ = (b′1, · · · , b′j−1, b′j+1, · · · , b′n)T ∈
Rn−1. Applying the inductive assumption on A′, b′ and
v(xj) yields that there exists a set {i1, · · · , im} ⊆ [n] \ {j}
of m ∈ [d − 2] indices such that for opt′ = opt((a′i1 |· · · | a′im), (b′i1 , · · · , b′im)) and every i ∈ [n] \ {j} there is
xˆ ∈ opt′ that satisfies
|a′ixˆ− b′i| ≤ 4d−2 · |a′iv(xj)− b′i|. (46)
Moreover, (46) holds for every xˆ ∈ X ′ if |opt′| =∞.
Let
opt = opt((aj | ai1 | · · · | aim), (bj , bi1 , · · · , bim)).
(47)
We continue to prove Lemma 6.4 for Subcase b(ii) using
another case analysis. Subcase b(ii,1): |opt′| ∈ O(1) and
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there is xˆ ∈ opt′ that satisfies (46), and Subcase b(ii,2):
|opt′| =∞ and every xˆ ∈ opt′ satisfies (46).
Subcase b(ii,1): |opt′| ∈ O(1) and there is xˆ ∈ opt′ that
satisfies (46). We prove there is x′ ∈ opt that satisfies (28)
and that |opt| ∈ O(1).
Let
x′ =
√1− ( bj‖aj‖
)2
· xˆT | bj‖aj‖
T ∈ Rd.
Observe that
v(x′) = xˆ ∈ opt′, (48)
by the definitions of x′ and xˆ respectively. Combining the
definition of x′ and (37) yields that x′ ∈ optj ⊆ Sd−1.
Therefore,
|aTi x′ − bi| = |a′Ti v(x′)− b′i| (49)
= |a′Ti xˆ− b′i| (50)
≤ 4d−2 · |a′Ti v(xj)− b′i| (51)
≤ 4d−1 · |aTi x∗ − bi|. (52)
where (49) holds by substituting x = x′ in (42), (50) is
by (48), (51) is by (46), and (52) holds by (45).
We now present the following observation that will be used
afterwards in the proof.
Observation A.4.
opt =
{
x′ ∈ optj | v(x′) ∈ opt′
}
.
Proof.
opt = opt((aj | ai1 | · · · | aim), (bj , bi1 , · · · , bim)) (53)
=

argmin
x′∈Sd−1:
aTj x
′=bj
|aTimx′ − bim |, if m = 1
argmin
x′∈Sd−1:
(aj |ai1 |···|aim−1 )T x′=
(bj ,bi1 ,··· ,bim−1 )T
|aTimx′ − bim |, otherwise
(54)
=

argmin
x′∈Sd−1:
aTj x
′=bj
|aTimx′ − bim |, if m = 1
argmin
x′∈Sd−1:
aTj x
′=bj ,
(ai1 |···|aim−1 )T x′=
(bi1 ,··· ,bim−1 )T
|aTimx′ − bim |, otherwise
(55)
=

argmin
x′∈Sd−1:
aTj
‖aj‖x
′=
bj
‖aj‖
|aTimx′ − bim |, if m = 1
argmin
x′∈Sd−1:
aTj
‖aj‖x
′=
bj
‖aj‖ ,
(ai1 |···|aim−1 )T x′=
(bi1 ,··· ,bim−1 )T
|aTimx′ − bim |, otherwise
(56)
=

argmin
x′∈Sd−1:
x′∈optj
|aTimx′ − bim |, if m = 1
argmin
x′∈Sd−1:
x′∈optj ,
(ai1 |···|aim−1 )T x′=
(bi1 ,··· ,bim−1 )T
|aTimx′ − bim |, otherwise
(57)
=

argmin
x′∈Sd−1:
x′∈optj
|a′Timv(x′)− b′im |, if m = 1
argmin
x′∈Sd−1:
x′∈optj ,
(a′i1 |···|a
′
im−1 )
T v(x′)=
(b′i1 ,··· ,b
′
im−1 )
T
|a′Timv(x′)− b′im |, otherwise
(58)
=
{
x′ ∈ optj | v(x′) ∈ opt((a′i1 | · · · | a′im), (b′i1 , · · · , b′im))
}
(59)
=
{
x′ ∈ optj | v(x′) ∈ opt′
}
(60)
where (53) holds by (47), (54) holds by (5.1) and since
there are at least 2 entries in (bj , bi1 , · · · , bim), (55) holds
since it’s the same as (54) just written differently. (56) holds
since ‖aj‖ > bj ≥ 0 and therefore there’s no division by 0.20
(57) holds by (37). (58) holds by (42). (59) holds by (5.1)
and (60) holds by the definition of opt′.
Combining the fact that x′ ∈ optj and (48) with Observa-
tion A.4 yields that
x′ ∈ opt.
It also holds that
|opt| = |{x′ ∈ optj | v(x′) ∈ opt′} |
=
∣∣∣∣{x′ = (x1, · · · , xd) | xd = bj‖aj‖ and v(x′) ∈ opt′
}∣∣∣∣
≤ |opt′| ∈ O(1),
(61)
where the last derivation is by the assumption of Subcase
b(ii,1).
Hence, Lemma 6.4 holds for Subcase b(ii,1) with X = opt
and x′ ∈ X .
Subcase b(ii,2): |opt′| = ∞ and every xˆ ∈ opt′ satis-
fies (46). We prove that |opt| =∞ and that every x′ ∈ opt
satisfies (28).
Similarly to (61), we have that |opt| ≤ |opt′| = ∞. For
every x′ ∈ opt, by Observation A.4 we have that x′ ∈ optj
and v(x′) ∈ opt′. Therefore, for every x′ ∈ opt we have
that
|aTi x′ − bi| = |a′Ti v(x′)− b′i| ≤ 4d−2 · |a′Ti v(xj)− b′i|
≤ 4d−1 · |aTi x∗ − bi|.
where the first equality holds by substituting x = x′ in (42),
the first inequality holds by substituting xˆ = v(x′) ∈ opt′
in (46), and the last inequality is by (45).
Hence, Lemma 6.4 holds for Subcase b(ii,2) with X = opt.
Combining Subcase b(ii,1) and Subcase b(ii,2) prove
Lemma 6.4 for Subcase (ii). Combining Subcase (i) and
Subcase (ii) proves Lemma 6.4 holds for Case (b) for every
d ≥ 3. Lemma 6.4 now holds for every d ≥ 3 by combining
Case (a) and Case (b).
Theorem A.5 (Theorem 6.5). Let A = (a1 | · · · | an)T ∈
Rn×d be a matrix of n ≥ d − 1 ≥ 1 rows, and let b =
(b1, · · · , bn)T ∈ Rn. Let X ⊆ Sd−1 be the output of a call
to CALC-X-CANDIDATES(A, b); see Algorithm 2. Then for
every x∗ ∈ Sd−1 there is a unit vector x′ ∈ Sd−1 such that
for every i ∈ [n],
|aTi x′ − bi| ≤ 4d−1 · |aTi x∗ − bi|.
Moreover, the set X can be computed in nO(d) time and its
size is |X| ∈ nO(d).
Proof. We use the variables as in Algorithm 2 for a call to
CALC-X-CANDIDATES(A, b).
Put x∗ ∈ Sd−1 and i ∈ [n]. In Lines 2–4 of Algorithm 2,
we define
b′i = |bi|, a′i = sign(bi) · ai.
Observe that for every a ∈ Rd, bˆ ∈ R and every x ∈ Rd
|aTx− bˆ| = | − aTx− (−bˆ)|. (62)
Substituting A with A′ = {a′1, · · · , a′n}, and b with b′ =
{b′1, · · · , b′n} and plugging x∗ in Lemma 6.4 yields that
there is a set {j1, · · · , jr} ⊆ [n] of m ∈ [d − 1] indices,
such that for X ′ = opt((a′j1 | · · · | a′jm), (b′j1 , · · · , b′jm))
and every i ∈ [n], there is xˆ ∈ X ′ that satisfies
|a′Ti xˆ− b′i| ≤ 4d−1 · |a′Ti x∗ − b′i|. (63)
Moreover, if |X ′| =∞ then every xˆ ∈ X ′ satisfies (63).
Let x′ be xˆ if |X ′| ∈ O(1), and x′ ∈ X ′ be an arbitrary
element if |X ′| = ∞. Hence, x′ satisfies (63). We now
have that
|aTi x′ − bi| = |a′Ti x′ − b′i| ≤ 4d−1 · |a′Ti x∗ − b′i|
= 4d−1 · |aTi x∗ − bi|,
(64)
where the first and last equalities hold by combining the
definitions of a′i and b
′
i with (62), and the inequality holds
since x′ satisfies (63).
It is left to prove that x′ is in the output set X . In Lines 5–
8 of Algorithm 2, we iterate over every r ∈ [d − 1] and
every subset {i1, · · · , ir} ∈ [n] of r indices and compute
the set S = opt((a′i1 | · · · | a′ir ), (b′i1 , · · · , b′ir )) using
Algorithm 1.
Therefore, when r = m, and i1 = j1, · · · , ir = jr, the call
to Algorithm 1 in Line 7 is guaranteed to compute a set S
that satisfies
S =
{
X ′, if |X ′| ∈ O(1)
xˆ ∈ X ′, otherwise. .
We then add S to the output set X . By the definition of x′
and the output guarantee of Algorithm 1, x′ ∈ S. Hence,
the output set X is guaranteed to contain an element that
satisfies (64).
The running time of Algorithm 2 is dominated by the nested
d · (nd) ∈ nO(d) ”for“ loops, each iteration taking O(d) time,
for a total of nO(d) running time. In each iteration, we add
O(1) unit vectors to X . Hence, |X| ∈ nO(d).
Theorem A.6 (Theorem 6.8). Let A = (a1 | · · · |
an)
T ∈ Rn×d be a matrix of n ≥ d − 1 ≥ 1 rows,
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and let b = (b1, · · · , bn)T ∈ Rn. Let cost, s, r be as
defined in Definition 6.6 for Y = {(ai, bi) | i ∈ [n]} and
D((a, bˆ), x) = |aTx − bˆ| for every a ∈ Rd, bˆ ∈ R and
x ∈ Rd. Then in nO(d) time we can compute a unit vector
x′ ∈ Sd−1 such that
cost(Y, x′) ≤ 4(d−1)rs · min
x∈Sd−1
cost(Y, x).
Proof. Let x∗ ∈ argminx∈Sd−1 cost(Y, x). Plugging A, b
and x∗ in Theorem 6.5 yields that in nO(d) time we can
compute a unit vector x′ ∈ Sd−1 such that for every i ∈ [n]
D((ai, bi), x
′) = |aTi x′ − bi| ≤ 4d−1 · |aTi x∗ − bi|
= 4d−1 ·D((ai, bi), x∗).
Theorem 6.8 now holds by plugging Y,D, cost, r, s, q′ =
x′, q∗ = x∗ and c = 4d−1 in Observation 6.7 as
cost(Y, x′) ≤ 4(d−1)rscost(Y, x∗)
= 4(d−1)rs min
x∈Sd−1
cost(Y, x).
B. Handling Unknown Matching
Theorem B.1 (Theorem 7.2). Let A = (a1 | · · · | an)T ∈
Rn×d be a matrix containing n ≥ d − 1 ≥ 1 rows, let
b = (b1, · · · , bn)T ∈ Rn, and let D((a, bˆ), x) = |aTx− bˆ|
for every a ∈ Rd, bˆ ∈ R and x ∈ Rd. Let cost, r be as
defined in Definition 6.6 for Y = {(ai, bi) | i ∈ [n]}, D
and f(v) = ‖v‖1. Let (x˜, m˜) be a pair of unit vector and
permutation (matching function) which is the output of a
call to MATCH-ALGORITHM(A, b, cost); see Algorithm 3.
Then it holds that
cost(Ym˜, x˜) ≤ 4(d−1)r ·min
x,m
cost(Ym, x),
where the minimum is over every unit vector x ∈ Sd−1 and
m ∈ Perms(n). Moreover, (x˜, m˜) is computed in nO(d)
time.
Proof. Put (x∗,m∗) ∈ argminx,m cost(Ym, x), where the
minimum is over every unit vector x ∈ Sd−1 and permuta-
tion m ∈ Perms(n), and put i ∈ [n].
In Lines 4-6 of Algorithm 3, we define
b′i = |bi|, a′i = sign(bi) · ai.
For every a ∈ Rd, bˆ ∈ R and every x ∈ Sd−1, we have
|aTx− bˆ| = | − aTx− (−bˆ)|. (65)
Substituting A with A′ = {a′1, · · · , a′n}, b with b′ ={
b′m∗(1), · · · , b′m∗(n)
}
and plugging x∗ in Lemma 6.4
yields that there is a set {j1, · · · , jm} ⊆ [n] of m ∈
[d − 1] indices, such that for X ′ = opt((a′j1 | · · · |
a′jm), (b
′
m∗(j1), · · · , b′m∗(jm))) and every i ∈ [n], there is
xˆ ∈ X ′ that satisfies
|a′Ti xˆ− b′M∗(i)| ≤ 4d−1 · |a′Ti x∗ − b′M∗(i)|. (66)
Moreover, if |X ′| =∞ then every xˆ ∈ X ′ satisfies (66).
Let x′ be xˆ if |X ′| ∈ O(1), and x′ ∈ X ′ be an arbitrary
element if |X ′| = ∞. Hence, x′ satisfies (66). We now
have
|aTi x′ − bm∗(i)| = |a′Ti x′ − b′m∗(i)|
≤ 4d−1 · |a′Ti x∗ − b′m∗(i)|
= 4d−1 · |aTi x∗ − bm∗(i)|.
(67)
where the first and last equalities hold by combining the
definitions of a′i and b
′
i with (65), and the inequality holds
since x′ satisfies (66).
Since (67) holds for every i ∈ [n], we can substitute Y =
Ym∗ =
{
(ai, bm∗(i))
}n
i=1
, q′ = x′, q∗ = x∗ and c = 4d−1
in Observation 6.7 to obtain that
cost(Ym∗ , x
′) ≤ 4r(d−1) · cost(Ym∗ , x∗). (68)
It is left to prove that x′ is in the output set X . In Lines 2-
8 of Algorithm 3, we iterate over every r ∈ [d − 1] and
every subsets {i1, · · · , ir} ⊆ [n] and {`1, · · · , `r} ⊆ [n]
of r indices, we compute the set S = opt((a′i1 | · · · |
a′ir ), (b
′
`1
, · · · , b′`r )) using Algorithm 1, we then add S to
X .
Therefore, when r = m, i1 = j1, · · · , ir = jr and `1 =
m∗(j1), · · · , `r = m∗(jr), the call to Algorithm 1 in Line 7
is guaranteed to compute a set S that satisfies
S =
{
X ′, if |X ′| ∈ O(1)
xˆ ∈ X ′, otherwise. .
We then add S to the output set X . By the definition of x′
and the output guarantee of Algorithm 1, x′ ∈ S. Hence,
the output set X is guaranteed to contain an element that
satisfies (67).
Afterwards, in Line 10, we compute the optimal permuta-
tion mˆ(Y, x, cost) for every unit vector x ∈ X . To com-
pute the optimal matching one could compute the pairwise
cost matrix Z ∈ Rn×n, where the entry (i, j) contains
cost((ai, bj), x) (i.e., the cost of pairing ai with bj when us-
ing x), and then apply the Hungarian Method (Kuhn, 1955).
Since there is x′ ∈ X that satisfies (67), we get that
(x′, mˆ(Y, x′, cost)) ∈ S. Let M ′ = mˆ(Y, x, cost). By
Definition 7.1 of optimal matching,
cost(YM ′ , x
′) ≤ min
m∈Perms(n)
cost(Ym, x
′) ≤ cost(YM∗ , x′).
(69)
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In Line 12, we pick the pair (x˜, m˜) ∈
argmin(x,m)∈S cost (Ym, x). Therefore, the main
claim of Theorem 7.2 holds as
cost(Ym˜, x˜) ≤ cost(Ym′ , x′) ≤ cost(YM∗ , x′)
≤ 4r(d−1) · cost(Ym∗ , x∗),
where the first inequality is by the definition of (x˜, m˜), the
second inequality is by (69) and the last inequality is by (68).
Since the call to Algorithm 1 in Line 7 returns at most 2 unit
vectors, the size of the set X is proportional to the number
of iterations of the nested for loops, which is d · (nd)2 ∈
nO(d). The running time of Algorithm 3 is dominated by
Line 10, which runs an optimal matching algorithm for
every unit vector in X . The Hungarian method for optimal
matching takes O(n3) time. Hence, the total running time
is nO(d).
C. Coreset for Linear Regression
Definition C.1 (Definition 14 in (Varadarajan & Xiao,
2012)). LetM be an n×mmatrix of rank ρ. Let z ∈ [1,∞),
and α, β ≥ 1. An n×ρmatrix U is an (α, β, z)-conditioned
basis for M if the column vectors of U span the col-
umn space of M , and additionally U satisfies that: (1)∑
i, j|ai,j |z ≤ αz , (2) for all u ∈ Rρ, ‖u‖z′ ≤ β ‖Uu‖z ,
where ‖·‖z′ is the dual norm for ‖·‖z (i.e. 1/z + 1/z′ = 1).
Lemma C.2 (Lemma 15 in (Varadarajan & Xiao, 2012)).
Let M = (m1 | · · · | mn)T be an n×m matrix of rank ρ.
Let z ∈ [1,∞). Let U = (u1 | · · · | un)T be an (α, β, z)-
conditioned basis for M . For every vector u ∈ Rm, the
following inequality holds: |mTi u|z ≤ (‖ui‖zz · βz) ‖Mu‖zz .
The following is a restatement of Lemma 16 in (Varadarajan
& Xiao, 2012)
Lemma C.3 ((total sensitivity for fitting a hyper-
plane (Varadarajan & Xiao, 2012))). Let P =
{p1, · · · , pn} ⊆ Rd be a set of n ≥ d points. Let
F =
{
(x, b) ∈ Rd × R | ‖x‖ = 1} be the set of all hyper-
planes in Rd and let z ∈ [1,∞). Let s : P → [0,∞) where
s(pi) := sup(x,b)∈F
|pTi x−b|z∑
j∈[n] |pTj x−b|z
is the sensitivity of a
point pi ∈ P . Then the total sensitivity
∑
i∈[n] s(pi) of P
is O(d1+z/2) if z ∈ [1, 2), O(d) for z = 2 and O(dz) for
z > 2.
Corollary C.4. Let P = {p1, · · · , pn} ⊆ Rd be a set of
n ≥ d points and let z ∈ [1,∞). Then a function s : P →
[0,∞) can be computed in O(nd5 log n) time such that for
every i ∈ [n],
s(pi) ≥ sup
(x,b)∈F
|pTi x− b|z∑
j∈[n] |pTj x− b|z
,
where the sup is over every (x, b) ∈ F such that∑
j∈[n] |pTj x− b|z 6= 0.
Proof. For every i ∈ [n], let Mi = (pTi | 1)T , and let M =
(m1 | · · · | mn)T ∈ Rn×(d+1). Let U = (u1 | · · · | un)T
be a (α, β, z)-conditioned basis for M . Put i ∈ [n]. Then
for every unit vector x ∈ Rd and b ≥ 0
|pTi x− b|z = |(pTi | 1)(xT | b)T |z = |mTi (xT | b)T |z,
(70)
and ∑
j∈[n]
|pTj x− b|z =
∑
j∈[n]
|(pTj | 1)(xT | b)T |z
=
∑
j∈[n]
|mTj (xT | b)T |z
=
∥∥M(xT | b)T∥∥z
z
.
(71)
It thus holds that
sup
(x,b)∈F
|pTi x− b|z∑
j∈[n] |pTj x− b|z
= sup
(x,b)∈F
|mTi (xT | b)T |z
‖M(xT | b)T ‖zz
≤ ‖ui‖zz · βz,
where the first equality is by (70) and (71), and the inequality
holds by plugging M , U and u = (xT | b)T in Lemma C.2.
Hence, by letting s(pi) = ‖ui‖zz · βz , we get that
s(pi) ≥ sup
(x,b)∈F
|pTi x− b|z∑
j∈[n] |pTj x− b|z
.
The time it takes to compute the function s is dominated
by the time to compute the matrix U . By Theorem 3.1
in (Dasgupta et al., 2009), it takes O(nd5 log n) time to
compute the (α, β, z)-conditioned basis matrix U for M
since M is an n × (d + 1) matrix of rank at most d + 1.
Hence, it takes O(nd5 log n) time to compute the function
s.
Definition C.5 (Definition 4.2 in (Braverman et al.,
2016)). Let P be a finite set, and let w : P → [0,∞).
Let Q be a function that maps every set S ⊆ P to a cor-
responding set Q(S), such that Q(T ) ⊆ Q(S) for every
T ⊆ S. Let f : P × Q(P ) → R be a cost function. The
tuple (P,w,Q, f) is called a query space.
Definition C.6 (VC-dimension). For a query space
(P,w,Q, f), S ⊆ P , q ∈ Q(S) and r ∈ [0,∞) we de-
fine range(q, r) = {p ∈ P | w(p) · f(p, q) ≤ r}. The VC-
dimension of (P,w,Q, f) is the smallest integer dV C such
that for every S ⊆ P we have
|{range(q, r) | q ∈ Q(S), r ∈ [0,∞)}| ≤ |S|dV C .
Theorem C.7 (Theorem 5.5 in (Braverman et al., 2016)).
Let (P,w,Q, f) be a query space; see Definition C.5. Let
s : P → [0,∞) such that
sup
q
w(p)f(p, q)∑
p∈P w(p)f(p, q)
≤ s(p),
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for every p ∈ P and q ∈ Q(P ) such that the denominator
is non-zero. Let t =
∑
p∈P s(p) and Let dV C be the VC-
dimension of query space (P,w,Q, f); See Definition C.6.
Let c ≥ 1 be a sufficiently large constant and let ε, δ ∈
(0, 1). Let S be a random sample of
|S| ≥ ct
ε2
(
dV C log t+ log
1
δ
)
points fromP , such that p is sampled with probability s(p)/t
for every p ∈ P . Let u(p) = t·w(p)s(p)|S| for every p ∈ S. Then,
with probability at least 1− δ, for every q ∈ Q it holds that
(1− ε)
∑
p∈P
w(p) · f(p, q) ≤
∑
p∈S
u(p) · f(p, q)
≤ (1 + ε)
∑
p∈P
w(p) · f(p, q).
Theorem C.8 (Theorem 8.1). Let d ≥ 2 be a constant inte-
ger. Let A = (a1 | · · · | an)T ∈ Rn×d be a matrix contain-
ing n ≥ d−1 points in its rows, let b = (b1, · · · , bn)T ∈ Rn,
and let w = (w1, · · · , wn) ∈ [0,∞)n. Let ε, δ ∈ (0, 1) and
let z ∈ [1,∞). Then in O(n log n) time we can compute a
weights vector u = (u1, · · · , un) ∈ [0,∞)n that satisfies
the following pair of properties.
(i) With probability at least 1− δ, for every x ∈ Sd−1 it
holds that
(1− ε) ·
∑
i∈[n]
wi·|aTi x− bi|z ≤
∑
i∈[n]
ui · |aTi x− bi|z
≤ (1 + ε) ·
∑
i∈[n]
wi · |aTi x− bi|z.
(ii) The weights vector u has O
(
log 1δ
ε2
)
non-zero entries.
Proof. Put x ∈ Sd−1 and i ∈ [n]. LetW ∈ Rn×n be a diag-
onal matri whose diagonal elements are (w1/z1 , · · · , w1/zn ).
Let A′ = WA ∈ Rn×d, b′ = Wb ∈ Rn and P = (p1 |
· · · | pn)T = [A′ | b′] ∈ Rn×(d+1). For every unit vector
x ∈ Rd it holds that∑
i∈[n]
wi · |aTi x− bi|z = ‖A′x− b′‖zz =
∥∥P (xT | 1)T∥∥z
z
.
Plugging P in Corollary C.4 yields that in O(nd5 log n)
time we can compute a function s : P → [0,∞) such that
s(pi) ≥ sup
(y,b)∈Sd×R
|pTi y − b|z
‖Py − b‖zz
. (72)
Therefore, we have that
sup
x∈Sd−1
wi · |aTi x− bi|z∑
j∈[n] wj · |aTj x− bj |z
= sup
x∈Sd−1
|pTi (xT | 1)T |z
‖P (xT | 1)T ‖zz
(73)
≤ sup
y∈Sd
√
2|pTi y|z√
2 ‖Py‖zz
(74)
≤ sup
(y,b)∈Sd×R
|pTi y − b|z
‖Py − b‖zz
(75)
≤ s(pi). (76)
where (73) holds by the definition of P , (74) holds since{
(xT |1)T√
2
| ‖x‖ = 1
}
⊆ Sd, (75) holds since for every y ∈
Sd there is (a, b) ∈ Sd × R such that a = y, and (75) is
by (72).
The VC-dimension of the corresponding query space is
bounded by dV C ∈ O(d) by (Anthony & Bartlett, 2009);
See Definition C.6.
Let t =
∑
i∈[n] s(pi) and Y = {(ai, bi)}ni=1. By
Lemma C.3 we have that t ∈ O(d1+z/2) if z ∈ [1, 2),
O(d) if z = 2 and O(dz) if z > 2.
Let Z ⊆ Y be a random sample of
|Z| ∈ O
(
t
ε2
(
d log t+ log
1
δ
))
=
dO(1)
ε2
log
1
δ
pairs from Y , where (ai, bi) ∈ Y is sampled with probabil-
ity s(pi)/t and let u = (u1, · · · , un) where
ui =
{
t·wi
s(pi)|Z| , if (ai, bi) ∈ Z
0, otherwise
.
By substituting P = Y , Q(·) ≡ Sd−1, f ((a, b), x) =
wi ·|aTx−b|z for every (a, b) ∈ Y and x ∈ Sd−1, t ∈ dO(1)
and dV C = O(d), in Theorem C.7, Property (i) of Theo-
rem 8.1 holds as
(1− ε) ·
∑
i∈[n]
wi · |aTi x− bi|z ≤
∑
i∈[n]
ui · |aTi x− bi|z
≤ (1 + ε) ·
∑
i∈[n]
wi · |aTi x− bi|z.
Furthermore, Property (i) of Theorem 8.1 holds since
the number of non-zero entries of u is equal to |Z| ∈
dO(1)
ε2 log
1
δ = O
(
log 1δ
ε2
)
.
The time needed to compute u is bounded by the computa-
tion time of s, which is bounded by O(n log n) since d is a
constant.
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