This paper presents a novel hierarchical density estimation approach for image classification. We first build a collection of randomized decision trees in a discriminative way to split the feature space into small regions. Then for each region, class-conditional Gaussians are learnt to characterize the "local" distribution of feature vectors falling into that region. The parameters of the Gaussians are reliably estimated through hierarchical maximum a posteriori (MAP) estimation and smoothed across multiple randomized trees in the forest. Compared with the widely-used Gaussian Mixture Models (GMM), our new approach not only yields more reliable parameter estimation, but also greatly reduces the computational cost at the testing stage. Experiments on scene classification demonstrate the effectiveness and efficiency of our new approach.
INTRODUCTION
Histogram (Bag-of-Words) based methods have been widely used in many visual recognition tasks [1, 2] . Despite its popularity, however, conventional histogram has some intrinsic issues such as large quantization error and lack of discriminability. Several approaches have been proposed in the literature to overcome these limitations [3, 4, 5, 6] . More recently, Gaussian mixture models (GMMs) emerged as an alternative to histogram due to its better characterization of the feature distribution and have achieved good performance in age estimation, object recognition and video event analysis [7, 8, 9] . GMMs are attractive because they have well-studied training algorithms, generalize well to unseen data, and can approximate arbitrary distribution with enough Gaussian components.
GMM-based methods are not without limitations, though. First of all, GMMs are often trained in a generative way, while discriminative training was shown to improve the performance in lots of applications [6, 3] . Secondly, learning a huge number of parameters of GMM is at the risk of overfitting, especially with limited training data. Last but not least, the classification step is slow for GMM since it requires evaluating feature vectors on hundreds or even thousands of Gaussians [10] .
In this paper, we propose a hierarchical density estimation approach for image classification, where the hierarchical structure is built via a collection of randomized decision trees, namely, random forest [11] . By decision trees, the feature space is split into small regions in a discriminative way, and for each region, we estimate a localized Gaussian for each class to characterize the "local" distribution of feature vectors falling into that region. Inspired by the work in speech recognition [12] , we estimate the parameters of Gaussian using a hierarchical maximum a posteriori (MAP) approach. In this coarse-to-fine framework, the estimates at the parent node work as priors for the parameters at its child nodes. Finally, random forest further smooths the probability density function and make the estimation more reliable.
Compared with GMM-based methods, our approach is advantageous in at least three aspects: 1) The feature space is split in a discriminative way; 2) The parameters of localized Gaussians are reliably estimated through hierarchical tree structure and smoothing across multiple randomized trees in the forest; 3) The hierarchical structure enables fast localization of feature vectors into small regions, where the density function is calculated locally and efficiently. Experiments on scene classification demonstrate that our approach achieves better performance than GMM, and furthermore, is at least an order of magnitude faster during testing.
The remaining of this paper is arranged as follows. In section 2, we briefly describe the procedure of constructing hierarchical structure via decision tree. Section 3 provides the details of the hierarchical density estimation method. In Section 4, we introduce random forest to obtain smoothed estimations from multiple trees. The experiential results on scene classification are reported in section 5, and discussions and conclusions are given in section 6.
HIERARCHICAL STRUCTURE CONSTRUCTION
We construct the hierarchical structure by growing binary trees. The decision tree splits the feature space into small regions, each of which corresponds to a leaf node in the tree. Data goes from the top (root) node to a terminal (leaf) node along a path determined by questions asked by the nodes it encounters.
Various questions can be asked about feature vectors.
Here we simply adopt single-dimensional questions, namely, applying a particular threshold on one of the dimensions to partition the data into two parts. This is equivalent to splitting the feature space by a coordinate-orthogonal plane. For each split, the "best" question is chosen to maximize the information gain (or entropy decrease).
HIERARCHICAL DENSITY ESTIMATION
The number of parameters of localized Gaussians increases exponentially when the tree goes deeper. Even if assume diagonal covariance matrices in Gaussians instead of full ones, the total number of parameters is still around 2 K dC, where K is the maximum level of the tree, d is the dimension of the feature vector, and C the total number of classes. To reliably estimated those parameters, we propose a hierarchical MAP estimation method, which adopts a coarse-to-fine strategy [12] to take advantage of the hierarchical tree structure.
Basic MAP Estimation
The idea behind MAP estimation is to have some prior knowledge of parameters rather than fully relying on the training data to estimate them. In this method, the parameters are regarded as random variables whose prior probability density function is presumably known. The MAP approach then seeks the estimator that maximizes the joint probability of the parameters and the training data, i.e.,
where X is the training data and θ is the set of parameters. MAP estimation can also be regarded as a way of parameter smoothing. While the amount of train data goes from zero to infinity, the MAP approach yields estimates smoothly varying from fully prior to maximum likelihood (ML) estimates. In other words, MAP estimates are asymptotically convergent to ML estimates.
Hierarchical Priors
To utilize the hierarchical structure, we assign the priors at one level to be the estimates from upper levels. Figure 1 illustrates a path of this structural way of imposing priors from top to bottom (θ k is the parameter set at k th level). Note that, for simplicity, we drop the node ID and class dependency in the following derivations.
We further assume that estimates at a given node depend only on prior information from its immediate parent. For a node at the k th level, the MAP estimation becomeŝ
where X k denotes the part of data that reaches this node, and p(θ k |θ k−1 ) is the prior distribution from its parent at the (k − 1) th level. For root node, no prior is assumed (or prior is assumed to be uniform), and hence the estimates are essentially obtained by ML.
Hierarchical MAP Estimation
Now we solve the objective function in (2) . At a node of the k th level, let the parameters θ k be the mean and covariance of data at that node, i.e., θ k = {μ k , Σ k }. To make the MAP estimation more tractable, it is common to assume the conjugate prior for random variable θ k . For a multivariate Gaussian, p(X k |θ k ), the joint conjugate prior of mean and covariance is a Normal-Inverse-Wishart distribution of the form
for k = 2, · · · , K, with τ k > 0 and ξ k > −1 being the two extra control parameters specified by external constraints. Substitute (3) into (2) and differentiate with regard to μ k and Σ k respectively, we arrive at the MAP solution:
In the above equations, n k is the number of training samples at given node, andμ k andΣ k are the empirical mean and covariance given bỹ
At the root node, where no prior distribution is assumed, the mean and covariance are obtained directly by (6) and (7).
Therefore, the final algorithm for hierarchical MAP estimation is as follows: i) Calculate the empirical means and covariances for all the nodes according to (6) and (7); ii) Setμ 1 =μ 1 andΣ 1 =Σ 1 for the root node; iii) Update means and covariances recursively by (4) and (5) until all leaf nodes are reached.
According to (4), the final estimate of mean can be written as:μ
where the weighting for the k th level is
This indicates that the estimate of mean at a leaf node is essentially a weighted sum of those at all its ancestor nodes. It is obvious from (9) that if the ancestor node is further away from leaf level, its estimate poses less weight on the final estimate. Also, the weight becomes larger as more samples reach that node. In the extreme case when the leaf node contains sufficient amount of training data, the weight w K will approach 1, and all other terms varnishes. In this case, the MAP estimate degenerates to that by ML and prior information is discarded. It should be noted that the prior parameters, τ k and ξ k for all the nodes need to be specified. While MAP framework provides no specific way to calculate these parameters, optimal values can be determined empirically. In the experiments, we use the same τ and ξ for all the nodes.
RANDOM FOREST
The density estimation by each decision tree tends to be unstable near boundaries between two or more regions defined by leaf nodes. A small perturbation in the feature space may lead to a large leap of probability density values. This undesirable effect would yield unreliable estimates and degrade the performance.
Random forest (RF), a collection of randomized trees [11] , is utilized to deal with this problem. In random forest, the PDFs from different trees are averaged to generate the final density function, namely,
where p m (x) is PDF given by the m th tree, and M is the total number of trees in the forest. While p(x) is naturally smoothed, in the mean time, the boundary problem can be largely alleviated due to randomness among trees.
As pointed out in [11] , the generalization performance of a forest depends on the strength of the individual trees and the correlation between them. It is apparently that the correlation among trees can be decreased by introducing randomness. In this work, randomness is achieved in three ways simultaneously: 1) each tree is built based on a random partition of all training images; 2) for each split, a subset of dimensions are chosen at random; 3) a random set of thresholds are attempted at each dimension.
EXPERIMENTS

Dataset and Experimental Setups
In this section, we evaluate our approach on the fifteen scene database. This database consists of fifteen scene categories, thirteen provided by Fei-Fei et al. in [2] and the other two collected by Lazebnik et al. in [13] . Each scene class contains 200 to 400 images. The average size of the images is around 300 × 250 pixels. This database is one of the most comprehensive scene category databases used in the literature.
In the experiments, a random subset with N tr = 1, 5, 20, 50, 100 images per class is taken to form the training set. For efficiency, only 50 images are drawn (without overlap with the training set) for each class during testing. For each given N tr , we average the results over 10 random runs.
The 128-dimensional SIFT descriptors are extracted densely for each image within 20×20 patches with 5-pixel spacing. The dimension of SIFT descriptor is reduced to 64 by Principal Component Analysis (PCA). Since we focus on the capability of different feature modeling methods, we simply adopt the naive Bayesian classifier in all our experiments. Table 1 shows a performance comparison on scene recognition task. Here the forest is comprised of 10 trees and each of them is grown to have at most 10 levels without pruning. Histogram and localized Gaussians are estimated on the leaf nodes. For fair comparison, 512-mixture GMMs are trained under same settings.
Results
It is apparent that RF-based hierarchical MAP estimation achieves the best results under all training conditions. Especially in the extreme case of only one training image per class, our method is still able to give an accuracy of about 39%, while by chance is only about 7%. Under this condition, GMM performs rather badly, although it yields comparable results while sufficient amount of training data is available. It should be noted that the classification step in our approach is however much faster than GMM. For each tree, the likelihood of a feature vector is calculated on a single Gaussian, where this Gaussian is searched in almost no time (only involves a few comparison operations). Therefore, the total number of Gaussian calculations is equivalent to the number of trees in the forest, which is essentially much less than the number of mixtures often used in GMMs. We also observe that hierarchical MAP estimation consistently improve the performance of localized Gaussians, especially when there are only a few training samples. As can be expected, the performance of ML and Hierarchical MAP gradually converges as training set becomes sufficiently large. We also investigate into the hierarchical weights given by (9), as shown in Figure 2 . When the training set contains only one image for each class, the estimates directly obtained at leaf nodes are seldom "trusted", and information from upper levels are "borrowed" to constitute the final estimates. As more training images added, the weight at leaf nodes consistently increases while the weights on upper levels becomes less significant. Finally, when the training set is sufficiently large (e.g. 100 images per class), the average weight at leaf nodes approaches 1, and MAP estimation degenerates to ML estimation. This is consistent with the results of "LG-HMAP" and "LG-ML" with 100 training images in Table 1 . Finally, we compare our approach with several recently reported algorithms, as shown in Table 2 . All results are reported with 100 training images per class (without spatial layout information). We can observe that our approach outperforms SVM based method in [13] , even though the author introduced an enhanced kernel metric to boost the performance.
CONCLUSION
We have demonstrated that our random forest based hierarchical density estimation method achieves both good perfor-
Algorithm
Average accuracy (%) Histogram-BH [2] 65.2 Histogram-SVM [13] 74.8 LG-HMAP-RF 77.7 Table 2 . Performance comparison with previous methods.
mance and high efficiency on image classification problems. Using hierarchical maximum a posteriori (MAP) approach, the class-conditional feature distributions are robustly estimated in a tree structure. On the other hand, random forest provides a way of incorporating the strength of multiple trees. The final distribution is smoothed and over-fitting is avoided by random forest.
