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ABSTRACT
Markov decision processes (MDPs) are known to be sensitive to parameter specification. Distribu-
tionally robust MDPs alleviate this issue by allowing for ambiguity sets which give a set of possible
distributions over parameter sets. The goal is to find an optimal policy with respect to the worst-case
parameter distribution. We propose a first-order-methods framework for solving Distributionally ro-
bust MDPs, and instantiate it for several types of Wasserstein ambiguity sets. By developping efficient
proximal updates, our algorithms achieve a convergence rate ofO
(
NA2.5S3.5 log(S) log(−1)−1.5
)
for the number of kernels N in the support of the nominal distribution, states S, and actions A (this
rate varies slightly based on the Wasserstein setup). Our dependence on N,A and S is significantly
better than existing methods. Numerical experiments on random instances and instances inspired
from a machine replacement example show that our algorithm is significantly more scalable than
state-of-the-art approaches.
1 Introduction
In many applications of sequential decision-making problems, the dynamics of the environment can only be partially
modeled, because of statistical errors and inaccurate distributional information regarding the parameters of the model.
This occurs, for example, in healthcare applications [Grand-Clément et al., 2020, Steimle et al., 2018] and vehicle
routing [Miao et al., 2017]. In Markov Decision Processes (MDPs), this can be addressed using robust formulations,
where the transition probabilities belong to a safety region called the uncertainty set [Iyengar, 2005, Nilim and Ghaoui,
2005, Wiesemann et al., 2013, Goyal and Grand-Clément, 2018]. However, robust MDPs often compute conservative
policies, as they optimize only for the worst-case kernel realization, without incorporating distributional information
about uncertainties.
Distributionally Robust MDPs (DR-MDPs) [Xu and Mannor, 2010, Yu and Xu, 2015] attempt to overcome the
conservative nature of robust MDPs. In DR-MDPs the goal is to maximize the worst-case expected reward, assuming
that the distribution over the set of possible transition kernels is not known, but belongs to a so-called ambiguity
set consisting of all the possible measures over transition kernels. Robust MDPs can be viewed as a special case of
DR-MDP, where the distribution over the set of possible kernels is restricted to Dirac masses. Yang [2017] introduces a
Wasserstein ball formulation for ambiguity sets, shows the existence of an optimal policy that is Markovian, and gives a
Value Iteration (VI) algorithm based on iterating a Bellman equation. This Bellman equation requires solving a large
concave maximization program. Wasserstein distances have been shown to be particularly useful when the data is too
sparse to use moment-based ambiguity sets [Gao and Kleywegt, 2016, Esfahani and Kuhn, 2018, Zhao and Guan, 2018].
Additionally, Chen et al. [2019] show how to combine Wasserstein ambiguity set with other constraints (e.g. moment
constraints) and give a conic programming reformulation for the Bellman equation in this case.
In this paper, our goal is to design fast and scalable algorithms to compute optimal DR-MDP policies for Wasserstein
balls, with a finite number of states and actions. The reason is that the Value Iteration (VI) algorithm of Yang [2017]
may be slow in practice: letting N be the number of kernels in the support of the nominal distribution over the set
of possible kernels, S the number of states, and A the number of actions of the MDP, VI returns an -optimal policy
in O
(
N3.5A3.5S4.5 log2(−1)
)
time. This may prove prohibitively slow when the MDP instance or the number of
kernels is large. Recently, Grand-Clément and Kroer [2020] introduced first-order methods (FOMs) to solve robust
MDPs. Their algorithms adapt FOMs for solving static zero-sum games to the dynamic setting of MDP. Interleaving
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FOM updates with approximate VI updates, the authors obtain an algorithm that improves significantly on VI, in terms
of dependence on S and A, at the price of a O(1/) convergence rate rather than O(log(1/)).
Our contributions
A First-Order Method for Distributionally Robust MDP. We build upon the Wasserstein framework for DR-MDP of
Yang [2017] and on the first-order framework of Grand-Clément and Kroer [2020]. By adapting FOMs to optimization
over Wasserstein balls, we show that it is possible to obtain a O(1/T 2/3) convergence rate in terms of the number of
FOM steps T . As is expected with FOMs, this is worse than the log(1/) rate achieved by VI. However, our dependence
on N,A and S is better than VI by a factor of O(NAS).
Novel proximal setup. Since Wasserstein distances rely on a choice of type and metric (see next section), we show
how to instantiate our FOM framework for several such Wasserstein ambiguity sets. We cover metrics based on the
norms `1, `2, and `∞, as these are the most common found in the literature on Wasserstein distances. To the best of our
knowledge, our algorithm has the best theoretical convergence guarantees in terms of N,S and A for DR-MDPs with
Wasserstein balls for any of the three metrics.
Empirical evaluation. We focus our numerical experiments on `2-based Wasserstein balls. We consider both random
MDPs as well as a machine-replacement application. We compare our algorithms to state-of-the-art Value Iteration
setups and show that our algorithms are significantly faster. Even for small instances (e.g. S,A = 10 and N = 30, or
N,A = 10 and S = 30), our algorithm is at least twice as fast as Value Iteration. As instances get larger, our algorithm
becomes much faster than VI.
Related works
Faster algorithms for MDPs. Accelerating the convergence rate of VI for regular MDPs has been studied extensively,
e.g. in Zhang et al. [2018] and Goyal and Grand-Clément [2019]. For robust MDPs, fast Bellman updates can be
computed for s, a-rectangular uncertainty sets [Iyengar, 2005, Nilim and Ghaoui, 2005] and s-rectangular uncertainty
sets (see Ho et al. [2018] for d1-based uncertainty set). However, none of these algorithms extend directly to a setup
with N ≥ 2 kernels in the support of the nominal distribution, and they do not modify the Value Iteration algorithm
itself. Grand-Clément and Kroer [2020] develop a FOM-based framework which outperforms value iteration for robust
MDPs, when the size of the MDP instance is large. While this improves upon VI for large instances of robust MDPs,
their methods do no directly extend to N ≥ 2 (i.e. to distributionally robust MDPs). Finally, our work differs from
value function approximation [Tsitsiklis and Van Roy, 1997, De Farias and Van Roy, 2003, Petrik, 2010] in that we
can control the desired accuracy of our inexact updates, contrary to value function approximation once the basis on
the chosen subspace of functions is fixed. Additionally, unlike value function approximation, our algorithm improves
convergence time even when the number of states and actions remain small, if there is a large number of kernels N .
Distributionally Robust MDPs. DR-MDPs were introduced in Xu and Mannor [2010]. Yu and Xu [2015] considerably
extend the expressiveness of the ambiguity sets (to e.g. mean absolute deviation and confidence sets) by using lifting
methods developed in Wiesemann et al. [2014]. Yang [2017] introduces Wasserstein DR-MDPs; the authors in Chen
et al. [2019] combine various ambiguity sets (among others moments, φ-divergences, and Wasserstein distances) and
give a robust conic formulation for the Bellman equation for this combination of ambiguity sets.
Notation We let P (X) be the set of all Borel probability measures on a set X. For n ∈ N, ∆(n) is the probability
simplex of dimension n. For S,A ∈ N, we write U = (∆(S))A.
2 Distributionally Robust MDP
A Distributionally Robust MDP (DR-MDP) is a tuple (S,A, r,p0, λ,D); S is the set of states and A is the set of actions.
We assume a finite set of states and actions: |S| = S < +∞, |A| = A < +∞. c ∈ R|S|×|A| is the state-action cost and
λ is the discount factor. The transition rates (ysa)s,a ∈ (∆(S))S×A are unknown; instead, we assume that they follow
a joint probability distribution µ, which is known to belong to an ambiguity set D. The goal of the decision maker is to
compute a policy x in Π = (∆(A))A, which maps each state s to a distribution over actions, so as to minimize the
worst-case infinite-horizon discounted cost, defined as R(x, µ) = ExEy∼µ[
∑+∞
t=0 λ
tcstat ]. Specifically, we want to
solve
min
x∈Π
max
µ∈D
R(x, µ). (2.1)
2
We focus on the case of s-rectangular ambiguity, where the uncertainty about transitions is independent across states.
Formally,
D = {µ | µ =
⊗
µs, µs ∈ Ds,∀s ∈ S},
where for each state s ∈ S the set Ds is a set of probability distributions over the parameters (ysa)a ∈ (∆(S))A and
⊗
stands for the product over measures. This is a standard assumption in the literature, as related transition rates across
different states lead to intractable problems in general [Wiesemann et al., 2013].
As detailed in Yu and Xu [2015] and Yang [2017], the value vector v∗ of a solution (x∗, µ∗) to (2.1) satisfies the
following Bellman equation:
v∗s = min
xs∈∆(A)
max
µs∈Ds
E
ys∼µs
[∑
a∈A
xsa
(
rsa + λy
>
sav
∗)] . (2.2)
Since (x,y) 7→∑a∈A xsa (rsa + λysav∗) is bilinear, the Bellman equation depends on µs only through Eys∼µs [ys]
Yu and Xu [2015]. By linearity of expectation, we may maximize over the set of possible expected values for ys instead:
v∗s = min
x∈∆(A)
max
ys∈Bs
∑
a∈A
xsa
(
rsa + λy
>
sav
∗) , (2.3)
where Bs = {ys | ∃ µs ∈ Ds s.t. ys = Eyˆs∼µs [yˆs]}.
2.1 Wasserstein Distributionally Robust MDP
We will investigate the case where the sets of densities Ds are defined by Wasserstein distances. For single-state
distributionally robust optimization and chance-constrained problems, this distance has proved useful when the number
of data points is too small to rely on moment estimation of the underlying distribution [Gao and Kleywegt, 2016,
Esfahani and Kuhn, 2018]. In particular, a Wasserstein ball contains both continuous and discrete distributions while
balls based on φ-divergences (e.g. Kullback-Leibler divergence) centered at a discrete distribution do not contain
relevant continuous distributions. Additionally, φ-divergences do not take into account the closeness of two distributions,
contrary to Wasserstein distance. Finally, by choosing a metric accordingly (see definition below), the Wasserstein
distance can account for the underlying geometry of the space that the distributions are defined on.
Let us define Wasserstein distances and balls. We assume that we have a nominal estimate ν ∈ D of the distribution
over the transition rates. Additionally, we assume that ν has finite support, i.e. for each s, νs = (1/N)
∑N
i=1 δyˆs,i . This
occurs, for example, when ν is the empirical distribution over a finite set of sampled transition kernels. The ambiguity
set Ds will be the set of all measures µ within some Wasserstein distance Wp(µ, νs) of the nominal estimate:
Dp,s = {µ ∈ P (U)|Wp(µ, νs) ≤ θp}. (2.4)
The Wasserstein distance Wp(µ, νs) between a given µ and νs is defined with respect to a metric d and a type p ∈ N as
Wp(µ, νs) = min
(
E(x,y)∼κ [d(x, y)p]
)1/p
κ ∈ P (U × U),
Π1κ = µ,Π2κ = νs.
where Π1κ and Π2κ are the first and second marginals for a density κ on U ×U . When p→ +∞, we have Wp →W∞
[Givens et al., 1984] where
W∞(µ, νs) = min κ-ess.sup(d)
κ ∈ P (U × U),
Π1κ = µ,Π2κ = νs,
with κ-ess.sup(d) defined as inf{c ∈ R | κ ({(x, y) | d(x, y)) > c}) = 0}. We will be interested in the norm-based
metrics d1 = `1, d2 = `2 and d∞ = `∞. In a small abuse of notation, we will let D∞,s denote the Wasserstein ball
(2.4) based on W∞ instead of Wp, with a radius of θ.
3
Tractable reformulation of Wasserstein balls. Given a metric d, the Wasserstein ambiguity sets can be reformulated
as the set of expected values that can be constructed from sum of Dirac-delta functions on distributions within distance
θ of the nominal point as follows [Yang, 2017, Bertsimas et al., 2018, Xie, 2020]:
Dp,s = { 1
N
N∑
i=1
δyi |
1
N
N∑
i=1
d(yi, yˆi)
p ≤ θp},
D∞,s = { 1
N
N∑
i=1
δyi | d(yi, yˆi) ≤ θ,∀ i = 1, ..., N}.
Thus for p ∈ R⋃{∞} the set of possible expected values is
Bp,s = { 1
N
N∑
i=1
yi| 1
N
N∑
i=1
d(yi, yˆi)
p ≤ θp,yi ∈ U ,∀ i},
B∞,s = { 1
N
N∑
i=1
yi|d(yi, yˆi) ≤ θ,yi ∈ U ,∀i = 1, ..., N}.
Computing an optimal policy Yang [2017] shows that for Wasserstein balls (with p < +∞), there exists an optimal
policy which is stationary and Markovian; we present a proof of this result for p = +∞ in our appendices. Yang [2017]
also gives a Value Iteration algorithm to compute an optimal value vector v∗ by iterating the Bellman equation. In
particular, let F : RS → RS be the Bellman operator
F (v)s = min
x∈∆(A)
max
ys∈Bp,s
∑
a∈A
xsa
(
rsa + λy
>
sav
)
,∀ s ∈ S. (2.5)
The Value Iteration (VI) algorithm is defined as follow:
v0 ∈ RS ,v`+1 = F (v`),∀ ` ≥ 0. (VI)
F is a contraction of factor λ [Wiesemann et al., 2013] and VI returns a sequence (v`)`≥0 such that ‖v`+1 − v∗‖∞ ≤
λ · ‖v` − v∗‖∞,∀ ` ≥ 0. An -optimal policy and distribution over kernels can be computed as the pair attaining the
min max in F (v), if ‖v − F (v)‖∞ < 2λ(1− λ)−1 [Puterman, 1994].
In the appendix, we show that (2.5) can be reformulated as a convex program by invoking convex duality twice. Thus,
using an Interior Point Method (IPM), F (v) can be computed in O(N3.5A3.5S3.5 log(−1)) arithmetic operations
(Ben-Tal and Nemirovski [2001], Section 4.6.1-4.6.2), for d = d1, d2, d∞. This leads to an overall complexity for
Value Iteration to return an -optimal policy in O(N3.5A3.5S4.5 log2(−1)), which can be prohibitively large when the
number of kernels, states, and actions grows.
3 First-Order Methods for Wasserstein DR-MDP
Our algorithm builds upon (VI), but avoids repeatedly solving expensive convex programs. At every VI epoch ` ≥ 1 (we
refer to VI iterations as epochs to distinguish from FOM iterations), we have a value vector v` and we use a FOM (e.g.
Primal-Dual Algorithm from Chambolle and Pock [2016]) to compute an approximation of the Bellman update F (v`).
At VI epoch `+ 1, we use our approximate solution to F (v`) to warm-start the computation of an approximation to
F (v`+1). We will show that the (weighted) average of the FOM strategies across all epochs converges to a solution to
the Distributionally Robust MDP problem (2.1).
First, we rewrite the strategy space for the y player to explicitly be in terms of the individual components of the averaged
vector y =
1
N
∑N
i=1 yi,s, concretely, we rewrite F (v)s from (2.5) as
min
x∈∆(A)
max
(y1,s,...,yN,s)∈B˜p,s
∑
a∈A
xsa
(
rsa + λ
N∑
i=1
1
N
y>i,sav
)
, (3.1)
for B˜p,s ⊂ RN×S×A defined as
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B˜p,s = {(yi)i=1,...,N | 1
N
N∑
i=1
d(yi, yˆi)
p ≤ θp,yi ∈ U ,∀ i}. (3.2)
As we are now considering elements indexed by i = 1, ..., N , for the sake of conciseness we will write (yi)i for
(yi)i=1,...,N . This strategy space representation will be easier to design FOMs for.
Notation for First-Order Methods. Let us fix a state s ∈ S. Let X = ∆(A), and let ‖ · ‖X be a norm on RA.
Similarly, let Y = B˜s, and let ‖ · ‖Y be a norm on RN×S×A. Let ψX and ψY be 1-strongly convex functions on X and
Y , with respect to ‖ · ‖X and ‖ · ‖Y , respectively. The choice of the norms (‖ · ‖X , ‖ · ‖Y ) and associated ψX , ψY is
called a proximal setup. Using ψX , we construct the Bregman divergence DX , which measures a (pseudo) distance
between any pair x,x′ ∈ X (DY is defined analogously):
DX(x,x
′) = ψX(x′)− ψX(x)− 〈∇ψX(x),x′ − x〉,
Let ΘX ,ΘY be the maximum of DX and DY on X ×X and Y × Y . Let RX the maximum of ‖ · ‖X on X , and define
RY similarly. We focus on the case where (‖ · ‖X , ‖ · ‖Y ) = (ψX , ψY ) = (`2, `2), though Algorithm 1 applies more
broadly. The Bregman divergences are then
DX(x,x
′) =
1
2
‖x− x′‖22,
DY ((yi)i, (y
′
i)i) =
N∑
i=1
1
2
‖yi − y′i‖22. (3.3)
Primal-Dual update for MDP. In this paper we focus on the Primal-Dual FOM from Chambolle and Pock [2016],
which we refer to as PDA. Given the saddle-point formulation of (3.1), for some step sizes τ, σ ∈ R and some vector
v ∈ RS , the Primal-Dual Algorithm (PDA) repeats the iteration
xt+1s = arg min
xs∈∆(A)
〈xs, c′s〉+
1
2τ
‖xs − xts‖22, (3.4)
(yt+1s,i )i = arg min
(yi,s)i∈B˜s
N∑
i=1
〈yi,s,hs〉+ 1
2σ
‖yi,s − yti,s‖22, (3.5)
where c′s ∈ RA is defined as
c′sa = csa + λ
(
1
N
N∑
i=1
yts,i,a
)>
v,
and h ∈ RA×S with has′ = − λ
N
(2xt+1sa − xtsa)vs′ for each a and s′. After T iterations, PDA obtains a O(1/T )
approximation to a (static) saddle-point problem such as F (v) [Chambolle and Pock, 2016]. We now show how to
combine PDA updates with VI in order to compute a solution to (2.2).
Algorithm for DR-MDP. Our algorithm builds upon the first-order framework introduced in Grand-Clément and Kroer
[2020] for robust MDP. In particular, the horizon T is divided into k epochs of lengths 1, ..., k2. During epoch `, we
perform `2 PDA iterations, starting from the last policy-kernel pair computed at the previous epoch. The average of
the policy-kernel pairs visited across all epochs converges to an optimal solution of the distributionally robust MDP
problem. Our Algorithm 1 is different from the original algorithm proposed in Grand-Clément and Kroer [2020] for
robust MDP. This is because we must iterate over an N -tuple of kernels (y1, ...,yN ) for the max-player (as opposed to
a single kernel in Grand-Clément and Kroer [2020]). To better understand the distinction between the algorithms, note
that one could apply the algorithm of Grand-Clément and Kroer [2020] directly to (2.5) since that formulation has a
single y. However, it is not clear how one would set up an appropriate strongly-convex function ψBp,s for this space, as
it suffers from degeneracy issues where the same average can be represented by multiple combinations. In contrast, we
will show that there are efficient proximal setups for our representation in terms of B˜p,s. We present the details below.
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Algorithm 1 First-order Method for Wasserstein DR-MDP
1: Input A number of epochs k.
2:
3: Initialize v1, x¯0, y¯0 at random
4: for epoch ` = 1, ..., k do
5: for s ∈ S do
6: τ =
(√
Aλ‖v`‖2
)−1
, σ = N
√
A(λ‖v`‖2)−1
7: Let τ` =
∑(`−1)2
k′=1 k
′
8: Apply `2 iterations of PDA with stepsizes τ, σ on v = v` to generate the iterates {(xt, (yt,i)i)}τ`+`
2
t=τ`+1
9: Let S` =
∑τ`+`2
t=τ`
t
10: Let (x¯`s, (y¯
`
s,i)i) =
∑τ`+`2
t=(`+1)
t
S`
(xt, (yt,i)i)
11: Compute y¯`s ∈ Bs as y¯`s =
1
N
∑N
i=1 y¯
`
s,i
12: Update v`+1s = F
x¯`s,y¯
`
s(v`)s
13: end for
14: end for
15: Let ST =
∑T
t=1 t
16: Output (x¯Ts , (y¯Ts,i)i) =
∑T
t=1
t
ST
(xt, (yt,i)i)
Algorithm 1 guarantees a bound on the duality gap of a policy-kernel pair (x,y) defined as
max
s∈S
{max
y′∈Bs
Fx,y
′
(v∗)s − min
x′∈∆(A)
Fx
′,y(v∗)s}, (3.6)
where Fx,y is simply
Fx,y(v)s =
∑
a∈A
xsa
(
rsa + λy
>
sav
)
.
We give a detailed proof in the appendices.
Theorem 3.1. Let v∗ be the value vector for a pair x∗,y∗ of optimal solutions to the Bellman equation (2.5).
Then the duality gap (3.6) of x¯T , y¯T is upper bounded by O
(√
S√
N
RXRY
(
ΘX
τ
+
ΘY
σ
)
1
T 2/3
)
.
Therefore, Algorithm 1 returns a sequence of policies which converges to an optimal solution to the Distributionally
Robust MDP over Wasserstein balls. In order to give the number of arithmetic operations for Algorithm 1 before
returning an -optimal policy, there remains to investigate the complexity of the proximal updates (3.4)-(3.5).
In Algorithm 1, we choose period lengths of T` = `2 at period ` and linear weight ωt = t. Note that Algorithm 1 can
be tuned with any period length and increasing weight schemes; for T` = `q, q ≥ 0, the theoretical convergence rate
of Algorithm 1 is O
(
C/T q/(q+1)
)
(with C = (
√
S/N) · RXRY /(ΘX/τ + ΘY /σ)), independent of the weighting
scheme and approaching O (C/T ) as q becomes larger.
Remark 3.2. Just as in Grand-Clément and Kroer [2020], we could use other FOMs than PDA in Algorihm 1. For
example, Mirror Prox would yield a similar rate [Nemirovski, 2004], while Mirror Descent would yield a slower rate. It
is also possible to change the proximal setup, e.g. to ‖ · ‖X = ‖ · ‖1, ‖ · ‖Y = ‖ · ‖1. For such a choice of norms, a
natural choice of 1-convex function is the entropy, which leads to the Kullback-Leibler divergence as the Bregman
divergence.
4 Convergence rate for Wasserstein balls.
Note that in Theorem 3.1, we only provide a convergence rates in term of the number of PD iterations T . In order to
obtain our complexity results, we now turn to investigating the complexity of the primal-dual updates (3.4) and (3.5).
Note that the uncertainty set B˜p,s, defined in (3.2) is quite unusual in the first-order methods literature, where most of
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the updates are computed in closed-form upon the simplex or the non-negative orthant. One of the main contributions
of this paper is to design efficient algorithms for computing (3.5) when the metric d is d1, d2 or d∞.
Proximal setup for x player The proximal update for the x player (3.4) is the classical proximal update onto the
simplex of dimension A, and can be computed in O(A log(A)) operations [Ben-Tal and Nemirovski, 2001].
Proximal setup for y player Since (3.5) decomposes into independent problems for each state, we drop the index s in
our formulation of (3.5) and assume that we are solving for some arbitrary state s. For p < +∞, the proximal update
of the max player (3.5) from a kernel y′ can be reformulated as
min
N∑
i=1
〈yi,h〉+ 1
2σ
‖yi − y′i‖22
y1, ...,yN ∈ U ,
1
N
N∑
i=1
d(yi, yˆi)
p ≤ θp.
(4.1)
In the next propositions, we show that (4.1) can be solved efficiently, for d equal to d1, d2 and d∞. The proof for each
case is different, but follows a similar argument:
1. We first introduce a Lagrange multiplier µ for the last constraint. This simplifies the problem of computing
(4.1) to solving N sub-problems over U , each of the form
min 〈yi,h〉+ 1
2σ
‖yi − y′i‖22 + µ · d(yi, yˆi)p
yi ∈ U .
(4.2)
2. We then turn to efficiently solving (4.2).
• For d = d2, p = 2, (4.2) can be rewritten as a series of Euclidean projections onto the simplex ∆(S), as
U = (∆(S))A.
• For d = d1, p = 1, we introduce Lagrange multipliers αi,s,a for each simplex constraint y>i,s,ae = 1; we
can then solve the resulting problems using the KKT conditions. We note that by carefully inspecting
the breakpoints of the Lagrangian (for the multipliers αi,s,a), we do not have to use bisection to find the
multipliers αi,s,a; see details in the appendices.
• Finally, for d = d∞, p = 1, we use bisection to find an optimal α such that d(ya, yˆi,a) ≤ α, for all
a ∈ A. Then we solve the problem of Euclidean projection onto the simplex ∆(S) with box constraints.
3. Having designed efficient algorithms for solving (4.2), we use a bisection method on the multiplier µ and
return an optimal solution of (4.1).
Summarizing the above ideas, we have the following proposition. We present the detailed proof in the appendices.
Proposition 4.1. Let d = d2 and p = 2. The proximal update (4.1) can be computed in O
(
NAS log(S) log(−1)
)
arithmetic operations.
Let d = d1 and p = 1. The proximal update (4.1) can be computed in O
(
NAS log(S) log(−1)
)
arithmetic operations.
Let d = d∞ and p = 1. The proximal update (4.1) can be computed in O
(
NAS log(S) log3(−1)
)
arithmetic
operations.
We can now give the overall convergence rates of our algorithms in the following theorem.
Theorem 4.2. The total number of arithmetic operations needed to compute an -optimal solution to the Distributionally
Robust MDP problem (2.1) using Algorithm 1 is O
(
NA2.5S3.5 log(S) logm(−1)−1.5
)
, where m = 1 for
• d = d2 and p ∈ {2,+∞},
• d = d1 and p ∈ {1,+∞},
and m = 3 for d = d∞ and p ∈ {1,+∞},
Proof. We show here our proof for d = d2 and p ∈ {2,+∞}, and d = d1 and p ∈ {1,+∞},; the proof for d = d∞
and p ∈ {1,+∞}, follows the same argument.
For our choice of ‖ · ‖X , ‖ · ‖Y , Bregman divergences and step sizes we have (see Ben-Tal and Nemirovski [2001])
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• RX = O(1), RY = O(
√
NA),
• ΘX = O(1),ΘY = O(NA),
• ΘX/τ =
√
Aλ‖v`‖2 = O
(√
AS
)
,
• ΘY /σ = ΘX/τ = O
(√
AS
)
,
where we have used the norm equivalence between ‖ · ‖2 and ‖ · ‖∞ in RS in the last two lines. Therefore following
Theorem 3.1 we have that the duality gap (3.6) of the policy returned by Algorithm 1 after T PD iterations is bounded
above by O
(
SA
T 2/3
)
. Now each PD iteration for these choices of d and p can be computed in
O
(
NAS log(S) log(−1)
)
.
Note that we have to compute PD iterations for each state s ∈ S; therefore, Algorithm 1 returns an -optimal policy to
the Distributionally Robust MDP problem in O
(
NA2.5S3.5 log(S) log(−1)−1.5
)
.
Comparing Algorithm 1 to Value Iteration, we improve upon the dependence on the problem size by a factor of
O(N2.5AS), at the cost of a −1.5 convergence rate in terms of the accuracy . The improvement in terms of N is
better than in terms of S and A because the number of kernels N only plays a role for the max-player; this is also the
reason why we choose different step sizes τ and σ in Algorithm 1. We show in our numerical experiments of the next
section that when the numbers of states and kernels increase, our algorithm may converge significantly faster than VI.
Remark 4.3 (Epoch and weight scheme). The above results are for epoch lengths T` = `2. By choosing larger values
T` = `
q where q tends to infinity, our algorithm approaches a complexity of O
(
NA2S3 log(S) logm(−1)−1
)
. Thus
it is possible to improve upon VI by a total factor of O(N2.5A1.5S1.5) by choosing a large q. Practically speaking, we
will see in the numerical section that q = 2 already leads to substantial scalability increases; analyzing our first-order
algorithmic framework for various choices of epoch schemes (e.g. non-stationary choices of T`) could improve the
empirical performances even further. Additionally, we have presented Algorithm 1 with linear weights, i.e. the weight
is t for the iterate (xt, (yti)i). Note that Algorithm 1 can be implemented with any (increasing) weight schemes; we
found that for a weight scheme of tp, p ≥ 0, the convergence rate of Algorithm 1 does not depend of p, even though
numerically, p = 2 performs better than p = 1 or p = 0.
5 Numerical Experiments
In this section we study the empirical performance of our algorithm. We focus on d = d2 and we compare the running
time of Algorithm 1 to the classical Value Iteration algorithm VI. For a policy-density pair (pi, µ), we compute its
performance using the duality gap (DG) in the distributionally robust MDP problem (2.1), defined as
max
µ∈D
R(x, µ)− min
x′∈Π
R(x′, µ). (DG)
Note that (DG) ≤  is enough to ensure that the policy is a 2-optimal policy for (2.1).
Empirical setup. We implement our algorithms in Python 3.7.3, using Gurobi 8.1.1 to solve any linear/quadratic
optimization program involved. We run our simulations on a laptop with 2.2 GHz Intel Core i7 and 8 GB of RAM.
We test our algorithm on two different sets of instances, one inspired from a machine replacement problem and one
on random instances (Garnet MDPs [Archibald et al., 1995]). The figures in this section show the running times of
Algorithm 1 and VI in order to return an -optimal pair (pi, µ) for  = 0.25. We stop Algorithm 1 when (DG) ≤ /2
and VI when ‖v` − F (v`)‖∞ < 2λ(1− λ)−1. For our random instances, these running times are averaged across 10
randomly generated Garnet MDPs. We initialize VI with v0 = 0. At epoch ` of VI, we warm-start each computation of
F (v`) with the optimal solution obtained from the previous epoch `− 1. We present details about the computation of
(DG) in the appendices.
5.1 Results for Machine Replacement Problems
We consider a machine replacement problem studied by Delage and Mannor [2010], Wiesemann et al. [2013] and
Goyal and Grand-Clément [2018]. The problem is to design a replacement policy for a line of machines. The states
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of the MDP represent age phases of the machine and the actions represent different repair or replacement options.
Even though the transition parameters can be estimated from historical data, one often does not have access to enough
historical data to exactly assess the probability of a machine breaking down when in a given condition. Additionally,
the historical data may contain errors; this warrants the use of a robust model for finding a good replacement policy.
In particular, the machine replacement problem involves a machine whose set of possible conditions are described by S
states. There are two actions: repair and no repair. The first S − 2 states are operative states. The states 1 to S − 2
model the condition of the machine, with 1 being perfect condition and S − 2 being worst condition. There is a cost of
0 for states 1, ..., S − 3; letting the machine reach the worst operative state S − 2 is penalized with a cost of 20. The
last two states S − 1 and S are states representing when the machine is being repaired. The state S − 1 is a standard
repair state and has a cost of 2, while the last state S is a longer and more costly repair state and has cost 10. The initial
distribution is uniform across states. If all transition probabilities were known, we could model this problem as an MDP
(see nominal kernel in Figures 8-9 in the appendices). However, it is likely that our observed transition kernels contain
some errors; in particular, we observe N samples around the nominal kernel transitions and we build an uncertainty set
of the form (2.4) with θ = 0.5; we choose to present our results for θ = 0.5 as they are representative of our results for
other choices (θ ∈ {0.1, 0.5, 1, 2}). The goal is to minimize the expected cost and we choose a discount factor of 0.8
(as larger discount factors lead to very long computation time for (DG)).
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Figure 1: Running times for increasing number of kernels in our machine replacement MDP instance while S = 60.
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Figure 2: Running times for increasing number of states in our machine replacement MDP instance while N = 60.
In Figures 1 and 2, Algorithm 1 outperforms Value Iteration when the number of states and kernels increase, even
though the number of actions is a small number here (A = 2). We note that VI scales worse in terms of number of
states S (Figure 2) than in terms of number of kernels N (Figure 1) , as expected from the theoretical complexity of
O
(
N3.5A3.5S4.5 log
(
−1
))
; this is because scaling S increases the dimension of the decisions of both players, while
N is only involved in the decision µ of the max-player.
5.2 Results for Garnet MDPs
We now turn to testing our algorithm on denser MDP instances. We test on the Generalized Average Reward Non-
stationary Environment Test-bench, or in short, Garnet MDPs [Archibald et al., 1995, Bhatnagar et al., 2007]. Garnet
MDPs are a class of abstract but representative finite MDPs that are easy to build and for which we can control the
connectivity of the underlying Markov chain with a branching factor, nbranch, which represents the proportion of
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next states available at every state-action pair (s, a). They are a class of randomly constructed finite MDP’s serving
as a test-bench for RL algorithms [Tarbouriech and Lazaric, 2019, Piot et al., 2016, Jian et al., 2019]. We consider
nbranch = 50% in our simulations and we draw the reward parameters at random uniformly in [0, 10]. We fix a discount
factor λ = 0.8 and a radius of θ =
√
nbranchA for our Wasserstein balls.
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Figure 3: Running times for increasing number of kernels in random Garnet MDPs while S,A = 10.
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Figure 4: Running times for increasing number of states in random Garnet MDPs while N,A = 10.
In Figures 3 and 4 we see that Algorithm 1 performs similarly as Value Iteration for very small MDP instances (N,S,A
smaller than 10), but converges significantly faster than VI for larger instances. Finally, we note that both VI and
Algorithm 1 are able to exploit the structure of the machine replacement problem (absorbing states S − 2 and S − 1 for
action no repair, only two or three next states possible from states 1, ..., S − 2 for action repair, etc.) and solve it faster
than the Garnet MDP instances which have denser matrices of transitions.
6 Conclusion and Discussion
We present a first-order framework for Distributionally Robust MDPs with Wasserstein distance balls, based on adapting
the first-order framework for Robust MDP introduced in Grand-Clément and Kroer [2020]. Our algorithms rely on
developping novel efficient algorithms for the proximal updates over Wasserstein balls. For the case of Wasserstein
distances based on metric d1, d2 and d∞, our algorithm has a theoretical convergence which improves upon Value
Iteration, in terms of the dependence on the number of kernels in the support of the nominal distribution, states and
actions. Our numerical experiments highlight the significant speedups compared to state-of-the-art algorithms, both on
random and structured MDP instances.
References
Thomas Archibald, Kenneth McKinnon, and L. Thomas. On the generation of Markov decision processes. Journal of
the Operational Research Society, 46(3):354–361, 1995.
Aharon Ben-Tal and Arkadi Nemirovski. Lectures on modern convex optimization: analysis, algorithms, and engineer-
ing applications, volume 2. Siam, 2001.
10
Dimitris Bertsimas, Shimrit Shtern, and Bradley Sturt. A data-driven approach for multi-stage linear optimization.
Available at Optimization Online, 2018.
Dimitris Bertsimas, Shimrit Shtern, and Bradley Sturt. Two-stage sample robust optimization. arXiv preprint
arXiv:1907.07142, 2019.
Shalabh Bhatnagar, Richard S Sutton, Mohammad Ghavamzadeh, and Mark Lee. Naturalgradient actor-critic algorithms.
Automatica, 2007.
Antonin Chambolle and Thomas Pock. On the ergodic convergence rates of a first-order primal–dual algorithm.
Mathematical Programming, 159(1-2):253–287, 2016.
Zhi Chen, Pengqian Yu, and William B Haskell. Distributionally robust optimization for sequential decision-making.
Optimization, 68(12):2397–2426, 2019.
Daniela Pucci De Farias and Benjamin Van Roy. The linear programming approach to approximate dynamic program-
ming. Operations research, 51(6):850–865, 2003.
Eric Delage and Shie Mannor. Percentile optimization for Markov decision processes with parameter uncertainty.
Operations Research, 58(1):203 – 213, 2010.
Peyman Mohajerin Esfahani and Daniel Kuhn. Data-driven distributionally robust optimization using the Wasserstein
metric: Performance guarantees and tractable reformulations. Mathematical Programming, 171(1-2):115–166, 2018.
Rui Gao and Anton J Kleywegt. Distributionally robust stochastic optimization with Wasserstein distance. arXiv
preprint arXiv:1604.02199, 2016.
Clark Givens, Rae Michael Shortt, et al. A class of Wasserstein metrics for probability distributions. The Michigan
Mathematical Journal, 31(2):231–240, 1984.
Vineet Goyal and Julien Grand-Clément. Robust Markov decision process: Beyond rectangularity. arXiv preprint
arXiv:1811.00215, 2018.
Vineet Goyal and Julien Grand-Clément. A first-order approach to accelerated value iteration. arXiv preprint
arXiv:1905.09963, 2019.
Julien Grand-Clément and Christian Kroer. Scalable first-order methods for robust mdps. arXiv preprint
arXiv:2005.05434, 2020.
Julien Grand-Clément, Carri W Chan, Vineet Goyal, and Gabriel Escobar. Robust policies for proactive ICU transfers.
arXiv preprint arXiv:2002.06247, 2020.
C.P. Ho, M. Petrik, and W. Wiesemann. Fast Bellman updates for Robust MDPs. Proceedings of the 35th International
Conference on Machine Learning (ICML), Stockholm, 2018.
G. Iyengar. Robust dynamic programming. Mathematics of Operations Research, 30(2):257–280, 2005.
QIAN Jian, Ronan Fruit, Matteo Pirotta, and Alessandro Lazaric. Exploration bonus for regret minimization in discrete
and continuous average reward mdps. In Advances in Neural Information Processing Systems, pages 4890–4899,
2019.
Fei Miao, Shuo Han, Abdeltawab M Hendawi, Mohamed E Khalefa, John A Stankovic, and George J Pappas.
Data-driven distributionally robust vehicle balancing using dynamic region partitions. In Proceedings of the 8th
International Conference on Cyber-Physical Systems, pages 261–271, 2017.
Arkadi Nemirovski. Prox-method with rate of convergence O(1/t) for variational inequalities with lipschitz continuous
monotone operators and smooth convex-concave saddle point problems. SIAM Journal on Optimization, 15(1):
229–251, 2004.
A. Nilim and L. El Ghaoui. Robust control of Markov decision processes with uncertain transition probabilities.
Operations Research, 53(5):780–798, 2005.
Marek Petrik. Optimization-based approximate dynamic programming. 2010.
Bilal Piot, Matthieu Geist, and Olivier Pietquin. Difference of convex functions programming applied to control with
expert data. arXiv preprint arXiv:1606.01128, 2016.
11
Martin Puterman. Markov Decision Processes : Discrete Stochastic Dynamic Programming. John Wiley and Sons,
1994.
Lauren Steimle, David Kaufman, and Brian Denton. Multi-model Markov decision processes. Optimization Online
URL http://www. optimization-online. org/DB_FILE/2018/01/6434. pdf, 2018.
Jean Tarbouriech and Alessandro Lazaric. Active exploration in Markov decision processes. arXiv preprint
arXiv:1902.11199, 2019.
John N Tsitsiklis and Benjamin Van Roy. Analysis of temporal-diffference learning with function approximation. In
Advances in neural information processing systems, pages 1075–1081, 1997.
Wolfram Wiesemann, Daniel Kuhn, and Brec Rustem. Robust Markov decision processes. Operations Research, 38(1):
153–183, 2013.
Wolfram Wiesemann, Daniel Kuhn, and Melvyn Sim. Distributionally robust convex optimization. Operations Research,
62(6):1358–1376, 2014.
Weijun Xie. Tractable reformulations of two-stage distributionally robust linear programs over the type-infinity
Wasserstein ball. Operations Research Letters, 2020.
Weijun Xie, Jie Zhang, and Shabbir Ahmed. Distributionally robust bottleneck combinatorial problems: Uncertainty
quantification and robust decision making. arXiv preprint arXiv:2003.00630, 2020.
Huan Xu and Shie Mannor. Distributionally robust Markov decision processes. In Advances in Neural Information
Processing Systems, pages 2505–2513, 2010.
Insoon Yang. A convex optimization approach to distributionally robust Markov decision processes with Wasserstein
distance. IEEE control systems letters, 1(1):164–169, 2017.
Pengqian Yu and Huan Xu. Distributionally robust counterpart in Markov decision processes. IEEE Transactions on
Automatic Control, 61(9):2538–2543, 2015.
Junzi Zhang, Brendan O’Donoghue, and Stephen Boyd. Globally convergent type-I Anderson acceleration for non-
smooth fixed-point iterations. arXiv preprint arXiv:1808.03971, 2018.
Chaoyue Zhao and Yongpei Guan. Data-driven risk-averse stochastic optimization with Wasserstein metric. Operations
Research Letters, 46(2):262–267, 2018.
12
A Convex reformulation for Bellman update
We show here how to reformulate (2.3) into a convex program, for Bs = Bp,s (the reformulation for Bs = B∞,s follows
directly). At every epoch of Value Iteration VI, we compute F (v) for the current value vector v ∈ RS , where
F (v)s = min
xs∈∆(A)
max
ys∈Bs
A∑
a=1
xsa
(
csa + λ · y>sav
)
,∀ s ∈ S.
From convex duality we have, for any s ∈ S,
F (v)s = min
xs∈∆(A)
max
ys∈Bs
A∑
a=1
xsa
(
csa + λ · y>sav
)
= max
ys∈Bs
min
xs∈∆(A)
A∑
a=1
xsa
(
csa + λ · y>sav
)
. (A.1)
For y ∈ Bs, we can reformulate the inner minimization as
max µ
µ ∈ R,
csa + λy
>
sav ≥ µ,∀ a ∈ A.
Overall, we have proved that
F (v)s = max µ
µ ∈ R,y ∈ Bs,
csa + λy
>
sav ≥ µ,∀ a ∈ A.
(A.2)
Replacing Bs by Bp,s we obtain
F (v)s = max µ
µ ∈ R,y1, ...,yN ∈ U ,
csa + λ
1
N
N∑
i=1
y>i,sav ≥ µ,∀ a ∈ A,
1
N
N∑
i=1
d(yi, yˆi,s)
p ≤ θp.
(A.3)
Formulation (A.3) is a linear program with linear constraints (for d = d1, d∞ and p = 1), and one additional quadratic
constraint (for d = d2 and p = 2). Following Ben-Tal and Nemirovski [2001], we can solve (A.3) up to accuracy  in a
number of arithmetic operations in O
(
N3.5S3.5A3.5 log(1/)
)
. We warm-start each of this optimization problem with
the optimal solution found in the previous epoch of VI.
B Proof of Theorem 3.1
We present here the detailed proof for Theorem 3.1. We proceed in three steps:
• We justify the choice of the step-sizes σ, τ as
τ =
(√
Aλ‖v`‖2
)−1
, σ = N
√
A(λ‖v`‖2)−1.
• We prove upper bounds on (3.6).
• We finally combine these upper bounds to obtain the convergence rate of Theorem 3.1.
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Choice of step-sizes. We define
L = sup
‖x‖2≤1,‖(y)i‖2≤1
∑
a∈A
xsaλ
N∑
i=1
1
N
y>i,sav
`.
At epoch ` we choose step sizes σ, τ such that
1√
στ
= L. (B.1)
From Chambolle and Pock [2016], this is enough to ensure that x¯`s, (y¯
`
s,i)i are O(1/`
2)-optimal in computing F (v`),
where x¯`s, (y¯
`
s,i)i are the weighted averages for the iterates
(xτ`+1, (yτ`+1,i)i), ..., (xτ`+`2 , (yτ`+`2,i)i),
with weights τ` + 1, ..., τ` + `2. Now note that, by using Cauchy-Schwarz twice, we have
L =
λ√
N
‖v`‖2. (B.2)
Note that we could simply choose σ = τ =
√
N
(
λ‖v`‖2
)−1
. However, since our convergence rate will involve the
term ΘX/τ + ΘY /σ, we try to equalize these two terms. Under the condition (B.1), the best choice of step sizes
is therefore τ =
(√
ΘX/ΘY
)
L−1. Recall that ΘX ,ΘY are the maximum of the respective Bregman divergences
(squared norm two) onto ∆(A) and B˜p,s. Therefore, ΘX = O(1),ΘY = O(NA).This leads to
τ =
(√
Aλ‖v`‖2
)−1
, σ = N
√
A(λ‖v`‖2)−1.
Note that we are essentially adjusting the step sizes, taking into account the difference of dimensions between ∆(A),
the decision space of the min-player, and B˜p,s, the decision space of the max-player.
Upper bounds on duality gap (3.6) Note that Theorem 3.1 in Grand-Clément and Kroer [2020] only gives an upper
bound on (3.6) when N = 1, which reduces to the case of robust MDP. However, note that we can extend this result to
distributionally robust MDPs by considering that Algorithm 1 is running N instances of the same algorithm for robust
MDPs. Here it is crucial to reckon that:
• This scales the constants RY (maximum of ‖ · ‖Y on Y ) and ΘY (maximum of DY on Y × Y ), as Y is
now contained in (∆(S))N×A (for distributionally robust MDPs with nominal distribution supported on N
kernels), compared to Y contained in (∆(S))A for robust MDPs; here we denote by Y the decision space of
the max-player.
• This leaves unchanged the convergence rate of Algorithm 1 in terms of number of PD iterations T , as this
convergence rate only depends (in terms of transition kernels) of the expected value y =
1
N
∑N
i=1 ys,i.
Therefore, after T PD iterations of Algorithm 1, the duality gap (3.6) is upper bounded by
O
(
RXRY
(
ΘX
τ
+
ΘY
σ
) √
S√
N
(
λT
1/3
T 1/3
+
1
T 2/3
))
.
Note the additional 1/
√
N , compared to Theorem 3.1 from Grand-Clément and Kroer [2020]; this comes from the
equality (B.2). Let us now simplify this upper bound. Note that
λT
1/3
T 1/3
+
1
T 2/3
= O
(
1
T 2/3
)
,
because of the exponential decay of the term λT
1/3
. Combining the two previous simplifications, we obtain that after T
PD iterations, the duality gap (3.6) is upper bounded by
O
(
RXRY
(
ΘX
τ
+
ΘY
σ
) √
S√
N
1
T 2/3
)
.
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C Proof Proposition 4.1
In this section we focus on solving (4.1), dropping the index s ∈ S, with the understanding that h = hs ∈ RA×S , yˆi =
yˆi,s ∈ U .
Proof for d = d2, p = 2. The proximal update becomes
min
N∑
i=1
〈yi,h〉+ 1
2σ
‖yi − y′i‖22
y1, ...,yN ∈ (∆(S))A ,
1
N
N∑
i=1
‖yi − yˆi‖22 ≤ θ2.
If we dualize the second constraint with a Lagrange multiplier µ, we end up with computing NA Euclidean projections
onto the simplex ∆(S), because the argmin of
y ∈ U 7→ 〈y,h〉+ 1
2σ
‖y − y′‖22 +
µ
2
‖y − yˆi‖22
is the same as the argmin of
y ∈ U 7→ 1
2
‖y − σ
1 + σµ
(
1
σ
y′ + µyˆi − h
)
‖22.
We therefore compute NA Euclidean projections onto the simplex of size S, which can be performed in
O (NAS log(S)) arithmetic operations. We then need to binary search over the Lagrange multiplier µ, resulting
in a complexity O
(
NAS log(S) log(−1
)
.
Proof for d = d1, p = 1. The proximal update becomes
min
N∑
i=1
〈yi,h〉+ 1
2σ
‖yi − y′i‖22
y1, ...,yN ∈ (∆(S))A ,
1
N
N∑
i=1
‖yi − yˆi‖1 ≤ θ.
We introduce a Lagrange multiplier µ ≥ 0 for the second constraint: we now solve
max
µ≥0
−µθ
+ min
N∑
i=1
〈yi,h〉+ 1
2σ
‖yi − y′i‖22 + µ‖yi − yˆi‖1
y1, ...,yN ∈ (∆(S))A .
We then introduce Lagrange multipliers (αi,a)i,a for each constraint
∑S
s′=1 yi,a,s′ = 1 for each i = 1, ..., N and a ∈ A:
max
µ≥0
max
(αi,a)i,a∈RN×A
−
∑
i,a
αi,a − µθ
+
N∑
i=1
A∑
a=1
S∑
s′=1
min
yi,a,s′≥0
(hi,a,s′ + αi,a)yi,a,s′
+
1
2σ
(yi,a,s′ − y′i,a,s′)2 + µ|yi,a,s′ − yˆi,a,s′ |.
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Solving the inner minimization. Let us drop the index (i, a, s′) and explain how to compute a closed-form solution
to the inner univariate minimization:
min
y≥0
(h+ α)y +
1
2σ
(y − y′)2 + µ|y − yˆ|.
We can distinguish three regions.
1. y > yˆ. The first-order conditions yield
(h+ α) + (1/σ)(y − y′) + µ = 0,
which implies y = y′ − σ(µ + h + α). This is valid as long as y′ − σ(µ + h + α) > yˆ. Note that
y′ − σ(µ+ h+ α) > yˆ implies y′ − σ(µ+ h+ α) ≥ 0, since yˆ ≥ 0.
2. y < yˆ. The first-order conditions yield y = y′−σ(−µ+h+α), which is valid as long as y′−σ(−µ+h+α) < yˆ
and y′ − σ(−µ+ h+ α) ≥ 0.
Overall, we have
y =

y′ − σ(µ+ h+ α) if 1
σ
(y′ − yˆ)− h− α > µ,
yˆ if | 1
σ
(y′ − yˆ)− h− α| ≤ µ,
(y′ − σ(−µ+ h+ α))+ if 1
σ
(y′ − yˆ)− h− α < −µ.
(C.1)
Note that this is essentially the shrinkage-thresholding operator, up to the last case and the x 7→ x+ function (which
stems from the non-negativity constraint).
Solving the maximization over α. For a fixed Lagrange multiplier µ, our goal is now to solve
max
α∈R
−α+
S∑
s′=1
(hs′ + α)ys′ +
1
2σ
(ys′ − y′s′) + µ|ys′ − yˆs′ |, (C.2)
where y follows (C.1). Let us rewrite (C.1) with the index s′ and split the thresholding at zero into two cases:
y =

y′ − σ(µ+ h+ α) if (1/σ)(y′ − yˆ)− h− α > µ,
yˆ if |(1/σ)(y′ − yˆ)− h− α| ≤ µ,
(y′ + µ− h− α)+ if (1/σ)(y′ − yˆ)− h− α < −µ,
0 if (1/σ)y′s′ − hs′ − α < −µ.
For each s′ ∈ S there are three breakpoints where the behavior of ys′ changes with respect to the choice of α:
1. (1/σ)y′s′ − hs′ − α = −µ: ys′ becomes nonzero at a rate of −σα,
2. (1/σ)(y′ − yˆ)− h− α = −µ: ys′ becomes constant at yˆs′ ,
3. y(1/σ)(y′ − yˆ)− h− α = µ: ys′ grows above yˆs′ at a rate −σα.
This yields the following algorithm.
1. We sort the breakpoints in decreasing order of α, which takes time O(S log(S)).
2. At the first breakpoint, ys′ = 0 for all s′.
3. We keep a counter num_active denoting how many variables change with α at the current breakpoint,
initialized at zero.
4. We keep a counter sum denoting the value of
∑
s′ ys′ if we had set α equal to the current breakpoint, initialized
at zero.
5. We then iterate through the breakpoints (in decreasing order). Let α1, α2 be the previous and current
breakpoints. At every breakpoint:
(a) set sum+ = σnum_active · (α2 − α1).
(b) if sum > 1 then stop and go to 6.
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(c) else, we update num_active based on whether the current variable starts or stops changing at α2, and go
to the next breakpoint.
6. From the mean value theorem, an optimal α∗ belongs to the interval [α1, α2]. We find it by setting α =
α2 − (sum− 1)/(σnum_active).
There areNA Lagrange multipliers (αia)i,a, and we can compute each of them inO(S log(S)), given a Lagrange multi-
plier µ. We still need to use bisection to compute µ∗. Overall we end up with a complexity of O(NA2S3 log(−1)−1).
Remark C.1. In the context of robust MDP (i.e. N=1), note that Ho et al. [2018] gives an algorithm with complexity
O(S2A log(S2A)) to compute (2.3) with d = d1, p = 1. It remains unclear to us if this algorithm extends to the case
N ≥ 2 and its complexity in this case.
Proof for d = d∞, p = 1. The FOM update becomes
min
1
N
N∑
i=1
〈yi,h〉+ 1
2σ
‖yi − y′i‖22
y1, ...,yN ∈ U ,
1
N
N∑
i=1
‖yi − yˆi‖∞ ≤ θ.
We introduce a Lagrange multiplier µ ∈ R for the binding constraint, and our goal is now to solve
min
N∑
i=1
〈yi,h〉+ 1
2σ
‖yi − y′i‖22 + µ ·
N∑
i=1
‖yi − yˆi‖∞
y1, ...,yN ∈ U .
Note that this problem decomposes across i = 1, ..., N , so that we can solve independently, for each i,
min 〈y,h〉+ 1
2σ
‖y − y′i‖22 + µ‖y − yˆi‖∞
y ∈ U .
(C.3)
To solve (C.3), we can use bisection to find a feasible α such that µ‖y − yˆi‖∞ ≤ α. This leads to solve
min 〈y,h〉+ 1
2σ
‖y − y′i‖22
y ∈ (∆(S))A,
µ‖ya − yˆi,a‖∞ ≤ α,∀ a ∈ A.
Note that this problem decomposes across each action a, so that we only have to solve A problems of the form
min 〈yi,a,hia〉+ 1
2σ
‖yi,a − y′i,a‖22
yi,a ∈ ∆(S),
µ‖yi,a − yˆi,a‖∞ ≤ α.
This brings down to solving the problem of Euclidean projection onto the simplex ∆(S) with box constraints, which
can be done in O(S log(S) log(−1) (by relaxing the constraint y>i,ae = 1). Then the overall complexity to compute an
-approximation of the proximal update is in O
(
NAS log(S) log3
(
−1)
))
.
D Complexity results for type-∞Wasserstein ball
Background on type-∞Wasserstein distance Xie [2020], Bertsimas et al. [2019], Bertsimas et al. [2018] consider
ambiguity sets based on type-∞Wasserstein distance with application to two-state distributionally robust optimization.
Recent work suggests that distributionally robust optimization based on type-∞ distance has some computational
advantages compared to DRO based on type-p Wasserstein distance [Xie et al., 2020].
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Optimality of Markovian policy Note that Yang [2017] proves that for type p Wasserstein distance (with p < +∞),
an optimal policy can be found Markovian. We prove here that the same holds for Wasserstein distance of p = +∞.
Let us define the value vector for each state s as
vs = min
x∈∆(A)
max
µs∈Ds
EpiEy∼µs [
+∞∑
t=0
λtcstat | s0 = s],
which represents the expected reward-to-go starting from a state s. Note that s 7→ vs is well-defined because of
the s-rectangularity assumption [Wiesemann et al., 2013]. The Bellman equation (2.2) follows from the dynamic
programming principle. Now we have that
x 7→ max
µs∈Ds
Eys∼µs
[∑
a∈A
xsa
(
rsa + λy
>
sav
∗) |s0 = s]
is convex (as the pointwise maximum of linear functions), proper (because the costs are bounded), and upper semi-
continuous. Hence the minimization problem over x ∈ ∆(A) is minimizing a closed proper convex function onto the
closed convex set ∆(A). Therefore an optimal solution exists, i.e. there exists an optimal Markovian policy.
Proximal update. The proximal update on the max-player becomes
min
N∑
i=1
〈yi,h〉+ 1
2σ
‖yi − y′i‖22
y1, ...,yN ∈ U ,
d(yi, yˆi) ≤ θ,∀ i = 1, ..., N.
(D.1)
We note that this problem naturally decomposes along i = 1, ..., N , so that we only have to solve N subproblems of the
form
min 〈y,h〉+ 1
2σ
‖yi − y′i‖22
y ∈ U ,
d(y, yˆi) ≤ θ.
(D.2)
If we introduce a Lagrange multiplier µ for the last constraint, we note that we have to solve
min
N∑
i=1
〈y,h〉+ 1
2σ
‖yi − y′i‖22 + µ · d(y, yˆi)
y ∈ U .
(D.3)
It is straightforward to use the same methods as for the proximal updates for p < +∞ and d = d1, d2, d∞, which yields
the following corollary of Proposition 4.1.
Corollary D.1. 1. Let d = d2 and p = 2. The proximal update (D.3) can be computed in
O
(
NAS log(S) log(−1)
)
arithmetics operations.
2. Let d = d1 and p = 1. The proximal update (D.3) can be computed in O
(
NAS log(S) log(−1)
)
arithmetics
operations.
3. Let d = d∞ and p = 1. The proximal update (D.3) can be computed in O
(
NAS log(S) log3(−1)
)
arithmetics operations.
The corresponding convergence rates for Algorithm 1 with p = +∞ are given in Theorem 4.2.
E Computing the duality gap
Remember that the duality gap in (2.1) is defined as
max
µ∈D
R(x, µ)− min
x′∈Π
R(x′, µ).
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Following Yang [2017], maxµ∈DR(x, µ) can be computed by finding the fixed point of the following operator, which
is a contraction of factor λ: Fx(v)s = maxµ∈Ds Ey∼µ
[∑A
a=1 xsa
(
csa + λy
>v
)]
,∀ s ∈ S. Moreover, computing
minx′∈ΠR(x′, µ) is equivalent to solving the (nominal) MDP with fixed density µ ∈ D. This can be solved by iterating
the following contraction: Fy(v)s = minxs∈∆(A) Ey∼µ
[∑A
a=1 xsa
(
csa + λy
>v
)]
,∀ s ∈ S.
We present in the next figure the running times to compute (DG) up to  = 0.25, using the numerical setup of our
numerical experiments for Garnet MDPs. We present our results for λ = 0.8. We notice that computing (DG) quickly
becomes long. Therefore, in our experiments we focus on computing (DG) for S,A,N smaller than 70.
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Figure 5: Running times for computing the duality gap (DG), for increasing number of kernels (while S,A = 10).
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Figure 7: Running times for computing the duality gap (DG), for increasing number of states (while N,A = 10).
We also note here that the duality gap is longer to compute for d = d1 (where the Bellman update brings down to a
large linear program) than for d = d2 (where the Bellman update brings down to a convex program with less variables
than for d = d1 but one additional quadratic constraints). Note that in the case of d = d1, NAS additional variables
have to be introduced to model the absolute values |yi,a,s′ − yˆi,a,s′ | for all i = 1, ..., N, a ∈ A, s′ ∈ S; this is probably
what causes the Bellman update with d = d2 to be faster, even if it introduces a (single) quadratic constraint.
F Details on machine replacement example
We present here the nominal transition kernel y0 associated with the machine replacement example introduced in our
numerical experiments section. Here we show an instance where there are 10 states: 8 states related to the condition of
the machine, and two repair states. The instances for larger number of states are constructed in the same fashion by
adding some condition states for the machine. To generate N samples around the nominal kernel y0, we create small
perturbations with Garnet MDP instances.
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Figure 8: Nominal transition for action = repair in our machine replacement MDP.
Figure 9: Nominal transition for action = no repair in our machine replacement MDP.
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