ABSTRACT In this paper, we propose a novel direction-of-arrival (DOA) estimation scheme, which is named the compressive one-bit measurement scheme. In the proposed scheme, the one-bit quantization technique is used to reduce the system cost in terms of the analog-to-digital converter (ADC). However, the one-bit quantization leads to a serious information loss, thus compromising the estimation accuracy. Inspired by the compressive sensing theory, the compressive measurement method is used to expand the receive array aperture. To be specific, the compressive measurement allows more sensors than the number of front-end circuit chains to be used. Thus, the additional information is obtained, and the estimation performance can be improved from the system structure layer. It is noted that by introducing the compression operation, the relationship between the normalized and the original covariance matrix is different to the conventional one-bit quantization structure. Thus, two DOA estimation algorithms, i.e., the iterative compressive measurementbased multiple signal classification (CM-MUSIC) and the compressive sensing (CS)-based algorithm, are proposed for the compressive one-bit measurement scheme. The iterative CM-MUSIC can achieve a highresolution estimation, whereas the CS-based algorithm can resolve more sources than the sensors. Numerical simulations validate the effectiveness of the proposed scheme.
I. INTRODUCTION
The analog-to-digital converter is an essential component for digital signal processing [1] . The price of the analog-todigital converter (ADC) component dramatically climbs due to the increased requirements on the parameter estimation accuracy [2] . A fundamental trade-off among the sampling rate, amplitude quantization precision, cost, and power consumption must be taken into account. It is known that the power consumption and production cost of the ADC device scales exponentially O(2 b ) with b, where b is the quantization bit number [3] . Large b leads to a high estimation accuracy which is companied with a high system cost at the same time. Under this background, an extreme scenario, i.e., the one-bit quantization, was proposed. It can significantly reduce the ADC cost by exploiting a binary representation for the desired signals. On the other hand, one-bit quantization causes a severe information loss, thus compromising the parameter estimation performance. The effect of one-bit quantization with respect to the auto-correlation function and the corresponding estimation algorithms using one-bit measurements have been demonstrated in [4] and [5] . Then, the frequency estimation and direction-of-arrival (DOA) estimation algorithms based on one-bit quantization have been proposed in [6] and [7] , respectively. Other works, e.g., improved algorithms and mathematical bound analysis, can be found in [8] - [10] . Recently, the one-bit quantization technique has been extended to the sparse array based DOA estimation [11] .
Sparse arrays, e.g. the minimum redundancy array (MRA) [12] , nested array [13] , and coprime array [14] - [16] , can resolve more sources than sensors by exploiting the autocorrelation information of the received signals. The physical sensor locations of MRA are determined by maximizing the consecutive virtual sensors, namely, the consecutive lags, in the corresponding difference coarray. However, there is no closed-form expression for the sensor location of MRA, thus making it difficult to design when a large number of sensors are considered. In the last decades, the nested array and coprime array were proposed to address this issue. Nested array can estimate O(L 2 ) sources by using only L physical sensors, and all the lags are consecutive. But one significant drawback of the nested array is that one subarray is placed by unit inter-element spacing, which will cause a heavy mutual coupling effect. Coprime array can estimate O(N 1 N 2 ) sources with L = N 1 + N 2 − 1 physical sensors, where N 1 and N 2 are a pair of positive coprime integers. By selecting proper N 1 and N 2 , the mutual coupling effect can be effectively suppressed. In [16] , the coprime array was extended to the general cases, i.e., the coprime array with compressed interelement spacing (CACIS) and the coprime array with displaced subarrays (CADiS). By compressing the inter-element spacing of one subarray to half wavelength, i.e., the unit interelement spacing, the nested-CACIS (N-CACIS) and nestedCADiS (N-CADiS) are generated, where the lags are all consecutive.
Moreover, inspired by the compressive sensing (CS) methods [17] , parameter estimation based on the compressive measurements has gained considerable attention, e.g., the frequency estimation [18] and DOA estimation [19] - [24] . A compression matrix is introduced to compress the dimension of the received signal vector, therefore effectively reducing the number of front-end circuit chains. Generally, the compression matrix is realized through analog components, including the phase shifter and summator. When the sparse array is used as the receive array, the compressive measurement scheme can obtain an improved number of degrees of freedom (DOFs) [23] , [24] .
Due to the superiorities of the compressive measurement scheme, we propose a compressive one-bit measurement scheme in this paper to improve the estimation performance of the conventional one-bit quantization structure by exploiting an increased number of sensors. Thus, the estimation accuracy is improved from the system structure layer. If the sparse array is used as the receive array, the DOFs is expected to get increased by exploiting the auto-correlation information. For the conventional one-bit quantization structure, the relationship between the normalized and original covariance matrix can be described as a constant factor [7] , [11] . However, this result does not hold for the proposed scheme due to the compression operation. Therefore, the existing DOA estimation algorithms using one-bit quantized measurements are compromised. To address this issue, we propose two DOA estimation algorithms, i.e., the iterative compressive measurement based multiple signal classification (CM-MUSIC) and the CS-based algorithm, where the iterative CM-MUSIC is for the conventional DOA estimation method while the CS-based algorithm is for the sparse array method. In summary, the contributions of this paper are listed as follows: 1) A novel compressive one-bit measurement scheme is proposed for the DOA estimation in order to improve the estimation performance of conventional one-bit measurement structure, where the number of frontend circuit chains is the same. Both the conventional uniform linear array (ULA) and sparse array scenario are considered.
2) An iterative CM-MUSIC is proposed for the conventional ULA scenario. By iteratively reconstructing the covariance matrix, the estimation accuracy is effectively improved. It is noted that the number of DOFs in this case is limited by the number of front-end circuit chains. 3) A CS-based algorithm is proposed for the sparse array scenario. By exploiting the compression operation, the estimation accuracy and number of DOFs are both improved.
Numerical simulations are designed to evaluate the performance of the proposed compressive measurement scheme. The remaining part of this paper is organized as follows. The basic concepts of the conventional DOA estimation method and sparse array method are briefly introduced in Section II. Then, in Section III, the system model of the proposed compressive measurement scheme is constructed. Based on the system model, the iterative CM-MUSIC and the CS-based algorithm are demonstrated in Section IV. Section V shows the numerical simulation results of the proposed scheme in different scenarios. Conclusion is summarized in Section VI.
Notations: we use the lower-case letter (e.g., a), lowercase bold letter (e.g., a), and upper-case bold letter (e.g., A) to represent the scalars, vectors and matrices, respectively. The superscripts * , T and H denote the complex conjugate, the transpose and the complex conjugate transpose, respectively. In addition, vec(·) and E(·) are used to represent the vectorization and expectation operations. The diagonal matrix whose diagonal entries are given in a is expressed by diag(a). Moreover, tr(A) means the trace of matrix A. j = √ −1 is the unit imaginary, and I L is the L × L identity matrix. ⊗ and • are used to represent the Kronecker product and Khatri-Rao product (column-wise Kronecker product). a means the maximum integer that is lower than or equal to a. We use the triangle bracket x S n to represent the value corresponding to the support n ∈ S. For example, let x S = {2, 3, 4} and S = {−1, 0, 1}. Then, we have x S −1 = 2, x S 0 = 3 and x S 1 = 4.
II. PRELIMINARIES
Assume that Q far-field narrowband sources impinge on the receive array which consists of L omni-directional sensors with locations
The unit interelement spacing d 0 is usually set as half wavelength to avoid phase ambiguity. Denote S = {d 1 ,d 2 , · · · ,d L } as the integer positions of the sensors. Without loss of generality, we take the first sensor as the reference, and letd 1 be 0. In order to describe the phase difference between other sensors and the reference sensor associated with the q-th source, the steering vector a S (θ q ) is defined as where θ q is the direction of the q-th source, and λ is the source wavelength. Combining the Q steering vectors together, the array manifold matrix A S is expressed as
Thus, the received signal vector x S (t) can be given by
where s(t) and n(t) are the complex amplitude vector of the sources and the additive white Gaussian noise, respectively. Here, we assume the noise n(t) is uncorrelated at different sensors, and follows the complex Gaussian distribution
, where σ 2 n is the noise power. Furthermore, the noises are assumed to be independent with the sources. The source vector s(t) has two models, i.e., the deterministic model and the stochastic model, which are defined as follows:
The Deterministic Model [25] : s(t) is assumed to be an unknown and deterministic vector at each time epoch.
The Stochastic Model [26] : s(t) is assumed to be an random vector with known distribution at each time epoch.
In this paper, we use the stochastic model, and assume that the sources are mutually uncorrelated. Then, the sources are assumed to follow the complex Gaussian distribution
T denoting the source powers. Thus, the covariance matrix of the received signal is expressed as
where R ss = diag(p) is the covariance matrix of the sources. In practice, R xx is usually estimated by a group of snapshots, expressed asR
where T is the total number of snapshots. Recently, the sparse array method has gained reasonable interest due to its superiorities on the number of DOFs and the estimation accuracy compared to the conventional array method. The sparse array method takes a sparse array, e.g., the nested array and the coprime array, as the receive array, where the sensors are placed with non-uniform inter-element spacing. The auto-correlation information is utilized to generate a difference coarray. To clearly illustrate the sparse array method, we consider a noise-free scenario here. The (d i ,d j )-th entry of R xx is expressed as
It can be found that (6) has a similar form to (3). Thus, by considering the
as the receive array, and the source powers as the source vector, we can estimate more DOAs than the number of sensors. Moreover, given the same number of sensors, the sparse array has a larger aperture than the ULA, thus leading to a better estimation accuracy. Consequently, a difference coarray D is defined as the following definition.
Definition 1: Assume that there is a receive array with sensor locations indicated by S. Then, the sensor location in the difference coarray is given by
It is noted that there are many overlapping lags in the difference coarray. To extract the unique lags, a weight matrix is defined in Definition 2 .
Definition 2 [27] : Denote the weight function of lag µ as w(µ) = {d i ,d j ∈ S|d i −d j = µ} , where | · | represents the cardinality. Then, the row vector of the weight matrix W ∈ R |D|×|S| 2 associated with lag µ is defined as
where I(µ) ∈ R |S|×|S| satisfies
To clearly illustrate the sparse array structure, we take the N-CACIS as an instance.The array configuration [16] is shown in Fig. 1 . It can be observed that the N-CACIS consists of two subarrays, where N 1 and N 2 are the number of sensors in subarry 1 and 2, respectively. The adjacent sensors are separated by unit inter-element spacing in subarray 1, whereas the inter-element spacing is set as N 1 d 0 in subarray 2. The selection of N 1 and N 2 is given by
(9) VOLUME 6, 2018 In detail, the array structure of a 12-element N-CACIS is shown in Fig. 2 , where the blue diamond represents the physical sensor, and the red circle represents the lag. Meanwhile, the corresponding weight function is plotted in Fig. 3 . It is obvious that the lags in the coarray of N-CACIS are all consecutive, which is of great importance in performing subspace based DOA estimation algorithms. In addition, the weight function only depends on the physical sensor array structure, indicating that the weight matrix W can be obtained once the sensor positions S is known. Thus, we can have the following equalities
where A D is the array manifold matrix based on the coarray D, and e 0 is a binary central symmetric column vector with the central element being 1 and other elements being 0. From (10), we can find that by exploiting the autocorrelation information, the estimation problem is equivalent with handling coherent (fully correlated) sources. As such, the spatial smoothing technique is essential to recover the rank of the covariance matrix of x D . Note that spatial smoothing requires the subarrays have the same structure. More specifically, only consecutive lags in D can be used to perform spatial smoothing. Since the coarray is central symmetric, we denote {−ξ, −ξ + 1, · · · , 0, · · · , ξ − 1, ξ } as its consecutive part. Then, the classical spatial smoothing [28] and the direct spatial smoothing [29] are respectively expressed as
where x Dn is selected as
can be used to perform subspace based DOA estimation algorithms, e.g., MUSIC and ESPRIT. R 
However, R
have the same asymptotic performance for MUSIC, as proved in [27] .
III. SYSTEM MODEL OF THE COMPRESSIVE ONE-BIT MEASUREMENT SCHEME
Inspired by the compressive sensing method, the received signal vector can be compressed before fed into the front-end circuit chains to reduce the system complexity. A compression matrix ∈ C M ×L is exploited to represent the compression operation, where M is the number of circuit chains such that M < L. As such, the compressive measurement vector is expressed as
For the purpose of convenience, we assume that the compression operation does not induce any additional noise. In addition, in order to guarantee that the noise term is still mutually uncorrelated after compression, is assumed to be roworthonormal, i.e., H = I M . Thus, the covariance matrix of the compressive measurements without quantization R yy is written as
Hereby, we use the one-bit quantizer to reduce the system cost in terms of the ADC. The function of the one-bit quantizer can be represented by a sign operation which is defined as
Note that the compressive measurement vector y(t) is complex-valued. So, the compressive one-bit measurements y (c) (t) is expressed as
41204 VOLUME 6, 2018 where Re{·} and Im{·} represent the real and imaginary part, respectively. The covariance matrix of the clipped measurements y (c) (t) is given by
To perform the DOA estimation algorithms, we should first reconstruct the original covariance matrix from R (c) yy . As demonstrated in [7] , the covariance matrices of the clipped and unclipped measurements are bridged by the following euquality,
We should note thatR yy is the normalized covariance matrix of y(t) rather than the exact R yy . The relationship between the normalized covariance matrixR yy and the original covariance matrix R yy is described as [11] 
where
The expression of G is given in the following lemma. 
Lemma 1: If the sources are uncorrelated, then, the (m, m)-th entry of G is expressed as
Rewriting in row-vector form yields
Substituting (23) into (22), the diagonal entries of R yy , namely, G, is expressed as
where From lemma 1, it can be noticed that G is a positive realvalued diagonal matrix. However, in contrast to the covariance matrix without compression, the diagonal entries of G hold different values. The detail effects caused by G will be discussed in next section according to different DOA estimation algorithms. Practically, the normalized covariance matrix can be estimated by using the finite number of clipped measurements, expressed aŝ
IV. DOA ESTIMATION ALGORITHMS USING COMPRESSIVE ONE-BIT MEASUREMENTS
In this section, we give two DOA estimation algorithms based on the compressive one-bit measurements, i.e., the iterative CM-MUSIC and the CS-based algorithm. For the iterative CM-MUSIC, the auto-correlation information is not exploited, meaning that the resolvable number of sources is smaller than the number of circuit chains. However, it can achieve a high-resolution estimation. On the other hand, the CS-based algorithm utilizes the auto-correlation information to improve the number of DOFs.
A. ITERATIVE CM-MUSIC
Assume that the signal and noise subspace of the original covariance matrix R yy are U S and U N , respectively. Then, R yy can be decomposed as
where S and N are the eigenvalue matrices corresponding to the signal and noise subspace, respectively. Thus, according to (21),R yy can be rewritten as
It is worth noting that, since the diagonal elements in G hold different real positive values, the signal or noise subspace are not G
More specifically, the eigenvectors of a Hermitian matrix are required to be mutually orthonormal. Denote u x and u y are the x-th and y-th eigenvector of R yy with x, y = 1, 2, · · · , M . Then, we can find that u H x Gu y only equals to 0 for some specific G. Thus, to obtain the signal and noise subspace, we need to estimate G first. However, as defined in Lemma 1, the DOAs of the sources are essential to estimate G. Therefore, we propose an iterative CM-MUSIC, where G is iteratively estimated. Before introduce the procedure of the proposed iterative CM-MUSIC, we hereby briefly demonstrate the basic concept of the CM-MUSIC algorithm first. Assume that the noise subspace of R yy is already obtained, i.e., U N is known. Thus, the noise space is orthogonal to the compressive steering vectors associated with the sources, expressed by
Then, the DOAs can be estimated by searching the peaks of the following spatial spectrum
The values of θ corresponding to the Q largest peaks are the estimated DOAs. However, to obtain the noise subspace U N , we need to estimate G, where the DOAs of the sources are required. The iterative CM-MUSIC is proposed to address this issue. We first initialize G as an identity matrix, namely, G = I M . Then, the initialized G is utilized to estimate the DOAs by exploiting the CM-MUSIC algorithm. As such, we can update G by using the estimated DOAs, and the updated G is then used to estimate the DOAs in the next iteration. When the termination criterion is satisfied, G can be used for the DOA estimation. Empirically, 1 iteration is enough for estimating G, which will be illustrated in Section V. The detailed procedure of iterative CM-MUSIC is summarized in Table 1 .
B. CS-BASED ALGORITHM
Although the CM-MUSIC can provide a high-resolution estimation, the number of DOFs is limited by the number of circuit chains. To improve the number of DOFs, we propose the CS-based algorithm for DOA estimation in this subsection.
VectorizingR yy yields r yy = vec(R yy )
and M 0 = * ⊗ . In the second equality in (30), the property vec(XYZ) = (Z * ⊗ X)vec(Y) is utilized [30] . Assume that the sources are uncorrelated, (30) can be simplified as
Discretizing the spatial domain into a finite grid θ
G }, where G Q. Then, the array manifold matrix with respect to the discretized spatial domain θ (g) is denoted as
Thus, the sensing matrix can be defined as
Then, (31) can be rewritten as
, and p • is the power vector associated with θ (g) . Since p • is a sparse vector, b • is also a sparse vector. As such, the reconstruction of b • is a standard CS problem, which can be solved by optimizing the following problem,
where · p denotes the p norm, and ε is the tolerance which depends on the noise level. Recalling that G is a positive realvalued diagonal matrix, then, G 0 is also a positive real-valued diagonal matrix which depends only on G. Thus, similar as the iterative CM-MUSIC, we can iteratively estimate G 0 to improve the estimation performance. It is noted that the 0 norm represents the total number of non-zero values in the corresponding vector, which is a non-convex function. To overcome this problem, 1 norm is used to approximate the 0 norm. For the least absolute shrinkage and selection operator (LASSO) algorithm, (35) is relaxed to the following problem
where λ 0 is a user-defined regularization parameter. The elements in the support of the optimal solution b to (36) are the estimated DOAs. The procedure of the proposed CS-based algorithm is summarized in Table 2 TABLE 2. Implementation steps of the proposed CS-based algorithm.
V. NUMERICAL SIMULATIONS
In this section, the effectiveness of the proposed compressive one-bit measurement scheme is validated. In the first subsection, we examine the estimation performance under the conventional ULA, where the iterative CM-MUSIC is utilized. Then, the estimation performance using the sparse array method is illustrated in the second subsection. Hereby, for simplicity, we make some assumptions and definitions that are used throughout this section. The sources are assumed to have the same power and be uncorrelated with each other, whereas the noises are assumed to be uncorrelated at different sensors. Meanwhile, the sources and noises are independent, and the received signals in different snapshots are independent. Each entry in the compression matrix is randomly drawn from the Gaussian distribution CN (0, 1) . It is noted that to obtain a relatively good estimation performance, we empirically select from several randomly generated matrix where the spatial spectrum is visually optimal. The root mean square error (RMSE) is defined as
q represents the estimated DOA of the q-th source in the i-th trials, and I is the total number of Monte-Carlo trials. Note that I = 300 independent Monte-Carlo trials are conducted to evaluate the performance throughout all the simulations.
It is noted that the main contribution of this paper is the novel compressive one-bit measurement scheme, and the two proposed DOA estimation algorithms are applied in different scenarios. Thus, the main purpose of this section is to verify the superiority of the proposed scheme. To this end, two DOA estimation schemes are taken as the comparison, where the compressive unquantized measurements and M -dimensional uncompressive one-bit measurements are respectively used. The original compressive measurements are used for DOA estimation in the compressive unquantized measurement scheme, and M -dimensional uncompressive one-bit measurement scheme is the conventional one-bit quantization structure with M sensors and no compression operation.
A. COMPRESSIVE ONE-BIT MEASUREMENTS BASED ON ULA
In this subsection, four numerical simulations are designed to illustrate the DOA estimation performance under conventional ULA structure by exploiting compressive one-bit measurements, where iterative CM-MUSIC is used. In the first simulation, the improvement of the iterative procedure to estimate G is examined via comparing the spatial spectrum. Then, the RMSE with respect to different number of iterations is computed to reveal the most proper iteration number in the second simulation. In the third simulation, we evaluate the estimation accuracy by checking the RMSE versus different parameters including the SNR, number of snapshots, and number of sensors. Finally, the angular resolution is verified in the fourth simulation. A ULA consisting of L = 50 sensors is used as the receive array, and the output of the compression operation is fed into M = 10 front-end circuit chains. The compression ratio ratio is L/M = 5. We should note that in the third simulation, the RMSE versus the number of sensors is examined, which means that L is not fixed. However, L is fixed to 50 in other simulations, while M is fixed to 10 in all the simulation.
1) SPATIAL SPECTRUM
In this simulation, 5 sources are assumed to be uniformly distributed from −15 • to 15 • . In order to avoid the disturbance caused by the noise, the SNR and number of snapshots are set as 20 dB and 5000, respectively. We plot 50 spectra in the same figure to clearly show the superiority introduced by the estimation of G. Fig. 4(a) shows the spectra without estimating G, while Fig. 4(b) shows the spectra where 1 iteration is used to estimate G. It is obvious that estimating G gives a much better spatial spectrum than setting G as an identity matrix. This result is consistent with the previous analysis. The noise subspace of the normalized covariance matrixR yy is no longer exactly orthogonal to the steering vectors due to the compression operation. However, by iteratively estimating G, this issue is effectively addressed, and the orthogonality is significantly enhanced.
2) RMSE VERSUS THE NUMBER OF ITERATIONS
From the previous results, we know that iteratively estimating G can improve the estimation performance. However, too many iterations will lead to high computational burden. So the RMSE versus the number of iterations is checked in this simulation, aiming at determining a proper iteration number. The RMSE versus the number of iterations using 3 different SNRs, namely, 0 dB, 5 dB, and 10 dB, is plotted in Fig. 5 , where 500 snapshots are used. Same as the previous part, 5 sources uniformly distributed from −15 • to 15 • are considered. It can be observed that 1 iteration is enough for the estimation of G. Additional iterations cannot significantly improve the estimation performance, and will aggravate the computational burden.
3) ESTIMATION ACCURACY
The estimation accuracy of the proposed comressive one-bit measurement scheme is evaluated in this part. Three numerical simulations, namely, RMSE versus the SNR, number of snapshots, and number of sensors, are designed to this purpose. The corresponding results are shown in Fig. 6(a) , Fig. 6(b) , and Fig. 7 , respectively. Two sources with directions {−10 • , 15 • } are considered. The estimation performance using compressive unquantized measurements and M -dimensional uncompressive one-bit measurements is plotted for comparison in Fig. 6(a) and Fig. 6(b) . We use 100 snapshots in Fig. 6 (a) and 0 dB SNR in Fig. 6(b) . It can be found that by introducing the compression matrix, the compressive one-bit measurement scheme outperforms the conventional one-bit scheme, where the number of circuit chains is the same. However, comparing to the unquantized compressive measurement scheme, the one-bit quantization process leads to a performance degradation. In addition, in Fig. 6(a) , the floor in high SNR region is caused by the quantization error. To be specific, the quantization error gradually becomes the dominant error as the SNR increases. From Fig. 7 , it can be seen that as the number of sensors in the receive array increases, the estimation performance keeps improving. An interesting result is that, at some points, the RMSE increases as the number of sensors increases. This is because when the number of sensors changes, the compression matrix requires to be re-generated and, for simplicity, is randomly drawn from a Gaussian distribution without checking the spatial spectrum here. Thus, the performance is affected.
4) ANGULAR RESOLUTION
In this part, the angular resolution of the proposed scheme is evaluated. Two sources are assumed to impinge from the DOAs {5 • , 5 • + 2 θ } with θ ranging from 0.1 • to 4 • , and 0 dB SNR and 200 snapshots are used. The two sources are successfully resolved when there are two peaks in the spatial spectrum and the following conditions are satisfied,
whereθ q is the estimated DOA of the q-th source. The corresponding results are shown in Fig. 7 . It can be observed that the proposed scheme achieves a much better angular resolution than the conventional uncompressive structure, and as expected, the one-bit quantization process slightly sacrifice the angular resolution to reduce the system complexity in term of the ADC.
B. COMPRESSIVE ONE-BIT MEASUREMENTS BASED ON SPARSE ARRAY
In this subsection, we will validate the effectiveness of the proposed compressive one-bit measurement scheme based on the sparse array. A 16-element N-CACIS is used as the receive array whose sensor locations are given by {0, 1, 2, 3, 4, 5, 6, 7, 8, 16, 24, 32, 40, 48, 56, 64}, and the dimension of the compressive measurement vector is M = 8, indicating that 8 circuit chains are used. Thus, the compression ratio is L/M = 2. In the first simulation, RMSE versus the number of iterations for estimating G is computed to show how the number of iterations for estimating G affects the estimation performance. Then, to evaluate the performance of the proposed scheme, the compressive unquantized measurement and uncompressive one-bit measurement structure are used for comparison. For the uncompressive one-bit measurements, M = 8 circuit chains are used. Therefore, the receive array, i.e., N-CACIS, also consists of L = M = 8 sensors with locations {0, 1, 2, 3, 4, 8, 12, 16}. We can find that with the compression operation, a receive array with an extended array aperture is used. Thus, different to the compressive ULA structure where the number of DOFs is limited by the number of circuit chains M , the proposed scheme is expected to obtain a higher number of DOFs than the 8-element N-CACIS by exploiting the auto-correlation information. Therefore, we will examine this in the second simulation by plotting the spatial spectrum. Then, in the third simulation, the estimation accuracy with respect to the SNR and number of snapshots is evaluated. The CS-based algorithm is used to estimate the DOAs, and the lasso function in MATLAB 2015b is exploited. The searching grid used throughout this subsection ranges from −70 • to 70 • with the step size of 0.05 • .
1) RMSE VERSUS THE NUMBER OF ITERATIONS
In this part, we will evaluate the estimation accuracy with respect to the number of iteration. We consider 11 sources which are uniformly distributed from −60 • to 60 • . In addition, λ 0 is set as 0.01, and 3 scenarios with different SNRs, i.e., −5 dB, 0 dB, and 5 dB, are considered, where 2000 snapshots are used. The corresponding results are plotted in Fig. 9 . It is observed that the each RMSE decreases as the number of iteration increases. Empirically, the most proper number of iterations is 2, which is used in the following simulations. VOLUME 6, 2018 FIGURE 10. The spatial spectrum of (a), uncompressive one-bit structure with 8 circuit chains, (b), spectrum of the proposed scheme with 0 iteration, and (c), spectrum of the proposed scheme with 2 iterations.
FIGURE 11.
The RMSE versus (a), SNR, and (b), the number of snapshots.
2) NUMBER OF DOFS
To show the improvement on the number of DOFs, we consider 17 sources which are uniformly distributed from −60 • to 60 • , where the uncompressive one-bit structure cannot successfully resolve all the sources. For the purpose of verifying the number of DOFs, 10 dB SNR and 2000 snapshots are used. The regularization parameter λ 0 is set as 0.01. The spatial spectrum of the uncompressive one-bit structure is shown in Fig. 10(a) . In contrast, the spatial spectrum of the proposed scheme is shown in Fig. 10(b) and Fig. 10(c) . It can be found that the uncompressive one-bit structure failed to resolve the sources, whereas the proposed scheme succeeds in estimating the DOAs. Thus, given the same number of circuit chains, the proposed scheme can obtain a higher number of DOFs by exploiting the compression operation. In addition, by iteratively estimating G, the spurious peaks are effectively suppressed and the estimation accuracy is improved.
3) ESTIMATION ACCURACY
For the purpose of illustrating the estimation accuracy, 11 sources uniformly distributed in [−60 • , 60 • ] are considered, where the sources can be correctly estimated by both the proposed scheme and the uncompressive measurement structure. The regularization parameter λ 0 is set as 0.01. The simulation results are displayed in Fig. 11 .
RMSE versus SNR is plotted in Fig. 11(a) , where 2000 snapshots are used and the SNR ranges from −16 dB to 10 dB. It is clear that the proposed scheme has a better estimation performance compared to the uncompressive measurement structure due to the extended receive array aperture. In Fig. 11(b) , RMSE versus the number of snapshots is plotted, where SNR is set as 10 dB, and the number of snapshots ranges from 200 to 3000. An interesting phenomenon is that the uncompressive measurement structure obtain a better performance than the proposed scheme in the small number of snapshots region. It is because that by exploiting the extended receive array, an increased number of sensors are used. Therefore, the proposed scheme requires more snapshots to exploit the auto-correlation information than the uncompressive measurement structure. However, as the number of snapshots increases, the proposed scheme still outperforms the uncompressive measurement structure.
VI. CONCLUSION
In this paper, we proposed a compressive one-bit measurement scheme for DOA estimation, where a compression matrix is used to extend the receive array aperture, and the compressive measurements are quantized by one-bit ADCs to reduce the system cost. Based on the proposed scheme, two DOA estimation algorithms were proposed, i.e., the iterative CM-MUSIC and the CS-based algorithm. The iterative CM-MUSIC was designed for the conventional DOA estimation method to obtain a high-resolution estimation, while the CS-based algorithm was designed for the sparse array method to obtain an improved number of DOFs. By exploiting the proposed DOA estimation scheme, we can obtain a high estimation accuracy with a bank of low-cost one-bit ADCs. Simulation results validated the effectiveness of the proposed compressive one-bit measurement scheme.
