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ABSTRACT OF DISSERTATION

OPTIMAL PHASE MEASURING PROFILOMETRY TECHNIQUES
FOR STATIC AND DYNAMIC 3D DATA ACQUISITION
Phase measuring Profilometry (PMP) is an important technique used in 3D data
acquisition. Many variations of the PMP technique exist in the research world. The
technique involves projecting phase shifted versions of sinusoidal patterns with known
frequency. The 3D information is obtained from the amount of phase deviation that the
target object introduces in the captured patterns. Using patterns based on single frequency
result in projecting a large number of patterns necessary to achieve minimal
reconstruction errors. By using more than one frequency, that is multi-frequency, the
error is reduced with the same number of total patterns projected as in the single
frequency case. The first major goal of our research work is to minimize the error in 3D
reconstruction for a given scan time using multiple frequency sine wave patterns. A
mathematical model to estimate the optimal frequency values and the number of phase
shift patterns based on stochastic analysis is given. Experiments are conducted by
implementing the mathematical model to estimate the optimal frequencies and the
number of patterns projected for each frequency level used. The reduction in 3D
reconstruction errors and the quality of the 3D data obtained shows the validity of the
proposed mathematical model.
The second major goal of our research work is the implementation of a postprocessing algorithm based on stereo correspondence matching adapted to structured
light illumination. Composite pattern is created by combining multiple phase shift

patterns and using principles from communication theory. Composite pattern is a novel
technique for obtaining real time 3D depth information. The depth obtained by the
demodulation of captured composite patterns is generally noisy compared to the multipattern approach.
In order to obtain realistic 3D depth information, we propose a post-processing
algorithm based on dynamic programming. Two different communication theory
principles namely, Amplitude Modulation (AM) and Double Side Band Suppressed
Carrier (DSBSC) are used to create the composite patterns. As a result of this research
work, we developed a series of low-cost structured light scanners based on the multifrequency PMP technique and tested them for their accuracy in different 3D applications.
Three such scanners with different camera systems have been delivered to Toyota for
vehicle assembly line inspection. All the scanners use off the shelf components. Two
more scanners namely, the single fingerprint and the palmprint scanner developed as part
of the Department of Homeland Security grant are in prototype and testing stages.
KEYWORDS: Phase Measuring Profilometry, Composite Pattern, Post-processing,
Structured Light, Modulation
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Chapter 1.

Introduction

Three-dimensional (3D) data acquisition is an area of very active research.
Various 3D data acquisition techniques have been in practice for quite some time now.
Several new 3D scanning techniques have been proposed recently. High speed data
acquisition, high accuracy and computational complexity are major factors that
constantly drive the innovation in 3D scanning area. The 3D data acquisition techniques
can be broadly classified into Active and Passive techniques. Active 3D data acquisition
involves the projection of a pattern of some kind on the target and capturing it with a
sensor. The captured pattern is distorted by the shape of the target and hence, gives the
3D depth information of the target. Passive 3D acquisition involves one or more passive
sensor elements capturing the target under varying parameters. Active 3D data
acquisition has significant advantages over the passive techniques in terms of
computational complexity and accuracy. Passive techniques have the advantage of not
using an active projection and are best suitable where illuminating the target is not
feasible.

This research effort contributes to the knowledge of two different active 3D
scanning techniques. One of the techniques involves the projection of multiple patterns
for static 3D scenes and the other a single pattern technique for dynamic 3D scenes. The
static 3D scanning is based on Structured Light Illumination (SLI) method called the
Phase Measuring Profilometry (PMP) technique. A mathematical model is given for the

multi-frequency PMP technique which improves the data acquisition time and accuracy
of the data over the existing PMP techniques. The second part of this research is the
1

implementation of a post-processing algorithm for a single pattern SLI technique called
the Composite Pattern (CP) technique. The CP is generated by combining multiple PMP
patterns into a single pattern using concepts from the communication theory. Amplitude
Modulation (AM) and Quadrature Double Side Band Suppressed Carrier (QDSBSC) are
two different communication theory techniques used in our research work.

1.1

MOTIVATION

With ever evolving new technologies in the computer hardware and software
fields, it is now possible to accurately and rapidly model the 3D scenes around us. The
human eyes see the world in 3D due to binocular stereo vision and hence, it is intuitive to
design computer systems to view the world in 3D [1]. Sensor elements like digital
cameras image the world in 2D. Multiple sensor elements can be integrated by means of
hardware and software to convert this 2D information into 3D. There has been significant
research work already done in the field of 3D data acquisition and more research work is
currently active. However, the holy grail of 3D data acquisition is still a thing of future.
The ultimate goal of 3D data acquisition is to design a system capable of capturing highly
accurate 3D data in real-time with minimum computational complexity.

Excellent surveys of various 3D scanning methodologies have been done by [2-5].
The methodologies can be classified as algorithms for static and dynamic 3D data
acquisition. Structured light illumination (SLI) [6] is one of the most commonly used
methods to extract the 3D surface information in both the industrial and scientific worlds.
Some of the other 3D data acquisition techniques are stereo vision [7], confocal

2

interferometry [8] and time of flight techniques [9]. SLI techniques when compared to the
passive techniques like stereo vision and shape-from-x (x-shading, texture, shadow,
motion) [10], overcome the fundamental ambiguities which generally occur in low
texture environments. SLI involves projection of a light pattern on to the target surface.
The light pattern can be a single light spot, a stripe or some complex light pattern. The
depth information is then extracted by the amount of deviation that the reflected light
pattern undergoes. SLI techniques facilitate non-contact surface measurement. This is
quite useful in industry for applications involving defect detection, accurate mounting of
IC chips on to a circuit board [11], quality control [12-13], obstacle avoidance in robot
navigation [14-16], 3D teleconferencing [17] and archaeology [18].

Camera calibration [19] is the first step in using any SLI technique for 3D
topology measurement. Some novel algorithms have been proposed recently where the
3D data acquisition is done using un-calibrated cameras [20]. For highly accurate
calibration, a calibration target of known feature points is very essential. Calibration in
general, involves the estimation of extrinsic and intrinsic parameters of the camera. Hall
et al [21] have proposed a simple linear camera calibration procedure. Faugeras and
Toscani [22] have proposed a Singular Value Decomposition (SVD) based camera
calibration technique whose equations are similar to those proposed by Hall. The
projective transformation (perspective matrix) is found using the SVD technique. This
transformation can then be used to estimate the extrinsic and intrinsic camera parameters.
Tsai [19] introduced another calibration model which includes the effects of camera lens
distortion. Tsai’s technique uses a single view of coplanar or non-coplanar points to

3

estimate the camera extrinsic and intrinsic parameters. The Faugeras and Toscani method
is superior to Tsai’s in cases where the perspective matrix is sufficient rather than using
the individual camera parameters. Wan et al [23] have pointed out that the perspective
matrix is less susceptible to the input data noise while the camera extrinsic and intrinsic
parameters are not. The Faugeras and Toscani method is used in our systems. This
method is modified to use a closed form least-squares solution. The advantage of this
method is low computational requirement which is not the case with the SVD technique.

PMP [24] is one of the common techniques used in SLI. Multiple phase shift
patterns are used to scan the 3D target and compute its depth information. The multiple
pattern approach is ideal for scanning static 3D scenes. In general, a set of single high
frequency PMP patterns are used in many of the commercial scanners. The problem with
using single high frequency patterns is depth ambiguity. The quality of the depth
information is directly dependent on the 2D phase unwrapping algorithms used. Most of
the known 2D phase unwrapping algorithms require an efficient segmentation of the
target from the background. Hence, only a part of the total 3D scene can be scanned at
any point of time. We propose a multi-frequency PMP technique [25] to avoid this
problem and also improve on the accuracy. A mathematical model based on phase error
is given to estimate the optimal frequency values for the phase shift patterns. We solve
for the optimal number of phase shift patterns for each frequency level using Lagrange
Multiplier technique. The total number of projected patterns is constrained thereby

limiting the scan time.

4

Chun et al [26-28] proposed a novel SLI technique for dynamic 3D data
acquisition called the Composite Pattern (CP). However, there are a few drawbacks to the
technique. The two significant problems are the carrier frequency detection in the
captured pattern and low depth resolution. The concept of epipolar rectification from
stereo vision is adapted to the CP technique for improving the carrier frequency
detection. A post-processing algorithm based on dynamic programming was proposed by
the authors to improve depth resolution and simulated data seems to support their theory.
In this research, we implement the post-processing algorithm to real depth information
obtained by the demodulation of CP and analyze its performance.

1.2

SIGNIFICANT CONTRIBUTIONS

As part of this research work, a comprehensive study of various 3D scanning
techniques is presented. The advantages and disadvantages of various techniques are
described in detail. Calibration plays an important part in the 3D scanning. Linear and
non-linear calibration models are explained along with their mathematical formulation.
Mathematical models for estimating the optimal frequency values and number of phase
shift patterns for the multi-frequency PMP technique are given. Simulation and
experimental results support the mathematical model. Techniques based on epipolar
rectification, post-processing using dynamic programming are implemented in the CP
technique for improving the depth resolution. CP based on QDSBSC is implemented and
studied.

5

For calibration, we use circular and ring targets as opposed to the common
approach of using a checkerboard pattern. The use of checkerboard pattern for calibration
is not very advantageous as it only enables the camera calibration. Projector being an
active source cannot record images and hence, calibrating the projector becomes an issue.
We use the multi-frequency PMP technique for calibration. The advantage of using PMP
technique is the calibration becomes a one-step procedure in estimating the
correspondences between the world, camera and projector coordinate systems. The
calibration error is within the specified tolerance limits and gives an alternate calibration
methodology.

The multi-frequency PMP technique overcomes the problems of depth ambiguity
and 2D phase unwrapping in the currently used single high frequency PMP techniques.
The mathematical models for the optimal frequency values and the optimal number of
phase shift patterns for each frequency level achieve the goal of high accuracy and high
speed 3D data acquisition of a static 3D target. We introduced a new filter called the
Phase Filter to solve for the problem of outliers. Outliers are spurious 3D data points that

occur generally around the edges of a reconstructed 3D data. We developed a matrix of
3D scanners based on the multi-frequency PMP approach. Each of these scanners uses a
different camera system and designed for different working distances based on the
potential applications. Three of the scanners were delivered to Toyota Corporation for
vehicle assembly line inspection. Currently 3D fingerprint and palmprint prototype
scanners are under testing/development stage based on the multi-frequency PMP
technique. Future research work would involve incorporating the mathematical model to
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estimate the optimal parameters depending on the target being scanned. Software and
hardware optimizations can be implemented to further increase the data acquisition rate.

The CP technique is useful in acquiring 3D depth information of a dynamic 3D
scene. Individual PMP patterns are encoded to form a single CP pattern using concepts
from communication theory. Demodulating the captured CP pattern gives the individual
phase shift patterns with the depth information. The performance of the CP technique is
limited by the camera and projector bandwidth. Artifacts are introduced due to the edge
effects and filtering operations. More research work is to be conducted in the CP
technique for improving the depth resolution. Possible applications of the CP technique
include real time depth capture, human computer interaction and computer animation.

1.3

ORGANIZATION OF THE DISSERTATION

This PhD dissertation is organized into six chapters. Chapter 1 gives the
introduction to the research work. The motivation for the research work followed by the
contributions made is presented in chapter 1. Chapter 2 presents the literature review.
Previous research in the field of 3D data acquisition is presented in detail. Various active
and passive scanning methodologies are explained. References to both static and dynamic
3D data acquisition are given along with merits and demerits of the various techniques.
Chapter 3 discusses the calibration procedure for the SLI scanners. Mathematical models
for both linear and non linear calibration are presented. Both the models are implemented
and evaluated for their performance. A methodology to measure the actual mechanical
part and compare it to the scanned 3D data is given. Chapter 4 introduces the concept of
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multi-frequency PMP technique. A mathematical model to estimate the optimal
frequencies along with the optimal number of phase shift patterns for each frequency
level by constraining the total number of projected patterns is introduced. Experimental
results are presented supporting the hypothesis. Chapter 5 presents the existing CP
technique and the implementation of the post-processing algorithm to the real data
obtained by the CP demodulation as opposed to the simulated data on which it was
validated before. CP based on QDSBSC technique is implemented and studied. Chapter 6
concludes this dissertation with the summary and conclusions of the research work
followed by the suggested future research work. Appendices A through F provide useful
information for better understanding this research work.

Copyright © Veeraganesh Yalla 2006
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Chapter 2.

Literature Review

Acquiring high quality 3D data is an area of active research. Many scanning techniques
involving active and passive approaches have evolved over the last few decades. The
advancement in various hardware technologies including the availability of cheap
computers made it feasible for development of low cost depth finding systems. The most
common approach to acquire high quality 3D data is the use of active laser scanners.
After several decades of being in use, laser scanners are still widely used for reverse
engineering and other 3D data acquisition applications as they are known for their
accuracy and working distance range. Konica Minolta’s VIVID series scanners are an
example of the laser based 3D scanners. Scanners based on structured light illumination
(SLI) are also widely used. However, they are limited in their working distance range
from the target because of the physical properties of light from an incoherent source.
Some of the commonly used SLI based industrial scanners are the ATOS series, Inspeck
etc. These scanners use phase shifted patterns of a single high frequency and are
generally used very close to the target to be scanned. The close proximity to target is due
to the fact that 3D depth ambiguities arise from unwrapping of phase from single high
frequency patterns and also to achieve high accuracy. The smaller the scan volume, the
smaller is the error in 3D reconstruction. More details on the phase unwrapping
techniques will be presented later in this review.

Stereo vision is another common approach to acquire 3D data. Reconstruction by
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means of stereo vision is a passive approach as there is no active illuminant projected
onto the target surface. However, computing the stereo correspondences between
different views is a computationally intensive process and completely dependent on the
object texture.

In this chapter, different 3D scanning techniques are presented in detail. The
various coding strategies used in SLI approach are presented in this literature review. The
pattern encoding procedures are introduced with respect to their applications, i.e. for
static scene and for dynamic scene, to illustrate the major differences. An insight into the
various phase unwrapping techniques is also presented in this review.

2.1

SETUP OF A 3D DATA ACQUISITION SYSTEM

Jarvis [2] presents a good survey on the various depth finding techniques. Overviews of
different scanning techniques including the SLI are presented in detail.

Besl [3]

presented an overview of different depth measurement techniques and commercial
sensors. A review of the last 20 years of 3D depth sensor development is presented by
Blais [4]. Chen et al have presented an overview of the 3D shape measurement
techniques using optical methods [5]. The figure 2.1 shows the taxonomy [29] of the 3D
depth scanning or shape acquisition techniques. The 3D shape acquisition techniques can
be broadly classified as contact and non-contact methods of acquisition. The structured
light 3D scanners fall under the category of non-contact optical scanners and the stereo
vision comes under passive method.
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Figure 2.1: Taxonomy of 3D shape acquisition systems [29]

Figures 2.2 and 2.3 illustrate the general setups for the SLI based 3D scanning
system and a stereo vision based 3D scanning system respectively. The active source in
the SLI based system is a projector projecting structured light pattern and a passive
camera to capture the patterns reflected back by the target surface. For the stereo vision
based system, more than one passive source (camera) is used to capture the target from
different views. The views can then be combined to obtain a 3D depth map by stereo
matching. Stereo matching is not an easy task. The starting point for computing the
correspondence matches is using the features from the images captured from different
views. Features like corners, edges, intensity etc are widely used in the matching process.
3D depth ambiguities often arise because of mismatched correspondences.
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The main difference between the SLI based and stereo vision based system is the
use of an illumination source replacing one the passive sources. The use of an active
source solves the correspondence problem in stereo vision. However, SLI requires
multiple patterns to be projected onto the target to achieve the correspondence matching.

Figure 2.2: Setup for a SLI based 3D scanning system

Figure 2.3: Setup for a stereo vision based 3D scanning system
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Active sensing enables acquisition of 3D depth of the target with great accuracy
and with less computation power due to the encoded texture provided by the projected
image. However, it is not always feasible to project structured light patterns directly onto
the target. Target surface reflectance poses a problem and can result in ambiguous depth
reconstruction. Passive approach offers more flexibility and is less expensive but suffers
from low accuracy, considerable computation and an inherent dependency on the target
surface characteristics. Current active and passive 3D surface scanning approaches are
presented in the following sections.

2.1.1

Passive Methods

This section provides an overview of the various passive methods used in the 3D data
acquisition. In addition to the stereo vision, other common passive techniques are shapefrom-x (x-motion, shading, texture, and silhouette), depth from focus/defocus and
photometric stereo.

Static Stereo Vision: Stereo vision [7] uses multiple cameras to compute the 3D depth.

Depth by 3D using stereo vision is analogous to the human visual system. In the human
visual system, the two eyes are offset and hence, view different aspects of the same
scene. This offset between the eyes makes the 3D vision possible. In static stereo vision,
the multiple cameras capture the target from different views at the same time. The
displacements or disparities of the pixel pairs corresponding to the same 3D points are
inversely proportional to the distance the 3D point is from the cameras. By computing the
corresponding pairs between the image pairs, 3D geometry of the target scene can be
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computed by intersecting the rays tracing from the optical centers of the sensors and
corresponding pixels on the images. Once, the correspondences are established, the next
step is the correspondence matching. The correspondence matching is a difficult problem
and significant research has been conducted for optimal and dense correspondence
matching [30]. One simple approach is to search for correlation of the textures or feature
points of the image pairs [31]. Geometrical and optical constrains can be applied to limit
the search space [32-33]. However, textureless surfaces yield sparse disparity maps and
therefore give inaccurate 3D reconstruction. Also, the correspondence matching
procedure needs some low level image processing such as feature tracking, and
correlation operations making the static stereo technique relatively computational
intensive. In general, stereo vision systems use two cameras. More cameras, instead of
two, can also be used to yield more accuracy for the 3D reconstruction. Stereo vision
systems based on multiple cameras (more than two) is an area of active research [34].

Shape from motion (Dynamic Stereo Vision): Shape from motion, also known as the

dynamic stereo vision accomplishes 3D surface reconstruction by tracking the changes in
the 3D scene [35-36]. Shape from motion can be achieved by using single camera.
Multiple cameras can also be used to improve the reconstruction efficiency. Two
different approaches are generally used. First approach is to have a static camera and
record the dynamic scene. The second approach is to have a static scene and move the
camera around to record the scene from multiple views. The determination of structure
from motion is effectively equivalent to stereo with a single camera. The key is to define
the three dimensional motion of the camera between the time intervals t and t + ∂t . Once
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this is achieved, then solve for the three dimensional positions of the corresponding
matched points from different views using the standard stereo equations. Feature tracking
algorithms like the kalman filter and optical flow techniques are widely used for the
correspondence matching. Tomasi et al. [34] have proposed a factorization method to
recover 3D from motion. Nistér [35] implemented a system capable of reconstructing 3D
scenes from uncalibrated video sequences. The video sequences are recorded by moving
the camera around the target in an arbitrary fashion. Correspondence matching and 3D
reconstruction is achieved by feature tracking in the video sequences.

Shape from shading: Shape from shading (SFS) is an interesting technique to recovery

the 3D depth from a single image based on its gray level intensity gradient. The first
algorithm was implemented by Horn in the early 1970s [37]. Since then many different
algorithms have evolved. The SFS algorithm relies on the principle of image formation.
A simple model of image formation is the Lambertian model, in which the intensity value
at each pixel of an image depends on the light source model and the surface normal. In
SFS, give a gray scale image, the aim is to recover the light source and the surface shape
at each pixel in the image. There are four different categories of SFS techniques. They
are the Minimization, Propagation, Local and Linear methods. Minimization method
optimizes the appropriate minimization formulation by considering the image as a whole.
Propagation method explores the surface geometry by starting from the points whose
height or orientation is known. Local method retrieves the height of the surface by only
considering the neighboring pixel intensities. In the linear method, a linear approximation
of the reflectance function in terms of the surface gradient followed by application of a
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Fourier transform to the linear function is used to get a closed form solution of depth at
each pixel location [38]. Finding a unique solution in SFS is difficult. This is because if a
surface shape is defined in terms of its surface normal, there is a linear equation with
three unknowns. However, if we define the surface shape in terms of surface gradient,
there is a non-linear equation with two unknowns. Tsai et al proposed an algorithm to
recover shape from shading under variable albedo conditions [10].

Shape from texture: Bajcsy and Lieberman [39] implemented an algorithm to evaluate

the texture gradient in natural outdoor scenes. The texture gradient is then used to
evaluate the relative distance between objects in the scene. In other words, depth can be
inferred by observing the relative size of texels (texture elements). The shape
reconstruction exploits perspective distortion, which makes objects far from the camera
appear smaller and less distorted. The amount of shape distortion and gradient distortion
can be measured from an image. The surface shape is reconstructed by calculating the
surface orientation (surface normal). The idea is illustrated in the figure 2.4 below [40].
The human brain has the capability to guess the shape of the object as a cylinder by
observing the texture (the dots) on the surface.

Many new algorithms have been

proposed in this area. However, shape from texture still remains a largely unsolved
problem.

Figure 2.4: Shape from Texture
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Shape from silhouette: Shape from Silhouette is a method of automatic construction of a

3D model of an object based on a sequence of images of the object taken from multiple
views, in which the object's silhouette represents the only interesting feature of an image
[41]. Shape from Silhouette is a computationally simple algorithm as it employs only
basic matrix operations for all transformations and requires only a single camera. It can
be applied on objects of arbitrary shapes, including objects with concavities, as long as
the concavities are visible from at least one input view. The drawback of any shape from
silhouette algorithm is that certain types of concavities of an object can not be
reconstructed independently from the number of input images and the location from
which they were taken.

Depth from focus/defocus: Depth from focus/defocus is the technique of estimating the

3D surface of a scene from a set of two or more images of the scene [42-43]. The images
are obtained by changing the camera parameters (typically the focal setting or the image
plane axial position), and taken from the same point of view. The difference between
depth from focus and depth from defocus is that, in the first case it is possible to
dynamically change the camera parameters during the surface estimation process, while
in the second case this is not allowed. While many computer vision techniques estimate
3D surfaces by using images obtained with pin-hole cameras, in depth from defocus real
aperture cameras are used. Real aperture cameras have a short depth of field, resulting in
images which appear focused only on a small 3D slice of the scene. The depths from
focus/defocus algorithms are computationally very intensive and very sensitive to low
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texture targets. Reliable estimation of the camera parameters is a key to the 3D depth
reconstruction.
Photometric Stereo: Photometric stereo estimates local surface orientation by using

several images of the same surface taken from the same viewpoint but under illumination
from different directions. It was first introduced by Woodham in 1980 [44]. The light
sources are ideally point sources some distance away in different directions, so that in
each case there is a well-defined light source direction from which to measure surface
orientation. Therefore, the change of the intensities in the images depends on both local
surface orientation and illumination direction. This approach can be viewed as an
extension of the SFS method.
2.1.2

Active Methods

The active methods for 3D depth reconstruction include the structured light illumination,
Time of flight (TOF) and Moiré contour techniques. A description of the various
techniques is given below.

Structured light: Structured light illumination [6] methods use coded patterns for the 3D

depth reconstruction. Over the years, various pattern codification methods have been
proposed and implemented. A detailed description of the commonly used pattern codes
will be explained in later sections. As described earlier, the setup of a SLI based system is
similar to that of a stereo vision system. The key difference is the use of an active
illumination sources replacing of one the cameras in the stereo vision system. The
encoded patterns in the SLI method help in simplifying the correspondence matching
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problem in stereo. Commonly used pattern codes are the line, grid, gray code, sine waves
or other mathematically formulated codes which can be decoded to give an accurate
correspondence match between the illumination source and the camera. This is the
principle of triangulation as depicted in the figure 2.5 below. The underlying principle is
optical triangulation. The principle of triangulation is centuries old. The Greeks are
known to have used the concept in astronomy and navigation of their ships.
Illuminant

Sensor

Lateral Distortion

Depth Distortion

Figure 2.5: Optical Triangulation

Time of Flight: TOF 3D scanners are generally used for measuring large buildings and

other geographical features at an extended working range distance. The TOF scanners
work on the same principle as the sonar except the medium used is light energy instead of
sound [9, 45]. The laser range finder finds the distance of a surface by timing the roundtrip time of a pulse of light. Depending on the shape of the target, light reflected from
different parts of the target reaches at different time intervals at the camera image plane.
This difference provides a direct mapping of the 3D depth of the object. Leica
Geosystems TPS 1200 TOF scanner [46] is shown in figure 2.6.
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Figure 2.6: Leica Geosystems TPS 1200 TOF Scanner

Another kind of TOF scanners is the pulsed TOF scanners. They are relatively
new and still in their research/prototype stages. An example of a pulsed TOF scanner is
the Zmini from 3DVsystems. The figure 2.7 below shows the operation of a pulsed TOF
scanner [47]. Light is emitted from an LED array onto a target and a fast shutter camera
is used to capture the reflected light from the target. The light source and sensor unit are
quite expensive and the current generation pulsed TOF scanners are very limited in their
accuracy and the data obtained is quite noisy. However, it is expected to improve with the
current technological trend in the field of solid state electronics. Albedo normalization is
performed in order to extract the 3D depth information.
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Figure 2.7: Zmini TOF Scanner from 3DV Systems

Moiré Contour: Moiré contour is generated by projecting two gratings, the master

grating on the target surface and the reference grating on a reference plane [48]. The
height deformations or variations deform the master gratings relative to the reference
grating. The deformation is used to compute the 3D topology based on Moiré techniques.
Bright light illuminations are needed to provide a reasonable Moiré pattern.
2.2 CODING TECHNIQUES FOR SLI

In this section various pattern coding techniques used in SLI approach are
presented. Coded SLI is one of the most reliable techniques in 3D data acquisition. Each
pixel in the projected pattern has unique codeword. From the captured images, it is
possible to recover the precise codeword for each camera pixel and hence, an exact
mapping between the projector and the camera can be established. Salvi et al [49] have
conducted an excellent survey, implemented and compared the performance of many
pattern codification methods in SLI. The coding strategies can be classified as Time
Multiplexed, Spatial Neighborhood and Direct Coding. The coding strategies can also be
broadly classified into coding for static 3D scenes and coding for dynamic 3d scenes.
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a) Time Multiplexed Coding: Time multiplexed coding is a very common approach

in SLI. The codeword for a given pixel in the projected pattern is usually formed
by the sequence of illuminance values for that pixel across the projected patterns.
This kind of pattern can achieve highly accurate 3D data. Time multiplexed
coding techniques are further classified into techniques based on binary codes,
techniques based on n-ary codes, Gray code combined with phase shifting and
hybrid codes. The time multiplexed coding techniques are best suited for the static
3D scenes.

b) Spatial Neighborhood: The spatial neighborhood techniques can be classified as

techniques based on non-formal codification, techniques based on De Bruijn
sequences and techniques based on M-arrays. The spatial neighborhood based
techniques are designed to work with dynamic 3D scenes.

c) Direct Coding: The direct coding techniques are broadly classified into

techniques based on gray levels and techniques based on color. Intensity ratio
depth sensor is a technique based on the direct coding strategy. The direct coding
techniques are suited for dynamic 3D scenes.
2.2.1 Coding for Static 3D scenes
Binary Coding: SLI based on binary encoded patterns was first proposed by Potsdamer

and Altschuler in 1982 [50]. The idea was to project a series of m binary patterns to get
the 3D of the target. The m binary patterns encode 2m stripes. The number of binary
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patterns is limited to the projector resolution and camera’s resolving power of the
projected stripes. Each pixel in the projector is encoded in time as a binary sequence. A
value of ‘0’ is encoded as a black stripe and a value of ‘1’ as a white stripe. From the
captured patterns, the codeword for each pixel in the camera is decoded by detecting the
center of the stripe or the edge. Plain binary coded SLI technique is susceptible to signal
noise.

Successive Binary Striping: Asada [51] and Jalkio [52] presented algorithms to acquire

3D data using single stripe and multiple stripe techniques respectively. In general, a laser
is used to sweep a stripe against the target and a camera captures the laser line being
deformed by the target. This deformation provides the depth information. Hassebrook et
al. [53] introduced a new method of non-ambiguous stripe based SLI called Successive
Subdivision SLI. The first frame is a single stripe. Each successive frame subdivides the

previous region by two while no previous stripe is repeated. Another solution given by
the authors is to successively encode the surface with light stripe patterns with variable
spatial frequency.

Gray Coding: Sato et al [55] have proposed modified binary encoded SLI pattern

projection. Instead of using the binary code as such, gray code technique is used. The
advantage of using gray code is, consecutive codewords have a hamming distance of 1.
Hence, it’s more robust to signal noise. Gray code technique is commonly used in SLI
even today. The projector resolution and the camera’s stripe resolving power limit the
total number of stripe patterns that can be projected. Trobina et al [56] presented an error
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model of SLI systems based on gray code technique. Locating the stripes accurately in
the captured gray code patterns was presented by Valkenberg and McIvor [57]. Each
captured image is segmented into 17x17 pixel windows and a 2D third order polynomial
is fit to the model detected stripe. This improved the 3D reconstruction. Color gray code
technique was proposed by Rocchini et al. [29] in 2001. Instead of black and white
stripes, the authors have proposed the use of red and blue stripes with green slit lines in
the middle of each stripe. This improved the stripe detection in the captured images. The
figure 2.8 shows the SLI pattern proposed by the authors.

Figure 2.8 Color SLI pattern proposed by Rocchini et al.

Parallel Stripes: In 1981, Minou et al [58] proposed the use of time coded parallel

stripes. The goal was to create a robust 3D depth measurement system. Binary and
Hamming error correcting code were combined to achieve this. However, the number of
patterns that can be created using this technique is limited due to the total number of bits
required to design the error code.

Binary coded SLI has inherent problems with the reflectance of the target making
the stripe detection difficult. To solve this problem, researchers have proposed using
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additional patterns to get the reflectance map or the albedo of the target [59-60]. The
captured albedo images are combined to obtain a dynamic scale radiance map. The
captured stripe patterns are combined with the radiance map to restore the projected
intensity of the stripes for more accurate indexing. Alternate solution is to use both
positive and negative binary stripes and use a zero crossing detector to get the precise
stripe position. However, this involves projecting double the number of patterns. A major
problem with the binary codes is the use of only two values ‘0’ and ‘1’. Use of more gray
levels would certainly improve the system performance with respect to noise.

Channel Capacity Model for Binary Stripes: Daley et al [54] present structured light

systems using spatial light modulation as communication systems and use
communications theory in their description. Successive light stripes of variable spatial
frequency are used as the SLI patterns. A model for multi-stripe analysis in terms of an
information channel for which the maximum spatial stripe frequency is related to channel
capacity and maximized accordingly by use of Shannon’s theorems is given. The
objective is to improve lateral resolution through optimized spatial frequency while
maintaining a fixed range resolution. Given an optimized spatial frequency, a technique is
presented to enhance lateral resolution further by multiplexing and shifting the light
structure. A 2D probability density function (2D PDF) of the projected stripes is modeled
and calibrated to find the optimum threshold for the received gray-level images. The
resulting binary images are with minimized probability of error where the true values are
the original stripe pattern.
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Color Coding: Caspi et al. [61] proposed a multilevel color encoding scheme based on

the Gray code technique. The goal is to use fewer patterns than the binary coding
schemes, but achieve better signal to noise ratio. The extension of Gray code is based on
an alphabet of n symbols, where every symbol is associated to a certain RGB color. The
extended alphabet makes it possible to reduce the number of patterns. The authors also
proposed a color model to retrieve the original projected color from the captured patterns.
The proposed color model is shown below.

⎡ RW ⎤ ⎡ ARR
⎢G ⎥ = ⎢ A
⎢ W ⎥ ⎢ GR
⎢⎣ BW ⎥⎦ ⎢⎣ ABR
N

C

ARG
AGG
ABG
A

ARB ⎤ ⎡ k r
AGB ⎥ ⎢ 0
⎥⎢
ABB ⎥⎦ ⎢⎣ 0


0
kg
0

0 ⎤ ⎡ R ⎤ ⎡ R0 ⎤
0 ⎥ P ⎢G ⎥ + ⎢G0 ⎥
⎥ ⎢ ⎥ ⎢ ⎥
kb ⎥⎦ ⎢⎣ B ⎥⎦ ⎢⎣ B0 ⎥⎦
N N
c

K

(2.1)

C0

C is the color vector in the captured image and c is the color vector in the original

projection patterns. Matrix A represents the projector-camera coupling matrix which is
the crosstalk between the colors. K is the surface reflectance matrix which depends on
the individual pixel location dependent. P is the nonlinear transformation of the colors to
be projected, i.e. c , to the actual color projected from the physical projecting device. C0
is the color offset due to ambient light. C , P , K and A are estimated beforehand using
color calibration. Therefore, the original projected color, c , can be retrieved from the
camera captured color C for each camera pixel.

Gray level Coding: Horn and Kiryati [62] proposed a new technique based on n-ary

codes. Adjacent stripes are encoded with n-ary codewords. Multiple grey levels are used
in this coding technique. For a given accuracy level, codewords are designed for best
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performance under noisy conditions. The codewords are designed in such a way that the
hamming distance between them is one. Space filling curves such as the Hilbert and
Peano curves are used in the code generation. An example of the Hilbert space filling
curve is shown below.

Figure 2.9: 3-D 2nd order Hilbert curve with 128 codewords placed on it for n-ary codification

Phase Shifting: Phase shifting also known as the Phase Measuring Profilometry (PMP)

was first introduced by Srinivasan et al. in 1984 [24]. The PMP technique has its origins
in the Interferometry technique. Unlike binary patterns, which use only black and white
stripes, PMP uses gray level patterns based on the sinusoid function. Multiple phase
shifted patterns are used in PMP. The minimum number of PMP patterns required is
three. Figure 2.10 shows a three pattern PMP technique and the corresponding ideal
phase map of a flat surface that can be obtained from the captured patterns.
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Figure 2.10: Phase map from phase shifted sine waves.

The Equation to compute the phase at each pixel in the captured image is given by
⎡ N
⎤
⎢ ∑ I n sin(2π n / N ) ⎥
φ = arctan ⎢ nN=1
⎥
⎢ I cos(2π n / N ) ⎥
n
⎢⎣ ∑
⎥⎦
n =1

(2.2)

where I n is the captured image, N is the total number of patterns projected and
n = 1, 2,3,.... N . Many variations of the PMP technique have been proposed. Hariharan

[63-64] proposed a five step phase shifting algorithm and the formula to compute the
phase map is given by
⎡ 2( I1 − I 3 ) ⎤
⎥
⎣ − I0 + 2I2 − I4 ⎦

φ = arctan ⎢

(2.3)

Schmit and Creath [65] also calculated the phase values through five projection sinusoid
patterns by
⎡ − I 0 + 4( I1 − I 3 ) + I 4 ⎤
⎥
⎣ I 0 + 2 I1 − 6 I 2 + 2 I 3 + I 4 ⎦

φ = arctan ⎢
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(2.4)

Surrel [66-67] and Larkin [68] unified these phase calculating methods and did
performance assessment of the various PMP techniques. Zhao et al [69] studied the
quantization effects in the PMP technique.

Hybrid Methods: Sansoini et al. proposed a novel technique of combining PMP with the

gray code technique. The goal is to obtain high spatial resolution without ambiguity [70].
Gray code patterns are first captured to get rough estimate of the phase map. This is then
followed by the projection of high frequency phase shift patterns. Only a few phase shift
patterns are generally used. The unwrapped phase from the phase shift patterns improves
the rough estimate obtained from the gray code patterns. This method requires the use of
an error correcting term to reduce the final error. This error correcting term is highly
dependent on the system setup and also number of phase shift patterns used.
2.2.2 Coding for Dynamic 3D scenes
Gradient Method: Goodman and Hassebrook [71] introduced gradient method to

estimate the 3D depth information. Carrihill and Hummel [72] developed a system called
Intensity Ratio Depth Sensor. The authors used an additional pattern for albedo

compensation. It consists of a linear wedge spread along vertical columns containing a
scale of grey levels. A ratio is calculated between every pixel of the imaged wedge and
the same pixel value under constant illumination. This ratio is related with the column of
the pattern that has projected in the pixel. Since two patterns must be projected, dynamic
scenes are not considered. The authors used a slide projector and a monochrome camera
with 8 bits of intensity per pixel. The authors achieved to tune the setup so that the
relationship between the ratio and the image column number was nearly linear. The
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accuracy of the proposed system was very low due to the non-linearities of the projection
system and high sensitivity to noise. The gradient pattern is shown in figure 2.11.

Figure 2.11 Gradient Pattern used in Intensity Ratio Depth Sensor

Patterns based on non-formal Codification: Maruyama et al. [73] proposed a new SLI

codification technique based on non-formal codification. In non-formal codification,
there is no mathematical theory to generate the codeword. The binary pattern codes are
generated using vertical slits containing random cuts. The system is designed to work
with surfaces with smooth depth changes. The main drawback of this technique is that
segments length can vary depending on the distance between camera and surface and the
optics of both camera and projector. All these factors limit considerably the robustness
and the reliability of the system.

Figure 2.12 Random cut vertical slit pattern
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Durdle et al [74] proposed another technique based on the non-formal coding. The
codeword is generated as a horizontal sequence of gray level stripes of pixel width 4.
The sample pattern is BWGWBGWGBGWBGBWBGW. B, G and W represent black,
grey and white color values. Correspondence matching is done in a two step process first
by finding the correlation peaks between the images columns and the projected pattern
and then matching the sequences WBG, WBG and GWB.

Figure 2.13 Periodic slit pattern

Colored vertical slits based on red, green and blue colors and separated by black bands
was proposed by Boyer and Kak [75]. The correspondence matching was done use a
stripe indexing algorithm. The technique involved morphological operations.

Stripe Boundary Codes: Hall-Holt and Rusinkiewicz [76-77] proposed an SLI pattern

based on stripe boundary codes. The authors divided four patterns into a total of 111
vertical stripes coded in black and white. Codification is located at the boundaries of each
pair of stripes. The codeword of each boundary is formed by 8 bits. Every pattern gives 2
of these bits, representing the value of the bounding stripes. The method supports smooth
moving scenes. The figure 2.14 shows the stripe boundary codes proposed by the authors.
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Figure 2.14: Stripe Boundary Codes

De-Bruijn Sequence Codes: A De- Bruijn sequence of order m over n symbols is a

circular string of length nm that contains each substring of length m exactly once. An
interesting property of a De Bruijn sequence is that it presents a flat autocorrelation
function with a unique peak. The figure 2.15 shows an example of the De-Bruijn
sequence [78].

Figure 2.15 SLI pattern based on De-Bruijn Sequence

Composite PMP: Chun et al [26-28] introduced the novel concept of composite pattern

by combining PMP technique with communication theory. Four phase shift pattern of
unit frequency are amplitude modulated (AM) with individual carrier frequencies to
create the composite pattern. The captured pattern is then demodulated using the classic
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AM demodulator like the envelope detector or the Hilbert transform demodulator. The
phase map reconstructed using the demodulated patterns’ is very noisy. In order to
improve this, a post processing algorithm based on stereo vision and dynamic
programming has been proposed. Simulations show that this can be implemented in
practice and is part of research discussed in this dissertation. An example of the
composite pattern is shown in figure 2.16.

Figure 2.16: Composite PMP pattern

Color Coded Patterns: Tajima and Iwakama [79] proposed an SLI system called the

Rainbow Range Finder. Vertical narrow slits and a diffractive prism are used to create the
rainbow patterns from white light. Two images are captured through different color filters
and the intensity ratio is used to determine the 3D depth of the target. Wust and Capson
[80] first proposed the use of PMP patterns encoded in color channels of the projector.
Three high frequency phase shift patterns are encoded into the three color channels (R, G
and B) of the projected pattern. A color CCD camera is used to capture the reflected
patterns. Huang et al [81] later adapted this method. The authors implemented their
algorithm on custom built camera hardware to improve the performance. However, a
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serious drawback of this approach is the interference of the target albedo with the color
PMP patterns. As a result, the technique is applied on targets with neutral color.

Recent Techniques: Frueh et al. [82] proposed an approach to simultaneously capture

visual appearance and depth of a time-varying scene. The authors use structured infrared
(IR) light. Two structured light patterns, a static vertical IR stripe pattern and a horizontal
IR laser line sweeping up and down the scene are used simultaneously. Vertical lines in
the IR frames are identified using the horizontal line, intra-frame tracking, and interframe tracking; depth along these lines is reconstructed via triangulation. Interpolating
these sparse depth lines within the foreground silhouette of the recorded video sequence,
a depth map is obtained for every frame in the video sequence. The proposed method
currently has limited depth resolution.

Koninckx et al [83] proposed a graph cut based structured light algorithm for real
time 3D data acquisition. The projected pattern is adapted continuously based on the 3D
scene changes and hence, renders the system more robust against scene variability.
However, the correctness of the depth maps is not guaranteed in this technique. Frame
rates vary between 10 and 25fps dependent on scene complexity.

Hassebrook et al introduced a novel concept called the Lock and Hold technique
to estimate depth in real time [84]. The data acquisition is done in two steps. First is the
lock stage where, the target whose depth is to be obtained in real time is scanned using a

high resolution 3D data acquisition technique like the phase stepping method. The static
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3D data forms the basis for the real time depth acquisition. The second step is the hold
stage. A set of parallel stripes [or any periodic pattern] are then projected onto the target

and data is acquired at video rate. During the hold stage, the target can move in real time.
The captured patterns are then used to compute the real time 3D depth information.
Snakes are used to track the parallel stripes in order to solve for the correspondence
problem.
2.3 PHASE UNWRAPPING

Phase unwrapping [85-95] is an important concept for SLI systems using the multiple
phase shift patterns to obtain the 3D depth information. If the frequency of the sine waves
used for the phase shift patterns is 1 cycle/field of view (FOV), then there is no need for
the phase unwrapping. However, the frequency of 1 cycle/FOV is seldom used due to low
signal to noise ratio. High frequency phase shift patterns can be used to obtain a better
signal to noise ratio. Wrapped 2D phase [87] examples are shown in figure 2.17(a) and
(b).

Fig 2.17 (a)-(b) Wrapped Phase [87]
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Wrapped phase values lie between (−π , +π ] . The phase unwrapping problem is
concerned with obtaining an estimate φ (t ) from the wrapped phaseψ (t ) . The relation
between φ (t ) and ψ (t ) is given by

ψ (t ) = φ (t ) + 2π k (t )
where k(t) is an integer function that forces −π < ψ ≤ π . In 1982, Itoh analyzed the
problem of one-dimensional (1D) phase unwrapping and proved that the wrapped phase
can be computed by integrating the wrapped phase differences [86]. Given a 1D array of
wrapped phase values (i=0,..., N-1), Itoh’s algorithm can be summarized as follows [79]
i.

Compute the phase differences: D (i ) = ψ (i + 1) −ψ (i ) for i=0,…N-2.

ii.

Compute the wrapped phase differences: ∆(i) = arctan{sin( D(i), cos( D(i )}
for i= 0,..., N-2.

iii.

Initialize the first unwrapped value: φ (0) = ψ (0)

iv.

Unwrap

by

summing

the

wrapped

phase

differences:

φ (i ) = φ (i − 1) + ∆(i − 1) , for i = 1,...., N-1.

For the SLI systems phase unwrapping is a two dimensional (2D) problem. Itoh’s method
can be extended to 2D. However, the method has been found to be inefficient in solving
the 2D phase unwrapping problem.

The 2D phase unwrapping algorithms can be broadly classified as Path Following
Methods and Least-Squares Methods [88-90]. Path following methods generally use
branch cut approach to unwrap the phase. The phase is unwrapped by integrating the
estimated neighborhood pixel differences of the unwrapped phase along paths avoiding
the regions where there are phase inconsistencies. The phase inconsistencies are also
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known as phase discontinuities or residues. Goldstein’s algorithm [91] is a classic
example of the path following method. The algorithm is very fast and generally gives an
accurate result. The algorithm uses a nearest-neighbor approach in computing the
residues and sometimes results in placing the branch cuts at the wrong pixel locations.
Mask cut algorithm and Flynn’s discontinuity algorithm [92] are some of the path
following methods commonly used.

In least squares methods, unwrapping is achieved by minimizing the mean square
deviation between the estimated and the unknown neighboring pixel differences of the
unwrapped phase. Using Fast Fourier transform in the least squares methods make them
very efficient [93]. The least squares methods tend to spread the errors over the entire
phase map, and can be very inaccurate. To overcome this problem a weighted least
squares methods have been proposed [94]. However, the weighted least squares
algorithms are iterative and not very computationally efficient. Many other algorithms
have been proposed to solve the problems posed by the path following and least squares
methods and the area of phase unwrapping [95].
2.4 SUMMARY

In this chapter, various 3D scanning algorithms are described. Both the passive and active
approaches to 3D data acquisition are presented. The advantages and disadvantages of
both the approaches are given in detail. Both static and dynamic 3D data acquisition
methods are presented. The static 3D data acquisition algorithms have evolved a lot since
they were first proposed. Many new complex algorithms have been designed and
implemented. The dynamic 3D data acquisition algorithms are still not up to the level of
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the static 3D algorithms in terms of depth resolution and are an area of very active
research. Phase unwrapping is another concept presented in this chapter as it is a key to
many of the SLI systems using phase shifting methods.

Copyright © Veeraganesh Yalla 2006
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Chapter 3.

3D Scanner Calibration

Calibration is an important step in 3D computer vision in order to extract depth
information from the 2D images. There are three different types of camera calibration
techniques: intrinsic, photogrammetic calibration and self-calibration [96].

a) Intrinsic calibration: The intrinsic calibration involves careful measurement of

optics and scanner geometry. This kind of calibration does not require any
calibration grid. The goodness of 3D reconstruction depends largely on the
precision with which the optics and scanner geometry are estimated.

b) Photogrammetic calibration: This method involves the calibration of camera

based on observing a calibration object whose 3D geometry is known beforehand.
Calibration of this kind is very efficient. The calibration object is usually a non
coplanar surface (in general, two or more orthogonal planes). A 3D checkered
board is a common calibration object used by many researches for calibrating the
camera.

c) Self Calibration: Camera calibration utilizing self calibration does not require any

calibration object. This is a relatively new technique and extensive research is
being done in this area. This method of calibration generally involves moving a
camera in a static scene and estimating the constraints on the internal parameters
of the camera.
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3.1

3D SLI SYSTEM CALIBRATION

In the calibration for the SL system, both the camera and the projector need to be
calibrated. Calibration involves the establishing the transformation from the world
coordinates to the camera coordinates and the transformation between the world
coordinates to the projector coordinates. Since the geometrical and optical models for
both the camera and the projector are identical [97], only the camera model based on pinhole model is introduced here. The same calibration procedure can be applied for the
projector calibration.
3.1.1

Coordinate Systems Involved

Figure 3.1 shows the three different coordinate systems involved in a 3D scanner.
They are the
i.

Camera coordinates, (xc, yc) (measured in pixels)

ii.

Projector coordinates (xp, yp) (measured in pixels) and

iii.

3D World coordinates (Xw, Yw, Zw) (measured in mm)

The transformation between these coordinate systems has to be established before
doing the target scans. The calibration is done using known coordinate values in each of
the three coordinate systems.
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Figure 3.1: Coordinate systems involved in 3D-depth measurement

3.1.2

The Camera Model

The physical and optical characteristics of the camera can be described
mathematically by a set of parameters. These set of parameters constitute the camera
model. The pin-hole model, shown in figure 3.2, is used to model a single lens camera.
Two sets of parameters are used to define the transformation between the world
coordinates X w , Y w , Z w to the camera image coordinates x c , y c . The camera orientation
and position with respect to the world coordinates are described by the extrinsic
parameters. The intrinsic parameters describe the internal optical characteristics of the
camera.
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Figure 3.2: Pin-hole camera model
There are four different steps involved to transform from the 3D world
coordinates to the camera image coordinates. The different calibration parameters
involved are given in the following steps [19, 22, 23, 96-104].

a) Rotation and Translation

The transformation of a rigid body from the world coordinates to the camera 3D
coordinates is defined as
⎡X c⎤
⎡X w⎤
⎢ c⎥
⎢ w⎥
⎢Y ⎥ = R ⎢Y ⎥ + T ,
⎢Zc ⎥
⎢Zw ⎥
⎣ ⎦
⎣ ⎦

where, ⎡⎣ X w , Y w , Z w ⎤⎦

T

is the 3D world coordinates, ⎡⎣ X c , Y c , Z c ⎤⎦

(3.1)

T

is the 3D

camera coordinates. R and T are the rotation and translation matrices defined as
⎡ r11
⎢
R = ⎢ r21
⎢⎣ r31

r12
r22
r32

r13 ⎤
⎡ t1 ⎤
⎥ and
⎢ ⎥
T = ⎢t2 ⎥ .
r23 ⎥
⎢⎣ t3 ⎥⎦
r33 ⎥⎦
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(3.2)

b) Perspective Projection

By applying the perspective projection with pin-hole model,
Xc
X = f c
Z

(3.3a)

u

Yu = f

Yc
Zc

(3.3b)

where, X u and Y u are the 2D undistorted image coordinates and f is the
effective focal length of the camera.

c) Radial Distortion

The radial distortion is defined as
X u = X d + DX ,

(3.4a)

Y u = Y d + DY ,

(3.4b)

where, X d and Y d are the distorted image coordinates on the image plane. X d
and Y d are referenced to the optical center such that { X d , Y d } = {0,0} represents
the optical center. DX and DY are the distortion in x and y directions respectively.
Only radial distortion is considered in our research applications and therefore DX
and DY are defined as

DX = X d (κ 1r 2 + κ 2 r 4 + ......)

(3.5a)

DY = Y d (κ 1r 2 + κ 2 r 4 + ......)

(3.5b)

where, κ1 and κ 2 are the radial distortion parameters and
r=

( X ) + (Y )
d 2
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d 2

(3.5c)

d) Mapping from the camera coordinates to image pixel location

The transformation from the metric values of the camera coordinates to the
camera image coordinates in the frame buffer is modeled by
⎡ xc ⎤ ⎡ sX
⎢ c⎥ = ⎢
⎣y ⎦ ⎣ 0

0 ⎤ ⎡ X d ⎤ ⎡ xc0 ⎤
⎢ ⎥+⎢ ⎥
sY ⎥⎦ ⎣ Y d ⎦ ⎣ y c 0 ⎦

(3.6)

where, x c , y c are the final image coordinates. s X and sY are the scale factors and
x c 0 , y c 0 are the constant offset. The extrinsic parameters are R and T, and the

intrinsic parameters are ( f , κ1 , κ 2 , s X , sY , x c 0 , y c 0 ). Camera calibration involves
computation of these parameters.
3.1.3

Calibration and Reconstruction Based on Linear Model (Hall’s Method).

If the non-linear distortion parameters are neglected, the transformation from the
world coordinates to the camera coordinates can be expressed by a set of homogenous
equations such that
⎡ s ⋅ x ⎤ ⎡ sX
⎢
⎢
c⎥
⎢s ⋅ y ⎥ = ⎢ 0
⎢
⎥ ⎢
⎣ s ⎦ ⎣0
c

0
sY
0

x ⎤ ⎡ r11 r12
⎥
y c 0 ⎥ ⎢ r21 r22
⎢
1 ⎦⎥ ⎢⎣ r31 r32
c0

r13
r23
r33

⎡X w⎤
t1 ⎤ ⎢ w ⎥
Y
t2 ⎥ ⎢ w ⎥
⎥⎢Z ⎥
t3 ⎥⎦ ⎢ ⎥
⎣ 1 ⎦

(3.7)

where, the s is a scale factor.
Eq. (3.7) can also be written as
⎡ s ⋅ x c ⎤ ⎡ m11
⎢
⎢
c⎥
⎢ s ⋅ y ⎥ = ⎢ m21
⎢ s ⎥ ⎢⎣ m31
⎣
⎦

m12

m13

m22

m23

m32

m33
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⎡X w⎤
m14 ⎤ ⎢ w ⎥
Y
m24 ⎥⎥ ⎢ w ⎥
⎢Z ⎥
m34 ⎥⎦ ⎢ ⎥
⎢⎣ 1 ⎥⎦

(3.8)

Therefore, the calibration procedure to obtain the intrinsic and extrinsic parameters is
equivalent to calculating the parameters [m11 , m12 ,..., m21 , m22 ,..., m31 ,..., m34 ]T .

Since both the camera and projector have the same optical model, the calibration
procedure for the SL system is to compute the perspective matrices

M wc

⎡m11wc
⎢
= ⎢m 21wc
⎢m wc
⎣ 31

m12wc

m13wc

m 22wc
m 32wc

m 23wc
m 33wc

⎡ m11wp
m14wc ⎤
⎢
⎥
m 24wc ⎥ and M wp = ⎢ m 21wp
⎢ m wp
m 34wc ⎥⎦
⎣ 31

m12wp

m13wp

m 22wp

m 23wp

m 32wp

m33wp

m14wp ⎤
⎥
m 24wp ⎥
m34wp ⎥⎦

for the camera and projector respectively.

For the camera, Eq. (3.8) also can be written as
m11wc X w + m12wcY w + m13wc Z w + m14wc
wc
wc w
wc w
wc
m31
X w + m32
Y + m33
Z + m34

(3.9a)

wc
wc w
wc w
wc
m21
X w + m22
Y + m23
Z + m24
y = wc w
wc w
wc w
wc
m31 X + m32
Y + m33
Z + m34

(3.9b)

xc =

c

The perspective matrix Mwc has only 11 independent entries, which can be determined by
solving the homogeneous linear system using at least 6 world- camera point matches. If
more than 6 points can be obtained, then the matrix can be estimated through least square
techniques [21]. If we assume there are M matched points, the denominators of Eq.
(3.9a) and Eq (3.9b) can be moved to the left side and rewritten in a linear equation form
as A c mc = 0 , where Ac is a 2Mx12 matrix.
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The matrix Ac is structured as:
⎡ X1w
⎢
⎢0
⎢ X2w
⎢
Ac = ⎢ 0
⎢"
⎢ w
⎢ XM
⎢0
⎣

0

−x1c X1w

−x1cY1w

−x1cZ1w

0 0 0 X1w Y1w Z1w 1
Y2w Z2w 1 0 0 0 0
0 0 0 X2w Y2w Z2w 1

− y1c X1w
−x2c X2w
− y2c X2w

− y1cY1w
−x2cY2w
− y2cY2w

− y1cZ1w
−x2cZ2w
− y2cZ2w

Y1w Z1w 1

0

0

0

" " " " " " "
"
"
"
w
w
c
w
c w
YM ZM 1 0 0 0 0 −xM XM −xMYM −xMc ZMw
0

0

0 XMw YMw ZMw 1 − yMc XMw − yNc YMw − yMc ZMw

−x1c ⎤
⎥
− y1c ⎥
−x2c ⎥
⎥
− y2c ⎥
"⎥
⎥
−xMc ⎥
− yMc ⎥⎦

(3.10)

and
mc = ⎡⎣ m11wc

m12wc

m13wc " m 34wc ⎤⎦

T

(3.11)

Since Ac has rank eleven, the vector m c can be recovered from SVD with
A c = UDV T

(3.12)

where, U is a 2Mx2M matrix whose columns are orthogonal vectors, D is a positive
diagonal eigen value matrix, V is a 12x12 matrix whose columns are orthogonal. The
only nontrivial solution is corresponding to the last column of V, and that is the solution
to the parametric matrix Mwc.

For the research work in this dissertation, only projector coordinate in vertical
direction y p is encoded in the SL patterns based on the physical setup of the scanner
system. The transformation for y p is
y =
p

m 21wp X w + m 22wpY w + m 23wp Z w + m 24wp
m 31wp X w + m 32wpY w + m 33wp Z w + m 34wp

.

Rearranging Eq. (3.13) and assuming M matching points, then A py m py = 0 where
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(3.13)

⎡ X 1w
⎢ w
X
p
Ay = ⎢ 2
⎢ ...
⎢ w
⎣XM

Y1w

Z1w

1

− y1p X 1w

− y1pY1w

− y1p Z1w

Y2w

Z 2w

1

− y2p X 2w

− y2pY2w

− y2p Z 2w

...

...

...

...

...

...

YMw

Z Mw

1

− y Mp X Mw

− y Mp YMw

− y Mp Z Mw

− y1p ⎤
⎥
− y2p ⎥
... ⎥
⎥
− y Mp ⎦

(3.14)

and

m yp = ⎡⎣ m 22wp

m 22wp

T

m 23wp " m34wp ⎤⎦ .

(3.15)

Therefore, m yp is obtained the same way as m c .

The reconstruction procedure is relatively simple after the calibration using linear
model. By combining Eq. (3.9) and Eq. (3.15), the world coordinates can be computed as

P w = [ X w , Y w , Z w ]T = C −1 D

(3.16)

where

⎡ m11wc − m31wc x c
⎢ wc
− m31wc y c
C = ⎢ m21
wp
⎢m21
− m31wp y p
⎣

wc c
m12wc − m32
x
wc
wc c
m22 − m32 y

m

wp
22

−m y
wp
32

p

m13wc − m33wc x c ⎤
wc
wc c ⎥
− m33
m23
y ⎥
wp
wp p ⎥
m23 − m33 y ⎦

(3.17)

and

⎡ m34wc x c − m14wc ⎤
⎢
wc ⎥
D = ⎢ m34wc y c − m24
⎥.
wp
p
wp
⎢m34 y − m24 ⎥
⎣
⎦

(3.18)

3.1.4 Calibration and Reconstruction Based on Non-linear Model (Tsai’s
Method)
The linear calibration model described in the previous section does not account
for the radial distortion or distortion of any other kind. The accuracy of the data obtained
by the scanning procedure depends largely on how good the calibration is. With the
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presence of radial distortion for the camera model [19, 23, 105, 106], linear calibration is
not sufficient enough to get the desired calibration accuracy. The concept of radial
distortion is illustrated in Figure. 3.3. Iterative optimization algorithms like the
Levenberg-Marquardt algorithm are used in Tsai’s calibration [19] to estimate the
optimal camera parameters. Major steps involved in this calibration method are described
as follows.

Figure 3.3: Radial distortion

a) The camera intrinsic parameters are modeled into the Eq (3.6) and rewritten as

x c = − s x d x′−1 X d + x c 0
y c = − d y −1Y d + y c 0

d x′ = d x

N cx
N fx

(3.19a)
(3.19b)
(3.19c)

where, d y and d x are the distances between two adjacent vertical and horizontal
sensor elements respectively usually measured in millimeters, s x is the scale
factor. N cx is the number of sensor elements horizontally and N fx is the number
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of pixels in the scanline sampled by the computer. d y , d x , N cx and N cx are
generally provided by the camera and frame grabber manufacturers. x c 0 and y c 0
are assumed to be the coordinates of the center location of the image buffer. For
digital projection systems, the optical center is near the bottom center of the Field
of Projection.
For each image pixel, we can obtain X d ′ and Y d by

X d ′ = −( x c − x c 0 )d x ′

(3.20a)

Y d = −( y c − y c 0 )d y

(3.20b)

where, X d ′ = X d sx .

b) During the projection from the world coordinates to the camera coordinates, the
following linear equations are valid even with the presence of radial distortion

⎡Y d X w Y d Y w Y d Z w Y d
⎣

− X d′X w

− X d ′Y w

− X d ′Z w ⎤
⎦

T

a = X d′

(3.21a)

where
⎡ a1 ⎤ ⎡ r11sx t2−1 ⎤
⎢a ⎥ ⎢
−1 ⎥
⎢ 2 ⎥ ⎢ r12 sx t2 ⎥
⎢ a3 ⎥ ⎢ r13 sx t2−1 ⎥
a = ⎢⎢ a4 ⎥⎥ = ⎢⎢ sxt xt2−1 ⎥⎥ .
⎢ a5 ⎥ ⎢ r s t −1 ⎥
⎢ ⎥ ⎢ 21 x 2−1 ⎥
⎢ a6 ⎥ ⎢ r22 sx t2 ⎥
⎢ a ⎥ ⎢ r s t −1 ⎥
⎣ 7 ⎦ ⎣ 23 x 2 ⎦

Vector

a

(3.21b)

can be computed as least-squares solution by knowing n calibration

coordinates. Considering r212 + r222 + r232 = 1 and r112 + r122 + r132 = 1 , t2 and sx can be
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solved using Eq 3.21(b) as t2 =

1
a +a +a
2
5

2
6

2
7

and s x = a12 + a22 + a33 t2 .

Assuming t2 is positive, the camera rotation and translation parameters are
computed as follows.

r11 =

a1t2
at
at
, r12 = 2 2 , r13 = 3 2 , r21 = a5t2 , r22 = a6t2 , r23 = a7t2 and t1 = a4t2
sx
sx
sx

Substituting the above parameters, we can write the equations for the undistorted
camera X u and Y u coordinates as

X u = r11 X w + r12Y w + r13Z w + t1

(3.22a)

Y u = r21 X w + r22Y w + r23Z w + t2

(3.22b)

If X u and Y u have the same sign, t2 is positive, other wise t2 is negative.

c) Obtain f and t3 assuming linear model. f represents the focal length and t3 is
translation parameter.
Assuming no radial distortion

r11 X w + r12Y w + r13Z w + t1
X = f
r31 X w + r32Y w + r33Z w + t3

(3.23a)

r21 X w + r22Y w + r23Z w + t2
r31 X w + r32Y w + r33Z w + t3

(3.23b)

⎛f⎞
X w + r22Y w + r23Z w + t y , −Y d ) ⎜ ⎟ = ( r31 X w + r32Y w + r33Z w ) Y d
⎝ t3 ⎠

(3.24)

d

Yd = f
It can be derived that

(r

21
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Therefore, linear model f and t3 can be computed by means of a least-squares
technique.

d) Iteratively compute f , t3 and radial distortion parameters

Optimization technique can be applied to compute distortion parameters κ 1
and f , t3 by assuming zeros for the initial radial parameters and substituting in
the following equations iteratively.

r11 X w + r12Y w + r13Z w + t1
r31 X w + r32Y w + r33Z w + t3

(3.25a)

r21 X w + r22Y w + r23Z w + t2
Y (1 + κ 1r + κ 2 r ) = f
r31 X w + r32Y w + r33Z w + t3

(3.25b)

X d (1 + κ 1r 2 + κ 2 r 4 ) = f

2

d

4

Although the intrinsic and extrinsic parameters are specifically calculated in the
Tsai’s calibration method, it can be expressed in a similar form like the linear
model in our calibration procedure such that
m11 X w + m12Y w + m13 Z w + m14
( x c − x c 0 )d x
(1 + κ1r ' ) =
sx
m31 X w + m32 Y w + m33 Z w + m34

(3.26a)

m21 X w + m22Y w + m23 Z w + m24
m31 X w + m32Y w + m33 Z w + m34

(3.26b)

( y c − y c 0 )d y (1 + κ1r ' ) =
where

2

⎛ ( x c − x c 0 )d x ⎞
c
c0
r =⎜
⎟ + ( y − y )d y
sx
⎝
⎠
'

(

)

2

(3.26c)
and [m11 , m12 , m13 ,......, m34 ] can be derived as
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m11 = fr1' , m12 = fr2' , m13 = fr3' , m14 = ft1 , m21 = fr4' , m22 = fr5' , m23 = fr6'
m24 = ft2 , m31 = r7' , m32 = r8' , m23 = r9' and m34 = t3
The reconstruction procedure is similar to the reconstruction using the linear
model.

3.1.5 Calibrating SLI systems used in our research
The SL systems used for accurate 3D scanning in the research work are shown in
figure 3.4(a)-(c). The four scanner systems are called the ultra-light scanner, the large
scanner and the small scanner respectively. The large scanner comprises of a 1280x1024
pixel resolution, 4500 ANSI lumens, Boxlight MP 45-t LCD projector and a 1392x1040
pixel resolution Pulnix TM1400CL monochrome camera link camera. The small scanner
comprises of a 1280x1024 pixel resolution, 1100 ANSI lumens, Viewsonic PJ255D DLP
projector and a 1392x1040 pixel resolution Pulnix TM1400CL monochrome camera link
camera. The fingerprint scanner comprises of a 1280x1024 pixel resolution, 1000 ANSI
lumens, Viewsonic PJ250 DLP projector and a 1392x1040 pixel resolution Pulnix
TM1400CL monochrome camera link camera. The ultra-light scanner comprises of a
1500 ANSI lumens, 1280x1024 pixel resolution, Infocus LP70+ DLP projector and an 8
mega pixel Canon Powershot Pro-1 digital camera. For the large and the small scanners,
the cameralink cameras are interfaced by means of the bitflow framegrabber cards
installed in a desktop computer. The desktop computer used is a 3.2 GHz P4 machine
running windows XP with 2 GB RAM.
In all the three scanner systems, the camera and projector are vertically aligned,
which means that the y p coordinate of the projector is encoded in the projected patterns.
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Before the calibration procedure, both the lenses for the camera and projector are
carefully adjusted and focused. The camera and projector fields of view (FOV) are set to
cover approximately the same volume in 3D space. In order to accurately define the
calibration points in the world coordinates and for use in different applications, three sets
of calibration grids are constructed. The calibration grids shown in figures 3.5(a)-(c) are
for large grid for large scale scanning, small grid for small scale scanning and trough grid
for close up scanning respectively. Circular targets are used as fixed 3D object points
whose world coordinates are known beforehand. The circular shape is chosen because by
weighting the x and y coordinates of the pixels on the circle, the center of the circle can
be estimated with sub-pixel resolution which increases the reconstruction accuracy. The
center of the circle represents the known 3D world coordinate used in the calibration
process. The grid for large scale scanning shown in figure 3.5(a) has 12 circles on both
the front and the back planes making the total number of calibration points to be 24. For
the small scale scanning grid, 16 circles are set on the back plane and 12 circles on the
front plane which make 28 calibration points in total. The grid for close up scanning, as
in figure 3.5(c), is set on a trough with 90 degrees between two planes, with 16 circles on
each plane making 32 calibration points totally. The structures in figures 3.5 (a)-(b) and
the trough in figure 3.5 (c) are carefully made and the circles are accurately aligned such
that the errors of those grids are within 1 mm range.
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Figure 3.4: SL scanners (a) Ultra-light Scanner (b) Large Scanner (c) Small Scanner

(a)

(b)
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(c)
Figure 3.5: Calibration grids used in calibrating the SL systems.
(a) Large grid (b) Small grid (c) Trough grid

In order to do the calibration, the camera and projector FOVs are set to cover the
volume of the calibration grid. This is done by adjusting the triangulation angle between
the camera and the projector, the zoom and focus controls of the camera and projector
individually. The zoom and focus controls are then locked. They do not have to be
changed for the SL system calibrated for a given distance to the calibration grid. The
cameralink camera has an aperture control to limit the amount of light captured by the
camera. The aperture is set in such a way to avoid capturing either too dark images or
over saturated images. The figure 3.6 shows the screenshot of the software used in the
calibration process. The calibration is a semi-automatic process. The calibration circles
are selected by setting a rectangular window across each of them manually. With the area
around each circle defined, we can then estimate the centers for each of the circles
automatically in software. For a given circular target, we can estimate the center of the
circle to sub-pixel accuracy in terms of the camera image coordinates. The center of each
circle represents the known 3D world coordinates. The corresponding projector yp
coordinate is then estimated by computing the phase value obtained by means of PMP
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pattern projection (to be described in the following chapter) at the center coordinates of
each of the circles. For each rectangular region around the circle, the image is converted
into a binary image by means of thresholding as follows
( when I ( x, y ) < I TH )

⎧0
I ( x, y ) B = ⎨
⎩1

( when I ( x, y ) ≥ I TH )

,

(3.27)

Figure 3.6 Screenshot of the calibration software

where, I ( x, y ) is the original intensity at pixel location (x, y) captured by the image,
I ( x, y ) B is the binary image threshold by I TH , the intensity threshold. The center of the
circle can be calculated with subpixel accuracy as follows
xcent =

1

N pixel

N pixel

n =1
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∑x

1
n

,

(3.28a)

ycent =

1

N pixel

N pixel

n =1

∑y

1
n

,

(3.28b)

where, xn1 and yn1 are the image coordinates of the pixels with I B = 1 and N pixel is the
number of those pixels. An example of the binarization procedure is shown in figure 3.7.
The center of the cross-hair in figure 3.7(b) represents the estimated center of the given
circle.

(a)

(b)

Figure 3.7: Image binarization of the camera image. (a) Original intensity image
(b) Binarized image for center estimation
Since the 2D projector coordinates can not be directly measured, finding the
corresponding projector coordinates for the 3D world grids is more complicated. In order
to automatically match the points, PMP patterns are projected to obtain the projector
coordinates y p for all the pixels in the camera image. The corresponding projector
coordinate y p for each pixel is calculated mathematically in terms of phase value
obtained by the projection of PMP patterns. More details about the PMP technique will
be discussed in the following chapter. For each circular region, as shown in figure 3.8,
the phase value at the image center can be interpolated bi-linearly with the values on the
neighboring pixels. Assigning ( xll , yll ) , ( xlr , ylr ) , ( xul , yul ) and ( xur , yur ) to be the pixel
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coordinates for the lower left, lower right, upper left and upper right pixels of the circle
center, yllp , ylrp , yulp

and yurp to be their y p values respectively, The interpolated y p

value for the circle center is then
p
ycent
= w1 yllp + w2 ylrp + w3 yulp + w4 yurp

(3.40)

where, the weights w1 , w2 , w3 and w4 are
w1 =

w3 =

xcent − xlr ycent − yul
x − xll ycent − yur
, w2 = cent
⋅
⋅
xlr − xll
yll − yul
xlr − xll
ylr − yur

xcent − xur ycent − yll
x − xul ycent − ylr
and w4 = cent
⋅
⋅
xur − xul
yll − yul
xur − xul
yur − ylr

Figure 3.8: Phase interpolation for the circle center

We use linear calibration model to the camera in our SL system. Since only y p is
available in the calibration and reconstruction, radial distortion for the projector is
neglected. For demonstration, the small scanner is calibrated for small scale grid. The
calibration grid is placed at a distance of approximately 10 feet. An example of the
calibration data for the large grid is listed in Table 3.1. The columns X w , Y w and Z w are
the error in reconstructed world coordinates of those calibration 3D points based on the
calibration data. The difference between the known world coordinates of the calibration
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3D points represents the error in calibration. This is a measure of the calibration
accuracy.
Table 3.1: Calibration data for the small grid
Error

Error

Error

Xw

Yw

Zw

Xw

Yw

Zw

xc

Point

mm

mm

mm

pixels

pixels

pixels

mm

mm

mm

Absolute
Error
mm

0

0

0

0

328

711.059

800.2667

-0.45102

0.207246

1.96025

2.0221

1

0

216

0

324

545.988

627.9016

-1.17499

-0.71507

0.26734

1.4012

2

0

432

0

319

378.866

453.4121

-0.52802

-0.42057

-0.70848

0.9786

3

0

648

0

314

209.79

277.148

0.218313

1.234993

0.111913

1.2591

4

292.1

0

0

538

709.547

797.5466

0.273638

0.505425

-0.57945

0.8161

5

292.1

216

0

535

543.497

624.262

0.716982

-1.44291

-1.96678

2.5425

6

292.1

432

0

531

376.211

450.1027

2.572434

-0.91003

-0.85963

2.8609

7

292.1

648

0

530

206.121

273.0098

0.302361

-0.3329

0.788735

0.9079

8

596.9

0

0

759

707.081

794.5513

-1.15765

0.462077

0.38219

1.3037

9

596.9

216

0

756

543.002

623.5595

1.944913

1.244764

-0.16587

2.3151

10

596.9

432

0

758

374.282

447.53

-1.83456

-0.25776

-0.95024

2.0821

11

596.9

648

0

756

204.247

270.6413

-0.2617

0.468372

1.094626

1.2190

12

889

0

0

969

704.183

791.1865

-0.00336

-0.25369

1.562302

1.5828

13

889

216

0

971

540.653

620.6557

-1.24211

1.217879

0.323827

1.7694

14

889

432

0

971

371.415

444.0084

0.328717

-0.99987

-1.06747

1.4991

15

889

648

0

972

201.653

267.193

0.287086

0.118981

-0.1392

0.3405

16

0

0

914.4

248

902.938

754.2783

0.764432

0.358565

2.425227

2.5680

17

0

216

914.4

241

698.1

532.9009

1.010883

0.007466

-1.04912

1.4569

18

0

432

914.4

236

487.463

306.3912

-0.58931

-0.70552

-0.4801

1.0371

19

0

648

914.4

229

274.123

76.83255

-0.04956

0.406082

0.534856

0.6734

20

444.5

0

914.4

651

899.005

747.9312

0.48341

-0.23875

-0.08356

0.5456

21

444.5

216

914.4

651

696.448

529.3076

-1.77043

2.278711

-2.91792

4.1038

22

444.5

432

914.4

648

483.428

300.8682

-0.8667

-0.42287

-0.90686

1.3238

23

444.5

648

914.4

645

268.617

70.21456

-0.00081

-0.49431

1.103077

1.2088

24

889

0

914.4

1054

894.592

741.9137

1.076681

-0.67344

-0.1848

1.2833

25

889

216

914.4

1057

688.975

521.238

0.138397

-0.48121

0.127256

0.5166

26

889

432

914.4

1060

478.803

295.3144

-0.70873

-0.49455

0.287157

0.9107

27

889

648

914.4

1061

264.874

65.29075

0.549302

0.312236

1.10924

1.2766

3.2

yc

yp

ERROR MEASUREMENTS OF 3D SCANNED PART
In this section, experimental results are presented for the error analysis of a 3D

scanned part. The goal of the experiments is to come up with a methodology to measure
and verify the 3D dimensions of a target in the absence of original target CAD data. The
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3D target chosen for the experiments is a Toyota Avalon trunk (courtesy of TMMNA).
The error analysis is done as follows. First the feature points on the target are chosen.
Physical measurements between various feature points are made by using a standard tape
measure and cataloged. Next, the measurements between the same feature points of the
3D scan data are made in software called “Mat5Viewer”. Standard CAD software like
AutoCAD® can also be used to perform the measurements on the 3D data after exporting
the 3D scan data to native 3D format recognized by the software.

3.2.1 Unbiased Distance Measurement
The distance measurement between two points in a 3D scan can be done as
follows. The distance measure is useful in estimating the error between the actual
physical measurement of the 3D object and the scanned data. The following are the
precautions to be taken while doing the physical measurements of the 3D target object.
i. Never use the end of the ruler.
ii. Always measure from either the left edge of first feature to the left
edge of the second feature (or) the right edge of first feature to the
right edge of the second feature.
iii. When taking the measurements close one eye and look perpendicular
to the ruler marking where the measurement has to be made. This is
required to avoid parallax error.
iv. For unbiased measurements, its better not to know the true
measurements.
v. For consistency, use ‘mm’ in all the measurements.
vi. The measurements for distance between the two desired features on
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the 3D object should be repeated multiple times. This reduces the
chance of making error.

3.2.2 Typical Errors in Taping
Blunders – large error, a mistake

a) miscount number of tapes - correct by re-measuring
Systematic errors – something in the measuring system that makes an error of

predictable size and sign.
a) temperature: thermal expansion/contraction of steel tapes
b) pull: elastic stretching of the tape
c) sag: tape supported at ends only sags in the middle.
d) calibrated length: tape markings in error
e) T = M + C: A long tape measures short and the correction is added. A
short tape measure long and the correction is subtracted.
Random error – unavoidable errors due to the limiting precision of the measuring tool

– visible as “scatter” of values upon re-measuring
a) Estimation of last reading.

With tape marked to 1/100ths, estimate

1/1000ths. Judgment produces random error.
b) “Holding” the end of a tape on a survey marker - judgment
c) Alignment of tape, horizontal and vertical. Error is always positive, but is
made negligible by “lining in” the tape horizontally, and “leveling the
tape” vertically. Plumb bobs are used to level the tape.

3.2.3 Measurements in Software:
In using the software Mat5Viewer to estimate the distance between the desired features
in the 3D scan,
i. Make sure the same set of features is being selected for which the
physical measurements are made.
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ii. Always measure from below the center of the first feature point to
the below the center of the second feature point. Note the

difference in measurement between the physical and the
software technique. This is done to avoid selecting bad data
points around the edges.
iii. Zoom the 3D data to pixel level and select the pixel approximately
below the center of the feature point.

3.2.4 Error Computation:
The error between the actual physical measurement and the measurement in software is
the difference between the two measurement values. Typical error range should be +
2-3 mm.

3.2.5 Experimental Results:
The Toyota Avalon trunk was scanned at different distances from the scanner.
The physical and the distances measured in software are shown in table 3.2 below. All
dimensions are in ‘mm’ unless otherwise indicated. The table 3.3 shows the error
between the physical and software measurements.

Figure 3.9: Toyota Avalon trunk with feature points marked
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Table 3.2: Physical and software measured distances between the feature points for scans at
different locations of the trunk
Start
Point
1
3
5
7
9

End
Point
2
4
6
8
10

Physical

16ft

14ft

12ft

10ft

8ft

6ft

1094.5
733.5
292.5
1094.5
1089.25

1093.71
734.211
292.497
1094.11
1089.49

1094.69
734.161
293.326
1094.16
1089.43

1093.3
733.013
292.964
1094.69
1088.87

1092.96
732.796
292.291
1093.25
1088.26

1092.51
732.405
291.554
1092.58
1087.44

xxx
731.559
291.823
xxx
xxx

Table 3.3: Error between the physical and software measured distances between the feature
points for scans at different locations of the trunk
Start
Point
1
3
5
7
9

End
Point
2
4
6
8
10

Physical

16ft

14ft

12ft

10ft

8ft

6ft

1094.5
733.5
292.5
1094.5
1089.25

0.79
-0.711
0.003
0.39
-0.24

-0.19
-0.661
-0.826
0.34
-0.18

1.2
0.487
-0.464
-0.19
0.38

1.54
0.704
0.209
1.25
0.99

1.99
1.095
0.946
1.92
1.81

xxx
1.941
0.677
xxx
xxx

The “xxx’s” indicate the feature points were out of view. The table 3.4 shows physical
and software measured distances between the feature points for scans at a fixed distance,
with the trunk placed by a lateral left shift and a right shift at 16 ft distance from the
scanner. The table 3.5 shows the error between physical and software measured distances
between the feature points for scans at a fixed distance (16 ft), with the trunk placed by a
lateral left shift and a right shift within the field of view.
Table 3.4: Measurements for laterally displaced trunk
Start
Point
1
3
5
7
9

End
point
2
4
6
8
10

Physical
1094.5
733.5
292.5
1094.5
1089.25

63

Left
Shift
1093.59
734.195
293.161
1094.84
1088.19

Right
Shift
1093.21
733.788
291.773
1094.4
1087.85

Table 3.5: Error chart for laterally displaced trunk
Start
Point
1
3
5
7
9

End
point
2
4
6
8
10

Physical
1094.5
733.5
292.5
1094.5
1089.25

Left
Shift
0.91
-0.695
-0.661
-0.34
1.06

Right
Shift
1.29
-0.288
0.727
0.1
1.4

The table 3.6 shows the physical and software measured distances of the scans by
placing the trunk at 16 ft distance from the scanner. The orientation of the trunk is at 45
degrees. Three scans with the trunk centered, lateral left shift and lateral right shift were
analyzed. The table 3.8 shows the physical and software measured distances of the scans
by placing the trunk at 16 ft distance from the scanner. The orientation of the trunk is at
45 degrees. Three scans with the trunk centered, lateral left shift and lateral right shift
were analyzed. The measurements were made by a second analyst. This is done to prove
that there will be variations in measurements made by different data analysts. The
difference can be seen from tables 3.6-3.9.

Table 3.6: Measurements for 45 degree rotated trunk (by YVG)
Start
Point
1
3
5
7
9

End
point
2
4
6
8
10

Physical
1094.5
733.5
292.5
1094.5
1089.25

Left
Shift
1094.89
733.286
292.154
1094.5
1089.45
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Center
1095.38
733.487
292.104
1094.56
1089.75

Right
Shift
1095.79
734.205
293.501
1095.31
1090

Table 3.7: Error Chart for 45 degree rotated trunk (by YVG)
Start
Point
1
3
5
7
9

End
point
2
4
6
8
10

Physical
1094.5
733.5
292.5
1094.5
1089.25

Left
Shift
-0.39
0.214
0.346
0
-0.2

Center
-0.88
0.013
0.396
-0.06
-0.50

Right
Shift
-1.29
-0.705
-1.01
-0.81
-0.75

Table 3.8: Measurements for 45 degree rotated trunk (by LGH)
Start
Point
1
3
5
7
9

End
point
2
4
6
8
10

Physical
1094.5
733.5
292.5
1094.5
1089.25

Left
Shift
1093.94
732.06
292.15
1096.44
1089.45

Center
1093.54
735.44
293.19
1096.47
1088.27

Right
Shift
1095.86
734.32
295.14
1095.17
1087.41

Table 3.9: Error Chart for 45 degree rotated trunk (by LGH)
Start
Point
1
3
5
7
9

3.3

End
point
2
4
6
8
10

Physical
1094.5
733.5
292.5
1094.5
1089.25

Left
Shift
0.56
1.44
0.35
-1.94
-0.2

Center
0.96
-1.94
-0.69
-1.97
0.98

Right
Shift
-1.36
-0.82
-2.64
-0.67
1.84

SUMMARY
In this chapter, the calibration of 3D SLI scanners used in our research is

presented. Linear and Tsai’s calibration models are presented in detail. Calibration using
the linear model is implemented and the calibration errors reported. Experimental results
for the error analysis of the software measurements of 3D scanned data and the physical
measurements of the target are given. A methodology is proposed to perform physical
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measurements of a part and verify with the scanned 3D data in the absence of ground
truth CAD data.

Copyright © Veeraganesh Yalla 2006
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Chapter 4.

Multi-Frequency PMP

Phase Measuring Profilometry (PMP) is a structured light technique used widely
in 3D data acquisition. Many variations of the PMP technique exist in the research world.
It requires as few as three projection frames, and requires no point-matching or image
enhancement to obtain the fringe distortion, which makes it suitable for a pipelined or
parallel processing implementation. Most of the techniques employ the use of a single
frequency based phase shifted sine wave patterns. The quality of the 3D data acquired is
directly proportional to the number of phase shifted patterns projected. The focus of our
research work is to improve the 3D data acquired by using multi-frequency PMP
technique and limiting the total number of patterns projected to a constant. Accuracy and
precision of the 3D data acquired are the major goals we try to achieve with this novel
technique.

In this chapter we present the background knowledge about the PMP technique in
section 4.1. The algorithm of the multi-frequency PMP technique is presented in section
4.2 followed by the feasibility study in section 4.3. A mathematical model describing the
multi-frequency PMP technique is presented in section 4.4. A mathematical model to
estimate the optimal number of phase shift patterns for each frequency level is presented
in section 4.5. Section 4.6 presents the experimental results of the multi-frequency PMP
technique. Section 4.7 describes a 3D fingerprint/palmprint scanner developed as part of
this research work using PMP technique. Section 4.8 presents a novel technique called
the Mat5 Phase Filter to remove outlier 3D data.
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4.1 PHASE MEASURING PROFILOMETRY
Phase measuring profilometry (PMP) has its origins from the classical optical
interferometry techniques [24]. Compared to other structured light algorithms like the
single spot, light stripe and gray code projection, the PMP technique uses fewer frames
for a given precision. PMP projects shifted sine wave patterns and captures a deformed
fringe pattern for each shift. The projected light pattern is expressed as

In(xp,yp) = Ap + Bp cos(2πfyp - 2πn/N)

(4.1)

where Ap and Bp are constants of the projector, f is the frequency of the sine wave, and
(xp,yp) is the projector coordinate. The subscript n represents the phase-shift index. The
total number of phase shifts is N. The figure 4.1 below shows the PMP patterns for the
base frequency. The number of phase shifts is N= 4.

Figure 4.1: PMP base frequency patterns
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From the camera viewpoint, the captured image is distorted by the target topology
and can be mathematically expressed as

In (xc ,yc ) = A(xc ,yc ) + Bc (xc ,yc )cos(φ (xc ,yc ) - 2π n/N)

c

(4..2)

c

c

c

The term Φ(x ,y ) represents the phase value at pixel location (x ,y ) of the captured sine

wave pattern. The term Φ(xc,yc) can be computed as follows

⎡ N
c
c
c
c ⎤
⎢ ∑ I ( x , y ) sin( x , y ) ⎥
⎥
φ (x c ,y c ) = arctan ⎢ nN=1
⎢ I ( x c , y c ) cos( x c , y c ) ⎥
⎢⎣ ∑
⎥⎦
n =1

(4.3)

Once the value of φ (x c ,yc ) is computed the projector coordinate y can be recovered as
p

y p = φ (x c ,yc )/(2π f)

(4.4)

Hence, with the knowledge of the φ (x c ,yc ) , y and the perspective matrices, the 3D world
p

coordinates can be computed.

The major advantage of the PMP technique in 3D reconstruction is good surface
resolution. Very high surface resolution 3D scans can be obtained using PMP. The major
disadvantage is the limited depth range. The intensity noise also plays a major role in 3D
reconstruction error [107-108].

69

4.2 MULTI-FREQUENCY PMP
Multi-frequency PMP is derived from the single frequency PMP technique. The
single frequency PMP technique is not quite suitable for reliable 3D data acquisition. The
scan time, in other words, the total number of phase shifted patterns projected is directly
proportional to the quality of the 3D data acquired. By adding a second frequency, Li et
al [108] have proved that the 3D data acquired is less noisy and hence, the reconstruction
is better. The paper provides an optimal way of calculating the second frequency. Their
analysis has been limited to two frequencies. Equal numbers of phase shifted patterns are
used for both the frequencies.

In the multi-frequency PMP technique [25, 109] we propose to extend this
technique to N frequencies. The total scan time is also limited to a fixed value. This
implies that the total number of phase shifted patterns projected will be a constant in spite
of using multiple frequencies. The mathematical model to estimate the optimal number of
phase shift patterns for each frequency level is presented in the following section 4.3.

The multi-frequency PMP technique is an extension to the single frequency PMP
technique presented in section 4.1. The step by step algorithm is given below:
i.

Project and capture the base frequency PMP patterns.

ii.

Calculate the phase value for each pixel location in the camera. The phase value lies
between (–π, π] because of the arctan function involved.

iii.

Repeat the following steps until all the high frequencies chosen are projected
a) project the frequency fi , where, I = 2 to N, N = number of frequencies to be
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projected.
b) capture the phase shifted patterns corresponding to this frequency.
c) calculate the phase value for each pixel.
d) unwrap the phase using the base frequency phase obtained in the
previous step. This phase will have values between 0-2π.
e) subtract π from the phase obtained in step (d) to scale it between (– π, π].This
phase becomes the base frequency phase used in unwrapping the phase for the
patterns using next higher frequency.
iv.

Use this phase value obtain the corresponding projector coordinate value yp for each pixel
location in the camera.

v.

Use the calibration matrices to obtain the 3D world coordinates.

4.3 FEASIBILITY STUDY FOR THE MULTI-FREQUENCY PMP TECHNIQUE

Experiments are conducted to validate the theory of multi-frequency PMP [109].
The projector used in the feasibility experiments is a BENQ DX-550 projector with
1024x768 pixel resolution producing an output of 1000 ANSI lumens. The camera used
is a PULNIX TM-7CN camera which produces 8-bit grayscale video. The camera is
interfaced to the computer using a frame grabber card DT-3120 which yields a 640x480
pixel array. Figure 4.2 shows the experimental setup used as the 3D scanner.
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Figure 4.2: Experimental Setup for the 3D scanner based on Structured light illumination

The table 4.1 shows the error in reconstructing a 3” thick metal block using the
PMP technique. The error is listed in “mm”. The scans were done by varying the number
of frequencies (Nfreq) and the number of patterns (Npat) for each frequency level. The
reduction in error supports our notion of improved 3D reconstruction using multifrequency PMP.
Table 4.1: Error in reconstruction of 3” metal block for the frequency set {1, 24, 48, 96}
Nfreq
Npat
4
8
12
16
20
24

5.2349
3.2868
0.8585
0.6934
0.5715
0.4674

0.1727
0.1626
0.1702
0.1753
0.1651
0.1499

0.1524
0.1321
0.1321
0.1321
0.1321
0.1321

0.6782
0.4242
0.4216
0.4191
0.4191
0.4191

32

0.4394

0.1676

0.1372

0.4064

1

2

3

4

Scans are done using one, two and three frequencies on a target surface with the
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total number of projected patterns constrained to a fixed value, 25. The first pattern is
used for capturing the texture map of the target and the remaining patterns are the phase
shifted sine wave patterns. For the multiple frequency scans, the number of patterns is
equally divided among the different frequency levels. The following figures 4.3, 4.4 and
4.5 show the 3D scans of different target objects [25].

(a) 3D surface {1} – 25 patterns

(b) 3D surface {1, 24, 48} – 25 patterns

Figure 4.3: Rocky

(a) 3D surface {1, 24} – 25 patterns

(b) 3D surface {1, 24, 48} – 25 patterns

Figure 4.4: Alice
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(a) 3D surface view {1, 24} – 25 patterns

(b) 3D surface {1, 24, 48} – 25 Patterns

Figure 4.5: Bowling Ball

It can be seen that the quality of the 3D data has improved considerably by using
multiple frequencies in the PMP technique. In figure 4.3(a), only single frequency PMP
was used and the resulting 3D data is very noisy. For the same number of total phaseshift patterns, use of 3 frequencies has improved the 3D data. The choice of frequencies
{1, 24 and 48} was chosen arbitrarily, and doesn’t have any mathematical theory behind
it. In the section 4.4, we present a mathematical model for the multi-frequency PMP. The
math behind the optimal frequency set and the number of patterns for each frequency
level, when the total number of patterns to be projected is constrained to a fixed value is
presented the subsequent sections.

4.4

MATHEMATICAL MODEL OF THE MULTI-FREQUENCY PMP
The ambiguity errors in 3D reconstruction are largely due to the errors in phase

unwrapping. Hence, an error reduction in the phase unwrapping will reduce the error in
3D reconstruction. The optimal frequency set is one that reduces the error in the 3D
reconstruction. The mathematical model to estimate the optimal frequency values to be
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used in the multi-frequency PMP for a given error tolerance is presented in this section.
The mathematical model for the three frequency case is presented here. The same
mathematical model can be extended to N frequencies. Section 4.4.1 describes the
bounds for the phase errors from each frequency level and the effect on the variance of
the total phase unwrapping error.

4.4.1 Bounds
The phase unwrapping error ∆ϕu for three frequency PMP case is given in Eq
(4.1). Assuming that if an ambiguity error occurs in one frequency level “i”, then the
noise contribution is dominated by the “ith” level and higher levels are ignored. ∆ϕ0 ,
∆ϕ1 and ∆ϕ 2 are the errors in phase for the three frequency levels denoted by Cases H0,
H1 and H2 respectively. The frequencies used are f0, f1 and f2 respectively. F0 is chosen to
be unit frequency (base frequency), used in the non-ambiguous phase unwrapping of the
higher frequencies. Assuming that if an ambiguity error occurs in one level “i”, then the
noise contribution is dominated by the “ith” level and higher levels are ignored.
⎧ ∆ϕ 2
⎪
⎪ f2
⎪ ∆ϕ
∆ϕu = ⎨ 1
⎪ f1
⎪ ∆ϕ0
⎪
⎩ f0

| ∆ϕ0 |<
| ∆ϕ0 |<

π
f1

π | ∆ϕ1 |
f1

π
f1

,
,

f1

π
f2

<

<

π
f2

| ∆ϕ1 |
<π
f1

<| ∆ϕ0 |< π

case H 2
case H1
case H 0

Therefore, the variance of the unwrapped phase is given by

E{∆ϕu2 } = E{E{E{∆ϕu2 | ∆ϕ0 , ∆ϕ1}}}
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(4.5)

+∞ +∞ +∞

∫ ∫ ∫ ∆ϕ

=

−∞ −∞ −∞

2
u

f (∆ϕu | ∆ϕ1 , ∆ϕ0 )d (∆ϕu ) f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )

⎡ +∞
⎤
∫−∞ ⎢⎣ −∞∫ A f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥⎦ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
+∞

=

+∞

∫B

=

−∞

f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )

(4.6)
where
+∞

A=

∫ ∆ϕ

2
u

f (∆ϕu | ∆ϕ1 , ∆ϕ0 )d (∆ϕu )

−∞

and
+∞

B=

∫A

f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 )

−∞

π

E{∆ϕ } =
2
u

f1

∫π B

−

∞

f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 ) + 2 ∫ B f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )

f1

π

f1

= term(α ) + term( β )

(4.7)

where,
π

term(α ) =

f1

∫π

−

∞

B f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 ) and term( β ) = 2 ∫ B f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 ) .
π

f1

f1

The term( β ) represents the ambiguities from ϕ0 (or Case H0). Assuming the
errors in phase at each frequency level are zero-mean Gaussian distributions, for a given
Case Hi, the distribution function of the unwrapped phase error ∆ϕu defined in Eq (4.5)
is
⎧
⎫
⎪
2 ⎪
1
⎪ ( ∆ϕu ) ⎪
f ∆ϕu ( ∆ϕu | H i ) =
exp ⎨−
2⎬
⎛ σ0 ⎞
⎛
⎞
σ
⎪
⎪
2π ⎜ ⎟
2⎜ 0 ⎟ ⎪
⎪
f
⎝ i ⎠
⎩ ⎝ fi ⎠ ⎭
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(4.8)

σ 0 is the standard deviation of the phase error due to the base frequency f0. fi represents
the frequency used at the ith level.
4.4.2 Evaluating the term(α )

The term(α ) denotes the contribution of phase errors due to Cases H1 and H2 to
the total error in phase unwrapping. The term(α ) can be further simplified as follows to
separate the individual error contributions of Cases H1 and H2 respectively.
π

term(α ) =

f1

∫π B

−

f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )

f1

π

=

f1

∫π

−

⎡ +∞
⎤
⎢ ∫ A f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎣ −∞
⎦

f1

π

⎡ πf
⎤
⎢ 2
⎥
= ∫ ⎢ ∫ A f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
π
π
⎥
− ⎢−
f1 ⎣ f 2
⎦
f1

− > term(δ )

(4.9)

π

⎡∞
⎤
f1
⎢
⎥
+2 ∫ ⎢ ∫ A f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
π π
⎥
− ⎢
f1 ⎣ f 2
⎦

− > term(ε )

4.4.3 Evaluating the term(δ )

The term(δ ) represents the contribution of the phase error due to Case H2 to the
total phase unwrapping error.
π

⎡ πf
⎤
⎢ 2
⎥
term(δ ) = ∫ ⎢ ∫ A f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
π
π
⎥
− ⎢−
f1 ⎣ f 2
⎦
f1
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π

⎡ πf +∞
⎤
⎢ 2 ⎧⎪
⎥
⎫
2
= ∫ ⎢ ∫ ⎨ ∫ ∆ϕu f (∆ϕu | ∆ϕ1 , ∆ϕ0 )d (∆ϕu ) ⎬ f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎭
π
π ⎪
⎥
− ⎢ − ⎩ −∞
f1 ⎣ f 2
⎦
(4.10)
f1

Substituting, ∆ϕu =

∆ϕ 2
d (∆ϕ 2 )
and d (∆ϕu ) =
f2
f2

π

⎡ πf +∞
⎤
2
d ( ∆ϕ2 ) ⎫
⎢ 2 ⎪⎧ ⎛ ∆ϕ 2 ⎞
⎥
term(δ ) = ∫ ⎢ ∫ ⎨ ∫ ⎜
⎬ f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥
⎟ f 2 f ∆ϕ0 ( ∆ϕ 2 )
f2
⎭
π
π ⎪
⎝ f2 ⎠
⎥
− ⎢ − ⎩ −∞
f1 ⎣ f 2
⎦
f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
f1

π

⎡ πf +∞
⎤
2
⎢ 2 ⎧⎪ ⎛ ∆ϕ 2 ⎞
⎥
⎫
= ∫ ⎢ ∫ ⎨∫ ⎜
⎟ f ∆ϕ0 ( ∆ϕ 2 ) d (∆ϕ 2 ) ⎬ f ∆ϕ0 (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎭
π
π ⎪
⎝ f2 ⎠
⎥
− ⎢ − ⎩ −∞
f1 ⎣ f 2
⎦
f1

π

⎡ πf
⎤
⎛σ ⎞ ⎢ 2
⎥
=⎜
⎟ ∫ ⎢ ∫ f1 f ∆ϕ0 ( f1 ∆ϕ1 ) d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎝ f ⎠ − π ⎢− π
⎥
f1 ⎣ f 2
⎦
f1

2
0
2
2

π
⎡ πf f1
⎤
f
⎛ σ 02 ⎞ 1 ⎢ 2
⎥
= ⎜ 2 ⎟ ∫ ⎢ ∫ f ∆ϕ0 ( ∆ϕ1 ) d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎝ f 2 ⎠ − π ⎢ − π f1
⎥
f1 ⎣ f 2
⎦
π

⎛ σ ⎞ ⎛ π f1 ⎞ 1
=⎜
⎟ P0 ⎜
⎟ ∫ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎝ f ⎠ ⎝ f2 ⎠ − π
2
0
2
2

f

(4.11)

f1

⎛ σ 02 ⎞ ⎛ π f1 ⎞ ⎛ π ⎞
term(δ ) = ⎜ 2 ⎟ P0 ⎜
⎟ P0 ⎜ ⎟
⎝ f 2 ⎠ ⎝ f 2 ⎠ ⎝ f1 ⎠

(4.12)
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x

where, P0 ( x ) = ∫ f ∆ϕ (∆ϕ0 )d ( ∆ϕ0 ) denotes the error function. Matlab®’s erf function can
−x

0

be used to evaluate this expression. Appendix C shows the mathematical simplification.

4.4.4. Evaluating the term term(ε )

The term(ε ) represents the contribution of the phase error due to Case H1 to the
total error in phase unwrapping.
π

⎡∞
⎤
⎢
⎥
term(ε ) = 2 ∫ ⎢ ∫ A f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
π π
⎥
− ⎢
f1 ⎣ f 2
⎦
f1

π

⎡ ∞ +∞
⎤
⎢ ⎪⎧
⎥
⎫
= 2 ∫ ⎢ ∫ ⎨ ∫ ∆ϕu2 f (∆ϕu | ∆ϕ1 , ∆ϕ0 )d (∆ϕu ) ⎬ f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥
π π ⎪
⎭
⎥
− ⎢ ⎩ −∞
f1 ⎣ f 2
⎦
× f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
f1

Substituting, ∆ϕu =
π

∆ϕ1
d (∆ϕ1 )
and d (∆ϕu ) =
f1
f1

⎡ ∞ +∞
2
⎢ ⎪⎧ ⎛ ∆ϕ1 ⎞
= 2 ∫ ⎢∫ ⎨∫ ⎜
⎟ f
f
⎪
π ⎢π ⎩
1 ⎠
−∞ ⎝
−
f1 ⎣ f 2
× f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
f1

(4.13)

⎤
⎛ ∆ϕ1
⎞ ⎛ ∆ϕ1 ⎞ ⎫
⎥
| ∆ϕ1 , ∆ϕ0 ⎟ d ⎜
⎜
⎟ ⎬ f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥
⎝ f1
⎠ ⎝ f1 ⎠ ⎭
⎥
⎦

π

⎡ ∞ +∞
⎤
2
⎢ ⎧⎪ ⎛ ∆ϕ1 ⎞
⎥
d (∆ϕ1 ) ⎫
= 2 ∫ ⎢∫ ⎨∫ ⎜
⎬ f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 ) d (∆ϕ0 )
⎟ f1 f ∆ϕ0 ( ∆ϕ1 )
f1
⎭
π π ⎪
⎝ f1 ⎠
⎥
− ⎢ ⎩ −∞
f1 ⎣ f 2
⎦
f1

π

⎡ ∞ +∞
⎤
2
⎢ ⎧⎪ ⎛ ∆ϕ1 ⎞
⎥
⎫
= 2 ∫ ⎢∫ ⎨∫ ⎜
⎟ f ∆ϕ0 ( ∆ϕ1 ) d (∆ϕ1 ) ⎬ f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
π π ⎪
⎭
⎝ f1 ⎠
⎥
− ⎢ ⎩ −∞
f1 ⎣ f 2
⎦
f1
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π
⎡
⎤
f
⎛ σ 02 ⎞ 1 ⎢ ∞
⎥
= 2 ⎜ 2 ⎟ ∫ ⎢ ∫ f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎝ f1 ⎠ − π ⎢ π
⎥
f1 ⎣ f 2
⎦

π

⎡
⎤
f
⎛σ ⎞ 1 ⎢∞
⎥
= 2⎜
⎟ ∫ ⎢ ∫ f1 f ∆ϕ0 ( f1 ∆ϕ1 ) d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎝ f ⎠ −π ⎢ π
⎥
f1 ⎣ f 2
⎦
2
0
2
1

⎡
⎤
f
⎛σ ⎞ 1 ⎢ ∞
⎥
= 2⎜
⎟ ∫ ⎢ ∫ f ∆ϕ0 ( ∆ϕ1 ) d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎝ f ⎠ − π ⎢ π f1
⎥
f1 ⎣ f 2
⎦
π

2
0
2
1

⎡ πf f1
⎤
2
⎛σ ⎞ ⎢
⎥
=⎜
⎟ ∫ ⎢1 − ∫ f ∆ϕ0 ( ∆ϕ1 ) d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎝ f ⎠ − π ⎢ − π f1
⎥
f1 ⎣
f2
⎦
π

2
0
2
1

f1

π
f
⎛σ ⎞⎡
⎛ π f1 ⎞ ⎤ 1
=⎜
⎟ ⎢1 − P0 ⎜
⎟ ⎥ ∫ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎝ f ⎠⎣
⎝ f2 ⎠⎦ − π
2
0
2
1

f1

⎛σ2 ⎞⎡
⎛ π f ⎞⎤ ⎛ π ⎞
= ⎜ 02 ⎟ ⎢1 − P0 ⎜ 1 ⎟ ⎥ P0 ⎜ ⎟
⎝ f1 ⎠ ⎣
⎝ f 2 ⎠ ⎦ ⎝ f1 ⎠

(4.14)

4.4.5. Evaluating the term term( β )

The term( β ) represents the contribution of the phase error due to Case H0 to the
total error in phase unwrapping.
∞

term( β ) = 2 ∫ B f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
π

f1

∞

=2

∫π

−

⎡ ∞ ⎧⎪ +∞
⎤
⎫
2
⎢ ∫ ⎨ ∫ ∆ϕu f (∆ϕu | ∆ϕ1 , ∆ϕ0 )d (∆ϕu ) ⎬ f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎭
⎢⎣ −∞ ⎩⎪ −∞
⎥⎦

f1
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∞

=2

∫π

−

⎡ ∞ ⎧⎪ +∞
⎤
⎫
2
⎢ ∫ ⎨ ∫ ∆ϕu f (∆ϕu | ∆ϕ1 , ∆ϕ0 )d (∆ϕu ) ⎬ f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎭
⎣⎢ −∞ ⎩⎪ −∞
⎦⎥

f1

(4.15)
Substituting, ∆ϕu = ∆ϕ0 and d (∆ϕu ) = d (∆ϕ0 )
term( β ) = 2

⎡ ∞ ⎧⎪ +∞
⎤
⎫
2
⎢ ∫ ⎨ ∫ ∆ϕ0 f (∆ϕ0 | ∆ϕ1 , ∆ϕ0 )d (∆ϕ0 ) ⎬ f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥
⎭
⎣⎢ −∞ ⎩⎪ −∞
⎦⎥

∞

∫π

−

f1

× f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
∞

∫π

= 2σ 02

−

⎡∞
⎤
⎢ ∫ f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) ⎥ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )
⎣ −∞
⎦

f1

∞

∞

−∞

−∞

Since, ∫ f (∆ϕ1 | ∆ϕ0 )d (∆ϕ1 ) =
term( β ) = 2σ 02

∞

∫π

−

(4.16)

∫

f (∆ϕ1 )d (∆ϕ1 ) = 1

(4.17)

f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 )

f1

⎡ πf
⎤
1
⎢
⎥
= σ 02 ⎢1 − ∫ f ∆ϕ0 (∆ϕ0 )d (∆ϕ0 ) ⎥
⎢ −π
⎥
f1
⎣
⎦

⎡
⎛ π ⎞⎤
= σ 02 ⎢1 − P0 ⎜ ⎟ ⎥
⎝ f1 ⎠ ⎦
⎣

(4.18)

From Eqs. (4.12), (4.14) and (4.17), the variance of the unwrapped phase error can be
rewritten as
⎡
⎛ π ⎞⎤ ⎛ σ 2 ⎞ ⎡
⎛ π f ⎞⎤ ⎛ π ⎞ ⎛ σ 2 ⎞ ⎛ π f ⎞ ⎛ π ⎞
E{∆ϕu2 } = σ 02 ⎢1 − P0 ⎜ ⎟ ⎥ + ⎜ 02 ⎟ ⎢1 − P0 ⎜ 1 ⎟ ⎥ P0 ⎜ ⎟ + ⎜ 02 ⎟ P0 ⎜ 1 ⎟ P0 ⎜ ⎟ (4.19)
⎝ f1 ⎠ ⎦ ⎝ f1 ⎠ ⎣
⎝ f 2 ⎠ ⎦ ⎝ f1 ⎠ ⎝ f 2 ⎠ ⎝ f 2 ⎠ ⎝ f1 ⎠
⎣
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4.5 MATHEMATICAL MODEL TO COMPUTE THE OPTIMAL NUMBER OF
PHASE SHIFT PATTERNS

This section describes the mathematical model to obtain the optimal number of
phase shift patterns for each frequency level in the multi-frequency PMP technique. Once
the optimal frequency set is obtained using Eq (4.19), we can then estimate the per-level
optimal number of phase shift patterns when the total number of phase shift patterns to be
projected is constrained to a fixed number NT. Eq (4.19) can be rewritten as

σ φ2 = A0σ 02 + A1σ 12 + A2σ 22

(4.20)

u

where, A0 , A1 and A2 are the appropriate weights derived from Eq (4.20) and are defined
as
⎡
⎡
⎛ π ⎞⎤
⎛ π f ⎞⎤ ⎛ π ⎞
⎛π f ⎞ ⎛ π ⎞
A0 = ⎢1 − P0 ⎜ ⎟ ⎥ , A1 = ⎢1 − P0 ⎜ 1 ⎟ ⎥ P0 ⎜ ⎟ and A2 = P0 ⎜ 1 ⎟ P0 ⎜ ⎟ .
⎝ f1 ⎠ ⎦
⎝ f 2 ⎠ ⎦ ⎝ f1 ⎠
⎝ f 2 ⎠ ⎝ f1 ⎠
⎣
⎣

The Eq (4.20) represents the error in phase unwrapping for the three-frequency PMP as a
linear combination. The relationship between the variance of the phase error and the
number of phase shift patterns for a particular frequency level [110] is defined as

σ φ2 =

2σ 2
NB 2fi

(4.21)

Where, σ represents the intensity noise, N is the number of phase shift patterns B fi is
fringe modulation constant as a function of fi .

σ φ2 =
u

Co C1 C2
+
+
N 0 N1 N 2

(4.22)
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Assuming, σ and B fi (=1) are constant,
⎛ 2σ 2 ⎞
⎛ 2σ 2 ⎞
⎛ 2σ 2 ⎞
C0 = A0 ⎜ 2 ⎟ , C1 = A1 ⎜ 2 ⎟ and C2 = A2 ⎜ 2 ⎟ . N 0 , N1 and N 2 are the number of
⎜ Bf ⎟
⎜ Bf ⎟
⎜ Bf ⎟
⎝ 1 ⎠
⎝ 2 ⎠
⎝ 0 ⎠
patterns to be projected for each of the three frequencies used. The constraint equation
limiting the total number of patterns is defined as
N 0 + N1 + N 2 = NT

(4.23)

We can solve the Eqs (4.22) and (4.23) using the Lagrange multiplier technique [111].
The above Eq (4.23) limits the scan time to a fixed value. We can solve the Eqs (4.22)
and (4.23) using the Lagrange multiplier technique. The cost function to be optimized is
defined as
⎛C
C C ⎞
F = ⎜ 0 + 1 + 2 ⎟ + λ ( N 0 + N1 + N 2 − NT )
⎝ N 0 N1 N 2 ⎠

(4.24)

Differentiating F with respect to { N 0 , N1 , N 2 and λ } we get the following equations.
−

C0
+λ = 0
N 02

(4.25)

−

C1
+λ = 0
N12

(4.26)

−

C2
+λ = 0
N 22

(4.27)

N 0 + N1 + N 2 − NT = 0

(4.28)

From Eqs (4.25)-(4.28),
C0
C
C
= 12 = 22
2
N 0 N1 N 2

(4.29)
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Eqs (4.28) and (4.29) can be solved to obtain N 0 which in turn can be used to solve for
N1 and N 2 .
N0 =

NT
(1 + c0 + c1 )

(4.30)

⎛C ⎞
⎛C ⎞
where, c0 = sqrt ⎜ 1 ⎟ and c1 = sqrt ⎜ 2 ⎟ .
⎝ C0 ⎠
⎝ C0 ⎠

The solution generally has both negative and non-negative numbers. Only one
particular solution gives the non-negative solution for all N i , where N i is the number of
patterns for the ith frequency used. Eq (4.30) can be extended to N frequencies as

N0 =

NT
(1 + c0 + c1 + ....... + cN −1 )

(4.31)

4.6 EXPERIMENTS AND SIMULATIONS FOR MULTIFREQUENCY PMP
4.6.1 Estimating the Optical Roll-Off

In order to know the maximum allowable spatial frequency of the projected
patterns that the camera can capture without any ambiguities, an experiment to estimate
the spectral frequency response of the camera was performed. Phase shift patterns of
different spatial frequencies ranging from 1 to 512 were projected and captured by the
camera. The maximum frequency is set to 512 to avoid aliasing based on the projector’s
maximum vertical resolution. All the phase shift patterns are shifted in the vertical
direction. The normalized amplitude of the captured patterns is measured and the
response is plotted as shown in figure 4.6 below. The continuous curve in the figure 4.6
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corresponds to the ideal curve and the ‘*’s indicate the actual experimental data. The
spatial frequency response is Gaussian as can be seen from the figure below. The curve
fitting is done in an iterative manner to minimize the error between the experimental data
and the ideal Gaussian curve. The figure 4.6 actually represents the optical roll-off of the
scanner system. Hence, in order to estimate the optimal number of phase shift patterns,
should be included in the Eq (4.22). Eq (4.30) is still valid,

the fringe modulation B fi
except,

⎛ C'
c0 = sqrt ⎜ 1'
⎜C
⎝ 0

⎞ ⎛ Bf
⎟ * ⎜⎜ 0
⎟ Bf
⎠ ⎝ 1

⎞
⎟⎟
⎠

and

⎛ C'
c1 = sqrt ⎜ 2'
⎜ C0
⎝

⎞ ⎛ B f0
⎟⎟ * ⎜⎜
⎠ ⎝ B f2

⎞
⎟⎟
⎠

where, C 0' = 2σ 2 A0 ,

C1' = 2σ 2 A1 and C 2' = 2σ 2 A2 .
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Figure 4.6: Optical Roll-Off

The maximum frequency allowable is chosen such that its amplitude lies within
half the maximum amplitude. Hence, a maximum allowable spatial frequency for the
multi-frequency PMP technique is chosen as 128 (from the graph). Now, from the
concept of multi-frequency PMP this can be considered as the third frequency used. The
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first frequency is ‘1’, used in the non-ambiguous phase unwrapping of the higher
frequencies. The third frequency is chosen such that it does not create any aliasing
problems. Hence, the second frequency needs to be estimated from the known first and
third frequencies. This can be done by simulation and is described below.

4.6.2 Estimating the Optimal Frequency Set

In order to estimate the optimal frequency set (three frequency case is presented
here), we use Matlab® to simulate the total phase error using the Eq (4.19). The first
frequency is chosen to be 1 cycle/FOV and the third frequency is chosen to be 128
cycles/FOV. The figure 4.7 shows the simulation results for the standard deviation (STD)
of the phase error for a three frequency PMP case. The STD of the intensity error is
varied between 0.05 radians to 0.25 radians in steps of 0.01 radians. For each value of the
intensity error, the second frequency (in cycles/FOV) is varied in steps of 1 cycle/FOV
between the chosen first and third frequency values and the STD of the phase error is
computed for each of the three frequency combinations. It can be observed that the phase
error reaches minimum at a particular frequency and then starts increasing again. This is
the optimal second frequency value. The simulation supports the hypothesis of multifrequency PMP technique reducing the phase error and hence, the error in depth
reconstruction.
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Figure 4.7: Estimating the optimal frequency set for a given intensity error

4.6.3 Estimating the Optimal Number of Phase Shift Patterns

Once the optimal frequency set is determined, the optimal number of phase shift
patterns for each frequency level can be determined using the Eq(4.30). We choose the
case where STD of intensity error is 0.25 radians and the optimal frequency set is {1, 8,
and 64} cycles/FOV from the experimental simulation described in section 4.5.2. The
total number of patterns is varied between 8 to 64 patterns and the results are shown in
table 4.1 below. We also consider the optical roll-off (fringe modulation coefficients)
from the data presented in figure 4.6. The minimum number of phase shift patterns
required in PMP technique is 3 in order to compute the phase information. Hence, any
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value less than 3 is rounded up to 3 and the remaining values are rounded up to the next
higher integer value. Both the simulated and practical values are given below in table 4.1.
Table 4.1: Optimal number of phase shift patterns for each frequency level

Total
Patterns

Level- 0

Level – 1

Level -2

Freq = 1

Freq = 8

Freq = 64

Simulated

Practical

Simulated

Practical

Simulated

Practical

Value

Value

Value

Value

Value

Value

8

1.5203

3

1.5535

3

4.9262

5

16

3.0406

4

3.1070

4

9.8525

10

24

4.5609

5

4.6604

5

14.7787

15

32

6.0811

7

6.2139

7

19.7049

20

40

7.6014

8

7.7674

8

24.6312

25

48

9.1217

10

9.3209

10

29.5574

30

56

10.6420

11

10.8744

11

34.4836

35

64

12.1623

13

12.4279

13

39.4099

40

The table 4.2 shows the results standard deviation (STD) of the Xw, Yw and Zw
coordinates of a target scanned with optimal and equal phase shift patterns for each
frequency level. The frequency values used are {1, 8, 64}. The target is a metal die with
depth variations. The STD is calculated for the same region of interest (ROI) in all the
cases. The target remains fixed for the different experiments.
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Table 4.2: STD (in mm) of the Xw, Yw and Zw for Different Patterns/Level
Number of Patterns/Level

σX

w

(mm)

σY

w

(mm)

σZ

w

(mm)

3-3-5

3.0865

2.9868

0.2481

4-4-4

3.0865

2.9869

0.2489

5-5-15

3.0864

2.9867

0.2478

8-8-8

3.0865

2.9868

0.2481

10-10-30

3.0864

2.9867

0.2477

16-16-16

3.0864

2.9867

0.2478

4.7 3D FINGER/PALMPRINT SCANNER

Traditional fingerprint acquisition is generally done in 2D using different contact
based methods which have evolved over the last century. Rolled inked fingerprints are a
common technique to register the fingerprints even today. Fingerprint registration using
ink requires certain level of expertise. Smudges are a common problem in the inked
fingerprints making them very difficult for use in recognition. With the advancements in
electronic sensor technology, various electronic devices are now available for fingerprint
registration. However, most of the electronic devices currently available are contact
based. The problem with the contact based technology is the false registration of the
latent fingerprints. Latent fingerprints are the imprints left over on the sensor device from
a previous scan. In order to avoid this problem, the sensor surface must be cleaned every
time before a scan is registered. The solution to this problem is to develop a touchless
fingerprint sensor.

Recently, TBS Inc has come up with a touchless 3D single fingerprint scanner.
Shape from Silhouette technique combined with stereo vision is used in obtaining the 3D
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fingerprint.

At any give time, a single finger is scanned in 3D and its 2D rolled

equivalent is obtained by means of an unrolling algorithm. TBS Inc is currently working
on a 3D scanner capable of capturing all the five fingers simultaneously. The figure
4.8(a) shows the prototype single fingerprint scanner developed by TBS Inc [112]. The
prototype uses custom hardware. There are five LED sources where each LED source
emits green light at 16 different intensity levels and five cameras to capture the different
intensity patterns. Hence, a total of 80 images are captured for obtaining the 3D depth of
a single fingerprint. The proposed system to capture all the five fingerprints in 3D
simultaneously is shown in figure 4.8(b). The 3D data is obtained by using the swipe
sensor and a line camera. The swipe sensor is currently used in some of the 2D electronic
fingerprint scanners.

Figure 4.8(a): Surround Imager from TBS Inc.

Figure 4.8(b): Proposed system by TBS Inc.
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University of Kentucky proposed a touchless 3D finger and palmprint scanner
using SLI techniques [113]. The goal of the project is to develop a prototype scanner
capable of obtaining all the five 3D fingerprints and the palmprint simultaneously using
SLI techniques along with their rolled equivalents. In this section, a prototype 3D single
fingerprint scanner and a 3D palmprint scanner developed as part of this research work is
presented. We use custom off the shelf (COTS) components in our research. The
unrolling of the 3D fingerprints is a post-processing step and is currently in active
research [114].

4.7.1 Evolution of UofK 3D Finger/Palmprint Scanner(s)

The figure 4.9 shows the first prototype 3D fingerprint scanner developed by our
group. The scanner is based on optical triangulation and SLI. The projector used is a
Viewsoinc PJ 250 with 1280x1024 pixel resolution and 1000 ANSI Lumens output. The
camera is a Pulnix TM-7CN, 8 bit monochrome camera with 640x480 pixel resolution
interfaced to a PC with DT-3120 framegrabber. In order to reduce the projector’s field
view and control the output intensity, a cheap projector lens and a polarizer were used
respectively. The camera lens is a micro lens designed to match the projector’s field of
view. The finger to be scanned was held vertically in front of the scanner. This led to
some issues with motion in the finger during the scanning. The motion artifacts are a
problem when unrolling the scans and produce low quality unrolled fingerprints. The
figures 4.10 (a)-(b) show the first 3D fingerprint scans obtained using this prototype. It
can be seen that the field of view of the scanner is very limited. We could only get the 3D
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information of the central whorl region of the finger. The figure 4.11 shows a close up
view of the 3D fingerprint ridge/valley information.

Figure 4.9: First prototype 3D fingerprint scanner

(a)

(b)

Figure 4.10 (a)-(b): 3D Fingerprints using the first prototype scanner

92

Figure 4.11: 3D Fingerprint ridge/valley information

A second prototype scanner shown in figure 4.12 was developed by replacing the
composite video camera with a firewire Point Grey Scorpion® camera. The advantage of
using the firewire camera is it does not require a frame grabber and hence, can be used
even with a laptop. Some structural changes were made to reduce the motion artifacts.
However, our experience showed that the firewire camera had noise issues and the SNR
was generally low compared to the composite video camera. The prototype however
demonstrated our capability to obtain 3D scans of multiple fingerprints simultaneously
using the multi-frequency PMP technique. The figure 4.13 shows the 3D three fingerprint
scan obtained using the firewire setup.
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Figure 4.12: Prototype 3D fingerprint scanner using firewire camera

Figure 4.13: 3D Fingerprints using the firewire camera based prototype

The figure 4.14 shows the current 3D single fingerprint scanner in use. The
projector used is a Viewsoinc® PJ250 with 1280x1024 pixel resolution and 1000 ANSI
Lumens output. The camera is a Pulnix® TM-1400CL, 8 bit monochrome cameralink
camera with 1392x1040 pixel resolution interfaced to a PC with a Bitflow® Roadrunner
framegrabber card. The figure 4.15 shows a 3D fingerprint obtained by the current
prototype scanner.
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Figure 4.14: Spring 2006, 3D single fingerprint prototype scanner

Figure 4.15: 3D Fingerprint using the current prototype

The figure 4.16 shows the 3D palmprint scanner. The projector used is a DLP
Infocus® LP70 with 1280x1024 pixel resolution and 1100 ANSI Lumens output. The
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camera is a Basler® A402K, 8 bit (can also be used in 10 bit mode) monochrome
cameralink camera with 2352x1726 pixel resolution interfaced to a PC with a Bitflow®
R64 framegrabber card. The figure 4.17 shows a 3D fingerprint obtained by the current
prototype scanner. The unraveling of 3D palmprint is currently an area of active research.

Figure 4.16: 3D Palmprint Scanner
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Figure 4.17: 3D Palmprint

The figure 4.18 shows the proposed 3D finger/palmprint scanner [113]. The different
colored regions show the scan regions of the multiple camera system. The idea is to use a
single shot SLI pattern technique to obtain the 3D depth of the finger/palmprint of the
whole hand. The noise pattern in the background is for self calibration. The complete
working details of the proposed system are beyond the scope of this dissertation.

Figure 4.18: Proposed 3D Finger/Palmprint System
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4.7.2 Scanning Algorithm for the 3D Single Fingerprint Scanner

The figure 4.19 shows the 3D data acquisition flowchart for single fingerprint
scanner prototype. The algorithm for the palmprint scanner using multi-frequency PMP is
already given in section 4.2. For the single fingerprint scans, we use a single frequency
phase shifted patterns. A total of N = 8 phase shift patterns with frequency f = 16
cycles/field of view are used. The reason for single frequency approach is to reduce the
scan time. More patterns means more scan time during the subject cannot hold the finger
steady. The current scan time is approximately between 1.2-1.6 seconds. Further speedup
in data acquisition is quite possible by improvements in the software and hardware. The
projector settling time is a major limiting factor in the scanning process. Experiments
have shown that a delay of at least 100ms is required between the projection and capture
of a pattern.

Once the patterns are captured, the phase information is computed. Since we use a
single high frequency, the phase obtained is wrapped. Hence, phase unwrapping is
necessary to unwrap the phase values between 0 − 2π . Goldstein’s branch cut algorithm is
used to unwrap the phase. For the phase unwrapping stage, a mask image is created by
segmenting the background and the target area. The unwrapping algorithm is based on
nearest neighbor (NN) operations in 2D. Hence, spurious phase values in the NN can
result in ambiguous phase unwrapping. In order to avoid the ambiguity problem, the
mask image is used to differentiate between the good and bad phase data. After the
unwrapping stage, the 3D depth is computed using the pre-computed projector and
camera calibration matrices. Since, only a limited number of patterns are used, there is
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some noise in the 3D scans. Some of the noise is also stationary noise from the sensor.
The figure 4.20 shows the frequency spectrum of the 3D depth information of a
fingerprint.

Project and capture sequence of N
phase shifted sine wave patterns of
frequency f cycles/FOV

Compute the wrapped phase for
the target area

Segment the background from the
target using a mask

Unwrap phase using branch cut
algorithm

Use the pre-computed calibration
matrices to obtain the 3D depth

Perform frequency domain filtering
to remove noise in the 3D data

Call the fingerprint unrolling
program to obtain the 2D rolled
equivalent of the 3D scan

Estimate NIST performance metrics
from the 2D rolled equivalent
fingerprint

Figure 4.19: Flowchart for the single fingerprint 3D data acquisition
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Figure 4.20: Frequency spectrum of a 3D fingerprint

A frequency domain filter (for e.g. adaptive Wiener filter) is used to remove this
noise. The figure 4.21 shows the original 3D scan, the filtered scan and the extracted
underlying 3D surface using an adaptive Wiener filter. A 3x3 kernel is used for the noise
removal and an 11x11 kernel for extracting the underlying surface. The extracted
underlying surface is very useful in obtaining the 2D rolled equivalent fingerprint. More
on post-processing of the 3D fingerprint data is presented in
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Figure 4.21: Frequency domain filtering of the 3D fingerprint scan

4.7.3 Post-processing of the 3D Finger/Palmprint Data for Quality Evaluation

This section summarizes the post-processing of the 3D finger/palmprint work
done by Fatehpuria et al [114-115]. The 3D fingerprint scans are unraveled to obtain the
2D rolled equivalent fingerprints. The 2D rolled equivalent fingerprints are unrolled to be
compliant with the NIST standards. NIST developed a versatile open laboratory system
called the Verification Test Bed (VTB) for conducting applied fingerprint research. The
VTB serves as a minimum standard baseline for fingerprint matcher performance and
allows comparative analysis of different types of fingerprint data. The NIST Fingerprint
Image Software (NFIS) provides many of the fingerprint capabilities required by the
VTB. The major components of the NFIS are NFSEG, PCASYS, MINDTCT, NFIQ,
BOZORTH, AN2K, and IMGTOOLS:
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¾ NFSEG is the NIST Fingerprint Segmentation system that segments out four

separate fingerprint images from a four-finger plain impression found at the
bottom of the fingerprint card, or it can be used to remove white space from a
rolled fingerprint image. These single fingerprints can be used for matching
against the rolled equivalents or any other corresponding latent print.
¾ PCASYS is the NIST Pattern Classification System that uses a neural network

based fingerprint pattern classification system to automatically categorize a
fingerprint image as an arch, left or right loop, tented arch, or whorl. Resulting
binning of images helps in reducing the number of searches required for matching
a fingerprint to a print on file.
¾ MINDTCT is a minutiae detection system that automatically locates and records

ridge ending and bifurcations in a fingerprint image. It also assesses minutiae
quality based on local image conditions and the orientation of each minutia in
addition to their location and type.
¾ NFIQ is a fingerprint image quality algorithm which analyzes the overall quality

of the image and returns a quality number ranging from 1 for the best quality to 5
for the worst quality.
¾ BOZORTH3 is minutiae based fingerprint matching system and uses minutiae

detected by the MINDTCT system for matching purposes. It can analyze two
fingers at a time (one-to-one matching) for verification or run in a batch mode
comparing a single finger against a large database of fingerprints (one-to-many
matching) for identification purposes.
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¾ AN2K contains a suite of utilities that are linked to a reference library

implementation of the ANSI/NIST-ITL 1-2000 (Data Format for the Interchange
of Fingerprint, Facial, Scar Mark and Tattoo (SMT) Information) standard. These
utilities facilitate reading, writing, manipulating, editing, and displaying the
contents of ANSI/NIST files.
¾ IMGTOOLS package is a large collection of general purpose image utilities.

Source code for Baseline JPEG, Lossless JPEG, and the FBI’s Wavelet Scalar
Quantization (WSQ) encoders and decoders is included in the package. In
addition, utilities supporting color component interleaving, color space
conversion, and format conversion of legacy files distributed in NIST fingerprint
databases is also provided.
Currently, the 2D rolled equivalent fingerprints in our research are tested with the
PACSYS, MINDCT and NFIQ software. The algorithm to obtain the rolled equivalent
2D fingerprints is given below.

Algorithm: The first step in unrolling is to estimate the underlying 3D surface of the 3D

fingerprint. Currently, the surface extraction is done by smoothing the 3D fingerprint
using a Moving Least Squares (MLS) algorithm [116]. After obtaining the smooth
approximation to the fingerprint shape using the MLS algorithm, the fingerprint surface
is then extracted by subtracting the approximated surface from the original 3D surface.
The magnitude of the difference vector defines the extracted surface, the sign of which
depends on the sign of the difference vector in the Z direction. The figure 4.22 shows the
surface extraction of the 3D fingerprint [114].
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Figure 4.22: Unrolling of 3D fingerprints from [114]

The rolled equivalent 2D fingerprint is then obtained using the Springs Algorithm
proposed by Brown et al [117]. The 3D point cloud is treated as a mechanical system in
which points are replaced by a body with some mass, and these individual bodies are
interconnected by means of mechanical springs. All the springs have a relaxed length and
a current length. If the relaxed length is greater than the current length of the spring, then
the spring is compressed between the two bodies and the two bodies tend to move apart
for the spring to reach its natural relaxation length. Similarly, if the relaxed length is less
than the current length of the spring, the spring is stretched, and the two connecting
bodies need to come closer for the spring to attain the relaxed length. The spring forces
will attract or repel the bodies until the system reaches minimum energy. This is called
the balanced/equilibrium state.

For flattening the 3D point cloud, a rectangular mesh of nodal points generated
from a subset of the original 3D point cloud is connected by springs. The energy stored in
the virtual springs, connecting a point in the mesh to the 8-connected neighbors, has to be
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minimized to obtain the balanced state. The point whose displacement is being calculated
moves with the remaining points fixed. The displacement of the point is iterative, and
each iteration consists of one pass over all the points in the mesh. Figure 4.23 shows an
example implementation of the springs algorithm where points marked as stars (*) are the
input points to be unraveled and each row of points marked as blank circles (o) show the
output after 1000 iterations [114].

Figure 4.23: Flattening of 3D fingerprint using Springs Algorithm from [114]

The unraveled image is generated by warping the difference surface, obtained
from the extraction step, as a color component onto the 2-D nodal mesh. The image is resampled to get a 500 pixels/inch resolution as per the Appendix F of Criminal Justice
Information Services (CJIS) specifications. The final image is then generated by means
of histogram manipulation in order to comply with the dynamic range requirements of the
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CJIS specifications. The histogram of the unraveled fingerprint image is matched with
the histogram of one of the best quality 2D fingerprint image taken from the NIST
Special Database 4. The background of the unraveled image is assigned the mean
background value of this image and the foreground gray levels are distributed to cover a
gray scale range of 200 gray levels. This is done with intent to boost the contrast in the
images, so as to make them comparable with the standards. Also, while acquiring the
traditional 2D images, the ridges come in contact with the paper surface or the palten, and
appear darker than the valleys. But in the 3D reconstruction, the ridges appear brighter
than the valleys due to the projector illumination. Hence, a negative image is used while
generating the final 2D unraveled image. The final image looks similar to its traditional
counterpart, and the NIST software can be used to obtain the various quality metrics for
this image.

A detailed implementation along with the mathematical models for the unrolling
algorithm is presented in [114]. The figure 4.24 shows the top level flowchart of the
unrolling algorithm. The figure 4.25 (a)-(b) show examples of the 2D rolled equivalent
fingerprints and the quality value determined by the NIST software [114]. The figure
4.26 shows the minutiae detected by the NIST software MINDCT [114]. The large
number of reliable minutiae detected represents the performance of the 3D fingerprint
scanner.
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Figure 4.24: Algorithm for obtaining 2D rolled equivalent fingerprints from 3D
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(a) Quality = 3

(b) Quality = 1
Figure 4.25: Quality of unrolled fingerprints

Figure 4.26: Minutiae Detection in the unrolled fingerprint from [114]
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4.8 MAT5 PHASE NOISE REJECTION METHOD

Outliers are a common problem in 3D scanning. Outlier data is the off surface
data reconstructed from noisy phase information. Many techniques [118-120] have been
proposed to create a smooth representation of the surface using the point cloud
information. However, the proposed techniques tend to fail in the presence of severe
noise and outliers. Weyrich et al [119] proposed a comprehensive software model to
clean the 3D scan data and fill holes before fitting a higher order polynomial to represent
the 3D surface. The use of raw point cloud information for 3D data representation is still
in early stages. Most of the commercial scanners triangulate the scan data and reject the
so called redundant 3D information. A piecewise smooth polygonal representation of the
surface is generally used to conserve memory space in computers. Algorithms like
Cocone and Adaptive Moving Least Squares (AMLS) have been implemented to
generate smooth 3D surfaces from the point cloud information [120]. Generating optimal
triangle meshes to represent the surface is a very time consuming process. Stereolithography (STL) and Polygon File Format (PLY) are commonly used file formats in 3D
scan registration. With the current trend in computer hardware evolution, memory is no
longer a constraint. Hence, point clouds can be used as display primitives to represent the
3D information directly. There is significant research effort in using point clouds as
display primitives and rendering [119].
The 3D format used in our research is called the MAT5 [Appendix A]. In order to
address the problem of outlier data, we propose a simple image processing technique
called the Phase Filter. In the phase filter, we use phase information from the unwrapped
sine wave patterns captured by the camera. The noisy phase information has a random
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distribution as shown in figure 4.27 below. The good phase information is piece wise
linear. We take advantage of the local phase variation to filter out the noisy phase
information. In order to do this, we use Sobel edge detector (any edge detector should
work) to compute the edge information in the phase map. Noisy phase information has
strong local edges and the good phase information has no local edge information. The
edge map is then thresholded to mask the edge information (noisy phase regions) shown
in figure 4.28.

Noise
Noise

Data

Figure 4.27: Original phase information

110

Figure 4.28: Noisy phase information masked

Other well known technique for outlier removal is Moving Least Squares (MLS)
technique. The processing time using MLS is significantly higher compared to our
proposed technique. The reason being, it is a point based operation involving local plane
fitting algorithm and Gaussian distribution to judge the good data from outlier data.
Furthermore, our method does not alter the data values but rather only rejects the noisy
datum.
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4.9 SUMMARY

In this chapter, the concept of multi-frequency PMP is presented. A mathematical model
to estimate the optimum frequency values for the phase shift patterns is given. Another
mathematical model to estimate the optimal number of phase shift patterns for each of the
frequency levels is given. The optimization is done using Lagrange Multiplier technique.
The multi-frequency PMP technique is implemented in the prototype 3D scanners.
Detailed description of the 3D fingerprint and palmprint scanner prototypes is given
along with an overview of the fingerprint unrolling algorithm to obtain the 2D rolled
equivalent of the 3D fingerprint. A new Phase Noise Rejection method called the Mat5
Phase filter is described to solve for the problem of 3D outlier data.

Copyright © Veeraganesh Yalla 2006
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Chapter 5. Composite Pattern Structured Light
Illumination
In this chapter, a novel single pattern SLI technique for real time 3D data capture is
described. Composite Pattern (CP) technique is a novel SLI introduced by Chun et al
[26]. In the CP technique, the phase shift PMP patterns are encoded into a single pattern
using concepts from the communication theory. The CP is projected onto a dynamic
scene and data is captured at video rate. The captured patterns can be then be
demodulated to obtain the individual phase shift patterns. These phase shift patterns can
be used to obtain 3D depth. Chun et al. could only obtain low resolution 3D depth using
the CP technique. However, the authors proposed some theoretical ideas and simulations
on synthetic data to get high resolution depth using concepts from stereo vision. We
implemented some of those ideas to real data obtained by demodulating the CP patterns
in our research. A detailed description of our research implementation will be discussed
in this chapter.
5.1 COMPOSITE PATTERN ENCODING/DECODING

In this section, the idea of CP is described in detail. The concepts of pattern
encoding/decoding are presented. In order to understand the encoding and decoding of
the patterns, a little background in communication theory is given. Amplitude
Modulation (AM) and Quadrature Double Sideband Suppressed Carrier (QDSBSC) are
the two techniques employed in the pattern encoding/decoding. Sections 5.1.1 and 5.1.2
give the concept of these two techniques.
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5.1.1 Amplitude Modulation and Demodulation

Modulation: In AM technique, the signal 1+ m(t) is modulated using a carrier signal

Ac cos(ωc t + φc ) . Ac is the amplitude of the carrier signal, its frequency in radians is ωc and

φc is the phase offset. The offset ‘1’ is added to the signal m(t) to make the message
signal have only positive values. This is essential for the carrier recovery in the
demodulation stage. Also, m(t) satisfies the condition m(t ) ≤ 1 and hence, [1 + m(t )] is
always positive. In order to completely recover the modulated message signal m(t), the
carrier frequency ωc  2π W , where W is the bandwidth of the signal. The Eq (5.1) gives
the mathematical representation of the AM signal in time domain.
sm (t ) = Ac [1 + m(t )]cos(ωct + φc )

(5.1)

The figure 5.1 shows a simple block diagram to generate the AM signal [121].

Figure 5.1 Block diagram for AM signal generation

If there are n message signals, m1 (t ), m2 (t ), m3 (t ),......., mn (t ) to be transmitted
simultaneously using the AM scheme, we can use Frequency Division Multiplexing
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(FDM) technique. FDM is a form of signal multiplexing where multiple base-band
signals are modulated on different frequency carrier waves and added together to create a
composite signal. The idea of FDM is shown in figure 5.2 below [121]. The carrier
frequencies are chosen such that the bandwidth of each channel is larger than the
bandwidth of the signal modulated. Low pass filters are used prior to the multiplexing
process in order to constrain the signal bandwidth within bandwidth of the channels.

Figure 5.2 FDM Modulator

Demodulation: The demodulation of a FDM composite signal is shown in Fig 5.3 [121].

Each individual signal embedded in the FDM composite signal has a different carrier
frequency. The composite signal passes through band-pass filters where each filter is
tuned for the distinct carrier. The band-pass filter also satisfies the requirement that the
bandwidth of the filter is sufficiently wide for the signal. The band separated signals are
then AM demodulated accordingly.
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Figure 5.3 FDM Demodulator

The envelope of the individual message signals is 1 + mi (t ) ≥ 0 . Hence, the
individual message signals can be recovered by an envelope detector. The figure 5.4
below shows the envelope detector [121]. The general output of the envelope detector is
sˆ = a1 + a2m(t )
a1 is the dc component and a2 is the gain factor of the demodulated signal.

Figure 5.4 Envelope Detector
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(5.2)

5.1.2 Double Side Band Suppressed Carrier Modulation (DSB-SC)
Modulation: The DSB-SC modulation scheme is a modification of the AM modulation

scheme. In the DSB-SC modulation scheme, the carrier information is suppressed in the
transmitted signal. The Eq (5.3) gives the mathematical representation of the DSB-SC
signal in time domain.
sm (t ) = Ac m(t ) cos ω c t

(5.3)

Figure 5.5: DSB-SC signal

m(t) is assumed to have a zero dc level for the suppressed carrier. The spectrum of the

DSB-SC signal is given by

Sm ( f ) =

Ac
[ M ( f − f c ) + M ( f + f c )]
2
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(5.4)

Figure 5.6: Frequency Spectrum of a DSB-SC signal

Compared with an AM signal, the percentage of modulation on a DSB-SC signal
is infinite, because of the absence of a carrier signal. Also, the modulation efficiency of a
DSB-SC signal is 100%, since no power is wasted in a discrete carrier. However, the
demodulation of a DSB-SC signal is more costly than of an AM signal. The
demodulation scheme we will be employing is a mixer based demodulator which is
described below.
Demodulation: The demodulation of a DSB-SC signal using a mixer is shown in figure

5.7. The demodulator consists of a multiplier, local carrier signal generator and a low
pass filter.

Figure 5.7: Mixer based demodulator for DSB-SC

There are three different cases that can occur during the demodulation stage.
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Case 1: When the carrier signal generated in the local oscillator has the same frequency

and phase as that of the carrier frequency and phase of the transmitted signal, the message
signal m(t) is completely recovered without any error.
y (t ) = [m(t ) cos(ωc t )]*cos(ωct )
(5.5)
y (t ) =

m(t )
[1 + cos(2ωc t )]
2

After low pass filtering,
y (t ) =

m(t )
2

(5.6)

Case 2: When the carrier signal generated at local signal generator and the carrier signal
at the transmitter have the same frequency but different phase, then there is an error in the
recovered signal.
y (t ) = [m(t ) cos(ωc t )]*cos(ωc t + θ )
(5.7)
y (t ) =

m(t )
[cos(θ ) + cos(2ωc t + θ )]
2

After low pass filtering

y (t ) =

m(t )
cos θ
2

(5.8)

Case 3: When the carrier signal generated at local signal generator and the carrier signal
at the transmitter have the same phase but different frequency, then there is an error in the
recovered signal.
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y (t ) = [m(t ) cos(ωct )]*cos(ωc t + ∆ω )
(5.9)
y (t ) =

m(t )
[cos(∆ω ) + cos(2ωc t + ∆ω )]
2

y (t ) =

m(t )
cos(∆ω )
2

After low pass filtering,
(5.10)

5.1.3 Application of AM scheme for composite pattern generation

Pattern Encoding: The figure 5.8 shows a CP generated using the AM scheme [26]. Four

PMP patterns are encoded into a single CP using the AM technique. Each phase shifted
pattern in the PMP sequence is modulated in the orthogonal direction with four distinct
carrier patterns. The phase direction is along the ‘yp’ direction and the orthogonal
direction is along the ‘xp’ direction. The sum of individual modulated patterns forms the
CP. The CP is scaled mathematically to have intensity values between [ I min , I max ] .

Figure 5.8: Creating a Composite Pattern

The mathematical representation for the nth PMP pattern is given in Eq (5.11)
I np = c + cos(2πfφ y p − 2π n N )
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(5.11)

fφ is the frequency in phase direction, n is the shift index from 1 to N. Constant c is
used to offset I np to be non-negative values in order to avoid problems in AM
demodulation. The individual signal patterns are then modulated with cosine signals of
distinct carrier frequencies along the orthogonal direction such that
I ncp = I np cos(2π f np x p )

(5.12)

f np are the carrier frequencies along the orthogonal direction. The CP is the sum of all
the individual modulated PMP patterns. The orthogonal modulation frequencies f np are
designed to be evenly distributed and away from zero frequency (DC). No patterns are
modulated in the baseband channel or “DC”. The idea of not using the baseband channel
severely restricts the available projector resolution to modulate more PMP patterns. Not
using baseband channel however has the advantage of modulated pattern being less
sensitive to ambient light. Hence, it’s a necessary trade off.

N

N

n =1

n =1

I P = A p + B p ⋅ ∑ I ncp = A p + B p ⋅ ∑ I np ⋅ cos(2π f np x p )

(5.13)

In order to project the CP, it has to be scaled between [ I min , I max ] where, I min is
the minimum intensity and I max is the maximum intensity output the projector can
handle. I min and I max are generally chosen to be 0 and 255 respectively. However, in
order to avoid intensity saturation issues, I max is generally chosen to be less than 255.
The projection constants A p and B p are calculated as follows,
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⎧N
⎫
p
I max
= A p + B p max ⎨ ∑ I np ⋅ cos(2π f np x p ) ⎬
⎩ n =1
⎭

(5.14a)

⎧N
⎫
p
I min
= A p + B p min ⎨ ∑ I np ⋅ cos(2π f np x p ) ⎬
⎩ n =1
⎭

(5.14b)

Therefore
⎛
⎧N
⎫
⎧N
⎫⎞
B p = ( I max − I min ) / ⎜⎜ max ⎨∑ I np ⋅ cos(2πf n x p )⎬ − min ⎨∑ I np ⋅ cos(2πf n x p )⎬ ⎟⎟
⎩ n =1
⎭
⎩ n =1
⎭⎠
⎝

⎧N
⎫
A p = I min − B p ⋅ min ⎨∑ I np ⋅ cos(2πf np x p ) ⎬
⎩ n =1
⎭

(5.15a)

(5.15b)

For maximum SNR, B p is designed to reach the maximum value allowed.

The reflected CP image on the target object surface captured by the camera is
N
⎧
⎫
′
I CP ( x, y ) = α ( x, y )⎨ A + B ⋅ ∑ I n (x, y ) ⋅ cos(2πf n x)⎬
n =1
⎩
⎭

(5.16)

where,
′
I n (x, y ) = c + cos(2πf φ y p + φ ( x, y ) − 2πn / N ) .

(5.17)

α ( x, y ) is the reflection coefficient and φ ( x, y ) is the distorted phase. The actual carrier
frequency f n in the camera view is different from the f np due to the perspective
distortion in the projector and camera system. In order to make f n and f np equal we use
the concept of epipolar rectification. More on epipolar rectification will be presented
later. The original CP proposed by Chun et al [26] didn’t use (but proposed) epipolar
rectification and hence, the camera frequency f n had to be determined along each row of
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the captured CP pattern. It involves computation of frequency spectrum for each row and
then estimating the carrier frequencies by means of a local peak detector. It’s
computationally inefficient and harmonics in the frequency spectrum can result in
spurious carrier frequency detection.

Pattern Decoding: Fig. 5.9a shows the CP created using four unit-frequency PMP

patterns. Fig. 5.9b is the corresponding camera captured image on a flat surface.

(a) Projected Pattern

(b) Captured Pattern

Figure 5.9: Projected and captured composite pattern on a flat plane.

Image sub-sampling, perspective distortion and sensor noise are some of the problems
associated with the pattern generation and capture. These problems affect the quality of
the 3D reconstruction from the patterns demodulated from captured CP. The captured CP
is processed one single row at a time. The frequency spectrum of the captured CP (Fig
5.9b) is shown in Fig 5.10. There are frequency harmonic components present in the
spectrum which further degrade the quality of the recovered PMP patterns. Hence,

123

filtering the harmonics is an important aspect and filter design plays a very crucial role in
determining the quality of the 3D data obtained in CP technique.

Figure 5.10: Negative image of 2D spectrum of the camera captured CP image.

The block diagram for demodulating the CP generated using AM scheme is
shown in figure 5.11. As mentioned earlier, one row of the captured image is processed
at a time. The band pass filter (BPF) is used to isolate the spectral components around the
individual carrier frequencies. In theory, an ideal rectangular window in the Fourier
domain can be used for band-pass filtering. However, the sharp transition in the
rectangular window produces undesired ripples (Gibb’s phenomenon) resulting in
reconstruction errors. In order to attenuate the undesirable oscillations near the band
edges, filtering with the windows having smoother transition near the band edge is
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necessary. A Butterworth or a Chebyshev filter is an ideal choice for the BPF. We use the
Butterworth filter in our research as it is easy to implement and the results are reasonably
good.

Figure 5.11: Demodulation of the composite pattern.

The frequency response of a Butterworth LPF is given by
H (ω ) =

1
⎛ f ⎞
1+ ⎜ ⎟
⎝ fc ⎠

(5.18)

2 NB

where, the f c is the 3db cutoff frequency of the low-pass filter and N B is the order of the
Butterworth filter. The mathematical equation for a Butterworth BPF is given by
n
H BP
(f)=

1
⎛ f − fn ⎞
1+ ⎜
⎟
⎝ f c ,n ⎠

2 NB

,

(5.19)

f c ,n is the 3db cutoff frequency corresponding to each channel. The orthogonal signal
vectors after 1-D band-pass filtering are
′
n
I nBP ( x, y ) = I CP ( x, y ) ∗ hBP
( x ) ≈ I n ( x, y ) ⋅ cos( 2πf n x )
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(5.20)

n
where, * is the convolution operator and hBP
(x ) is the butter-worth filter along

′
orthogonal direction centered at frequency f n . The base-band image I n ( x, y ) is assumed

to be band limited along the orthogonal dimension with a bandwidth less than or equal to
n
the filter hBP
(x) bandwidth.

After the BPF stage, the filtered images are demodulated using the envelope
′
detector to retrieve the individual PMP patterns namely, I n ( x, y ) . The captured image

after the BPF stage is given as
′
I nBP (x, y ) = I n ( x, y ) ⋅ cos(2π ( f n + ∆f )x + ∆θ )

(5.21)

where, f n has small variation ∆f and ∆θ is the unknown phase shift. Two envelope
detecting schemes are described namely Square Law Envelope Detector and Hilbert
Envelope Detector.
Square-Law Envelope Detector: By squaring both sides of Eq. (5.21) we have
1 + cos(4π ( f n + ∆f )x + 2∆θ )
′
( I nBP ( x, y )) 2 = ( I n ( x, y )) 2 ⋅
2

(5.22)

′
This is low pass filtered by hLP (x) with a cutoff of f n such that
⎛⎜ I ′ ( x, y )⎞⎟
2
′
⎠
⎝ n
g ( x, y ) = I nBP ( x, y ) * h LP ( x) =
2

(

)

2

(5.23)

The modulated image is recovered by square rooting Eq. (4.18) as

(

)

2
′
I nR ( x, y ) = 2 g ( x, y ) = 2 ⋅ ⎡ I nBP ( x, y ) * hLP ( x )⎤
⎢⎣
⎥⎦

Therefore, the original pattern is recovered.
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(5.24)

n
Hilbert Envelope Detector: Applying the Hilbert transform to I BP
,

H ( I nBP ) = H ( I n′ ( x, y ) ⋅ sin(2π ( f n + ∆f ) x + ∆θ ))
= I n′ ( x, y ) ⋅ cos(2π ( f n + ∆f ) x + ∆θ )

(5.25)

H (⋅) is the Hilbert transformation. By forming a complex signal
I n′BP = I nBP + jH ( I nBP )
= I n′ ( x, y ) ⋅ sin(2π ( f n + ∆f ) x + ∆θ ) + jI n′ ( x, y ) ⋅ cos(2π ( f n + ∆f ) x + ∆θ )

(5.26)

′n such that
and taking the magnitude of I BP
I n′BP = I n′ ( x, y ) ⋅ sin(2π ( f n + ∆f ) x + ∆θ ) + jI n′ ( x, y ) ⋅ cos(2π ( f n + ∆f ) x + ∆θ )
= I n′ ( x, y ) ⋅ ( sin(2π ( f n + ∆f ) x + ∆θ ) + j cos(2π ( f n + ∆f ) x + ∆θ ) )

(5.27)

= I n′ ( x, y )

Therefore, the modulated projection pattern can be recovered by forming a
complex image and the magnitude is computed as
I nR ( x, y ) = I nBP + jH ( I nBP ) .

(5.28)

The Hilbert transform and its Fourier transform are defined as
H ( x (t )) = x (t ) ∗

1 1 ∞ x (τ )
=
dτ
π t π ∫−∞ t − τ

Hˆ ( f ) = − j sgn( f ) X ( f )

(5.29)
(5.30)

where, Hˆ ( f ) and X ( f ) are the Fourier pair to H ( x (t )) and x(t ) respectively. Eq.
(5.30) can be rewritten as
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( )
(
)
= F ( Iˆ ( f ) + ( − j ) ⋅ j sgn( f ) Iˆ ( f ) )
= F ( Iˆ ( f ) + sgn( f ) Iˆ ( f ) )
⎧⎪ F ( 2 Iˆ ( f ) )
if
f ≥0
=⎨

I nR ( x, y ) = F -1 IˆnR = F -1 IˆnBP ( f ) + jHˆ ( I nBP )
-1

BP
n

-1

BP
n

-1

⎪⎩

BP
n

BP
n

(5.31)

BP
n

0

if

f <0

where IˆnR ( f ) and IˆnBP ( f ) are the Fourier pair I nR and I nBP . Since the band-pass filtering
of the demodulation procedure is accomplished in Fourier domain, the transformation
based envelope detection of Eq. (5.31) is computationally simpler and can be easily
implemented. Figure 5.12 shows the block diagram of the two envelope detection
schemes described [26]. The (⋅) 2 in the Square Law Envelope Detector causes it to
require twice the bandwidth compared to the Hilbert Transform technique.

Square Law Envelope Detector

Hilbert Transform Envelope Detector
Figure 5.12: Block diagram of envelope detector by Square-law method and Hilbert Transform
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5.1.4 Application of QDSB-SC modulation scheme for composite pattern
generation
Pattern Encoding: If there are a total of N patterns to be combined to form a composite

pattern, only N/2 frequencies will be required in the QDSB-SC modulation technique.
The nth pattern in an N pattern PMP method is given by

I np = cos(2πf φ y p − 2π n N )

(5.32)

The signal patterns are then modulated with cosine wave patterns with distinct
carrier frequencies along the orthogonal direction. The composite pattern is accumulated
in each channel as
I P = Ap + B p (

N / 2 −1

∑
n =0

I np cos(2π f np(mod)2 x p ) +

N −1

∑

n= N / 2

I np sin(2π f np(mod)2 x p )

)

(5.33)

Let
sum =

N / 2 −1

∑
n =0

I np ⋅ cos(2π f np(mod)2 x p ) +

N −1

∑

n= N / 2

I np .sin(2π f np(mod)2 x p )

(5.34)

f np are the carrier frequencies along the orthogonal direction and n is the shift index
from 1 to N. The projection constants A p and B p can be carefully calculated as
B p = ( I max − I min ) / (max{sum} − min{sum})
A p = I min − B p ⋅ min{sum}

(5.35)
(5.36)

This ensures the projection intensity range of the composite pattern to limited
within the range [ I min , I max ] . The figure 5.13 below shows an example of the encoded
composite pattern consisting of N = 4 phase shifted PMP patterns. The modulating
frequencies f1 and f2 are chosen as 75 and 150 cycles per field of view.
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Figure 5.13: Composite Pattern using QDSB-SC modulation

Pattern Decoding: The camera captured composite pattern image can be modeled

mathematically as
N / 2 −1
N
⎧
⎫
I CP ( x, y ) = α ( x, y ) ⎨ A + B ⋅ ∑ I n′ ( x, y ) ⋅ cos(2π f n (mod)2 x) + ∑ I n' ( x, y ).sin(2π f n (mod)2 x) ⎬
n =0
n= N / 2
⎩
⎭
(5.37)

′
where, I n (x, y ) = cos(2πf φ y p + φ ( x, y ) − 2πn / N ) . α ( x, y ) is the albedo and φ ( x, y ) is
the distorted phase.
The actual carrier frequencies f n in the camera captured frames may be different
from the f np due to perspective distortion between the projector and the camera. The
figure 5.14 below shows the block diagram of the QDSB-SC demodulator for N = 4,
using a mixer.
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Figure 5.14: Block diagram of the QDSB-SC demodulator (N = 4)

Comparison of AM, DSBSC and QDSBSC: In this section a comparison between the

various modulation techniques AM, DSBSC and QDSBSC is made. Three different CP
images are generated using the different modulation techniques. An additive white
Gaussian noise pattern is added to the three separate CP images and the SNR is
measured. For the AM based CP and DSBSC based CP, the carrier frequencies used are
32, 64, 96 and 128. For the QDSBSC based CP, the carrier frequencies used are 64 and
128. The figures 5.15 (a)-(c) show the different CP patterns with Gaussian noise added to
them. The table 5.1 shows the signal energy for AM, DSBSC and QDSBSC modulation
schemes.The energy of the signal for AM, DSBSC and QDSBSC are
E AM =

A2 N 2552 2562 1024
A2 N ⎛ 2552 ⎞ ⎛ N ⎞ 2562 4096
=
≈
=
,
and
E
=
=⎜
=
DSBSC
⎟≈
2 ⎟⎜
2
N 43 N 43
N
4
4
N
⎝ 4N ⎠ ⎝ 4 ⎠ N 4
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EQDSBSC =

A2 N ⎛ 2552 ⎞ ⎛ N ⎞ 2562 4096
respectively. If σ 2 = 1 for the noise
=⎜
=
⎟≈
2 ⎟⎜
2
4
4
N
4
N
4
N
⎝
⎠⎝ ⎠

energy, the ratio of DSBSC SNR and QDSBSCS SNIR to AM SNR is 4 (times more
energy).
Table 5.1: Signal Energies for Various Modulation Schemes

SNR

Carrier

DC

AM

A2 N 1024
≈
4
N

A2 N
2

4A2 N

DSBSC

A2 N 4096
≈
4
N

0

A2 N

QDSBSC

A2 N 4096
≈
4
N

0

A2 N

(a) AM
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(b) DSBSC

(c) QDSBSC
Figure 5.15: CP generated using AM, DSBSC and QDSBSC modulation schemes (with additive
white Gaussian Noise)

5.2

IMPLEMENTATION OF THE CP TECHNIQUE

In this section, the implementation of the CP technique is described in detail. The
implementation is similar for both the AM and QDSBSC modulation schemes. The CP is
created using one of the modulation schemes described earlier. The implementation by
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Chun et al [26] had a problem of carrier frequency detection in the captured CP. This is
due to the perspective distortion in the camera/projector setup. As a result, the carrier
frequencies had to be determined for each raster line in the camera captured pattern. This
is computationally inefficient. In order to overcome this problem, we adapted the concept
of epipolar rectification [122] from stereo vision. The section 5.2.1 provides a detailed
explanation about epipolar rectification. Chun et al [26] also proposed the use of epipolar
rectification in the post-processing algorithm for CP which is implemented and studied in
detail in this research work.
5.2.1 Epipolar Rectification

The concept of epipolar rectification [122] is widely used in stereo vision. In
stereo vision, epipolar rectification makes the correspondence matching in the captured
images feasible. In our case, one of the cameras is replaced by a projector. Our technique
is to project an anti-rectified pattern and capture it with the camera. The camera captured
image is then rectified to have consistent carrier frequency values in all the scan lines of
the captured pattern. As a result, we need to estimate the carrier frequencies only once. In
fact, the desired carrier frequencies in the captured pattern can be predefined while
creating the projected pattern using anti-rectified projected pattern. The pinhole camera
model, epipolar geometry and mathematical description of epipolar rectification are
described as follows.

Pinhole Camera Model: A pinhole camera shown in figure 5.16 can be modeled by its

optical center C and its retinal plane (also known as image plane) R. A 3D world point W
is projected into an image point M given by the intersection of R with line containing C
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and W. The optical axis is defined as the line containing C and orthogonal to R and its
intersection with R is the principal point. The distance between C and R is the focal
length. Let w = [ x

y

z ]T be the coordinates of W in the world reference frame and

m = [u v]T the coordinates of M in the image plane (pixels). The mapping from 3-D
coordinates to 2-D coordinates is by perspective projection, which can be represented by
~

~

a linear transformation. Let m = [u v 1]T and w = [ x

y

z 1]T be the homogeneous

coordinates of M and W respectively; then the perspective transformation is given by the
~

matrix P :

~

~ ~

m  Pw

(5.38)

M

optical axis
R
m

c

f
C

Figure 5.16: Pinhole Camera Model
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~

The camera/projector is therefore modeled by its perspective projection matrix (PPM) P ,
which can be decomposed, using the QR factorization, into the product
~

P = [ A | R t]

(5.39)

The matrix A defined below represents the intrinsic parameters,
⎡α u
A = ⎢⎢ 0
⎢⎣ 0

where α u = − fku , α v = − fkv

γ u0 ⎤
α v v0 ⎥⎥
0

(5.40)

1 ⎥⎦

are the focal lengths in horizontal and vertical pixels,

respectively (f is the focal length/mm, ku and kv are the effective number of pixels/mm
along the u and v axes), (u0, v0) are the coordinates of the principal point and γ is the
skew factor that models non-orthogonal u-v axes. The camera position and orientation
(extrinsic parameters), are encoded by the 3x3 rotation matrix R and the translation
vector t, representing the rigid transformation that brings the camera reference frame onto
~

the world reference frame. The P matrix can be expressed as
⎡ q1T
⎢
P = ⎢ q2T
⎢ q3T
⎣
~

| q14 ⎤
~
⎥
| q24 ⎥ = [Q | q]
| q34 ⎥⎦

(5.41)

In Cartesian coordinates, the projection represented in Eq(5.41) can be written as
u=

q1T w + q14
q3T w + q34

qT w + q24
v = 2T
q3 w + q34
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(5.42)

The focal plane is the plane parallel to the retinal plane that contains the optical center C.
The coordinates c of C are given by
~

c = −Q −1 q

(5.43)

P = [Q | −Qc ]

(5.44)

~

Therefore, P can be written as,
~

The optical ray associated to an image point M is the line MC, i.e. the set of 3-D
~ ~

points {w : m  P w} . Its parametric equation in Cartesian coordinates writes

~

w = c + λ Q −1 m,

λ ∈\

(5.45)

Epipolar Rectification: The figure 5.17 shows the geometry of a two camera stereo

vision system. In our case, one of the cameras is replaced with a projector. Let C1 and C2
be the optical centers of the left and right cameras respectively. A 3-D point W is
projected onto both image planes, to points M 1 and M 2 , which constitute a conjugate
pair. Given a point M 1 in the left image plane, its conjugate point in the right image is
constrained to lie on a line called the epipolar line (of M 1 ). Since M 1 may be the
projection of an arbitrary point on its optical ray, the epipolar line is the projection
through C2 of the optical ray of M 1 . All the epipolar lines in one image plane pass
through a common point ( E1 and E2 respectively) called the epipole, which is the
projection of the optical center of the other camera. When C1 is in the focal plane of the
right camera, the right epipole is at infinity, and the epipolar lines form a bundle of
parallel lines in the right image. A very special case is when both epipoles are at infinity,
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when the line C1C2 (the baseline) is contained in both focal planes, i.e., the retinal planes
are parallel to the baseline. Any pair of images can be transformed so that epipolar lines
are parallel and horizontal in each image. This procedure is called rectification.

Figure 5.17: Epipolar Geometry

Rectification of PPMs: Assuming the camera and projector are pre-calibrated, we can
~

~

use the computed PPMs to perform the epipolar rectification. Let P o1 and P o 2 be the
known camera and projector PPMs respectively. The idea behind rectification is to define
~

~

two new PPMs P n1 and P n 2 obtained by rotating the old ones around their optical
centers until focal planes becomes coplanar, thereby containing the baseline. This ensures
that epipoles are at infinity, hence epipolar lines are parallel. To have horizontal epipolar
lines, the baseline must be parallel to the new X axis of both camera/projector. In
addition, to have a proper rectification, conjugate points must have the same vertical
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coordinate. This is obtained by requiring that the camera and projector have the same
intrinsic parameters. The optical centers of the new PPMs are the same as the old
camera/projector, whereas the new orientation differs from the old ones by suitable
rotations; intrinsic parameters are the same for both the camera and the projector.
Therefore, the two resulting PPMs will differ only in their optical centers. The required
3x3 transformation for epipolar rectification is given as T1 = Qn1Qo−11 .

Figure 5.18: Epipolar rectification

The figure 5.19(a) shows the original captured CP image before rectification. The
perspective distortion is indicated by the red and blue dotted lines. The red line indicated
the perspective distortion from top to bottom and the blue line indicates the how the top
to bottom transition should look like without any distortion. The figure 5.19(b) shows
epipolar rectified projected and captured patterns. Shadow regions are replaced with the
reference pattern and albedo normalization is performed to take care of the illumination
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effects. The CP shown in the figure is a modified CP with an additional sine wave pattern
embedded in the phase direction. More on the modified CP pattern will be presented in
the section on post processing. The red bounding box shows that the carrier frequencies
remain consistent because of the epipolar rectification. Hence, the demodulation is very
easy. However, the current implementation of the rectification algorithm assumes same
pixel resolution for the projector and camera. This makes the implementation of the
rectification very easy as the algorithm is derived from stereo vision where both cameras
have the same pixel resolution. The camera pixel resolution is in general higher compared
to the projector as camera sensor technology is evolving much faster than the projector
technology.

(a) Before Rectification
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(b): After rectification of projected and captured patterns
Figure 5.19: Epipolar rectification of CP Images

5.2.2 Post-processing Algorithm

In this section, the post-processing algorithm proposed by Chun et al. [26] is
presented in detail. The proposed algorithm was implemented and validated on synthetic
data. In this research work, the algorithm is modified to work on real data obtained by the
demodulation of the captured CP. The two major problems with real data in CP technique
are problems posed by albedo and illumination variations. Filtering operations further add
wave-like artifacts to the demodulated data. In order to improve the quality of the
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reconstructed 3D data from CP technique, the post-processing algorithm uses the
correspondence matching techniques adapted from stereo vision. Correspondence
matching by dynamic programming is chosen in the post-processing algorithm. In stereo
correspondence matching, the pixel in the left image ( xL , y L ) , corresponding pixel in the
right image ( xR , y R ) , and the disparity vector ∆( xL , y L ) with respect to the left image are
related by
∆ ( x L , y L ) = ( x L − x R , y L − y R )T .

(5.46)

Occlusions or shadows can cause “undefined” pixel correspondences. The disparity map
∆ ssg ( xL , yL ) for the left image
∆ ssg ( xL , y L ) =

( xL − xR )

2

+ ( yL − yR )2

(5.47)

is used to describe the correspondences in the stereo. Therefore, the correspondence
matching process is equivalent to calculating the disparities for all the image pixels.

For the post-processing in CP, epipolar rectifications are applied to the projector
and camera images to limit the search space to a one-dimensional space along the
epipolar lines. The post-processing algorithm uses intensity based approach to refine the
3D data. As a result, the albedo and illumination variations in the target scene play a very
important role on the performance of the post-processing stage. Other approaches can be
used to compensate for the albedo and illumination variations. Projecting additional graylevel image can obtain the illumination and albedo information for the post-processing. In
this research work, an additional gray pattern is used to compensate for the albedo and
illumination variations. The captured CP is normalized with the captured gray albedo
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pattern to account for the variations. Another way is to put additional camera to capture
the same 3D scene with the composite pattern. Since both camera images observe almost
the same illumination and albedo, it is more accurate to compare the intensity values of
images from these cameras along the epipolar scanline after rectification for the postprocessing. The figure 5.20 below shows the block diagram of the proposed postprocessing algorithm [26].

Figure 5.20: Post-processing of Composite Pattern [26]

Synthetic CP Image: The first step in post-processing algorithm is to create a synthetic

camera image or warped camera image using the demodulated information from the
captured CP. The calibration parameters along with the 3D world coordinates obtained by
the CP demodulation are used in generating the synthetic image. In order to warp the
image from the projector to the camera space, the perspective transformation matrix from
the world coordinates to both of the projector coordinates is required. The calibration grid
is scanned in the xp and yp directions with the multi-frequency PMP technique. The
perspective transformation equations for both the projector and camera coordinates are
given in Eq 5.48(a)-(d).
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x =
c

yc =

m11wc X w + m12wcY w + m13wc Z w + m14wc
m 31wc X w + m 32wcY w + m 33wc Z w + m 34wc
m 21wc X w + m 22wcY w + m 23wc Z w + m 24wc
m 31wc X w + m 32wcY w + m 33wc Z w + m 34wc

(5.48a)

(5.48b)

and
xp =

y =
p

m11wp X w + m12wpY w + m13wp Z w + m14wp
wp
wp w
wp w
wp
m31
X w + m32
Y + m33
Z + m34
m 21wp X w + m 22wpY w + m 23wp Z w + m 24wp
m 31wp X w + m 32wpY w + m 33wp Z w + m 34wp

(5.48c)

(5.48d)

Assuming Z w , x c and y c are the known parameters, X w and Y w can be obtained
from Eq. (5.48(a)-(b)) such that
X w = g1 ( x c , y c , Z w )

(5.49a)

Y w = g2 ( xc , y c , Z w )

(5.49b)

Plugging Eq. (5.49(a)-(b)) into Eq. (5.48(c)-(d)),
x p = f warp1 ( x c , y c , Z w )

(5.50a)

y p = f warp 2 ( x c , y c , Z w )

(5.50b)

The mapping from the camera coordinates x c , y c to the projector coordinates x p , y p with
the known world coordinates Z w are established. For each pixel in the camera space, the
corresponding projector pixel location is obtained by incorporating the depth
value Z w ( x c , y c ) . Using the equation to generate the individual PMP patterns,

144

N

N

n =1

n =1

I P = A p + B p ⋅ ∑ I np ⋅ cos(2π f np x p ) = A p + B p ⋅ ∑ ⎡⎣ c + cos(2π fφ y p − 2π n N ) ⎤⎦ ⋅ cos(2π f np x p )

(5.51)
the synthesized capture image is
N

C
I syn
= A p + B p ⋅ ∑ ⎡⎣c + cos(2π fφ f warp 2 ( xc , y c , Z w ) − 2π n N ) ⎤⎦ ⋅ cos(2π f np f warp1 ( xc , y c , Z w ))
n =1

(5.52)
where, x c = 1..Nx and y c = 1..My . Nx x My is the pixel resolution of camera image. An
example of the captured and synthetic camera image is shown in figure 5.21. The image
is created from 3D depth information obtained by the demodulation of captured CP.

Figure 5.21: Captured and Synthetic camera CP image

Modified CP: The epipolar lines are dominantly vertical based on our system setup. This

poses a problem with the current CP technique. In the correspondence matching stage,
the intensity variation in the CP remains almost constant along the epipolar line. In order
to detect intensity changes along the vertical lines, the composite pattern is modified by
encoding an additional sinusoid wave in the phase direction. Figure 5.22 shows the
modified CP and the figure 5.23 shows the frequency spectrum of the modified CP. The
modification increases the efficiency of the post-processing algorithm. The downside of
modified CP is low Signal to Noise Ratio (SNR) for the encoded PMP patterns.
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Figure 5.22: Modified CP

Figure 5.23: Frequency spectrum of the modified CP

Dynamic Programming: Dynamic programming is a well known technique used in

stereo vision for correspondence matching. Stereo correspondence matching using
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dynamic programming reduces the runtime by following a shortest path approach and
cost minimization. The idea of dynamic programming is illustrated in figure 5.24 [30].

Figure 5.24: Dynamic Programming. (a-k) represent intensity values along each scan line. M
shows a match, L represents a pixel visible only in left image and R represents a pixel visible
only in right image [30]

Compared to the dynamic programming technique used in stereo vision, two major
distinctions exist in the post-processing algorithm. 1) The composite pattern on the 3D
surface provides distinct texture information for the matching procedure. 2) In the stereo
vision matching procedure, since there is no information about where the disparities will
approximately be, the disparity window is set relatively large to contain all the possible
correspondences. An estimate of the correspondences from the depth of the composite
pattern is known already from the demodulation of captured CP image. The goal is to
refine the depth or the correspondences from the composite pattern such that the
synthesized image with the refined depth has the best match with the camera captured
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~

image. If C and C are the captured and synthetic CP images, then the goal of the
dynamic programming algorithm is to minimize the disparity error,
W −1

~

rm ,n = arg min ∑ (C[m + i, n] − C[r + i, n]) 2
r

(5.53)

i =0

~

C accounts for some of the distortion of the composite pattern within a window region of
size W. The error minimization can be repeated iteratively where we use the pairings
from the previous iteration to generate a new depth surface and new simulated, captured
~

image C i +1 . To further reduce the computational complexity associated with postprocessing the CP, only those pixels of C which differ significantly from the
~

corresponding C are processed using the following constraint
~

C[m, n] − C[m, n] ≥ T

(5.54)

where, T is a user defined constraint.

5.2.3 Experimental Results for the Post-processing Algorithm

The figure 5.25 shows the simulation results obtained by Chun et al [26] for the
post-processing algorithm. The 3D data was simulated in Matlab® along with the
projector and camera calibration matrices. The figure 5.25 (a) simulates a captured CP
image. The figure 5.25 (e) represents the simulated 3D data obtained from (a) and is used
to create the synthetic CP shown in figure 5.25 (b). The post-processed CP and the
corresponding 3D information is shown in figures 5.25 (c) and 5.25 (d) respectively.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 5.25: Simulation of the post-processing with 3D scene of a hemisphere and a
3D cone [26].

In our experiments, CP generated with AM technique is used in all the
experiments for implementing post-processing algorithm. The post-processing algorithm
is implemented using real 3D data obtained by the demodulation of captured CP image.
Two experimental setups involving a circular target and a linear ramp are chosen. The
albedo of the target scene is chosen to be nearly constant. This would eliminate the
effects of albedo problems reported by Chun et al [26] in the demodulation of CP. The
projected CP image is created by encoding N=4 PMP patterns with carrier frequencies f =
[30, 60, 90, 120] cycles/FOV in the orthogonal direction to phase. The additional sine
wave in the phase direction is chosen to have a spatial frequency of 32 cycles/FOV in the
phase direction. Two significant differences between the post-processing algorithm
proposed by Chun [26] and the one we implemented in our research work are:

a) Use of an additional gray level pattern to capture the albedo image of the target
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which is then used to normalize the captured CP image to account for any
albedo/illumination variations.
b) Notching the carrier information in the captured CP image before the postprocessing stage. It has been observed that the carrier information does not
provide any additional information which is useful in the post-processing stage.
The additional sine wave pattern embedded in the modified CP image actually has
enough information for the post-processing algorithm to work. The figure 5.26
below shows the CP image before and after carriers are notched out. A plaster
model of a head is chosen as the target to illustrate how much underlying shape
information the additional sine wave pattern gives.

Figure 5.26: CP image before and after carriers are notched out for post-processing

The figure 5.27 shows the experimental setup using a circular target. The figure 5.28
shows the 3D reconstruction of the circular target before post-processing. The close-up
view of wave like artifacts in the 3D surface are shown in figure 5.29. Figure 5.30 shows
the 3D reconstruction of the target after post-processing. A relatively smoother surface is
obtained after the post-processing step and is shown in figure 5.31.
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Figure 5.27: Albedo image (shadow replaced) of the experimental setup with a circular target

Figure 5.28: 3D reconstruction of circular target before post-processing
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Figure 5.29: Close-up view of 3D surface of circular target before post-processing

Figure 5.30: 3D reconstruction of circular target after post-processing
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Figure 5.31: Close-up view of the 3D surface of the circular target after post-processing

Figures 5.32-5.36 show similar experimental results for a linear ramp setup.

Figure 5.32: Albedo image (shadow replaced) of a ramp target
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Figure 5.33: 3D reconstruction of ramp target before post-processing

Figure 5.34: Close-up view of 3D surface of ramp target before post-processing
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Figure 5.35: 3D reconstruction of ramp target after post-processing

Figure 5.36: Close-up view of the 3D surface of the ramp target after post-processing

5.2.4 Analysis

Use of PMP patterns: In order to evaluate the performance of the CP technique

generated by encoding Npats = 4 PMP patterns, experiments are conducted with the
multi-pattern PMP technique. The phase information obtained by the multi-pattern PMP
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technique is the ground truth as it has no influence of the carrier frequencies like in CP
technique. Npats = 4, 8, 12, 6, 24 is used in reconstructing a smooth reference plane. The
frequency of the PMP patterns is chosen to be f = 1 cycle/ FOV. The figures 5.37(a)-(e)
clearly show that using Npats = 4 is not an optimal choice. The data is very noisy and the
same applied to the performance of the CP technique. It is desirable to have more PMP
patterns encoded into the CP. However, it is currently impractical to encode more
patterns given the projector and camera bandwidth. Very high pixel resolution projector
and cameras are required to successfully implement this idea. It is possible to get a very
high resolution off the shelf camera (10s of Mega-pixels), but the digital projectors
currently available have typical high resolution value of 1280x1024 pixels. This could
very well change in the near future.
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Figure 5.37 (a)-(e): 3D reconstruction of a reference plane using unit frequency PMP
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Projector –Camera Non-linearity:

The combined gamma of the projector and camera plays an important role in the 3D
scanner system. In general, any display or capture device has an inherent gamma
correction value being applied to the projected and captured images respectively. Hence,
it is very important to correct for the gamma. The small scanner described in chapter 2 is
used in the gamma estimation experiments. Grayscale patterns of uniform intensity
values varying between 0-255 are projected and captured. Four different gamma values
are chosen for this experiment. The figure 5.38 shows the projector-camera non-linearity
for a projected pattern corrected by gamma = 1.5.

Figure 5.38: Projector-Camera non-linearity
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A second experiment is conducted to study the effect of gamma correction on the
received pattern on the temporal frequency harmonics. The following are the steps
involved in the experiment:
a) A set of sine waves of known frequency are projected onto a white board and captured by
the camera. The captured patterns are gamma corrected with different gamma values for
analysis. In this experiment N = 16 phase shifted sine wave patterns with spatial
frequency f = 1 are projected.
b) Temporal analysis of the captured patterns is done by selecting a specific point in all the
images.
c) FFT is performed on the temporal data.
d) The signal and frequency harmonic are separated.
e) Then IFFT is performed to reconstruct the signal and harmonic component. Observed
that gamma correction actually has an effect in reducing the harmonic distortion.

The figures 5.39 (a)-(d) shows the FFT of temporal data of a chosen pixel location in all
the 16 images captured by the camera for gamma values 1, 1.3, 1.8, 2.2, 2.5.

160

separating the signal from harmonics
200
orig
signal
harmonic

150

100

50

0

-50

-100

0

2

4

6

8

10

12

14

16

(a) Gamma = 1.0
separating the signal from harmonics
200
orig
signal
harmonic

150

100

50

0

-50

-100

0

2

4

6

8

10

(b) Gamma = 1.3

161

12

14

16

separating the signal from harmonics
250
orig
signal
harmonic

200

150

100

50

0

-50

-100

0

2

4

6

8

10

12

14

16

(c) Gamma = 1.8

separating the signal from harmonics
250
orig
signal
harmonic

200

150

100

50

0

-50

-100

0

2

4

6

8

10

(d) Gamma = 2.2

162

12

14

16

separating the signal from harmonics
250
orig
signal
harmonic

200

150

100

50

0

-50

-100

0

2

4

6

8

10

12

14

16

(e) Gamma = 2.5

Figure 5.39 (a)-(e): Gamma correction and analysis on temporal data

5.2.5 Issues with QDSBSC technique

Experiments conducted with QDSBSC technique demonstrated that the
modulation scheme is not yet suitable for the CP technique. Two problems arise in
QDSBSC. Mathematical analysis of the problems is given in this section.

Patten Generation: The first problem arises in the creation of the patterns and the

second problem is in demodulation. In creating the patterns, care has to be taken in the
order in which the patterns are encoded. The frequency values cannot be chosen
arbitrarily like in AM. For example, we choose the case where N = 4 patterns are
encoded. The PMP patterns are given by
I 0p = cos(2π fφ y p − 0) = cos(2π fφ y p ) , I1p = cos(2π fφ y p − π ) = sin(2π fφ y p ) ,
2

I 2p = cos(2π fφ y p − 3π ) = − sin(2π fφ y p ) and I 3p = cos(2π fφ y p − π ) = − cos(2π fφ y p ) .
4
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If the carrier frequencies chosen are θ1 and θ 2 , then the modulated patterns are given by
M 0p = cos(2π fφ y p ) *cos(θ1 ) , M 1p = sin(2π fφ y p ) *sin(θ1 ) , M 2p = − sin(2π fφ y p ) *cos(θ 2 )

and M 3p = − cos(2π fφ y p ) *sin(θ 2 ) .
The CP is defined as
CP = cos(2π fφ y p )[cos(θ1 ) − sin(θ 2 )] + sin(2π fφ y p )[sin(θ1 ) − cos(θ 2 )]

(5.55)

The necessary condition for the above equation to hold good is
cos(θ1 ) ≠ sin(θ 2 ) and sin(θ1 ) ≠ cos(θ 2 )
⎛π
⎞
⇒ cos(θ1 ) ≠ cos ⎜ − θ 2 ⎟
⎝2
⎠
⇒ θ1 ≠

π
2

− θ2

⇒ θ1 + θ 2 ≠

(5.56)

π
2

However, if the patterns are encoded slightly differently by changing the order (which is
perfectly possible in the AM scheme), the modulated patterns become
M 0p = cos(2π fφ y p ) *cos(θ1 ) , M 1p = sin(2π fφ y p ) * cos (θ 2 ) , M 2p = − sin(2π fφ y p ) *sin(θ 2 )

and M 3p = − cos(2π fφ y p ) *sin(θ1 ) .
The CP is defined as
CP = cos(2π fφ y p )[cos(θ1 ) − sin(θ1 )] + sin(2π fφ y p )[cos(θ 2 ) − sin(θ 2 )]

(5.57)

The necessary condition for the above equation to hold good is
cos(θ1 ) ≠ sin(θ1 ) and cos(θ 2 ) ≠ sin(θ 2 )

π
⎛π
⎞
⇒ cos(θ1 ) ≠ cos ⎜ − θ1 ⎟ ⇒ θ1 ≠
4
⎝2
⎠
π
⎛π
⎞
⇒ cos(θ 2 ) ≠ cos ⎜ − θ 2 ⎟ ⇒ θ 2 ≠
4
⎝2
⎠
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(5.58)

It can be seen that the limiting conditions on the frequencies to be chosen in encoding the
patterns vary according to the order in which the patterns are encoded. The modulated
patterns can be created using similar combinations of the carrier signals and the limiting
conditions on the choice of frequencies for modulation can be established. The problem
gets more complicated when encoding more than N = 4 patterns. More limiting
conditions have to be carefully evaluated and further restrict the usable carrier
frequencies.
Pattern Demodulation: The problem is in carrier synchronization at the receiver side.

The pattern demodulation involves the use of same carrier frequency to demodulate two
patterns. Eqs (5.6-5.10) discuss the problems of carrier frequency synchronization in
QDSBSC technique. Experimental results consistently showed carrier synchronization
problems even after epipolar rectification. There is an arbitrary phase offset in the phase
information computed using the demodulated patterns.

5.3

SUMMARY

CP technique is a novel technique to reconstruct 3D information of dynamic scenes. In
this chapter, we implemented the CP technique using AM and QDSBSC techniques. CP
using AM is more reliable than the QDSBSC technique. Experiments showed that AM is
a better choice than the QDSBSC technique due to the carrier synchronization problems
in QDSBSC. Post-processing technique was implemented on the real 3D data obtained by
the demodulation of captured CP pattern. Experimental setups were chosen to have
uniform albedo to eliminate the complexity introduced by targets of varying albedo. The
algorithm works reasonably well for uniform albedo targets. However, the results do not
165

match up to the quality of simulation results done on synthetic data. More research work
needs to be done to further improve the working of the post-processing algorithm for real
data.

Copyright © Veeraganesh Yalla 2006
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Chapter 6.

Conclusions and Future Research Work

6.1 CONCLUSIONS

In this research work, a mathematical model to estimate the optimal frequency
values for the multi-frequency PMP technique is given. Another mathematical model to
solve for the optimal number of phase shift patterns for each frequency level is given.
Lagrange multiplier technique is used in estimating the optimal number of phase shift
patterns. The mathematical models provide a means to improve on the accuracy of the 3D
scan data and also limit the scan time. The multi-frequency PMP is successfully
implemented in our scanner matrix. The prototype scanners based on multi-frequency
PMP have been delivered to Toyota for vehicle assembly line inspection. Current
prototypes under testing stage include the finger and palmprint scanners. Further research
work has to be done to improve on the scanner performance to meet the standards of
commercial scanners like ATOS series. The scanners developed as part of our research
work do not use any photogrammetry like ATOS. Hence, no physical markers are placed
on the target to be scanned. The working distance of our scanners is much larger than
most of the commercial scanners.

Calibration for the SLI scanners is described in detail. An alternate calibration
methodology using ring and circular targets is presented. The low reconstruction error in
calibration shows the feasibility of this calibration methodology. The linear pin-hole
camera model is extensively used. However, distortion plays an important role in the
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quality of the 3D reconstructed data. Hence, higher order calibration models involving
distortion effects must be implemented to further improve the quality of the scan data.

Post processing technique for the composite pattern is implemented for real data
obtained by the demodulation of captured pattern. Albedo plays an important role in the
CP technique. Albedo normalization is done to remove the effects of the target texture.
Carrier information is notched out during the post-processing stage to avoid spurious
correspondence matching. The results for post-processing are very encouraging for the
objects with plain texture. The CP based on QDSBSC technique is implemented and
studied. The problem with QDSBSC technique is carrier synchronization in the captured
patterns. The lack of carrier synchronization introduces arbitrary phase shift. Hence, it is
difficult to introduce a phase correction term for the system. Other communication theory
techniques like spread spectrum should be explored to improve on the CP technique
performance. Also other suggested SLI techniques would include Gray Code and DeBruijn sequences instead of PMP.

6.2 FUTURE RESEARCH WORK
6.2.1 Improvements in Multi-Frequency PMP Technique

The well known commercially available SLI systems use the single high
frequency PMP technique to obtain the depth information. There are inherent problems
with the technique due to the complex phase unwrapping stage involved in obtaining the
depth map. Hence, the working range of these systems is very limited and generally used
in very close proximity to the target. Systems like the ATOS series and Inspeck are
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widely used for rapid 3D shape acquisition. These systems have very high operation costs
and generally require physical markers to be placed on the target before the scanning
process. Once markers are placed on the target surface, there is some physical damage to
the surface and the target most likely cannot be reused in the production line. With the
proposed multi-frequency PMP technique, the problem of phase unwrapping errors is
eliminated and the depth information obtained is non-ambiguous. The targets can be
scanned at a greater distance and thus, this technique is very suitable for applications that
prohibit the use of physical markers being placed on the target. The commercially
available scanners using digital projection can be reprogrammed to do the multifrequency PMP technique very easily and hence, the same systems can be used at a larger
working distance and non-ambiguous depth measurement.

The mathematical model for multi-frequency PMP should be integrated into the
scanning software. Depending on the intensity error, the optimal frequency values and the
number of phase shift patterns for each frequency level can be computed in the software.
The current scanning technique involves moving the target about an axis for complete 3D
surround scan. The merging of various scans is a time consuming process. It is a two step
process, pre-aligning various 3D scan patches and final alignment. A solution for this
problem is to have set of very well pre-aligned scans. For this, a multi scanner system can
be designed to perform the surround scanning. The scanners will be positioned in
predefined locations around the target. The scans will be pre-aligned to a large degree
due to the calibration process. All the scanners will be controlled by a host computer.
Another suggested improvement is the use of virtual markers to help line up the scans.
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Instead of placing physical markers on the surface of the target to be scanned, an
additional pattern with markers can be projected onto the surface of the target. The
captured marker images from the different scan patches can be used to perform the
alignment and merging of the scans very easily.

For the calibration procedure, we assume a linear pinhole model for most of our
applications. However, the camera and projector are non-linear elements. Distortion in
both the projected and captured images should be compensated. Techniques like Tsai’s
calibration method exist for the camera. However, calibration for distortion due to
additional lenses attached to the projector is a challenge and needs to be further
investigated to improve the scan results.

6.2.2 Albedo Compensation in Composite Pattern Technique

The current CP technique does not take into account the effects of target albedo
and illumination changes. Two possible solutions for this problem are:

i.

Add a second camera on top of the projector and use the depth from the first
camera as the reference. Correspondence matching between the images of the
first and second cameras can be performed like in stereo vision. However, if
there is a difference between the recorded intensity values in the two cameras
due to local illumination effects or albedo effects, the correspondence
matching could be a problem.
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ii.

Alternate between the uniform gray pattern for capturing the albedo
information and composite pattern for depth estimation. Albedo normalization
can be performed to take care of the albedo variations. We currently use this
approach in our research. However, most of the research work is done on a
single set of captured albedo image and composite pattern. The capture rate
will be ½ of the actual camera frame rate for this kind of a system. Future
research work in this approach would be to improve the capture rate by means
of software and hardware optimizations.

6.2.3 Novel algorithm

Based on our research work in using the concept of epi-polar rectification in
structured light illumination, we came up with a new technique for capturing 3D data in
real time. The technique is suitable for applications like capturing facial expressions in
real-time. The figures 6.1 and 6.2 below illustrate the idea. The pattern to be projected is
anti-rectified before projecting it on to the target. The captured pattern is rectified.

Figure 6.x: Epipolar Rectified Projected and Captured Stripe Patterns
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Figure 6.2: Epipolar Rectified Projected and Captured Spot Patterns

The figure 6.3 shows the detected stripes in projected and captured images. There
is a one-to-one correspondence between the stripes in both the images. Hence, the
problem of correspondence matching is solved. However, the problem of depth
ambiguity still remains. For applications like capturing facial expressions in real-time, the
target is generally within the region of interest (ROI). Hence, the encoded patterns can be
matched with in the ROI and the 3D depth computed.
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Figure 6.3: Stripe detection in the Projected and Captured Images

Copyright © Veeraganesh Yalla 2006
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Appendix A: MAT5 Format
The MAT5 or the MATRIX-5 is the format used for storing the 3D data that is required
for reconstructing the target. The MAT5 format consists of five different files of equal
number of data entries. Typically, the number of pixels in the captured camera frames is
the number of data entries in each of these files. They are the

•

fileX.byt

•

fileY.byt

•

fileZ.byt

•

fileC.bmp

•

fileI.bmp

The fileX.byt, fileY.byt and fileZ.byt files contain the Xw, Yw and Zw coordinates in
byte format. Floating point precision is used for the world coordinates. The fileC.bmp
and fileI.bmp are identical and consist of the intensity values of the captured spots. The
values in fileI.bmp are used as indicator values for determining valid/invalid data points
in the reconstruction.

174

Appendix B: Mat5 Converter
The MAT5 format is one which is used extensively in our research. It is an indigenous
format and its use is purely research oriented. In order to make our 3D scans available for
the industry and other research groups, we designed and implemented converter software
which converts the MAT5 data into many of the standard 3D formats used in industry.
The snapshot of the software interface is shown in figure B1. The software currently
supports the conversion to following 3D formats.

•

IGES

•

STL ASCII

•

STL BINARY

•

VRML POINT CLOUD

•

VRML TRIANGULATED

•

OBJ POINT CLOUD

•

OBJ TRIANGULATED

•

XYZ

175

Figure B1: Screenshot of Mat5 Converter Software
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Appendix C: Mathematical Formulae for Multi-Frequency PMP
For case H0,
⎧⎪ ∆ϕ 02 ⎫⎪
1
exp ⎨− 2 ⎬
f ∆ϕu (∆ϕu | H 0 ) = f ∆ϕ0 (∆ϕ0 ) =
2πσ 0
⎩⎪ 2σ 0 ⎭⎪
⎧
⎫
⎪
2 ⎪
1
⎪ ( ∆ϕu ) ⎪
f ∆ϕu ( ∆ϕu | H i ) =
exp ⎨−
2⎬
⎛ σ0 ⎞
⎛
⎞
σ
⎪
⎪
0
2π ⎜ ⎟
2⎜ ⎟ ⎪
⎪
f
f
⎝ i ⎠
⎩ ⎝ i ⎠ ⎭

Let

∆ϕu =

∆ϕ1
d (∆ϕ1 )
d (∆ϕu ) =
f1 and
f1
for case H1,

⎧
⎫
⎪
2 ⎪
1
⎪ ( ∆ϕu ) ⎪
exp ⎨−
f ∆ϕu ( ∆ϕu | H1 ) =
2 ⎬
⎛ σ0 ⎞
⎛
⎞
σ
⎪
⎪
0
2π ⎜ ⎟
2⎜ ⎟ ⎪
⎪
f
⎝ 1⎠
⎩ ⎝ f1 ⎠ ⎭
⎧⎪ ( ∆ϕ1 )2 ⎫⎪
⎛ ∆ϕ1
⎞
1
= f1 f ∆ϕ0 ( ∆ϕ1 )
| H1 ⎟ =
exp ⎨ −
f ∆ϕu ⎜
2 ⎬
⎛ σ0 ⎞
2
σ
(
)
⎝ f1
⎠
0
⎩⎪
⎭⎪
2π ⎜ ⎟
f
⎝ 1⎠

Therefore, when
∞

∫

−∞

∆ϕu =

∆ϕ1
f1 in case H1,

∆ϕ u2 f ∆ϕu (∆ϕu | H1 ) d (∆ϕu ) =

∞

∫

−∞
∞

=

∫

−∞

Let

∆ϕu =

∆ϕ12
2
1

f

∆ϕ12
f12

f1 f ∆ϕ0 ( ∆ϕ1 )

d ( ∆ϕ1 )
f1

f ∆ϕ0 ( ∆ϕ1 ) d (∆ϕ1 ) =

∆ϕ 2
d (∆ϕ 2 )
d (∆ϕu ) =
f2
f 2 and
for case H2,
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σ 02
f12

f ∆ϕu

⎧
⎫
⎪
2 ⎪
1
⎪ ( ∆ϕu ) ⎪
exp ⎨−
( ∆ϕu | H 2 ) =
2⎬
⎛ σ0 ⎞
⎛
⎞
σ
⎪
⎪
0
2π ⎜ ⎟
2⎜ ⎟ ⎪
⎪
f
⎝ 2⎠
⎩ ⎝ f2 ⎠ ⎭

⎛ ∆ϕ
⎞
f ∆ϕu ⎜ 2 | H 2 ⎟ =
⎝ f2
⎠

Therefore, when
∞

∫

−∞

2
1
⎪⎧ ( ∆ϕ2 ) ⎫⎪
= f 2 f ∆ϕ0 ( ∆ϕ 2 )
exp ⎨−
2⎬
⎛ σ0 ⎞
2
σ
(
)
0
⎩⎪
⎭⎪
2π ⎜ ⎟
f
⎝ 2⎠

∆ϕu =

∆ϕ 2
f 2 in case H2,

∆ϕ u f ∆ϕu (∆ϕu | H 2 ) d (∆ϕu ) =

∞

2

∫

−∞
∞

=

∫

−∞

∆ϕ 22
f 22
∆ϕ 22
f 22

f 2 f ∆ϕ0 ( ∆ϕ 2 )

d ( ∆ϕ 2 )
f2

f ∆ϕ0 ( ∆ϕ2 ) d (∆ϕ2 ) =

⎧
⎫
⎪
2 ⎪
1
⎪ ( ∆ϕ1 ) ⎪
f ∆ϕ0 ( ∆ϕ1 | ∆ϕ0 ) =
exp ⎨−
2 ⎬
⎛ σ0 ⎞
⎛
⎞
σ
⎪
⎪
0
2π ⎜ ⎟
2⎜ ⎟ ⎪
⎪
f
⎝ 1⎠
⎩ ⎝ f1 ⎠ ⎭
⎧⎪ ( f1 ∆ϕ1 )2 ⎫⎪
f ∆ϕ0 ( ∆ϕ1 | ∆ϕ0 ) =
exp ⎨−
2 ⎬
2πσ 0
⎩⎪ 2 (σ 0 ) ⎭⎪
f1

⎧⎪ ( f1 ∆ϕ1 )2 ⎫⎪
f1 f ∆ϕ0 ( f1∆ϕ1 ) =
exp ⎨−
2 ⎬
2πσ 0
⎪⎩ 2 (σ 0 ) ⎪⎭
1

π

π

f2

f2

∫π

−

f ∆ϕ0 (∆ϕ1 | ∆ϕ0 ) d (∆ϕ0 ) =

f2

∫π

−

f1 f ∆ϕ0 ( f1 ∆ϕ1 ) d ( ∆ϕ1 )

f2

By variable substitution,
f1 ∆ϕ1 = ∆ϕ w
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σ 02
f 22

d ( f1 ∆ϕ1 ) = d (∆ϕ w )
1
d ( ∆ϕ1 ) = d (∆ϕ w )
f1
π f1

π
f2

∫π

−

−

f2

π f1
f2

∫

−

π f1

f2

f1 f ∆ϕ0 ( f1 ∆ϕ1 ) d ( ∆ϕ1 ) =

f1 f ∆ϕ0 ( ∆ϕ w )

d ( ∆ϕ w )
f1

f2

∫
π

f1 f ∆ϕ0 ( ∆ϕ w )

d ( ∆ϕ w )

f1
f2

f1

π f1
f2

∫

=
−

π f1

π f1
f2

f ∆ϕ0 ( ∆ϕ w ) d ( ∆ϕ w ) =

∫

−

f2

x

P0 ( x ) = ∫ f ∆ϕ0 (∆ϕ0 )d ( ∆ϕ0 )
−x
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π f1
f2

f ∆ϕ0 ( ∆ϕ1 ) d ( ∆ϕ1 )

Appendix D: Setup of Three-Camera Fingerprint Scanner System
1. Camera-1 is the center camera

Figure D1: Finger Outline
2. Align the center camera to have Field of View (FOV) bisect finger platform.

Figure D2: Camera Positioning
3. Align projector to be symmetrically overlap camera-1.

180

Figure: Camera- Projector Alignment
4. Align the two angled cameras

Figure D3: Alignment with respect to projector
6. Calibrate the system
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Appendix E. Compute SNR for Various Modulation Techniques
AM Signal Energy
⎡
2π n ⎞ ⎤
⎛
S n ( x, y ) = A ⎢1 + cos ⎜ 2π f y y +
⎟ cos ( 2π f x , n x ) + B
N ⎠ ⎥⎦
⎝
⎣
where, B = 2A for Sn ( x, y ) ≥ 0
0 ≤ S n ( x, y ) ≤ 4 A
N −1

S ( x, y ) = ∑ S n ( x, y )
n=0

0 ≤ S ( x, y ) ≤ 4 NA
maximum A =

255
4N

Assumption: Integration Area is 1
Tx = Ty = 1 = ∫∫ dxdy
xy

Total Energy, E AM = ∫∫ S 2 ( x, y )dxdy
xy

2

E AM

⎡ N −1 ⎛ ⎡
⎞⎤
2π n ⎞ ⎤
⎛
= A ∫∫ ⎢ ∑ ⎜ ⎢1 + cos ⎜ 2π f y y +
⎟ ⎥ cos ( 2π f x ,n x ) + 2 ⎟ ⎥ dxdy
N ⎠⎦
⎝
⎠⎦
xy ⎣ n = 0 ⎝ ⎣

E AM

⎡ N −1 ⎛
⎞⎤
2π n ⎞
⎛
= A ∫∫ ⎢ ∑ ⎜ cos ( 2π f x ,n x ) + cos ⎜ 2π f y y +
⎟ cos ( 2π f x ,n x ) + 2 ⎟ ⎥ dxdy
N ⎠
⎝
⎠⎦
xy ⎣ n = 0 ⎝

2

2

2

N −1
⎛
2π n ⎞ 2
⎞
⎛
E AM = A2 ∫∫ ∑ ⎜ cos 2 ( 2π f x , n x ) + cos 2 ⎜ 2π f y y +
⎟ cos ( 2π f x ,n x ) + 4 ⎟dxdy
N ⎠
⎝
⎠
xy n = 0 ⎝

All cross-terms integrate to zero.
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N −1

E AM = A2 ∫∫ ∑
xy n = 0

N −1

E AM = A2 ∑
n=0

E AM =

⎛
⎞
4π n ⎞ ⎫
⎧
⎛
⎜ ⎧1 + cos(4π f x) ⎫ ⎪1 + cos ⎜ 4π f y y +
⎟ ⎪ ⎧1 + cos(4π f x) ⎫ ⎟
⎪
N ⎠⎪
x ,n
x ,n
⎝
⎜⎨
⎬+⎨
⎬⎨
⎬ + 4 ⎟dxdy
2
2
2
⎜⎩
⎭ ⎪
⎭ ⎟
⎪⎩
⎜
⎟
⎪⎩
⎪⎭
⎝
⎠
⎛1

1 1

⎞

∫∫ ⎜⎝ 2 + 2 × 2 + 4 ⎟⎠dxdy
xy

5 A2 N
5 A2 N
TxTy =
2
2

E AM = Signal + Carrier + DC Energy
E AM =

A2 N A2 N
+
+ 4 A2 N
4
2
DC
signal

carrier

DSBSC Signal Energy
2π n ⎞
⎛
S n ( x, y ) = A cos ⎜ 2π f y y +
⎟ cos ( 2π f x , n x ) + B
N ⎠
⎝
where, B = A for Sn ( x, y ) ≥ 0
0 ≤ S n ( x, y ) ≤ 2 A
N −1

S ( x, y ) = ∑ S n ( x, y )
n=0

0 ≤ S ( x, y ) ≤ 2 NA
maximum A =

255
2N

Total Energy, EDSBSC = ∫∫ S 2 ( x, y )dxdy
xy

183

2

EDSBSC

⎡ N −1 ⎛ ⎡
⎞⎤
2π n ⎞ ⎤
⎛
cos
2
π
f
x
A
= ∫∫ ⎢ ∑ ⎜ ⎢ A cos ⎜ 2π f y y +
+
(
)
⎟ ⎥ dxdy
x ,n
⎟
N ⎠ ⎥⎦
⎝
⎠⎦
xy ⎣ n = 0 ⎝ ⎣

EDSBSC

⎡ N −1 ⎛
⎞⎤
2π n ⎞
⎛
= A ∫∫ ⎢ ∑ ⎜ 1 + cos ⎜ 2π f y y +
⎟ cos ( 2π f x , n x ) ⎟ ⎥ dxdy
N ⎠
⎝
⎠⎦
xy ⎣ n = 0 ⎝

2

2

All cross-terms and cosine terms integrate to Zero
⎡ N −1 ⎛ 1 1 ⎞ ⎤
EDSBSC = A2 ∫∫ ⎢ ∑ ⎜1 + × ⎟ ⎥dxdy
2 2 ⎠⎦
xy ⎣ n = 0 ⎝

EDSBSC

5 A2 NTxTy 5 A2 N
⎛ 1⎞
= A N ⎜1 + ⎟ TxTy =
=
4
4
⎝ 4⎠
2

EDSBSC = A2 N +
DC

A2 N
4
Signal

QDSBSC Signal Energy
⎧
2π n ⎞
N
⎛
⎪ A cos ⎜ 2π f y y + N ⎟ cos ( 2π f x ,n x ) + B , 0 ≤ n ≤ 2 − 1.
⎪
⎝
⎠
S n ( x, y ) = ⎨
⎪ A cos ⎛ 2π f y + 2π n ⎞ sin ( 2π f x ) + B , N ≤ n ≤ N − 1.
y
x ,n
⎜
⎟
⎪⎩
N ⎠
2
⎝

where, B = A for Sn ( x, y ) ≥ 0
0 ≤ S n ( x, y ) ≤ 2 A
N −1

S ( x, y ) = ∑ S n ( x, y )
n=0

0 ≤ S ( x, y ) ≤ 2 NA
maximum A =

255
2N
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⎧
2π n ⎞
⎛
⎪ A cos ⎜ 2π f y y + N ⎟ cos ( 2π f x ,n x ) + B , n is even.
⎪
⎝
⎠
S n ( x, y ) = ⎨
If,
⎪ A cos ⎛ 2π f y + 2π n ⎞ sin ( 2π f x ) + B , n is odd. then, the analysis
y
x ,n
⎜
⎟
⎪⎩
N ⎠
⎝

would change.
Total Energy, EQDSBSC = ∫∫ S 2 ( x, y )dxdy
xy

It can be shown that cosine and sine components are orthogonal.
2

EQDSBSC

⎡ N2 −1
⎤
⎛⎡
⎞⎥
2π n ⎞ ⎤
⎛
⎢
= ∫∫ ∑ ⎜ ⎢ A cos ⎜ 2π f y y +
⎟ ⎥ cos ( 2π f x ,n x ) + A ⎟ ⎥ dxdy
⎢
N
⎝
⎠⎦
=
n
0
⎣
⎠⎥
xy
⎢⎣ ⎝
⎦
2

⎡ N −1
⎤
⎛⎡
⎞⎥
2π n ⎞ ⎤
⎛
⎢
+ ∫∫ ∑ ⎜ ⎢ A cos ⎜ 2π f y y +
⎟ sin ( 2π f x ,n x ) + A ⎟ ⎥ dxdy
⎢
N ⎠ ⎥⎦
⎝
⎠⎥
xy n = N ⎝ ⎣
⎢⎣ 2
⎦
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N
2
2

EQDSBSC

⎡ N2 −1
⎤
⎛⎡
⎞⎥
2π n ⎞ ⎤
⎛
⎢
= ∫∫ ∑ ⎜ ⎢ A cos ⎜ 2π f y y +
⎟ cos ( 2π f x ,n x ) + A ⎟ ⎥ dxdy
⎢
N ⎠ ⎥⎦
⎝
⎠⎥
xy n = 0 ⎝ ⎣
⎢⎣
⎦

⎡ N2 −1
⎛⎡
2π
⎛
+ ∫∫ ⎢ ∑ ⎜⎜ ⎢ A cos ⎜ 2π f y y +
⎢'
N
⎝
xy n = 0 ⎝ ⎣
⎢⎣

2

⎤
⎞⎥
⎛ ' N ⎞ ⎞⎤
⎜ n + ⎟ ⎟ ⎥ sin ( 2π f x , n x ) + A ⎟⎟ ⎥ dxdy
2 ⎠ ⎠⎦
⎝
⎠⎥
⎦
2

EQDSBSC

⎡ N2 −1
⎤
2π n ⎞
⎛
⎞⎥
⎛
2
⎢
= A ∫∫ ∑ ⎜ 1 + cos ⎜ 2π f y y +
⎟ cos ( 2π f x ,n x ) ⎟ ⎥ dxdy
⎢ n=0 ⎝
N
⎝
⎠
⎠
xy
⎣⎢
⎦⎥
2

⎡ N2 −1
⎤
⎛
⎞⎥
2π ⎛ ' N ⎞ ⎞
⎛
2
⎢
+ A ∫∫ ∑ ⎜1 + cos ⎜ 2π f y y +
⎜ n + ⎟ ⎟ sin ( 2π f x ,n x ) ⎟ ⎥ dxdy
⎢'
N ⎝
2 ⎠⎠
⎝
⎠⎥
xy n = 0 ⎝
⎢⎣
⎦
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2

EQDSBSC

⎡ N2 −1
⎤
2π n ⎞
⎛
⎞⎥
⎛
2
⎢
= A ∫∫ ∑ ⎜1 + cos ⎜ 2π f y y +
⎟ cos ( 2π f x , n x ) ⎟ ⎥ dxdy
⎢ n=0 ⎝
N
⎝
⎠
⎠
xy
⎢⎣
⎥⎦
2

⎡ N2 −1
⎤
⎛
⎞⎥
⎛
2π n' ⎞
2
⎢
+ A ∫∫ ∑ ⎜1 − cos ⎜ 2π f y y +
⎟ sin ( 2π f x , n x ) ⎟ ⎥ dxdy
⎢'
N ⎠
⎝
xy n = 0 ⎝
⎠⎥
⎢⎣
⎦

Cross-terms cancel out
⎡ N2 −1
⎤
2π n ⎞ 2
⎛
⎞⎥
2
2⎛
⎢
EQDSBSC = A ∫∫ ∑ ⎜ 1 + cos ⎜ 2π f y y +
⎟ cos ( 2π f x ,n x ) ⎟ ⎥dxdy
⎢
N ⎠
⎝
⎠
xy n = 0 ⎝
⎢⎣
⎥⎦
⎡ N2 −1
⎤
⎛
⎞⎥
2π n' ⎞ 2
2
2⎛
⎢
+ A ∫∫ ∑ ⎜1 + cos ⎜ 2π f y y +
⎟ sin ( 2π f x ,n x ) ⎟ ⎥dxdy
⎢
'
N
=
0
n
⎝
⎠
xy
⎠⎥
⎢⎣ ⎝
⎦

cosine and sine terms integrate to zero.
EQDSBSC

⎡ N2 −1
⎤
⎡ N2 −1
⎤
1
1
⎛
⎞
⎛ 1 1 ⎞⎥
2
⎢
⎥
⎢
= A ∫∫ ∑ ⎜ 1 + × ⎟ dxdy + A ∫∫ ∑ ⎜ 1 + × ⎟ dxdy
⎢
⎢'
2 2 ⎠⎥
2 2 ⎠⎥
xy n = 0 ⎝
xy n = 0 ⎝
⎢⎣
⎥⎦
⎢⎣
⎥⎦
2

EQDSBSC =

NA2 ⎛ 1 ⎞
NA2 ⎛ 1 ⎞
+
T
T
+
1
⎜
⎟ x y
⎜1 + ⎟ TxTy
2 ⎝ 4⎠
2 ⎝ 4⎠

NA2
⎛ 1⎞
EQDSBSC = NA2 ⎜ 1 + ⎟ = NA2 +
4
⎝ 4⎠

EQDSBSC

A2 N
= A N+
4
2

DC

Signal
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E AM

A2 N 2552 2562 1024
=
=
≈
=
4
N 43 N 43
N

EDSBSC =

EQDSBSC

A2 N ⎛ 2552 ⎞ ⎛ N ⎞ 2562 4096
=⎜
=
⎟≈
2 ⎟⎜
2
4
N
⎝ 4N ⎠ ⎝ 4 ⎠ N 4

A2 N ⎛ 2552 ⎞ ⎛ N ⎞ 2562 4096
=
=⎜
=
⎟≈
2 ⎟⎜
2
4
N
⎝ 4N ⎠ ⎝ 4 ⎠ N 4

Note if σ 2 = 1 for the noise energy, the ratio of DSBSC SNR to AM SNR is 4 times
more signal energy. The advantage of QDSBSC over DSBSC is that for a given baseband
bandwidth, the modulated signal bandwidth is half that of AM or DSBSC because there
are half as many different carrier frequencies.
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Appendix F. Review of Existing Camera Technologies
(Courtesy: Dr Henry Dietz, University of Kentucky, Lexington, 2006)

Still: Canon has decided to support RAW format only in Digital Single Lens Reflex
(DSLR), but there are other companies that make viable digital still cameras in other
form factors USB: Universal Serial Bus (USB) webcams. Actually, still cameras also talk
to a host via USB. USB comes in a few flavors: the USB2 "high speed" flavor is the
480Mb/s one that we want.

FireWire: This is the digital audio/video transport standard used by many camcorders
(DV). The base speed is 400Mb/s, but 800Mb/s variants are sometimes seen. This is a lot
like USB, but the Digital Video (DV) and Digital Camera (DC) specs for it provide
standardized camera control that USB doesn't standardize. For our purposes, we'd be
using DC, not DV.

CameraLink: An industrial camera control interface that requires a capture board. It's
fast and flexible, and the control is well standardized, but the capture boards aren't.
Emphasis is on high frame rates, with pretty low quality, for process control and similar
applications.

Properties of interest:
Resolution: Still cameras win by about 2X-5X margin in MTF resolution, partly by 810MP count, but also by lenses that resolve that much. USB cameras rarely have >1.2MP
and are mated with lenses that just do that. The volume market for Firewire &
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CameraLink is 0.3-2MP, and "high resolution" C-mount lenses rarely have the MTF for
over 1.5MP.

Image depth bits/pixel (BPP): Still cameras generating RAW files are generally 12BPP,
as are some FireWire and CameraLink (although most are 8-10BPP). USB is nearly
always 8BPP. Non-RAW formats (e.g., JPEG) average the equivalent of about 6BPP, and
certainly no more than 8BPP. Note that color sensor specs often claim 3X the bits/pixel,
even though the sensor doesn't really do that; i.e., 8BPP is often called "24-bit color."

Image noise: Bigger sensors and better electronics win - so DSLRs can't be touched by
anything with a smaller (and un-cooled) sensor. There are a few non-DSLRs with APS-C
sensors (e.g., from Epson and Sony), but they're the exception. Mechanical shuttering
also produces higher image quality than the electronic shuttering used in non-still
cameras (compare non-DSLR still camera live preview quality to that of an image
captured with the same unit - it is hard to dump charge while the light is on).

Cost: For 1.2MP or lower, USB is <$100. USB2 "high speed" easily wins if you want a
fleet of cameras.

Cost/pixel: 4MP still starts around $100. 6-10MP DSLRs are $500-$1300. With a few
exceptions, FireWire starts at $500 and most of the 1-2MP units are $1500-$2000.
CameraLink is similar, but also needs a capture board. Most FireWire and CameraLink
also do not include a lens.
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Live view (fast preview) support: USB, Firewire, and CameraLink all work; most still
DSLRs

don't.

DSLR

time

to

preview

is

generally

measured

in

seconds.

Capture rate frames/second (FPS): CameraLink is fastest, with FireWire and USB2
"High Speed" just slightly slower; all can do 30FPS with modest resolution. Really high
frame rates on CameraLink and FireWire are accomplished by sending only a cropped
portion of the frame. DSLRs average about 2.5-5FPS for 6-10MP images.

Capture rate pixels/second: Still DSLRs and CameraLink are too close to call – but
that's largely because data isn't really captured into the computer in either case. USB is
slowest, but USB2 can be faster than FireWire. USB and USB2 also imply more
processor overhead.

Camera control: FireWire has two control specs, DV and DC (we want DC), and both
are very powerful and portable. CameraLink control is also good and standardized, but
the I/O board interface isn't. Still cameras generally support "USB mass storage" use, but
cannot be told to take a picture that way; camera control is proprietary, and may change
over models. DSLRs with remote shutter releases can be triggered that way and images
downloaded using the mass storage interface - very stable and portable. USB cameras are
entirely proprietary and often don't allow control of much.
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