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Abstract The increasing complexity of the business transaction results in a 
higher potential risk in terms of SLA violation. The fulfillment of the QoS 
constraints specified in global SLA can be threatened at any time by different 
unexpected events that could occur during the execution of a business 
transaction. Unfortunately, there is no solution found that can efficiently 
mitigate this risk. Some of the current business transaction monitoring and 
managing solutions can monitor business transaction and report fault only after 
it happens. The framework proposed in this paper, monitors business 
transactions, computes potential risks and performs proactively adaptation 
actions in order to avoid global SLA violation that could causes transaction 
abortion. 
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1   Introduction 
Business transaction is a series of collaborative activities that are performed in a 
flexible manner by transaction participants in order to accomplish the agreed-upon 
business objectives [3]. For example, in an order management business transaction, 
order placement, making payment, and shipping goods (products) are the 
collaborative activities carried out by the participants, buyer, seller, and shipper 
complying with the agreement (better known as service level agreement). Typically, 
service level agreement (SLA) is the outcome of negotiation among participants, it 
happens before designing and deploying a business transaction. SLA contains the 
quality of services measured by metrics, such as the processing time of an ‘order 
management business transaction’. To each metrics it is associated a value or range 
comprises of lower and upper threshold. For example, processing time could be 1 to 5 
days that must be satisfied by the while a business transaction is executing. Any 
otherwise case in particular, processing time of business transaction is more than 5 
days, will be treated as a violation of agreement. Such cases are serious faults that can 
result severe consequences, particularly abortion of the business transaction.  In 
modern day’s business transaction, such non-functional fault in particular, violation of 
agreement is critical since it fetches detrimental effect for running business 
transaction. Thus, a solution that efficiently mitigates the potential risks of SLA 
violation is indispensible. We consider two parameters in relation to the efficiency of 
the solution: (a) potential risk computation ability and (b) pro-activeness to avoid 
violation of SLA.   
We emphasize on pro-activeness because, to the best of our understanding, reactive 
method is not adequately efficient to mitigate risks (SLA violation) owing to its (a) 
lack of ability to foresee potential risk, and (b) action-pattern. A solution that has built 
on a reactive method acts only after the failure or fault happens; it is not concerned 
with fault or failure that will or may occur at some point of the business transaction 
lifetime. Thus, resisting potential failure is out of the scope of the reactive method.  
 In this research, we offer a risk-mitigation framework named 1PAEAN that 
facilitates foreseeing the risks involved in business transaction and carry out action 
proactively in order to avoid potential SLA violation that may cause transaction 
abortion. Proactive method is the base of the PAEAN risk management framework.  
PAEAN integrates an automatic risk-computation mechanism that enables the 
framework to calculate the risk based on the information of the business transaction 
gathered at runtime. Additionally, the framework integrates a monitor, the most 
essential component, which piles up real-time information of the business transaction. 
It is not possible to compute and forecast future violation without knowing the current 
information of business transaction. Thus, the monitor is an important component of 
the framework. The automated risk-computation mechanism works in tandem the 
monitor to enable PAEAN to prognosticate the potential risks of SLA violation 
without any manual intervention. The most significant task that our framework is able 
to do is repairing the fault without any manual intervention. PAEAN integrates 
adaptation mechanism that acts proactively to repair the fault.            
The paper is structured as follows: in Section 2, we present a motivating example, 
which shows the potential risk associating a business transaction at run-time.  Section 
3 then describes PAEAN, the risk-mitigation framework, our approach for solving the 
problem. Section 4 includes an experimental demonstration by showing the result of 
applying PAEAN. Section 5 presents other related work in terms of business 
transaction monitoring technologies and finally Section 6 presents the conclusions. 
2   Motivation 
In this section, we describe an example (Fig. 1) that highlights the motivation of 
this research paper. In the example, a buyer and a seller build through negotiation an 
SLA, which is a structured document containing the quality of services. To simplify 
the example, our framework will consider only two quality metrics: processing time 
and acknowledgement time that associate respectively the value of 5 days and 5 
minutes. We assume that the agreed QoSs are annotated at design-time, at the same 
phase when the business process, composed of activities (aka services, we will use 
them interchangeably in the paper), is designed. Our example does not explicitly 
show the annotation because the ‘business process design phase’ is not within the 
1PAEAN is a Latin word means the healer 
 
focus of this research. However, after annotating QoS, the process model turns into a 
transactional process model that later is deployed on the process execution engine. 
Once it has deployed, it is the responsibility of the engine to manage risks while the 
business transaction is running. It is worth noting that transaction processing engine 
integrates off-the-shelf management software to perform the management tasks.    
 
 
 
Fig. 1: An example of an order management business transaction at design-time and 
run-time   
 
While the business transaction is running, at any time, the QoSs are venerable to 
threat to various events that could happen during the execution of the business 
transaction. For example, the supplier could fail to deliver the product within the 
deadline, and consequently the seller could not deliver the goods to the buyer within 
the agreed processing time (5 days). This would results in a SLA violation and the 
buyer could cancel the order, which would ultimately cause a business transaction 
abortion. This is a business-oriented fault.   There could also be technical fault, such 
as a component simply stops working, ‘Halting failure’, or a service becomes 
unavailable because the server where the service is running could stop working for 
different reasons; it needs to be removed, substituted or has to restart.  
All these failure scenarios demonstrate the risks involved in a business transaction 
at run-time. In addition, these scenarios create the critical need of running a 
transaction monitoring activity in parallel to a service execution. The monitoring 
activity would be responsible of monitoring not only the service functionality, but 
also especially the QoS levels and trigger proactive adaptation actions when the QoS 
constraints are violated [1]. In other words, there must be a framework associating the 
transaction processing engine that will trace and mitigate the risks in a business 
transaction execution. Such a framework is missing in the state of the art. Through 
this framework, there are a number of interesting objectives to aim at: 
 
• Checking the availability of each service of the business transaction; 
• Estimating the value of the QoS constraints that are in scope of this work; 
• Checking regularly QoS constraints for any case of SLA violation; 
• Performing adequate adaptation action if a SLA violation is identified. 
 We develop PAEAN Risk-Mitigation Framework to achieve these objectives. We 
in the following section describe the framework.  
3   PAEAN – the Risk-Mitigation Framework 
 In this section, we give detail explanation of the basic building blocks the PAEAN 
framework. In addition, we discuss PAEAN’s theoretical model, which automates risk 
computation and fault repairing.    
  
3.1 Overview 
 
 Since the proposed framework deals with business transaction, it was essential to 
decide what behavioral principle of transactions would be suitable for the framework. 
Our intention was not to define any new principle but to find a business transaction 
model, which relies on flexible principle. The classical atomicity [8] is not suitable 
since its semantic is very strict at the point that it cannot tolerate even trivial faults. 
Thus, PAEAN would not be effective or even applicable in such a strict environment. 
We found the extension of classical atomicity in [3], called eventual failure atomicity 
which informally described as follows: “for every failure if occurs in a transaction, 
ignore the failure if the failed operation is not vital or try all possible options to resist 
the abortion”. We found this principle compatible with the key notion of our risk-
mitigation technique - substituting service in case of failure or unavailability of a 
service at runtime. Thus, we develop the PAEAN framework adopting eventual 
failure atomicity principle instead of classical atomicity. It was important to ratify the 
existence of such a flexible (behavioral) principle of the business transaction; 
otherwise, the applicability of the proposed framework would be in question. 
The aim of PAEAN framework is to guarantee the consistency of QoS metrics 
relevant in the context of the provider-client contract and their acceptable values 
specified in the SLA. Inconsistent business transaction – global QoS constraints not 
fulfilled at runtime – causes violation of SLA that might result in transaction abortion. 
Note that, global QoS is contained in global SLA is a type of service level agreement 
involves the major business participants include buyer and the seller. The other type is 
local SLA that engages the seller with another participant type such as supplier, 
shipper etc. PAEAN framework is concentrated on mitigating the potential risks of 
global SLA violation.  
To the best of our understanding, business transaction is possible to be continued 
(using efficient techniques) if any violation happens in local SLA, but violation of 
global SLA jeopardizes the entire transaction. We develop PAEAN based on this 
understanding. The framework reacts to local SLA violation and pro-acts to repairing 
every possible fault to mitigate risks of global SLA violation. The adaptation 
mechanism PAEAN uses to repair the transaction faults. 
The pivotal constituents of PAEAN framework are QoS metrics and composite 
flow patterns. In this research, our approach with respect to QoS can be defined as 
multi-dimensional because it focuses in more than one QoS metric. QoS metrics can 
be divided into two groups: quantitative properties, such as time and cost, and 
qualitative properties, such as reliability and availability. The composition flow 
patterns used by the PAEAN framework include sequential, switch and loop. We 
discuss QoS metrics and service composition patterns in detail in next section. 
 
 
3.2 The Fundamental Constituents  
 
Qos metrics and composite flow patterns are the fundamentals constituents of our 
approach. In this section, we describe these essentials in detail. The fundamental 
constituents are determined based on our definition of the QoS constraints as relations 
that represent values of QoS metrics based on the composite flow patterns.  
At current stage, the PAEAN framework uses a limited number of QoS metrics 
that are briefly described in the followings: 
• Time: In the case of a composite service, time is an aggregation of the 
execution time of each component service Si. In the workflow system, time 
can be defined as the total time needed for a workflow instance to be 
processed by a task. Time (T) can be seen as composed of two major 
components. The first component is Invoke time (IT). This is the time that 
the instance needs to be ready to be processed by the task. The second 
dimension is the Process time (PT). This is the time where the workflow 
instance is being processed by the task. Therefore, Time for a task t can be 
computed as follows: T(t) = IT(t) + PT(t) 
• Cost: It represents the cost associated with the composite service defined as 
a total value of the cost of each component service Si. In the workflow 
system, cost represents the total cost of executing all workflow tasks.  
• 
2Reliability: This metric corresponds to the probability that a component 
will perform correctly within the expected time. The reliability of a 
composite service can be expressed as the production of the reliability of 
each individual component service Si.  
• Availability:  Availability of a composite service is the probability that each 
component service is available. Therefore, it can be expressed as a product 
of each individual component service Si. 
The other constituent of our approach is the composite flow patterns (Fig. 2). 
There are different ways that services can be composed into a composite service. In 
this research, we focus in three types of composition relationships: sequential, switch 
and loop associations. Figure 2 shows a combination of the basic composite flow 
patterns into a composite service. 
The composite service shown above is composed of seven services and it includes 
different composite flow patterns.  Services ‘S1’, ‘S6’, and ‘S7’ follow the sequential 
model and they are not part of any loop or switch. For example, when the buyer puts 
2http://www.s-cube-network.eu/km/terms/r/reliability 
 
an order in the system, first the personal data should be entered. This process is 
executed only once. Nevertheless, there could be the case, as it often happens, that for 
the same process instance, the buyer puts in the system more than one order. The data 
for each order need to be entered. This service follows the loop model and it 
corresponds to service ‘S2’. In this case the time metric is expressed as a product of 
the constant K, K*T(i). K is a counter and represents the number of iteration of the 
service execution. Other services, such as checking goods availability in warehouse or 
checking the data validity, follow a switch model (‘S3’ in Fig. 2) because the output 
of this services would result in the execution of different services depending on the 
condition result (true or false).    
 
S1 S2 S3
S4
S5
S6 S7
 
Fig 2: Composite flow patterns in a composite service 
 
Based on the QoS metrics we have described and the composite flow patterns that 
are applied to a business process, is feasible to build QoS constraints that can be 
stated in global SLA. Our framework will monitor these QoS constraints continuously 
during the business transaction execution. For example, the business transaction 
described in Section 2 could be designed to meet the following time and cost 
constraint:  
T < 180 time units and C < 100 price units 
 The PAEAN’s monitor will be policing whether business transactions satisfy the 
time and cost constraint.    
 
 
3.3 The Theoretical Model  
 
 The constituents depicted in Section 3.2 are the building blocks of the PAEAN 
framework. In this section, we describe how the framework uses these constituents to 
mitigate the run-time risks of business transactions in a Service-Based Application 
(SBAs). The services contained in SBAs are usually composite. A composite service 
can formally be defined as follows.  
 Definition 1: A composite service S ≝ {s1, s2,….,sn}  where ‘s’ represents an 
atomic service. By ‘atomic’, we meant a non-decomposable service, which is indeed a 
task (aka operation) that is performed at runtime. 
 We assume that the design-time specification of SBA describes the composite 
services and the QoS that are associating those services. The risk-computer, a 
component of the PAEAN framework, computes risks using as input the information 
supplied by the monitor. The risk-calculator relies on a mathematical model that we 
have developed for the purpose of this research. At current stage, PAEAN can 
compute only temporal risk. The mathematical model for risk computation is 
described in the following. 
• Risk-computation Model 
 Let consider that Ti is the processing time for the service Sj. The total processing 
time for a composite service is expressed as T =∑Ti where i = 1…k. For every Sj, 
there is Ti such that i = j. Ti has an expected value (specified as a QoS constraint) that 
has to be satisfied after the completion of the service execution. On the other hand, 
the monitor provides actual value of Ti, which represents the total execution time 
taken by the service Sj. The expected values of all services in an SBA are temporal 
constraints that we mathematically define as follows: 
• C (ASBA) = ( ( 	≤ 	(
	  such that  
T1 (AV) ≤ T1 (EV), T2 (AV) ≤ T2 (EV), ……., Tk (AV) ≤ Tk (EV) where C, 
ASBA, AV , and EV denotes respectively constraint, Service-Based 
Application, actual value and expected value. 
The constraint model, used by the PAEAN framework during the execution of each 
service, infers whether the business transaction is potentially in risk. The risk-
calculator of the framework uses the following equation.  
• R (ASBA) = (∑ (
 ) > Ti(EV) where, R denotes the risk. From this 
equation, we can say that if the actual execution time is more than expected 
execution time then the business transaction is potentially in risk of violating 
the global SLA. 
If the risk-calculator alarms a potential risk, which could be caused by a failure or a 
delay of a service execution, the framework exploits an adaptation mechanism to 
mitigate the risk. The adaptation mechanism is discussed in the following. 
• Adaptation Mechanism 
The adaptation mechanism is another main component of our framework. It 
performs the tasks, as in (i-iv): 
 
(i) Estimation of the Remaining Time of Execution:  the component 
computes the remaining time after the occurrence of a failure or a delay. 
The component uses the equation below: 
E(TR) = T – Telapsed – (E(Tx) + E(Ty) + E(Tz))   
T presents the total processing time for a composite service, Telapsed is 
the time already elapsed for failed or delayed services, and E(Tx), E(Ty), 
E(Tz) denotes respectively the estimated time for service discovery, 
service rescheduling and service replacement. Telapsed is computed by 
using the following formula: 	(
	

, which is the time consumed 
by the services that have completed their execution.   
(ii) Service Discovery: a new service(s) needs to in two cases: (i) a running 
service fails to execute or (ii) a running service take more time to 
complete. The framework finds a new service that is functionally 
equivalent to the current failed one. 
(iii) Service Rescheduling: the component reschedules newly discovered 
services. 
(iv) Service Replacement: the adaptation component replaces the failed 
service by the newly discovered one. 
  
 The exact point from where the adaption should start (nodes it should include) 
depends on the position of the node-point where the deviation or failure is found. We 
described the adaptation using an example shown in Fig 3. 
 
 
Fig. 3: A workflow model composed of services and their status of execution. 
  
 Fig. 3 shows a running workflow model composed of services that have different 
states, entailing: completed, delayed, failed, and not started. If a service in the 
workflow model fails or delays, the adaptation mechanism initiates the adaptation 
action. In Fig. 3, the state of service S2 has shown delayed or failed. We use two states 
of the same service to explain two cases. If the service has failed then the adaptation 
starting point is S2 itself and it includes S3 and S4 within adaptation scope. All these 
services should be rescheduled and replaced by the newly discovered services. If the 
service has completed with delay then the adaptation start from nearest next point 
(NNP)  which is S3 and includes the subsequent service node-point S4 within the 
adaptation scope. 
 In our framework, the adaptation process does not begin unless a failure or a delay 
occurs. This demonstrates the reactive nature of the framework. Conversely, adapting 
new services in advance is the proactive behavior the framework.  
 However, to automate the risk-mitigation process, we develop an algorithm. 
Eliminating the manual intervention in risk-mitigation is our concern in this research. 
The PAEAN framework underlies the algorithm shown in Fig. 4 that automate the 
mitigation of risks in business transaction in SBAs. 
 
Algorithm: 
 Input: 
(i) composite services S expressed as: S= {s1, s2,….,sn} partitioned into  S1, S2 
and S3 such that: S = S1 ∪ S2 ∪ S3 ≠ Ø and S1 ∩ S2 ∩ S3 = Ø 
(ii) C (ASBA) =  ( 	≥ 	(
	

  
 Output:  All services executed within global SLA, shown by the condition S3= Ø 
 Global variable: 
R ← repository of services 
S1 ← services that have been completed – at the beginning this set is empty 
S2 ← services that are currently under execution 
     S3 ←services that have not started yet – at the beginning this set contains  
        all services 
 NNP ← nearest next point 
 T (EV) ← QoS constraint on processing time metric 
If S3 ≠ Ø 
For i=1 to n do 
Si ← call (R,Si); invoke service  
If Si ‘available’ then 
S2(i) ← put Si services to executing 
S2(i) ← S2+Si ; 
If Si ‘executed’ with success 
 then  
{  
Ti (AV) ← compute the 
 actual      processing  
time 
 S1(i) ← move Si to S1  
      S1 ← S1 + Si 
     If  Ti (AV) ≤ Ti (EV) 
        No adaptation needed 
        Si+1← call (R,Si+1);  
invoke next service  
    Else 
      {  
Adaptation starting point 
         NNP ←S3  
NNP ← needs to be 
adapted 
Estimate the remaining 
time of execution 
E(TR) = T – T(AV)elapsed – 
(E(Tx) + E(Ty) + E(Tz)) 
       For each Sj Є NNP do 
        { 
              Sj ← find call (R,Sj) 
E(Tx) ← time for 
service discovery 
E(Ty) ←time for 
service rescheduling 
E(Tz) ← time for 
service replacement 
If (E(Tx) + E(Ty) + 
E(Tz)) ≤ Tj (EV) 
            Sj ← invoke service 
    Else  
         Sj ← reschedule again 
 } // end of for loop for 
adapting  
        
 
NNP  
   } // end of if condition of  
Qos constraint 
Si+1← continue with then next service 
}// end of first branch of checking 
service execution status 
Else if Si ‘not available’ or ‘failed’  
then  
{ 
     NNP ←Si ∪ S3 
     NNP← needs to be adapted 
 estimate the remaining time  
of execution 
    E(TR) = T – T(AV)elapsed –  
(E(Tx) + E(Ty) + E(Tz)) 
   For each pj Є Ssj do 
     { 
        Sj← reschedule service 
       E(Tx) ← time for service discovery 
      E(Ty) ←time for service  
   rescheduling 
      E(Tz) ← time for service  
    replacement 
        If (E(Tx) + E(Ty) + E(Tz))  
            ≤ Tj (EV) 
                    Sj ← invoke service 
       Else  
                   Sj ← reschedule again  
     } // end of loop for adapting NNP 
   } // end of else branch when service  
        is not available 
}// end of composite service execution
 
Fig. 4: Algorithm for risk-mitigation in business transaction 
 
 
3.4 The Architecture of PAEAN 
 
This section describes the architecture of our PAEAN framework. PAEAN has 
four main components: a real-time QoS monitoring component - CEP engine, an 
automatic risk-computation mechanism, an adaptation mechanism (a java 
component), and a Service Repository. The coordinated interaction among these 
components enables PAEAN to carry out action proactively in order to avoid SLA 
violation that causes business transaction abortion. As it can be noticed in Fig. 5, the 
composite service is the input of the engine that will monitor the execution process. 
Every service execution is triggered by the event that signals the start point of the 
service. The execution process is then traced systematically by the real-time QoS 
Monitoring component, which keeps information about the start and end point of 
execution.  
Service Repository
Adaptation 
Mechanism 
(Java 
Component)
Risk-
Computation 
Component
QoS 
Monitoring 
Component     
Composite 
Service 
Execution 
Engine
 
 
Fig. 5: PAEAN Architecture 
  
Moreover, it keeps information about the QoS metrics of the service. On the base 
of this information, it is possible to be computed by the automatic risk-computation 
mechanism, the risk related to the QoS constraints. The local SLA violations inferred 
are then treated by the Adaptation mechanism, which is a java component that 
performs adequate adaptation action. The adaptation action could consist of service 
substitution, service re-execution, service compensation, or remain execution plan re-
orchestration. In all these cases, the Service Repository deposit is used to filter and 
select new services based on the business transaction composition and QoS 
constraints. 
 
 
4 Experimental Evaluations 
 
 An experiment was conducted with the purpose to test the approach presented in 
this research. We chose CEP – Complex Event Processing - as an implementation 
technology. The CEP engine was running in a PC with a configuration of 2 processors 
AMD Opteron(tm) Processor 6128 2,15GHz and 4.0 GB RAM. 
 The engine runs continuous computational queries (CCQ) on a stream of data, 
which contain information about the service execution. Thus, suspicious events are 
detected as they occur. This characteristic provides a real-time environment, which 
complies with the requirement of monitoring the global QoS constraints of a business 
transaction at run-time. The CEP mechanism used for the detection of the events is 
the event-pattern-detection. After an event is detected, the engine takes different 
actions, such as generating other events in order to make adequate adaptations of the 
workflow and assure the successful completion of the workflow within the agreed-
upon global SLA.  
For example, in the context of our approach, some event patterns that are useful to be 
identify would be: 
• The arrival of a request for the ‘Payment’ service while the ‘Shipment’ 
service has not ended; 
• The arrival of a message that the ‘Place Order’ service has completed with a 
higher cost than originally agreed; 
• The arrival of a message that the ‘Shipment’ took more time to complete; 
• The arrival of a message showing that the ‘Payment’ service is not available. 
 In order to give a comprehensive understanding of the tool we developed, we 
found it more appropriate and meaningful to show the result by a video demonstration 
rather than by a textual description of the tool. The video shows better all the details, 
characteristics, and behaviors of the tool during the whole process, from the start until 
the end of the business transaction execution. It shows how the events threatening the 
global SLA are detected for later triggering proactive adaptation actions.  
A demonstration of our experimental results can be seen at: 
(http://dl.dropbox.com/u/13869335/demo.avi). 
 
 
 
5 Related Works  
 
 The increasing complexity of the business transactions results in a higher potential 
risk (SLA violation) associating the business transaction execution. Monitoring 
business transaction enables a system to avoid such risks [10][11][12]. We deeply 
review the current solutions that should not only be able to monitor business 
transaction but also to repair them if necessary. Such review was of a critical 
importance while trying to build our own framework. Framework such as [16] 
monitors and analyzes performance metric of a process and its QoS metric is not 
adequate to serve the purpose of this research. These frameworks only monitor and 
generate report that is the outcome of analysis. Some of the current business 
transaction monitoring and managing solutions, such as [5], [15] can monitor business 
transaction and report faults (e.g., operation failure). A solution named OpTier 
reported in [6] can repair faults only after it happens. The shortcomings of this 
solution are as follows: (i) it relies on reactive method and (ii) repairs only system 
fault (e.g., software crash, server outage, network failure).  
 During our study, we focused on different composition technologies used for 
constructing SBAs that carry out complex business transactions. From the research 
emerged that the current composition technologies lack the ability to mitigate the 
risks involved in a business. Some of these technologies, such as C-BPEL[7], and 
SELF-SERV platform [13] do consider local SLA, and other technologies, such as 
SCMP [4], Optimization problem [2], and QoS broker [17] consider global SLA but 
they do not monitor business transaction. For example, BPEL [9] focus on message 
and control flow rather than on business object and QoS constraints.  
 The lack of current solutions in efficient monitoring and repairing business 
transaction has inspired this research. It is important to mention that this research has 
influenced from [14].   
 
6 Conclusions 
 
The approach presented in this paper offers a structure for managing and 
controlling the QoS of a business transaction (carried out by a Service-Based 
Application) at run-time. There are different unexpected events that could occur 
during the execution of a business transaction that could threaten the fulfillment of the 
QoS metrics specified in SLA. This sets out the need for a solution to deal with this 
issue. The framework proposed in this paper monitors business transactions, 
computes potential risks, and performs proactive adaptation actions in order to 
prevent the possible risks of violating global SLA.    
In terms of results, we identify the actual possible cases of SLA violation during 
run-time and provide an approach for mitigating them by substituting services that 
could have failed or triggering changes of the composite services in terms of its 
compounding components.  
The limitation of PAEAN framework is that it in its current version cannot resist 
the violation of local SLAs. Extending the functionality of the framework in terms of 
local SLA violation prevention is our future work. Additionally, the proposed 
framework has evaluated for a small process but not for a process for instance, the 
value chain process that may pose problems. Mitigating the risks efficiently in value 
chain process would be challenging for the framework. Our plan is to use the 
framework for end-to-end business processes.   
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