Abstract. Given a basis of solutions to k ordinary linear di¤erential equations`j[y] = 0 (j = 1; 2; : : : k); we show how Green's functions can be used to construct a basis of solutions to the homogeneous di¤erential equation`[y] = 0; where`is the composite product`=`1`2 : : :`k. The construction of these solutions is elementary and classical. In particular, we consider the special case when`=`k 1 : Remarkably, in this case, if fy1; y2; : : : ; yng is a basis of`1[y] = 0; then our method produces a basis of`k 1 [y] = 0 for any k 2 N: We illustrate our results with several classical di¤erential equations and their special function solutions.
Introduction
For a positive integer k; consider the set of k homogeneous linear di¤erential equations where, for j = 1; 2; : : : k;`j[ ] is the di¤erential expression of order n j de…ned by (1.2)`j[y](x) := y (n j ) (x) + a n j 1;j (x)y (n j 1) (x) + : : : + a 1;j (x)y 0 (x) + a 0;j (x)y(x) (x 2 I):
Here, I := (a; b) is an open interval (bounded or unbounded) of the real line R and, for i = 0; 1; : : : ; n j 1 and j = 1; 2; : : : k; each of the coe¢ cients a i;j 2 C n 1 +n 2 +:::+n j 1 (I). Let this di¤erential expression`[ ] of order n = n 1 + n 2 + : : : + n k is understood to be the composite product`=`1 `2 `k: In this paper, we show how to construct a basis of solutions to the homogeneous di¤erential equation when we know a basis B j = fy 1;j ; y 2;j ; : : : ; y n j ;j g of each of the factor equations`j[y] = 0. Of course, if B j is a basis of solutions of`j[y](x) = 0 for each j = 1; 2; : : : k; it is generally not the case that B = [ k j=1 B j is a basis for`[y] = 0: Indeed, even though the functions in B k are necessarily solutions of (1.4), in general, elements in BnB k are not solutions of (1.4) (unless, say, each of the k equations in (1.2) has constant coe¢ cients) since, in general, the composite product of two di¤erential expressions need not be commutative (see the remark at the end of Example 3.1 below for an interesting example of two classical commutative, variable coe¢ cient di¤erential expressions).
The problem of factoring a di¤erential equation into a product of the form (1.3) has a long history and it is well known to be, generally, a di¢ cult problem in the subject of di¤erential Galois groups. We refer the reader to the contributions [3] , [4] , [5] , [9] , [10] , [11] , [12] , [13] and [14] , and the references contained therein, for further information on factoring ordinary di¤erential operators. In this paper, we assume we know a factorization of a homogeneous di¤erential equation`[y] = 0 on I and that we also know a basis of solutions to each of the homogeneous factor equations j [y] = 0 on I. We then show by a judicial use of the classic Green's function associated with each expression`j[ ] that we are able to produce a basis of solutions to`[y] = 0 on I: In fact, the ubiquitous Green's function comes to our aid in spectacular fashion to render this basis of (1.4). This technique is powerful, yet straightforward; we are unaware of our results in the literature and we feel certain they should be better known and a part of the contents of standard elementary textbooks on di¤erential equations and linear algebra. Typically, there are various 'reduction of order'methods employed to …nd a basis of solutions to a homogeneous di¤erential equation given a proper subset of linearly independent solutions; see, for example, the discussion in [15, Section 85] . The methods developed in this paper allow us to obtain new (non-trivial) di¤erential equations for special functions; in fact, the examples that we consider in this paper employ a considerable use of special functions in order for us to explicitly …nd new solutions. These new di¤erential equations may be used to approximate special functions by using the Frobenius method, Olver's techniques, the Liouville-Neumann expansion or any other method based on di¤erential equations.
As an application of our main results, we construct a basis of solutions to the power di¤erential equation
of order kn; where
and where m k [ ] is de…ned iteratively by
In this special case, we show that knowing only a basis fy 1 ; y 2 ; : : : ; y n g of m The contents of this paper are as follows. In Section 2, we review basic facts of Green's functions; we also state and prove our main results in this section. In Section 3, we illustrate our results by discussing several classical examples. As the reader will see, knowing explicit properties of special functions quickly become an absolute necessity in order to explicitly represent solutions to the product of di¤erential equations.
Main Results
Suppose that fy 1 ; y 2 ; : : : ; y n g is a basis of solutions to an n th -order linear, homogeneous di¤eren-tial equation of the kind de…ned in (1.2). Recall, from [7, Section 5.5] , the de…nition of the Green's function K(x; t) associated with`[ ] for initial value problems:
=W (y 1 ; y 2 ; : : : ; y n )(t) if n 2;
where W (y 1 ; y 2 ; : : : ; y n )(t) is the Wronskian determinant de…ned by (2.2) W (y 1 ; y 2 ; : : : ; y n )(t) :=
Remark 2.1. We note that the Green's function that we discuss in this paper is not to be confused with the classical Green's function construction used in boundary value problems. The constructions are, however, similar.
We recommend the texts in [7] and [15] for further information on the basic theory of di¤erential equations. One of the principle uses of the Green's function is that y p (x); de…ned by
where x 0 is an arbitrary point in I; provides a particular solution to the non-homogeneous di¤er-
or, using di¤erent notation,
The construction of y p ; in (2.3), follows from the well-known method of variation of parameters. Indeed, in the special case n = 2; the formula in (2.3) reduces to the well-known formula
We prove the following lemma which will be a special case of our main result below.
Lemma 2.1. Suppose fz 1 ; z 2 ; : : : ; z n 1 g is a basis of solutions tò
be the composite product di¤ erential expression of order n 1 + n 2 and let K 2 (x; t) denote the Green's function associated with`2[ ]: For any …xed x 0 2 I; de…ne
: : : ; n 1 ):
Then fy 1 ; y 2 ; : : : ; y n 2 ; y n 2 +1 ; y n 2 +2 ; : : : ; y n 1 +n 2 g is a basis of solutions to the product di¤ erential
Proof. Since`2[y j ] = 0 for j = 1; 2; : : : ; n 2 ; it is clear that
= 0 (j = 1; 2; : : : ; n 2 ; x 2 I);
that is to say, fy 1 ; y 2 ; : : : ; y n 2 g are solutions of`[y] = 0 on I: Furthermore, from (2.3) and (2.4); we see that
That is to say, fy 1 ; y 2 ; : : : ; y n 2 ; y n 2 +1 ; y n 2 +2 ; : : : ; y n 1 +n 2 g are solutions of`[y] =`1`2[y] = 0 on I: To see that these solutions are linearly independent, set 1 y 1 (x) + 2 y 2 (x) + : : : + n 2 y n 2 (x) (2.9)
Apply`2 to both sides of (2.9); from (2.7) and since`2[y j ] = 0 for j = 1; 2; : : : ; n 2 , we obtain
From the independence of fz 1 ; z 2 ; : : : ; z n 1 g; we see that n 2 +1 = n 2 +1 = : : : = n 1 +n 2 = 0: This simpli…es (2.9) to 1 y 1 (x) + 2 y 2 (x) + : : : + n 2 y n 2 (x) = 0 (x 2 I); however, the linear independence of fy 1 ; y 2 ; : : : ; y n 2 g now forces 1 = 2 = : : : = n 2 = 0 and this completes the proof.
This result generalizes to our main result which we now state and prove. n j g (j = 1; 2; : : : k) be a basis of solutions for`j[y] = 0 on I. Fix x 0 2 I and let K j (x; t) be the Green's function for
Consider the set of n 1 + n 2 + : : : + n k functions B = fy 1 ; y 2 ; : : : ; y n k ; y n k +1 ; y n k +2 ; : : : ; y n k +n k 1 ; : : : ; y n k +n k 1 +:::+n 2 +1 ; : : : ; y n k +n k 1 +:::+n 1 g de…ned by
j (x) (j = 1; 2; : : : ; n k );
](x) (j = 1; 2; : : : ; n k 1 );
](x) (j = 1; 2; : : : ; n k 2 );
. . .
j ](x) (j = 1; 2; : : : ; n 1 ): Then B is a basis of solutions to the composite product di¤ erential equatioǹ
and hence`[y n k +j ] = 0 for j = 1; 2; : : : ; n k 1 : Continuing in this fashion, we can see that each function in B is a solution of`[y] = 0: We prove that these functions in B are linearly independent by induction on k: Clearly, if k = 1; there is nothing to prove. The proof of k = 2 is given in Lemma 2.1. Let us assume linear independence in the case of any positive integer m < k: For x 2 I; set 0 = 1 y 1 (x) + : : : + n k y n k (x) + : : : + n k +n k 1 +:::+n 2 y n k +n k 1 +:::+n 2 (x) (2.10) + n k +n k 1 +:::+n 2 +1 y n k +n k 1 +:::+n 2 +1 (x) + : : : + n k +n k 1 +:::+n 1 y n k +n k 1 +:::+n 1 (x):
Apply`2`3 `k to both sides of this equation to obtain
n k +n k 1 +:::+n 2 +1 (x) + n k +n k 1 +:::+n 2 +2 z
n k +n k 1 +:::+n 2 +2 (x) + : : : + n k +n k 1 +:::+n 2 +n 1 z (1) n k +n k 1 +:::+n 2 +n 1 (x) = 0 (x 2 I):
Since fz (1) n k +n k 1 +:::+n 2 +1 ; z (1) n k +n k 1 +:::+n 2 +2 ; : : : ; z (1) n k +n k 1 +:::+n 2 +n 1 g is linearly independent, we see that n k +n k 1 +:::+n 2 +1 = n k +n k 1 +:::+n 2 +2 = : : : = n k +n k 1 +:::+n 1 = 0: Consequently, (2.10) reduces to 0 = 1 y 1 (x) + : : : + n k y n k (x) + : : :
+ n k +n k 1 +:::+n 3 +1 y n k +n k 1 +:::+n 3 +1 + : : : + n k +n k 1 +:::+n 2 y n k +n k 1 +:::+n 2 (x) and from our induction hypothesis, with m = k 1; we see that 1 = : : : = n k = : : : = n k +n k 1 +:::+n 2 = 0; completing the proof of the theorem.
The following result, in the special case that`1 =`2 = : : : =`k :=`; is immediate. In this special case, our 'Green's function method'generates a basis of solutions to the power equation K(x; t)y j (t)dt (j = 1; 2; : : : ; n);
K(x; t)y n+j (t)dt (j = 1; 2; : : : ; n);
K(x; t)y (k 3)n+j (t)dt (j = 1; 2; : : : ; n); (2.14)
K(x; t)y (k 2)n+j (t)dt (j = 1; 2; : : : ; n):
Then fy 1 ; y 2 ; : : : ; y kn g is a basis of solutions tò
Remark 2.2. In order for the results in Lemma 2.1, Theorem 2.1, and Corollary 2.1 to be valid, it is important that the coe¢ cient of the highest derivative in each di¤ erential equation is one. If this is not the case, then the denominator of the corresponding K(x; t) must be modi…ed slightly to include this leading coe¢ cient. More speci…cally, if K(x; t) is the Green's function associated with m[y](x) := a n (x)y (n) (x) + a n 1 (x)y (n 1) (x) + : : :
K(x; t) a n (t) f (t)dt:
Examples
Example 3.1. In the recent paper [6] , the authors discuss the fourth-order di¤ erential equatioǹ
this equation is a limiting form of the fourth-order Bessel type di¤ erential equation studied by the authors in [6] and other papers cited therein. They prove that a basis of solutions of this equation is given by fJ 2 ( x); Y 2 ( x); I 2 ( x); K 2 ( x)g; where J 2 ( x) and Y 2 ( x) are, respectively, the classical Bessel functions of the …rst and second kind and where I 2 ( x) and K 2 ( x) are, respectively, the modi…ed Bessel functions of the …rst and second kind; see [1, Chapter 9] for properties of these Bessel and modi…ed Bessel functions. We can establish this result by di¤ erent means, speci…cally by using Lemma 2.1. Indeed, we …rst note that
where`1
and`2
[y](x) = y 00 + 1 x y 0 (x) + 2 4 x 2 y(x) (x 2 (0; 1)): A basis of solutions of`1[y](x) = 0 on (0; 1) is fI 2 ( x); K 2 ( x)g while a basis of solutions tò
Consequently, by Lemma 2.1, we see that two additional linearly independent solutions to`[y](x) = 0 on (0; 1) are
and
here x 0 > 0 is …xed and x > 0: For y 3 (x), we can take x 0 = 0; in this case, we …nd (for example, from Mathematica) that
From these two integrals, we …nd that
where we have used the fact (see [1, Chapter 9, 9.1.16]) that
Moreover, since J 2 ( x) is already a solution of`[y] = 0 on (0; 1); we can take a third linearly independent solution of this equation to be
A similar analysis shows that, for x 0 > 0;
where C 1 and C 2 are arbitrary constants. Therefore, from (3.2); we obtain
Consequently, it follows that we can take
as a fourth linearly independent solution to`[y] = 0 on (0; 1):
Remark We note that the easiest way to see that fJ 2 ( x); Y 2 ( x); I 2 ( x); K 2 ( x)g forms a basis of 
= y 000 (x) + + 2 x y 00 (x) + 1 2 + + 1
Using the notation from Lemma 2.1, we see that
2 (x) = Y (x); and z
1 (x) = 1 x +1 : Since the Green's function associated with`2[ ] is given by K 2 (x; t) = t +1 =x v+1 ; we see that two other solutions of`[y] = 0 on (0; 1) are
where c is a constant. Consequently, a basis of solutions of`[y] = 0 on (0; 1) is x 3 y(x) (x 2 (0; 1)):
Using the fact that Green's function for the Bessel expression`1[ ] is a nonzero multiple of
we see that a basis of solutions of m[y] = 0 on (0; 1) is given by fJ (x); Y (x); z 3 (x)g; where
here, for convergence reasons, we must have x 0 > 0:
Consider the classical second-order Airy di¤ erential equation, given bỳ
and the …rst order di¤ erential equatioǹ
1 (x) = 1=x while a basis of solutions to`1[y] = 0 is fAi(x); Bi(x)g; where Ai(x) and Bi(x) are, respectively, the Airy functions of the …rst and second kind; see [1, Chapter 9] for properties of these Airy functions. In this case, the Green's function associated with`2[ ] is a non-constant multiple of
From Lemma 2.1 or Theorem 2.1, two solutions of`[y](x) = 0 are given by
and, consequently, we can take a basis of`[y] = 0 on (0; 1) to be
The 
we see that a basis of solutions of m[y] = 0 on I is f1; x; : : : ; x n 1 ; Y 1 (x); Y 2 (x); : : : ; Y m (x)g; where
n 1 y j (t)dt (j = 1; 2; : : : ; m):
Of course, it is well known that Y j (x) is the n-fold integral of y j (x); that is to say,
For a speci…c example, a basis of solutions of the n th derivative of Airy's equatioǹ
is fAi(x); Bi(x); y 3 (x); y 4 (x); : : : ; y n+2 (x)g where, for k = 1; 2; : : : ; n;
Here, we have used the fact that Green's function K 2 (x; t) for Airy's equation can be taken to be 
is given by fy 1 ; y 2 ; y 3 ; y 4 g; where
and where
If 2 N or = 0; the expression for B (x) must be interpreted by taking appropriate limits. 
where P n (x) is the Legendre polynomial of degree n and Q n (x) is the Legendre function of the second kind. The Green's function associated with`[ ] in this case can be taken to be
Then, an additional two linearly independent solutions of`2[y] = 0; wherè
where (1 t
after some simpli…cations, we see that we can take
where Li 2 ( ) is the dilogarithm (polylogarithm) function, de…ned by 
