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Sommario
Il documento, nella prima parte, introduce e descrive le principali tecniche di controllo
L1-adattivo trattate in letteratura e ne propone una innovativa che utilizza una legge di
controllo modificata. Le varie tecniche descritte vengono utilizzate per controllare in simu-
lazione alcuni semplici sistemi dinamici di esempio, ponendo particolare attenzione sulla
progettazione del controllore e sulla verifica teorica della sua stabilita`. Nella seconda parte,
dopo aver descritto la dinamica di un velivolo Quadrotor, viene progettato un controllo-
re L1-adattivo per tale velivolo in grado di controllarne l’assetto, la velocita` lineare e la
quota. Tale controllore e` stato prima testato su un simulatore del velivolo per verificare la
reiezione dei disturbi e la stabilita` durante una missione di volo. Infine il controllore e` stato
implementato sull’autopilota ICARO e testato su un vero velivolo Quadrotor, effettuando
vari esperimenti e missioni di volo.
Abstract
The first part of this document introduces and describes the main L1-adaptive control
techniques previously treated in literature, and proposes an innovative one that uses a
modified control law. Subsequently, some simple dynamic systems are controlled using
the techniques previously described, focusing on the controller design and on its theoret-
ical stability. The second part starts describing a Quadrotor aerial vehicle dynamics and
continues designing a L1-adaptive controller in order to control attitude, linear velocity
and altitude for such vehicle. The controller was initially tested on a vehicle simulator in
order to verify the disturbance rejection and stability properties during a flight mission.
Finally, the controller was implemented on the ICARO autopilot and was tested on a real
Quadrotor aerial vehicle, performing various experiments and flight missions.

Introduzione
Le tecniche di controllo L1-adattivo appartengono a una famiglia di controlli adattivi che
offre caratteristiche di robustezza. Questo fatto rende il controllo adatto anche alle applica-
zioni pratiche, a differenza dei controlli adattivi classici che in genere presentano problemi.
La prima parte del lavoro dunque si propone di analizzare a fondo le varie tecniche di
controllo appartenenti alla famiglia L1, utilizzando le molte pubblicazioni in cui si trat-
ta l’argomento per individuare le tecniche principali e descriverne il funzionamento. Le
principali tecniche L1 individuate e descritte sono:
• controllore L1 tempo-continuo con retroazione dello stato,
• controllore L1 tempo-continuo con retroazione dell’uscita,
• controllore L1 tempo-discreto con retroazione dell’uscita.
Nel corso dell’analisi sono state apportate alcune modifiche alle strutture di controllo, il
controllore L1 tempo-discreto e` stato derivato partendo da una tecnica di controllo L1
avente una legge di adattamento tempo-discreta, ma un predittore e una legge di controllo
tempo-continui. Tali elementi tempo-continui sono stati resi discreti utilizzando tecniche
descritte nel corso del documento. Inoltre e` stata proposta una nuova tecnica ottenuta mo-
dificando la legge di controllo del controllore L1 tempo-discreto con retroazione dell’uscita:
il controllore ottenuto nel corso del documento sara` chiamato controllore L1 tempo-discreto
con retroazione dell’uscita modificato. Si e` dimostrato che i risultati (in termini di stabilita`
e prestazioni durante il transitorio) noti in letteratura per la tecnica L1 sono validi, con
opportuni aggiustamenti, anche per la tecnica proposta. Le varie tecniche descritte ven-
gono utilizzate per controllare in simulazione alcuni semplici sistemi dinamici di esempio,
al fine di rendere piu` agevole al lettore la comprensione delle strutture di controllo e della
loro fase di progettazione.
La seconda parte del lavoro e` invece incentrata sulla progettazione, l’implementazione
e il test di un sistema di controllo L1 che sia in grado di controllare un velivolo autonomo
(UAV) durante missioni di volo. Gli UAVs (Unmanned Aerial Vehicles) sono mezzi aerei
capaci di volare senza l’ausilio di un pilota a bordo, in maniera completamente automatica
(cioe` seguendo un profilo di volo pre-programmato) o teleguidati a distanza da una stazione
fissa o mobile. Tra i velivoli appartenenti a questa categoria, in molti ambiti si ha una
maggiore predilezione per i cosiddetti VTOL (Vertical Take Off and Landing), ossia mezzi
a decollo ed atterraggio verticale, piu` adatti a operazioni di monitoraggio o esplorazione di
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ambienti ostili. Di questi fa parte il Quadrotor, il velivolo scelto per l’implementazione del
sistema di controllo: tale velivolo e` costituito da un telaio a croce avente a ogni estremo
un motore al cui albero e` fissata un’elica, al centro del telaio generalmente viene collocata
l’elettronica di bordo. I vantaggi di questo tipo di velivoli stanno nella loro facilita` di
realizzazione, tempi di manutenzione e costi. Inoltre la presenza di quattro motori, ad
esempio rispetto ad un elicottero, permette di ridurre la dimensione delle eliche a parita` di
prestazioni richieste rendendo il Quadrotor molto piu` sicuro per voli indoor e in presenza
di oggetti. Infine un altro vantaggio importante consiste nel fatto che non sono richieste
strutture complesse per il controllo delle pale, essendo esse caratterizzate da un’inclinazione
fissa.
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Parte I
Tecniche di controllo L1-adattivo:
teoria, modifiche ed esempi
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Introduzione
In questa parte ci si propone di presentare e analizzare le principali tecniche di controllo
della famiglia L1, descrivendo per ognuna l’architettura, ponendo attenzione alle dimostra-
zioni della stabilita` e della robustezza del sistema controllato e proponendo la progettazione
e il dimensionamento del sistema di controllo con riferimento a un semplice sistema dina-
mico. Le tecniche di controllo L1 presentano caratteristiche di adattamento al sistema da
controllare (di cui sono richiesti soltanto alcuni requisiti) unite a garanzie di robustezza in
presenza di incertezza sul suddetto sistema.
La struttura di questa parte del documento si presenta nel modo seguente:
• il capitolo 1 introduce gli strumenti matematici necessari alla realizzazione delle
tecniche di controllo,
• il capitolo 2 descrive il controllore L1 tempo-continuo con retroazione dello stato,
• il capitolo 3 descrive il controllore L1 tempo-continuo con retroazione dell’uscita,
• il capitolo 4 descrive il controllore L1 tempo-discreto con retroazione dell’uscita,
• il capitolo 5 descrive il controllore L1 tempo-discreto con retroazione dell’uscita
modificato.
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Capitolo 1
Strumenti matematici
Gli strumenti matematici descritti nel presente capitolo fanno riferimento a [6].
1.1 Operatore Proj (Proiettore)
Sia θ un vettore di parametri sconosciuti di cui e` nota soltanto la massima norma θmax.
Definizione 1. Consideriamo un insieme convesso con un confine smooth dato da:
Ωc , {θ ∈ Rn | f(θ) ≤ c}, 0 ≤ c ≤ 1, (1.1)
dove f : Rn → R:
f(θ) =
θT θ − θ2max
θθ2max
, (1.2)
con θmax la massima norma del vettore dei parametri θ e θ la tolleranza scelta. Sia θ
∗ ∈ Ω0
il valore reale del vettore θ.
L’operatore Proj e` definito come:
Proj(θ, y) ,

y se f(θ) < 0,
y se f(θ) ≥ 0 e ∇fTy ≤ 0,
y − ∇f||∇f || ∇f
T
||∇f ||yf(θ) se f(θ) ≥ 0 e ∇fTy > 0
(1.3)
L’operatore non altera y se θ appartiene a Ω0. Nel caso in cui 0 ≤ f(θ) ≤ 1 e ∇fTy > 0
l’operatore sottrae da y un vettore normale al confine Ωk, f(θ) = k.
In questo modo se θ e` il vettore dei parametri e θ˙ = Proj(θ, y), allora θ non lascia mai Ω1.
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1.2 Norme di funzioni di trasferimento
Definiamo di seguito alcune norme di funzioni di trasferimento, necessarie per la progetta-
zione del controllore L1.
Definizione 2. Norma L1 di una funzione di trasferimento:
||G(s)||L1 ,
∞∫
0
|g(t)|dt, (1.4)
dove g(t) e` la risposta impulsiva di G(s). Se il sistema in questione ha m ingressi e n uscite,
la norma L1 di G(s) e` definita come:
||G(s)||L1 = max
i=1,..,n
(
m∑
j=1
||Gij(s)||L1
)
(1.5)
Definizione 3. Norma L∞ di una funzione di trasferimento:
||G(s)||L∞ , sup
ω
|G(jω)| (1.6)
Definizione 4. Norma L2 di una funzione di trasferimento:
||G(s)||L2 ,
√√√√√ 1
2pi
∞∫
−∞
|G(jω)|2dω (1.7)
1.3 Ulteriori preliminari utili
Definizione 5. Per un segnale ξ(t), t ≥ 0, la sua norma L∞ troncata e norma L∞
sono ||ξt||L∞ = maxi=1,..,n
(
sup0≤τ≤t |ξi(τ)|
)
, ||ξ||L∞ = maxi=1,..,n
(
supτ≥0 |ξi(τ)|
)
, dove ξi e`
la i-esima componente di ξ ∈ Rn.
Lemma 1. Per un sistema MIMO proprio e stabile con funzione di trasferimento H(s),
ingresso r(t) ∈ Rm e uscita x(t) ∈ Rn, si ha ||xt||L∞ ≤ ||H(s)||L1 ||rt||L∞ , t ≥ 0.
Corollario 1. Per un sistema MIMO proprio e stabile con funzione di trasferimento
H(s), se l’ingresso r(t) ∈ Rm e` limitato, allora l’uscita x(t) ∈ Rn e` limitata, e ||x||L∞ ≤
||H(s)||L1||r||L∞ , t ≥ 0.
Lemma 2. Per un sistema H(s) = H2(s)H1(s), dove H2(s) e H1(s) sono strettamente
proprie e stabili, si ha ||H(s)||L1 ≤ ||H2(s)||L1||H1(s)||L1.
Teorema 1. ([7] Teorema 5.6) (L1 Small Gain Theorem). Il sistema
ω2(s) = ∆(s)(ω1(s)−M(s)ω2(s)) (1.8)
con ingresso ω1(t) e uscita ω2(t) e` stabile se ||M(s)||L1||∆(s)||L1 ≤ 1.
Lemma 3. Se (A, b) e` una coppia controllabile e (sI − A)−1b e` strettamente propria e
stabile, esiste c ∈ Rn tale che cT (sI− A)−1b e` a fase minima con grado relativo uno.
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Capitolo 2
Controllore L1 tempo-continuo con
retroazione dello stato
La tecnica di controllo descritta nel presente capitolo fa riferimento a [3].
2.1 Descrizione del sistema
Si prenda il seguente sistema SISO: x˙(t) = Amx(t) + bm
(
ωu(t) + θT (t)x(t) + σ(t)
)
, x(0) = x0,
y(t) = cTx(t),
(2.1)
dove x ∈ Rn e` il vettore di stato (misurabile), u ∈ R e` l’ingresso, y ∈ R e` l’uscita, c ∈ Rn e`
un vettore costante noto, Am ∈ Rn×n e bm ∈ Rn sono una matrice di Hurwitz e un vettore
costanti noti, tali che la coppia (Am, bm) sia controllabile, ω ∈ R e` una costante nota
soltanto in segno, θ(t) ∈ Rn e` un vettore di parametri tempo varianti non noti e σ(t) ∈ R
e` un disturbo tempo variante.
Si assuma inoltre che:
ω ∈ Ω0 = [ωl0, ωu0], θ(t) ∈ Θ, |σ(t)| ≤ ∆0, (2.2)
||θ˙(t)||2 ≤ dθ <∞, |σ˙(t)| ≤ dσ <∞, (2.3)
dove 0 ≤ ωl0 ≤ ωu0 sono limiti noti, Θ e` un insieme compatto noto e ∆0 ∈ R+ e` la massima
(conservativa) norma L∞ di σ(t). L’obiettivo del controllo e` progettare un controllore con
retroazione dello stato per assicurare che y(t) insegua il segnale di riferimento r(t) sia
durante il transitorio sia a regime.
25
2.2 CAPITOLO 2. RETROAZIONE STATO: TEMPO-CONTINUO
2.2 Controllore L1-adattivo
Di seguito sono illustrati gli elementi fondamentali dell’architettura del controllore per il
sistema (2.1) che permette di raggiungere gli obiettivi sopra citati.
2.2.1 Predittore dello stato
Si consideri il seguente predittore dello stato:
˙ˆx(t) = Amxˆ(t) + bm
(
ωˆu(t) + θˆT (t)x(t) + σˆ(t)
)
, xˆ(0) = x0,
yˆ(t) = cT xˆ(t),
(2.4)
che ha la stessa struttura del sistema reale. L’unica differenza e` che ω, θ e σ sono sostituiti
dalle loro stime ωˆ, θˆ e σˆ, determinate dalle seguenti leggi.
2.2.2 Leggi di adattamento
Le stime dei parametri evolvono secondo le leggi di adattamento seguenti:
˙ˆ
θ(t) = Γθ Proj(θˆ(t),−x(t)x˜T (t)Pbm), θˆ(0) = θˆ0,
˙ˆσ(t) = Γσ Proj(σˆ(t),−x˜T (t)Pbm), σˆ(0) = σˆ0,
˙ˆω(t) = Γω Proj(ωˆ(t),−x˜T (t)Pbmu(t)), ωˆ(0) = ωˆ0,
(2.5)
dove x˜(t) = xˆ(t) − x(t). Γθ = ΓcIn×n ∈ Rn×n, Γω = Γσ = Γc sono le velocita` di adatta-
mento e P = P T e` la soluzione dell’equazione di Lyapunov ATmP + PAm = −Q, Q > 0.
Nell’implementazione del proiettore verra` utilizzato l’insieme convesso Θ per i parametri θ,
mentre Ω0 verra` sostituito dall’ insieme piu` ampio Ω = [ωl, ωu]: 0 < ωl < ωl0 < ωu0 < ωu,
e ∆0 da ∆ > ∆0. Lo scopo di questa scelta sara` da ricercare nell’analisi del margine di
guadagno e del margine di ritardo del controllore.
2.2.3 Legge di controllo
Il segnale di controllo e` generato nel modo seguente:
χ(s) = D(s)ru(s), u(s) = −kχ(s), (2.6)
dove k > 0 e` un guadagno di feedback, ru(s) e` la trasformata di Laplace del segnale
ru(t) = ωˆ(t)u(t)+θˆ
T (t)x(t)+σˆ(t)−kgr(t), kg = −1cTA−1m bm , dove r(t) e` il segnale di riferimento.
Definita:
C(s) =
ωkD(s)
ωkD(s) + 1
, (2.7)
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D(s) e` una funzione di trasferimento tale da rendere C(s) strettamente propria, stabile e
con C(0) = 1. Una semplice scelta puo` essere D(s) = 1
s
, che porta a C(s) = ωk
ωk+s
. Sia
inoltre:
L = max
θ(t)∈Θ
n∑
i=1
|θi(t)|, (2.8)
affinche´ il controllore sia stabile k e D(s) devono essere tali da rendere
H(s) = (sI − Am)−1bm (2.9)
stabile e soddisfare:
||G(s)||L1L < 1, G(s) = H(s)(1− C(s)). (2.10)
L’architettura del sistema di controllo e` mostrata in figura 2.1 a pagina 27.
Control _Law
Adaptive _Law
System
State _Predictor
1
s
r
u x
x^
ω, θ, σ
xx
^^^ ω, θ, σ^^^
Figura 2.1: Architettura del controllore L1 tempo-continuo con retroazione dello stato.
2.3 Analisi del controllore L1
2.3.1 Sistema di riferimento in ciclo chiuso
Si consideri il seguente sistema in ciclo chiuso:
x˙ref(t) = Amxref(t) + bm(ωuref(t) + θ
T (t)xref(t) + σ(t)),
uref(s) = C(s)r¯ref(s)/ω, xref(0) = x0,
yref(t) = c
Txref(t),
(2.11)
27
2.3 CAPITOLO 2. RETROAZIONE STATO: TEMPO-CONTINUO
dove r¯ref(s) e` la trasformata di Laplace del segnale r¯ref(t) = −θT (t)xref(t)− σ(t) + kgr(t).
Lemma 4. Se D(s) verifica la condizione in (2.10), il sistema di riferimento in ciclo
chiuso (2.11) e` stabile.
Dimostrazione. Sia H(s) = (sI − Am)−1bm. Segue da (2.11) che xref(t) = G(s)r1(t) +
H(s)C(s)kgr(s), dove r1(s) e` la trasformata di Laplace di r1(t) = θ
T (t)xref(t)+σ(t) soggetto
a ||r1||L∞ ≤ L||xref||L∞+ ||σ||L∞ . Se D(s) verifica la condizione (2.10), il teorema 1 assicura
che il sistema (2.11) e` stabile.
Sia M(s) = cT (sI− Am)−1bm. Si ottiene allora dalla (2.11) che
yref(s) = M(s)(ωuref(s) + r1(s)), (2.12)
e quindi, sostituendo l’espressione di uref(s) dalla (2.11), si ha:
yref(s) = M(s)(kgC(s)r(s) + (1− C(s))r1(s)). (2.13)
Si noti che il segnale di controllo dunque cancella le incertezze (r1(t)) solo nella banda di
C(s). Questo permette di avere un adattamento dei parametri molto veloce parallelamente
a un segnale di controllo con banda limitata (da C(s)).
2.3.2 Analisi del transitorio e del comportamento a regime
Per determinare il comportamento a regime del sistema adattivo in ciclo chiuso composto
da (2.1), (2.4), (2.5) e (2.6) rispetto al sistema di riferimento in (2.11), si deve prima
quantificare l’errore di predizione.
Lemma 5. Per il sistema in (2.1) e il controllore L1-adattivo in (2.4), (2.5) e (2.6)
soggetto a (2.10), l’errore di predizione tra lo stato del sistema e il predittore (x˜ , x− xˆ)
e` limitato:
||x˜||L∞ ≤
√
θm
λmin(P )Γc
, (2.14)
dove
θm , max
θ∈Θ
n∑
i=1
4θ2i + 4∆
2 + 4(ωu − ωl)2 + 4λmax(P )
λmin(Q)
(
max
θ∈Θ
||θ||dθ + dσ∆
)
. (2.15)
Dimostrazione. Si consideri la funzione di Lyapunov:
V (x˜(t), θ˜(t), ω˜(t), σ˜(t)) = x˜T (t)Px˜(t) + Γ−1c θ˜
T (t)θ˜(t) + Γ−1c ω˜
2(t) + Γ−1c σ˜
2(t), (2.16)
dove θ˜(t) , θˆ(t)− θ(t),σ˜(t) , σˆ(t)− σ(t), ω˜(t) , ωˆ(t)− ω. Segue da (2.1) e (2.4) che
˙˜x(t) = Amx˜(t) + bm(ω˜(t)u(t) + θ˜
T (t)x(t) + σ˜(t)), x˜(0) = 0. (2.17)
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Utilizzando le leggi di adattamento (2.5) si trova:
V˙ (t) ≤ −x˜T (t)Qx˜(t) + 2Γ−1c θ˜T (t)θ˙(t) + 2Γ−1c σ˜(t)σ˙(t). (2.18)
L’operatore Proj garantisce che θˆ(t) ∈ Θ, ωˆ(t) ∈ Ω e σˆ(t) ≤ ∆ ∀t ≥ 0, e quindi
max
t≥0
(
Γ−1c θ˜
T (t)θ˜(t) + Γ−1c ω˜
2(t) + Γ−1c σ˜
2(t)
)
≤
(
max
θ∈Θ
n∑
i=1
4θ2i + 4∆
2 + 4(ωu − ωl)2
)
/Γc,
(2.19)
per ogni t ≥ 0. Se V (t) > θm/Γc a un certo t, allora segue da (2.19) che
x˜T (t)Px˜(t) > 4
λmax(P )
Γcλmin(Q)
(
max
θ∈Θ
||θ||dθ + dσ∆
)
, (2.20)
e quindi
x˜T (t)Qx˜(t) >
λmin(Q)x˜
T (t)Px˜(t)
λmax(P )
> 4
(
max
θ∈Θ
||θ||dθ + dσ∆
)
/Γc. (2.21)
Il limite superiore in (2.3) insieme alle leggi di adattamento conduce a:
θ˜T (t)θ˙(t) ≤ 2
(
max
θ∈Θ
||θ||dθ + dσ∆
)
. (2.22)
Dunque, se V (t) > θm/Γc, dalla (2.18) si ha
V˙ (t) < 0. (2.23)
Avendo supposto xˆ(0) = x(0), si puo` verificare che
V (0) ≤
(
max
θ∈Θ
n∑
i=1
4θ2i + 4∆
2 + 4(ωu − ωl)2
)
/Γc < θm/Γc. (2.24)
Segue dalla (2.23) che V (t) ≤ θm/Γc per ogni t ≥ 0. Dato che
λmin(P )||x˜(t)||2 ≤ x˜T (t)Px˜(t) ≤ V (t), (2.25)
allora
||x˜(t)||2 ≤ θm
λmin(P )Γc
. (2.26)
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Ricordando che H(s) = (sI−Am)−1bm, segue dal lemma 3 che esiste c0 ∈ Rn tale che:
cT0H(s) = Nn(s)/Nd(s), (2.27)
dove deg(Nd(s))− deg(Nn(s)) = 1. Ai fini di quantificare le prestazioni del controllore sia
durante il transitorio sia a regime. si enunciano i seguenti teoremi.
Teorema 2. Dato il sistema in (2.1) e il controllore L1-adattivo in (2.4), (2.5) e (2.6)
soggetto a (2.10), si ha:
||x− xref||L∞ ≤ γ1, ||u− uref||L∞ ≤ γ2, (2.28)
dove
γ1 =
||C(s)||L1
1−||H(s)(1−C(s))||L1L
√
θm
λmax(P )Γc
,
γ2 = ||C(s)ω ||L1Lγ1 + ||C(s)ω 1cT0 H(s)c
T
0 ||L1
√
θm
λmax(P )Γc
.
(2.29)
Dimostrazione. Siano r˜(t) = ω˜(t)u(t)+ θ˜Tx(t)+ σ˜, r2(t) = θ
T (t)x(t)+σ(t). Segue da (2.6)
che χ(s) = D(s)(ωu(s) + r2(s) − kgr(s) + r˜(s)), dove r˜(s) e r2(s) sono le trasformate di
Laplace dei segnali r˜(t) e r2(t). Dunque
χ(s) = D(s)
1+kωD(s)
(r2(s)− kgr(s) + r˜(s)),
u(s) = − kD(s)
1+kωD(s)
(r2(s)− kgr(s) + r˜(s)).
(2.30)
Utilizzando la definizione di C(s) (2.7), si puo` scrivere:
ωu(s) = −C(s)(r2(s)− kgr(s) + r˜(s)), (2.31)
e il sistema (2.1) prende quindi la forma:
x(s) = H(s)((1− C(s))r2(s) + C(s)kgr(s)− C(s)r˜(s)). (2.32)
Dalla (2.11) si ottiene xref(s) = H(s)((1−C(s))r1(s) +C(s)kgr(s)), dove r1(s) e` la trasfor-
mata di Laplace del segnale r1(t). Sia e(t) = x(t) − xref(t). Utilizzando la (2.32) si trova:
e(s) = H(s)((1− C(s))r3(s)− C(s)r˜(s)), e(0) = 0, (2.33)
dove r3(s) e` la trasformata di Laplace del segnale
r3(t) = θ
T (t)e(t). (2.34)
Il Lemma 5 impone il seguente limite superiore:
||et||L∞ ≤ ||H(s)(1− C(s))||L1||r3t ||L∞ + ||r4t ||L∞ , (2.35)
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dove r4(t) e` il segnale che ha come trasformata di Laplace r4(s) = C(s)H(s)r˜(s). Utiliz-
zando la (2.17) si puo` scrivere x˜(s) = H(s)r˜(s), che porta a r4(s) = C(s)x˜(s), e quindi
||r4t ||L∞ ≤ ||C(s)||L1||x˜t||L∞ . Utilizzando la definizione di L (2.8) si puo` verificare facil-
mente che ||(θT e)t||L∞ ≤ L||et||L∞ e quindi dalla (2.34) si ha ||r3t ||L∞ ≤ L||et||L∞ . Dalla
(2.35) si ha ||et||L∞ ≤ ||H(s)(1− C(s))||L1 L ||et||L∞ + ||C(s)||L1 ||x˜t||L∞ . Il Lemma 5 e
il requisito (2.10) portano a ||et||L∞ ≤
||C(s)||L1
1−||H(s)(1−C(s))||L1L
√
θm
λmax(P )Γc
, che vale uniforme-
mente per ogni t ≥ 0 e quindi si arriva al primo limite nel Teorema 2. Per provare la
seconda parte del Teorema 2, si osservi che dalla (2.11) e dalla (2.31) si puo` ottenere
u(s) − uref(s) = −C(s)ω θT (t)(x(s) − xref(s)) − r5(s), dove r5(s) = C(s)ω r˜(s). Dunque, segue
dal Lemma 5 che
||u− uref||L∞ ≤
L
ω
||C(s)||L1 ||x− xref||L∞ + ||r5||L∞ . (2.36)
Si ha inoltre che r5(s) =
C(s)
ω
1
cT0 H(s)
cT0H(s)r˜(s) =
C(s)
ω
1
cT0 H(s)
cT0 x˜, dove c0 e` stato introdotto
in (2.27). Utilizzando i polinomi dalla (2.27), si puo` scrivere che C(s)
ω
1
cT0 H(s)
= C(s)
ω
Nd(s)
Nn(s)
.
Dal momento che C(s) e` stabile e strettamente propria, il sistema C(s) 1
cT0 H(s)
e` pro-
prio e stabile, e quindi la sua norma L1 esiste ed e` finita. Dunque, si ha ||r5||L∞ ≤∣∣∣∣∣∣C(s)ω 1cT0 H(s)cT0 ∣∣∣∣∣∣L1 ||x˜||L∞ . Il Lemma 5 conduce a ||r5||L∞ ≤
∣∣∣∣∣∣C(s)ω 1cT0 H(s)cT0 ∣∣∣∣∣∣L1√ θmλmax(P )Γc ,
che, sostituita in (2.36), prova la seconda parte del Teorema 2.
Corollario 2. Dato il sistema in (2.1) e il controllore L1-adattivo in (2.4), (2.5) e (2.6)
soggetto a (2.10), si ha:
lim
Γc→∞
(x(t)− xref(t)) = 0, lim
Γc→∞
(u(t)− uref(t)) = 0. (2.37)
Si evince dunque che l’errore di inseguimento tra x(t) e xref(t) e tra u(t) e uref(t) puo`
essere reso arbitrariamente piccolo aumentantando la velocita` di adattamento Γc.
Osservazione 1. Si sottolinea che l’analisi effettuata assume errore di predizione iniziale
nullo (xˆ0 = x0). In [1] e` stato provato che un errore di predizione iniziale introduce un
termine che decade in maniera esponenziale sia nello stato del sistema sia nel segnale di
controllo, senza influire sulle prestazioni.
Convergenza asintotica
Lemma 6. Dato il sistema in (2.1) e il controllore L1-adattivo in (2.4), (2.5) e (2.6)
soggetto a (2.10), si ha:
lim
t→∞
x˜(t) = 0. (2.38)
Dimostrazione. Segue dai Lemmi 4 e 5 e dal Teorema 2 che x(t) e xˆ(t) nel controllore
L1-adattivo sono limitati per segnali di riferimento limitati. Le leggi di adattamento in
(2.5) garantiscono che anche le stime θˆ(t), ωˆ(t) e σˆ(t) rimangano limitate. Infine, si puo`
verificare dalla (2.17) che anche ˙˜x(t) e` limitata: segue quindi dal Lemma di Barbalat che
limt→∞ x˜(t) = 0.
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2.3.3 Margini di stabilita`
Margine di ritardo
A patto di dimensionare correttamente il valore di ∆ (la dimostrazione rigorosa si puo`
trovare in [6]), e` possibile stabilire un limite inferiore per il margine di ritardo sull’ingresso
del sistema, nel caso di un vettore dei parametri θ(t) costante.
Siano
H¯(s) = (sI − Am − bmθT )−1bm,
Hp(s) =
C(s)
1−C(s)(1 + θ
T H¯(s)),
(2.39)
si puo` calcolare il margine di ritardo di Hp(s) dal suo margine di fase: T(Hp(s)) =
P(Hp(s))
ωc
,
dove P(·) indica il margine di fase della funzione di trasferimento e ωc la frequenza di taglio.
Scegliendo adeguatamente ∆ e Γc (per i dettagli si rimanda nuovamente a [6]), τ =
T(Hp(s)) e` il limite inferiore per il margine di ritardo del controllore L1.
Margine di guadagno
Si consideri un guadagno nel loop di controllo, il sistema sara` dunque il seguente: x˙(t) = Amx(t) + bm
(
ωgu(t) + θ
T (t)x(t) + σ(t)
)
, x(0) = x0,
y(t) = cTx(t),
(2.40)
con ωg = gω. E` immediato concludere che se
g ∈ Gm = [ ωl
ωl0
,
ωu
ωu0
], (2.41)
la condizione di stabilita` del controllore (2.10) e` verificata.
2.3.4 Risposta ideale
Al fine di avere un’idea della risposta ideale che il sistema controllato insegue, si puo`
considerare il caso limite di C(s) = 1 (il controllore cancella le incertezze in ogni banda di
frequenze). Si ottiene dunque da (2.12) che yid(s) = T (s)r(s), dove:
T (s) = cT (sI− Am)−1bmkg = kgM(s). (2.42)
2.4 Esempio applicativo: controllo di un pendolo ri-
gido
2.4.1 Dinamica del pendolo
Si supponga di dover progettare un controllore L1 per il pendolo rigido rappresentato in
figura 2.2 a pagina 33. Il pendolo e` costituito da un corpo di massa m fissato all’estremita`
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m
α
τ, c
l
Figura 2.2: Illustrazione del pendolo rigido.
di un’asta idealmente priva di massa e di lunghezza l, che all’estremita` opposta e` soggetta
a un momento τ (ingresso di controllo) e ad un coefficiente di attrito viscoso c, il tutto in
un ambiente con accelerazione di gravita` g.
Ricavando la dinamica del pendolo
τ = ml2α¨ + cα˙−mgl sin(α), (2.43)
e ponendo x1 = α, x2 = α˙, u = τ e y = x1 (si vuole controllare la posizione del pendolo)
si puo` scrivere il sistema in forma di stato: x˙1
x˙2
 =
 x2
u
ml2
+ g
l
sin(x1)− cml2x2
 . (2.44)
2.4.2 Progettazione del controllore
Si consideri di dover progettare il controllore per una gamma di sistemi, dei quali si
conoscono soltanto gli intervalli ai quali appartengono i parametri:
m ∈ [20, 30],
l ∈ [1, 1.5],
c ∈ [0.1, 1],
g ∈ [5, 13],
(2.45)
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a questo punto si deve scrivere il sistema nella forma (2.1), siano dunque:
Am =
[
0 1
−1 −2
]
, bm =
[
0
1
]
, c =
[
1
0
]
,
ω =
1
ml2
, θ(t) =
[
1
2− c
ml2
]
, σ(t) =
g
l
sin(α),
(2.46)
tenendo conto delle 2.45, si possono calcolare Θ, ∆0 e Ω0:
Θ = {θ ∈ R2 | θ1 = 1, θ2 ∈ [1, 1.99]} ,
Ω0 = [0.0148, 0.05],
∆0 = 13.
(2.47)
Al fine di introdurre un margine di guadagno e di ritardo si scelga Ω = [0.008, 0.08] e
∆ = 100. Si scelga inoltre D(s) = 1
s
. Osservando la forma di Θ si ottiene L = 2.99,
scegliendo k = 600 si puo` calcolare ||G(s)||L1 nel caso peggiore (ω = 0.008):
||G(s)||L1L = 0.893711, (2.48)
e dunque la (2.10) e` verificata. Infine si trova kg = 1.
E` importante sottolineare che aumentare a piacimento k non e` sempre buona norma: il
suo aumento migliora infatti le prestazioni del controllore in condizioni nominali, ma ne
peggiora la robustezza al ritardo. La sua scelta e` quindi da ponderare in base alle specifiche
ricercate.
2.4.3 Prestazioni e margini
Prestazioni
Per avere idea di quello che sara` l’andamento ideale dell’uscita del sistema controllato in
risposta ad un gradino unitario, si puo` tracciare il grafico di yid(t), ottenibile ricavando
yid(s) dalla (2.42) con r(s) =
1
s
e antitrasformando nel dominio del tempo. La suddetta
risposta e` mostrata in figura 2.3 a pagina 35.
Margine di ritardo
Per quanto riguarda il margine di ritardo del controllore si calcola Hp(s) dalla 2.39. Dal
momento che θ(t) e ω non sono noti, e` necessario calcolare il margine di ritardo per tutte
le possibili Hp(s) e scegliere il minore: si ottiene τ = 0.0322.
Margine di guadagno
Valutando la 2.41 si trova Gm = [0.54, 1.6].
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Figura 2.3: Risposta ideale del pendolo rigido controllato ad un gradino unitario.
2.4.4 Simulazioni del sistema
Risposta del sistema in condizioni nominali
Le figure 2.4 e 2.5 alle pagine 36 e 37 mostrano la risposta del sistema in condizioni
nominali, cioe` senza ritardi e guadagni nell’anello di controllo. Il controllo e` eseguito
facendo partire il pendolo dalla posizione α = −pi/2 e cercando di mantenerlo in posizione
verticale (α = 0). Sono riportate due risposte per valori diversi dei parametri, come si nota
il sistema mantiene la sua stabilita` e resta in entrambi i casi piuttosto vicino alla risposta
ideale. Appare dunque chiaro come la scelta di Am e bm, che influenzano fortemente la
risposta ideale data dalla (2.42), debba essere fatta in funzione delle prestazioni desiderate.
Risposta del sistema in caso di ritardo sull’attuazione
Dall’analisi della robustezza al ritardo e` emerso che il controllore mantiene la stabilita` per
ritardi nell’anello minori o uguali di τ = 0.0322 secondi.
Le figure 2.6 e 2.7 alle pagine 38 e 39 mostrano la risposta del sistema (in caso di parametri
diversi) in presenza di tale ritardo.
35
2.4 CAPITOLO 2. RETROAZIONE STATO: TEMPO-CONTINUO
0 2 4 6 8 10 12 14 16 18 20
-2
-1.5
-1
-0.5
0
0.5
Risposta del pendolo rigido controllato - I
α
 
[ra
d]
t [s]
 
 
Risposta reale
Risposta ideale
0 2 4 6 8 10 12 14 16 18 20
-400
-200
0
200
400
600
800
Ingresso del pendolo rigido controllato - I
τ 
[N
m
]
t [s]
Figura 2.4: Risposta del pendolo rigido controllato. m = 30, l = 1.5, g = 9.8086, c = 1.
Risposta del sistema in caso di guadagno nell’anello di controllo
Come calcolato in precedenza, il sistema rimane stabile nel caso di un guadagno nell’anello
di controllo che appartiene all’intervallo Gm = [0.54, 1.6].
La figura 2.8 a pagina 40 mostra la risposta del sistema in presenza del ritardo precedente
e di un guadagno nell’anello g¯ = 0.6. La figura 2.9 a pagina 41 mostra la risposta del
sistema, con parametri variati rispetto al precedente, in presenza del medesimo ritardo e
di un guadagno nell’anello g¯ = 1.5.
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Figura 2.5: Risposta del pendolo rigido controllato. m = 20, l = 1, g = 12, c = 0.3.
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Figura 2.6: Risposta del pendolo rigido controllato. m = 20, l = 1, g = 9.8086, c = 0.1. Ritardo
τ = 0.0322.
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Figura 2.7: Risposta del pendolo rigido controllato. m = 30, l = 1.5, g = 9.8086, c = 0.8. Ritardo
τ = 0.0322.
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Figura 2.8: Risposta del pendolo rigido controllato. m = 30, l = 1.5, g = 9.8086, c = 0.8. Ritardo
τ = 0.0322. Guadagno g¯ = 0.6.
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Figura 2.9: Risposta del pendolo rigido controllato. m = 20, l = 1, g = 9.8086, c = 0.4. Ritardo
τ = 0.0322. Guadagno g¯ = 1.5.
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Capitolo 3
Controllore L1 tempo-continuo con
retroazione dell’uscita
La tecnica di controllo descritta nel presente capitolo fa riferimento a [4].
3.1 Descrizione del sistema
Si prenda il seguente sistema SISO:
y(s) = A(s)(u(s) + d(s)), y(0) = 0, (3.1)
dove u(t) ∈ R e` l’ingresso, y(t) ∈ R e` l’uscita del sistema, A(s) e` una funzione di trasferi-
mento strettamente propria ma non nota, d(s) e` la trasformata di Laplace delle incertezze e
dei disturbi tempo-varianti d(t) = f(t, y(t)), mentre f e` una mappa sconosciuta. Si assuma
inoltre che:
|f(t, y1)− f(t, y2)| ≤ L|y1 − y2|, |f(t, y)| ≤ L|y|+ L0,
|d˙(t)| ≤ L1|y˙(t)|+ L2|y(t)|+ L3,
(3.2)
dove L, L0, L1, L2 e L3 sono costanti positive arbitrariamente grandi. Sia r(t) un segnale
di riferimento continuo e limitato. L’obiettivo del controllo e` progettare un controllore
adattivo con retroazione dell’uscita per assicurare che y(t) insegua il segnale r(t) seguendo
un modello di riferimento: y(s) ≈M(s)r(s). In questa trattazione si considera un modello
di riferimento del primo ordine:
M(s) =
m
s+m
, m > 0. (3.3)
Il sistema (3.1) puo` semplicemente essere riscritto come:
y(s) = M(s)(u(s) + σ(s)),
σ(s) = (A(s)−M(s))u(s)+A(s)d(s)
M(s)
.
(3.4)
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3.2 Controllore L1-adattivo
Di seguito sono illustrati gli elementi fondamentali dell’architettura del controllore per il
sistema (3.1) che permette di raggiungere gli obiettivi sopra citati.
3.2.1 Predittore dell’uscita
Si consideri il seguente predittore dell’uscita:
˙ˆy(t) = −myˆ(t) +m(u(t) + σˆ(t)), yˆ(0) = 0, (3.5)
dove la stima σˆ(t) evolve secondo la seguente legge di adattamento.
3.2.2 Legge di adattamento
L’adattamento di σˆ(t) e` definito come:
˙ˆσ(t) = Γc Proj(σˆ(t),−y˜(t)), σˆ(0) = 0, (3.6)
dove y˜(t) = yˆ(t) − y(t) e` l’errore di predizione e Γc ∈ R+ e` la velocita` di adattamento
soggetta a
Γc > max(αβ
2
3/((α− 1)β4P ), αβ4/(P γ¯2)), (3.7)
con α > 1 e γ¯ > 0 costanti arbitrarie. P , β3 e β4 sono definiti in (3.22) e (3.29). Mentre
la proiezione e` effettuata sull’insieme
σˆ ∈ ∆, (3.8)
con ∆ definito in (3.27).
3.2.3 Legge di controllo
Il segnale di controllo e` generato da:
u(s) = C(s)(r(s)− σˆ(s)), (3.9)
dove C(s) e` un sistema strettamente proprio, stabile e tale che C(0) = 1: una semplice
scelta puo` essere C(s) = ω
s+ω
. Inoltre, affinche` il controllore sia stabile, M(s) e C(s) devono
essere tali da rendere
H(s) =
A(s)M(s)
C(s)A(s) + (1− C(s))M(s) (3.10)
stabile e soddisfare:
||G(s)||L1L < 1, G(s) = H(s)(1− C(s)). (3.11)
L’architettura del sistema di controllo e` mostrata in figura 3.1 a pagina 45.
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Adaptive _Law
A(s)
C(s)
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Figura 3.1: Architettura del controllore L1 tempo-continuo con retroazione dell’uscita.
3.3 Analisi del controllore L1
3.3.1 Sistema di riferimento in ciclo chiuso
Si consideri il seguente sistema in ciclo chiuso:
yref(s) = M(s)(uref(s) + σref(s)),
σref(s) =
(A(s)−M(s))uref(s)+A(s)dref(s)
M(s)
,
uref(s) = C(s)(r(s)− σref(s)),
(3.12)
dove dref(t) = f(t, yref(t)).
Lemma 7. Se C(s) e M(s) sono tali da verificare la condizione (3.11), allora il sistema
di riferimento in (3.12) e` stabile.
Dimostrazione. Segue da (3.12) che
uref(s) = C(s)r(s)− C(s)((A(s)−M(s))uref(s) + A(s)dref(s))/M(s), (3.13)
e quindi
uref(s) =
C(s)M(s)r(s)− C(s)A(s)dref(s)
C(s)A(s) + (1− C(s))M(s) . (3.14)
Si deduce da (3.12) che
yref(s) = A(s)(uref(s) + dref(s)). (3.15)
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Sostituendo la (3.14) nella (3.15), segue dalla definizione di H(s) (3.10) che
yref(s) = A(s)
(
C(s)M(s)r(s)− C(s)A(s)dref(s)
C(s)A(s) + (1− C(s))M(s) + dref(s)
)
= A(s)M(s)
(
C(s)r(s) + (1− C(s))dref(s)
C(s)A(s) + (1− C(s))M(s)
)
= H(s)(C(s)r(s) + (1− C(s))dref(s)).
(3.16)
Siano
A(s) =
An(s)
Ad(s)
, C(s) =
Cn(s)
Cd(s)
, M(s) =
Mn(s)
Md(s)
, (3.17)
segue dalla definizione di H(s) (3.10) che
H(s) =
Cd(s)Mn(s)An(s)
Md(s)Cn(s)An(s) + (Cd(s)− Cn(s))Mn(s)Ad(s) . (3.18)
Si nota che se C(s) e` strettamente propria, il grado di Cd(s) − Cn(s) e Cd(s) e` lo stesso.
Dato che l’ordine di Ad(s) e` superiore a quello di An(s), si puo` concludere che H(s) e`
strettamente propria. Dunque, dato che H(s) e` strettamente propria e stabile, anche G(s)
e` strettamente propria e stabile e quindi dalla (3.16) si ha:
||yref||L∞ ≤ ||H(s)C(s)||L1 ||r||L∞ + ||G(s)||L1 (L ||yref||L∞ + L0). (3.19)
Segue dalla (3.11) e dalla (3.19) che
||yref||L∞ ≤ ρ, (3.20)
dove
ρ =
||H(s)C(s)||L1 ||r||L∞ + ||G(s)||L1 L0
1− ||G(s)||L1 L
, (3.21)
e quindi ||yref||L∞ e` limitata, che implica la stabilita` del sistema di riferimento in ciclo
chiuso (3.12).
Si nota dalla (3.16) che il segnale di controllo cancella le incertezze solo nella banda di
C(s). Questo permette di avere un adattamento dei parametri molto veloce parallelamente
a un segnale di controllo con banda limitata (da C(s)).
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3.3.2 Preliminari
Si scelga una arbitraria Q > 0 e sia
P =
Q
2m
. (3.22)
Siano inoltre:
H0(s) =
A(s)
C(s)A(s) + (1− C(s))M(s) , (3.23)
H1(s) =
(A(s)−M(s))C(s)
C(s)A(s) + (1− C(s))M(s) . (3.24)
Utilizzando la (3.17) nelle (3.23) - (3.24) si puo` scrivere:
H0(s) =
Cd(s)An(s)Md(s)
Hd
, (3.25)
H1(s) =
Cn(s)An(s)Md(s)− Cn(s)Ad(s)Mn(s)
H(d)
, (3.26)
dove Hd(s) = Cn(s)An(s)Md(s)+Mn(s)Ad(s)(Cd(s)−Cn(s)). Osservando le (3.25) - (3.26)
e` semplice concludere che H0(s) e` propria e stabile e H1(s) e` strettamente propria e stabile.
Sia
∆ = ||H1(s)||L1 ||r||L∞ + ||H0(s)||L1 (Lρ+ L0)
+ γ¯
(
||H1(s)/M(s)||L1 + L ||H0(s)||L1
||C(s)H(s)/M(s)||L1
1− ||G(s)||L1 L
)
,
(3.27)
dove γ¯ > 0 e` una costante arbitraria. Dato che H1(s) e` stabile e strettamente propria, si
nota che ||H1(s)/M(s)||L1 esiste e quindi ∆ e` un numero finito. Siano
β1 = 4∆ ||H0(s)||L1
(
L1β01 + L2
||C(s)H(s)/M(s)||L1
1− ||G(s)||L1 L
)
,
β2 = 4∆ ||sH1(s)||L1 (||r||L∞ + 2∆) + 4∆ ||H0(s)||L1 (L1β02 + L3 + ρL2),
β01 = ||sH(s)(1− C(s)||L1
L ||C(s)H(s)/M(s)||L1
1− ||G(s)||L1 L
,
β02 = ||sH(s)C(s)||L1 (||r||L∞ + 2∆) + ||sH(s)(1− C(s))||L1 (Lρ+ L0).
(3.28)
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Dato che H(s) e H1(s) sono strettamente proprie e stabili, ||sH1(s)||L1 , ||sH(s)C(s)||L1 e||sH(s)(1− C(s))||L1 esistono e sono finite. Siano infine
β3 = β1
P
Q
=
β1
2m
,
β4 = 4∆
2 + P
β2
Q
= 4∆2 +
β2
2m
.
(3.29)
Definendo
γ0 =
√
αβ4
ΓcP
, (3.30)
segue da (3.7) che γ¯ > γ0, e quindi
∆ ≥ ||H1(s)||L1 ||r||L∞ + ||H0(s)||L1 (Lρ+ L0)
+ γ0
(
||H1(s)/M(s)||L1 + L ||H0(s)||L1
||C(s)H(s)/M(s)||L1
1− ||G(s)||L1 L
)
.
(3.31)
Sia
H2(s) =
−M(s)C(s)
C(s)A(s) + (1− C(s))M(s) . (3.32)
Si puo` verificare che H2(s) e` strettamente propria e stabile, dunque ||H2(s)/M(s)||L1 esiste
ed e` finita.
3.3.3 Analisi del transitorio
Teorema 3. Dato il sistema (3.1) e il controllore L1-adattivo in (3.5), (3.6), (3.9) soggetto
alla condizione (3.11), si ha:
||y˜||L∞ < γ0, (3.33)
||y − yref||L∞ ≤ γ1, (3.34)
||u− uref||L∞ ≤ γ2, (3.35)
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dove y˜(t) = yˆ(t)− y(t), e
γ1 = ||C(s)H(s)/M(s)||L1
γ0
1− ||G(s)||L1 L
,
γ2 = L ||H3||L1 γ1 + ||H2(s)/M(s)||L1 γ0,
(3.36)
con H3(s) = H(s)C(s)/M(s).
Dimostrazione. Sia σ˜(t) = σˆ(t)− σ(t), dove σ(t) e` il segnale la cui trasformata di Laplace
e` σ(s) (definito in (3.4)). Segue dalla (3.9) che
u(s) = C(s)r(s)− C(s)(σ(s) + σ˜(s)), (3.37)
e sostituendo la (3.37) nella (3.4) si puo` scrivere:
y(s) = M(s) (C(s)r(s) + (1− C(s))σ(s)− C(s)σ˜(s)) . (3.38)
Tenendo conto delle definizioni di H0(s) e H1(s), si ottiene
σ(s) = H1(s)(r(s)− σ˜(s)) +H0(s)d(s). (3.39)
Sostituendo la (3.39) nella (3.38), si ha
y(s) = M(s)(C(s) +H1(s)(1− C(s)))(r(s)− σ˜) +H0(s)M(s)(1− C(s))d(s). (3.40)
Si puo` verificare da (3.10), (3.24) e (3.32) che M(s)(C(s) +H1(s)(1− C(s))) = H(s)C(s)
e H(s) = H0(s)M(s). Dunque la (3.40) si puo` riscrivere nel seguente modo:
y(s) = H(s)(C(s)r(s)− C(s)σ˜(s)) +H(s)(1− C(s))d(s). (3.41)
Sia e(t) = y(t) − yref(t). Utilizzando la (3.16) e la (3.41) si trova e(s) = H(s)((1 −
C(s))de(s)−C(s)σ˜(s)), dove de(s) e` la trasformata di laplace del segnale de(t) = f(t, y(t))−
f(t, yref(t)). Il Lemma 1 e la (3.2) conducono al seguente limite superiore:
||et||L∞ ≤ L ||H(s)(1− C(s))||L1 ||et||L∞ + ||r1t||L∞ , (3.42)
dove r1(t) e` il segnale la cui trasformata di Laplace e`
r1(s) = C(s)H(s)σ˜(s). (3.43)
Segue da (3.4) e (3.5) che
y˜(s) = M(s)σ˜(s). (3.44)
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Utilizzando (3.43) e (3.44) si trova r1(s) =
C(s)H(s)
M(s)
M(s)σ˜(s) = C(s)H(s)
M(s)
y˜(s), e dunque
||r1t ||L∞ ≤ ||C(s)H(s)/M(s)||L1 ||y˜t||L∞ . (3.45)
Dalla (3.42) e (3.45), si ha
||et||L∞ ≤ L
∣∣∣∣H(s)(1− C(s)) ||et||L∞∣∣∣∣L1 + ||C(s)H(s)/M(s)||L1 ||y˜t||L∞ , (3.46)
e quindi
||et||L∞ ≤
||C(s)H(s)/M(s)||L1
1− ||G(s)||L1 L
||y˜t||L∞ . (3.47)
Il primo punto del teorema sara` dimostrato per contraddizione. Dato che y˜(0) = 0 e che
y˜(t) e` continuo, si assuma per contraddizione l’ esistenza di t′ tale che
||y˜(t)|| < γ0, ∀0 ≤ t < t′,
||y˜(t′)|| = γ0,
(3.48)
che porta a
||y˜t′ ||L∞ = γ0. (3.49)
Dato che y(t) = yref(t) + e(t), dalla (3.20) e dalla (3.49) si ottiene:
||y˜t′||L∞ ≤
∣∣∣∣yreft′ ∣∣∣∣L∞ + ||et′ ||L∞ ≤ ρ+ ||C(s)H(s)/M(s)||L1 γ01− ||G(s)||L1 L. (3.50)
Segue dalla (3.39) e dalla (3.44) che σ(s) = H1(s)r(s) − H1(s)y˜(s)/M(s) + H0(s)d(s), e
quindi la (3.49) implica che
||σt′ ||L∞ ≤ ||H1(s)||L1 ||r||L∞+ ||H1(s)/M(s)||L1 γ0 + ||H0(s)||L1 (L ||yt′||L∞+L0), (3.51)
la quale insieme alla (3.50) conduce a
||σt′ ||L∞ ≤ ∆. (3.52)
Si consideri la seguente candidata di Lyapunov:
V (y˜(t), σ˜(t)) = P y˜2(t) + Γ−1c σ˜
2(t). (3.53)
La legge di adattamento (3.6) assicura che
V˙ (t) ≤ Qy˜2(t)− 2Γ−1c σ˜(t)σ(t). (3.54)
Segue da (3.39) che
σd(s) = sH1(s)(r(s)− σ˜(s)) +H0(s)dd(s), (3.55)
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dove σd(s) e dd(s) sono le trasformate di Laplace di σ˙(t) e d˙(t). Dalla (3.8) e dalla (3.52),
si ha:
||σ˜t′ ||L∞ ≤ 2∆. (3.56)
Dalla (3.50) si ottiene:
||dt′ ||L∞ ≤ Lρ+
L ||C(s)H(s)/M(s)||L1
1− ||G(s)||L1 L
γ0 + L0. (3.57)
Ricordando le definizioni di β01 e β02, e utilizzando la (3.41) e la (3.57) si puo` scrivere:
||y˙t′||L∞ ≤ β01γ0 + β02. (3.58)
Segue quindi dalle assunzioni in (3.2) e dalla (3.58) che∣∣∣∣∣∣d˙t′∣∣∣∣∣∣L∞ ≤ L2 ||yt′ ||L∞ L1(β01γ0 + β02) + L3. (3.59)
Osservando la (3.50), la (3.55), la (3.59) e le definizioni di β1 e β2 in (3.28), si puo` scrivere:
||σ˙t′ ||L∞ ≤
β1γ0 + β2
4∆
, (3.60)
dunque dalla (3.54), dalla (3.56) e dalla (3.60) si ha:
V˙ (t) ≤ −Qy˜2(t) + Γ−1c (β1γ0 + β2), ∀0 ≤ t ≤ t′. (3.61)
L’algoritmo di proiezione assicura che |σˆ(t)| ≤ ∆ per ogni t ≥ 0, e quindi
max
t′≥t≥0
Γ−1c σ˜
2(t) ≤ 4∆
2
Γc
. (3.62)
Sia θmax , β3γ0 + β4, dove β3 e β4 sono definiti in (3.29). Se a un certo t ∈ [0, t′],
V (t) > θmax/Γc, allora segue dalla (3.53) e dalla (3.62) (utilizzando le definizioni di β3 e
β4) che P y˜
2(t) > P (β1γ0 + β2)/(QΓc), e quindi
Qy˜2(t) >
β1γ0 + β2
Γc
. (3.63)
Dalla (3.61) e dalla (3.63) si ottiene che, se V (t) > θmax/Γc, allora:
V˙ (t) < 0. (3.64)
Dato che y˜(0) = 0, si puo` verificare che
V (0) ≤ β3γ0 + β4
Γc
, (3.65)
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segue dunque dalla (3.64) che
V (t) ≤ θmax
Γc
, 0 ≤ t ≤ t′. (3.66)
Osservando che P |y˜(t)|2 ≤ V (t), attraverso la (3.66) si deduce che
|y˜(t)|2 ≤ β3γ0 + β4
ΓcP
, 0 ≤ t ≤ t′. (3.67)
Segue dunque dalla (3.49) e dalla (3.67) che γ20 ≤ (β3γ0 +β4)/ΓcP , che attraverso la (3.30)
conduce a αβ4 ≤ β3γ0 + β4. Si puo` dunque scrivere
(α− 1)2β4 ≤ αβ
2
3
ΓcP
. (3.68)
Evidentemente la (3.68) limita la velocita` di adattamento:
Γc ≤ αβ
2
3
(α− 1)2β4P , (3.69)
contraddicendo la (3.7). Dunque, la (3.69) e` falsa e di conseguenza la (3.50) non sussi-
ste. La (3.33) del teorema e` dimostrata. Segue da (3.11), (3.33) e (3.47) che ||et||L∞ ≤
||C(s)H(s)/M(s)||L1
1−||G(s)||L1L
γ0, che sussiste per ogni t ≥ 0 e porta quindi alla (3.34). Utilizzando la
(3.4) e la (3.37) si trova:
u(s) =
M(s)(C(s)r(s)− C(s)σ˜(s))− C(s)A(s)d(s)
C(s)A(s) + (1− C(s))M(s) . (3.70)
Per dimostrare la (3.35), si nota che dalla (3.14) si puo` scrivere:
u(s)−uref(s) = −H3(s)r2(s)+H2(s)σ˜(s) = −H3(s)r2(s)+(H2(s)/M(s))M(s)σ˜(s), (3.71)
dove r2(t) = f(t, y(t))−f(t, yref(t)). Infine dalla (3.44) e dalla (3.70) segue ||u− uref||L∞ ≤
L ||H3(s)||L1 ||y − yref||L∞ + ||H2(s)/M(s)||L1 ||y˜||L∞ , e dunque la (3.35) e` dimostrata.
Corollario 3. Dato il sistema (3.1) e il controllore L1-adattivo in (3.5), (3.6), (3.9)
soggetto alla condizione (3.11), si ha:
lim
Γc→∞
(y(t)− yref(t)) = 0, lim
Γc→∞
(u(t)− uref(t)) = 0, ∀t ≥ 0, (3.72)
3.3.4 Margini di stabilita`
Margine di guadagno
Si consideri un guadagno g nel loop di controllo, il sistema in esame diventa il seguente:
y(s) = A(s)(gu(s) + d(s)), y(0) = 0, (3.73)
che puo` essere riscritto, al fine di riportarlo nella forma (3.1), nel modo seguente:
y(s) = A¯(s)(u(s) + d¯(s)), y(0) = 0, (3.74)
dove A¯(s) = gA(s) e d¯(s) = d(s)
g
. Si puo` facilmente dedurre che appartengono a Gm tutti i
g per cui A¯(s) e d¯(s) sono tali da rispettare la condizione (3.11).
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3.3.5 Risposta ideale
Considerando il caso limite in cui C(s) = 1, si ottiene da (3.12) la risposta ideale del
sistema controllato:
yid(s) = M(s)r(s). (3.75)
3.4 Esempio applicativo: controllo di un motore elet-
trico in continua con carico aerodinamico
3.4.1 Dinamica del sistema
Si supponga di dover progettare un controllore L1 per un motore elettrico in continua
adibito a trasmettere la rotazione a un’elica. Considerando un motore con induttanza
trascurabile, la dinamica del sistema puo` essere scritta nel seguente modo:
U = RI +Keω,
Jr
dω
dt
= KmI − Cs −Krω2,
(3.76)
dove:
• U e` la tensione in ingresso al motore,
• R e` la resistenza di armatura,
• ω > 0 e` la velocita` angolare,
• Ke e` la costante di forza controelettromotrice,
• Km e` la costante di coppia del motore,
• Kr e` la costante di resistenza aerodinamica dell’elica,
• Jr e` l’inerzia del motore,
• Cs e` la coppia di attrito statico.
Supponendo di comandare il motore con un impulso PWM si ottiene U = δV , dove V e`
la tensione (costante) della batteria che fornisce l’alimentazione e δ ∈ [0, 1] e` il duty cycle
dell’impulso PWM di comando. Si puo` infine scrivere la dinamica del sistema nel modo
seguente:
a0 + a1ω + a2ω
2 + ω˙
b
= δV, (3.77)
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con: a0 =
Cs
Jr
, a1 =
KeKm
JrR
, a2 =
Kr
Jr
e b = Km
JrR
. A questo punto e` possibile scrivere il sistema
nella forma (3.1):
ω(s) = A(s)(δ(s) + d(s)),
A(s) =
V b
s+ a1
, d(t) = − a0
V b
− a2
V b
ω2(t).
(3.78)
3.4.2 Progettazione del controllore
Si consideri di dover progettare il controllore per una gamma di sistemi, dei quali si
conoscono soltanto gli intervalli ai quali appartengono i parametri:
a0 ∈ [150, 300]
a1 ∈ [5, 7]
a2 ∈ [0.01, 0.015]
b ∈ [250, 300].
(3.79)
Si assuma V = 12 V. La progettazione del controllore consiste dunque nella scelta di
M(s) e C(s) tali che la condizione (3.11) sia verificata per tutte le A(s) e per tutti i
d(t) ottenibili con i parametri appartenenti agli intervalli mostrati in (3.79). Come prima
cosa e` necessario determinare i coefficienti L, L0, L1, L2 e L3. Per la prima assunzione
in (3.2), dato che l’andamento di d(t) in funzione di ω e` parabolico, si deve stabilire una
ωmax di funzionamento: si scelga ωmax = 2000 rpm = 209 rad/ sec. A questo punto da
a2
V b
|ω21 − ω22| ≤ L|ω1 − ω2| si ottiene L = 2a2ωmaxV b . Da a0V b + a2V bω2 ≤ L0 + L|ω| si ottiene
L0 =
a0
V b
e L = a2ωmax
V b
. Si scelga dunque L = 2a2ωmax
V b
, che verifica entrambe le condizioni.
Per verificare la seconda assunzione si calcoli |d˙| = 2a2|ω||ω˙|
V b
. Scegliendo L1 =
2a2ωmax
V b
e
L2 = L3 = 0 la seconda assunziona e` vera. Siano infine:
M(s) =
5
s+ 5
, C(s) =
100
s+ 100
. (3.80)
Svolgendo i calcoli descritti in precedenza si nota che, per l’intervallo di parametri desi-
derato, H(s) e` sempre stabile e la condizione (3.11) e` sempre verificata, infatti nel caso
peggiore si ha:
||G(s)||L1 L = 0.0629. (3.81)
Utilizzando γ¯ = 0.1, Q = 1 e α = 1.1, si ottiene:
∆ = 1.5 · 106,
Γc = 1.08 · 1023.
(3.82)
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3.4.3 Prestazioni e margini
Prestazioni
Per avere idea di quello che sara` l’andamento ideale dell’uscita del sistema controllato in
risposta ad un gradino unitario, si puo` tracciare il grafico di yid(t), ottenibile ricavando
yid(s) dalla (3.75) con r(s) =
1
s
e antitrasformando nel dominio del tempo. La suddetta
risposta e` mostrata in figura 3.2 a pagina 55.
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Figura 3.2: Risposta ideale del motore elettrico controllato ad un gradino unitario - controllore
tempo-continuo.
Margine di guadagno
Considerando un guadagno g nel loop di controllo e tenendo presenti le considerazioni fatte
nella sezione 3.3.4, si puo` calcolare esplicitamente il denominatore di H(s) per analizzarne
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la stabilita` al variare di g:
Hd(s) = 5s
2 + s(100gV b+ 5a1) + 500gV b. (3.83)
Osservando tale denominatore si nota che, dato che tutti i parametri che compaiono, com-
preso g, sono positivi, Hd(s) non ha variazioni di segno e dunque H(s) e` stabile per
g ∈ [0,∞). La condizione ||G(s)||L1 L < 1 e` invece verificata per g ∈ [7.81 · 10−5,∞],
che rappresenta il massimo intervallo ottenibile per il margine di guadagno del controllore.
Si sottolinea che variando g variano i parametri ∆ e Γc del controllore, quindi scegliere un
intervallo Gm contenente tutti i valori di g per i quali si vuole rendere il sistema stabile,
significa calcolare i parametri in ogni caso e scegliere i valori maggiori. Si scelga quindi
Gm = [0.1, 10], svolgendo i calcoli si trova:
∆ = 1.15 · 108,
Γc = 6.36 · 1028.
(3.84)
3.4.4 Simulazioni del sistema
Risposta del motore elettrico controllato in condizioni nominali
Le figure 3.3 e 3.4 alle pagine 57 e 58 mostrano la risposta al gradino (1200 rpm) del sistema
in condizioni nominali, cioe` senza guadagno nell’anello di controllo. Sono riportate due
risposte per valori diversi dei parametri, come si nota il sistema mantiene la sua stabilita`
e resta in entrambi i casi piuttosto vicino alla risposta ideale. Appare dunque chiaro come
la scelta di M(s), che determina la risposta ideale data dalla (3.75), debba essere fatta in
funzione delle prestazioni desiderate.
Risposta del motore elettrico in caso di guadagno nell’anello di controllo
La figura 3.5 a pagina 59 mostra la risposta al gradino (1200 rpm) del sistema in presenza
di un guadagno nell’anello g = 0.1. La figura 3.6 a pagina 60 mostra la risposta al gradino
(1200 rpm) del sistema in presenza di un guadagno nell’anello g = 10. E` interessante
notare come il segnale generato dal controllore (il valore che moltiplicato per il guadagno
sconosciuto rappresenta il duty cycle del PWM con cui e` comandato il motore) cambi a
seconda della variazione dei parametri e di g, al fine di mantenere la risposta reale piu`
vicina possibile a quella desiderata.
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Figura 3.3: Risposta del motore elettrico controllato - controllore tempo-continuo. a0 = 170,
a1 = 5.5, a2 = 0.014, b = 290, g = 1.
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Figura 3.4: Risposta del motore elettrico controllato - controllore tempo-continuo. a0 = 280,
a1 = 6.8, a2 = 0.01, b = 255, g = 1.
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Figura 3.5: Risposta del motore elettrico controllato - controllore tempo-continuo. a0 = 220,
a1 = 6.3, a2 = 0.011, b = 275, g = 10.
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Figura 3.6: Risposta del motore elettrico controllato - controllore tempo-continuo. a0 = 220,
a1 = 6.3, a2 = 0.011, b = 275, g = 0.1.
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Capitolo 4
Controllore L1 tempo-discreto con
retroazione dell’uscita
Il presente capitolo si propone di fornire una tecnica di controllo L1 completamente tempo-
discreta, basandosi su quella descritta in [2].
4.1 Descrizione del sistema
Si prenda il seguente sistema SISO:
y(s) = A(s)(u(s) + d(s)), y(0) = 0, (4.1)
dove u(t) ∈ R e` l’ingresso, y(t) ∈ R e` l’uscita del sistema, A(s) e` una funzione di trasfe-
rimento strettamente propria, non nota, con grado relativo nr, di cui si conosce soltanto
che nr > 1; d(s) e` la trasformata di Laplace delle incertezze e dei disturbi tempo-varianti
d(t) = f(t, y(t)), mentre f e` una mappa sconosciuta. Si assuma inoltre che:
|f(t, y1)− f(t, y2)| ≤ L|y1 − y2|, |f(t, y)| ≤ L|y|+ L0, (4.2)
dove L e L0 sono costanti positive arbitrariamente grandi. Sia r(t) un segnale di riferimento
continuo e limitato. L’obiettivo del controllo e` progettare un controllore adattivo con
retroazione dell’uscita per assicurare che y(t) insegua il segnale r(t) seguendo un modello
di riferimento: y(s) ≈M(s)r(s), dove M(s) e` una funzione di trasferimento stabile e a fase
minima con grado relativo dr, con 1 < dr ≤ nr. Il sistema (4.1) puo` semplicemente essere
riscritto come:
y(s) = M(s)(u(s) + σ(s)),
σ(s) =
(A(s)−M(s))u(s) + A(s)d(s)
M(s)
.
(4.3)
61
4.2 CAPITOLO 4. RETROAZIONE USCITA: TEMPO-DISCRETO
Sia (Am, bm, cm) la realizzazione minima di M(s): dunque il sistema e` controllabile, osser-
vabile e Am e` di Hurwitz. Il sistema in (4.3) si puo` quindi riscrivere nel seguente modo:
x˙(t) = Amx(t) + bm(u(t) + σ(t)), x(0) = x0 = 0,
y(t) = cTmx(t).
(4.4)
4.2 Controllore L1-adattivo
Di seguito sono illustrati gli elementi fondamentali dell’architettura del controllore per il
sistema (4.1) che permette di raggiungere gli obiettivi sopra citati. Per gli elementi che in
[2] sono tempo-continui, verranno presentate proposte per attuarne la discretizzazione al
fine di rendere il controllore completamente tempo-discreto.
4.2.1 Predittore dell’uscita
Si consideri il seguente predittore dell’uscita:
˙ˆx(t) = Amxˆ(t) + bmu(t) + σˆ(t), xˆ(0) = x0 = 0,
yˆ(t) = cTmxˆ(t),
(4.5)
dove σˆ(t) ∈ Rn e` il vettore delle stime dei parametri.
Osservazione 2. Si sottolinea che sebbene σ(t) ∈ R sia uno scalare, σˆ(t) ∈ Rn e` un vettore.
Questa e` la chiave della soluzione e dell’analisi seguente.
Il predittore descritto in (4.5) e` non lineare per la presenza di σˆ(t). Dunque l’imple-
mentazione dello stesso in forma tempo-discreta puo` non essere banale. Una possibile
realizzazione si puo` ottenere scrivendo il predittore come:
˙ˆx(t) = Amxˆ(t) + In×nv(t), xˆ(0) = x0 = 0,
yˆ(t) = cTmxˆ(t),
(4.6)
dove v(t) = bmu(t) + σˆ(t). A questo punto il sistema (Am, In×n, cm) e` un sistema lineare
con ingresso v(t) ∈ Rn e uscita y(t) ∈ R, e lo si puo` discretizzare facilmente: si assuma
tempo di campionamento T . Dalla discretizzazione si otterranno Ad, bd e cd tali che
xˆ((i+ 1)T ) = Adxˆ(iT ) + bdv(iT ), xˆ(0) = x0 = 0,
yˆ(iT ) = cTd xˆ(iT ),
i = 0, 1, 2, . . .
(4.7)
dove v(iT ) = bmu(iT ) + σˆ(iT ). La (4.7) rappresenta una possibile implementazione del
predittore in (4.5) in forma tempo-discreta.
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4.2.2 Legge di adattamento
Sia y˜(t) = yˆ(t)− y(t), la legge di adattamento per σˆ(t) e` data da:
σˆ(t) = σˆ(iT ), t ∈ [iT, (i+ 1)T ),
σˆ(iT ) = −Φ−1(T )µ(iT ), i = 0, 1, 2, . . .
(4.8)
dove Φ(T ) e` definita in (4.30) e
µ(iT ) = eΛAmΛ
−1T11y˜(iT ), i = 0, 1, 2, . . . (4.9)
dove 11 ∈ Rn e` il vettore che ha il primo elemento uguale a 1 e tutti gli altri elementi nulli
e Λ e` definito in (4.18).
4.2.3 Legge di controllo
Il segnale di controllo e` definito come segue:
u(s) = C(s)r(s)− F (s)σˆ(s),
F (s) =
C(s)
cTm(sI− Am)−1bm
cTm(sI− Am)−1,
(4.10)
dove C(s) e` una funzione di trasferimento di grado relativo dr e tale che C(0) = 1. Al fine
di rendere questa parte del controllore tempo-discreta e` necessario discretizzare le funzioni
di trasferimento C(s) e F (s) con tempo di campionamento T . Inoltre, affinche` il controllore
sia stabile, M(s) e C(s) devono essere tali da rendere
H(s) =
A(s)M(s)
C(s)A(s) + (1− C(s))M(s) (4.11)
stabile e soddisfare:
||G(s)||L1L < 1, G(s) = H(s)(1− C(s)). (4.12)
L’architettura del sistema di controllo e` mostrata in figura 4.1 a pagina 64.
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Figura 4.1: Architettura del controllore L1 tempo-discreto con retroazione dell’uscita.
4.3 Analisi del controllore L1
4.3.1 Sistema di riferimento in ciclo chiuso
Si consideri il seguente sistema in ciclo chiuso:

yref(s) = M(s)(uref(s) + σref(s)),
σref(s) =
(A(s)−M(s))uref(s) + A(s)dref(s)
M(s)
,
uref(s) = C(s)(r(s)− σref(s)),
(4.13)
dove dref(t) = f(t, yref(t)). Il Lemma 7 garantisce che se C(s) eM(s) verificano la condizione
(4.12) il sistema in (4.13) e` stabile.
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4.3.2 Preliminari
Siano
H0(s) =
A(s)
C(s)A(s) + (1− C(s))M(s) ,
H1(s)
(A(s)−M(s))C(s)
C(s)A(s) + (1− C(s))M(s) ,
H2(s) =
H(s)C(s)
M(s)
,
H3(s) =
−M(s)C(s)
C(s)A(s) + (1− C(s))M(s) .
(4.14)
Utilizzando la (3.17) e ragionando sui gradi relativi delle funzioni di trasferimento, non e`
difficile concludere che:
• H0(s) e` propria e stabile,
• H1(s) e` strettamente propria con grado relativo dr e stabile,
• H2(s) e` strettamente propria e stabile,
• H3(s) e` strettamente propria con grado relativo dr e stabile.
Sia
∆ = ||H1(s)||L1 ||r||L∞ + ||H0(s)||L1 (Lρ+ L0)
+ γ¯
(
||H1(s)/M(s)||L1 + L ||H0(s)||L1
||H2(s)||L1
1− ||G(s)||L1 L
)
,
(4.15)
dove γ¯ > 0 e` una costante arbitraria. Dato che sia H1(s) che M(s) sono stabili e stret-
tamente proprie con grado relativo dr e M(s) e` a fase minima, H1(s)/M(s) e` stabile e
propria. Quindi ||H1(s)/M(s)||L1 esiste e ∆ e` un numero finito. Inoltre, dato che Am e` di
Hurwitz, esiste P = P T > 0 che soddisfa l’equazione di Lyapunov:
ATmP + PAm = −Q, Q > 0. (4.16)
Date le caratteristiche di P , esiste
√
P tale che P = (
√
P )T
√
P . Dato il vettore cTm(
√
P )−1,
sia D una matrice (n− 1)× n contenente il nullo di cTm(
√
P )−1:
D(cTm(
√
P )−1)T = 0, (4.17)
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e sia:
Λ =
[
cTm
D
√
P
]
. (4.18)
Lemma 8. Per ogni
ξ =
[
y
z
]
∈ Rn, (4.19)
dove y ∈ R e z ∈ Rn−1, esiste p1 > 0 e P2 ∈ R(n−1)×(n−1) tale che
ξT (Λ−1)TPΛ−1ξ = p1y2 + zTP2z. (4.20)
Dimostrazione. Utilizzando P = (
√
P )T
√
P si puo` scrivere:
ξT (Λ−1)TPΛ−1ξ = ξT (
√
PΛ−1)T (
√
PΛ−1)ξ. (4.21)
Si noti che
Λ(
√
P )−1 =
[
cTm(
√
P )−1
D
]
. (4.22)
Siano inoltre
q1 = (c
T
m(
√
P )−1)T (cTm(
√
P )−1), Q2 = DDT . (4.23)
Dalla (4.17) si ha:
(Λ(
√
P )−1)(Λ(
√
P )−1)T =
[
q1 0
0 Q2
]
. (4.24)
La non singolarita` di Λ e
√
P implica la non singolarita` di (Λ(
√
P )−1)(Λ(
√
P )−1)T e quindi
anche di Q2. Dunque
(
√
PΛ−1)T (
√
PΛ−1) = ((Λ
√
P
−1
)(Λ
√
P
−1
)T )−1 = (Λ
√
P
−1
)−T (
√
PΛ−1) =
[
q−11 0
0 Q−12
]
.
(4.25)
Scrivendo p1 = q
−1
1 e P2 = Q
−1
2 la dimostrazione e` completa.
Sia φ(T ) ∈ Rn−1 un vettore costituito dagli elementi da 2 a n di 1T1 eΛAmΛ−1T , e sia
κ(T ) =
∫ T
0
|1T1 eΛAmΛ
−1(T−τ)λbm|dτ. (4.26)
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Inoltre, siano
ς(T ) = ||φ(T )||
√
α
λmax(P2)
+ κ(T )∆,
α = λmax(Λ
−TPΛ−1)
(
2∆
∣∣∣∣Λ−TPbm∣∣∣∣
λmin(Λ−TQΛ−1)
)2
.
(4.27)
Si scriva:
[η1(t) η2(t)] = 1
T
1 e
ΛAmΛ−1t,
η3(t) =
∫ t
0
|1T1 eΛAmΛ
−1(t−τ)ΛΦ−1(T )eΛAmΛ
−1T11|dτ,
η4(t) =
∫ t
0
|1T1 eΛAmΛ
−1(t−τ)Λbm|dτ,
(4.28)
dove η1(t), η3(t), η4(t) ∈ R e η2(t) ∈ Rn−1. Si introducano adesso le seguenti funzioni:
β1(T ) = max
t∈[0,T ]
|η1(t)|, β2(T ) = max
t∈[0,T ]
||η2(t)|| ,
β3(T ) = max
t∈[0,T ]
η3(t), β4(T ) = max
t∈[0,T ]
η4(t).
(4.29)
Proseguendo, sia Φ(T ) la seguente matrice n× n:
Φ(T ) =
∫ T
0
eΛAmΛ
−1(T−τ)Λdτ. (4.30)
Infine, sia
γ0(T ) = (β1(T ) + β3(T ))ς(T ) + β2(T )
√
α
λmax(P2)
+ β4(T )∆. (4.31)
Lemma 9. Vale il seguente limite:
lim
T→0
γ0(T ) = 0. (4.32)
Dimostrazione. Dato che β1(T ), β3(T ), α e ∆ sono limitate, e` sufficiente dimostrare che
lim
T→0
ς(T ) = 0, (4.33)
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lim
T→0
β2(T ) = 0, (4.34)
lim
T→0
β4(T ) = 0. (4.35)
Dato che
lim
T→0
1T1 e
ΛAmΛ−1T = 1T1 , (4.36)
allora
lim
T→0
φ(T ) = 0n−1, (4.37)
che implica
lim
T→0
||φ(T )|| = 0. (4.38)
Osservando la definizione di κ(T ) (4.26), si ha che
lim
T→0
κ(T ) = 0. (4.39)
Dato che α e ∆ sono limitate, il limite in (4.33) e` dimostrato. Dalla continuita` di η2(t) e
dalla (4.29) si ha:
lim
T→0
β2(T ) = lim
t→0
||η2(t)|| . (4.40)
Dato che
lim
t→0
1T1 e
ΛAmΛ−1t = 1T1 , (4.41)
allora
lim
t→0
||η2(t)|| = 0, (4.42)
che dimostra la (4.34). Infine vale
lim
T→0
β4(T ) = lim
t→0
||η4(t)|| = 0, (4.43)
che dimostra la (4.35). Dato che β1(T ), β3(T ), α e ∆ sono limitate:
lim
T→0
(
(β1(T ) + β3(T ))ς(T ) + β2(T )
√
α
λmax(P2)
+ β4(T )∆
)
= 0. (4.44)
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4.3.3 Analisi del transitorio
Si procede all’analisi dell’errore di inseguimento. Sia x˜(t) = xˆ(t) − x(t). La dinamica
dell’errore tra (4.4) e (4.5) e`:
˙˜x(t) = Amx˜(t) + σˆ(t)− bmσ(t),
y˜(t) = cTmx˜(t), x˜(0) = 0.
(4.45)
Lemma 10. Sia e(t) = y(t)− yref(t). Allora
||et||L∞ ≤
||H2(s)||L1
1− ||G(s)||L1 L
||y˜t||L∞ . (4.46)
Dimostrazione. Sia
σ˜(s) =
C(s)
cTm(sI− Am)−1bm
cTm(sI− Am)−1σˆ(s)− C(s)σ(s). (4.47)
Segue dalla (4.10) che
u(s) = C(s)r(s)− C(s)σ(s)− σ˜(s), (4.48)
e il sistema in (4.3) si puo` quindi scrivere come:
y(s) = M(s)(C(s)r(s) + (1− C(s))σ(s)− σ˜(s)). (4.49)
Utilizzando la (4.48) nella (4.3) si ottiene:
σ(s) =
(A(s)−M(s))(C(s)r(s)− C(s)σ(s)− σ˜(s)) + A(s)d(s))
M(s)
, (4.50)
e quindi
σ(s) =
(A(s)−M(s))(C(s)r(s)− σ˜(s)) + A(s)d(s)
M(s) + C(s)(A(s)−M(s)) . (4.51)
Utilizzando le definizioni di H0(s) e H1(s) in (4.14), si puo` scrivere
σ(s) = H1(s)r(s)− H1(s)
C(s)
σ˜(s) +H0(s)d(s). (4.52)
Sostituendo la (4.52) nella (4.49) si arriva a
y(s) = M(s)(C(s)+H1(s)(1−C(s)))
(
r(s)− σ˜(s)
C(s)
)
+H0(s)M(s)(1−C(s))d(s). (4.53)
69
4.3 CAPITOLO 4. RETROAZIONE USCITA: TEMPO-DISCRETO
Ricordando la definizione di H(s) (4.11), si puo` verificare che
M(s)(C(s) +H1(s)(1− C(s))) = H(s)C(s),
H(s) = H0(s)M(s),
(4.54)
che implica
y(s) = H(s)(C(s)r(s)− σ˜(s)) +H(s)(1− C(s))d(s). (4.55)
Utilizzando l’espressione di yref(s) dalla (4.13) e chiamando de(s) la trasformata di Laplace
di de(t) = f(t, y(t))− f(t, yref(t)) si ottiene:
e(s) = H(s)((1− C(s))de(s)− σ˜(s)). (4.56)
Il Lemma 1 e l’ assunzione (4.2) garantiscono che:
||et||L∞ ≤ L ||H(s)(1− C(s))||L1 ||et||L∞ + ||r1t||L∞ , (4.57)
dove r1(t) e` il segnale la cui trasformata di Laplace e` H(s)σ˜(s). Utilizzando l’espressione
di σ˜(s) in (4.47), quella di y(s) in (4.3) e il fatto che yˆ(s) = M(s)u(s) + cTm(sI−Am)−1σˆ(s)
si ha:
y˜(s) = cTm(sI− Am)−1σˆ(s)−M(s)σ(s)
=
M(s)
C(s)
C(s)
M(s)
cTm(sI− Am)−1σˆ(s)−
M(s)
C(s)
C(s)σ(s)
=
M(s)
C(s)
σ˜(s).
(4.58)
La (4.58) implica che r1(s) possa essere riscritta come:
r1(s) =
C(s)H(s)
M(s)
M(s)
C(s)
σ˜(s) = H2(s)y˜(s), (4.59)
e quindi
||r1t ||L∞ ≤ ||H2(s)||L1 ||y˜t||L∞ . (4.60)
Sostituendo nella (4.57) si completa la dimostrazione.
Ricordando che H3(s) e` strettamente propria e stabile con grado relativo dr e che M(s)
e` a fase minima, si puo` affermare che H3(s)/M(s) e` propria e stabile, e quindi la sua norma
L1 e` finita. Si consideri la trasformazione:
ξ˜ = Λx˜. (4.61)
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Segue dalla (4.45) che
˙˜ξ(t) = ΛAmΛ
−1ξ˜(t) + Λσˆ(t)− Λbmσ(t), ξ˜(0) = 0, (4.62)
y˜(t) = ξ˜1(t), (4.63)
dove ξ˜1(t) e` il primo elemento di ξ˜(t).
Teorema 4. Dato il sistema in (4.1) e il controllore L1-adattivo in (4.5), (4.8) e (4.10),
soggetto alla (4.12), se si sceglie T in modo da garantire
γ0(T ) < γ¯, (4.64)
dove γ¯ e` una costante positiva introdotta in (4.15), allora
||y˜||L∞ < γ¯,
||y − yref||L∞ ≤ γ1,
||u− uref||L∞ ≤ γ2,
(4.65)
con
γ1 =
||H2(s)||L1 γ¯
1− ||G(s)||L1 L
,
γ2 = L ||H2(s)||L1 γ1 +
∣∣∣∣∣∣∣∣H3(s)M(s)
∣∣∣∣∣∣∣∣
L1
γ¯.
(4.66)
Dimostrazione. Per prima cosa, si dimostrera` il primo punto della (4.65) per contraddizio-
ne. Dato che y˜(0) = 0 e che y˜(t) e` continua, per contraddizione si assuma l’esistenza di t′
tale che
||y˜(t)|| < γ¯, ∀0 ≤ t < t′, (4.67)
||y˜(t′)|| = γ¯, (4.68)
che conduce a
||y˜t′||L∞ = γ¯. (4.69)
71
4.3 CAPITOLO 4. RETROAZIONE USCITA: TEMPO-DISCRETO
Dato che y(t) = yref(t) + e(t) la (3.20) puo` essere utilizzata per arrivare a
||yt′ ||L∞ ≤
∣∣∣∣yreft′ ∣∣∣∣L∞ + ||et′ ||L∞ ≤ ρ+ ||C(s)H(s)/M(s)||L1 γ¯1− ||G(s)||L1 L . (4.70)
Segue dalle equazioni (4.52) e (4.58) che
σ(s) = H1(s)r(s)− H1(s)
M(s)
y˜(s) +H0(s)d(s), (4.71)
e quindi la (4.69) implica che
||σt′||L∞ ≤ ||H1(s)||L1 ||r||L∞ + ||H1(s)/M(s)||L1 γ¯+ ||H0(s)||L1 (L ||yt′||L∞ +L0), (4.72)
che, sfruttando la (4.70) conduce a
||σt′ ||L∞ ≤ ∆. (4.73)
Segue dalla (4.62) che
ξ˜(iT + T ) = eΛAmΛ
−1tξ˜(iT ) +
∫ iT+t
iT
eΛAmΛ
−1(iT+t−τ)Λσˆ(iT )dτ
−
∫ iT+t
iT
eΛAmΛ
−1(iT+t−τ)Λbmσ(τ)dτ
= eΛAmΛ
−1tξ˜(iT ) +
∫ t
0
eΛAmΛ
−1(t−τ)Λσˆ(iT )dτ
−
∫ t
0
eΛAmΛ
−1(t−τ)Λbmσ(iT + τ)dτ.
(4.74)
Dato che
ξ˜(iT ) =
[
y˜(iT )
0
]
+
[
0
z˜(iT )
]
, (4.75)
si puo` scrivere dalla (4.74):
ξ˜(iT + t) = χ(iT + t) + ζ(iT + t), (4.76)
dove
χ(iT + t) = eΛAmΛ
−1t
[
y˜(iT )
0
]
+
∫ t
0
eΛAmΛ
−1(t−τ)Λσˆ(iT )dτ,
ζ(iT + t) = eΛAmΛ
−1t
[
0
z˜(iT )
]
−
∫ t
0
eΛAmΛ
−1(t−τ)Λbmσ(iT + τ)dτ.
(4.77)
72
CAPITOLO 4. RETROAZIONE USCITA: TEMPO-DISCRETO 4.3
Nel seguito, si procedera` a dimostrare che ∀iT ≤ t′, si ha:
|y˜(iT )| ≤ ς(T ),
z˜T (iT )P2z˜(iT ) ≤ α,
(4.78)
dove ς(t) e α sono state definite in (4.27). Dato che ξ˜(0) = 0, e` immediato che |y˜(0)| ≤ ς(T )
e che z˜T (0)P2z˜(0) ≤ α. Per ogni (j + 1)T ≤ t′ verra` dimostrato che se
|y˜(jT )| ≤ ς(T ),
z˜T (jT )P2z˜(jT ) ≤ α,
(4.79)
allora la (4.79) vale anche per (j + 1). Dunque, la (4.78) vale ∀iT ≤ t′. Si assuma dunque
che la (4.79) sussista per j e che (j + 1)T ≤ t′. Segue dalla (4.76) che
ξ˜((j + 1)T ) = χ((j + 1)T ) + ζ((j + 1)T ), (4.80)
dove
χ((j + 1)T ) = eΛAmΛ
−1T
[
y˜(jT )
0
]
+
∫ T
0
eΛAmΛ
−1(T−τ)Λσˆ(jT )dτ,
ζ((j + 1)T ) = eΛAmΛ
−1T
[
0
z˜(jT )
]
−
∫ T
0
eΛAmΛ
−1(T−τ)Λbmσ(jT + τ)dτ.
(4.81)
Sostituendo la legge di adattamento dalla (4.8) nella (4.81) si ha:
χ((j + 1)T ) = 0. (4.82)
Segue dalla (4.77) che ζ(t) ha la seguente dinamica:
ζ˙(t) = ΛAmΛ
−1ζ(t)− Λbmσ(t),
ζ(jT ) =
[
0
z˜(jT )
]
, t ∈ [jT, (j + 1)T ].
(4.83)
Si consideri la seguente funzione:
V (t) = ζT (t)Λ−TPΛ−1ζ(t), (4.84)
con t ∈ [jT, (j + 1)T ]. Dato che Λ e` non singolare e P e` definita positiva, Λ−TPΛ−1 e`
definita positiva, e quindi V (t) e` definita positiva. Segue dal Lemma 8 e dalla (4.83) che
V (ζ(jT )) = z˜T (jT )P2z˜(jT ), (4.85)
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che insieme alla (4.78) conduce a
V (ζ(jT )) ≤ α. (4.86)
Segue dalla (4.83) che per t ∈ [jT, (j + 1)T ]:
V˙ (t) = ζT (t)Λ−TPΛ−1ΛAmΛ−1ζ(t) + ζT (t)Λ−TATmΛ
TΛ−TP TΛ−1ζ(t)
− 2ζT (t)Λ−TPΛ−1Λbmσ(t)
= −ζT (t)Λ−TQΛ−1ζ(t)− 2ζT (t)Λ−TPbmσ(t).
(4.87)
Utilizzando la (4.73), per t ∈ [jT, (j + 1)T ] si puo` scrivere:
V˙ (t) ≤ −λmin(Λ−TQΛ−1) ||ζ(t)||2 + 2 ||ζ(t)||
∣∣∣∣Λ−TPbm∣∣∣∣∆. (4.88)
Si noti che per t ∈ [jT, (j + 1)T ], se
V (t) ≥ α, (4.89)
si ha:
||ζ(t)|| ≥
√
α
λmax(Λ−TPΛ−1)
=
2∆
∣∣∣∣Λ−TPbm∣∣∣∣
λmax(Λ−TPΛ−1)
, (4.90)
e quindi dalla (4.88) si ottiene:
V˙ (t) ≤ 0. (4.91)
Segue dalla (4.86), dalla (4.89) e dalla (4.91) che
V (t) ≤ α, ∀t ∈ [jT, (j + 1)T ], (4.92)
e quindi
V ((j + 1)T ) = ζT ((j + 1)T )(Λ−TPΛ−1)ζ((j + 1)T ) ≤ α. (4.93)
Poiche`
ξ˜((j + 1)T ) = χ((j + 1)T ) + ζ((j + 1)T ), (4.94)
la (4.82) e la (4.93) conducono alla seguente:
ξ˜T ((j + 1)T )(Λ−TPΛ−1)ξ˜((j + 1)T ) ≤ α. (4.95)
Utilizzando il risultato del Lemma 8, si puo` scrivere:
z˜T ((j + 1)T )P2z˜((j + 1)T ) ≤ ξ˜T ((j + 1)T )(Λ−TPΛ−1)ξ˜((j + 1)T ) ≤ α. (4.96)
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che implica che la seconda relazione in (4.79) sussiste per j + 1. Tenendo conto che y˜(t) =
ξ˜1(t), dalla (4.82) e dalla (4.94) segue che
y˜((j + 1)T ) = 1T1 ζ((j + 1)T ), (4.97)
e sfruttando la definizione di ζ((j + 1)T ) in (4.81) si puo` scrivere:
y˜((j + 1)T ) = 1T1 e
ΛAmΛ−1T
[
0
z˜(jT )
]
− 1T1
∫ T
0
eΛAmΛ
−1(T−τ)Λbmσ(jT + τ)dτ. (4.98)
Le relazioni in (4.73) e in (4.79) permettono di giungere a
|y˜((j + 1)T )| ≤ ||φ(T )|| ||z˜(jT )||+
∫ T
0
|1T1 eΛAmΛ
−1(T−τ)Λbm||σ(jT + τ)|dτ
≤ ||φ(T )||
√
α
λmax(P2)
κ(T )∆ = ς(T ),
(4.99)
dove φ(T ) e κ(T ) sono definiti in (4.26) e ς(T ) e` definita in (4.27). Questo dimostra la
prima relazione in (4.79) per j + 1. Quindi, la (4.79) vale per ogni iT ≤ t′. Per ogni
iT + t ≤ t′, con 0 ≤ t ≤ T , utilizzando la (4.74) e` possibile scrivere:
y˜(it+ t) = 1T1 e
ΛAmΛ−1tξ˜(iT ) + 1T1
∫ t
0
eΛAmΛ
−1(t−τ)Λσˆ(iT )dτ
− 1T1
∫ t
0
eΛAmΛ
−1(t−τ)Λbmσ(iT + τ)dτ.
(4.100)
La (4.73) e le definizioni di η1(t), η2(t), η3(t) e η4(t) conducono a:
|y˜(it+ t)| ≤ |η1(t)||y˜(iT )|+ ||η2(t)|| ||z˜(iT )||+ η3(t)|y˜(iT )|+ η4(t)∆. (4.101)
Tenendo in considerazione la (4.79) e ricordando le definizioni di β1(T ), β2(T ), β3(T ) e
β4(T ) in (4.29), per ogni 0 ≤ t ≤ T e per ogni intero non negativo i soggetto a iT + t ≤ t′,
si ha:
|y˜(it+ t)| ≤ β1(T )ς(T ) + β2(T )
√
α
λmax(P2)
+ β3(T )ς(T ) + β4(T )∆. (4.102)
Si noti che il secondo membro coincide con γ0(T ) definito in (4.31). Dunque per t ∈ [0, t′],
si puo` scrivere:
|y˜(t)| ≤ γ0(T ), (4.103)
che, sfruttando l’assunzione su T fatta nella (4.64), permette di concludere che
||y˜t′||L∞ < γ¯. (4.104)
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Questo contraddice la (4.69), quindi
||y˜||L∞ < γ¯, (4.105)
che dimostra il primo punto della (4.65). Proseguendo, segue dal Lemma 4.46 che
||et||L∞ ≤
||H2(s)||L1
1− ||G(s)||L1 L
γ¯, (4.106)
che dimostra il secondo punto della (4.65). Segue dalla (4.48) e dalla (4.51) che
u(s) =
M(s)C(s)r(s)−M(s)σ˜(s)− C(s)A(s)d(s)
C(s)A(s) + (1− C(s))M(s) . (4.107)
Utilizzando l’espressione di uref(s) dalla (4.13) e la (4.58) si puo` scrivere:
u(s)− uref(s) = −H2(s)de(s) + H3(s)
C(s)
σ˜(s) = −H2(s)de(s) + H3(s)
C(s)
C(s)
M(s)
y˜(s). (4.108)
La (4.108) porta infine a
||u− uref||L∞ ≤ L ||H2(s)||L1 ||y − yref||L∞ +
∣∣∣∣∣∣∣∣H3(s)M(s)
∣∣∣∣∣∣∣∣
L1
||y˜||L∞ , (4.109)
che, con i primi due punti della (4.65), dimostra il terzo punto della stessa e conclude la
dimostrazione.
E` stato dimostrato che l’errore di inseguimento tra y(t) e yref(t), come quello tra u(t) e
uref(t), e` uniformemente limitato da una costante proporzionale a T . E` dunque possibile,
diminuendo T , migliorare le prestazioni del controllore.
Osservazione 3. Si noti che il parametro T e` il tempo di campionamento del controllore,
diminuire T significa richiedere una CPU con prestazioni piu` elevate.
4.3.4 Margini di stabilita`
Margine di guadagno
Si consideri un guadagno g nel loop di controllo, il sistema in esame diventa il seguente:
y(s) = A(s)(gu(s) + d(s)), y(0) = 0, (4.110)
che puo` essere riscritto, al fine di riportarlo nella forma (4.1), nel modo seguente:
y(s) = A¯(s)(u(s) + d¯(s)), y(0) = 0, (4.111)
dove A¯(s) = gA(s) e d¯(s) = d(s)
g
. Si puo` facilmente dedurre che appartengono a Gm tutti i
g per cui A¯(s) e d¯(s) sono tali da rispettare la condizione (4.12).
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4.3.5 Risposta ideale
Considerando il caso limite in cui C(s) = 1, si ottiene da (4.13) la risposta ideale del
sistema controllato:
yid(s) = M(s)r(s). (4.112)
4.3.6 Incrementare il grado relativo del sistema controllato
Come si puo` notare nella sezione 4.1, il grado relativo della funzione A(s) e` nr > 1. Questo
requisito appare come una grande restrizione sulla gamma dei sistemi ai quali e` possibile
applicare il controllore: esso non e` applicabile a sistemi di grado relativo 1. Sulla base del
ragionamento fatto nella sezione 4.3.4, e` possibile inserire una funzione di trasferimento
S(s) di grado relativo 1 all’uscita del controllore. Il sistema in esame diventa il seguente:
y(s) = A(s)(S(s)u(s) + d(s)), y(0) = 0, (4.113)
che puo` essere riscritto, al fine di riportarlo nella forma (4.1), nel modo seguente:
y(s) = A¯(s)(u(s) + d¯(s)), y(0) = 0, (4.114)
dove A¯(s) = S(s)A(s) e d¯(s) = d(s)
S(s)
. A questo punto il grado relativo di A¯(s) e` n¯r =
nr + 1 > 1. Dunque e` sufficiente verificare la condizione (4.12) per il sistema suddetto (che
rientra nella gamma dei sistemi controllabili con il controllore L1-adattivo). Ovviamente
nell’implementazione tempo-discreta del controllore anche S(s) deve essere discretizzata.
4.4 Esempio applicativo: controllo di un motore elet-
trico in continua con carico aerodinamico
4.4.1 Dinamica del sistema
Il sistema preso in esame e` il motore elettrico (in continua) con carico aerodinamico
analizzato nel capitolo precedente, per la dinamica fare riferimento alla sezione 3.4.1.
4.4.2 Progettazione del controllore
Si consideri di dover progettare il controllore per una gamma di sistemi, dei quali si
conoscono soltanto gli intervalli ai quali appartengono i parametri:
a0 ∈ [150, 300],
a1 ∈ [5, 7],
a2 ∈ [0.01, 0.015],
b ∈ [250, 300].
(4.115)
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Si assuma V = 12V. La progettazione del controllore consiste dunque nella scelta di
M(s) e C(s) tali che la condizione (4.12) sia verificata per tutte le A(s) e per tutti i d(t)
ottenibili con i parametri appartenenti agli intervalli mostrati in (4.115). Il sistema e` di
grado 1, e` quindi necessario incrementarne il grado con la tecnica descritta in sezione 4.3.6,
sia dunque S(s) = 1
ps+1
. Si ha A¯(s) = V b
(s+a1)(ps+1)
e d¯(s) = psd(s) + d(s), che porta a
d¯(t) = pd˙(t) + pd(0) + d(t). Si stabilisca inoltre ωmax = 2000 rpm, ω˙max = V bmax − a0min
(con ω = 0 e δ = 1) e δ˙max = 100 che porta a ω¨max = 100V bmax. Svolgendo calcoli simili a
quelli della sezione 3.4.2, si ottiene:
• L = a2
V b
(2ωmax + 2pω˙max),
• L0 = a0V b + pa0,
Siano infine:
M(s) =
9
s2 + 4.8s+ 9
, C(s) =
1
(0.01s+ 1)2
, (4.116)
e quindi
Am =
[
0 1
−9 −4.8
]
, bm =
[
0
1
]
, cm =
[
9 1
]
. (4.117)
Scegliendo p = 15 e svolgendo i calcoli si nota che H(s) e` sempre stabile e la condizione
(4.12) e` sempre verificata per l’intervallo di parametri desiderato, infatti nel caso peggiore
si ha:
||G(s)||L1 L = 0.546. (4.118)
Per soddisfare la (4.64) si dovrebbe scegliere un valore di T nell’ordine di 10−7 s, valore
effettivamente poco realistico per sistemi di elaborazione standard, si e` scelto quindi T =
0.003 s e si e` studiato in simulazione il sistema di controllo per capire se al di fuori della
condizione (4.64) si mantiene la stabilita`.
4.4.3 Prestazioni e margini
Prestazioni
Per avere idea di quello che sara` l’andamento ideale dell’uscita del sistema controllato in
risposta ad un gradino unitario, si puo` tracciare il grafico di yid(t), ottenibile ricavando
yid(s) dalla (4.112) con r(s) =
1
s
e antitrasformando nel dominio del tempo. La suddetta
risposta e` mostrata in figura 4.2 a pagina 79.
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Figura 4.2: Risposta ideale del motore elettrico controllato ad un gradino unitario - controllore
tempo-discreto.
Margine di guadagno
Considerando un guadagno g nel loop di controllo e tenendo presenti le considerazioni fatte
nella sezione 4.3.4, si puo` scegliere un margine di guadagno Gm = [0.5, 2], all’interno del
quale H(s) si mantiene stabile e la condizione (4.12) e` sempre verificata. Nel caso peggiore
si ottiene infatti:
||G(s)||L1 L = 0.972. (4.119)
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4.4.4 Simulazioni del sistema
Risposta del motore elettrico controllato in condizioni nominali
Le figure 4.3 e 4.4 alle pagine 80 e 81 mostrano la risposta al gradino (1200 rpm) del
sistema in condizioni nominali, cioe` senza guadagno nell’anello di controllo. Sono riportate
due risposte per valori diversi dei parametri: come si nota, nonostante il valore di T non
rispetti la condizione (4.64), il sistema mantiene la sua stabilita` e resta in entrambi i casi
piuttosto vicino alla risposta ideale. Appare dunque chiaro come il sistema possa rimanere
stabile anche non rispettando la condizione (4.64), molto restrittiva. Inoltre come noto
in precedenza, la scelta di M(s), che determina la risposta ideale data dalla (3.75), deve
essere fatta in funzione delle prestazioni desiderate.
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Figura 4.3: Risposta del motore elettrico controllato - controllore tempo-discreto. a0 = 170,
a1 = 5.5, a2 = 0.014, b = 290, g = 1.
80
CAPITOLO 4. RETROAZIONE USCITA: TEMPO-DISCRETO 4.4
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-500
0
500
1000
1500
Risposta del motore elettrico controllato - II
ω
 
[rp
m
]
t [s]
 
 
Risposta reale
Risposta ideale
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
0.1
0.2
0.3
0.4
0.5
Ingresso del motore elettrico controllato - II
u
t [s]
Figura 4.4: Risposta del motore elettrico controllato - controllore tempo-discreto. a0 = 280,
a1 = 6.8, a2 = 0.01, b = 255, g = 1.
Risposta del motore elettrico in caso di guadagno nell’anello di controllo
La figura 4.5 a pagina 82 mostra la risposta al gradino (1200 rpm) del sistema in presenza
di un guadagno nell’anello g = 0.5. La figura 4.6 a pagina 83 mostra la risposta al gradino
(1200 rpm) del sistema in presenza di un guadagno nell’anello g = 2. E` interessante
notare come il segnale generato dal controllore (il valore che, moltiplicato per il guadagno
sconosciuto, rappresenta il duty cycle del PWM con cui e` comandato il motore) cambi a
seconda della variazione dei parametri e di g, al fine di mantenere la risposta reale piu`
vicina possibile a quella desiderata.
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Figura 4.5: Risposta del motore elettrico controllato - controllore tempo-discreto. a0 = 220,
a1 = 6.3, a2 = 0.011, b = 275, g = 2.
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Figura 4.6: Risposta del motore elettrico controllato - controllore tempo-discreto. a0 = 220,
a1 = 6.3, a2 = 0.011, b = 275, g = 0.5.
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Capitolo 5
Controllore L1 tempo-discreto con
retroazione dell’uscita modificato
Il presente capitolo propone una modifica alla tecnica di controllo illustrata nel capitolo 4,
al fine di migliorare le prestazioni del controllore in alcune situazioni che verranno discusse
in seguito.
5.1 Descrizione del sistema
Si prenda il seguente sistema SISO:
y(s) = A(s)(u(s) + d(s)), y(0) = 0, (5.1)
dove u(t) ∈ R e` l’ingresso, y(t) ∈ R e` l’uscita del sistema, A(s) e` una funzione di trasfe-
rimento strettamente propria, non nota, con grado relativo nr, di cui si conosce soltanto
che nr > 1; d(s) e` la trasformata di Laplace delle incertezze e dei disturbi tempo-varianti
d(t) = f(t, y(t)), mentre f e` una mappa sconosciuta. Si assuma inoltre che:
|f(t, y1)− f(t, y2)| ≤ L|y1 − y2|, |f(t, y)| ≤ L|y|+ L0, (5.2)
dove L e L0 sono costanti positive arbitrariamente grandi. Sia r(t) un segnale di riferimento
continuo e limitato. L’obiettivo del controllo e` progettare un controllore adattivo con
retroazione dell’uscita per assicurare che y(t) insegua il segnale r(t) seguendo un modello
di riferimento: y(s) ≈ M(s)r(s), dove M(s) e` una funzione di trasferimento stabile e a
fase minima con grado relativo dr, con 1 < dr ≤ nr. In questo capitolo inoltre si apporta
una modifica al sistema di controllo al fine di migliorare le prestazioni del controllore,
soprattutto quando la condizione (4.64) non e` verificata, situazione che, pur mantenendo
la stabilita`, puo` portare a una perdita delle prestazioni. Il sistema (5.1) puo` semplicemente
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essere riscritto come:
y(s) = M(s)(u(s) + σ(s)),
σ(s) =
(A(s)−M(s))u(s) + A(s)d(s)
M(s)
.
(5.3)
Sia (Am, bm, cm) la realizzazione minima di M(s): dunque il sistema e` controllabile, osser-
vabile e Am e` di Hurwitz. Il sistema in (5.3) si puo` quindi riscrivere nel seguente modo:
x˙(t) = Amx(t) + bm(u(t) + σ(t)), x(0) = x0 = 0,
y(t) = cTmx(t).
(5.4)
5.2 Controllore L1-adattivo
Di seguito sono illustrati gli elementi fondamentali dell’architettura del controllore per il
sistema (5.1) che permette di raggiungere gli obiettivi sopra citati.
5.2.1 Predittore dell’uscita
Si consideri il seguente predittore dell’uscita (il medesimo descritto in precedenza nella
sezione 4.2.1):
˙ˆx(t) = Amxˆ(t) + bmu(t) + σˆ(t), xˆ(0) = x0 = 0,
yˆ(t) = cTmxˆ(t),
(5.5)
dove σˆ(t) ∈ Rn e` il vettore delle stime dei parametri.
Osservazione 4. Si sottolinea che sebbene σ(t) ∈ R sia uno scalare, σˆ(t) ∈ Rn e` un vettore.
Questa e` la chiave della soluzione e dell’analisi seguente.
Il predittore descritto in (5.5) e` non lineare per la presenza di σˆ(t). Dunque l’imple-
mentazione dello stesso in forma tempo-discreta puo` non essere banale. Una possibile
realizzazione si puo` ottenere scrivendo il predittore come:
˙ˆx(t) = Amxˆ(t) + In×nv(t), xˆ(0) = x0 = 0,
yˆ(t) = cTmxˆ(t),
(5.6)
dove v(t) = bmu(t) + σˆ(t). A questo punto il sistema (Am, In×n, cm) e` un sistema lineare
con ingresso v(t) ∈ Rn e uscita y(t) ∈ R, e lo si puo` discretizzare facilmente: si assuma
tempo di campionamento T . Dalla discretizzazione si otterranno Ad, bd e cd tali che
xˆ((i+ 1)T ) = Adxˆ(iT ) + bdv(iT ), xˆ(0) = x0 = 0,
yˆ(iT ) = cTd xˆ(iT ),
(5.7)
86
CAPITOLO 5. RETROAZIONE USCITA: TEMPO-DISCRETO MODIFICATO 5.2
dove v(iT ) = bmu(iT ) + σˆ(iT ). La (5.7) rappresenta una possibile implementazione del
predittore in (5.5) in forma tempo-discreta.
5.2.2 Legge di adattamento
Sia y˜(t) = yˆ(t)− y(t), la legge di adattamento per σˆ(t) e` data da:
σˆ(t) = σˆ(iT ), t ∈ [iT, (i+ 1)T ),
σˆ(iT ) = −Φ−1(T )µ(iT ), i = 0, 1, 2, . . .
(5.8)
dove Φ(T ) e` definita in (5.33) e
µ(iT ) = eΛAmΛ
−1T11y˜(iT ), i = 0, 1, 2, . . . (5.9)
dove 11 ∈ Rn e` il vettore che ha il primo elemento uguale a 1 e tutti gli altri elementi nulli
e Λ e` definito in (5.28).
5.2.3 Legge di controllo
Il segnale di controllo e` definito come segue:
u(s) = C(s)(r(s) +K(s)(M(s)r(s)− y(s)))− F (s)σˆ(s),
F (s) =
C(s)
cTm(sI− Am)−1bm
cTm(sI− Am)−1,
(5.10)
dove C(s) e` una funzione di trasferimento di grado relativo dr e tale che C(0) = 1. Come si
nota, e` stata aggiunta una funzione di trasferimento propria K(s) che filtra l’errore tra la
risposta ideale e quella reale. Al fine di rendere questa parte del controllore tempo-discreta
e` necessario discretizzare le funzioni di trasferimento C(s), F (s), M(s) e K(s) con tempo
di campionamento T . Inoltre, siano
H(s) =
A(s)M(s)
C(s)A(s) + (1− C(s))M(s) , (5.11)
Hp(s) =
H(s)(1 +K(s)M(s))
1 +H(s)C(s)K(s)
,
Hpp(s) =
H(s)
1 +H(s)C(s)K(s)
,
(5.12)
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H0(s) =
A(s)
C(s)A(s) + (1− C(s))M(s) ,
H1(s)
(A(s)−M(s))C(s)
C(s)A(s) + (1− C(s))M(s) ,
H2(s) =
Hpp(s)C(s)
M(s)
,
H3(s) =
−M(s)C(s)
C(s)A(s) + (1− C(s))M(s) ,
(5.13)
T1(s) =
M(s)C(s)(1 +K(s)M(s))
1 +M(s)C(s)K(s)
,
T2(s) =
(1− C(s))M(s)
1 +M(s)C(s)K(s)
,
T3(s) =
M(s)
1 +M(s)C(s)K(s)
,
T4(s) =
C(s)M(s)(1 +K(s)M(s))
C(s)A(s) + (1− C(s))M(s) + C(s)M(s)K(s)A(s) ,
T5(s) =
C(s)A(s)(1 +K(s)M(s))
C(s)A(s) + (1− C(s))M(s) + C(s)M(s)K(s)A(s) ,
T6(s) =
M(s)
C(s)A(s) + (1− C(s))M(s) + C(s)M(s)K(s)A(s) ,
(5.14)
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N1(s) =
H1(s)(1 +K(s)(M(s)− T1(s)))
1 +H1(s)K(s)T2(s)
,
N2(s) =
H1(s)(K(s)T3(s)− 1/C(s))
1 +H1(s)K(s)T2(s)
,
N3(s) =
H0(s)
1 +H1(s)K(s)T2(s)
,
(5.15)
affinche` il controllore sia stabile, M(s), C(s) e K(s) devono essere tali da rendere le fun-
zioni di trasferimento appena definite stabili (data la loro forma si puo` immediatamente
concludere che sono tutte almeno proprie) e soddisfare:
||G(s)||L1L < 1, G(s) = Hpp(s)(1− C(s)). (5.16)
L’architettura del controllore e` mostrata in figura 5.1 a pagina 89.
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Figura 5.1: Architettura del controllore L1 tempo-discreto con retroazione dell’uscita modificato.
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5.3 Analisi del controllore L1
5.3.1 Sistema di riferimento in ciclo chiuso
Si consideri il seguente sistema in ciclo chiuso:
yref(s) = M(s)(uref(s) + σref(s)),
σref(s) =
(A(s)−M(s))uref(s) + A(s)dref(s)
M(s)
,
uref(s) = C(s)(r(s) +K(s)(M(s)r(s)− yref(s))− σref(s)),
(5.17)
dove dref(t) = f(t, yref(t)).
Lemma 11. Se C(s), M(s) e K(s) sono tali da verificare la condizione (5.16), allora il
sistema di riferimento in (5.17) e` stabile.
Dimostrazione. Sia r′(s) = r(s) +K(s)(M(s)r(s)− yref(s)). Segue da (5.17) che uref(s) =
C(s)r′(s)− C(s)((A(s)−M(s))uref(s) + A(s)dref(s))/M(s), e quindi
uref(s) =
C(s)M(s)r′(s)− C(s)A(s)dref(s)
C(s)A(s) + (1− C(s))M(s) . (5.18)
Si deduce da (5.17) che
yref(s) = A(s)(uref(s) + dref(s)). (5.19)
Sostituendo la (5.18) nella (5.19), segue dalla definizione di H(s) (5.11) che
yref(s) = A(s)
(
C(s)M(s)r′(s)− C(s)A(s)dref(s)
C(s)A(s) + (1− C(s))M(s) + dref(s)
)
= A(s)M(s)
(
C(s)r′(s) + (1− C(s))dref(s)
C(s)A(s) + (1− C(s))M(s)
)
= H(s)(C(s)r′(s) + (1− C(s))dref(s)).
(5.20)
Sostituendo l’espressione di r′(s) nella (5.20) si ha:
yref(s) = Hp(s)C(s)r(s) +Hpp(s)(1− C(s))dref(s), (5.21)
Come discusso nella sezione 3.3.1 H(s) e` strettamente propria e quindi e` immediato con-
cludere che anche Hp(s) e Hpp(s) sono strettamente proprie (e stabili per ipotesi). Dunque
G(s) e` strettamente propria e stabile e dalla (5.21) si ha:
||yref||L∞ ≤ ||Hp(s)C(s)||L1 ||r||L∞ + ||G(s)||L1 (L ||yref||L∞ + L0). (5.22)
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Segue dalla (5.16) e dalla (5.22) che
||yref||L∞ ≤ ρ, (5.23)
dove
ρ =
||Hp(s)C(s)||L1 ||r||L∞ + ||G(s)||L1 L0
1− ||G(s)||L1 L
, (5.24)
e quindi ||yref||L∞ e` limitata, che implica la stabilita` del sistema di riferimento in ciclo
chiuso (5.17).
Si nota dalla (5.21) che il segnale di controllo cancella le incertezze solo nella banda di
C(s). Questo permette di avere un adattamento dei parametri molto veloce parallelamente
a un segnale di controllo con banda limitata (da C(s)).
5.3.2 Preliminari
Sia
∆ = ||N1(s)||L1 ||r||L∞ + ||N3(s)||L1 (Lρ+ L0)
+ γ¯
(
||N2(s)C(s)/M(s)||L1 + L ||N3(s)||L1
||H2(s)||L1
1− ||G(s)||L1 L
)
,
(5.25)
dove γ¯ > 0 e` una costante arbitraria. Ricordando le proprieta` di N1(s), N2(s), N3(s), H2(s)
e G(s), si puo` concludere che le loro norme L1 esistono e quindi ∆ e` limitata. Inoltre, dato
che Am e` di Hurwitz, esiste P = P
T > 0 che soddisfa l’equazione di Lyapunov:
ATmP + PAm = −Q, Q > 0. (5.26)
Date le caratteristiche di P , esiste
√
P tale che P = (
√
P )T
√
P . Dato il vettore cTm(
√
P )−1,
sia D una matrice (n− 1)× n contenente il nullo di cTm(
√
P )−1:
D(cTm(
√
P )−1)T = 0, (5.27)
e sia:
Λ =
[
cTm
D
√
P
]
. (5.28)
Si noti inoltre che resta valido il Lemma 8. Sia φ(T ) ∈ Rn−1 un vettore costituito dagli
elementi da 2 a n di 1T1 e
ΛAmΛ−1T , e sia
κ(T ) =
∫ T
0
|1T1 eΛAmΛ
−1(T−τ)λbm|dτ. (5.29)
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Inoltre, siano
ς(T ) = ||φ(T )||
√
α
λmax(P2)
+ κ(T )∆,
α = λmax(Λ
−TPΛ−1)
(
2∆
∣∣∣∣Λ−TPbm∣∣∣∣
λmin(Λ−TQΛ−1)
)2
.
(5.30)
Si scriva:
[η1(t) η2(t)] = 1
T
1 e
ΛAmΛ−1t,
η3(t) =
∫ t
0
|1T1 eΛAmΛ
−1(t−τ)ΛΦ−1(T )eΛAmΛ
−1T11|dτ,
η4(t) =
∫ t
0
|1T1 eΛAmΛ
−1(t−τ)Λbm|dτ,
(5.31)
dove η1(t), η3(t), η4(t) ∈ R e η2(t) ∈ Rn−1. Si introducano adesso le seguenti funzioni:
β1(T ) = max
t∈[0,T ]
|η1(t)|, β2(T ) = max
t∈[0,T ]
||η2(t)|| ,
β3(T ) = max
t∈[0,T ]
η3(t), β4(T ) = max
t∈[0,T ]
η4(t).
(5.32)
Proseguendo, sia Φ(T ) la seguente matrice n× n:
Φ(T ) =
∫ T
0
eΛAmΛ
−1(T−τ)Λdτ. (5.33)
Infine, sia
γ0(T ) = (β1(T ) + β3(T ))ς(T ) + β2(T )
√
α
λmax(P2)
+ β4(T )∆. (5.34)
Per γ0(T ) vale il Lemma 4.32.
5.3.3 Analisi del transitorio
Si procede all’analisi dell’errore di inseguimento. Sia x˜(t) = xˆ(t) − x(t). La dinamica
dell’errore tra (5.4) e (5.5) e`:
˙˜x(t) = Amx˜(t) + σˆ(t)− bmσ(t),
y˜(t) = cTmx˜(t), x˜(0) = 0.
(5.35)
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Lemma 12. Sia e(t) = y(t)− yref(t). Allora
||et||L∞ ≤
||H2(s)||L1
1− ||G(s)||L1 L
||y˜t||L∞ . (5.36)
Dimostrazione. Sia
σ˜(s) =
C(s)
cTm(sI− Am)−1bm
cTm(sI− Am)−1σˆ(s)− C(s)σ(s). (5.37)
Segue dalla (5.10) (definendo r′′(s) = r(s) +K(s)(M(s)r(s)− y(s))) che
u(s) = C(s)r′′(s)− C(s)σ(s)− σ˜(s), (5.38)
e il sistema in (5.3) si puo` quindi scrivere come:
y(s) = M(s)(C(s)r′′(s) + (1− C(s))σ(s)− σ˜(s)). (5.39)
Utilizzando la (5.38) nella (5.3) si ottiene:
σ(s) =
(A(s)−M(s))(C(s)r′′(s)− C(s)σ(s)− σ˜(s)) + A(s)d(s))
M(s)
, (5.40)
e quindi
σ(s) =
(A(s)−M(s))(C(s)r′′(s)− σ˜(s)) + A(s)d(s)
M(s) + C(s)(A(s)−M(s)) . (5.41)
Utilizzando le definizioni di H0(s) e H1(s) in (5.13), si puo` scrivere
σ(s) = H1(s)r
′′(s)− H1(s)
C(s)
σ˜(s) +H0(s)d(s). (5.42)
Sostituendo la (5.42) nella (5.39) si arriva a
y(s) = M(s)(C(s)+H1(s)(1−C(s)))
(
r′′(s)− σ˜(s)
C(s)
)
+H0(s)M(s)(1−C(s))d(s). (5.43)
Ricordando la definizione di H(s) (5.11), si puo` verificare che
M(s)(C(s) +H1(s)(1− C(s))) = H(s)C(s),
H(s) = H0(s)M(s),
(5.44)
che implica
y(s) = H(s)(C(s)r′′(s)− σ˜(s)) +H(s)(1− C(s))d(s). (5.45)
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Sostituendo l’espressione di r′′(s) nella (5.45) e ricavando y(s) si ottiene:
y(s) = Hp(s)C(s)r(s)−Hpp(s)σ˜(s) +Hpp(s)(1− C(s))d(s). (5.46)
Utilizzando l’espressione di yref(s) dalla (5.21) e chiamando de(s) la trasformata di Laplace
di de(t) = f(t, y(t))− f(t, yref(t)) si ottiene:
e(s) = Hpp(s)((1− C(s))de(s)− σ˜(s)). (5.47)
Il Lemma 1 e l’assunzione (5.2) garantiscono che:
||et||L∞ ≤ L ||Hpp(s)(1− C(s))||L1 ||et||L∞ + ||r1t||L∞ , (5.48)
dove r1(t) e` il segnale la cui trasformata di Laplace e` Hpp(s)σ˜(s). Utilizzando l’espressione
di σ˜(s) in (5.37), quella di y(s) in (5.3) e il fatto che yˆ(s) = M(s)u(s) + cTm(sI−Am)−1σˆ(s)
si ha:
y˜(s) = cTm(sI− Am)−1σˆ(s)−M(s)σ(s)
=
M(s)
C(s)
C(s)
M(s)
cTm(sI− Am)−1σˆ(s)−
M(s)
C(s)
C(s)σ(s)
=
M(s)
C(s)
σ˜(s).
(5.49)
La (5.49) implica che r1(s) possa essere riscritta come:
r1(s) =
C(s)Hpp(s)
M(s)
M(s)
C(s)
σ˜(s) = H2(s)y˜(s), (5.50)
e quindi
||r1t ||L∞ ≤ ||H2(s)||L1 ||y˜t||L∞ . (5.51)
Sostituendo nella (5.48) si completa la dimostrazione.
Si consideri la trasformazione:
ξ˜ = Λx˜. (5.52)
Segue dalla (5.35) che
˙˜ξ(t) = ΛAmΛ
−1ξ˜(t) + Λσˆ(t)− Λbmσ(t), ξ˜(0) = 0, (5.53)
y˜(t) = ξ˜1(t), (5.54)
dove ξ˜1(t) e` il primo elemento di ξ˜(t).
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Teorema 5. Dato il sistema in (5.1) e il controllore L1-adattivo in (5.5), (5.8) e (5.10),
soggetto alla (5.16), se si sceglie T in modo da garantire
γ0(T ) < γ¯, (5.55)
dove γ¯ e` una costante positiva introdotta in (5.25), allora
||y˜||L∞ < γ¯,
||y − yref||L∞ ≤ γ1,
||u− uref||L∞ ≤ γ2,
(5.56)
con
γ1 =
||H2(s)||L1 γ¯
1− ||G(s)||L1 L
,
γ2 = L ||T5(s)||L1 γ1 +
∣∣∣∣∣∣∣∣T6(s)C(s)M(s)
∣∣∣∣∣∣∣∣
L1
γ¯.
(5.57)
Dimostrazione. Per prima cosa, si dimostrera` il primo punto della (5.56) per contraddizio-
ne. Dato che y˜(0) = 0 e che y˜(t) e` continua, per contraddizione si assuma l’esistenza di t′
tale che
||y˜(t)|| < γ¯, ∀0 ≤ t < t′, (5.58)
||y˜(t′)|| = γ¯, (5.59)
che conduce a
||y˜t′||L∞ = γ¯. (5.60)
Dato che y(t) = yref(t) + e(t) la (5.23) puo` essere utilizzata per arrivare a
||yt′||L∞ ≤
∣∣∣∣yreft′ ∣∣∣∣L∞ + ||et′ ||L∞ ≤ ρ+ ||H2(s)||L1 γ¯1− ||G(s)||L1 L. (5.61)
Sostituendo l’espressione di r′′(s) nella (5.39) e ricavando y(s) si ottiene
y(s) =
M(s)
1 +M(s)C(s)K(s)
(C(s)(1 +K(s)M(s))r(s) + (1−C(s))σ(s)− σ˜(s)), (5.62)
che, ricordando le definizioni di T1(s), T2(s) e T3(s) (5.14), puo` essere riscritta come:
y(s) = T1(s)r(s) + T2(s)σ(s)− T3(s)σ˜(s). (5.63)
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Utilizzando l’espressione di r′′(s) e la (5.63) nella (5.42), si ha:
σ(s) = H1(s)(r(s) +K(s)M(s)r(s)−K(s)T1(s)r(s)−K(s)T2(s)σ(s)−K(s)T3(s)σ˜(s))
− H1(s)
C(s)
σ˜(s) +H0(s)d(s),
(5.64)
da cui, ricavando σ(s) e utilizzando le definizioni di N1(s), N2(s) e N3(s) (5.15), si puo`
scrivere:
σ(s) = N1(s)r(s) +N2(s)σ˜(s) +N3(s)d(s). (5.65)
La (5.65), utilizzando la (5.49), conduce infine a
σ(s) = N1(s)r(s) +
N2(s)C(s)
M(s)
y˜(s) +N3(s)d(s). (5.66)
La (5.60) implica che
||σt′||L∞ ≤ ||N1(s)||L1 ||r||L∞ +
∣∣∣∣∣∣∣∣N2(s)C(s)M(s)
∣∣∣∣∣∣∣∣
L1
γ¯+ ||N3(s)||L1 (L ||yt′||L∞ +L0), (5.67)
e quindi, sfruttando la (5.61), si ha:
||σt′ ||L∞ ≤ ∆. (5.68)
Segue dalla (5.53) che
ξ˜(iT + T ) = eΛAmΛ
−1tξ˜(iT ) +
∫ iT+t
iT
eΛAmΛ
−1(iT+t−τ)Λσˆ(iT )dτ
−
∫ iT+t
iT
eΛAmΛ
−1(iT+t−τ)Λbmσ(τ)dτ
= eΛAmΛ
−1tξ˜(iT ) +
∫ t
0
eΛAmΛ
−1(t−τ)Λσˆ(iT )dτ
−
∫ t
0
eΛAmΛ
−1(t−τ)Λbmσ(iT + τ)dτ.
(5.69)
Dato che
ξ˜(iT ) =
[
y˜(iT )
0
]
+
[
0
z˜(iT )
]
, (5.70)
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si puo` scrivere dalla (5.69):
ξ˜(iT + t) = χ(iT + t) + ζ(iT + t), (5.71)
dove
χ(iT + t) = eΛAmΛ
−1t
[
y˜(iT )
0
]
+
∫ t
0
eΛAmΛ
−1(t−τ)Λσˆ(iT )dτ,
ζ(iT + t) = eΛAmΛ
−1t
[
0
z˜(iT )
]
−
∫ t
0
eΛAmΛ
−1(t−τ)Λbmσ(iT + τ)dτ.
(5.72)
Nel seguito, si procedera` a dimostrare che ∀iT ≤ t′, si ha:
|y˜(iT )| ≤ ς(T ),
z˜T (iT )P2z˜(iT ) ≤ α,
(5.73)
dove ς(t) e α sono state definite in (5.30). Dato che ξ˜(0) = 0, e` immediato che |y˜(0)| ≤ ς(T )
e che z˜T (0)P2z˜(0) ≤ α. Per ogni (j + 1)T ≤ t′ verra` dimostrato che se
|y˜(jT )| ≤ ς(T ),
z˜T (jT )P2z˜(jT ) ≤ α,
(5.74)
allora la (5.74) vale anche per (j + 1). Dunque, la (5.73) vale ∀iT ≤ t′. Si assuma dunque
che la (5.74) sussista per j e che (j + 1)T ≤ t′. Segue dalla (5.71) che
ξ˜((j + 1)T ) = χ((j + 1)T ) + ζ((j + 1)T ), (5.75)
dove
χ((j + 1)T ) = eΛAmΛ
−1T
[
y˜(jT )
0
]
+
∫ T
0
eΛAmΛ
−1(T−τ)Λσˆ(jT )dτ,
ζ((j + 1)T ) = eΛAmΛ
−1T
[
0
z˜(jT )
]
−
∫ T
0
eΛAmΛ
−1(T−τ)Λbmσ(jT + τ)dτ.
(5.76)
Sostituendo la legge di adattamento dalla (5.8) nella (5.76) si ha:
χ((j + 1)T ) = 0. (5.77)
Segue dalla (5.72) che ζ(t) ha la seguente dinamica:
ζ˙(t) = ΛAmΛ
−1ζ(t)− Λbmσ(t),
ζ(jT ) =
[
0
z˜(jT )
]
, t ∈ [jT, (j + 1)T ].
(5.78)
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Si consideri la seguente funzione:
V (t) = ζT (t)Λ−TPΛ−1ζ(t), (5.79)
con t ∈ [jT, (j + 1)T ]. Dato che Λ e` non singolare e P e` definita positiva, Λ−TPΛ−1 e`
definita positiva, e quindi V (t) e` definita positiva. Segue dal Lemma 8 e dalla (5.78) che
V (ζ(jT )) = z˜T (jT )P2z˜(jT ), (5.80)
che insieme alla (5.73) conduce a
V (ζ(jT )) ≤ α. (5.81)
Segue dalla (5.78) che per t ∈ [jT, (j + 1)T ]:
V˙ (t) = ζT (t)Λ−TPΛ−1ΛAmΛ−1ζ(t) + ζT (t)Λ−TATmΛ
TΛ−TP TΛ−1ζ(t)
− 2ζT (t)Λ−TPΛ−1Λbmσ(t)
= −ζT (t)Λ−TQΛ−1ζ(t)− 2ζT (t)Λ−TPbmσ(t).
(5.82)
Utilizzando la (5.68), per t ∈ [jT, (j + 1)T ] si puo` scrivere:
V˙ (t) ≤ −λmin(Λ−TQΛ−1) ||ζ(t)||2 + 2 ||ζ(t)||
∣∣∣∣Λ−TPbm∣∣∣∣∆. (5.83)
Si noti che per t ∈ [jT, (j + 1)T ], se
V (t) ≥ α, (5.84)
si ha:
||ζ(t)|| ≥
√
α
λmax(Λ−TPΛ−1)
=
2∆
∣∣∣∣Λ−TPbm∣∣∣∣
λmax(Λ−TPΛ−1)
, (5.85)
e quindi dalla (5.83) si ottiene:
V˙ (t) ≤ 0. (5.86)
Segue dalla (5.81), dalla (5.84) e dalla (5.86) che
V (t) ≤ α, ∀t ∈ [jT, (j + 1)T ], (5.87)
e quindi
V ((j + 1)T ) = ζT ((j + 1)T )(Λ−TPΛ−1)ζ((j + 1)T ) ≤ α. (5.88)
Poiche`
ξ˜((j + 1)T ) = χ((j + 1)T ) + ζ((j + 1)T ), (5.89)
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la (5.77) e la (5.88) conducono alla seguente:
ξ˜T ((j + 1)T )(Λ−TPΛ−1)ξ˜((j + 1)T ) ≤ α. (5.90)
Utilizzando il risultato del Lemma 8, si puo` scrivere:
z˜T ((j + 1)T )P2z˜((j + 1)T ) ≤ ξ˜T ((j + 1)T )(Λ−TPΛ−1)ξ˜((j + 1)T ) ≤ α. (5.91)
che implica che la seconda relazione in (5.74) sussiste per j + 1. Tenendo conto che y˜(t) =
ξ˜1(t), dalla (5.77) e dalla (5.89) segue che
y˜((j + 1)T ) = 1T1 ζ((j + 1)T ), (5.92)
e sfruttando la definizione di ζ((j + 1)T ) in (5.76) si puo` scrivere:
y˜((j + 1)T ) = 1T1 e
ΛAmΛ−1T
[
0
z˜(jT )
]
− 1T1
∫ T
0
eΛAmΛ
−1(T−τ)Λbmσ(jT + τ)dτ. (5.93)
Le relazioni in (5.68) e in (5.74) permettono di giungere a
|y˜((j + 1)T )| ≤ ||φ(T )|| ||z˜(jT )||+
∫ T
0
|1T1 eΛAmΛ
−1(T−τ)Λbm||σ(jT + τ)|dτ
≤ ||φ(T )||
√
α
λmax(P2)
κ(T )∆ = ς(T ),
(5.94)
dove φ(T ) e κ(T ) sono definiti in (5.29) e ς(T ) e` definita in (5.30). Questo dimostra la
prima relazione in (5.74) per j + 1. Quindi, la (5.74) vale per ogni iT ≤ t′. Per ogni
iT + t ≤ t′, con 0 ≤ t ≤ T , utilizzando la (5.69) e` possibile scrivere:
y˜(it+ t) = 1T1 e
ΛAmΛ−1tξ˜(iT ) + 1T1
∫ t
0
eΛAmΛ
−1(t−τ)Λσˆ(iT )dτ
− 1T1
∫ t
0
eΛAmΛ
−1(t−τ)Λbmσ(iT + τ)dτ.
(5.95)
La (5.68) e le definizioni di η1(t), η2(t), η3(t) e η4(t) conducono a:
|y˜(it+ t)| ≤ |η1(t)||y˜(iT )|+ ||η2(t)|| ||z˜(iT )||+ η3(t)|y˜(iT )|+ η4(t)∆. (5.96)
Tenendo in considerazione la (5.74) e ricordando le definizioni di β1(T ), β2(T ), β3(T ) e
β4(T ) in (5.32), per ogni 0 ≤ t ≤ T e per ogni intero non negativo i soggetto a iT + t ≤ t′,
si ha:
|y˜(it+ t)| ≤ β1(T )ς(T ) + β2(T )
√
α
λmax(P2)
+ β3(T )ς(T ) + β4(T )∆. (5.97)
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Si noti che il secondo membro coincide con γ0(T ) definito in (5.34). Dunque per t ∈ [0, t′],
si puo` scrivere:
|y˜(t)| ≤ γ0(T ), (5.98)
che, sfruttando l’assunzione su T fatta nella (5.55), permette di concludere che
||y˜t′||L∞ < γ¯. (5.99)
Questo contraddice la (5.60), quindi
||y˜||L∞ < γ¯, (5.100)
che dimostra il primo punto della (5.56). Proseguendo, segue dal Lemma 5.36 che
||et||L∞ ≤
||H2(s)||L1
1− ||G(s)||L1 L
γ¯, (5.101)
che dimostra il secondo punto della (5.56). Sostituendo r′(s) = r(s) + K(s)(M(s)r(s) −
yref(s)) e la (5.19) nella (5.18) si ha:
uref(s) = (C(s)M(s)(1 +K(s)M(s))r(s)− C(s)M(s)K(s)A(s)uref(s)
− C(s)A(s)(1 +K(s)M(s))dref(s))/(C(s)A(s) + (1− C(s))M(s)),
(5.102)
da cui, ricavando uref(s) e ricordando le definizioni di T4(s) e T5(s) (5.14), si ottiene
uref(s) = T4(s)r(s)− T5(s)dref(s). (5.103)
Sostituendo l’espressione di σ(s) dalla (5.3) nella (5.38) e ricavando u(s) si puo` scrivere
u(s) =
M(s)C(s)r′′(s) + C(s)A(s)d(s)−M(s)σ˜(s)
C(s)A(s) + (1− C(s))M(s) , (5.104)
che, sfruttando l’espressione di r′′(s) e la (5.1), porta a
u(s) = (C(s)M(s)(1 +K(s)M(s))r(s)− C(s)M(s)K(s)A(s)u(s)−M(s)σ˜(s)
− C(s)A(s)(1 +K(s)M(s))dref(s))/(C(s)A(s) + (1− C(s))M(s)),
(5.105)
da cui, ricavando u(s) e ricordando le definizioni di T4(s), T5(s) e T6(s) (5.14), si ottiene
uref(s) = T4(s)r(s)− T6(s)σ˜(s)− T5(s)dref(s). (5.106)
Utilizzando la (5.106), la (5.103) e la (5.49) si puo` scrivere:
u(s)− uref(s) = −T5(s)de(s)− T6(s)σ˜(s) = −T5(s)de(s)− T6(s) C(s)
M(s)
y˜(s). (5.107)
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La (5.107) porta infine a
||u− uref||L∞ ≤ L ||T5(s)||L1 ||y − yref||L∞ +
∣∣∣∣∣∣∣∣T6(s)C(s)M(s)
∣∣∣∣∣∣∣∣
L1
||y˜||L∞ , (5.108)
che, con i primi due punti della (5.56), dimostra il terzo punto della stessa e conclude la
dimostrazione.
E` stato dimostrato che l’errore di inseguimento tra y(t) e yref(t), come quello tra u(t) e
uref(t), e` uniformemente limitato da una costante proporzionale a T . E` dunque possibile,
diminuendo T , migliorare le prestazioni del controllore.
Osservazione 5. Si noti che il parametro T e` il tempo di campionamento del controllore,
diminuire T significa richiedere una CPU con prestazioni piu` elevate.
5.3.4 Margini di stabilita`
Margine di guadagno
Valgono le considerazioni fatte nella sezione 4.3.4.
5.3.5 Risposta ideale
Considerando il caso limite in cui C(s) = 1, si ottiene da (5.17) la risposta ideale del
sistema controllato:
yid(s) = M(s)r(s). (5.109)
5.3.6 Inserimento di un guadagno nel loop di controllo
Come ulteriore modifica, si puo` inserire un guadagno ku all’uscita del controllore, per i
calcoli sulla stabilita` del sistema si veda la sezione 4.3.4.
5.4 Esempio applicativo: controllo di un pendolo ri-
gido
5.4.1 Dinamica del pendolo
Il pendolo preso e` in esame e` lo stesso descritto nella sezione 2.4.1. Il sistema puo` essere
scritto nella forma (5.1):
α(s) = A(s)(τ(s) + d(s)),
A(s) =
1/c
s(sml2/c+ 1)
, d(t) = mgl sin(α(t)).
(5.110)
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5.4.2 Progettazione del controllore
Si consideri di dover progettare il controllore per una gamma di sistemi, dei quali si
conoscono soltanto gli intervalli ai quali appartengono i parametri:
m ∈ [20, 30],
l ∈ [1, 1.5],
c ∈ [0.1, 1],
g ∈ [5, 13],
(5.111)
Il primo controllore e` stato progettato con la tecnica classica descritta nel capitolo 4.
La progettazione del controllore consiste dunque nella scelta di M(s) e C(s) tali che la
condizione (4.12) sia verificata per tutte le A(s) e per tutti i d(t) ottenibili con i parametri
appartenenti agli intervalli mostrati in (5.111). Come prima cosa e` necessario determinare
i coefficienti L e L0. Per l’assunzione (5.2) (con α(t) ∈ [−pi, pi]) si ottiene semplicemente
L = mgl e L0 = 0. Siano infine:
M(s) =
1
s2 + 2s+ 1
, C(s) =
1
(0.001s+ 1)2
, (5.112)
e quindi
Am =
[
0 1
−1 −2
]
, bm =
[
0
1
]
, cm =
[
1 0
]
. (5.113)
Svolgendo i calcoli si nota che H(s) e` sempre stabile e la condizione (4.12) e` sempre
verificata per l’intervallo di parametri desiderato, infatti nel caso peggiore si ha:
||G(s)||L1 L = 0.621. (5.114)
Per soddisfare la (5.55) si dovrebbe scegliere un valore di T nell’ordine di 10−7 s, valore
effettivamente poco realistico per sistemi di elaborazione standard. Saranno realizzati due
sistemi di controllo, uno con T = 0.0001 s (al fine di dimostrare che per valori di T molto
piccoli, e anche molto improbabili computazionalmente, le prestazioni del controllore sono
ottime) e uno con T = 0.003 s. Tali controllori saranno studiati in simulazione per capire
se al di fuori della condizione (5.55) si mantiene la stabilita`. Si noti che il filtro C(s),
discretizzato con T = 0.003 s, perde completamente la sua forma, ma e` necessario che la
sua banda passante sia cos`ı alta per verificare la condizione (4.12).
5.4.3 Prestazioni e margini
Prestazioni
Per avere idea di quello che sara` l’andamento ideale dell’uscita del sistema controllato in
risposta ad un gradino unitario, si puo` tracciare il grafico di yid(t), ottenibile ricavando
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yid(s) dalla (5.109) con r(s) =
1
s
e antitrasformando nel dominio del tempo. La suddetta
risposta e` mostrata in figura 5.2 a pagina 103.
0 1 2 3 4 5 6 7 8 9 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Risposta ideale del pendolo rigido controllato
y id
t [s]
Figura 5.2: Risposta ideale del pendolo rigido controllato ad un gradino unitario - controllore
tempo-discreto.
Margine di guadagno
Inserendo un guadagno kg nel loop di controllo e tenendo presenti le considerazioni fatte
nella sezione 4.3.4, si puo` scegliere un margine di guadagno Gm = [0.7, 100], all’interno del
quale H(s) si mantiene stabile e la condizione (5.16) e` sempre verificata. Nel caso peggiore
si ottiene infatti:
||G(s)||L1 L = 0.887. (5.115)
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5.4.4 Simulazioni del sistema
Risposta del sistema in condizioni nominali con il controllore classico - T =
0.0001 secondi
Le figure 5.3 e 5.4 alle pagine 104 e 105 mostrano la risposta del sistema in condizioni
nominali (il controllore e` stato realizzato con T = 0.0001 s), cioe` senza guadagno nell’anello
di controllo. Il controllo e` eseguito facendo partire il pendolo dalla posizione α = pi
e cercando di portarlo alla posizione α = pi/2. Sono riportate due risposte per valori
diversi dei parametri: come si nota il sistema mantiene la sua stabilita` e le prestazioni, sia
durante il transitorio sia a regime, si mantengono buone con T = 0.0001 s. Un controllore
con un tale tempo di campionamento pero`, come detto in precedenza, e` molto difficile da
realizzare per motivi di CPU. In seguito sono mostrati i risultati ottenuti con un tempo di
campionamento T = 0.003 s, piu` facile da ottenere.
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3.5
Risposta del pendolo rigido controllato - controllore classico - I - T = 0.0001 s
α
 
[ra
d]
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Risposta ideale
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-500
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-100
0
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Ingresso del pendolo rigido controllato - controllore classico - I - T = 0.0001 s
τ 
[N
m
]
t [s]
Figura 5.3: Risposta del pendolo rigido controllato. Controllore L1 tempo-discreto classico.
m = 30, l = 1.5, g = 9.8086, c = 1. T = 0.0001 s.
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Figura 5.4: Risposta del pendolo rigido controllato. Controllore L1 tempo-discreto classico.
m = 20, l = 1, g = 12, c = 0.3. T = 0.0001 s.
Risposta del sistema in condizioni nominali con il controllore classico - T = 0.003
secondi
Le figure 5.5 e 5.6 alle pagine 106 e 107 mostrano la risposta del sistema in condizioni
nominali (il controllore e` stato realizzato con T = 0.003 s), cioe` senza guadagno nell’anello
di controllo. Il controllo e` eseguito facendo partire il pendolo dalla posizione α = pi e
cercando di portarlo alla posizione α = pi/2. Sono riportate due risposte per valori diversi
dei parametri: come si nota con T = 0.003 s il sistema mantiene la sua stabilita` ma e`
molto lontano dalle prestazioni desiderate, sia durante il transitorio sia a regime. Nella
sezione seguente si vedranno i risultati che si ottengono lasciando invariato il valore di T e
apportando le modifiche descritte in questo capitolo.
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Figura 5.5: Risposta del pendolo rigido controllato. Controllore L1 tempo-discreto classico.
m = 30, l = 1.5, g = 9.8086, c = 1. T = 0.003 s.
Risposta del sistema in condizioni nominali con il controllore modificato - T =
0.003 secondi
Si provi dunque a modificare il controllore L1 come suggerito nel presente capitolo ponendo
K(s) =
0.2
s
, ku = 20. (5.116)
La stabilita` di tutte le funzioni di trasferimento definite si mantiene nella gamma di pa-
rametri desiderata, e per il margine di guadagno si scelga G′m = [0.2, 5] (il cambiamento
dell’intervallo e` influenzato sia dall’inserimento di K(s) sia da quello di ku). Infine, si
puo` porre C(s) = 1
(0.01s+1)2
(l’inserimento di ku permette di diminuire la banda passante
del filtro). Le figure 5.7 e 5.8 alle pagine 108 e 109 mostrano la risposta del sistema in
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Figura 5.6: Risposta del pendolo rigido controllato. Controllore L1 tempo-discreto classico.
m = 20, l = 1, g = 12, c = 0.3. T = 0.003 s.
condizioni nominali, cioe` senza guadagno nell’anello di controllo. Il controllo e` ancora ese-
guito facendo partire il pendolo dalla posizione α = pi e cercando di portarlo alla posizione
α = pi/2. Sono riportate due risposte per valori diversi dei parametri: come si nota il
sistema mantiene la sua stabilita` ed e` molto vicino alle prestazioni desiderate.
Risposta del sistema in caso di guadagno nell’anello di controllo con il control-
lore modificato - T = 0.003 secondi
Come calcolato in precedenza, il sistema rimane stabile nel caso di un guadagno nell’anello
di controllo che appartiene all’intervallo Gm = [0.2, 5]. La figura 5.9 a pagina 110 mostra
la risposta del sistema in presenza di un guadagno nell’anello kg = 0.2. La figura 5.10 a
pagina 111 mostra la risposta del sistema, con parametri variati rispetto al precedente, in
presenza di un guadagno nell’anello kg = 5.
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Figura 5.7: Risposta del pendolo rigido controllato. Controllore L1 tempo-discreto modificato.
m = 30, l = 1.5, g = 9.8086, c = 1. T = 0.003 s.
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Figura 5.8: Risposta del pendolo rigido controllato. Controllore L1 tempo-discreto modificato.
m = 20, l = 1, g = 12, c = 0.3. T = 0.003 s.
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Figura 5.9: Risposta del pendolo rigido controllato. Controllore L1 tempo-discreto modificato.
m = 30, l = 1.5, g = 9.8086, c = 0.8. Guadagno kg = 0.2. T = 0.003 s.
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Figura 5.10: Risposta del pendolo rigido controllato. Controllore L1 tempo-discreto modificato.
m = 20, l = 1, g = 9.8086, c = 0.4. Guadagno g = 5. T = 0.003 s.
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Parte II
Progettazione, implementazione e
test di un controllore L1-adattivo per
un velivolo di tipo Quadrotor
113

Introduzione
In questa parte ci si propone di presentare la sintesi e il test di un controllore L1-adattivo
completamente tempo-discreto, comprensivo delle modifiche apportate nel capitolo 5, per
un velivolo di tipo Quadrotor. Un Quadrotor e` costituito da un telaio a croce avente a
ogni estremo un motore al cui albero e` fissata un’elica, al centro del telaio generalmente
viene collocata l’elettronica di bordo. Il velivolo in esame e` una versione modificata di un
prodotto commerciale (Draganflyer V, [5] e [10]) e include una IMU (Inertial Measurement
Unit) a 6 gradi di liberta` e l’autopilota ICARO ([8] e [9]).
La struttura di questa parte del documento si presenta nel modo seguente:
• il capitolo 6 pone l’attenzione sulla dinamica del velivolo, allo scopo di creare un
simulatore in grado di riprodurre nel modo piu` attinente possibile il comportamento
del vero velivolo, che possa permettere una accurata fase di test in simulazione prima
della prova sul velivolo,
• il capitolo 7 descrive la sintesi del sistema di controllo, composto da 4+2 canali:
angolo di roll`ıo, angolo di beccheggio, angolo di imbardata e quota; gli altri 2 canali
permettono di controllare la velocita` del Quadrotor sul piano utilizzando i controllori
di roll`ıo e beccheggio,
• il capitolo 8 descrive i test del sistema di controllo sul simulatore, effettuati al fine di
comprendere le potenziali prestazioni sul sistema reale,
• il capitolo 9 descrive i test del sistema di controllo sul velivolo reale.
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Capitolo 6
Modello del velivolo Quadrotor
Il capitolo descrive la dinamica del velivolo, compresa la dinamica dei motori.
6.1 Funzionamento del velivolo
Lo schema in figura 6.1 a pagina 118 mostra la struttura del velivolo. Si possono notare
la numerazione dei motori, le velocita` di rotazione delle eliche (ωi), le forze verticali svi-
luppate dai motori (Fi) e i momenti di reazione generati dalla rotazione delle eliche (τri).
Inoltre si osservi la posizione del centro di massa (CoM). Infine Fi e Fb rappresentano un
frame inerziale e un frame rigidamente fissato al Quadrotor. Come si nota, le coppie di
rotori 1, 2 e 3, 4 ruotano in senso opposto, questo significa che gli effetti giroscopici e le
coppie di reazione aerodinamiche tendono ad annullarsi in condizioni di volo stazionario.
Il funzionamento del velivolo e` il seguente:
• la spinta lungo l’asse verticale si ottiene come somma della spinta di ogni elica,
• una coppia di roll`ıo positiva si ottiene aumentando la spinta del motore 2 e dimi-
nuendo quella del motore 1,
• una coppia di beccheggio positiva si ottiene aumentando la spinta del motore 4 e
diminuendo quella del motore 3,
• infine, una coppia positiva di imbardata si ottiene aumentando la spinta dei motori
3 e 4 e diminuendo quella dei motori 1 e 2.
6.2 Dinamica dei motori
Per quanto riguarda la dinamica dei motori (in continua), si considera il modello descritto
in sezione 3.4.1, con la considerazione aggiuntiva che la forza sviluppata dal motore i-esimo
e` Fi = Ktω
2
i . Inoltre, il momento aerodinamico di reazione e` τri = ±kFi.
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Figura 6.1: Schema del velivolo.
6.3 Dinamica del Quadrotor
Siano ξ , [x, y, z]T e ϕ , [φ, θ, ψ]T i vettori della posizione e degli angoli di assetto del
frame Fb rispetto al frame Fi, espressi in coordinate Fi. Il sistema ha 6 gradi di liberta`:
3 velocita` di traslazione V = [bvx,
b vy,
b vz]
T e 3 velocita` di rotazione Ω = [bΩx,
b Ωy,
b Ωz]
T .
La relazione tra (V,Ω) e (ξ˙, ϕ˙) e`:
ξ˙ = RtV, Ω = Rrϕ˙, (6.1)
dove Rt ∈ SO3 e Rr ∈ SO3, sono matrici che trasformano rispettivamente la velocita`
lineare e la velocita` angolare dal frame Fb al frame Fi e viceversa:
Rt = Rz,ψRy,θRx,φ, (6.2)
e
Rr =
 1 0 − sin θ0 cosφ sinφ cos θ
0 − sinφ cosφ cos θ
 . (6.3)
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Utilizzando le leggi di Newton-Eulero, la dinamica traslazionale del Quadrotor puo` essere
espressa come segue (nel frame Fb):
F + Fa + FG = mV˙ + Ω× (mV), (6.4)
τ + τ a + τ g = JΩ˙ + Ω× (JΩ), (6.5)
dove m e J ∈ R3×3 sono rispettivamente la massa e la matrice di inerzia del velivolo. F e
τ sono rispettivamente la forza e il momento generati dai motori (in assi corpo):
F =
 00
−∑4i=1 Fi
 ,
τ =
 l(−F1 + F2)l(−F3 + F4)
k(−F1 − F2 + F3 + F4)
 ,
(6.6)
dove Fi e` la forza verticale sviluppata dal motore i-esimo, l e` la lunghezza del braccio di
ogni forza e k e` la costante che lega la forza verticale sviluppata da un motore al momento
di reazione dato da esso sull’asse z (τri = ±kFi). Fa, FG, τ a e τ g sono rispettivamente
(espressi in Fb) la forza resistente aerodinamica, la forza di gravita`, il momento resistente
aerodinamico e gli effetti giroscopici provocati dalla velocita` di rotazione delle eliche:
Fa = −KdtV = −KdtRTt ξ˙, FG = mRTt G,
τ a = −KafΩ = −KafRrϕ˙,
τ g = Ω× Jr
 00
−ω1
+ Ω× Jr
 00
−ω2
+ Ω× Jr
 00
ω3
+ Ω× Jr
 00
ω4
 ,
(6.7)
dove G =
 00
g
 (g = 9.81m/s2), Kdt e Kaf sono le matrici diagonali di resistenza
aerodinamica lineare e rotazionale, Jr e` il momento di inerzia di un motore e ωi e` la
velocita` angolare dell’elica del motore i-esimo. La derivata della (6.1) rispetto al tempo
conduce a
ξ¨ = RtV˙ + R˙tV, (6.8)
Ω˙ = Rrϕ¨+
(
∂Rr
∂φ
φ˙+
∂Rr
∂θ
θ˙
)
ϕ˙. (6.9)
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Dalla (6.8):
V˙ = RTt (ξ¨ − R˙tV), (6.10)
dove R˙t = RtS(Ω), S(Ω) e` la matrice tale che S(Ω)V = Ω × V per ogni V ∈ R3.
Utilizzando la (6.10) e le espressioni di Fa e FG (6.7) nella (6.4) si ottiene:
ξ¨ =
1
m
Rt(F + Fa) + G. (6.11)
Analogamente, utilizzando la (6.9) nella (6.5) si ottiene:
ϕ¨ = R−1r J
−1(τ+τ a+τ g)−R−1r
(
∂Rr
∂φ
φ˙+
∂Rr
∂θ
θ˙
)
ϕ˙−R−1r J−1((Rrϕ˙)×(JRrϕ˙)). (6.12)
Come si nota dalle equazioni, il Quadrotor e` un sistema sottoattuato in quanto ha 4 ingressi
(F1, F2, F3 e F4) e 6 uscite (ξ e ϕ).
6.4 Valori dei parametri
Per quanto riguarda i valori dei parametri utilizzati per realizzare il simulatore, quando
e` stato possibile sono stati determinati tramite misure effettuate in laboratorio (tabella
(6.1)). Per i restanti parametri, non avendo a disposizione mezzi per la misurazione diretta
degli stessi, sono stati presi quelli identificati in [5] per un velivolo Draganflyer. La tabella
(6.2) e la tabella (6.3) mostrano rispettivamente i valori dei parametri identificati per
quanto riguarda i motori e il velivolo.
m 0.670 kg
l 0.232 m
Tabella 6.1: Valori dei parametri misurati in laboratorio.
a0 189.63
a1 6.0612
a2 0.0122
b 280.19
Jr 2.8385× 10−5 Nm/rad/s2
Kt 2.9842× 10−5 N/(rad/s)
k 0.0108 m
Tabella 6.2: Valori dei parametri dei motori identificati in [5].
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Kdt diag(0.032, 0.032, 0.048) N/(m/s)
Kaf diag(5.567, 5.567, 6.354)× 10−4 N/(rad/s)
J diag(3.8278, 3.8278, 7.1345)× 10−3 Nm/(rad/s2)
Tabella 6.3: Valori dei parametri del velivolo identificati in [5].
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Capitolo 7
Progettazione del controllore L1 di
assetto, velocita` lineare e quota per
un velivolo di tipo Quadrotor
7.1 Overview del controllo
La struttura di controllo e` stata realizzata con 4 + 2 canali di controllo separati. Infatti,
sebbene il sistema, come visto in precedenza, sia MIMO, in caso di volo stazionario e`
possibile disaccoppiare facilmente la dinamica di quota, roll`ıo, beccheggio e imbardata (in
seguito inoltre sono stati realizzati altri 2 canali che permettono di controllare la velocita`
del velivolo sul piano utilizzando i controllori di roll`ıo e beccheggio). Si e` considerato come
ingresso del sistema il vettore
u¯ =

F
τφ
τθ
τψ
 , (7.1)
dove
F = −
4∑
i=1
Fi, τφ = l(−F1+F2), τθ = l(−F3+F4), τψ = k(−F1−F2+F3+F4). (7.2)
Dunque, se
u =

F1
F2
F3
F4
 , (7.3)
123
7.2 CAPITOLO 7. CONTROLLO QUADROTOR
e
Mc =

−1 −1 −1 −1
−l l 0 0
0 0 −l l
−k −k k k
 , (7.4)
e` evidente che u¯ = Mcu (Mc e` detta matrice di allocazione dei controlli). Dato che
det(Mc) = 8kl
2 6= 0 si puo` concludere che
u = M−1c u¯. (7.5)
E` stato possibile dunque progettare 4 distinti canali di controllo ognuno dei quali fornisce
in uscita rispettivamente F , τφ, τθ e τψ. A questo punto utilizzando la (7.5) si ricava la
forza che ogni motore deve sviluppare. In seguito, analizzando la caratteristica (δi, Fi) dei
motori, e` possibile calcolare ki tale che Fi = kiδi nell’intorno del valore δi = 0.72 (quello
necessario a mantenere il velivolo in volo stazionario). Infine, per calcolare il valore di δi
corrispondente al valore di Fi trovato per ogni motore, e` sufficiente dividere Fi per ki (che
per i motori in questione vale 2.45).
7.2 Incertezze nella matrice di allocazione dei control-
li e nella caratteristica dei motori
Al fine di considerare nella progettazione del controllore possibili errori nella riallocazione
dei controlli (7.5) si e` supposto di effettuare la riallocazione con una matrice perturbata:
Mcp =

−1 −1 −1 −1
−δll δll 0 0
0 0 −δll δll
−δkk −δkk δkk δkk
 . (7.6)
Inoltre, e` stata considerata anche la possibilita` che il motore non sviluppasse la forza
attesa: si e` dunque supposto che al comando di una forza Fi, esso rispondesse con una
forza F¯i = δfFi. Quindi, se il vettore di ingresso comandato dal sistema di controllo e` u¯,
il vero vettore dato in ingresso al sistema e`:
u¯r = δfMcpM
−1
c u¯ =

δfF
δfδlτφ
δfδlτθ
δfδkτψ
 . (7.7)
Per quanto riguarda i valori delle incertezze, sono stati supposti noti gli intervalli di
appartenenza:
δl ∈ [0.980, 1.02], δk ∈ [0.333, 3.00], δf ∈ [0.909, 1.10]. (7.8)
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Per avere una certa sicurezza, il controllore e` stato progettato per mantere la stabilita` del
sistema per un range di valori della matrice di inerzia. Sia
J =
 Jx 0 00 Jy 0
0 0 Jz
 , (7.9)
il sistema controllato e` stato reso stabile per
Jx ∈ [3.50, 4.20]× 10−3, Jy ∈ [3.50, 4.20]× 10−3, Jz ∈ [6.50, 7.80]× 10−3. (7.10)
7.3 Controllore L1 per l’angolo di roll`ıo
Al fine della progettazione del controllore, e` stato necessario rendere l’espressione della
dinamica rotazionale del Quadrotor (6.12) piu` essenziale, per semplificare i calcoli. Si e`
deciso dunque di trascurare la dinamica dei motori, gli effetti aerodinamici e gli effetti
giroscopici. Inoltre, dato che il controllo e` pensato per il volo stazionario, e` possibile
utilizzare l’approssimazione per piccoli angoli (sinα = α, cosα = 1) intorno al punto
φ = θ = 0. Infine, svolgendo i calcoli, si nota che nella dinamica alcuni termini compaiono
moltiplicati per 1
Ji
(i = x, y, z), mentre altri per
Jj
Ji
(j = x, y, z). E` evidente, dato l’ordine
di grandezza di Jx, Jy e Jz, che
1
Ji
>>
Jj
Ji
. Si e` deciso dunque di trascurare anche i termini
moltiplicati per
Jj
Ji
. Svolgendo i calcoli, si ottiene la seguente espressione per la dinamica
dell’angolo di roll`ıo:
φ¨ =
δfδl
Jx
τφ +
δfδk
Jz
θτψ +
Jxδfδlθτθ
JxJy
φ. (7.11)
7.3.1 Anello interno di velocita` angolare
In generale il controllo di assetto per rendere il velivolo manovrabile richiede tempi di
risposta molto elevati, non facili da ottenere con un solo anello di controllo L1. Per rendere
maggiormente veloce il sistema si e` deciso quindi di realizzare un anello interno di controllo
della velocita` angolare (in questo caso φ˙). Dalla (7.11) (considerando solo il primo termine,
gli altri due sono stati considerati in seguito nella progettazione dell’anello esterno L1) si
nota che:
φ˙(s) =
δfδl
Jx
1
s
τφ(s). (7.12)
L’anello interno consiste in un semplice controllore lineare, progettato per la funzione di
trasferimento
Gφ(s) =
δfminδlmin
Jxmax
1
s
=
212
s
, (7.13)
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in modo da avere un margine di guadagno tale da rimanere stabile fino a
G¯φ(s) =
δfmaxδlmax
Jxmin
1
s
=
322
s
, (7.14)
con un margine di guadagno quindi di 322/212 = 1.52, ovvero 3.64 dB. Si e` scelto come
controllore Rφ(s) = 0.06
0.074s+1
0.027s+1
ottenendo margine di guadagno infinito, margine di fase
118◦ e tempo di salita 0.295 s.
7.3.2 Anello esterno L1
La struttura del sistema di controllo completo dei due anelli di controllo e` mostrata in
figura 7.1 a pagina 126, dove
G (s)R (s)
L1_controller 1
s
φref φref τφ φ φ
φ
d φτ
φ
Figura 7.1: Schema dei due anelli di controllo dell’angolo di roll`ıo.
Gφ(s) =
δfδl
Jx
1
s
. (7.15)
Per calcolare l’espressione di dτφ(t) e` sufficiente raccogliere
δf δl
Jx
dalla (7.11) e sottrarre τφ(t).
Si ottiene:
dτφ(t) =
Jxδkθ(t)τψ(t)
Jzδl
+
Jxδfδlθ(t)τθ(t)
Jyδfδl
φ(t). (7.16)
Come visto in precedenza, per progettare il controllore L1 e` necessario riportare il disturbo
sull’output del sistema di controllo. Il sistema in anello chiuso prende dunque la forma
mostrata in figura 7.2 a pagina 127, dove
Lφ(s) =
Rφ(s)Gφ(s)
1 +Rφ(s)Gφ(s)
1
s
, (7.17)
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L (s)L1_controller
φref φref φ
φ
dφ
Figura 7.2: Schema del sistema di controllo dell’angolo di roll`ıo. Disturbo riportato sull’output
del controllore.
e
dφ(s) = R
−1
φ (s)dτφ(s). (7.18)
A questo punto il sistema e` nella forma (5.1), dove il ruolo di A(s), u(s) e d(s) e` giocato
rispettivamente da Lφ(s), τφ(s) e dφ(s). E` possibile quindi trovare L e L0 che verifichi-
no l’assunzione (5.2). Prima pero` e` necessario modificare leggermente tale assunzione,
ponendo fe(t) = f(t, y1)− f(t, y2) e ye(t) = y1(t)− y2(t), l’assunzione diventa:
||fet ||L∞ ≤ L ||yet||L∞ , ||dt||L∞ ≤ L ||yt||L∞ + L0. (7.19)
Dunque, considerando il Lemma (1), si ha:
||dφt||L∞ ≤
∣∣∣∣R−1φ (s)∣∣∣∣L1 ∣∣∣∣dτφt ∣∣∣∣L∞ . (7.20)
Infine, e` necessario conoscere i valori massimi che possono assumere |θ(t)|, |τψ(t)| e |τθ(t)|,
dato che compaiono nell’espressione di dτφ(t). In condizioni di volo stazionario, la massima
coppia di roll`ıo si ottiene portando al massimo il motore 2 e diminuendo della stessa
quantita` il motore 1, la stessa considerazione vale per la coppia di beccheggio con i motori
4 e 3. Considerando che quando il velivolo e` in volo stazionario δi = 0.72 (per tutti i
motori) e che il controllore e` progettato in modo che utilizzi al massimo la meta` della
coppia disponibile sugli assi di roll`ıo e beccheggio (per non portare troppo al limite la
dinamica), si ottiene |τφ(t)|max = |τθ(t)|max = (1 − 0.72) · 2 · l/2 = 0.159Nm. Per quanto
riguarda la massima coppia di imbardata, essa si ottiene aumentando al massimo i motori
3 e 4 e diminuendo della stessa quantita` i motori 1 e 2. Si ottiene quindi |τψ(t)|max =
(1−0.72)·4·k = 0.0296, Nm (in questo caso non e` stata dimezzata perche´ la coppia massima
disponibile e` molto bassa e quindi il controllore deve utilizzarla tutta). Infine, dato che il
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controllore e` progettato per il volo stazionario, i comandi di roll`ıo e beccheggio non superano
mai i 10◦, si puo` quindi assumere che i corrispondendi angoli non superino mai i 15◦
(considerando un overshoot molto cautelativo). Quindi |φ(t)|max = |θ(t)|max = 0.262. Alla
luce di queste considerazioni e` possibile ora calcolare L e L0 nel caso peggiore. Svolgendo
i calcoli, si trova:
L = 0.718, L0 = 0.175. (7.21)
Volendo realizzare un sistema di controllo veloce nella risposta, per il modello di riferimento
si e` scelto un sistema del secondo ordine sovrasmorzato con pulsazione naturale 18 rad/s
e fattore di smorzamento 1.2:
M(s) =
324
s2 + 43.2s+ 324
. (7.22)
La risposta ideale del sistema controllato e` mostrata in figura 7.3 a pagina 129. Si e` scelto
inoltre, per garantire un errore a regime nullo:
K(s) =
0.5
s
. (7.23)
Infine, scegliendo C(s) = 1
(0.008s+1)2
e ku = 1.2 tutte le funzioni di trasferimento indicate
nel capitolo 5 sono stabili e con la peggiore combinazione di parametri si ha:
||G(s)||L1 = 0.294, (7.24)
e quindi la condizione (5.16) e` verificata per L < 1/ ||G(s)||L1 = 3.40. Il controllore e`
dunque stabile per il valore di L trovato in precedenza ed e` robusto nel caso in cui tale
valore sia stato sottostimato. Per quanto riguarda il tempo di campionamento il collo di
bottiglia del sistema e` la IMU (Inertial Measurement Unit), che invia i dati a 100 Hz. Si
e` scelto dunque T = 0.01 s, che non verifica la condizione (5.55). Il controllore deve essere
reso completamente tempo-discreto come descritto nel capitolo 5.
7.3.3 Test del sistema di controllo su un modello nominale
Inizialmente il controllore dell’angolo di roll`ıo e` stato testato su un modello nominale in cui
sono stati ignorati i disturbi e tutte le incertezze sui parametri. La dinamica del sistema e`
dunque:
φ¨ =
1
Jx
τφ. (7.25)
La risposta del modello nominale controllato a un segnale di riferimento a gradino di
ampiezza 10◦ e` mostrata in figura 7.4 a pagina 130. Come si nota e` presente una sovra-
elongazione di circa il 30%, mentre il tempo di salita rimane pressoche´ invariato rispetto
alla risposta desiderata. Questo e` un punto molto importante dato che la velocita` del
sistema di controllo e` fondamentale affinche´ il velivolo sia manovrabile. Si nota inoltre che
l’errore a regime e` nullo: anche questo punto e` fondamentale, dato che un piccolo errore
nella regolazione dell’angolo corrisponde a una forte accelerazione laterale. Si puo` dunque
concludere che il controllore rispetta i requisiti fondamentali.
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Figura 7.3: Risposta ideale dell’angolo di roll`ıo controllato.
7.4 Controllore L1 per l’angolo di beccheggio
Per quanto riguarda le semplificazioni effettuate per calcolare la dinamica dell’angolo di
beccheggio, sono state fatte le medesime considerazioni della sezione 7.3. Svolgendo i
calcoli, si ottiene la seguente espressione:
θ¨ =
δfδl
Jy
τθ − δfδk
Jz
φτψ. (7.26)
7.4.1 Anello interno di velocita` angolare
Per gli stessi motivi descritti nella sezione precedente (7.3), al fine di rendere maggiormente
veloce il sistema si e` deciso di realizzare un anello interno di controllo della velocita` angolare
(in questo caso θ˙). Dalla (7.26) (considerando solo il primo termine, gli altri due sono stati
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Figura 7.4: Risposta del modello nominale per l’angolo di roll`ıo controllato.
considerati in seguito nella progettazione dell’anello esterno L1) si nota che:
θ˙(s) =
δfδl
Jy
1
s
τθ(s). (7.27)
L’anello interno consiste in un semplice controllore lineare, progettato per la funzione di
trasferimento
Gθ(s) =
δfminδlmin
Jymax
1
s
=
212
s
, (7.28)
in modo da avere un margine di guadagno tale da rimanere stabile fino a
G¯θ(s) =
δfmaxδlmax
Jymin
1
s
=
322
s
, (7.29)
con un margine di guadagno quindi di 322/212 = 1.52, ovvero 3.64 dB. Si e` scelto come
controllore Rθ(s) = 0.06
0.074s+1
0.027s+1
ottenendo margine di guadagno infinito, margine di fase
118◦ e tempo di salita 0.295 s.
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7.4.2 Anello esterno L1
La struttura del sistema di controllo completo dei due anelli di controllo e` mostrata in
figura 7.5 a pagina 131, dove
G (s)R (s)
L1_controller 1
s
θref θref τθ θ θ
θ
d θτ
θ
Figura 7.5: Schema dei due anelli di controllo dell’angolo di beccheggio.
Gθ(s) =
δfδl
Jy
1
s
. (7.30)
Per calcolare l’espressione di dτθ(t) e` sufficiente raccogliere
δf δl
Jy
dalla (7.26) e sottrarre τθ(t).
Si ottiene:
dτθ(t) = −
Jyδkφ(t)τψ(t)
Jzδl
. (7.31)
Come visto in precedenza, per progettare il controllore L1 e` necessario riportare il disturbo
sull’output del sistema di controllo. Il sistema in anello chiuso prende dunque la forma
mostrata in figura 7.6 a pagina 132, dove
Lθ(s) =
Rθ(s)Gθ(s)
1 +Rθ(s)Gθ(s)
1
s
, (7.32)
e
dθ(s) = R
−1
θ (s)dτθ(s). (7.33)
A questo punto il sistema e` nella forma (5.1), dove il ruolo di A(s), u(s) e d(s) e` giocato
rispettivamente da Lθ(s), τθ(s) e dθ(s). E` possibile quindi trovare L e L0 che verifichino
l’assunzione (5.2). Per le ragioni argomentate nella sezione 7.3 si ha:
||dθt ||L∞ ≤
∣∣∣∣R−1θ (s)∣∣∣∣L1 ∣∣∣∣dτθt ∣∣∣∣L∞ . (7.34)
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L (s)L1_controller
θref θref θ
θ
dθ
Figura 7.6: Schema del sistema di controllo dell’angolo di beccheggio. Disturbo riportato
sull’output del controllore.
Alla luce delle considerazioni fatte in precedenza riguardo ai massimi valori delle grandezze
in gioco e` possibile calcolare L e L0 nel caso peggiore. Svolgendo i calcoli, si trova:
L = 0, L0 = 0.175. (7.35)
Volendo realizzare un sistema di controllo veloce nella risposta, per il modello di riferimento
si e` scelto un sistema del secondo ordine sovrasmorzato con pulsazione naturale 18 rad/s
e fattore di smorzamento 1.2:
M(s) =
324
s2 + 43.2s+ 324
. (7.36)
La risposta ideale del sistema controllato e` mostrata in figura 7.7 a pagina 133. Si e` scelto
inoltre, per garantire un errore a regime nullo:
K(s) =
0.5
s
. (7.37)
Infine, scegliendo C(s) = 1
(0.008s+1)2
e ku = 1.2 tutte le funzioni di trasferimento indicate
nel capitolo 5 sono stabili e con la peggiore combinazione di parametri si ha:
||G(s)||L1 = 0.294, (7.38)
e quindi la condizione (5.16) e` verificata per L < 1/ ||G(s)||L1 = 3.40. Il controllore e`
dunque stabile per il valore di L trovato in precedenza ed e` robusto nel caso in cui tale valore
sia stato sottostimato. Per quanto riguarda il tempo di campionamento, come osservato
in precedenza, il collo di bottiglia del sistema e` la IMU (Inertial Measurement Unit), che
invia i dati a 100 Hz. Si e` scelto dunque T = 0.01 s, che non verifica la condizione (5.55).
Il controllore deve essere reso completamente tempo-discreto come descritto nel capitolo 5.
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Figura 7.7: Risposta ideale dell’angolo di beccheggio controllato.
7.4.3 Test del sistema di controllo su un modello nominale
Come avvenuto per il controllore di roll`ıo, il sistema di controllo del beccheggio e` stato
testato su un modello nominale in cui sono stati ignorati i disturbi e tutte le incertezze sui
parametri. La dinamica del sistema e` dunque:
θ¨ =
1
Jy
τθ. (7.39)
La risposta del modello nominale controllato a un segnale di riferimento a gradino di
ampiezza 10◦ e` mostrata in figura 7.8 a pagina 134. Dato che Jy = Jx e che i parametri del
controllore sono gli stessi utilizzati per l’angolo di roll`ıo, riguardo alla risposta osservata
valgono le considerazioni fatte nella sezione 7.3.
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Figura 7.8: Risposta del modello nominale per l’angolo di beccheggio controllato.
7.5 Controllore L1 per l’angolo di imbardata
Per quanto riguarda le semplificazioni effettuate per calcolare la dinamica dell’angolo di
imbardata, sono state fatte le medesime considerazioni della sezione 7.3. Svolgendo i calcoli,
si ottiene la seguente espressione:
ψ¨ =
δfδk
Jz
τψ +
δfδl
Jy
φτθ. (7.40)
7.5.1 Anello interno di velocita` angolare
Sebbene la velocita` di risposta del controllore dell’angolo di imbardata sia meno critica
rispetto agli altri angoli, anche in questo caso si e` deciso di realizzare un anello interno
di controllo della velocita` angolare (ψ˙). La scelta puo` tornare utile per avere maggiore
stabilita` a fronte delle dinamiche non considerate nella progettazione (motori). Dalla (7.40)
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(considerando solo il primo termine, l’altro e` stato considerato in seguito nella progettazione
dell’anello esterno L1) si nota che:
ψ˙(s) =
δfδk
Jz
1
s
τψ(s). (7.41)
L’anello interno consiste in un semplice controllore lineare, progettato per la funzione di
trasferimento
Gψ(s) =
δfminδkmin
Jzmax
1
s
=
38.6
s
, (7.42)
in modo da avere un margine di guadagno tale da rimanere stabile fino a
G¯ψ(s) =
δfmaxδkmax
Jzmin
1
s
=
509
s
, (7.43)
con un margine di guadagno quindi di 509/38.6 = 13.2, ovvero 22.4 dB. Si e` scelto come
controllore Rψ(s) = 0.012
0.074s+1
0.027s+1
ottenendo margine di guadagno infinito, margine di fase
91.2◦ e tempo di salita 1.51 s. Il controllore e` intenzionalmente piu` lento, dato che i requisiti
di velocita` di risposta in questo caso sono meno stringenti e la coppia utilizzabile sull’asse
di imbardata e` molto piu` bassa rispetto ai casi precedenti.
7.5.2 Anello esterno L1
La struttura del sistema di controllo completo dei due anelli di controllo e` mostrata in
figura 7.9 a pagina 135, dove
G  (s)R  (s)
L1_controller 1
s
ψref ψref τψ ψ ψ
ψ
d ψτ
ψ
Figura 7.9: Schema dei due anelli di controllo dell’angolo di imbardata.
Gψ(s) =
δfδk
Jz
1
s
. (7.44)
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Per calcolare l’espressione di dτψ(t) e` sufficiente raccogliere
δf δk
Jz
dalla (7.40) e sottrarre
τψ(t). Si ottiene:
dτψ(t) =
Jzδlφ(t)τθ(t)
Jyδk
. (7.45)
Come visto in precedenza, per progettare il controllore L1 e` necessario riportare il disturbo
sull’output del sistema di controllo. Il sistema in anello chiuso prende dunque la forma
mostrata in figura 7.10 a pagina 136, dove
L  (s)L1_controller
ψref ψref ψ
ψ
dψ
Figura 7.10: Schema del sistema di controllo dell’angolo di imbardata. Disturbo riportato
sull’output del controllore.
Lψ(s) =
Rψ(s)Gψ(s)
1 +Rψ(s)Gψ(s)
1
s
, (7.46)
e
dψ(s) = R
−1
ψ (s)dτψ(s). (7.47)
A questo punto il sistema e` nella forma (5.1), dove il ruolo di A(s), u(s) e d(s) e` giocato
rispettivamente da Lψ(s), τψ(s) e dψ(s). E` possibile quindi trovare L e L0 che verifichino
l’assunzione (5.2). Per le ragioni argomentate nella sezione 7.3 si ha:
||dψt ||L∞ ≤
∣∣∣∣R−1ψ (s)∣∣∣∣L1 ∣∣∣∣dτψt ∣∣∣∣L∞ . (7.48)
Alla luce delle considerazioni fatte in precedenza riguardo ai massimi valori delle grandezze
in gioco e` possibile calcolare L e L0 nel caso peggiore. Svolgendo i calcoli, si trova:
L = 0, L0 = 16.3. (7.49)
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Volendo realizzare un sistema di controllo dalla risposta piu` rilassata rispetto ai precedenti,
per il modello di riferimento si e` scelto un sistema del secondo ordine con pulsazione
naturale 2 rad/s e fattore di smorzamento 0.8:
M(s) =
4
s2 + 3.2s+ 4
. (7.50)
La risposta ideale del sistema controllato e` mostrata in figura 7.11 a pagina 137. Si e` scelto
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Figura 7.11: Risposta ideale dell’angolo di imbardata controllato.
inoltre, per garantire un errore a regime nullo:
K(s) =
0.1
s
. (7.51)
Infine, scegliendo C(s) = 1
(0.01s+1)2
e ku = 0.12 tutte le funzioni di trasferimento indicate
nel capitolo 5 sono stabili e con la peggiore combinazione di parametri si ha:
||G(s)||L1 = 1.58, (7.52)
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e quindi la condizione (5.16) e` verificata per L < 1/ ||G(s)||L1 = 0.633. Il controllore e`
dunque stabile per il valore di L trovato in precedenza ed e` robusto nel caso in cui tale valore
sia stato sottostimato. Per quanto riguarda il tempo di campionamento, come osservato
in precedenza, il collo di bottiglia del sistema e` la IMU (Inertial Measurement Unit), che
invia i dati a 100 Hz. Si e` scelto dunque T = 0.01 s, che non verifica la condizione (5.55).
Il controllore deve essere reso completamente tempo-discreto come descritto nel capitolo 5.
7.5.3 Test del sistema di controllo su un modello nominale
Come avvenuto per i controllori di roll`ıo e beccheggio, il sistema di controllo dell’ imbardata
e` stato testato su un modello nominale in cui sono stati ignorati i disturbi e tutte le
incertezze sui parametri. La dinamica del sistema e` dunque:
ψ¨ =
1
Jz
τψ. (7.53)
La risposta del modello nominale controllato a un segnale di riferimento a gradino di
ampiezza 90◦ e` mostrata in figura 7.12 a pagina 139. Come si nota e` presente una sovra-
elongazione di circa il 10%, molto minore rispetto ai due casi precedenti. Il motivo e`
da ricercare nella maggiore lentezza del modello di riferimento. Il tempo di risposta si
mantiene paragonabile a quello del modello ideale e l’errore a regime viene portato a 0
dall’integratore inserito nella legge di controllo. Si puo` dunque concludere che il controllore
rispetta i requisiti fondamentali.
7.6 Controllore L1 di quota
Per quanto riguarda le semplificazioni effettuate per calcolare la dinamica della quota del
velivolo, sono state fatte le medesime considerazioni della sezione 7.3. Svolgendo i calcoli,
si ottiene la seguente espressione:
z¨ =
δf
m
F + g. (7.54)
Tale dinamica puo` essere scritta come:
z(s) = Gz(s)(F (s) + dz(s)), (7.55)
dove
Gz(s) =
δf
m
1
s2
, (7.56)
e
dz(t) =
gm
δf
. (7.57)
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Figura 7.12: Risposta del modello nominale per l’angolo di imbardata controllato.
Come si nota il sistema e` ora nella forma (5.1), dove il ruolo di A(s), u(s) e d(s) e` giocato
rispettivamente da Gz(s), F (s) e dz(s). E` possibile quindi trovare L e L0 che verifichino
l’assunzione (5.2). Alla luce delle considerazioni fatte in precedenza riguardo ai massimi
valori delle grandezze in gioco e` possibile calcolare L e L0 nel caso peggiore. Banalmente,
si ha:
L = 0, L0 =
gm
δfmin
= 7.23. (7.58)
Per il modello di riferimento si e` scelto un sistema del secondo ordine con pulsazione
naturale 1.48 rad/s e fattore di smorzamento 0.8:
M(s) =
2.19
s2 + 2.37s+ 2.19
. (7.59)
Da questo punto in avanti per una maggiore chiarezza nella lettura dei grafici verra` mostrato
l’andamento di h = −z. La risposta ideale del sistema controllato e` mostrata in figura 7.13
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Figura 7.13: Risposta ideale della quota controllata.
a pagina 140. Si e` scelto inoltre, per garantire un errore a regime nullo:
K(s) =
0.1
s
. (7.60)
Infine, scegliendo C(s) = 1
(0.06s+1)2
e ku = 0.5 tutte le funzioni di trasferimento indicate nel
capitolo 5 sono stabili e con la peggiore combinazione di parametri si ha:
||G(s)||L1 = 0.212, (7.61)
e quindi la condizione (5.16) e` verificata per L < 1/ ||G(s)||L1 = 4.72. Il controllore e`
dunque stabile per il valore di L trovato in precedenza ed e` robusto nel caso in cui tale valore
sia stato sottostimato. Per quanto riguarda il tempo di campionamento, come osservato
in precedenza, il collo di bottiglia del sistema e` la IMU (Inertial Measurement Unit), che
invia i dati a 100 Hz. Si e` scelto dunque T = 0.01 s, che non verifica la condizione (5.55).
Il controllore deve essere reso completamente tempo-discreto come descritto nel capitolo 5.
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7.6.1 Test del sistema di controllo su un modello nominale
Come avvenuto per i controllori di assetto, il sistema di controllo della quota e` stato testato
su un modello nominale. Data la semplicita` del sistema, in questo caso e` stato incluso nel
modello nominale anche il disturbo, le incertezze sui parametri sono invece state trascurate.
La dinamica del sistema e` dunque:
z¨ =
1
m
F + g. (7.62)
Data la presenza del disturbo il segnale di riferimento viene mantenuto a 0 per 15 secondi
(per permettere l’adattamento del sistema al disturbo della gravita`) e in seguito portato
a 1 m. La risposta del modello nominale controllato e` mostrata in figura 7.14 a pagina
141. E` evidente una prima fase di adattamento al disturbo della gravita` in cui il sistema
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Figura 7.14: Risposta del modello nominale per la quota controllato.
di controllo identifica il disturbo e lo compensa. In seguito la risposta reale insegue quella
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nominale con una sovra-elongazione inferiore al 10% e mantiene pressoche´ inalterato il
tempo di risposta. Infine l’integratore inserito nella legge di controllo porta a 0 l’errore a
regime. Si puo` dunque concludere che il controllore rispetta i requisiti fondamentali.
7.7 Controllore L1 di velocita` lineare
Il controllo di assetto e` molto utile per pilotare il velivolo quando c’e` bisogno di capacita`
di manovra e velocita` di risposta, tuttavia in ampi spazi un controllo di velocita` lineare
consente al pilota una navigazione piu` comoda. Sia Fv il frame che si ottiene ruotando
lungo z il frame inerziale Fi di un angolo ψ, e siano vx e vy le velocita` del velivolo lungo gli
assi x e y di tale frame. Svolgendo i calcoli ed effettuando le semplificazioni gia` descritte
nella sezione 7.3 si ottengono le seguenti espressioni:
v˙x =
δf
m
Fθ,
v˙y = −δf
m
Fφ.
(7.63)
Considerando il velivolo in equilibrio lungo l’asse z si ha z¨ = 0, e quindi dalla (7.54) si
ottiene δfF = −mg. Sostituendo nella (7.63) si puo` scrivere:
v˙x = −gθ,
v˙y = gφ.
(7.64)
Passando alle trasformate di Laplace si ha:
vx(s) = −g
s
θ(s),
vy(s) =
g
s
φ(s),
(7.65)
assumendo che i controllori L1 di roll`ıo e beccheggio funzionino correttamente facendo
seguire ai rispettivi angoli i modelli di riferimento, si puo` scrivere
vx(s) = −g
s
Mθ(s)θref(s) = Gvx(s)θref(s),
vy(s) =
g
s
Mφ(s)φref(s) = Gvy(s)φref(s).
(7.66)
dove
Mφ(s) = Mθ(s) =
324
s2 + 43.2s+ 324
. (7.67)
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A questo punto i sistemi sono nella forma (5.1), dove il ruolo di A(s), u(s) e d(s) e` giocato
rispettivamente da Gvx(s) (Gvy(s)), θref(s) (φref(s)) mentre d(s) = 0 in entrambi i casi. Si
ottiene dunque immediatamente L = L0 = 0. Per il modello di riferimento, uguale per
entrambi i controllori, si e` scelto un sistema del secondo ordine con pulsazione naturale
4.08 rad/s e fattore di smorzamento 0.8:
M(s) =
16.7
s2 + 6.53s+ 16.7
. (7.68)
La risposta ideale del sistema controllato e` mostrata in figura 7.15 a pagina 143. Si e` scelto
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Figura 7.15: Risposta ideale della velocita` controllata.
inoltre, per garantire un errore a regime nullo:
K(s) =
0.1
s
. (7.69)
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Infine, scegliendo C(s) = 1
(0.05s+1)2
e ku = 0.05 tutte le funzioni di trasferimento indicate
nel capitolo 5 sono stabili e si ha:
||G(s)||L1 = 0.511, (7.70)
e quindi la condizione (5.16) e` verificata per L < 1/ ||G(s)||L1 = 1.96. Il controllore e`
dunque stabile per il valore di L trovato in precedenza ed e` robusto nel caso in cui tale valore
sia stato sottostimato. Per quanto riguarda il tempo di campionamento, come osservato
in precedenza, il collo di bottiglia del sistema e` la IMU (Inertial Measurement Unit), che
invia i dati a 100 Hz. Si e` scelto dunque T = 0.01 s, che non verifica la condizione (5.55).
Il controllore deve essere reso completamente tempo-discreto come descritto nel capitolo 5.
7.7.1 Test del sistema di controllo su un modello nominale
Come avvenuto per i controllori descritti in precedenza, i sistemi di controllo delle velocita`
sono stati testati su un modello nominale, che e` quello descritto nella 7.66 (a meno del
segno negativo della prima, risolvibile semplicemente con un guadagno pari a −1 in uscita
dal controllore, i due sistemi sono uguali). La risposta del modello nominale controllato
(per quanto riguarda vy) e` mostrata in figura 7.16 a pagina 145. Come si nota il sistema
controllato presenta una certa sovra-elongazione, dovuta alla dinamica piuttosto veloce che
e` stata scelta per il modello di riferimento. Si e` preferito comunque avere una dinamica
veloce con l’effetto collaterale della sovra-elongazione, piuttosto che rinunciare alla velocita`
di risposta.
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Figura 7.16: Risposta del modello nominale per la velocita` controllato.
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Capitolo 8
Test del controllore L1 di assetto,
velocita` lineare e quota sul simulatore
In questo capitolo sono descritti alcuni test del controllore progettato nel capitolo 7 su un
simulatore con la dinamica descritta nel capitolo 6, comprensiva quindi di effetti aerodi-
namici, effetti giroscopici e dinamica dei motori. I test si sono svolti simulando alcune
situazioni di volo. Inoltre il modello simula il disturbo, il ritardo e la quantizzazione
introdotti dalla presenza dei sensori.
8.1 Test di volo stazionario (hover)
Il primo test consiste nella simulazione di un volo stazionario (hover). Al controllore sono
dati dunque comandi di roll`ıo, beccheggio, imbardata e quota nulli, portando in questo
modo il Quadrotor nella condizione di volo stazionario. A meta` della missione, quando il
velivolo e` in equilibrio, il comando di quota viene portato a 1 m, per poter osservare il
funzionamento del controllore di quota in caso di hover. Le figure da 8.1 a 8.4 alle pagine
148-151 mostrano rispettivamente l’andamento di roll`ıo, beccheggio, imbardata e quota nel
corso del test. Come si nota il controllore riesce molto bene a mantenere stabile il velivolo
in simulazione: sebbene nella progettazione siano state trascurate parti importanti della
dinamica (su tutte la dinamica dei motori), la natura adattiva del controllore fa si che la
regolazione avvenga in modo preciso anche sul simulatore. Inizialmente si nota una evidente
fase di assestamento per quanto riguarda la quota, per analizzare tale comportamento si
ricordi che quello che si sta simulando e` l’accensione del sistema di controllo con il velivolo
sospeso in aria: la fase di assestamento sulla quota e` quindi normale. In seguito la quota
segue la risposta del modello di riferimento in modo piuttosto fedele. Si puo` concludere
da quanto osservato che il controllore raggiunge buoni risultati per quanto riguarda il volo
stazionario.
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Figura 8.1: Andamento dell’angolo di roll`ıo controllato nel test di hover (simulatore).
8.2 Test di reiezione dei disturbi durante il volo sta-
zionario
Il test e` stato effettuato fornendo comandi nulli di roll`ıo, beccheggio, imbardata e quota
come nel test precedente. Una volta superata la fase di assestamento del velivolo, al tempo
di 15 secondi il comando di quota viene portato a 1 metro. A questo punto vengono
introdotti i disturbi:
• al tempo di 20 secondi viene esercitata una forza verticale verso il basso di 3N , per
la durata di 0.5 secondi,
• al tempo di 30 secondi viene esercitata una coppia positiva sull’asse di roll`ıo di
0.1Nm, per la durata di 0.5 secondi,
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Figura 8.2: Andamento dell’angolo di beccheggio controllato nel test di hover (simulatore).
• al tempo di 40 secondi viene esercitata una coppia positiva sull’asse di beccheggio di
0.1Nm, per la durata di 0.5 secondi,
• al tempo di 50 secondi viene esercitata una coppia positiva sull’asse di imbardata di
0.02Nm, per la durata di 0.5 secondi.
Le figure da 8.5 a 8.8 alle pagine 152-155 mostrano rispettivamente l’andamento di roll`ıo,
beccheggio, imbardata e quota nel corso del test. Come si nota anche in presenza di distur-
bi il controllore riesce a mantenere stabile il velivolo durante il volo stazionario. E` evidente
che i controllori di roll`ıo e beccheggio, piu` veloci e con maggiore coppia a disposizione per
effettuare la correzione, reagiscono al disturbo in maniera piu` pronta riportando il sistema
alla posizione desiderata in circa 2 secondi. Il controllore di imbardata invece, piu` lento
e con minore coppia disponibile, viene disturbato maggiormente, riportando comunque il
sistema alla posizione desiderata in circa 5 secondi. Infine, il controllore di quota, a fronte
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Figura 8.3: Andamento dell’angolo di imbardata controllato nel test di hover (simulatore).
di un disturbo notevole (e` come se si ponesse un oggetto di circa 300 grammi sul velivolo
per 0.5 secondi), reagisce piuttosto bene riportando il sistema alla quota desiderata in circa
3.5 secondi. Si puo` concludere da quanto osservato che il controllore riesce a mantenere il
velivolo in volo stazionario anche in presenza di disturbi importanti.
8.3 Simulazione di una missione di volo comandato in
assetto
In questo test e` stata simulata una missione di volo comandato: i comandi di assetto non
sono stati quindi tutti nulli ma sono stati generati utilizzando un joystick (Logitech Extreme
3D Pro): lo stesso che verra` utilizzando per comandare il velivolo reale. Anche il comando
di quota e` stato generato utilizzando la levetta del joystick. In questo modo e` possibile
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Figura 8.4: Andamento della quota controllata nel test di hover (simulatore).
testare la reattivita` del controllo nel rispondere a comandi dati da un operatore umano,
cioe` quello che succedera` nella realta`. Le figure da 8.9 a 8.12 alle pagine 156-159 mostrano
rispettivamente l’andamento di roll`ıo, beccheggio, imbardata e quota nel corso del test.
Per ogni controllore e` mostrato in figura il comando generato dal joystick, il comportamento
del modello di riferimento e la risposta del simulatore. In alcuni casi (come si nota dalla
scala temporale), per una maggiore facilita` nella lettura del grafico, e` mostrata solo una
parte della missione. Nell’andamento degli angoli di roll`ıo e beccheggio si osserva un leggero
ritardo nella risposta del simulatore rispetto al comportamento del modello di riferimento,
che e` comunque inseguito con una ottima precisione. Il controllore mantiene evidentemente
la stabilita` anche per comandi abbastanza aggressivi. Il ritardo medio tra il comando
generato dal joystick e la risposta del simulatore per quanto riguarda roll`ıo e beccheggio e`
di 0.257 secondi: tale ritardo permette un’ottima maneggevolezza del velivolo. Per quanto
riguarda l’angolo di imbardata si nota un inseguimento del modello di riferimento molto
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Figura 8.5: Andamento dell’angolo di roll`ıo controllato nel test di hover in presenza di disturbo
(simulatore).
preciso e con un ritardo praticamente nullo. Infine la quota si mantiene molto stabile
anche durante le manovre di volo aggressive. L’oscillazione presente sulla quota e` dovuta
all’effetto dell’altimetro (che ha una risoluzione di 2.54 cm) e non al controllore. Si puo`
dunque concludere che il sistema e` in grado di controllare e mantenere stabile il velivolo
(in simulazione) in una fase di volo comandato dall’utente.
8.4 Simulazione di una missione di volo comandato in
velocita` lineare
In questo test e` stata simulata una missione di volo comandato utilizzando al posto dei
canali di roll`ıo e beccheggio i due canali di velocita` lineare: i comandi di velocita` sono
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Figura 8.6: Andamento dell’angolo di beccheggio controllato nel test di hover in presenza di
disturbo (simulatore).
stati generati utilizzando il joystick (Logitech Extreme 3D Pro). Per quanto riguarda gli
altri due canali (quota e imbardata) non cambia niente rispetto al caso precedente. In
questo modo e` possibile testare la reattivita` del controllo di velocita` lineare nel rispondere
a comandi dati da un operatore umano, cioe` quello che succedera` nella realta`. Le figure
8.13 a pagina 160 e 8.14 a pagina 161 mostrano rispettivamente l’andamento di vx e vy nel
corso del test. Quota e imbardata non sono mostrati in quanto il comportamento di questi
due controllori durante una missione di volo e` gia` stato analizzato. Per ogni controllore
e` mostrato in figura il comando generato dal joystick, il comportamento del modello di
riferimento e la risposta del simulatore. Come ci si poteva aspettare dai test sul modello
nominale, i controllori di velocita` non seguono il modello di riferimento con la precisione
dei controllori di assetto e presentano una sovra-elongazione considerevole. La velocita` di
risposta e` pero` elevata e il velivolo rimane stabile.
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Figura 8.7: Andamento dell’angolo di imbardata controllato nel test di hover in presenza di
disturbo (simulatore).
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Figura 8.8: Andamento della quota controllata nel test di hover in presenza di disturbo
(simulatore).
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Figura 8.9: Andamento dell’angolo di roll`ıo nel test di volo comandato (simulatore).
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Figura 8.10: Andamento dell’angolo di beccheggio nel test di volo comandato (simulatore).
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Figura 8.11: Andamento dell’angolo di imbardata nel test di volo comandato (simulatore).
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Figura 8.12: Andamento della quota nel test di volo comandato (simulatore).
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Figura 8.13: Andamento di vx nel test di volo comandato (simulatore).
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Figura 8.14: Andamento di vy nel test di volo comandato (simulatore).
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Capitolo 9
Implementazione e test del
controllore L1 di assetto, velocita`
lineare e quota sul Quadrotor
9.1 Descrizione del velivolo e dell’elettronica di bordo
Come gia` accennato in precedenza il velivolo in esame e` una versione modificata di un
prodotto commerciale (Draganflyer V, [5] e [10]), mostrato in figura 9.1 a pagina 163.
Sul velivolo sono presenti una IMU (Crossbow Micronav) che fornisce le accelerazioni e le
Motors Driver
Ultrasound Altimeter
ICARO Autopilot
IMU (MicroNav)
GPSRadio Module XBee
Figura 9.1: Immagine del Quadrotor e dei suoi componenti elettronici principali.
velocita` angolari (in assi corpo) e un altimetro a ultrasuoni (Maxsonar EZ1). E` presente
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inoltre l’autopilota ICARO (un circuito costituito da un DsPic e un processore MPC 565)
su cui sono stati implementati:
• un filtro di Kalman AHRS che utilizza i dati forniti dalla IMU e stima gli angoli di
assetto,
• un filtro complementare che utilizza i dati dell’altimetro a ultrasuoni e degli accele-
rometri della IMU per stimare la quota,
• un filtro di Kalman che utilizza le accelerazioni per stimare le velocita` lineari,
• il controllore L1 descritto nel capitolo 7.
Infine e` stato realizzato un driver di potenza che si occupa di interpretare i segnali PWM
generati dal controllore e pilotare i motori elettrici che movimentano le eliche. Lo schema
in figura 9.2 a pagina 164 illustra brevemente l’elettronica presente sul velivolo.
Kalman
Filter
AHRS
IMU
accelerometers and gyro
Complementary
Filter
Ultrasound
Altimeter
altitude
accelerometers
L1 Controller
attitude
estimated
altitude
Motors
Driver
PWM signals
ICARO Autopilot
Joystick PC
radio communication
Velocity
Kalman
Filter estimated velocity
Figura 9.2: Schema dell’elettronica di bordo.
9.2 Test di volo comandato in assetto
In questo test e` stata effettuata una vera missione di volo comandato: i comandi di assetto
sono stati generati utilizzando un joystick (Logitech Extreme 3D Pro), come gia` detto in
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precedenza. Anche il comando di quota e` stato generato utilizzando la levetta del joystick.
In questo modo e` stato possibile pilotare effettivamente il velivolo, muovendolo nello spazio
di volo disponibile. Questo test ha permesso, sia osservando l’andamento delle grandezze
controllate sia pilotando personalmente il Quadrotor, di testare a fondo il sistema di con-
trollo. Le figure da 9.3 a 9.6 alle pagine 165-168 mostrano rispettivamente l’andamento di
roll`ıo, beccheggio, imbardata e quota nel corso del volo. Per ogni controllore e` mostrato
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Figura 9.3: Andamento dell’angolo di roll`ıo nel test di volo comandato (velivolo reale).
in figura il comando generato dal joystick, il comportamento del modello di riferimento
e la risposta del Quadrotor. In alcuni casi (come si nota dalla scala temporale), per una
maggiore facilita` nella lettura del grafico, e` mostrata solo una parte della missione. Come si
nota la risposta del Quadrotor per quanto concerne roll`ıo e beccheggio insegue il modello di
riferimento con una buona precisione e una leggera sovra-elongazione. Il controllore man-
tiene la stabilita` anche per comandi abbastanza aggressivi. Il ritardo medio tra il comando
generato dal joystick e la risposta del Quadrotor per quanto riguarda roll`ıo e beccheggio
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Figura 9.4: Andamento dell’angolo di beccheggio nel test di volo comandato (velivolo reale).
e` di 0.259 secondi: tale ritardo permette un’ottima maneggevolezza del velivolo, cosa che
si percepisce molto bene anche pilotando il Quadrotor. Per quanto riguarda l’angolo di
imbardata si nota un inseguimento del modello di riferimento piuttosto preciso, con un
leggero ritardo e con una lieve sovra-elongazione. Infine la quota si mantiene molto stabile
anche durante le manovre di volo aggressive. L’oscillazione presente sulla quota e` dovuta
all’effetto dell’altimetro (che ha una risoluzione di 2.54 cm) e non al controllore. Si puo`
dunque concludere che il sistema e` in grado di controllare e mantenere stabile il velivolo in
una fase di volo comandato dall’utente.
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Figura 9.5: Andamento dell’angolo di imbardata nel test di volo comandato (velivolo reale).
9.3 Confronto tra il comportamento del simulatore e
il comportamento del velivolo reale
In questo test e` stato confrontato il comportamento del velivolo reale, in risposta ai segnali
di riferimento per assetto e quota generati dal joystick, con il comportamento del simulatore
in risposta agli stessi segnali di riferimento. Il test e` interessante per capire quanto il velivolo
reale differisce dal simulatore e quanto questo influisce sul funzionamento del controllore.
Data la natura adattiva del controllore ci si aspetta che il comportamento dei due sistemi
(simulatore e Quadrotor reale) sia comunque molto simile anche se il velivolo reale sara`
ovviamente diverso per vari motivi:
• i motori non saranno tutti perfettamente uguali per caratteristiche costruttive,
• l’allineamento degli assi dei motori potrebbe non essere perfetto,
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Figura 9.6: Andamento della quota nel test di volo comandato (velivolo reale).
• la struttura potrebbe non essere completamente simmetrica e bilanciata,
• potrebbero essere presenti ritardi nell’anello di controllo non modellati nel simulatore.
Le figure da 9.7 a 9.10 alle pagine 169-172 mostrano rispettivamente l’andamento di roll`ıo,
beccheggio, imbardata e quota nel corso del volo. Si nota che, per quanto riguarda
l’assetto, le risposte del velivolo reale e del simulatore sono molto simili, a tratti quasi
sovrapposte. Si osserva una maggiore sovra-elongazione nella risposta del velivolo reale
rispetto a quella del simulatore, cio` e` da attribuirsi molto probabilmente alle differenze tra
il Quadrotor e il simulatore. La natura adattiva del controllore, nonostante le differenze
che indubbiamente esistono tra il velivolo reale e il simulatore, riesce a rendere i due
comportamenti molto simili. Si nota inoltre che l’andamento della quota e` molto simile
anche durante i transitori di decollo e atterraggio.
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Figura 9.7: Andamento dell’angolo di roll`ıo nel confronto tra il velivolo reale e il simulatore.
9.4 Verifica dell’utilita` della legge di controllo modi-
ficata
Questo test e` stato effettuato con lo scopo di osservare, per quanto riguarda il velivolo
reale, l’utilita` del controllore con la legge di controllo modificata (capitolo 5), rispetto al
controllore senza modifiche (capitolo 4). Sono state effettuate quindi due missioni di volo,
nella prima il controllore di roll`ıo utilizzava la legge di controllo senza modifiche, nella
seconda utilizzava la legge modificata. Le due risposte nel corso dei voli sono mostrate
rispettivamente nelle figure 9.11 e 9.12 alle pagine 173 e 174. Si nota chiaramente che,
per quanto riguarda il comportamento con la legge di controllo senza modifiche (e quindi
in questo caso senza integratore), la risposta del Quadrotor e` traslata verso il basso di
circa 2◦ rispetto al comando. Presenta dunque un errore sistematico, tale errore puo` essere
attribuito a una coppia di disturbo presente sull’asse di roll`ıo generata probabilmente
169
9.5 CAPITOLO 9. TEST ASSETTO-QUOTA SUL QUADROTOR
45 50 55 60 65 70 75 80
-10
-5
0
5
10
Andamento dell'angolo di beccheggio durante una missione di volo - confronto
θ 
[de
g]
t [s]
 
 
Comando
Risposta Quadrotor
Simulatore
Figura 9.8: Andamento dell’angolo di beccheggio nel confronto tra il velivolo reale e il simulatore.
dalla non perfetta simmetria della struttura. Come si nota, il controllore con la legge
di controllo modificata (in questo caso presenza di un integratore), risolve il problema
eliminando l’errore sistematico osservato in precedenza. E` importante sottolineare che
questo risultato e` notevole: un errore di 2◦ sul roll`ıo porta infatti ad una accelerazione
laterale lungo l’asse y di circa
y¨ = φg = 0.34
m
s2
. (9.1)
Tale accelerazione e` abbastanza grande e porterebbe il velivolo ad esempio a percorrere
4.25 metri in 5 secondi.
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Figura 9.9: Andamento dell’angolo di imbardata nel confronto tra il velivolo reale e il simulatore.
9.5 Test di reiezione dei disturbi durante il volo sta-
zionario
Questo test e` stato effettuato per verificare la capacita` di reiezione dei disturbi: mentre
il Quadrotor era mantenuto in volo stazionario dal pilota e` stato introdotto un disturbo
sulla quota e uno sull’asse di beccheggio. Le figure 9.13 a pagina 175 e 9.14 a pagina
176 mostrano rispettivamente l’andamento dell’angolo di beccheggio e della quota durante
il test. Per ogni controllore e` mostrato in figura il comando generato dal joystick, il
comportamento del modello di riferimento e la risposta del Quadrotor. Si nota che, in
risposta a un disturbo piuttosto elevato (l’angolo di beccheggio arriva addirittura a 14◦),
il controllore di beccheggio mantiene il sistema stabile e annulla il disturbo in un tempo di
circa 3 secondi. Per quanto riguarda la quota, il disturbo introdotto fa scendere il velivolo
di circa 15 cm e il controllore mantiene stabile il sistema e annulla il disturbo in un tempo
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Figura 9.10: Andamento della quota nel confronto tra il velivolo reale e il simulatore.
di circa 5 secondi.
9.6 Simulazione di una perdita di potenza di un mo-
tore
Al fine di comprendere a fondo le capacita` di adattamento del controllore L1 e` stato
effettuato un test in cui e` stata simulata la perdita di potenza di un motore. Il test e`
stato realizzato facendo in modo che alla pressione di un tasto del joystick il duty cycle
del segnale PWM di controllo del motore 4 venisse moltiplicato per 0.85, simulando una
perdita di potenza del 15%. Il controllore maggiormente interessato dal problema e` quello
di beccheggio, per tale controllore (oltre all’andamento dell’angolo di beccheggio e della
coppia di beccheggio comandata) e` mostrato l’andamento dei segnali che compongono il
segnale di controllo (si veda la sezione 5.2.3 per i dettagli sulla legge di controllo):
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Figura 9.11: Andamento dell’angolo di roll`ıo con controllore senza modiche.
• umod(t): il segnale la cui trasformata di Laplace e` K(s)(M(s)r(s)− y(s))),
• σˆ(t), che in questo caso e` un vettore di dimensione 2.
Per capire quanto incide sulle prestazioni la modifica effettuata al controllore, il test e`
stato svolto una volta utilizzando la legge modificata (con la presenza quindi di umod(t))
e una volta utilizzando la legge originale. Le figure 9.15 a pagina 177 e 9.16 a pagina
178 mostrano rispettivamente l’andamento dell’angolo di beccheggio con relativa coppia
comandata e dei segnali σˆ(t) e umod(t) nel test con il controllore che utilizza la legge di
controllo modificata. Come si nota dalle figure, in questo caso, al momento del guasto il
sistema si destabilizza, ma in un tempo di circa 3 secondi torna alla stabilita`. Anche dal
punto di vista del pilota, una volta che il sistema di controllo si e` adattato, il velivolo torna
alla maneggevolezza precedente: non si sente alcuna differenza. Osservando i segnali σˆ(t) e
umod(t) si nota che al momento del guasto entrambi variano contribuendo all’adattamento
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Figura 9.12: Andamento dell’angolo di roll`ıo con controllore con legge di controllo modificata.
del controllore. Le figure 9.17 a pagina 179 e 9.18 a pagina 180 mostrano rispettivamente
l’andamento dell’angolo di beccheggio con relativa coppia comandata e dei segnali σˆ(t) e
umod(t) nel test con il controllore che utilizza la legge di controllo originale. Come si
nota dalle figure, anche in questo caso, al momento del guasto il sistema si destabilizza e
in un tempo di circa 3 secondi (come in precedenza) torna alla stabilita`. Senza il segnale
umod(t) dopo il guasto si presenta un errore sistematico di circa 5
◦ che rende il velivolo
molto difficile da pilotare. Osservando i segnali σˆ(t) si nota che al momento del guasto si
comportano esattamente come in precedenza, riportando il velivolo alla stabilita` ma senza
riuscire a compensare l’errore sistematico. E` evidente dunque in questo esperimento quanto
l’azione del segnale umod(t), assente in questo caso, sia fondamentale per incrementare le
prestazioni del controllore L1.
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Figura 9.13: Andamento dell’angolo di beccheggio in risposta al disturbo durante una missione
di volo (velivolo reale).
9.7 Test di volo comandato in velocita` lineare
In questo test e` stata effettuata una vera missione di volo comandato in velocita` lineare:
i comandi (di velocita`) sono stati generati utilizzando il joystick (Logitech Extreme 3D
Pro). E` importante sottolineare che la velocita` del velivolo viene stimata con un filtro di
Kalman che utilizza sia la misura della velocita`, generalmente fatta con l’ausilio del GPS,
sia la misura dell’accelerazione. Per piccole velocita` pero` (il caso del Quadrotor) il GPS
non e` utilizzabile. Il filtro di Kalman e` stato dunque utilizzato senza la misura di velocita`:
questo porta ad avere una stima che ‘vede’ soltanto le variazioni di velocita`, ma non la
componente continua (si possono dunque presentare derive non rilevate dalla stima). Per
quanto riguarda i canali di imbardata e quota non cambia niente rispetto ai test precedenti
(gli andamenti di imbardata e quota infatti non sono mostrati). Le figure 9.19 a pagina 181
e 9.20 a pagina 182 mostrano rispettivamente l’andamento di vx e vy. Per ogni controllore
e` mostrato in figura il comando generato dal joystick, il comportamento del modello di
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Figura 9.14: Andamento della quota in risposta al disturbo durante una missione di volo (velivolo
reale).
riferimento e la risposta del Quadrotor. Come si osserva la risposta del Quadrotor segue il
modello di riferimento con un’ottima precisione, un ritardo minimo e non presenta sovra-
elongazione. Dal punto di vista del pilota il velivolo e` molto piu` morbido e infatti, come
previsto, il volo comandato in velocita` lineare e` molto adatto per il pilotaggio del Quadrotor
in ampi spazi.
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Figura 9.15: Andamento dell’angolo di beccheggio con coppia comandata nella simulazione di un
guasto a un motore utilizzando la legge di controllo modificata (velivolo reale).
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Figura 9.16: Andamento dei segnali σˆ e umod(t) nella simulazione di un guasto a un motore
utilizzando la legge di controllo modificata (velivolo reale).
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Figura 9.17: Andamento dell’angolo di beccheggio con coppia comandata nella simulazione di un
guasto a un motore utilizzando la legge di controllo originale (velivolo reale).
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Figura 9.18: Andamento dei segnali σˆ e umod(t) nella simulazione di un guasto a un motore
utilizzando la legge di controllo originale (velivolo reale).
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Figura 9.19: Andamento di vx nel test di volo comandato (velivolo reale).
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Figura 9.20: Andamento di vy nel test di volo comandato (velivolo reale).
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Conclusioni
Il lavoro di tesi svolto ha portato alla definizione di una nuova tecnica di controllo L1 che,
come dimostrato dalle considerazioni fatte nella sezione 5.4.4 e dai test effettuati nel corso
dello studio, riesce a migliorare considerevolmente le prestazioni del controllore L1 da cui e`
stata derivata, soprattutto nel caso in cui non sia possibile scegliere un tempo di campiona-
mento sufficientemente piccolo (il controllore L1 per garantire la stabilita` richiede tempi di
campionamento molto piccoli, spesso incompatibili con le capacita` di calcolo disponibili).
E` molto interessante notare che i benefici della nuova tecnica proposta si possono osservare
oltre che in simulazione anche nei test sul velivolo reale (sezione 9.4): in tale esperimento
infatti si mette in evidenza come, senza la modifica apportata, il controllore di roll`ıo (il
test e` stato effettuato modificando solo questo controllore) presenti un errore sistematico di
circa 2◦ che scompare con il controllore modificato. Ancora piu` interessanti sono i risultati
ottenuti nell’esperimento descritto in sezione 9.6: l’azione di controllo introdotta dalla nuo-
va tecnica e` fondamentale per riportare il velivolo alla normalita` dopo un guasto (perdita
di potenza) a un motore. E` evidente che le modifiche apportate migliorano realmente le
prestazioni del controllore nei casi pratici.
Il sistema di controllo ottenuto rende il velivolo molto stabile e facile da manovrare, per-
mettendo anche a utenti inesperti che non hanno familiarita` con il modellismo di pilotarlo.
Il velivolo Draganflyer V infatti e` stato acquistato con a bordo soltanto un controllore di
velocita` angolare (sui 3 assi), pensato per ricevere i segnali di riferimento generati da un
radiocomando da modellismo. Non era presente inoltre il controllo di quota. Il pilotaggio
di un velivolo del genere in velocita` angolare e` molto complesso e sono necessarie diverse
ore di volo per riuscire a comandarlo. Il sistema di controllo realizzato invece, controllando
direttamente l’assetto e la quota del velivolo, fa in modo che esso si mantenga sempre in
volo anche in caso di errori del pilota. In definitiva e` stato realizzato un velivolo autonomo
in piena regola, infatti:
• tutto il carico computazionale, come mostra la figura 9.2 a pagina 164, e` affidato
all’autopilota ICARO, a bordo del velivolo,
• il velivolo e` in grado di volare autonomamente: rispetto al punto di partenza sono
stati infatti eliminati tutti i collegamenti via cavo con il PC.
Per quanto riguarda eventuali sviluppi futuri, sul piano teorico, sarebbe molto interes-
sante:
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• riuscire a rendere la condizione (5.55) (quella che fornisce il tempo di campionamento
da utilizzare per rendere stabile l’anello di controllo) meno restrittiva, in modo da
ottenere tempi di campionamento realmente utilizzabili con le capacita` di calcolo
generalmente disponibili,
• cercare di dimostrare la stabilita` del controllore tempo-discreto descritto nel capitolo
5 utilizzando la legge di controllo e il predittore nella versione tempo-discreta (ad
ora le dimostrazioni utilizzano la legge di controllo e il predittore nella versione
tempo-continua),
• cercare di capire come la modifica apportata alla legge di controllo (capitolo 5) possa
essere utilizzata per plasmare la risposta del sistema. Nel presente studio si e` sempre
posto K(s) = k/s, con k costante, sarebbe interessante analizzare come influisce la
scelta di K(s) sulla risposta del sistema.
Sul piano pratico invece si potrebbe pensare di perfezionare il controllore di velocita` lineare,
chiudendo l’anello utilizzando, oltre agli accelerometri, un DGPS (il GPS classico infatti
non e` adatto a misurare le basse velocita` di velivoli come un Quadrotor). Una volta
realizzato un simile controllore, si potrebbe addirittura pensare di rendere il velivolo in
grado di seguire una traiettoria prefissata, sempre misurando la sua posizione con l’ausilio
del DGPS.
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