ABSTRACT: As a competitive alternative to least squares regression, quantile regression is popular in analyzing heterogenous data. For quantile regression model specified for one single quantile level τ , major difficulties of semiparametric efficient estimation are the unavailability of a parametric efficient score and the conditional density estimation. In this paper, with the help of the least favorable submodel technique, we first derive the semiparametric efficient scores for linear quantile regression models that are assumed for a single quantile level, multiple quantile levels and all the quantile levels in (0, 1) respectively. Our main discovery is a one-step (nearly) semiparametric efficient estimation for the regression coefficients of the quantile regression models assumed for multiple quantile levels, which has several advantages: it could be regarded as an optimal way to pool information across multiple/other quantiles for efficiency gain; it is computationally feasible and easy to implement, as the initial estimator is easily available; due to the nature of quantile regression models under investigation, the conditional density estimation is straightforward by plugging in an initial estimator. The resulting estimator is proved to achieve the corresponding semiparametric efficiency lower bound under regularity conditions. Numerical studies including simulations and an example of birth weight of children confirms that the proposed estimator leads to higher efficiency compared with the Koenker-Bassett quantile regression estimator for all quantiles of interest.
INTRODUCTION
Quantile regression is a statistical methodology for the modeling and inference of conditional quantile functions. Following Koenker and Bassett (1978) , we model the τ th conditional quantile function of Y ∈ R given X ∈ R p as
for certain specific τ ∈ (0, 1), and β τ is p-vector usually including an intercept. Let (x i , y i ), i = 1, 2, ..., n, be independent and identically distributed copies of (X, Y ).
For the τ th quantile, the classical Koenker-Bassett estimate of β τ , denoted asβ c τ , is obtained by minimizing the following objective function
over β τ , where ρ τ (u) = u(τ − I(u < 0)). The computation ofβ Typically, model (1) can be expressed as the following linear regression model
where the τ th percentile of ǫ τ is assumed to be 0. For specific τ , under the independence assumption of X and ǫ τ , it can be shown thatβ c τ is semiparametric efficient by a straightforward argument to be discussed in section 2. As a special case, when τ = a sophisticated issue. The most difficult part is the estimation of the density of ǫ τ given X in the semiparametric score function (Kato, 2014) , which suffers from the curse of dimensionality.
When model (1) is specified for each τ ∈ (0, 1), following Portnoy (2003) , we consider the quantile regression model
where Y and X are the same as in model (1), and the regression parameter β(τ ) = (β 1 (τ ), β 2 (τ ), · · · , β p (τ )) T is a function of τ . With the linearity assumption for all quantiles, the true unknown function β 0 (τ ) is suffice to describe the entire conditional distribution of Y given X. Important results on the estimation of the quantile process with survival data can be found in Portnoy (2003) , Peng and Huang (2008) To the best of our knowledge, there is no specific construction of a semiparametric efficient estimate of β(τ ) of model (4) in the literature. We point out that for model (4) , the likelihood function is n i=1 1/{x ⊤ iβ (τ i )} where y i = x ⊤ i β(τ i ) andβ(·) is the derivative of β(·). However, the maximum likelihood method as in Lin (2006,2007) involves enormous technical/numerical difficulty. In our view, one of the main reasons lies in the nature of model (4) that the quantile process β(·) and the nuisance parameter f Y |X are not separable. The numerical maximization of the estimated likelihood subject to n constrains y i = x ⊤ i β(τ i ) is rather unstable and wild. The numerical difficulties here are in the same spirit as that in numerically searching for the maximum likelihood estimation (MLE) of θ for Uniform [0, θ] , where the solutions would often go to the boundary. Moreover, due to data sparsity, the estimatedβ(τ ) orβ(τ ) would be unstable when τ is close to 0 or 1.
In view of the technical/numerical complications involved in the semiparametric efficient estimation of β(τ ) in model (4), we thus take one step back and consider the following quantile regression model
where 
. . , L + 1} tends to 0, the semiparametric efficient score of model (5) approaches to that of model (4) . As the impetus for this work was to pursue semiparametric efficient estimation of β(τ ) in model (4), theoretically, one can use efficient estimator of β(τ k ) with model (5) to approximate that of model (4) . Hence, we refer the proposed procedure as nearly semiparametric efficient estimation for quantile regression.
The rest of the paper is organized as follows. Section 2 introduces the model and the proposed estimation with detailed discussions. Extensive simulation studies with supportive evidence are demonstrated in section 3. In section 4, the proposed method is illustrated using a real data of birth weight of children from the National Center for Health Statistics. All technical derivation and proofs are in Appendix.
METHODOLOGIES AND MAIN RESULTS
First, consider model (5) , by the definition of quantile,
where
⊤ . By the nature of quantile regression model,
Without loss of generality, we assume that
2.1. Semiparametric efficient scores.
In quantile regression, estimation of the quantile regression coefficient or the quantile process is inseparably linked to the nuisance parameter, the conditional density function. In such a case, the least favorable submodel method (Kato, 2014 ) plays a role to derive a semiparametric efficient score function of β(τ l ), l = 1, ..., L of model (5) and their variance lower bound. It is known that the least favorable submodel technique is to reduce a high dimensional problem to a problem involving a finite-dimensional " 
where G Y |X (t) is a function of t satisfying certain conditions. Differentiating (7) we
respectively. To guaranteef Y |X (t; θ) is a density function for all θ, the first restriction
Moreover, under model (5), let X ⊤ β(τ l ; θ) be the τ l quantile ofF Y |X (t; θ) and X ⊤ β(τ l ; 0) =
. By a Taylor expansion of the right hand side of this identity as a function of θ in a neighborhood of 0, we obtain the second restriction that
is the derivative of β(τ l ; θ) at θ = 0. Clearly, the derivative of log-likelihood of θ based on the density functionf Y |X (t) at θ = 0 is be regarded as an optimal way to combine information from all the quantile levels
Let U = BAB ⊤ and W be a pL × pL diagonal matrix with diagonal elements 
Moreover, for the estimate of the j−th component of β(τ k ), its variance has a lower bound
By the definitions of U and W , D = U −1 W is a constant matrix not depending on random variable X. For the corresponding linear model (3), under the assumption that the τ -quantile of ǫ τ is 0 and the error term ǫ τ is independent of covariate X,
is also not relevant to X. In this case, the efficient score in (10) is exactly the efficient score in classical quantile regression model specified at a single quantile level, such as the least absolute deviation estimate (LAD)
for median regression; see Zhou and Portnoy (1998) and Kato (2014) . However, without the crucial independence assumption of X and ǫ τ , as conventional quantile regression models allows heterogeneity, the distribution of ǫ τ depends on X implying f Y |X (x ⊤ β τ ) also depends on x. As a result, the Koenker-Bassett estimate is not semiparametric efficient.
Remark 2. When L → ∞ and the maximum space of {τ l − τ l−1 , l = 1, 2, . . . , L + 1} tends to 0, model (5) approaches model (4) . Next, we intend to show that the semiparametric efficient score (9) of β(τ k ) approaches that of model (4) as L → ∞. In fact, for the j-th component of β(τ k ), a similar calculation as that of (9) reveals that semiparametric efficient score of
subject to d j (τ k ) = 1. We defer the detailed derivations of this finding in Appendix II.
We point out that, it is infeasible to pursue the semiparametric efficient estimation of (11) , as the numerical minimization of (12) is intractable.
Fortunately, the semiparametric efficient score of β j (τ k ) in (9) can be rewritten as,
It is straightforward to check that
as L → ∞. This finding motivates us to use the efficient score in (9) to approximate the efficient score in (11) , which leads to a nearly semiparametric efficient estimator of
Remark 3. The key idea of this work is to borrow information across quantiles and search for the most efficient estimation. This remark provides more insights in this idea.
Intuitively, for certain quantile level τ k , the estimation of β(τ k ) in traditional quantile regression does not depend on the information on Y at other quantiles {τ i , i = k}, especially those quantiles far away from τ k . The intuition is true when the number of covariates (including an intercept term) is 1, that is p = 1. For this special case, one can rewrite (13) as
from which one can see that S kj (y, x) is not relevant to the model information at other quantiles {τ l , l = k}. Appendix III contains the proofs of (15) . In other words, for model (5) with p = 1, the semiparametric efficiency for the estimation of β j (τ k ) can be achieved using only the information at τ k . However, besides an intercept, there is generally at least one covariate in the model, namely p ≥ 2. Hence, the efficient estimator of β j (τ k ) generally depends on the information at other quantiles. In view of this fact, borrowing information across other quantiles via the efficient score (15) is able to improve the estimation efficiency of β(τ k ) when p ≥ 2. In addition, Proposition 1 tells that the variance of estimates of β j (τ k ) have a lower bound σ 2 kj . For illustration, we consider a toy example for model (5) with L = 2. To estimate β 1 (τ 1 ), if we use only the model information at single quantile τ 1 and ignore the information at τ 2 , then
On the other hand, by incorporating the model information at τ 2 for the estimation of
Most importantly, we have shown Q 2 − Q 1 > 0 which leads to E(Q 2 ) − E(Q 1 ) > 0. In summary, our theoretical analysis validates that combining information across quantiles can generally reduce the variance of the estimate of β(τ k ).
The nearly semiparametric efficient estimation.
In this subsection, we introduce the proposed nearly semiparametric efficient estimation procedure for the regression coefficients of mode (4) . As discussed earlier, we make use of the score (9) in the construction of the proposed estimator. Since (9) involves the density function of Y given X, we need to find an appropriate estimate of
Hence, instead of estimating the conditional density function directly, we estimatė
is the Koenker-Bassett estimate of β(τ ) by minimizing (2) and h is the bandwidth.
Thus, the density function
Next, we define the proposed one-step estimator of β(τ k ), denoted bŷ
whereŜ kj (y, x) is the j-th component of the estimated scoreŜ k (y, x) by plugginĝ
kj is the estimated variance lower bound by
Under regularity conditions given in Appendix V, the resulting estimate ofβ j (τ k ) can be proved to achieve the semiparametric efficiency lower bound. The following theorem presents the main results. 
in distribution as n → ∞, where β 0j (τ k ) is the j-th component of β 0 (τ k ). Moreover, the asymptotic variance ofβ j (τ k ) achieves the semiparametric efficiency bound σ 2 kj . The implementation of the one-step estimation is as follows:
Step 2. For each l = 1, · · · , L, calculateβ(τ l ) and the conditional density function
Step 3. ComputeŜ kj (y, x) andσ 2 kj by plugging the initial estimator in step 1 and the estimated density in step 2 into S kj (y, x) and σ 2 kj ;
Step 4. Obtainβ j (τ k ) according to (18) .
Remark 4. Actually, in the above one-step estimation, we only need to estimate the conditional density function f Y |X (x ⊤ β(τ l )) at quantile levels {τ l , l = 1, . . . , L}. In this regard, we only need to assume the linear quantile regression model is specified in a neighborhood of each τ l , l = 1, . . . , L, and do not need to assume a linear quantile regression model for all τ ∈ (0, 1).
SIMULATION STUDIES
Simulations are conducted to evaluate the performance of our proposed method.
In the simulation, for a quantile level τ k of interest, we consider three methods for the estimation ofβ j (τ k ): the Koenker-Bassett quantile estimateβ c τ , denoted by TQE; the proposed one-step estimate based on the semiparametric efficient score of β(τ k ), referred as EFF; the one-step estimate based on the score function (10) ignoring the model information at other quantiles, referred as (SEF). The simulated data is generated from the following quantile regression model with two covariates,
where β 1 (τ ) and β 2 (τ ) takes each of the following 5 forms:
M3 : β 1 (τ ) = 2 and β 2 (τ ) = 1 + log{τ /(1 − τ )};
M4 : β 1 (τ ) = 2 and β 2 (τ ) = 1 + tan{π * (τ − 0.5)};
The covariate X 1 is constant 1 for M1, M3 and M4, and it follows log-normal distribution for M2 and M5. Another covariate X 2 follows log-normal distribution for all cases. In particular, model (20) with cases M1 and M2 are equivalent to
and
respectively, where ǫ follows the standard normal distribution. The sample size n = 1000 and 2000. All simulations are repeated 1000 times.
We first consider the two quantiles 0.5 and 0.7. The simulation results are summarized in Table 1 . One can see that the parameter estimates are generally unbiased. In all configurations, EFF has the smallest standard deviation (SD) compared with TQE and SEF. And SEF have much smaller SD compared to TQE. For example, for case M3 and n = 1000, the ratio of the standard deviations of TQE and EFF ranges from 1.343 to 2.214. And the ratio of the standard deviations of SEF and EFF ranges from 1.026 to 1.062. In other words, EFF improves efficiency of TQE for at least 80% and it improves efficiency of the SEF for around 5% to 12%, which confirms our theoretical findings.
In addition, we also compare the numerical performance of the three methods with quantiles 0.5 and 0.9, a higher quantile. Table 2 reports the estimation results for the 5 cases, from which similar conclusion to that of τ = 0.5 and 0.7 can be drawn. Specially, EFF has the smallest standard erros and SEF is more efficient than TQE. This confirms the theory that, if a higher quantile is of particular interest, it is beneficial to combine the model information across other quantile levels, for example, some moderate quantile τ = 0.5, for more efficient and stable estimation. It can be seen that at nominal significance level 0.05, all the three methods detect Nprevist for all quantiles, detect ages of parents at τ = 0.3 and 0.5. And at τ = 0.7, the three methods identify father age of the female children data. However, one significant finding in the analysis is that at τ = 0.7, Fage and Mage of the male children data do not have significantly nonzero coefficients, however, for female data, Mage is only detected by EFF with a significant nonzero coefficients, while TQE and SEF do not detect this. Overall, Tables 3-4 report that Nprevist and ages of parents have positive and negative coefficients, respectively, which suggests that the birth weights of children become heavier when their mothers are younger and have more prenatal care visits.
In addition, the effect of the three covariates to the birth weights of children are more significant at lower quantile (τ = 0.
3) compared with that of higher quantile (τ = 0.7). 
APPENDIX

Appendix I
We firstly consider the following quantile regression model,
This model focuses on parameter estimation of the L quantile points.
A semiparametric efficient score of β(τ k ) is calculated by using methodology of the least favorable submodel (Bickel et al., 1993) . Without loss of generality, the efficient score of the j-th component of β(τ k ) is constructed firstly. We consider the following parametric submodels based on cumulative distribution function with parameter θ in a neighborhood of 0,F
where G Y |X (t) is a function on t. Easily, we havẽ
wheref Y |X (t; θ), f Y |X (t) and g Y |X (t) are derivatives ofF Y |X (t; θ), F Y |X (t) and G Y |X (t) with respect to t.
To guarantee thef Y |X (t; θ) is a density function for all of θ, the g Y |X (t) satisfies
for l = 1, 2, . . . , L. From (A.1 ) and the Taylor expansion, we have
which suggests that
is a vector with length p and β(τ
which indicates that
Thus, we study the studied parametric submodel (A.1 ), subject to constraints (A.3 ) and (A.6 ). It is well-known that Var(β j (τ k ;θ)) can be generally expressed with Based on the density functionf Y |X (t), we show
Then we have 
The equation holds if and only if
It follows from conditions (A.3 ) and (A.6 ) that
Therefore, a semiparametric efficient score for β j (τ k ) is,
Due to unknown d, we need to compute d by minimizing E(ξ 2 ), that is minimizing
Therefore, for 1 ≤ j ≤ p, the semiparametric efficient score of β j (τ k ) is
with d = u kj . Naturally, the semiparametric efficient score of β(τ k ) is
Appendix II
Consider another quantile regression model,
This model assumes all of quantiles for response Y given X have a linear form. Since the cumulative
.
A semiparametric efficient score of β j (τ k ), j = 1, 2, . . . , p, is calculated by using the least favorable submodel similar to the previous parametric submodel. The parametric submodels with parameter θ in a neighborhood of 0 is,
where G Y |X (t) is a function on t. Then we havẽ
with respect to t. Similar derivations to (A.3 ) and (A.6 ), we have constraints on g as follows,
where d(τ ) is derivative value of β(τ ; θ) with respect to θ at point 0, and d j (τ k ) = 1;
x ⊤ β 0 (τ ) and x ⊤ β(τ ; θ) are τ quantiles of F Y |X (t) andF Y |X (t; θ), respectively; and β(τ ; 0) = β 0 (τ ). Since x ⊤ β 0 (τ ) is a monotone and increasing function on τ , from
From (A.17 ), it shows
Hence, we have .19) and the semiparametric efficient score of β j (τ k ), 20) where d(τ ) is a minimizer of
Obviously, it is intractable to compute the semiparametric score (A.20 ) of β j (τ k ), and can not be used to estimate the β 0 (τ ) directly.
Thus, from (A.21 ), we show that
Hence, the score (13) becomes
Appendix IV
We take estimator of β 1 (τ 1 ) as an example with p ≥ 2 and L = 2. If only use single quantile τ 1 without considering model information of quantile τ 2 , from (13) with L = 1,
we have
And taking quantile τ 2 into account (L = 2 in (13)), we get
Step 1. To prove 28) and M ǫ is certain constant large enough depending on ǫ and M. To this end, first, standard approximation using Taylor expansion shows that
which implies
Next, by a result in Portnoy(2012, page 1733), we havê
Under condition (A2), inf ǫ<τ <1−ǫβ (τ ) > c > 0 for some positive constant c. Together with (A.31 ) and (A.32 ), we have
Next, by the boundedness of X in assumption (A1), we have
Step 2. To prove
To this end, first, we need to evaluate the order of |1/{X
Under Assumption 2, inf ǫ<τ <1−ǫβ (τ ) > 0 and inf ǫ<τ <1−ǫβ (τ ) > c > 0 for some positive constant c. Then,
for n large enough. For brevity, we denote θ l ≡β 0 (τ l ) andθ l ≡β(τ l ). Write, for any
Under Assumption (A2), one can check that
for n large enough. Hence,
Given that X is bounded, we have
From the definition matrices A and B in section 2, combining (A.36 ) and (A.37 ), we
(A.38)
Step 3. For ease of presentation, letη l ≡ 1/X ⊤θ l and η l ≡ 1/X ⊤ θ l . Recall that
Hence,
Using (A.33 ) and (A.38 ), we have shown
Step 4. To evaluate the estimated score functionŜ k (y, x) in Proposition 1 by plug-
To be concise, we definê
We also write
We first consider the first term in (A.41 ) and write
Based on the fact that V ar(
Then, by the monotonicity implied by the quantile regression model,
Using (A.40 ) and (A.44 ), we havê
We first consider Π 1 . For L large but fixed, as obviously E(∆ i l ) = 0, then it can be shown that, Step 5. Lastly, recall the proposed one-step efficient estimation in section 2, that is, for j = 1, 2, . . . , pβ j (τ k ) =β where r n = O p (1/ √ n 3/2 h + h/ √ n) for n sufficiently large. In view of (A.51 ) and Assumption (A3), we have shown
in distribution as n → ∞. We complete the proof of Theorem 1.
Remark: Note that we need r n = o p (1/ √ n) to ensure the asymptotic normality, which requires 1
as n → ∞. That is to say, we need to assume nh 2 → ∞ and h → 0, that is h = o(n −δ ) with 0 < δ < 1/2.
