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Recent advances in neuroscience have engendered
interest in large-scale brain networks. Using a
consistent database of cortico-cortical connectivity,
generated from hemisphere-wide, retrograde tracing
experiments in the macaque, we analyzed interareal
weights and distances to reveal an important organi-
zational principle of brain connectivity. Using appro-
priate graph theoretical measures, we show that
although very dense (66%), the interareal network
has strong structural specificity. Connection weights
exhibit a heavy-tailed lognormal distribution span-
ning five orders of magnitude and conform to a
distance rule reflecting exponential decay with
interareal separation. A single-parameter random
graph model based on this rule predicts numerous
features of the cortical network: (1) the existence of
a network core and the distribution of cliques, (2)
global and local binary properties, (3) global and local
weight-based communication efficiencies modeled
as network conductance, and (4) overall wire-length
minimization. These findings underscore the impor-
tance of distance and weight-based heterogeneity
in cortical architecture and processing.
INTRODUCTION
A characteristic feature of the cerebral cortex is its modular orga-
nization. Sensory, motor, and cognitive systems are organized
as constellations of distinct areas, each within a well-defined re-
gion or lobe. Analyses of the functional specificities of individual
areas and of their cooperative and competitive interactions184 Neuron 80, 184–197, October 2, 2013 ª2013 Elsevier Inc.mediated by numerous interareal pathways have provided pro-
found insights concerning the role of the cortex in higher func-
tions (Mountcastle, 1998; Schu¨z and Miller, 2002; Zeki, 2005).
Anatomical tract-tracing methods permit the analysis of cortical
connectivity at much higher resolution than is currently possible
with in vivo brain imaging techniques (Bakker et al., 2012; Lan-
ciego and Wouterlood, 2011). Numerous tracer studies have
extensively characterized the pathways linking cortical areas
and have revealed many important principles of organization
(Aflalo and Graziano, 2011; Barbas and Rempel-Clower, 1997;
Boussaoud et al., 1990; Felleman and Van Essen, 1991; Jouve
et al., 1998; Kaas and Collins, 2001; Rockland, 1997; Rosa and
Tweedale, 2005; Sporns et al., 2000; Vezoli et al., 2004; Young,
1992; Zeki and Shipp, 1988). Nevertheless, many fundamental
aspects of cortical circuitry remain poorly understood (Bohland
et al., 2009; Van Essen and Ugurbil, 2012).
Our current understanding of cortical connectivity owes much
to the seminal work of Sporns and coworkers who conceptual-
ized interareal neuroanatomy in terms of graph theory (Sporns
et al., 2000). The fundamental motivation is that the analyses of
the network properties of complex systems can provide insights
into the computations that they carry out (Barabasi and Albert,
1999; Boccaletti et al., 2006; Newman, 2003; Watts, 1999b;
Watts and Strogatz, 1998). Investigation of the cortical graph
has made important progress, showing for instance that the
brain exhibits a remarkable economy in its organization (Bull-
more and Sporns, 2012; Sporns, 2011). Further, studies using
subgraphs with low densities suggest that cortical networks
are structurally heterogeneous, exhibiting a highly connected
core region (high centrality) that may provide an important inte-
grative capacity to the cortex (Harriger et al., 2012; Modha and
Singh, 2010; van den Heuvel et al., 2012).
The data sets used in early investigations of the structural or-
ganization of the cortical network at the single-cell level largely
relied on data that were based on binary (yes/no) assessments
of connectivity and were collated across numerous experimental
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inherent limitations due to inconsistencies between laboratories
as well as the use of incomplete and nonquantitative data (Ken-
nedy et al., 2013).
A recent study set out to establish a consistent database of
interareal connectivity using sensitive retrograde tracers in order
to determine the weighted connectivity of the inputs to 29 areas
in an atlas of 91 cortical areas (Markov et al., 2012). This large-
scale anatomical investigation of the macaque cortex provided
a weighted and directed connectivity matrix in which the 29 in-
jected areas are linked by 1,615 interareal pathways. Over
one-third of these pathways had not been reported in previous
studies. While a single injection only provides information about
the inputs to a given area, the set of 29 injections provides a
complete assessment of the inputs and outputs within the sub-
graph of 29 areas (G29x29). Such edge-complete subgraphs of
a large network are expected to possess many of the properties
of the network from which they are extracted. In particular,
because the 29 injections are widely distributed within the full
set of 91 cortical areas, it is expected that the properties of the
G29x29 subgraph are representative of the full interareal network
(FIN). Note that this is not typically the case for subgraphs based
on edge-incomplete data.
Analysis of the G29x29 subgraph revealed a number of unex-
pected network properties (Markov et al., 2013). Foremost, the
cortical graph has a much higher density (66% of the connec-
tions that can exist do exist) than expected from previous work
on collated databases. If connections were homogenously
spread across the cortex, such a high density would preclude
significant binary specificity within the graph. However, the
probability of a connection existing between any two given areas
declines sharply with distance (Markov et al., 2013). This
explains the observed specificity of long-range between-lobe
connections, which is directly related to the spatial embedding
of the network. By contrast, within-lobe connections were shown
to exhibit low binary specificity, since nearly all the possible
connections actually occur (i.e., densities approach 100%).
These results suggest that the cortico-cortical connections
within the constellation of areas of a particular lobe or region
achieve their specificity mainly via the heterogeneity of their
weights (Markov et al., 2011, 2012).
Contrary to some virtual networks such as the world-wide
web, the cortical network is a spatially embedded physical
network. It is constructed under evolutionary pressure acting
on physical parameters, such as wire length and overall network
volume, that impose constraints on its architecture. Such evolu-
tionary pressure could mean that wire length minimization will
impose constraints on network connectedness with increasing
brain size (Ringo, 1991). Indeed, there is evidence that the struc-
ture and function of cortical networks optimize resources and
satisfy constraint minimization at multiple scales, thereby influ-
encing diverse aspects of cortical architecture including areali-
zation and cortical folding (Chklovskii and Koulakov, 2004;
Klyachko and Stevens, 2003; Laughlin and Sejnowski, 2003;
Mitchison, 1991; Rivera-Alba et al., 2011; Van Essen, 1997). In
order to quantitatively assess the role of wire minimization on
the cortical architecture, we estimated the numbers of wires
(i.e., number of cells projecting onto an injection site yieldingthe strength or weight of connection) between areas and the dis-
tance of projections (see Experimental Procedures).
As noted above, interareal distances play an important role in
defining certain aspects of the specificity of the cortical graph,
meaning that its embedded nature (i.e., its spatial organization)
must be taken into consideration. However, given the high den-
sity of theG29x29 graph, appropriate graph theoretic approaches
must also be used. Three features of the data concerning weight
and distance have governed our approach: first, the weights of
the pathways span five orders of magnitude; second, weights
are distributed in a lognormal fashion; and third, interareal dis-
tances are normally distributed (Markov et al., 2011, 2012, 2013).
Here, we examine howmultiple aspects of our data interact to
predict important features of cortical organization and, by impli-
cation, the information theoretical function therein. We demon-
strate that important graph theoretical characteristics of the
cortical network, as well as its previously reported specificity
(Markov et al., 2013) and core-periphery structure (Harriger
et al., 2012; Modha and Singh, 2010), can be formulated in terms
of a wiring economy principle (quantified as an exponential
distance rule) with the help of a single-parameter networkmodel.
This unique, physical parameter expresses the decline in the
probability of axonal projection as a function of distance and is
extracted from anatomical data. The implications of these find-
ings are considered in the Discussion.RESULTS
Connection weights were derived from a connectivity matrix
based on interareal connection strengths in the macaque
(Markov et al., 2012). The weight of a projection from a source
area to a given target area (the area injected) is defined by
the fraction of labeled neurons (FLN) expressed as the ratio
between the number of labeled neurons in that source area
over the total number of labeled cortical neurons extrinsic to
the injected area. Distances were measured as the length of
the shortest trajectory interconnecting areas via the white mat-
ter, approximating the axonal distance (see Supplemental Infor-
mation available online).A Spatially Embedded and Weighted Network
The projections between the NF = 91 areas comprise the full in-
terareal network (FIN), which is a directed, weighted, spatially
embedded graphG91x91 on 91 nodes. The FLN fij of a link projec-
ting from area i to area j represents the weight of that projection
(later parameterized as wij =  log fij, for a conductance-type
analysis). The n = 29 injections have identified a total of E =
1,615 edges of G91x91, forming the currently known subgraph
G29x91 of FIN. The 29 3 29 directed graph G29x29 includes only
the injected areas and their interconnections, and therefore it
has full connectivity information within this set. Accordingly,
G29x29 is an edge-complete subgraph of the FIN. Given that in-
jected areas are evenly distributed across the cortex, the statis-
tical properties ofG29x29 are likely to be representative of the FIN.
The G29x29 subgraph has M = 536 (binary) links out of the
maximum possible of N(N  1) = 812; it is a very dense graph
with a density ðr=M=½NðN 1ÞÞ of 66% (Markov et al., 2012).Neuron 80, 184–197, October 2, 2013 ª2013 Elsevier Inc. 185
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Figure 1. Distribution of the Pooled Fraction of Labeled Neurons for
the 29 Target Areas
(A) FLN values span five orders of magnitude and follow a lognormal distri-
bution in this density plot. Log10(FLN) values were binned (bin size 0.5), the
height of each bin (ordinate) corresponds to the fraction of projections with
log10(FLN) falling within that bin divided by the bin width. Blue, Gaussian fit with
mean at mGauss =  3:17 (location parameter) and SD of sGauss = 1:42 (scale
parameter), both in units of log10(FLN).
(B) Right tail (large FLN values) of the distribution exhibits a slow, power-law
decay as shown by the double logarithmic plot. Blue line in (B), right tail of the
lognormal in (A). This is also a density plot, as in (A). In this case, the binning
was done directly on the FLN values with a bin width of 0.025 FLN. With this
choice for bin width, the right tail of the distribution is formed by those high FLN
values that fall outside of one sigma ðsGauss = 1:42Þ in (A).
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For each injected area, the distribution of FLNs (incoming link
weights) is lognormal (Markov et al., 2011, 2012). Figure 1A
shows that the pooled distribution of FLN values for all the 29
injections also has a lognormal distribution, hence exhibiting a
heavy tail (Figure 1B). Here we show that the FLN decays expo-
nentially as a function of projection distance. This allows formu-
lation of a global distance rule as a principle of allocation of
resources in the cortex. Figure 2A shows the log(FLN) values
for all 1,615 projections of G29x91 as a function of interareal pro-
jection length. In spite of the variability in the data, there is a clear
decay trend (red, linear fit) with increasing distance. However,
the FLNs group neuronal counts via the injected areas, thus
providing a binning by areas. Projections at longer distances
come at a metabolic cost for individual neurons. To better ex-
press this cost principle as a global (area-independent) property,
Figure 2B shows a histogram for all retrogradely labeled neurons
found from the 29 injections (a total of 6,494,974) as function of
the projection distance between cortical areas. This exhibits an
exponential decay that we refer to as the ‘‘exponential distance
rule’’ (EDR). Accordingly, p(d) can be interpreted as the probabil-
ity of a projection length d, irrespectively of the areas involved.
Based on Figure 2B, we express this principle as:
pðdÞ= c expðldÞ (1)
where c is a normalization constant and l= ld = 0:188 mm
1
(obtained from least-squares fitting, Figure 2B). The blue line in
Figure 2A corresponds to Equation (1) with l= ld, indicating
that it is a good approximation for the linear decay trend (red
line with lfij = 0:150 mm
1 in Figure 2A) of the log(FLN) values
as well. Since the fraction of labeled neurons fij can be inter-
preted as the probability of a neuronal projection from i to j, the
agreement in Figure 2A shows that, on average, we can approx-
imate the FLN values with their distance-dependent projection186 Neuron 80, 184–197, October 2, 2013 ª2013 Elsevier Inc.probabilities, i.e., fijzpðdijÞ= celdij , where dij is the distance
between the areas. From this, the distance between two areas
can on average be expressed in terms of the corresponding
log(FLN) values (natural log) as:
dijz 1
l
log fij +
1
l
log c: (2)
The distribution of the interareal distances (i.e., the fraction of
area pairs separated by distance d) conforms to a Gaussian (see
Figure 2C), i.e.,
qðdÞ= 1
s
ﬃﬃﬃﬃﬃﬃ
2p
p exp

 1
2s2
ðd  mÞ2

; (3)
with m= 26:57 mm and s= 10:11 mm. Note that Equation (3)
expresses a geometrical property of the cortex, the distribution
of areal separations, and is not related to neuronal counts or
densities. Substituting the distance variable in Equation (3) with
its expression in terms of log(FLN)s from Equation (2), gives an
approximation to the fraction of ordered area pairs that have a
given log(FLN) value, i.e., an approximation to the log(FLN)
distribution:
PðlogðfÞÞ=qðdðfÞÞ= l
g
ﬃﬃﬃﬃﬃﬃ
2p
p exp

 1
2g2
ðlog f  nÞ2

(4)
with g= sl and n=ml log c. This is indeed a Gaussian, consis-
tent with the experimental observation that the FLN distribution
is a lognormal. Note that this derivation captures only the
lognormal form, as we have replaced distances in Equation (3)
by an expression of the FLNs that holds only on average, Equa-
tion (2). Accordingly, the width of theGaussian distribution in Fig-
ure 1A (data) is wider than that of Equation (4), due to fluctuations
around the average.An EDR-Based Network Model of the Cortex
Because the G29x29 graph is a densely connected network, one
might expect there to be little structural specificity on the binary
level (nodes connected or not). However,G29x29 is actually a spe-
cial graph even at the binary level. This specificity follows directly
from the EDR (decreasing probability of projection with distance
principle), acting as a physical constraint and the spatial embed-
ding of the cortex acting as a geometrical constraint. To explore
further the role of distance in the structural properties of the
cortical network, we generated two random graph models using
different distance rules. One obeys the observed exponential
distance rule (1) (EDR graphs), the other a constant distance
rule pðdÞ= const, in which the probability of a projection having
a distance d is a constant (CDR graphs). The CDR model can
be considered a special case of EDR with l = 0. To construct
themodel graphs,we first chose a connection lengthd according
to the distance rule p(d). We next pick uniformly at random
(to avoid biases, following Jaynes’ maximum entropy principle;
Jaynes, 1957) an area pair (i,j) from the set of area pairs in the
29 3 29 matrix of measured distances, whose separation is in
the same distance bin as d, then insert a connection in the graph
directed from j to i. Multiple connections from j to i are allowed,
thus generating the projection’s weight; the process is halted
after accumulatingM = 536 binary connections (i.e., the number
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Figure 2. Projection Length Distributions in the Macaque Cortex
(A) FLN values (log fij) for all 1,615 projections as a function of projection length (dij) estimated through thewhitematter. Red circles, averageswithin 5mmdistance
bins; the red line is an exponential fit to all the black points giving a decay rate of lFLN = 0:150 mm
1.
(B) Histogram of interareal projection length for all labeled neurons (n = 6,494,974). Blue line, exponential fit with decay rate ld = 0:188 mm
1, also shown in (A).
(C) Distribution of interareal distances in G29x91 matrix, a purely geometrical property, is best approximated by a Gaussian (mean hdi=m=26:57 mm; SD
s= 10:11 mm).
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properties between the model and the cortical graph G29x29,
we generated 1,000 random realizations of each model graph,
averaged the measured quantity over these realizations, and
compared this average to the same measure on G29x29.
Prediction of Frequency of Uni- and Bidirectional
Connections
Previous studies of collated data had suggested that connec-
tions between cortical areas are dominated by reciprocally inter-
connected pathways (Felleman and Van Essen, 1991). Markov
et al. (2013) reported a higher incidence of unidirectional, nonre-
ciprocal connections. Here we show that this feature is well
captured by the EDR. If M1 and M2 are the number of uni- and
bidirectional connections, respectively, the total is M = M1 +
2M2. The simplest quantity that we can compare betweenmodel
and data graphs is the total number of unidirectional connections
M1 (because M is specified, M2 is automatically determined).
Varying lmodulates the distribution ofM1 andM2, see Figure 3A.
Since l is the only model parameter, we set it to
l= lMy0:174 mm1 (Figure 3A) so that hM1iðlÞ=M1 = 108, the
reported number of unidirectional connections (Markov et al.,
2012). Thus, lM is set by a purely binary graph theoretical mea-
sure of the data, not by weights, distances, or neuronal counts,
yet it agrees closely with the decay rate ld = 0:188 mm
1, ob-
tained from the histogram of projection lengths of Figure 2B.
This agreement stems from the fact that the EDR rule is a strong
determinant of the cortical network structure (see below).
Prediction of Motif Distribution
Abasicbinary characteristic of a directednetwork is its frequency
distribution of directed small binary subgraphs that can be
considered as network building blocks that are characteristic of
different types of networks (Milo et al., 2002). For example, Milo
et al. (2002) lookedat three-nodemotifs andshowed that informa-
tion-processing networks were characterized by certain, abun-
dant triangular motifs. There are 16 possible three-node motifs
(abscissa symbols in Figures 3B and 3C). The EDRmodel returns
motif frequencies similar to those found in the data as shown in
Figure 3B. Figure 3C compares the deviations by consideringthe log of the ratio of the model motif count to the count of the
same motif in the data. Let sD denote the SD of the fluctuations
in Figure 3C. Figure 3D plots sD versus l, showing that the best
agreement (minimum point) is achieved at lD. Thus, the EDR fits
thedatamuchbetter than theCDR: theSD sD between the exper-
imental data and CDR is over 2.6 times larger (0.0377) than the
deviation for EDR (0.0145), at l= lD = 0:180 mm
1. This l value
does not necessarily equal lM, because it is derived from an
entirely different binary graph measure. The similarity of these
values indicates that the EDR captures important aspects
of cortical network structure. In the following, unless speci-
fied otherwise, we used lD to generate the EDR graphs
ð0:150 mm1 = lFLN < lM < lD < ld = 0:188 mm1Þ. Although the
graphs are small (29 nodes) and the degree distributions noisy
(Figures 4A and 4B), the comparisons between models and
data nevertheless show that the EDR better captures the fre-
quency distributions than does the CDR.
Prediction of Graph Spectra
Instead of comparing individual graph measures, we may eval-
uate a more stringent constraint by comparing the eigenvalue
spectra of the networks generated by our models and the
cortical network. The spectral decomposition of a graph on N
nodes allows expressing its graph theoretical properties with
the help of N eigenvalues and corresponding eigenvectors.
While all graph measures can be expressed in a spectral form,
for any particular graph measure, their specific spectral expres-
sions may be difficult to obtain or may not have a particularly illu-
minating or intuitive form. However, if two eigenvalue spectra are
similar, then most of the corresponding graph measures are also
similar (two matrices connected by a similarity transformation
have identical eigenvalues). This is what we examine next.
Let A= faijgNi;j = 1 be the adjacency matrix of a graph G(V, E) on
N nodes, that is aij = 1 if nodes i; j˛V are connected ðði; jÞ˛EÞ and
aij = 0 otherwise. The set of eigenvalues q1Rq2R.RqN of A
forms the spectrum of the graph G(V, E) (Brouwer and Haemers,
2012; Chung, 1996). The eigenvalue spectrum of a graph is
invariant, and it describes a wide range of local and global binary
properties (Chung, 1996). In Figure 4C, we show a comparison
between the spectra of graph eigenvalues (computed from theNeuron 80, 184–197, October 2, 2013 ª2013 Elsevier Inc. 187
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Figure 3. Distance Rules-Based Network
Models of the Cortex
(A) The only model parameter l here is set by
setting the number of unidirectional linksM1 to that
in the data (Markov et al., 2012).
(B) Motif fractions in the EDR and CDRmodels and
data. Statistics were carried out on 1,000 random
graph realizations; error bars show the SD.
(C) Logarithm of motif ratio counts between model
and data.
(D) The SD of the deviations in (C) as function of
l, optimal agreement (minimum sD) is at
lD = 0:180 mm
1.
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EDR and CDR. Since our graph G29x29 is directed, some of the
eigenvalues will be complex. In Figure 4C, we show the absolute
values jqij of the eigenvalues for G29x29 and the averages of the
eigenvalues after 200 realizations for both the CDR and EDR
models. While both models closely capture most of the spec-
trum, the EDR does a better job. We expected the largest eigen-
value to be very close for G29x29 and the models because q1 is
related to the average degree in the network, which was fixed
by stopping the network growth in the models when they had
as many binary connections as in the data. The second largest
eigenvalue, however, is related to several important binary prop-
erties such as conductance and expansion properties and
random walk mixing time. As Figure 4C shows, the EDR repro-
duces much better the second largest eigenvalue than does
the CDR (the results are also similar if we look at the real and
imaginary parts of the eigenvalues separately) and also the
smallest eigenvalues (which are related to connectivity
properties).
Predicting the Core Structure of the Cortex
There is evidence of core structures in cortical networks that are
thought to play a role in functional integration (Hagmann et al.,
2008; Harriger et al., 2012; Modha and Singh, 2010; van den
Heuvel and Sporns, 2011). In our data, a strong indicator of the
heterogeneity of the interareal cortical network at the binary level
is revealed by a clique distribution analysis of theG29x29 graph. A
k-clique is a complete subgraph of k nodes from G29x29 with all
possible directed edges actually existing within this set of nodes
(i.e., all kðk  1Þ directed edges). The G29x29 graph’s largest cli-
que size is k = 10 and there are 13 such 10-cliques. While it is
not unexpected to see large cliques in dense graphs, the appear-
ance of 13 10-cliques is highly improbable even in a graph of188 Neuron 80, 184–197, October 2, 2013 ª2013 Elsevier Inc.66% overall density (see below). The
union of all areas participating in at least
one of these 13 cliques is a set of 17
areas. There are 251 directed links within
this set, which constitutes a very dense
subgraph of density rcc = 251=ð17316Þ
or 92% density. We refer to this set
of 17 areas as the high-density core, or
simply core, and to the set of remaining
12 nodes as the periphery. There are220 links between the core and the periphery, corresponding
to a density of rcp = 220=ð1731232Þ or 54% density. Finally,
there are 65 directed edges linking the 12 nodes within the pe-
riphery, corresponding to a density of rpp = 65=ð12311Þ or
49% density. Since the G29x29 graph is edge complete, its entire
set of links will stay the same following future tracer injections
into additional areas. Thus, the density of 92% between these
17 nodes is the same within the FIN (G91x91) itself. This implies
that the FIN also has a high-density core that includes these 17
nodes (the full core might be larger). Figure 5A shows the 13
10-cliques and Figure 5B shows the 17-core as the superset of
the 13 10-cliques. The white directed arrows in Figure 5B are
the missing links in the core. Figure 6 shows on a flat-map the
areas corresponding to the core and periphery (see Figure 6
for the 13 10-cliques on the same map).
To estimate the likelihood of such a core by chance, consider
that the edges in the G29x29 were placed uniformly at random
with a placement probability of p = 0.66 (from the density of
G29x29). The maximum number of edges between the 17
nodes listed in Figure 4B is 17 3 16 = 272. One can select
in

272
21

ways the 21 nonedges, each appearing with proba-
bility (1  p). Thus, the probability that a specific set of
17 nodes has a density of 92% in a random graph
is

272
21

p251ð1 pÞ21 = 8:7131025. The probability of a core
of 17 (among any 17 nodes), obtained by multiplying the
above number with the number of ways to select 17 nodes out
of 29, is 4:5231017, i.e., infinitesimal.
Figure 5C shows the distribution of cliques of various sizes in
the data graph G29x29 compared with the same in the model
graphs and a randomly rewired version of G29x29, RAND. In the
latter case, the rewiring preserved the degrees of all nodes by
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Figure 4. Prediction of Degree Distributions
and Eigenvalue Spectra
(A and B) In- and out-degree distributions for uni-
directional connections observed in data (red and
blue bars, respectively) and the degree distribution
for bidirectional connections (black bars). Curves:
predictions of the two randomgraphmodels (CDR,
EDR). EDR (A) better describes the experimental
data than does the CDR (B), by capturing both the
central tendency and the spread of the degrees.
(C) Absolute G29x29 graph spectra values for EDR
and CDR models. Statistics were carried out on
200 random graph realizations; error bars show
SD. Abscissa, i index of eigenvalue; ordinate, ab-
solute value of the eigenvalue jqi j.
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Weight and Distance Determine Cortex Architectureedge swaps. This is much more restrictive than the simple
random placement of links, and in this case, larger cliques occur
more frequently but still well below those inG29x29. Only the EDR
model generates large cliques with high probability; both CDR
and RAND produce practically zero values for 9- and 10-cliques
(Figure 5C). The overall clique distribution is also much better
matched by the EDR than by any of the other models. Thus,
the strongly heterogeneous clique distribution (at the binary level)
of the cortical network is also well recovered from the cost-of-
wiring principle expressed in the exponential distance rule.
It is of interest to compare the weight distributions for the core,
periphery, and core-periphery connections ofG29x29, rather than
just the binary analysis described above. Figure 5D shows the
FLN distribution within the core, within the periphery, and be-
tween core and periphery. Figure 5D shows that within the 17-
core the links are mostly strong (the FLN distribution is skewed
toward large FLN values, black circles) and as well among the
nodes within the periphery. However, the edges connecting no-
des between periphery and core are preponderantly weak
(skewed toward small FLNs, blue circles). Interestingly, medium
strength connections are found with almost equal distribution in
all three substructures.
In summary, the binary properties of the G29x29 network are
well captured by a random graph model based on the EDR.
Although the binary network properties are based on the con-
nections existing or not, they are nevertheless generated from
a continuous spatial property of the system (distance rule). While
the EDR is an averaged, biologically nonspecific rule, it ex-
presses the strong economy around physical connection
lengths, with higher costs associated with longer distances.
This strongly determines cortical network structure. It might
also influence the types of information theoretic algorithms theNeuron 80, 184–197brain uses. In the next section, we explore
how the range and distribution of weights
and spatial geometry encode some of the
specificity and functional structure of the
cortical graph.
Communication Efficiency and the
Backbone
The five orders of magnitude range of
connection weights mean that informa-tion capacity is expected to vary differently along the high band-
width within lobe pathways and the weak interlobe connections
(Markov et al., 2013). To investigate how differences in connec-
tion strength shape the functional structure of the cortical graph,
we approach the problem from a communication efficiency point
of view. The fij can be interpreted as a measure of the capacity of
information transfer between a source i and its target j. The
higher fij (the stronger the projection), the higher the bandwidths
of information transfer along the i/j link. Thus, to a first approx-
imation, the probability for signals along the i/j link to induce
activity in node k via the j/k link is proportional to the product
fijfjk = exp½lnðfijÞ+ lnðfjkÞ. Therefore, it is more convenient to
work with wij =  lnðfijÞR0 as link weights, so that they are addi-
tive along directed paths. The wij is equivalent to link resistance,
(larger wij means a weaker link or a higher resistance). For every
pair of nodes (i,j), we define rij as theminimum sumof link weights
(sum of wlkweights taken along a path) among all paths directed
from i to j. For constant weights, rij is proportional to the length
(number of links) of the shortest directed path from i to j. We
examined two communication efficiency measures, namely a
global measure Eg (Latora and Marchiori, 2003) and a local mea-
sure El (Vragovic et al., 2005).
The global network communication efficiency measure Eg
introduced by (Latora and Marchiori, 2003) is defined as:
Eg =
1
NðN 1Þ
X
isj
1
rij
;
where the summation is over all the N(N 1) possible pairs (i,j) of
nodes. Eg is a global conductance measure for information
transfer between two arbitrary nodes, calculated as the mean
of the conductance 1/rij over all the N(N  1) possible pairs., October 2, 2013 ª2013 Elsevier Inc. 189
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Figure 5. Core-Periphery Structure
(A) The 17 areas participating in the 13 10-clicks.
(B) White arrows, missing links between the 17 nodes of the core.
(C) Distribution of clicks, showing the average number of clicks of a given size in the model graphs (EDR, CDR), the degree-preserving randomly rewired graph
(RAND), and the actual graph G29x29 (black). The averages were obtained from 10
3 realizations of the model graphs. The inset is a magnification of the corre-
sponding region, showing that the EDR is the only model close to the value in the data.
(D) FLN distributions within the core-periphery structure of G29x29. See also Figure S1.
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Weight and Distance Determine Cortex ArchitectureThe local network communication efficiency measure El intro-
duced by (Vragovic et al., 2005) is defined as:
El =
1
N
X
i
1
kiðki  1Þ
X
jsk˛fig
1
rjk=i
:
Here a local efficiency is calculated for all pairs j,k of neighbors
of node i after node i and its links are removed from the
graph (obtaining rjk/i through the remaining graph), then this is
averaged over all nodes i. The local efficiency is essentially the
average conductance between all the areas connected to an
area X, after removal of area X with its links (that is, through
the rest of the network). It is similar to assessing how easily
one can travel between the satellites of a town, without using
routes passing through the town. Again, this is averaged across
the entire graph.190 Neuron 80, 184–197, October 2, 2013 ª2013 Elsevier Inc.We explored the role of the connection weights in communica-
tion efficiency, by simulating a threshold effect via progressively
deleting the weakest links (green and blue solid lines, Figures 7A,
7B, and S2). The effect on global efficiency starts to decline
sharply only after 76% of links (containing 5% of total neurons)
have been removed. Hence, efficiency is assured by the remain-
ing 24%of links exhibiting the largest FLN values and accounting
for 95% of neurons. These links with the highest FLN assuring
global efficiency have a mean projection distance of 16 mm
(SD 8.4), considerably shorter than the 27 mm mean of the
removed connections. This high FLN network constitutes the
global efficiency (GE) backbone of the graph, shown in Figure 7E.
This figure depicts a relative spatial placement of the areas that is
optimal with respect to the weights, generated via the Kamada-
Kawai (KK) force-based graph-drawing algorithm. In the final
state, the areas (nodes) become clustered by the algorithm in a
Figure 6. 2D Cortical Surface Map Local-
izing Core and Periphery
Areal members of the core are shown in red and of
the periphery in yellow. See bottom right for areal
names (see Markov et al., 2012 for abbreviations).
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Weight and Distance Determine Cortex Architectureway to suggest their functional interactions. As more weak links
are removed, regional groups of areas cluster in a connected
network, forming a high-strength, high-bandwidth subgraph of
the cortex.
Interestingly, with decaying density, global efficiency (green
solid line in Figures 7A and 7B) remains virtually unchanged,Neuron 80, 184–19while local efficiency (blue solid line) in-
creases. The higher local, compared to
global, efficiency suggests that local in-
formation processing is more voluminous
and that within the clusters of areas in the
backbone, the strong connections
provide multiple alternative paths for
functional interactions. Mathematically
speaking, those terms increase in El for
which the central node i loses a weakly
connected neighbor j during the removal
process. Due to the distance rule, how-
ever, if j is a weak link neighbor of i, then
all its connections to the strong link neigh-
bors of i must be weak, since j is then a
node physically far from i and its immedi-
ate neighborhood (e.g., since Lyon is far
from South Bend, it is also far from
Chicago). Evidence that the differential
effect of weak link removal is largely due
to the distance rule is shown in Figures
7A and 7B. Both local and global effi-
ciencies decay slowly for the CDR,
whereas the EDRmodel displays a similar
behavior as the data.
Wire Length Constraints
The architecture of cortical connectivity
patterns is presumably scalable in order
to accommodate the observed five
orders of magnitude range in mammalian
brain weight (Striedter, 2005). Adaptive
changes in brain size pose specific design
challenges for the neocortex, given the
high cost of long-distance connections
(Kaas, 2000). We, therefore, examined
whether the spatial distribution of the
cortical areas in the G29x29 network con-
forms to an optimal placement that mini-
mizes total wire length.
The total wire length of a network de-
pends on the positions of the nodes rela-
tive to each other and the number of links
between node pairs. For a binary network,the total wire length is just the sum of the distances between
existing links and will be referred to simply as the total distance
or span. In the case of a weighted network, the total wire length is
calculated as the sum over all edges of the product of the weight
(FLN) and the projection distance. In the case of our network,
each area is attributed to a point on the surface of the brain7, October 2, 2013 ª2013 Elsevier Inc. 191
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Figure 7. Global and Local Communication Efficiency
(A and B) Effects of graph density via sequentially deleting weak (blue, green) and strong (black, red) links. Data comparison with (A) EDRmodel, dashed lines and
(B) CDR model, dashed lines.
(C–E)Weight-based layout and high-capacity backbone. Kamada-Kawaii, force-based graph-drawing algorithm reveals optimal layout. In this algorithm, links are
springs with strengths proportional to the link weight. (C) Full density (all 536 links), all weights taken as unity (binary graph). (D) As in (C), with link weights given by
their FLN values. Note the strong clustering by functional lobes. (E) Blue links, 130 strongest connections (0.16 density) left after weak link (thin gray) removal
(indicated by the black arrow in A). The high-density core is encircled by the orange curve in (D). See also Figure S2. (See Supplemental Information for definitions.)
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Weight and Distance Determine Cortex Architecture(i.e., in 3D space). We permuted the positions of the nodes of the
network while preserving the connectivity pattern. This modifies
the distance relations between the area and all of the other areas.
We then performed optimization analyses in order to assess the
influence of the positions of cortical areas on the total wire length
of the network (see ‘‘Formalization of optimal placement’’ in Sup-
plemental Information).
The total wire length for both the binary and weighted net-
works is smaller than that of every instance of a large sample
(p < 53 106) of random permutations of the placement of areas
in the network (Figure 8A). Global optimization algorithms used
to search for an areal placement tominimize wire length revealed
alternate organizations that shortened the binary network by no
more than 5% (see Supplemental Information). For the weighted
network, the only reductions found were small (<1%) and re-
sulted from inversions of a few adjacent or nearby areas (Fig-
ure 8B). As the weight distribution is imposed by the EDR, we
asked whether randomly generated EDR networks would opti-
mize wire length. Figure 8C shows that the EDR generates net-
works that have total wire length that is 30% less than that of
random permutations of the same network. In contrast, the192 Neuron 80, 184–197, October 2, 2013 ª2013 Elsevier Inc.CDR, on average, generates networks with no differences in
wire length from that of their random permutations.
DISCUSSION
The network analyses have evolved into a widespread approach
to characterizing key features of complex systems containing
many interacting components. In spite of the fact that the
primate cortex is one of the largest complex networks in exis-
tence, it has only recently been receiving appropriate attention
(Sporns, 2011). Many earlier studies were based on incomplete
data and are primarily descriptive characterizations using
various graph theoretical measures, generating qualitative infer-
ences concerning brain function. The present study is based on
consistent and coherent brain-wide tracing data at the interareal
level, aiming to provide a generative model with predictive
capacity. The data were obtained from injections into 29 target
areas distributed evenly across the cortex and revealed 1,615
pathways projecting into these targets from the 91 areas of the
cortical parcellation, a third more than what has previously
been identified (Markov et al., 2012). The projections among
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Figure 8. Wire Minimization
(A) Histograms of wire lengths (L) computed from 2 3 105 random node
position permutations of the G29x29 for binary (left) and FLN-weighted (right)
matrices. The wire lengths in the data shown as solid vertical lines. In each
case, the wire length of the data is smaller than all random permutations.
(B) Histograms of wire lengths obtained from all 293 28/2 = 406 transpositions
of pairs of areas from the G29x29 graph for the binary (left) and weighted (right)
matrices. Solid vertical lines are as in (A). In the binary case, 27 transpositions
lead to marginally shorter wire lengths, while for the weighted case there are
only 3.
(C) For each of the 50 EDR and 50 CDR networks generated, we performed
2,000 random node permutations. Box plots of the ratios of the wire lengths for
each of the 50 networks and their permutations show that EDR generates
networks with 30% shorter wire lengths than a random permutation of the
same network, while the CDR, on average, generates networks with no dif-
ferences in wire length from their random permutations. The line in each box
indicates median value. The error bars, the extreme data points that are no
more than 1.5 times the interquartile range (approximately box height); the
data points, values that are outside this range. See also Figures S3.
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Weight and Distance Determine Cortex Architecturethe 29 injected areas form an edge-complete subgraph of the
FIN, i.e., it has complete connectivity information within this
subset of 29 nodes. This edge-complete subgraph G29x29 is
particularly useful, because incomplete data sets can introduce
significant biases in analyses and conclusions (Kennedy et al.,
2013). An example is the small-world (SW) hypothesis examined
in earlier work claiming that the interareal network is sparse, ex-hibits short path lengths and high clustering, and that these
properties form an organization principle of information integra-
tion in the cortex (Bassett and Bullmore, 2006; Bullmore and
Sporns, 2012; Honey et al., 2007; Modha and Singh, 2010). In
contrast, we find that the G29x29 is a very dense (66%) network;
it is far from being sparse. A dominating set analysis shows that
the FIN itself must be a dense graph as well (Markov et al., 2012).
High-density graphs, however, generate short path lengths and
high clustering ‘‘for free’’ in that these properties are not inde-
pendent features of the system, as, for example, it would be in
the social network (which has very low density, on the order of
107), in which the SW property is a consequence of social
behavior. Some of the conclusions drawn from incomplete
data sets, however, can still be correct (qualitatively), such as
those relating to the existence of a network core, but they are
not assured.
The EDR Is a Major Determinant of Interareal
Connectivity
The G29x29 revealed a strong heterogeneity in terms of interareal
connection strengths obtained from the FLN, spanning five
orders of magnitude and obeying a lognormal distribution (Mar-
kov et al., 2012). We have shown that the lognormal distribution
of weights is a direct consequence of both the physical
constraint of wiring costs appearing as the exponential decay
of connection probability with distance and the geometrical
constraint of the interareal distance distribution in the cortex. In-
terareal connection strengths represent a bandwidth measure
for information transmission. Hence an information theoretic
feature, i.e., the broad range of bandwidths, is generated via
physical and structural means in the cortex. In order to explore
the degree to which wiring costs and distance distributions
determine both the binary andweighted properties of the interar-
eal network, we introduced a simple random graph model based
on these properties, which we call the exponential distance rule
(EDR)model, expressing the cost of wiring principal in the cortex.
Compared with a null model (CDR) that also uses the same
distance distributions, but without the exponential cost to wiring,
we were then able to determine the relative importance of the
EDR in capturing the properties of the cortical network. Using
a set of standard graph measures, we showed that the EDR
performs much better than the CDR in capturing binary proper-
ties of the cortical data graph. Moreover, comparisons between
the spectral properties of the model and data graphs demon-
strate that the EDR is a strong determinant of the full set of struc-
tural properties of the cortical network.
Parameter Consistency of the Single-Parameter EDR
Model
The unique parameter used in the EDRmodel is the decay rate l.
First, this rate l can be determined directly from the empirical
histogram of projection lengths, yielding ld = 0:188 mm
1.
Importantly, ld has nothing to do with network properties: it
determines the probability of an interareal single neuronal pro-
jection to distance d. We then considered the empirical cortical
data graph at the binary level (that is without any distance infor-
mation in it, and simply based on the connections revealed by
the injections). We used its properties to set the value of l as aNeuron 80, 184–197, October 2, 2013 ª2013 Elsevier Inc. 193
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Weight and Distance Determine Cortex Architectureparameter in the EDR model, by matching a binary property
between the model network and the data graph. The simplest
measure tomatchwas the number of unidirectional connections,
which generated a value of lM = 0:174 mm
1, very close to ld
obtained from physical distances alone. The next binary mea-
sure used was the distribution of motifs, which was best
matched by the parametric EDR at lD = 0:180 mm
1. There is
no reason why these estimates of the value of l obtained from
very different and independent criteria would be close to one
another, unless the exponential cost to wiring is a strong deter-
minant of the whole network structure.
Structural Heterogeneities
1. Cliques
A number of earlier studies have revealed highly connected re-
gions in the cortex that share high degree and betweeness cen-
trality, thereby constituting hubs with potentially important roles
in promoting functional integration (Bassett et al., 2008; Hag-
mann et al., 2008). Hubs that form a larger number ofmutual con-
nections than would be predicted from the hub degree alone
form a so-called rich club and are thought to exert an important
control over the network (Colizza et al., 2006). In the cortex, a rich
club subgraph has been shown by imaging studies to form an
extensively connected network core, potentially playing an
important role in integrating information (van den Heuvel and
Sporns, 2011; Zamora-Lo´pez et al., 2010; Zuo et al., 2012). Anal-
ysis of the density of connections linking the rich-club members
suggests that they form a high-cost, high-capacity backbone for
global cortical communication (van den Heuvel et al., 2012). The
correlation of the rich club to regions of high metabolism further
emphasizes the high cost of the rich club and points to a poten-
tial link with degenerative brain disorders (Bullmore and Sporns,
2012; Collin et al., 2013; Vaishnavi et al., 2010).
Previous studies using sparse connectivity data sets haveused
rich club (Colizza et al., 2006) and k-core analysis (Alvarez-Hame-
lin et al., 2005)methods to suggest theexistenceof acore-periph-
ery structure of the macaque cortical network (Harriger et al.,
2012;Modha and Singh, 2010). TheG29x29 that we have explored
has full connectivity information and is not biasedbymissing links
within its set of 29 nodes. However, as the G29x29 graph is very
dense, there aremany high-degree nodes; the rich-clubmeasure
4norm(k) is less sensitive than in strongly degree-heterogeneous
sparse networks such as scale-free networks, for which it was
introduced in the first place, and is unable to extract structure
within the higher density subgraphs of an already dense graph
(see Supplemental Information, ‘‘Rich-club analysis’’). The
k-core decomposition, based on thresholding by high-degree,
is unable to identify structure within dense graphs, as the
‘‘core’’ identified this way will be formed by most of the nodes in
the graph. Recall that even in the sparse 7% density graph of
the Modha and Singh (2010) study, the core was formed by
31%of all nodes, alreadya large fraction. Thus, oneneedsanovel
method that is better suited to extracting network cores from
high-density graphs such as clique distribution analysis (Bron
and Kerbosch, 1973). Our findings on the edge-complete part
of our data corroborate the core existence and in addition show
that suchstructuresare stronglydeterminedby thecost-of-wiring
principle. The studies of Modha and Singh (2010) and Harriger194 Neuron 80, 184–197, October 2, 2013 ª2013 Elsevier Inc.et al. (2012) failed to include many weaker connections.
Compared to a scale-free network, the G29x29 has many hub-
like areas and an important aspect of their functions is their coa-
lition to formahigh-density core. There is good agreement overall
between the present study and the two earlier studies showing
that the prefrontal areas are strongly represented in the core
structure of the cortex, coherent with the over abundance of
prefrontal long-range connections (Markov et al., 2013) and the
global neuronal workspace model of consciousness (Dehaene
and Changeux, 2011). However, the core structure that we
observe extends beyond the prefrontal cortex to include high-or-
der associative areas in frontal, parietal, and temporal regions. It
fulfills the requirements for a convergence-divergence-zone neu-
ral architecture, which has been suggested allows time-locked,
multiregion activation required for perception and memory
(Meyer and Damasio, 2009). Projections of core members to the
periphery might mediate top-down processes such as control
of attention (Miller and Buschman, 2013), employing rhythmic
synchronization in order to facilitate communication between
widespread areas (Fries, 2005; Gregoriou et al., 2012).
It is well accepted that brain networks achieve a cost-value
tradeoff by minimizing the total wiring cost but retaining effi-
ciency for integrative processing (Bullmore and Sporns, 2012).
It has been argued that this tradeoff is achieved through the
SW structure of cortical networks. However, given the high den-
sity of the cortical graph, it is more plausible that the tradeoff is
achieved through the heterogeneous weight distribution result-
ing from the EDR. While many long-range connections exist
providing good global efficiency, the wiring cost invested in
these is much smaller due to the exponential decrease of the
number of axons with their length (EDR). Additionally, we have
shown that the existence of a dense core, believed to have a
central role in generating globally efficient information flow,
arises naturally from the EDR-based cost-value tradeoff.
2. The High-Efficiency Backbone
The unweighted (binary) edge-complete G29x29 graph displays
some clustering that is mainly due to nodal degree (Figure 7C);
the KK algorithm places the nodes with higher degree more cen-
trally than the others. In contrast, the weighted edge-complete
graph shows a stronger clustered network (Figure 7D) that be-
comes more pronounced in the GE backbone after pruning the
weak links (Figure 7E).
The fact that weight heterogeneity is an organizational deter-
minant of the embedded network has important implications.
For instance, the capacity to shape the receptive fields in target
areas is expected to be limited to broadband connections (Wang
et al., 2010), which in the GE backbone are short range (Fig-
ure 7E). These broadband pathways will complement the
communication of neighboring cortical areas via thalamic loops
(Fries, 2009; Saalmann et al., 2012). One can speculate that
the highly specific long-distance low-bandwidth connections
between areas in different modules may coordinate activity via
contraction dynamics (Wang and Slotine, 2005).
Because the high-weight links in the cortical network are
restricted in distance, the constellation of areas of a given sys-
tem constitutes a tightly knit community corresponding to a
lobe or region. The high density of the connections of the global
GE backbone linking the cortical areas in a defined regionmeans
Neuron
Weight and Distance Determine Cortex Architecturethat these broadband connections exhibit little specificity. This
contrasts with the long-distance, low-weight interlobe connec-
tions, which exhibit high specificity (Markov et al., 2013). These
observations concerning the difference of the specificity of the
within- and between-region connections are relevant to a recent
percolation analysis of fMRI network obtained during dual task
performance, showing that weak but specific links optimize
global integration (Gallos et al., 2012a, 2012b).
Another feature that has been proposed as a byproduct of the
SW property of the brain is the economical reconfiguration of
functional networks in response to exogenous stimuli. Experi-
ments have shown that during memory tasks requiring large
cognitive efforts, magnetoencephalography networks show
high efficiency while including a large proportion of long-dis-
tance edges (Kitzbichler et al., 2011). When cognitive demands
are reduced, functional networks reconfigure to more modular
structures with a smaller proportion of long-distance connec-
tions. Here we argue that the EDR naturally allows for this
economical reconfiguration, and it is more relevant: when
weaker links are not in use, the structure of the network is
more modular (see Supplemental Information) and local
communication efficiency greatly increases at the cost of only
a slight decrease of the global efficiency. Moreover, the EDR
graph model quantitatively captures this behavior observed in
the data.
Total Wire Minimization
In contrast to an earlier study (Kaiser and Hilgetag, 2006) that
examined optimal placement using an inconsistent database
with a correspondingly low density and weights restricted to
one of four possible ranks, we found that the G29x29 network
does correspond to an optimized layout, confirming the findings
of others (Cherniak, 2012; Klyachko and Stevens, 2003; Raj and
Chen, 2011) (see Supplemental Information). This supports
numerous studies showing that wire minimization is an important
design constraint of the cortex (Cherniak, 1994, 2012; Cherniak
et al., 1999, 2004; Chklovskii, 2000; Chklovskii and Koulakov,
2004; Chklovskii et al., 2002; Klyachko and Stevens, 2003; Kou-
lakov and Chklovskii, 2001; Raj and Chen, 2011; Rivera-Alba
et al., 2011). The EDR is the means by which the wire minimiza-
tion principle is implemented since the random networks built
with the EDR show optimal placement, whereas those built
with the CDR do not (Supplemental Information). Elsewhere we
have suggested that the lognormal distribution of FLN values
could reflect the operation of a common rule governing axonal
outgrowth in the cortex (Markov et al., 2011). During evolution,
there is an increase in the number of cortical areas and the imple-
mentation of such a growth rule could provide an efficient way to
generate near-optimal solutions to this NP-hard problem of
combinatorial optimization of the areal layout during evolutionary
time (Cherniak, 1994, 2012). Note that the spatial restriction of
broadband connections means that increases in brain size is
predicted to further increase isolation of clustered communities
(Douglas and Martin, 2012; Herculano-Houzel et al., 2010).
The present findings show that thewireminimization constraint
determinesvia theEDR theprincipalbinary featuresof thecortical
graph (including the motifs distribution, eigenvalue spectra, and
the high-density core) and some of the weighted ones (lognormaldistribution for the FLNs and the global and local efficiencies) as
well as the gross brain morphology as reflected by folding of the
cortical surface (Herculano-Houzel et al., 2010; VanEssen, 1997).
The fact that the single-parameter EDR model captures the
cortical network at so many levels suggests that the cortical
network determined experimentally so far is not strongly influ-
enced by noisy thresholding effects (see also the corresponding
statistics analysis on inconsistency in Markov et al., 2012). Addi-
tionally, our efficiency analysis shows that the EDR describes the
network properties of the data at all weight levels, as the sequen-
tial removal of the weakest links (both in the data and EDR) im-
poses varying thresholds on the graph (see Figure S2).
In summary, a simple, EDR-based random graph model
captures quantitatively the structural specificity of the binary
properties of the interareal network and explains the observed
specificity of long-range connections (Markov et al., 2013). All
real-world networks that perform a series of functions exhibit
strong heterogeneity (Barabasi and Albert, 1999; Boccaletti
et al., 2006; Newman, 2003; Watts, 1999a; Watts and Strogatz,
1998). In the cortex, this appears as a heavy-tailed distribution
of the connection strengths spanning five orders of magnitude
and conforming to a lognormal distribution. We have shown
that this distribution is a direct consequence of the EDR and
the spatial positioning of the areas and ensures wire
minimization.
Interestingly, the structural features that we have described
are found at different physical scales, insofar as interareal
(long-range) connections share key properties with intrinsic
(local) circuits. (1) Local connectivity, like interareal connectivity,
shows an exponential decay in density (Markov et al., 2011) and
reflects a decrease in the likelihood of synaptic contact with dis-
tance (Braitenberg and Schu¨z, 1998); (2) the lognormal distribu-
tion that is observed for interareal weights has also been found
for the distribution of synaptic strengths of single neurons (Mar-
kov et al., 2012; Song et al., 2005; Wang et al., 2012); and (3)
wire-lengthminimization applies to both interareal and local con-
nectivity (Cherniak, 1994, 2012; Cherniak et al., 1999, 2004;
Chklovskii, 2000; Chklovskii and Koulakov, 2004; Chklovskii
et al., 2002; Klyachko and Stevens, 2003; Koulakov and Chklov-
skii, 2001; Laughlin and Sejnowski, 2003; Mitchison, 1991; Riv-
era-Alba et al., 2011). These parallels suggest that similar design
principles may apply over multiple scales and conform to com-
mon requirements for constraint minimization.EXPERIMENTAL PROCEDURES
Measurements of Interareal Distance
For a given pathway, source and target locations corresponded to geometric
area centers (for V1, V2, and V4, see Supplemental Information). We evaluated
the shortest physical distance between geometric centers through the white
matter, thereby approximating axonal trajectories between areas. Weights
and distances can be consulted at http://www.core-nets.org. A glossary is
provided in Supplemental Information.SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures
and three figures and can be found with this article online at http://dx.doi.
org/10.1016/j.neuron.2013.07.036.Neuron 80, 184–197, October 2, 2013 ª2013 Elsevier Inc. 195
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