Abstract-In this paper we propose a novel and complete video scene segmentation framework, developed on different structural levels of analysis. Firstly, a shot boundary detection algorithm is introduced that extends the graph partition method with a nonlinear scale space filtering technique which increase the detection efficiency with gains of 7,4% to 9,8% in terms of both precision and recall rates. Secondly, static storyboards are formed based on a leap keyframe extraction method that selects a variable number of keyframes, adapted to the visual content variation, for each detected shot. Finally using the extracted keyframes, spatio-temporal coherent shots are clustered into the same scene based on temporal constraints and with the help of a new concept of neutralized shots. Video scenes are obtained with average precision and recall rates of 86%.
INTRODUCTION
Recent trends in telecommunications collaborated with the expansion of image and video processing and acquisition devices has lead to the rapid growth of the amount of data stored and transmitted over the Internet. Existing commercial and industrial video searching engines are currently based solely on textual annotations, which consist of attaching some keywords to each individual item in the database.
When considering video indexing and retrieval applications, we first have to address the issue of structuring the huge and rich amount of heterogeneous information related to video content. Keyframes, shots, and scenes are the traditional elements that need to be determined and described.
The analysis framework proposed in this paper is illustrated in Fig. 1 . Our contributions concern the optimized shot boundary detector, a novel keyframe selection algorithm and a shot grouping mechanism into scenes based on temporal constraints.
The rest of this paper is organized as follows. After a brief recall of some basic theoretical aspects regarding the graph partition model exploited, Section II introduces the proposed shot detection algorithm. In Section III, we describe the keyframe selection procedure. Section IV introduces a novel scene extraction algorithm based on hierarchical clustering and temporal constraints. In Section V we present and analyze the experimental results obtained. Finally, Section VI concludes the paper and opens perspectives of future work. 
II. SHOT BOUNDARY DETECTION SYSTEM
The development of shot-boundary detection algorithms was explosive in the last decade, as witness the rich scientific literature dedicated to this topic. The simplest way to determine a camera brake is based on the absolute difference of pixels color intensities, between two adjacent frames. Obviously, such methods are highly sensitive even for reduced local object and camera motion, since they capture all details in a frame [1] , [2] . A natural alternative to pixel-based approaches are histogrambased representation, due to the spatial invariance properties [3] , [4] . Methods based on edges/contours have inferior performances compared to algorithms implementing color histogram, although the computational burden is greater [5] . However, such edge features find their applications in removing false alarms caused by abrupt illumination [3] . Algorithms using motion features [6] create an alternative to pixel and histograms based methods due to their robustness to camera and object displacement. The techniques developed in compressed domain assure optimal processing time [7] , but provide inferior precision and recall rates than histogram based approaches.
In this section, we propose an improved shot boundary detection algorithm, based on the graph partition (GP) model introduced in [3] and considered as state of the art for both abrupt (cuts) and gradual transition (fades, wipes…) detection.
A. Graph Partition Model
Let us first recall the considered model introduced in [8] . The video sequence is represented as an undirected weighted graph. We denote by G an ordered pair of sets (V, E) where V represents the set of vertices, V = {v 1 ,v 2 ,…,v n }, and E ⊂ V × V denote a set of pair-wise relationships, called edges. An edge e i,j = {v i , v j } is said to join the vertices v i and v j , that are considered neighbors (or adjacent). In the shot boundary context, each frame of the video is represented as a vertex in the graph structure, connected with each others, by edges. To each edge e ij , a weight w ij is associated to, which expresses the similarity between nodes v i and v j . In our case, we considered the chi-square distance between color histograms in the HSV color space defined as follows:
where H i denotes the HSV color histogram associate to frame i. The exponential term in (1) is used in order to take into account the temporal distance between frames: if two frames are located at an important temporal distance it is highly improbable to belong to the same shot.
The video is segmented using a sliding window that selects a constant number of N frames, centered on the current frame n. A sub-graph G n is thus computed for each frame n, together with the similarity matrix S n which stores all the distances (weights) between the N nodes (frames) of the graph. Let 
is defined. To each partition, the following objective function is associated with:
(2)
where cut and assoc respectively denote the measures of cut (i.e. dissimilarity between the two elements of the partition) and association (i.e. homogeneity of each element of the partition) and are defined as described in (3) and (4):
The objective is to determine the optimal value of k which maximizes the objective function in (2) . In this way, the cut between the elements of the partition is maximized while the corresponding associations are simultaneously minimized.
Finally, the maximal value of the Mcut measure is associated to frame n. A local dissimilarity vector v is thus constructed. For each frame n, v(n) is defined as:
A straightforward manner to detect shot transitions is to determine peaks in the dissimilarity vector v that are greater than a pre-defined threshold value T shot . However, in practice, determining an optimal value for the threshold parameter T shot is a difficult challenge because of large object motion or abrupt and local changes of the lightening conditions, leading to both false alarms and missed detections. For these reasons, in contrast with [3] and [8] , we propose to perform the analysis within the derivatives scale space of the local minimum vector v, as described in the next section.
B. Scale Space Filtering
More precisely, if we consider v'(n) the discrete derivative of vector v(n), defined using the first order finite difference 
The signals v' k (n) can be interpreted as low-pass filtered versions of the derivative signal v'(n), with increasingly larger kernels, and constitute our scale space analysis. After summing all the above equations v' k (n) can be simply expressed as:
Fig . 2 illustrates the set of derivatives signals obtained when using our algorithm. We can observe that smoother and smoother signals are produced, which can be helpful to eliminate variations related to camera/large object motions. The peaks which are persistent through several scales correspond to large variations and can be exploited to detect transitions. In order to detect such peaks, we first apply a non-linear filtering operation to the multi-scale representation. More precisely, we construct the following filtered signal:
where the weights h(k) are defined as:
The shot detection process is applied on the d(n) signal thus obtained. The weighting mechanism adopted privileges derivative signals located at the extremities of the scale space analysis (Fig. 3) . In this way, solely peaks that are persistent through all the considered scales are retained.
C. Two Pass Approach
We focused next on reducing the computational complexity of the proposed algorithm by introducing a two-step analysis technique. In a first stage, the algorithm detects video segments that can be reliable considered as belonging to the same shot. Here, a simple (and fast) chi-square comparison of HSV color histograms associated to each pair of consecutive frames is performed, instead of applying the graph partition model. In the same time, abrupt transitions presenting large discontinuity values are detected.
In the second stage, we consider the scale space filtering method described above, but applied uniquely to the remaining uncertain video segments. This second step makes it possible to distinguish between gradual transitions and fluctuations related to large camera/object motion.
For each detected shot, we aim to select a set of keyframes that might represent in a pertinent manner the associated content.
III. KEYFRAME EXTRACTION
One of the first attempts to automate the extraction process was to choose as a key frame the first, the middle or the last picture appearing after each detected shot boundary [9] or even a random image within a shot. However, while being sufficient for stationary shots, one frame does not provide an acceptable representation of the visual content in the case of dynamic sequences that exhibit large camera motion. Therefore, it is necessary to implement more complex methods [10] which aim at removing all redundant information. In [11] the extraction process relay on the color and motion features variation within the considered shot. Different approaches use clustering techniques to find optimal keyframes [12] . Even so, clustering techniques have weak points related to the threshold parameters which control the cluster density and the computational cost. A mosaic-based approach can generate, a panoramic image of all informational content existed in a video stream [13] . However, mosaics can blur certain foreground objects and thus, the resulted image cannot be exploited for arbitrary shape object recognition tasks.
In our case, we have developed a key-frame representation system that extracts a variable number of images from each detected shot, depending on the visual content variation. The first keyframe extracted is selected by definition, N (i.e., the window size used for the shot boundary detection) frames away after a detected transition, in order to verify that the selected image does not belong to a gradual effect. Next, we introduced a leap-extraction method that consider for analysis only the images located at integer multipliers of window size and not the entire video flow as [11] , [14] . The current frames are compared with the existing shot keyframes set already extracted. If the visual dissimilarity (chi-square distance of HSV color histograms) between the analyzed frames is significant (above a pre-establish threshold), the current image is added to the keyframe set (Fig. 4) .
By computing the graph partition within a sliding window, our method ensures that all the relevant information will be taken into account. Let us also note that the number of detected keyframes set per shot is not fixed a priori, but automatically adapted to the content of each shot. In this stage we introduced an additional preprocessing step that eliminates all the monochrome and redundant images [15] from the selected set of keyframes assuring that the story board captures all informational content of the original movie without any irrelevant images, which directly influences the representative power of the summary [16] .
IV. SCENE SEGMENTATION
In the recent years various methods to partition video into scenes have been introduced. In [14] , authors transform the detection problem into a graph partition task. In [17] the detection is based on the concept of logical story units and inter-shot dissimilarity measure. Different approaches [18] proposed combine audio features and low level visual descriptors. In [19] color and motion information are integrated in the decision process. A mosaic approach is introduced in [13] that use information specific to some camera setting or physical location to determine boundaries. More recent techniques [18] , [19] apply concepts as temporal constraints and visual similarity.
We present further our novel scene detection algorithm based on hierarchical clustering and temporal constraints. Considering the previously extracted keyframes we construct a clustering system by iteratively merging shots falling into a temporal analysis window and satisfying certain grouping criteria. The width of the temporal analysis window, denoted by dist, is set as proportional to the average number of frames per shot:
with Į a user-defined parameter. We consider further that a scene is completely described by its constituent shots:
where S l denotes the l th video scene, N l the number of shots included in scene S l , s l,p the p th shot in scene S l , and f l,p,i the i th keyframe of shot s l,p. containing n l,p keyframes.
Our scene change detection algorithm based on shot clustering consists of the following steps:
Step 1: Initialization -The first shot of a film is automatically assigned to the first scene S 1 . Scene counter l is set to 1.
Step 2: Shot to scene comparison -Consider as current shot s crt the first shot which is not yet assigned to any of the already detected scenes. Detect the sub-set ȍ of scenes anterior to s crt and located at a temporal distance inferior to parameter dist. Compute the visual similarity between the current shot and each scene S k in the sub-set ȍ, as described in the following equation:
where n crt is the number of keyframes of the considered shot and n matched represents the number of matched keyframes of the scene S k . A keyframe from scene S k is considered to be matched with a keyframe from shot s crt if the visual similarity measure between the two keyframes is superior to a threshold T group . Let us note that a keyframe from the scene S k can be matched with multiple frames from the current shot.
Finally, the current shot s crt is identified to be similar to the scene S k if:
In this case, the current shot s crt will be clustered in the scene S k. In the same time, all the shots between the current shot and the scene S k will be also attached to scene S k and marked as neutralized. Let us note that the scenes to which initially belonged such neutralized shots disappear (in the sense that they are merged to the scene S k ). The list of detected scenes is then updated.
The neutralization process allows us to identify the most representative shots for a current scene (Fig. 5) , which are the remaining non-neutralized shots. In this way, the influence of outlier shots which might correspond to some punctual digressions from the main action in the considered scene is minimized.
If the condition described in equation (13) is not satisfied, go to step3.
Step 3: Shot by shot comparison -If the current shot (s crt ) is highly similar (i.e., with a similarity at least two times bigger than the grouping threshold T group ) with a shot of any scene in the sub-set ȍ determined at step 2, then s crt is merged in the corresponding scene together with all the intermediate shots. If s crt is found highly similar to multiple other shots, than the scene which is the most far away from the considered shot is retained.
Both the current shot and all its highly similar matches are unmarked and for the following clustering process will contribute as normal, non-neutralized shots (Fig. 6 ). This step ensures that shots highly similar with other shots in the previous scene to be grouped into this scene and aims at reducing the number of false alarms. Step 4: Creation of a new scene -If the current shot s crt does not satisfy any of the similarity criteria in steps 2 and 3, a new scene, including s crt , is created.
Step 5: Refinement -At the end, scenes including only one shot are attached to the adjacent scenes depending on the maximum similarity value. In the case of the first scene, this is grouped with the following one by default.
Concerning the keyframe visual similarity involved in the above-described process, we have considered two different approaches, based on (1) chi-square distance between HSV color histograms, and (2) the number of matched interest points determined based on SIFT descriptors with a Kd-tree matching technique [20] .
The grouping threshold T group is adaptively established depending on the input video stream visual content variation as the average chi-square distance / number of interest points between the current keyframe and all anterior keyframes located at a temporal distance smaller then dist.
V. EXPERIMENTAL RESULTS
In order to evaluate our shot boundary detection algorithm, we have considered a sub-set of videos from the "TRECVID 2001 and 2002 campaigns", which are available on Internet (www.archive.org and www.open-video.org). The videos are mostly documentaries that vary in style and date of production, while including various types of both camera/object motion (Table 1) . Table 2 presents the precision, recall and F1 rates obtained for the reference graph partition shot boundary detection method proposed by Yuan et al. [3] , while Table 3 summarizes the detection performances of our proposed scale-space filtering approach.
The results presented clearly demonstrate the superiority of our approach, for both types of abrupt and gradual transitions. The global gains in recall and precision rates are of 9.8% and 7.4%, respectively. Moreover, when considering the case of gradual transitions, the improvements are even more significant. In this case, the recall and precision rates are respectively of 94,1% and 88,3% (with respect to R = 81.5% and P = 79% for the reference method [3] ). This shows that the scale space filtering approach makes it possible to eliminate the errors caused by camera/object motion. Concerning the computational aspects, Table 4 synthesizes the results obtained, in computational time, with the two-pass approach (cf. Section 2) compared to the initial scale-space filtering method. Here, for the chi-square, frame-to-frame HSV color histogram comparison we considered a threshold value equal to 0.9 to detect abrupt transition considered as certain.
For each detected shot we applied the leap extraction method described in Section 3. In Fig. 7 we presented a set of images of a complex shot with important visual content variation for which our algorithm selects 3 keyframes. The validation of our scene extraction method has been performed on a corpus of 6 sitcoms and 6 Hollywood movies. We first analyzed the impact of the different temporal constraints lengths (10) on the proposed scene detection method. In Fig. 8 we presented the precision, recall and F1 score for various values of the Į parameter. As it can be noticed, a value between 5 and 10 returns similar results in terms of the overall efficiency.
For the considered database, the scene boundaries ground truth has been established by human observers. In Table 4 we presented the detection results obtained when extracting as representative feature interest points (with SIFT descriptors) and HSV color histograms. As it can be observed, the detection efficiency is comparable in both cases.
The Hollywood videos allow us to make a complete evaluation of our method with the state of the art algorithms [14] , [20] , [21] which yield recall and precision rates at 82% and 77%. For this corpus, our precision and recall rates are of 86% and 85% respectively, which clearly demonstrates the superiority of our approach in both parameters.
After a complete analysis of the experimental results gathered in Table 5 the following conclusions can be highlighted. The keyframe similarity based on HSV color histogram is generally much faster than SIFT extraction process and can be used when feature detection and matching becomes difficult due to the complete change of the background, important variation of the viewing point, the action development (Fig. 9) , etc. The matching technique based on interest points is better suited for scenes that have undergone some great changes but fixed and permanent features are available for extraction and matching. In this case the technique is robust to abrupt changes in the intensity values introduced by noise or changes in the illumination condition etc. 
VI. CONCLUSION AND PERSPECTIVE
In this paper, we have proposed a novel methodological framework for temporal video structuring and segmentation, which includes shot boundary detection, keyframe extraction and scene identification methods. Our contributions concern more specifically an improved, two-step shot boundary detection algorithm, based on scale space filtering of the similarity signal derivatives, a fast keyframe extraction mechanisms, and finally, a reliable scene detection method based on shot clustering and temporal constraints validated using two types of features: HSV color histogram and interest points with SIFT descriptors.
The shot boundary detection methods provide high precision and recall rates (with gains up to 9.8% and 7.4%, respectively in the case all transitions), while reducing with 25% the associated computational time.
Concerning the shot merging into scenes strategy, we have proposed a novel grouping method based on temporal constraints that uses adaptive thresholds and neutralized shots.
The experimental evaluation validates our approach, when using either interest points or HSV color histogram. The F1 measure in both cases is around 86%.
Our perspectives of future work will concern the integration of our method within a more general framework of video indexing and retrieval applications, including object detection and recognition methodologies. Finally, we intend to integrate within our approach motion cues that can be useful for both reliable shot/scene/keyframe detection and event identification.
