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Abstract. In the previous paper [GSV] we have discussed Poisson properties of
cluster algebras of geometric type for the case of a nondegenerate matrix of transition
exponents. In this paper we consider the case of a general matrix of transition
exponents. Our leading idea is that a relevant geometric object in this case is a certain
closed 2-form compatible with the cluster algebra structure. The main example is
provided by Penner coordinates on the decorated Teichmu¨ller space, in which case
the above form coincides with the classical Weil-Petersson symplectic form.
1. Introduction
Cluster algebras are a class of commutative rings defined axiomatically in terms
of a distinguished family of generators called cluster variables. The study of cluster
algebras was started by S. Fomin and A. Zelevinsky in [FZ2] and then continued
in [FZ3], [FZ4], [GSV]. The main motivation for cluster algebras came from the
study of dual canonical bases, see [BZ], [Ze2] and the theory of double Bruhat cells
in complex semisimple Lie groups, see [SSV1], [SSV2], [FZ1], [SSVZ], [Ze1].
This paper is a continuation of [GSV], where we have developed a Poisson formal-
ism compatible with cluster algebra structures. Here we suggest to associate with
a cluster algebra a compatible skew-symmetric 2-form. Under certain irreducibility
assumptions this 2-form is unique up to a scalar factor. In a non-degenerate case it
is a symplectic form dual to the unique compatible Poisson structure constructed
in [GSV]. In the general case there exists a projection of the cluster manifold de-
fined in [GSV] to a rational manifold of a smaller dimension equipped with special
τ -coordinates and their cluster transformations. On the latter manifold one has a
natural compatible Poisson structure and a symplectic form dual to each other. Ap-
plying this construction to the coordinate ring of the Teichmu¨ller space we recover
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the famous Weil-Petersson symplectic form. The initial cluster in this case is formed
by Penner coordinates [Pe] associated with an ideal triangulation of a punctured
Riemann surface. These coordinates proved to be a crucial ingredient in the study
of decorated Teichmu¨ller spaces [Pe], [Fo] and their quantization [Ka]. Motivated
by this important example, we call the compatible symplectic form on the rational
manifold associated with any cluster algebra the Weil-Petersson symplectic form.
Since the earlier version of this paper was posted, two preprints by Fock and
Goncharov [FG1], [FG2] has appeared that explored cluster algebra aspects of the
moduli space of local systems on a punctured Riemann surface.
The authors would like to thank V. Fock, S. Fomin, A. Goncharov, A. Postnikov,
and A. Zelevinsky for useful discussions, N. Ivanov for crucial consultations on
triangulations of surfaces, and D. Thurston for explaining to us his unpublished
result. Sincere thanks go to anonymous referees for a thorough reading of the
manuscript and advice on how to improve it; in particular, for pointing out gaps
in the original proof of Theorem 3.4 and for suggesting a shorter proof of Theorem
3.3.
2. Degenerate cluster algebras of geometric type
Let A be a cluster algebra of geometric type. As it has been discussed in [FZ2],
A is completely determined by the initial cluster with a fixed set of cluster variables
x1, . . . , xn and a skew-symmetrizable transformation matrix Z. In our previous pa-
per [GSV] we have considered the case of nondegenerate Z. This paper discusses the
case of general Z. For the sake of simplicity we consider only the skew-symmetric
case.
We start by recalling main definitions from [FZ2] and [GSV].
2.1. Cluster algebras of meromorphic functions on a rational mani-
fold. Let Zn be the set of integer-valued skew-symmetric n × n matrices. Ac-
cording to [FZ2], any Z = (zij) ∈ Zn defines a cluster algebra of geometric type
in the following way. Let us fix a set of n cluster variables f1, . . . , fn. For each
i ∈ [1, n] we introduce a transformation Ti of cluster variables by
(2.1) Ti(fj) = f¯j =

1
fi
( ∏
zik>0
fzikk +
∏
zik<0
f−zikk
)
for j = i
fj for j 6= i,
and the corresponding matrix transformation Z¯ = Ti(Z), called mutation, by
(2.2) z¯kl =

− zkl for (k − i)(l − i) = 0
zkl +
|zki|zil + zki|zil|
2
for (k − i)(l − i) 6= 0.
Observe that Ti is an involution and Z¯ belongs to Zn. Thus, one can apply trans-
formations Ti to the new set of cluster variables (using the new matrix), etc. The
rank n cluster algebra (of geometric type) is the subalgebra of the field of rational
functions in cluster variables f1, . . . , fn generated by the union of all clusters; its
ground ring is the ring of integers. We denote this algebra by A(Z).
One can represent A(Z) with the help of an n-regular tree Tn whose edges are
labeled by the numbers 1, . . . , n so that the n edges incident to each vertex receive
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different labels. To each vertex v of Tn we assign a set of n variables fv,1, . . . , fv,n,
which together form a cluster at v. For an edge vv¯ of Tn that is labeled by i ∈ [1, n],
the clusters f = fv and f¯ = fv¯ are related by the transformation Ti given by (2.1).
Example 1. Consider a 3× 3 skew-symmetric matrix
Z =
 0 1 −1−1 0 1
1 −1 0

and fix the initial cluster f1, f2, f3. Then the action of transformations T1, T2, T3 is
given by
T1(f1) =
f2 + f3
f1
, T1(f2) = f2, T1(f3) = f3, T1(Z) =
 0 −1 11 0 0
−1 0 0
 ;
T2(f2) =
f1 + f3
f2
, T2(f1) = f1, T2(f3) = f3, T2(Z) =
 0 −1 01 0 −1
0 1 0
 ;
T3(f3) =
f1 + f2
f3
, T3(f1) = f1; T3(f2) = f2, T3(Z) =
 0 0 10 0 −1
−1 1 0
 .
Consider an n-dimensional rational manifold M (recall that this means that
the field F (M) of meromorphic functions on M is a transcendental extension of
the ground field, i.e. the field of rational functions in n variables). Let us fix
an arbitrary set of n generators {x1, . . . , xn} of the field F (M). Then we get an
embedding of the cluster algebra A(Z) into F (M) by mapping the initial cluster
variables f1, . . . , fn to x1, . . . , xn, respectively. In what follows we assume that
this embedding is fixed and identify the elements of A(Z) with the corresponding
meromorphic functions on M.
Recall that in our previous paper [GSV] we have considered a slightly different
situation: only a part of the variables is regarded as cluster variables; the trans-
formations of the remaining variables are prohibited, and these variables are called
stable. In this situation only m rows of the transformation matrix are given, where
m is the number of cluster variables. An important nondegeneracy condition as-
sumed in [GSV] is that the rank of the corresponding m× n matrix equals m (it is
proved in [GSV] that the rank is invariant under mutations).
In our present situation, when Z is an n × n matrix of rank m 6 n, one can
choose m rows of Z so that the resulting submatrix of Z is nondegenerate, and
obtain the situation described in [GSV]. The corresponding cluster algebra is then
a subalgebra of A(Z); it is denoted AI(Z), where I = (i1, . . . , im) is the multiindex
corresponding to the chosen rows.
On the other hand, starting from a cluster algebra with both cluster and stable
variables, one can get a coefficient-free cluster algebra (the one without stable
variables) by just fixing the values of all the stable variables at 1.
2.2. Compatible Poisson brackets. Let {·, ·} be a Poisson bracket on an
n-dimensional algebraic manifold M. We say that functions g1, . . . , gn are log-
canonical with respect to {·, ·} if {gi, gj} = pijgigj , where pij are constants. The
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matrix (pij) is called the coefficient matrix of {·, ·} (in the basis g); evidently, it
is skew-symmetric. Assume that M is a rational manifold. We say that a Poisson
bracket {·, ·} onM is compatible with a cluster algebra A(Z) if all clusters in A(Z)
are log-canonical with respect to {·, ·}.
In [GSV] we studied the space of Poisson brackets compatible with algebras of
type AI(Z). In particular, we have proved that such brackets (considered up to
a scalar factor) form a vector space of dimension 1 +
(
n−m
2
)
, where m is the rank
of Z. As a consequence, when Z is nondegenerate, there exists a unique (up to a
scalar factor) Poisson bracket compatible with A(Z).
Examples show that when a cluster algebra is associated with a geometric object,
the corresponding compatible Poisson brackets also have a natural invariant inter-
pretation. This is the case, e.g., for cluster algebras associated with double Bruhat
cells in a semi-simple Lie group. There, the initial cluster can be chosen to con-
sist of certain generalized minors. These minors form a log-canonical coordinate
system with respect to the standard Poisson-Lie structure on the group. More-
over, the corresponding Poisson bracket is compatible with cluster transformations
(see [FZ1], [KZ] for definitions and details). Another example, discussed in [GSV],
is the real Grassmannian G(k, n), viewed as a Poisson homogeneous space of the
group SL(n) equipped with the Sklyanin Poisson-Lie bracket. A log-canonical co-
ordinate system for a push-forward of the Sklyanin bracket to G(k, n) is formed
by a subset of Plu¨cker coordinates. These coordinates serve as an initial cluster
for the cluster algebra compatible with this Poisson bracket. It is proved in [GSV]
that the resulting cluster algebra contains all the Plu¨cker coordinates and thus, the
coordinate ring of G(k, n) is endowed with a cluster algebra structure.
However, the following example shows that a bracket compatible with A(Z) may
not exist if Z is degenerate.
Example 2. Let {·, ·} be a Poisson structure compatible with the cluster al-
gebra described above in Example 1. Then, by the definition of compatibility,
{f1, f2} = λf1f2, {f2, f3} = µf2f3, {f1, f3} = νf1f3. Applying T1 one gets
{f¯1, f2} = −λf
2
2 /f1 − µf2f3/f1 − λf2f3/f1. On the other hand, the compati-
bility yields {f¯1, f2} = αf¯1f2 = αf22 /f1 + αf2f3/f1. Comparing these two ex-
pressions we immediately get µ = 0, which means that {f2, f3} = 0. Similarly,
{f1, f2} = {f1, f3} = 0. Hence we see that the only Poisson structure compatible
with this cluster algebra is trivial.
2.3. Compatible 2-forms. Motivated by the example above, we will look for
an alternative geometric object compatible with a general cluster algebra. Natural
duality suggests a compatible differential 2-form as a possible candidate.
Let ω be a differential 2-form on an n-dimensional algebraic manifold. We say
that functions g1, . . . , gn are log-canonical with respect to ω if
ω =
n∑
i,j=1
ωij
dgi ∧ dgj
gigj
,
where ωij are constants. The matrix Ω = (ωij) is called the coefficient matrix of
ω (in the basis g); evidently, Ω is skew-symmetric. We say that a 2-form ω on a
rational manifold is compatible with a cluster algebra A(Z) if all clusters in A(Z)
are log-canonical with respect to ω.
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We say that a skew-symmetric matrixM is reducible if there exists a permutation
matrix P such that PMPT is a block-diagonal matrix, and irreducible otherwise;
r(M) is defined as the maximal number of diagonal blocks in PMPT . The partition
into blocks defines an obvious equivalence relation ∼ on the rows (or columns) of
M .
Theorem 2.1. The 2-forms on a rational n-dimensional manifold compatible with
A(Z) form a vector space of dimension r(Z). Moreover, the coefficient matrices of
these 2-forms in the basis formed by the cluster variables are characterized by the
equation Ω = ΛZ, where Λ = diag(λ1, . . . , λn) with λi = λj whenever i ∼ j. In
particular, if Z is irreducible, then Ω = λZ.
Proof. Indeed, let ω be a 2-form compatible with A(Z). Then
ω =
n∑
j,k=1
ωjk
dfj ∧ dfk
fjfk
=
n∑
j,k=1
ω¯jk
df¯j ∧ df¯k
f¯j f¯k
,
where f¯j = Ti(fj) is given by (2.1) and ω¯jk are the coefficients of ω in the basis f¯ .
Recall that the only variable in the cluster f¯ that is different from the corresponding
variable in f is f¯i, and
df¯i = −
1
f2i
( ∏
zik>0
fzikk +
∏
zik<0
f−zikk
)
dfi+
∑
zik>0
zik
fk
1
1 +
∏n
k=1 f
−zik
k
dfk −
∑
zik<0
zik
fk
1
1 +
∏n
k=1 f
zik
k
dfk.
Thus, for any j 6= i we immediately get
(2.3a) ω¯ij = −ωij .
Next, consider any pair j, k 6= i and assume that both zij and zik are positive.
Then
ωjk = ω¯jk +
ω¯ikzij + ω¯jizik
1 +
∏n
k=1 f
−zik
k
.
This equality can only hold if ω¯ikzij + ω¯jizik = 0, which gives
(2.4)
ωij
zij
=
ωik
zik
= λi.
Besides, in this situation
(2.3b) ω¯jk = ωjk.
Similarly, if both zij and zik are negative, then
ωjk = ω¯jk −
ω¯ik + ω¯jizik
1 +
∏n
k=1 f
zik
k
,
and hence the same two relations as above are true.
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Finally, let zij and zik have different signs, say, zij > 0 and zik < 0, then
ωjk = ω¯jk +
ω¯ikzij
∏n
k=1 f
zik
k − ω¯jizik
1 +
∏n
k=1 f
zik
k
,
which again leads to (2.4); the only difference is that in this case
(2.3c) ω¯jk = ωjk + ωikzij .
By (2.4), Ω = ΛZ, where Λ = diag(λ1, . . . , λn). Since both Ω and Z are skew-
symmetric, we immediately get λi = λj whenever i ∼ j.
It is worth mentioning that relations (2.3a-c) are equivalent to (2.2). 
2.4. τ-coordinates and the Weil-Petersson form. Assume now that M = X
is the cluster manifold defined in [GSV]. Recall that for a rank n cluster algebra over
a field k = R or C, X is obtained by gluing together toric charts (k∗)n corresponding
to clusters. The corresponding cluster variables give the distinguished coordinate
system in each chart; the gluing is defined by (2.1). By [GSV, Lemma 2.1], X
is rational. Let ω be one of the forms described in Theorem 2.1. Note that ω is
degenerate whenever m < n. Kernels of ω form an integrable distribution (since it
becomes linear in the coordinates log f), so one can define the quotient mapping
πω : X → Xω, where Xω is a rational manifold of dimension m. Observe that this
mapping in fact does not depend on the choice of ω, provided ω is generic (that is,
the corresponding diagonal matrix Λ is nonsingular), since the kernels of all generic
ω coincide. The symplectic reduction πω∗ ω of ω is thus well defined; moreover, π
ω
∗ ω
is a symplectic form on the image Xω.
Let us introduce coordinates in the image that are naturally related to the initial
coordinates f on X . To do this, we define another n-tuple of rational functions on
X ; it is denoted τ = (τ1, . . . , τn) and is given by
τj =
n∏
k=1
f
zjk
k , j ∈ [1, n].
Given a cluster f , we say that the entries of the corresponding τ form a τ -cluster. It
is easy to see that elements of the τ -cluster are no longer functionally independent.
To get a functionally independent subset one has to choose at mostm entries in such
a way that the corresponding rows of Z are linearly independent. Transformations
of τ -coordinates corresponding to cluster transformations (2.1) are studied in [GSV].
Clearly, any choice of m functionally independent coordinates τ provides log-
canonical coordinates for the 2-form πω∗ ω. Besides, π
ω
∗ ω is compatible with the
cluster algebra transformations. Moreover, if γ is any other 2-form on the image
Xω compatible with the cluster algebra transformations, then its pullback is a
compatible 2-form on the preimage X . Thus, we get the following result.
Corollary 2.2. Let Z be irreducible, then there exists a unique, up to a constant
factor, 2-form on Xω compatible with A(Z). Moreover, this form is symplectic.
The unique symplectic form described in the above corollary is called the Weil-
Petersson form associated with the cluster algebraA(Z). The reasons for this name
are explained in the Introduction.
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In our previous paper [GSV] we have studied Poisson structures compatible
with a cluster algebra. Fix a multiindex I and consider the reduced cluster algebra
AI(Z), as explained at the end of Section 2.1. By Theorem 1.4 of [GSV], there
exists a linear space of Poisson structures compatible with AI(Z). To distinguish
a unique, up to a constant factor, Poisson structure, we consider the restriction
of the form ω to the affine subspace fi = const, i /∈ I. This restriction is a
symplectic form, since the kernels of ω are transversal to the above subspace, and
it is compatible with AI(Z) ⊂ A(Z). Its dual is therefore a Poisson structure on
this affine subspace, compatible with AI(Z). By the same transversality argument,
we can identify each affine subspace fi = const, i /∈ I, with the image of the quotient
map πZ , and hence each of the obtained Poisson structures can be identified with
the dual to the Weil-Petersson symplectic form.
In [GSV] we have considered an alternative description of the Poisson structure
dual to πω∗ ω. It follows from the proof of Theorem 1.4 in [GSV] that it is the unique
(up to a nonzero scalar factor) Poisson structure P on Xω satisfying the following
condition: for any Poisson structure on X compatible with any reduced cluster
algebra AI(Z), the projection p : X → Xω is Poisson. The basis τi is log-canonical
with respect to P , and {τi, τj} = λzijτiτj for some constant λ.
3. Main example: Teichmu¨ller space
Let Σ be a Riemann surface of genus g with s punctures (marked points).
3.1. Teichmu¨ller space, horocycles, decorated Teichmu¨ller space. Let T sg
denote the Teichmu¨ller space of marked complete metrics on Σ having constant
negative curvature −1 and a finite area, modulo the action of the connected com-
ponent of identity in the group of diffeomorphisms of Σ. By the uniformization
theorem, Σ is identified with the quotient of the complex upper half-plane modulo
the action of a discrete Mo¨bius group. A horocycle centered at a point p at the
absolute is a circle orthogonal to any geodesic passing through p. All horocycles
centered at some fixed point p can be parametrized by a positive real number called
the height of the horocycle. The decorated Teichmu¨ller space T˜ sg classifies hyper-
bolic metrics on Σ with a chosen horocycle around each of the marked points; T˜ sg
is a fiber bundle over T sg whose fiber is R
s
+.
More exactly, let V be a Minkowsky 3-space, i.e. a real vector space of di-
mension 3 with a nondegenerate quadratic form 〈·, ·〉 of type (2, 1). Choosing ap-
propriate coordinates, one can write the Minkowsky metric as −dv20 + dv
2
1 + dv
2
2 .
Consider the two-sheeted hyperboloid {v ∈ V : 〈v, v〉 = −1}, and denote by H its
upper sheet. It is well known that H is isometric to the Poincare´ disk model for
the hyperbolic plane. An explicit isometry is given by the radial projection from
the origin to the unit disk D about (1, 0, 0). For x, y ∈ H, the Poincare´ distance d
between the projections of x and y to D satisfies cosh2 d = 〈x, y〉2.
The light cone L is defined by L = {v ∈ V : 〈v, v〉 = 0} = {v ∈ V : v20 = v
2
1 + v
2
2}.
The positive light cone L+ is given by L+ = {v ∈ L : v0 > 0}. The radial projection
extends to a map π : H ∪ L+ → D ∪ S1∞, where S
1
∞ is the boundary circle of D.
A point w ∈ L+ corresponds to the horocycle {x ∈ H : 〈w, x〉 = −1} of height w0
about π(w).
Let us recall here a construction of coordinates on the decorated Teichmu¨ller
space (see [Pe1]).
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Fix any ideal geodesic triangulation ∆ with vertices at the marked points. Recall
that an ideal geodesic triangulation is a maximal family of disjointly embedded
simple geodesic arcs subject to the condition that no complementary region of ∆
in Σ is a monogon or a bigon (see Fig. 1). An ideal triangulation subdivides Σ into
open pieces (triangles) which are images of ideal triangles in the complex upper-half
plane under the uniformization map. Observe that ∆ may contain triangles with
two coinciding sides (see Fig. 1). Any edge e ∈ Edge(∆) of this triangulation has
an infinite hyperbolic length, however the hyperbolic length of its segment between
the corresponding horocycles is finite. Let us denote by l(e) the signed length of
this segment, i.e., we take the length of e with the positive sign if the horocycles do
not intersect, and with the negative sign if they do, and define f(e) = exp(l(e)/2).
Equivalently, a choice of a geodesic between two marked points corresponding to
an edge e together with two horocycles determines two points x, y on the positive
light cone, and we put f(e) =
√
−〈x, y〉.
C
A=B B
A=C
A=B=C
Fig. 1. Monogon, bigon, and a triangle with two coinciding
sides
The following result is well known (see [Pe1]).
Theorem 3.1. For any ideal triangulation ∆, the functions f(e), e ∈ Edge(∆),
define a homeomorphism between the decorated Teichmu¨ller space T˜ sg and R
6g−6+3s
+ .
The coordinates described in Theorem 3.1 are called the Penner coordinates
on T˜ sg .
3.2. Whitehead moves and the cluster algebra structure. Given a triangu-
lation of Σ, one can obtain a new triangulation via a sequence of simple transfor-
mations called flips, or Whitehead moves, see Fig. 2. Note that some of the sides
a, b, c, d can coincide, while p is distinct from any of them.
b
d
a
b
cq
d
p ca
A D
B C B C
DA
Fig. 2. Whitehead move
Under such a transformation the Penner coordinates undergo the following change
described by the famous Ptolemy relation:
(3.1) f(p)f(q) = f(a)f(c) + f(b)f(d).
CLUSTER ALGEBRAS AND WEIL-PETERSSON FORMS 9
Note that this transformation looks very much like a cluster algebra transfor-
mation; we would like to make this statement more precise. Let us call an ideal
triangulation of Σ nice if all the edges of any triangle are pairwise distinct. We call
a nice triangulation perfect if, moreover, all vertices have at least three incident
half-edges (in other words, loops are counted with multiplicity 2). We will consider
Penner coordinate systems only for nice triangulations. Note that every edge in a
perfect triangulation borders two distinct triangles with different edges. So, a and
c can coincide with each other, but not with any of b and d; similarly, b and d can
coincide as well.
Therefore in this situation the Ptolemy relation holds for any edge. In general,
flips do not preserve the perfectness of a triangulation; however, the result of a flip
of a perfect triangulation is a nice one.
Given a perfect triangulation ∆, we construct the following coefficient-free cluster
algebra A(∆): the Penner coordinates are cluster coordinates, and the transforma-
tion rules are defined by Ptolemy relations. The transformation matrix Z(∆) is
determined by ∆ in the following way.
Let νP (a, b) be the number of occurrences of the edge b immediately after a in
the counterclockwise order around vertex P . For any pair of edges a, b ∈ Edge(∆),
put
Z(∆)ab =
∑
P∈Vert(∆)
(νP (a, b)− νP (b, a)),
and define A(∆) = A(Z(∆)).
For example, the left part of Fig. 3 shows a triangulation of the sphere with three
marked points. Here νP (a, b) = νP (b, a) = 1 and νQ(a, b) = νQ(b, a) = νR(a, b) =
νR(b, a) = 0, hence Z(δ)ab = 0. The right part of Fig. 3 shows a triangulation
of the torus with one marked point. Here νP (a, b) = 0, νP (b, a) = 2, and hence
Z(∆)ab = −2.
Q RP
a b
c
c
a ab
c
cP
P P
P
Fig. 3. To the definition of Z(∆)
Let ∆ 7→ ∆¯ be a flip shown on Fig. 2. By the definition of A(∆) we see that
cluster variables in A(∆) corresponding to the cluster obtained from the initial one
by the transformation T : f(p) 7→ f(q) coincide with Penner coordinates for the
flipped triangulation ∆¯. To check that the flip is indeed a cluster algebra transfor-
mation, it is enough to check that the transformation matrix Z¯ is determined by
the adjacency of edges in ∆¯ in the same way as Z = Z(∆) above.
To prove this, recall that the new transformation matrix Z¯ is obtained from Z
by the mutation rule (2.2). Assume first that the degrees of both endpoints of p
are at least three; the Whitehead move in this case is shown on Fig. 2.
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Note that the image of the diagonal p under the flip is the diagonal q. Using
formula (2.2) we obtain z¯ad = zad − 1, z¯ba = zba + 1, z¯cb = zcb − 1, z¯dc = zdc + 1,
z¯xq = −zxp, where x runs over {a, b, c, d}.
For instance, substituting the values zda = zap = zpd = zcp = zpb = zbc = 1,
zab = zcd = 0 into (2.2) we obtain z¯ab = z¯bq = z¯qa = z¯dq = z¯qc = z¯cd = 1 and
z¯ad = z¯bc = 0 which corresponds to the adjacency rules of Fig. 2. Similarly, one
can easily check that the adjacency rules hold for other triangulations containing
the rectangle ABCD.
This shows that Penner coordinates for two perfect triangulations related by a
Whitehead move form two sets of cluster coordinates for adjacent clusters in A(∆).
A problem arises in the case of non-perfect triangulations, as shown in Fig. 4.
A
B
C A
B
C
Fig. 4. Prohibited Whitehead move
Indeed, Ptolemy relation implies fBCfA©A = fAB(fA⌢C + fA⌣C) However,
by the definition of cluster algebras, the right part of the cluster algebra rela-
tion must be irreducible, and in fact the cluster algebra relation are fBCfA©A =
fA⌢C + fA⌣C . We thus see that the flip with respect to the edge BC breaks the
cluster algebra rules, meaning that Penner coordinates after the flip differ from the
coordinates prescribed by the cluster algebra rules.
To overcome this problem we are going to prohibit flips of certain diagonals in
non-perfect triangulations. Namely, we call a Whitehead move allowed only if both
endpoints of the flipped diagonal before the move have degrees at least three. As we
have already mentioned, the transformation rule for Penner coordinates coincides
with the transformation rule for the corresponding cluster algebra, and we are
guaranteed that Penner coordinates of triangulations obtained by a sequence of
such flips form clusters in the same cluster algebra A(∆).
Observe that all nice triangulations might be obtained one from another by a
sequence of allowed flips. This can be proved by an immediate modification of the
proofs provided in [Ha, Bu], where the authors consider the same property for ideal
triangulations [Ha], or all triangulations [Bu]; another proof follows from the fact
that nice triangulations label maximal simplices of triangulations of the Teichmu¨ller
space, see [Iv] and references therein. Therefore, cluster algebras A(∆) defined by
all perfect triangulations ∆ of a fixed punctured surface are isomorphic to the same
cluster algebra, which we denote by A(Σ).
The clusters of A(Σ) corresponding to nice triangulations are called Teichmu¨ller
clusters. Let X (Σ) be the cluster manifold for the cluster algebra A(Σ). It is easy
to see that the decorated Tecimu¨ller space T˜ sg coincides with the positive part of
any toric chart defined by a Teichmu¨ller cluster.
3.3. The Weil-Petersson form. Recall that if ∆ is a perfect triangulation, then
flips of all edges are allowed. Let us define the star of ∆ as the subset of clusters
in A(Σ) formed by ∆ itself and all the clusters obtained by flips with respect to all
edges of ∆; we denote the star of ∆ by ⋆(∆). It follows immediately from the proof
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of Theorem 2.1 and the connectedness of the graph of ∆ that there exists a unique
(up to a constant) differential 2-form on X (Σ) compatible with all clusters in ⋆(∆);
moreover, this form is compatible with the whole algebra A(Σ). Recall that this
form is given in coordinates f(e), e ∈ Edge(∆), by the following expression:
(3.2) ω = const ·
∑
bxa
df(a) ∧ df(b)
f(a)f(b)
,
where bx a means that edge b follows immediately after a in the counterclockwise
order around some vertex of ∆.
It is well-known that the Teichmu¨ller space T sg is a symplectic manifold with
respect to the famous Weil-Petersson symplectic formW . Following [Pe2], we recall
here the definition of W . The cotangent space T ∗ΣT
s
g is formed by holomorphic
quadratic differentials φ(z)dz2. Define the Weil-Petersson nondegenerate co-metric
by the following formula:
〈φ1(z)dz
2, φ2(z)dz
2〉 =
i
2
∫
Σ
φ1(z)φ2(z)
λ(z)
dz ∧ dz,
where λ(z)|dz2| is the hyperbolic metric on Σ. The Weil-Petersson metric is defined
by duality. Moreover, the Weil-Petersson metric is Ka¨hler. Hence, its imaginary
part is a symplectic 2-form W , which is called the Weil-Petersson symplectic form.
As we have already mentioned above, the decorated Teichmu¨ller space is fibered
over T sg with a trivial fiber R
s
>0. The projection ρ : T˜
s
g → T
s
g is given by forgetting
the horocycles.
Given a geodesic triangulation, we introduce Thurston shear coordinates on the
Teichmu¨ller space. Following [Th, Pe1, Fo], we associate to each edge of the trian-
gulation a real number. Choose an edge e and two triangles incident to it and lift
the resulting rectangle to the upper half plane. Vertices of this geodesic quadrilat-
eral lie on the real axis. We obtain therefore four points on the real axis, or more
precisely, on RP 1. Among the constructed four points there are two distinguished
ones, which are the endpoints of the edge e we have started with. Using the Mo¨bius
group action on the upper half plane, we can shift these points to zero and infinity,
respectively, and one of the remaining points to −1. Finally, we assign to e the
logarithm of the coordinate of the fourth point (the fourth coordinate itself is a
suitable cross-ratio of those four points).
To show that we indeed obtained coordinates on the Teichmu¨ller space, it is
enough to reconstruct the surface. We will glue the surface out of ideal hyperbolic
triangles. The lengths of the sides of ideal triangles are infinite, and therefore we
can glue two triangles in many ways which differ by shifting one triangle w.r.t.
another one along the side. The ways of gluing triangles can be parametrized by
the cross-ratio of four vertices of the obtained quadrilateral (considered as points
of RP 1).
By [Pe1, Fo], the projection ρ is written in these natural coordinates as follows:
g(e) = log f(e1) + log f(e3)− log f(e2)− log f(e4),
where {g(e) : e ∈ Edge(∆)} and {f(e) : e ∈ Edge(∆)} are Thurston shear coor-
dinates on the Teichmu¨ller space and Penner coordinates on the decorated Te-
ichmu¨ller space, respectively, with respect to the same triangulation ∆; notation ei
is explained in Fig. 5.
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e
ee
e e2
3 4
1
Fig. 5. Notation for neighboring edges
We see that exp(ρ) coincides with the transition from cluster variables to τ -
coordinates in the cluster algebra A(Σ). Therefore, the pullback of the Weil-
Petersson symplectic form determines a degenerate 2-form of corank s on the dec-
orated Teichmu¨ller space. For any nice triangulation ∆ its expression in terms of
Penner coordinates f(e), e ∈ Edge(∆), is as follows:
ω =
1
2
∑
e∈Edge(∆)
(dxe1 ∧ dxe − dxe2 ∧ dxe + dxe3 ∧ dxe − dxe4 ∧ dxe) ,
where xe = log f(e), see for instance [FR].
Comparing this expression with (3.2) we can summarize the previous discussion
as follows.
Theorem 3.2. (i) The decorated Teichmu¨ller space T˜ sg is the subset of the cluster
manifold X (Σ) given by the positive part of the toric chart defined by any Te-
ichmu¨ller cluster.
(ii) The projection to the τ-coordinates is the forgetful map from the decorated
Teichmu¨ller space to the Teichmu¨ller space.
(iii) The corank of the corresponding transformation matrix equals s.
(iv) The unique compatible symplectic structure induced on the Teichmu¨ller space
is the classical Weil-Petersson symplectic structure.
In the next section, using the cluster algebra approach, we describe subsystems of
Penner coordinates such that restriction of ω to these subsystems is nondegenerate.
In particular, we obtain an independent combinatorial proof of Theorem 3.2(iii).
Choosing complementary coordinates as stable variables and following the proce-
dure suggested in [GSV], one obtains the Weil-Petersson Poisson structure on the
decorated Teichmu¨ller space.
3.4. Gauge group action. Given a triangulation ∆ of Σ, consider the transfor-
mation matrix Z(∆) for the cluster algebra A(∆). Our goal is to prove that the
corank of Z(∆) equals s and to choose a subset of Penner coordinates such that
the restriction of Z onto these coordinates is nondegenerate.
Let us prove first that corankZ(∆) > s. Indeed, the gauge group G of horocycle
scalings acts on the decorated Teichmu¨ller space. Namely, we can multiply the
height of the horocycle about point P by a positive factor λ(P ). We thus get an
action of the multiplicative group G = (R+)
s on the decorated Teichmu¨ller space,
which is described in Penner coordinates as follows:
(3.3) (λP1 , . . . , λPs) : f(e) 7→ λPi · λPj · f(e),
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where e = PiPj ∈ Edge(∆), see [Pe1].
Consider an arbitrary cluster algebra A(Z). Assume that a n-tuple of integer
weights wu = (wu,1, . . . , wu,n) is given at any vertex u of the tree Tn. We define
a local toric action on the cluster Cu at u as the R
⋆-action given by the formula
{fu,1, . . . , fu,n} 7→ {fu,1 · twu,1 , . . . , fu,n · twu,n}. We say that local toric actions are
compatible (in A(Z)) if for any two clusters Ca and Cb the following diagram is
commutative:
Ca −−−−→ Cb
twa
y twby
Ca −−−−→ Cb
where the horizontal arrows are defined by cluster transformations (2.1). In this
case, local toric actions together define a global toric action on A(Z). In other
words, local toric actions extend to a global one if all relations (2.1) are homoge-
neous with respect to this action.
It is easy to see that local toric actions (3.3) are compatible in A(Σ), and hence
they can be extended to a global toric action. Lemma 2.3 in [GSV] claims that
the dimension of the group of all global toric actions is equal to the corank of the
transformation matrix Z. Thus corankZ(∆) > s. Let us prove that corankZ(∆) =
s.
Let ∆ be a nice triangulation of a genus g surface Σ with s punctures. Let V (∆)
be the vector space generated by the basis {xe : e ∈ Edge(∆)}, where xe = log f(e),
G be the gauge group acting on V (∆) by (3.3). The form ω can be written, up
to a constant, as
∑
bxa dxa ∧ dxb. For any subset S of Edge(∆) we put V (S) =
span{xe : e ∈ S} ⊆ V (∆). We call a subset S ⊆ Edge(∆) representative if the gauge
group G acts on V (S) faithfully and S is minimal with respect to this property.
We denote by Γ(S) the spanning subgraph of ∆ with the edge set S.
Theorem 3.3. (i) Let ∆ be a nice triangulation of Σ, S be any representative
subset of Edge(∆), R be the complement of S in Edge(∆). If R 6= ∅, the restriction
of the form ω onto V (R) is a nondegenerate 2-form.
(ii) Each connected component of Γ(S) contains exactly one cycle and possibly a
number of trees attached to it. The length of this cycle is odd.
Proof. (i) Let V0(∆) denote the vector space generated by the basis {yP : P ∈
Vert(∆)}, and define a map ∂∗ : V0(∆)→ V (∆) by yP 7→
∑
e=PQ xe. Evidently, ∂
∗
is an injection. We want to prove that the complex V0(∆)
∂∗
−→ V (∆)
ζ∗
−→ V (∆) is
exact, where the second map is given by the matrix Z∗(∆) = −Z(∆). Equivalently,
it is enough to prove that the dual complex V (∆)
ζ
−→ V (∆)
∂
−→ V0(∆) is exact.
The map ∂ is given by xe 7→ yP + yQ for e = PQ, so ker ∂ is generated by
the vectors
∑
e∈Edge(∆) αexe such that
∑
e=PQ αe = 0 for any point P ∈ Vert(∆).
Consider the image of the map ζ given by Z(∆). For any e ∈ Edge(∆) define the
alternating quadrangle q(e) ∈ V (∆) by q(e) = Z(∆)xe; evidently, the image of ζ is
spanned by {q(e) : e ∈ Edge(∆)}.
Let C = (e1, . . . , e2k) be an even length cycle in the graph of ∆ with a specified
first edge e1. Define alt(C) ∈ V (∆) to be
∑
(−1)ixei . Clearly, ∂(alt(C)) = 0. We
claim that both ker ∂ and Im ζ are spanned by alt(C), where C runs over all even
length cycles in the graph of ∆.
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Let us show first that any alt(C) is a linear combination of alternating quad-
rangles. We start from the following particular case. Let PQR and PMN be
two triangles of ∆ sharing the vertex P . Define bP (Q,R;M,N) ∈ V (∆) by
bP (Q,R;M,N) = alt(PQRPMN) = xPQ + xPR − xQR − xPM − xPN + xMN . To
prove that bP (Q,R;M,N) is a sum of alternating quadrangles, we proceed as fol-
lows. Order the edges incident to P cyclically in such a way that e1 = PQ, e2 = PR,
. . . , el−1 = PM , el = PN . It is easy to see that bP (Q,R;M,N) =
∑l−1
i=2 q(ei).
For an arbitrary even length cycle C = (e1, . . . , e2k) we proceed as follows.
Let ei = PiPi+1; pick Qi in such a way that PiPi+1Qi is a triangle of ∆. Then
2 alt(C) =
∑
(−1)ibPi(Pi−1, Qi−1;Pi+1, Qi), and we are done.
Further, we fix a vector x =
∑
e∈Edge(∆) αexe such that
(3.4)
∑
e=PQ
αe = 0 for any P ∈ Vert(∆),
and prove that it can be represented as a linear combination of alt(C) for even
length cycles C. Consider the subgraph Γ of the graph of ∆ containing only edges
with αe 6= 0. Assume first that Γ contains a simple even length cycle C, that is, all
the vertices of C are distinct. Define α = mine∈C |αe|, then either x + α alt(C) or
x−α alt(C) satisfies condition (3.4), while the corresponding graph has at least one
edge less than Γ. If Γ does not contain a simple even length cycle, then Γ is a tree
of edges and simple odd cycles, that is, any two simple odd cycles have at most one
common vertex (see [We, Ex. 4.2.18]). By the faithfulness of the action, Γ itself is
not a simple odd cycle. Moreover, condition (3.4) implies that Γ does not contain
pendant vertices, hence it contains at least two simple odd cycles. Evidently, for
any two simple odd cycles C1 and C2 in Γ there exist vertices P1 ∈ C1 and P2 ∈ C2
and a simple path π with the endpoints P1 and P2 that does not have common
edges with C1 and C2 (in particular, it may occur that P1 = P2 and π is an empty
path). We then define αi = mine∈Ci |αe| for i = 1, 2, απ =
1
2 mine∈π |αe|, set
α = min{α1, α2, απ} and proceed as before with the non-simple even length cycle
C consisting of C1, C2, and π, the latter traversed in both directions. As a result,
we again obtain a vector satisfying (3.4) such that the corresponding graph has at
least one edge less than Γ, and the statement follows by induction.
It remains to prove that V (R) intersects ker ζ∗ trivially. Indeed, let x ∈ ker ζ∗.
By above, this means that x = ∂∗(
∑
P∈Vert(∆) λP yP ). If, in addition, x ∈ V (R),
then {λP : P ∈ Vert(∆)} acts trivially on V (S), which contradicts to the faithful-
ness of the action.
(ii) Follows immediately from the faithfulness of the action. 
3.5. Denominators of transformation functions and intersection num-
bers. In conclusion, we would like to prove the following result that gives a nice
interpretation of denominators of transition functions in terms of intersection points
on the surface Σ. Let us express all cluster variables in A(∆) as rational functions
in the cluster variables of the initial cluster. Recall that all the clusters in A(∆) are
related to nice triangulations of Σ, while cluster variables correspond to edges of
this triangulation. Abusing notation, we denote an edge of a triangulation and the
corresponding cluster variable by the same letter. For a cluster variable p and an
initial cluster variable x we denote by δx(p) the exponent of x in the denominator
of p. Besides, let a and b be two edges possibly belonging to different nice trian-
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gulations; we denote by [a, b] the number of their inner intersection points (that is,
the ones distinct from their ends).
Theorem 3.4. δx(p) = [x, p].
Proof. Consider an arbitrary edge p and two triangles bordering on p (see Fig. 6).
Denote by q the edge obtained by flipping p. We want to prove the following two
relations:
[p, x] + [q, x] = max{[a, x] + [c, x], [b, x] + [d, x]},(3.5)
δx(p) + δx(q) = max{δx(a) + δx(c), δx(b) + δx(d)}.(3.6)
To prove (3.5), we consider all the inner intersection points of x with the sides a,
b, c, d. These points break x into consecutive segments, each either lying entirely
inside the quadrangle abcd, or entirely outside this quadrangle. We distinguish
three types of segments lying inside the quadrangle. The segments of the first type
intersect two adjacent sides of the quadrangle and exactly one of the diagonals p
and q (see Fig. 6). Thus, the contribution of any such segment to both sides of
(3.5) equals 1. The segments of the second type intersect two opposite sides of the
quadrangle and both diagonals. Moreover, all segments of the second type intersect
the same pair of the opposite sides, otherwise x would have a self-intersection. This
means that each segment of the second type contributes 2 to both sides of (3.5).
Finally, the segments of the third type start at a vertex and intersect the opposite
diagonal and one of the opposite sides of the quadrangle. They are treated in the
same way as the segments of the second type, the only difference being that their
contribution to both sides of (3.5) equals 1. To get (3.5) is enough to sum up the
contributions of all the segments.
a c
b
d
pq
1
2
3
Fig. 6. Types of segments
To prove (3.6), consider an arbitrary cluster variable, say p, as a function of the
initial cluster variable x, provided all the other initial cluster variables are fixed
to 1. Then p = P (x)/xk, where P (x) is a polynomial in x with a nonzero constant
term, and k > 0. It is easy to notice that the above constant term is positive.
Indeed, by Theorem 3.1, p > 0 for any choice of positive values of the initial
cluster coordinates. On the other hand, the sign of p coincides with the sign of
the constant term under consideration, provided x is sufficiently small. Therefore,
δx(ac + bd) = max{δxa + δxc, δxb + δxd}, and (3.6) follows immediately from this
fact and the exchange relation pq = ac+ bd.
Thus, we have proved that both δx(p) and [p, x] satisfy the same relation with
respect to flips. To get the statement of the theorem it suffices to notice that it
holds evidently when p and e belong to two adjacent clusters. 
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This observation was independently made by Dylan Thurston, who used it, in
particular, to describe relations between Penner coordinates corresponding to dis-
tant triangulations.
We illustrate the lemma with the following example, see Fig. 7.
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Fig. 7. Denominators and the number of intersections
After the first move we have d¯ = (ac + b2)/d, and hence δd(d¯) = 1, which
corresponds to the intersection of the edges d and d¯. After the second move we
have b¯ = (acd2+ (ac+ b2)2)/bd2 and hence δb(b¯) = 1, δd(b¯) = 2, which corresponds
to the intersection of the edge b¯ with b and to two intersections of b¯ with d.
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