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Management and Processing of Mass Spectromy Data  
(English version below)  
Am Helmholtz Zentrum für Umweltforschung (UFZ) werden Wechselwirkungen zwischen 
Mensch und Natur erforscht. Ein Schwerpunkt ist dabei der Verbleib von Chemikalien in der 
Umwelt und deren Einfluss auf Mensch und Ökosystem. Ein chemischer Stoff tritt jedoch nie 
isoliert in der Umwelt auf, sondern mischt sich mit einem Hintergrund aus natürlich 
vorkommenden chemischen Substanzen. Dieses natürliche organische Material stellt eine der 
komplexesten Mischungen von chemischen Substanzen dar, und ist praktisch überall auf der 
Erde zu finden. 
Am UFZ werden Spitzentechnologien angewandt, 
um die natürlich vorkommenden Substanzen mit 
größtmöglicher Genauigkeit zu untersuchen, unter 
anderem mit sogenannter ultrahochauflösender 
Massenspektrometrie. Zehntausende Moleküle 
können so in jeder Probe detektiert und chemische 
Summenformeln aus der Kenntnis von exakten 
Atommassen und gemessener Masse berechnet 
werden. Die so anfallenden Datensätze sind sehr 
groß, haben eine komplexe Struktur und sind durch 
chemische Regeln und Probenherkunft mit- und untereinander verknüpft. 
In einem Gemeinschaftsprojekt von ScaDS und UFZ wollen wir eine Datenmanagement- und 
Datenevaluationsplattform entwickeln, die den hohen Anforderungen an die großen und 
komplexen Datensätze gerecht wird. Wir bieten dazu verschiedene Themen für 
Masterarbeiten zur Entwicklung einer Datenmanagement-Architektur basierend auf Big Data 
Technologien (Hadoop, Spark, Flink) zur Datenvisualisierung und zur Entwicklung von 
Auswertungsalgorithmen. 
Wir suchen Interessierte Studenten mit 
 Motivation zur Arbeit in einem interdisziplinären Projekt 
 Erfahrungen im Datenmanagement 
 Gute Programmierfähigkeiten (Java oder Scala oder Python) 
 Erfahrung mit Apache Hadoop/Spark/Flink wäre willkommen, aber keine 
Voraussetzung 
 Hintergrundwissen zur Chemie ist keine Voraussetzung  
Kontakt:  
 Oliver Lechtenfeld (oliver.lechtenfeld@ufz.de) 
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Heutige naturwissenschaftliche Forschung, beispielsweise in Biologie oder Che-
mie, ist ohne die Unterstützung durch informationstechnische Systeme nicht
realisierbar. Verbesserte Verfahren und Messegeräte ermöglichen detailliertere
Erkenntnisse und erzeugen dabei signifikante Datenmengen, die ohne
IT-Systeme nicht mehr effizient verarbeitet und verwaltet werden können.
Die Datenmengen wachsen kontinuierlich und mit ihnen die Komplexität
durchzuführender wissenschaftlicher Berechnungen. Diese Berechnungen und
das damit verbundene Lösen komplexer wissenschaftlicher Probleme sind
weitere Gründe für die Notwendigkeit dieser Systeme.
Interdisziplinäre Wissenschaftszweige wie Bioinformatik und Chemoinfor-
matik tragen diesem Umstand durch die Verbindung ihres Fachgebiets mit
informatischen Methoden Rechnung. Software wie der Konstanz Information
Miner (KNIME) [BCD+07], eine Plattform zur Integration und Analyse natur-
wissenschaftlicher Daten, oder das Chemistry Development Kit (CDK) [SHK+03],
eine Programmbibliothek zur Arbeit mit Daten und Konzepten der Chemoinfor-
matik, unterstützen die Entwicklung leistungsfähiger IT-Systeme. KNIME kom-
biniert dabei die Vorzüge klassischer Datenintegrationsplattformen, wie das
einfache Zusammensetzen von Workflows aus modularen Bausteinen mittels
einer grafischen Benutzeroberfläche, mit einem naturwissenschaftlichen Fokus
auf die Daten und eingesetzte Analysemethoden. Das ermöglicht auch Wissen-
schaftlern mit limitierten informatischen Kenntnissen den schnellen Einstieg in
Benutzung und Workflow-Erstellung.
Das Helmholtz-Zentrum für Umweltforschung – UFZ1 untersucht seit 1991 die Be-
ziehung von Mensch und Umwelt im Angesicht globalen Wandels. Das Ziel
besteht darin, den gesellschaftlichen Fortschritt und einen nachhaltigen Um-
gang mit natürlichen Lebensressourcen in Einklang zu bringen [Sta16a][Sta16b].
Die Forschung am UFZ ist vielfältig und deckt einen breiten Themenka-
1 Gegründet unter dem Namen UFZ-Umweltforschungszentrum Leipzig-Halle GmbH, heute ein
Teil der Helmholtz-Gemeinschaft Deutscher Forschungszentren, einem Zusammenschluss von
aktuell 18 Forschungszentren und größter Wissenschaftsorganisation Deutschlands [HG16].
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talog aus verschiedensten Fachbereichen ab2. Einer dieser Fachbereiche ist
die Ökotoxikologie, die die Auswirkung von Chemikalien auf belebte Umwelt
untersucht [Spe99b]. Innerhalb dieses Fachbereichs befasst sich das Department
Analytik mit der Entwicklung von Methoden und Verfahren, um Verunreini-
gungen (Kontaminanten) und aus ihnen hervorgehende Transformationsprodukte
in analysierten Proben (Analyten) erfassen und identifizieren zu können. Da-
durch ist es möglich, Daten über Auftreten und Verhalten von Kontaminanten
in der Umwelt zu erhalten, um so Wissen über deren Einflüsse und Wirkungen
zu gewinnen [Ste16]. Eine wesentliche Grundlage für diese Verfahren ist die
Massenspektrometrie. Dabei handelt es sich um ein analytisches Verfahren zur
Bestimmung der Masse und der Häufigkeit des Vorkommens von Atomen und
Molekülen in einer untersuchten Probe. Aktuelle Massenspektrometer werden
durch ein Softwaresystem gesteuert, das nach abgeschlossener Messung die
gewonnenen Masse-Daten und zusätzliche Metadaten speichert und verwaltet.
Die Masse-Daten (Peaks) lassen in Form von Massenspektren bereits Rückschlüs-
se auf die grundlegende molekulare Zusammensetzung einer Probe zu, sind
jedoch für tiefergehende Analysen nicht ausreichend. Mittels der rechenintensi-
ven Summenformelberechnung lassen sich die Moleküle anhand ihrer Masse und
chemischen Domänenwissens genauer bestimmen. Für ein Molekül wird eine
Liste möglicher Summenformeln berechnet. Eine Summenformel gibt Art und
Anzahl der Atome eines Moleküls an, ohne dabei die Struktur der chemischen
Verbindung abzubilden.
Ein Projekt des Departments ist TALKO3. Dabei werden Wasserproben aus
Trinkwasserquellen wie Stauseen oder Talsperren entnommen, um Untersuchen
hinsichtlich der gesteigerten Konzentration von gelöster organischer Substanz
(Dissolved Organic Matter (DOM)) im Wasser durchzuführen. Organische Verbin-
dungen sind gelöst, wenn sie einen, der Probe angemessenen Filter durchlaufen,
ihre Molekülgröße also den entsprechenden Grenzwert nicht überschreitet. Eine
höhere Konzentration erschwert und verteuert die Filterung und Aufbereitung
des Trinkwassers. Ziel ist es, durch das Gewinnen eines besseren Verständnisses
ablaufender Prozesse, das Management von Trinkwasserquellen und die Auf-
bereitung in Wasserwerken zu optimieren, um so die Kosten, die durch DOM
verursacht werden, zu verringern [Rae16]. Da DOM eine komplexe heterogene
Mischung verschiedener organischer Verbindungen ist, wird Massenspektrome-
trie und Summenformelberechnung zur Probenanalyse eingesetzt.
Im Rahmen dieses Projekts wurde ein IT-gestützter Prozess entwickelt, da die
Steuerungssoftware des Massenspektrometers eine Summenformelberechnung
nicht vorsieht. Dieser Prozess ermöglicht es, die erzeugten Masse-Daten und
2 Derzeit organisiert in sieben Fachbereichen, unterteilt in insgesamt 37 Departments [Wie].
3 Load of drinking water reservoirs by dissolved organic carbon - Prediction, precaution, management
options
2
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zugehörige Metadaten semiautomatisch zu exportieren, weiter zu verarbeiten
und Summenformeln mittels eines eigenentwickelten Programms zu berech-
nen. Das Ergebnis lässt sich durch chemische Regeln filtern und abschließend
in Form von Diagrammen grafisch auswerten. Der Prozess weist jedoch eine
Reihe von Problemen auf. Darunter fallen zum Beispiel die große Anzahl not-
wendiger manueller Arbeitsschritte und die mangelhafte Nutzung vorhandener
Systemressourcen. Das Potential einer informationstechnischen Lösung wird so
durch den bisherigen Prozess nur unzureichend ausgeschöpft. Durch die Proble-
me erweist sich dieser Prozess als zeitaufwendig, in der Benutzung kompliziert
und fehleranfällig.
1.2. Ziele der Arbeit
Ziel dieser Arbeit ist die Konzeption und prototypische Implementierung ei-
ner Infrastruktur zur Verarbeitung, Verwaltung und Analyse von Massenspek-
trometrie-Daten. Diese Infrastruktur orientiert sich funktional am bisherigen
Prozess, soll aber dessen Probleme berücksichtigen und beheben. Es sind vier
wesentliche Aufgaben zu erfüllen:
• Datenintegration:
Die Masse-Daten und zugehörige Metadaten müssen aus den exportierten
Daten der Steuerungssoftware extrahiert, aufbereitet und in einer Daten-
bank effizient und strukturiert gespeichert werden. Metadaten, die in der
Steuerungssoftware nicht enthalten sind, müssen durch den Nutzer hin-
zuzufügen sein.
• Summenformelberechnung:
Die importierten Masse-Daten müssen aus der Datenbank gelesen und
eine Reihe von Konfigurationsparametern für die Summenformelberech-
nung durch den Nutzer festgelegt werden, unter anderem die zu verwen-
dende Berechnungsmethode. Mehrere Methoden sollen unterstützt wer-
den. Die Berechnung wird unter Berücksichtigung der Konfigurationspa-
rameter durchgeführt.
• Filterung:
Die erzeugten Summenformeln müssen anhand chemischer Regeln gefil-
tert werden. Es existieren obligatorische und durch Konfigurationspara-
meter auswählbare Regeln. Die gefilterten Summenformeln müssen effizi-
ent und strukturiert gespeichert werden.
• Export:
Die gefilterten Summenformeln müssen aus der Datenbank gelesen wer-
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den. Konfigurationsparameter dienen zur weiteren Einschränkung des
Ergebnisraums und zur Bestimmung des Exportformats. Daten müssen
in maschinenlesbaren und menschenlesbaren Formaten exportierbar sein,
um die Kontrolle der Ergebnisse durch den Nutzer genauso zu erlauben
wie die Weiterverarbeitung der Daten in nachfolgenden Analyseschritten.
Die Infrastruktur soll effizient arbeiten und dabei das Multithreading-Potential
eines modernen Rechnersystems nutzen. Expertenwissen des Nutzers soll nicht
erforderlich und durchgeführte Analysen reproduzierbar sein. Die Infrastruktur
soll interaktiv arbeiten und eine intuitive Bedienung durch eine Webschnittstelle
realisieren, die Mehrbenutzerbetrieb ermöglicht. Der Fokus des Prototypen soll
auf der reibungslosen Datenintegration und der Evaluierung der Summenfor-
melberechnung liegen. Zu diesem Zweck muss das eigenentwickelte Programm
des bisherigen Prozesses in paralleler und sequentieller Ausführung eingebun-
den sowie eine weitere vergleichbare Methode implementiert werden. Es wird
evaluiert, wie sich verschiedene Methoden der Summenformelberechnung qua-
litativ, quantitativ und bezüglich der Dauer der Berechnung unterscheiden. Zu-
dem wird die erzielte Geschwindigkeitsverbesserung gegenüber dem bisheri-
gen Prozess untersucht. Grundlegende chemische Regeln sind beim Filtern zu
berücksichtigen und ein einfacher textbasierter Export soll unterstützt werden.
Nach abgeschlossener Evaluierung soll der Prototyp als Grundlage für die Wei-
terentwicklung der Infrastruktur dienen. Zu diesem Zweck solle die Infrastruk-
tur möglichst erweiterbar konzipiert werden. So sollten sich zum Beispiel neue
Berechnungsmethoden oder Export-Formate unkompliziert hinzufügen lassen.
1.3. Aufbau der Arbeit
In Kapitel 2 werden notwendige chemische Grundlagen vermittelt, indem Mas-
senspektrometrie und deren Verwendung im Department Analytik, sowie Sum-
menformelberechnung näher erläutert werden. Außerdem wird der bisherige
Prozess untersucht und seine Probleme und Limitierungen herausgearbeitet.
Schließlich werden die Anforderungen an die zu konzipierende Infrastruktur
abgeleitet. Kapitel 3 stellt Technologien vor und erläutert Konzepte, die für die
Infrastruktur von Interesse sind. Des Weiteren werden verwandte Arbeiten dis-
kutiert. In Kapitel 4 wird die Infrastruktur beschrieben und anschließend in
Kapitel 5 ein Prototyp für diese Infrastruktur implementiert. Dieser wird im
darauffolgenden Kapitel 6 umfassend evaluiert und im Zuge dessen mögli-
che Probleme und Limitierungen des Prototypen herausgearbeitet. Kapitel 7
fasst die Ergebnisse dieser Arbeit zusammen und gibt einen Ausblick auf
Erweiterungs- und Verbesserungsmöglichkeiten der Infrastruktur.
4
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Im folgenden Kapitel werden die Anforderungen an die zu konzipierende In-
frastruktur abgeleitet. Hierzu sind chemische Grundlagen notwendig, die in
Abschnitt 2.1 und 2.2 vermittelt werden. Massenspektrometrie und Summen-
formelberechnung sind wichtige Verfahren für diese Arbeit.
Die Infrastruktur orientiert sich funktional am bisherigen Prozess, unter Berück-
sichtigung identifizierter Probleme und Limitierungen. Es ist daher notwendig
diesen Prozess zu untersuchen und seine Funktionen in Abschnitt 2.3 herauszu-
arbeiten. Im nachfolgenden Abschnitt werden die Probleme und Limitierungen
des Prozesses identifiziert und schließlich in Abschnitt 2.5 die Anforderungen
an die Infrastruktur anhand dieser Probleme und Limitierungen, des zu erwar-
tenden Datenaufkommens und der umzusetzenden Funktionen abgeleitet.
2.1. Massenspektrometrie
Die Massenspektrometrie (MS) ist ein analytisches Verfahren zur Bestimmung
der Masse von Atomen und Molekülen in untersuchten Proben. Sie wird
bereits seit den 1950er Jahren eingesetzt und findet heute neben der Analytik
in einer Vielzahl weiterer chemischer Teilgebiete und naturwissenschaftlicher
Disziplinen Anwendung. Die im folgenden wiedergegebenen Informationen
zur Massenspektrometrie stammen maßgeblich aus [Gro11].
Abbildung 2.1 zeigt den grundlegenden Aufbau eines Massenspektrometers.
Eine Probe wird im Einlass-System in Gasform gebracht und durch ein geeigne-
tes Verfahren in der Ionenquelle ionisiert4. Anschließend werden im Massen-
Analysator die enthaltenen Ionen anhand des Masse-zu-Ladung-Verhältnis
(m/z) aufgeteilt, um zu bestimmen, welche Ionen und in welcher Häufigkeit
(Intensität) diese auftreten. Hierzu werden die aufgeteilten Ionen im Detektor
aufgefangen und ermittelt, das heißt Signale in verschiedenen Intensitäten für
die enthaltenen Ionen gemessen. Wird die Ladungszahl aus den resultieren-
den Daten herausgerechnet, erhält man die exakten neutralen Massen5 der in der
4 Hinzufügen oder Entfernen von Elektronen um den Ladungszustand zu beeinflussen.
5 in Dalton (Da)
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Abbildung 2.1.: Schematischer Aufbau eines Massenspektrometers bestehend aus
Einlass-System (sample inlet), Ionenquelle (ion source), Massen-
Analysator (mass analyzer), Detektor (detector) und Datensystem
(data system) (aus ).
Probe enthaltenen Moleküle. In aktuellen Massenspektrometern ermöglicht zu-
sätzlich ein Softwaresystem (Datensystem) die Steuerung des Apparats und
Weiterverarbeitung der erzeugten m/z-Daten.
Außer in Parametern wie Massenauflösung6, Massengenauigkeit oder Massenbe-
reich unterscheiden sich Massenspektrometer auch in den eingesetzten Verfah-
ren zur Ionisierung, Trennung und Detektion.
Abbildung 2.2.: Beispiel für ein Massenspektrum. Ein kleiner Massebereich ist vergrö-
ßert und bietet eine Detailansicht auf diesen m/z-Bereich.
Die Darstellung der Daten erfolgt in Form eines Massenspektrums (siehe
Abbildung 2.2). Es stellt zweidimensional die Intensität auf der Ordinate dem
m/z-Wert auf der Abszisse gegenüber. Ein Datenpunkt in diesem Spektrum wird
als Peak bezeichnet, der Peak mit der höchsten absoluten Intensität im Spek-
6 minimaler Massenunterschied zwischen zwei Ionen
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trum als Basispeak. Um verschiedene Massenspektren besser vergleichbar zu ma-
chen, ist es üblich, die Intensität zu normalisieren indem der Basispeak als 100%
relative Intensität gesetzt wird. So sind Betrachtungen zur relativen Verteilung
unabhängig von den tatsächlich gemessenen Intensitäten möglich. Zu jedem
m/z-Wert werden neben der Intensität zusätzliche Informationen wie die ver-
wendete Massenauflösung und das Signal-Rausch-Verhältnis (S/N)7 gespeichert.
Am Department Analytik kommt ein Massenspektrometer des Typs
BRUKER Solarix XR 12T zum Einsatz. Bei diesem wird Fouriertransformations-
Ionenzyklotronresonanz-Massenspektrometrie (FTICR-MS) verwendet. Solche
Massenspektrometer weisen eine hohe Massenauflösung und Massengenau-
igkeit auf. Die Steuerungssoftware Bruker Compass DataAnalysis läuft auf
einem Rechner, der mit dem Massenspektrometer verbunden ist. Neben der
Steuerung und Einstellung des Massenspektrometers bietet die Software eine
Vielzahl an Funktionen für die Verarbeitung und Analyse der generierten
m/z-Daten. Außerdem verwaltet sie Metadaten zur Messung. Dazu zählen
allgemeine Information wie Datum der Messung und Datensatzgröße oder
eine Messungsbezeichnung, darüber hinaus auch die verwendeten Parameter
für das Massenspektrometer. Darunter fallen zum Beispiel der Algorithmus
zur Peak-Auswahl, Art der Ionisierung (positiv/negativ) oder welches Ver-
fahren zur Ionisierung eingesetzt wurde. Außerdem wird der Messungstyp
gespeichert. Neben regulären Messungen lassen sich Replikatsmessungen und
Blank-Messungen durchführen. Erstere sind Wiederholungen einer bereits
durchgeführten Messung zu einem späteren Zeitpunkt. Letztere sind Hinter-
grundmessungen, um Kontaminationen zum Beispiel verwendete Geräte oder
Chemikalien zu erkennen.
Massenspektren lassen sich auf verschiedene Art analysieren und die Software
ist entsprechend kalibrierbar. Die entsprechenden Analyse Parameter sind Teil
der Metadaten. Es ist möglich eine durchgeführte Analyse als XML Dokument
zu exportieren, das m/z-Daten und einen Teil der Metadaten enthält. Mittels
einer Reporting Funktion können weitere Daten und fehlende Metadaten zur
Analyse und Messung in tabellarisch strukturierten Textformaten ausgegeben
werden. Weitere Exportmöglichkeiten sind aktuell nicht vorhanden.
2.2. Summenformelberechnung
Eine Summenformel8 beschreibt eine chemische Verbindung in Art und Anzahl
ihrer Atome. Die Struktur der Verbindung wird nicht abgebildet [Spe99a]. Zur




Darstellung gilt das Hill-System. Dabei werden zuerst C Atome, dann H Atome
und anschließend alle anderen in alphabetischer Reihenfolge geschrieben. Fehlt
Kohlenstoff, erfolgt eine strenge alphabetische Ordnung [Hil00]. Ein einfaches
Beispiel ist H2O.
Ziel der Summenformelberechnung ist es, für ein Molekül eine Liste möglicher
Summenformeln zu berechnen. Dazu ist Wissen über die exakte Masse des




niMi =Mexact ± erel (2.1)
Für kleine und mittelgroße Massen bieten sich polynomial-basierte Methoden
an [RH06]. Diese Brute-Force-Algorithmen berechnen innerhalb eines Such-
raums von Isotopen alle möglichen Isotopkombinationen, deren Molekülmasse
einer exakten Masse entspricht. Es ist daher notwendig die Isotope einzuschrän-
ken, die bei der Berechnung berücksichtigt werden sollen. Die Anzahl dieser
Isotope sei q. Alle Lösungen der Gleichung 2.1 sind mögliche Summenformeln
für das Molekül mit der exakten Masse Mexact. Dabei bezeichnet Mi die Atom-
masse des i-ten Isotops und ni die Menge dieses Isotops im Molekül. Da jede
Messung Ungenauigkeiten unterworfen ist, existiert mit erel ein relativer Fehler




niMi = 447,1528276 Da ± erel
n1 · C + n2 · H+ n3 · N+ n4 ·O =
22 · C + 25 · H+ 1 · N+ 9 ·O =
22 · 12 Da + 25 · 1,00782503 Da
+ 1 · 14,003074 Da + 9 · 15,99491462 Da =
447,1528842 Da = 447,1528276 Da + 0,126578647 ppm
(2.2)
9 Atomarten mit gleich vielen Protonen aber unterschiedlich vielen Neutronen im Atomkern,
wodurch sie sich in ihrer Atommasse unterscheiden, nicht aber in ihrer Ordnungszahl. Sie
gehören zum gleichen Element. Hauptisotop ist das, welches in der Natur am Häufigsten
vorkommt. In einer chemischen Formel wird den Isotopen ihre Neutronenzahl vorangestellt,




447,1528842 Da = 447,1528276 Da + 0,126578647 ppm
447,1528842 Da = 447,1528276 Da + (447,1528276 Da · 0,126578647 · 10−6)
447,1528842 Da = 447,1528842 Da
(2.3)
Es seien die Isotope C, H, N und O für das Beispiel in Gleichung 2.2 berück-
sichtigt. Gesucht ist eine Summenformel für die exakte Masse 447,1528276 Da.
Die Atommassen sind dem Periodensystem entnommen. C22H25N1O9 ist ei-
ne mögliche Summenformel für diese Masse bei einem relativen Fehler von
0,26578647 ppm. Gleichung 2.3 zeigt, dass durch die Addition des relativen
Fehlers zur exakten Masse, diese und die berechnete Masse übereinstimmen.
Abbildung 2.3.: Exponentielles Wachstum der Komplexität der Summenformelbe-
rechnung bei wachsenden Massewerten (aus [KDWK07]). Zwischen
a) und b) wird das S/N Kriterium gelockert, zwischen b) bis d) der
Isotopen Suchraum bei gleichbleibendem S/N erweitert.
Mit größer werdenden Massen wächst die Anzahl möglicher Summenformeln
und damit die Komplexität der Berechnung exponentiell. Das Wachstum ist um-
so stärker, je mehr Isotope bei der Berechnung berücksichtigt werden und damit
den Suchraum erweitern. Zusätzlich kann die Anzahl möglicher Summenfor-
meln von weiteren chemischen Kriterien beeinflusst werden. Abbildung 2.3 ver-
deutlicht diese Sachverhalte. Das S/N Kriterium wird von a) zu b) gelockert, der
Suchraum wird größer, die möglichen Summenformeln nehmen zu. Zwischen
b) bis d) bleibt das S/N Kriterium gleich, aber die zu berücksichtigenden Isotope
werden erweitert. Dadurch wird der Suchraum stark erweitert und das Wachs-
tum möglicher Summenformeln bei größer werdenden Massen wird deutlich
beschleunigt. In d) lässt sich das exponentielle Wachstum am besten ablesen.
Aus der Menge der möglichen Summenformeln müssen anschließend die wahr-
scheinlichsten für jedes Molekül ausgewählt werden. Ist die Kandidatenlisten
zu lang, beispielweise durch eine zu große Anzahl möglicher Isotope, wird die
Auswahl erschwert. Andererseits ist es auch ungünstig, keine Kandidaten zu
generieren, sollten Kriterien zu scharf gewählt werden.
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Der übliche Weg die Komplexität der Summenformelberechnung zu begrenzen,
ist die Reduktion des Suchraums durch chemisches Domänenwissen. Nicht
alle berechneten Summenformeln kommen zwangsläufig in der Umwelt vor
oder sind überhaupt chemisch korrekt. In der Chemie existieren daher eine
Reihe heuristischer Regeln und Erfahrungswerte, um Summenformeln bewer-
ten und so filtern zu können. In [KF07] werden beispielsweise sieben goldene
Regeln definiert, um Summenformel-Kandidaten nach chemischer Korrektheit
und Wahrscheinlichkeit des Vorkommens zu filtern. Zu diesen Regeln gehören
unter anderem die Festlegung von maximal möglichen Atomanzahl betrachteter
Elemente und die Beschränkung wichtiger Elementverhältnisse häufig vorkom-
mender Elemente gegenüber Kohlenstoff, zum Beispiel H/C oder O/C.
Chemische Regeln lassen sich in einfache und komplexe Regeln unterteilen.
Einfache chemische Regeln überprüfen genau eine Summenformel auf Regel-
einhaltung. Jeder Summenformel-Kandidat wird daher unabhängig geprüft.
Ein Beispiel ist die Stickstoffregel11. Komplexe chemische Regeln überprüfen
gleichzeitig mehrere Summenformeln, sie berücksichtigen also Beziehungen der
Summenformel-Kandidaten untereinander. Dazu können die Summenformeln
zum Beispiel anhand chemischer Kennzahlen gruppiert oder auch benachbarte
Summenformeln, im Sinne der Molekülmassen, betrachtet werden. Die so ge-
wählten Gruppen von Summenformeln werden einzeln überprüft. Nur wenn
alle Summenformeln einer Gruppe eine komplexe Regel erfüllen ist die ganze
Gruppe gültig. Beispiele für komplexe Regeln sind die Isotopenregel12 oder die
Serienregel13.
Außer dem Einschränken des Suchraums durch chemische Regeln sind An-
passungen und Optimierungen an den polynomial-basierten Methoden oder
eigenständige Algorithmen – die also keinen Brute-Force-Ansatz verfolgen –
möglich. In Abschnitt 3.5 werden einige Beispiele besprochen.
11 Eine ungerade Molekülmasse einer Summenformel impliziert eine ungerade Anzahl an Stick-
stoff Atomen und vice versa für den geraden Fall.
12 Auswahl der Summenformeln, die ein Nicht-Hauptisotop enthalten, zum Beispiel 13C. Für
jede wird nach einer weiteren Summenformel gesucht, die anstatt des Nicht-Hauptisotops
das entsprechende Hauptisotop (12C) enthält, ansonsten aber identisch ist. Gibt es eine, ist
die Summenformel mit dem Nicht-Hauptisotop ungültig.
13 Es gibt Molekülfragmente die immer wieder in Summenformeln auftreten (CH2, CH4−O).
Für diese Fragmente lassen sich Kendrick mass defect (KMD) Werte für jede Summenformel
berechnen, um nach diesen Werten zu gruppieren. Summenformeln mit gleichem KMD Wert
gehören zu einer Serie. Betrachtet werden Summenformeln die zu mehreren Gruppen und
daher mehreren Serien gehören. Diese sind nur dann gültig, wenn die Anzahl ihrer Sauerstof-




Im Rahmen des TALKO-Projekts wurde ein it-gestützter Prozess entwickelt, um
die Weiterverarbeitung der m/z-Daten und zugehöriger Metadaten zu ermög-
lichen. Diesen genauer zu untersuchen ist entscheidend, um bisherige Proble-
me und Limitierungen (Abschnitt 2.4) zu verstehen und Anforderungen (Ab-
schnitt 2.5) an die Infrastruktur ableiten zu können. Abbildung 2.3 zeigt die
wesentlichen Teilschritte des bisherigen Prozesses, auf die im folgenden genau-
er eingegangen wird.
Abbildung 2.4.: Schematische Darstellung der wesentlichen Schritte des bisherigen
Prozesses
Im Prozess kommen folgende Softwareprodukte zum Einsatz:
• Bruker Compass DataAnalysis 4.2 SR2
• Microsoft Excel 2010
• Microsoft Access 2010
• C++ Programm „Zehpp.exe“ (32-Bit)
Die bereits in Abschnitt 2.1 erwähnte Steuerungssoftware des Massenspek-
trometers dient neben dem eigentlichen Messprozess zur Vorbereitung und
Kalibrierung der m/z Daten. Microsoft Excel dient als Intermediärspeicher für
den Datenaustausch zwischen den anderen Softwareprodukten und zur Aus-
führung von Zwischenberechnungen. Das Datenbankmanagementsystem (DBMS)
Microsoft Access wird zur Datenhaltung benutzt. Zudem kommen teils komple-
xe SQL-Abfragen für chemische Berechnungen zum Einsatz. Schließlich wird
das C++ Programm zur Summenformelberechnung verwendet. Es handelt sich
dabei um eine Eigenentwicklung für das UFZ aus dem Jahr 2004, zu der – ne-
ben einer Konfigurationsanleitung – keine Unterlagen verfügbar sind. Das be-
trifft insbesondere auch den Quellcode. Die genaue Arbeitsweise kann daher
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nicht nachvollzogen werden und Änderungen am Code sind nicht möglich.
Es handelt sich um einen Brute-Force-Algorithmus, die lediglich rudimentäre
chemische Regeln beherrscht, zum Beispiel die Einschränkung berücksichtigter
Isotope und deren Atomanzahl. Komplexere Regeln werden nicht angewendet.
Zur Datenhaltung kommen drei Datenbanken (DB1-DB3)14 zum Einsatz, die in
Access logisch verbunden sind, um Datenbank-übergreifende SQL-Abfragen zu
ermöglichen. Access legt seine Daten lokal ab.
Nachfolgend werden die Teilschritte des Prozesses erläutert.
Preprocessing & Import in DB1 Die vom Massenspektrometer erzeugten
m/z-Daten (Rohdaten) und zugehörige Metadaten werden durch DataAnalysis
verwaltet. Die Daten müssen für eine Analyse kalibriert werden. Dazu wird der
zu betrachtende Massenbereich eingrenzt und innerhalb der Massenspektren
die Peaks ausgewählt – unterstützt durch die Software mittels bekannter Mas-
sen. Außerdem können Metadaten geändert und ergänzt werden.
Die notwendigen Peak-Daten werden anschließend als tabgetrennte Peak-
Listen in txt-Dateien manuell exportiert, das heißt händisch aus der Software
kopiert. Zugehörige Metadaten werden dabei nicht berücksichtigt.
Vor dem Import werden Metadaten zur Probe – da sie in den Rohdaten nicht re-
präsentiert sind – und den Messungen – da sie beim Export nicht berücksichtigt
werden – manuell in DB1 eingepflegt. Dabei erfolgt auch die Kategorisierung
der Messungen in Standard, Replikat oder Blank. Die dabei erzeugte Messungs-
IDs werden mittels Excel manuell in die zugehörigen txt-Dateien als zusätzli-
ches Feld eingepflegt und die enthaltenen Peak-Listen mittels Access in DB1
importiert. Die Peaks bekommen dabei ebenfalls IDs zugewiesen (peak-ID).
Summenformelberechnung & Import in DB2 In Access werden Messungen
ausgewählt, für die eine Summenformelberechnung durchgeführt werden soll.
Außerdem der zu betrachtende Massenbereich eingegrenzt. Die entsprechen-
den Peak-Daten werden im Anschluss manuell aus DB1 kopiert. Da neutrale
Messungen für die Berechnung notwendig sind, wird die Ladungszahl vor dem
Export herausgerechnet. Jede Zeile entspricht einem Peak. Als Eingabe für das
C++ Programm dient eine tabgetrennte txt-Datei. Neben den Massewerten sind
die peak-IDs zur Identifikation enthalten. Beim Aufruf des Programms muss
zusätzlich eine Konfiguration und ein erlaubter absoluter Fehler angeben wer-
den. Die Konfiguration enthält Isotope und Grenzwerte für die Atomanzahl
(min-max). Zusätzlich müssen die Atommassen der Isotope angegeben werden,
da chemisches Hintergrundwissen fehlt. Weil das Programm nicht gegen Spei-
cherüberläufe abgesichert ist und es sich um ein 32-Bit Programm handelt, stürzt
14 Drei physische Dateien, Access speichert jede Datenbank in eine .mdb Datei.
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es bei einer zu großen Anzahl Peaks, einer zu großen Konfiguration oder einem
zu großen zu untersuchenden Massenbereich ab. Anhang A.1 enthält Beispiele
für Input-Datei und Konfiguration.
Um diese Abstürze zu vermeiden wird die txt-Datei durch ein R-Script in Bat-
ches aufgeteilt, die durch das C++ Programm sequentiell verarbeitet werden.
Das R-Script setzt nach Verarbeitung aller Batches die Teilergebnisse zu einem
Gesamtergebnis zusammen. Analog zur Eingabe erfolgt die Ausgabe als tabge-
trennte txt-Datei. Jede Zeile entspricht einer möglichen Summenformel, mehre-
re Summenformeln pro Peak sind erlaubt. Neben den Peak-Informationen der
Eingabedatei existiert für jedes gesuchte Isotop eine Spalte mit seiner Menge
in dieser Summenformel, falls das Isotop nicht vorkommt der Wert 0. Außer-
dem ist die berechnete Molekülmasse aus allen beteiligten Isotopen angegeben.
Anhang A.1 enthält ein Beispiel Ergebnis. Die txt-Datei mit den ungefilterten
Kandidaten wird in DB2 importiert. Die Isotopen-Spalten werden zusammen-
gefasst und die gesamte Summenformel als String gespeichert.
Auswählen & Filtern Die ungefilterten Kandidaten in DB2 werden mittels
einfacher chemischer Regeln wie Stickstoffregel, DBE-Regel15 oder Grenzwerte
für Elementverhältnisse (H/C, O/C) vorgefiltert. Um die Bedingungen zu über-
prüfen werden chemische Kennzahlen, zum Beispiel absoluter und relativer
Fehler oder das DBE, berechnet und materialisiert, um sie in Abfragen nutzbar
zu machen. Die Programmlogik zur Filterung wird in Form von teilweise sehr
komplexen SQL-Abfragen ausgedrückt, die mit Hilfe von Access erstellt und
ausgeführt werden. Anhang A.2 verdeutlicht diese Komplexität. Die vorgefil-
terte Ergebnismenge wird nach DB3 übertragen.
Neben einfachen Regeln in DB2 werden zusätzlich in DB3 komplexe Regeln wie
die Serienregel oder die Isotopenregel angewendet. Die Ergebnismenge wird
so genauer gefiltert. Die resultierende Menge an Kandidaten sind – im Rahmen
der berücksichtigten Regeln und Beziehungen – chemisch korrekt und für die
zugehörigen Moleküle die wahrscheinlichsten Summenformeln.
Ergebnisexport & Weiterverarbeitung Die gefilterten Summenformeln aus-
gewählter Messungen, beispielsweise alle Messungen einer Probe, werden in
Access aus DB3 manuell kopiert. Neben den Summenformeln werden Kenn-
zahlen für die exportierten Daten aggregiert (gewichtete Mittelwerte, Min/Max
Werte et cetera) und ebenfalls in einer txt-Datei zur Verfügung gestellt. Sum-
15 Das Doppelbindungsäquivalent (DBE) ist ein Hilfswert für die Strukturanalyse eines organi-
schen Moleküls wenn dessen Summenformel vorliegt. Der Wert gibt die Anzahl von Doppel-
und Dreifachbindungen sowie Ringen im Molekül an [CGW13]. Dieser Wert muss ganzzahlig
positiv sein, ansonsten ist die Summenformel ungültig.
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Abbildung 2.5.: Exemplarische Auswahl von Auswertungsdiagrammen basierend auf
den Summenformel-Daten und den zur Berechnung verwendeten m/z-
Daten (bereitgestellt von Dr. Oliver Lechtenfeld).
menformeln und aggregierte Kennzahlen werden dann statistisch ausgewertet
und visualisiert. Auswertung und Visualisierung sind vielfältig, entsprechend
können unterschiedliche Diagramme erzeugt werden. Abbildung 2.5 zeigt eine
beispielhafte Auswahl. Diese Diagramme visualisieren verschiedene Aspekte
der zugrundeliegenden m/z-Daten und der erzeugten Summenformeln. Zur
Erzeugung der Diagramme werden neben Excel vor allem R-Scripte eingesetzt.
Das zur Erzeugung der in der Abbildung gezeigten Diagramme verwendete R-
Script findet sich in Anhang A.3. Es ließt die exportierte txt-Datei ein, filtert die
Ergebnismenge nach bestimmten Kennzahlen, zum Beispiel DBE, Massebereich
oder relativer Fehler, und plottet danach die verschiedenen Diagramme. Auf
die Sprache R und ihre Besonderheiten geht Abschnitt 3.4 genauer ein.
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2.4. Probleme und Limitierungen
Der im vorherigen Abschnitt beschriebene bestehende Prozess weist eine Reihe
von Problemen und Limitierungen auf, die im folgenden Abschnitt erarbeitet
werden. Tabelle 2.1 fasst sie zusammen.
Problem Ursachen
Expertenwissen notwendig manuelle Arbeitsschritte
Verständnis SQL Abfragen
Hohe Laufzeit Manuelle Arbeitsschritte
Sequentielle Berechnung im C++ Programm
Programmlogik in SQL Abfragen ineffizient
Fehleranfälligkeit Manuelle Arbeitsschritte
Programmierung des C++ Programm
Begrenzte Skalierung Maximale Größe einer Access Datenbank
Abfragenkomplexität eingeschränkt
Prozess arbeitet sequentiell
Nichtnutzung bereitgestellter Manuelles Kopieren weniger Daten
(Meta-)Daten aus DataAnalysis
kein Mehrbenutzerbetrieb Kein Rechtemanagement
Vollzugriff auf Daten
Keine Reproduzierbarkeit Keine Speicherung von Prozess-
und Berechnungsparameter
Tabelle 2.1.: Übersicht der Probleme und Limitierungen des bisherigen Prozesses
Eine der Hauptursachen für Probleme des bisherigen Prozesses ist der große An-
teil manueller Arbeitsschritte, die in jedem Teilschritt erledigt werden müssen.
Ein- und Ausgabedaten werden händisch vorbereitet und zwischen verschiede-
nen Softwareprodukten mittels unterschiedlicher textbasierter Zwischenforma-
te hin und zurück kopiert. Das Einspielen der Daten in DB1-DB3 kann ebenso
wenig ohne Zutun des Nutzers ausgeführt werden, wie die SQL-gestützte Aus-
wertung der Summenformel-Kandidaten.
Diese Arbeitsschritte erfordern vom Nutzer zum einen ein hohes Maß an
Expertenwissen bezüglich des gesamten Prozesses, um unter anderem notwen-
dige Berechnungen durchzuführen, Zwischenformate korrekt zu befüllen, das
C++ Programm zu benutzen oder die richtigen SQL-Abfragen auszuführen.
Zum anderen verlangsamen manuelle Arbeitsschritte und damit einhergehende
Unterbrechungen den Prozess deutlich, was eine erhöhte Laufzeit zur Folge
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hat. Jeder der manuellen Arbeitsschritte stellt darüber hinaus ein potentielles
Fehlerrisiko dar.
Das C++ Programm erhöht die Laufzeit zusätzlich. Die Teilung der Peak-Listen
in Batches und das anschließende sequentielle Ausführen des Programms für je-
den Batch wird dem Multithreading-Potential moderner Rechnersysteme nicht
gerecht und dauert so deutlich länger als nötig. Bei wachsender Menge an Ein-
gabedaten fällt dies umso schwerer ins Gewicht. Die 32-Bit Architektur des
Programms verhindert größere Batches beziehungsweise die Berechnung mit
komplexeren Konfigurationen und führt häufig zu Problemen wie Speicher-
überläufen. Durch die unsichere Programmierung im Umgang mit solchen kriti-
schen Fehlern werden Abstürze hervorgerufen und teilweise berechnete Ergeb-
nisse gehen verloren. Die Fehleranfälligkeit des Prozesses wird weiter erhöht.
Zudem erhöhen Anpassungen zum Beispiel an der Batchgröße und die Wie-
derholung abgebrochener Berechnungen die Laufzeit weiter. Schließlich steigt
die Berechnungszeit für größer werdende Massen exponentiell an, was dem
zugrundeliegenden Brute-Force-Algorithmus geschuldet ist.
Die teils komplexen SQL Abfragen bilden Programmlogik ab. Für ihr Verständ-
nis ist Expertenwissen über die Datenbankstrukturen notwendig. Da die An-
fragekomplexität des eigesetzten DBMS begrenzt ist, werden chemische Kenn-
zahlen in virtuellen Tabellen zwischengespeichert und Abfragen aufgeteilt, was
sich negativ auf die Laufzeit des Prozesses und den Speicherbedarf der Access
Datenbanken auswirkt. Einige chemische Zusammenhänge lassen sich über-
haupt nicht oder nur ineffizient berücksichtigen. Die Datenbanken weisen Red-
undanzen auf und Möglichkeiten des DBMS werden nur unzureichend genutzt.
Darüber hinaus sind Access-Datenbanken lokal gespeichert und in ihren Spe-
zifikationen wie ihrer maximalen Dateigröße16 limitiert. Das führt dazu, dass
gerade die dritte Datenbank DB3 des Öfteren geleert werden muss. Bei zu er-
wartenden wachsenden Datenmengen ein schwerwiegendes Problem, die Ska-
lierung ist begrenzt.
DataAnalysis stellt neben den eigentlichen m/z-Daten in seinem Export-Format
weitere Daten und Metadaten zur Verfügung, die die Einordung und Beschrei-
bung der durchgeführten Messungen ermöglichen. Darüber hinaus existieren
Metadaten, die in der Steuerungssoftware nicht abgebildet sind, aber für die
Beschreibung von Messungen Relevanz besitzen. Messungen werden für eine
Probe vorgenommen, Proben gehören zu einem Projekt. Metadaten einer Probe
sind zum Beispiel eine Bezeichnung, der Probentyp, die Art der Wasserquelle17
oder Zeitpunkt und geografische Position der Probenahme. Projekte haben Me-
tadaten wie eine Projektbezeichnung oder einen Principal Investigator (PI).
16 Version 2010: 2GB pro physische Datenbank [Mic]
17 Frischwasser, Grundwasser, Porenwasser aus Sedimentgestein et cetera
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Der bisherige Prozess benutzt nur einen Bruchteil der vorhandenen Daten und
Metadaten. Letztere werden händisch in DB1 eingepflegt, Fehler beim Übertra-
gen sind nicht auszuschließen. Das Nicht-Benutzen vorhandener Daten und
Metadaten ist bezogen auf die Einordnung und Auswertung zu analysierender
Messungen eine Limitierung. Je mehr dieser Daten benutzt werden, desto bes-
ser lassen sich ausgewertete Messungen in Beziehung setzen. Die Steuerungs-
software sieht außerdem die Benutzung durch mehrere Mitarbeiter vor. Der
bisherige Prozess bildet das nicht ab, alle Nutzer interagieren gleichberechtigt
und mit Vollzugriff auf die Datenbanken und den darin enthaltenen Daten, da
es keine Rechteverwaltung gibt.
Die für einen Prozessdurchlauf verwendeten Parameter und Konfigurationen
werden nicht gespeichert. Läufe lassen sich so nur schwer wiederholen. Da
nicht immer direkt klar ist, ob eine Analyse zufriedenstellend ist und eventuell
wiederholt werden muss, ist das aber unbedingt notwendig. Die Bewertung
einer Analyse kann vereinfacht und verbessert werden, wenn die Ergebnis-
menge mit den verwendeten Parametern und Konfigurationen, zum Beispiel
die der Summenformelberechnung, in Beziehung gesetzt wird.
2.5. Anforderungen
Zusätzlich zu den herausgearbeiteten Funktionen sowie den Problemen und
Limitierungen des bisherigen Prozesses bedarf es für eine vollumfängliche Ana-
lyse der Anforderungen an die Infrastruktur einer Betrachtung der zu erwar-
tenden Daten, die verwaltet werden müssen und eines typischen Nutzers der
Infrastruktur.
Kennzahl Geschätzte Anzahl Datensätze
Proben 10 – 50
Messungen 12 – 65
Peaks je Messung 10000 – 15000
Summenformeln ungefiltert 50000 – 225000
Summenformeln gefiltert 20000 – 30000
Tabelle 2.2.: Geschätzes zu verwaltendes Datenaufkommen je Projekt
Tabelle 2.2 zeigt durchschnittliche Kennzahlen für das Datenaufkommen eines
Projekts wie TALKO. Mit der Infrastruktur sollen mehrere vergleichbar umfang-
reiche Projekte und auch umfangreichere Projekte, das heißt Projekte mit mehr
Proben, verwaltet und verarbeitet werden. Je Projekt sind zusätzlich mehrere
17
2. Anforderungsanalyse
zugehörige Nutzer zu verwalten. Nutzdaten entfallen auf Peaks und berechnete
Summenformeln. Für Messung, Probe und Projekt fallen die wesentlichen Me-
tadaten an. Ein Projekt besitzt nur einige wenige, Probe und Messung hingegen
eine signifikante Anzahl an Metadaten, um Peaks und ihre Analysen detailliert
beschreiben zu können. Dabei ist zu beachten, dass nicht alle dieser Metadaten
immer gegeben sein müssen.
Ein typischer Nutzer der Infrastruktur ist Naturwissenschaftler mit chemischem
Hintergrundwissen über Massenspektrometrie und Summenformelberechnung,
sodass Verständnis für den Sinn und Zweck der Infrastruktur und die verwen-
deten Fachbegriffe in der Webschnittstelle gegeben ist. Erfahrung im Umgang
mit und der Bedienung von IT-Systemen ist gegeben, informatisches Hinter-
grundwissen aber nur rudimentär vorhanden.
Die zu konzipierende Infrastruktur orientiert sich funktional am bisheri-
gen Prozess, soll dabei Probleme und Limitierungen des Prozesses behe-
ben und gleichzeitig dem beschriebenen Datenaufkommen gerecht wer-
den. Die einzelnen Funktionen Datenimport, Summenformelberechnung,
Filterung und Export sind als Subprozesse zu konzipieren und sollen
unabhängig voneinander aufrufbar sein. Andererseits soll auch ein kom-
pletter Prozessdurchlauf aller Teilprozesse am Stück ermöglicht werden.
Tabelle 2.3 listet die Anforderungen an diese Infrastruktur, die nachfolgend im
Einzelnen genauer beschrieben werden.
Anforderung
a) Verbesserung der Laufzeit
b) Erweiterung der integrierten Daten und Metadaten
c) Interaktive & intuitive Ausführung durch typischen Nutzer
d) Gleichzeitige Benutzung durch mehrere Nutzer
e) Unterstützung mehrerer Summenformelberechnungsmethoden
f) Filterung der Ergebnismenge durch
einfache & komplexe chemische Regeln
g) Effiziente Datenhaltung
h) Freie Parametrisierung & Konfiguration von Analysen
i) Reproduzierbarkeit durchgeführter Analysen
j) Erweiterbarkeit hinsichtlich
Summenformelberechnungsmethoden & Exportvarianten
Tabelle 2.3.: Übersicht der Anforderungen an die zu konzipierende Infrastruktur
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a) Um die bisher hohe Laufzeit zu reduzieren, sind drei wesentliche Aspekte
zu berücksichtigen: Die Minimierung manueller Arbeitsschritte und notwendi-
ger Eingriffe durch den Nutzer, die Nutzung vorhandener Systemressourcen,
insbesondere das Ausnutzen des Multithreading-Potentials durch Parallelisie-
rung, sowie die Übertragung von Programmlogik aus den SQL-Filterabfragen in
ein besser geeignetes Verarbeitungssystem zur Filterung der Summenformeln.
Der typische Nutzer soll neben der Konfiguration und dem Start der einzelnen
Funktionalitäten keine weiteren manuellen Arbeitsschritte durchführen müs-
sen. Die wenigsten manuellen Arbeitsschritte des bisherigen Prozesses sind
notwendig. Eine Infrastruktur muss hinsichtlich automatischer Arbeitsschritte,
besonders hinsichtlich Lesen, Transformieren und Schreiben von Daten mehr
leisten, auch die Einbindung und Verwendung des C++ Programms kann ohne
Eingriffe des typischen Nutzers umgesetzt werden.
Moderne Rechnersysteme besitzen große Mengen Arbeitsspeicher und mehrere
CPU-Kerne, die mehrere Threads zur gleichen Zeit verarbeiten. Die zur Verfü-
gung stehenden Ressourcen übertreffen die, vom sequentiell arbeitenden 32-Bit
C++ Programm, genutzten Ressourcen bei weitem. Da voneinander unabhän-
gige Batches mit Peaks verarbeitet werden, liegt die mehrfache gleichzeitige
Ausführung des C++ Programms für verschiedene Batches nahe. Für andere
implementierte Berechnungsmethoden muss die Parallelisierung ebenso sicher-
gestellt sein. Neue Berechnungsmethoden führen gegebenenfalls zu einer Ver-
besserung der Laufzeit (siehe Anforderung j)). Andere Teile der Infrastruktur,
wie zum Beispiel die Filterung der Summenformel-Kandidaten, bieten sich für
Parallelisierung ebenso an.
Die Filterung der Ergebnismenge soll einfache und komplexe chemische Regeln
effizient anwenden. Da sich das mit SQL-Filterabfragen nicht umsetzen lässt,
muss die entsprechende Programmlogik dieser Abfragen in einen Teilprozess
übertragen werden.
b) DataAnalysis stellt Daten und Metadaten der Analyse in einem XML Do-
kument und einem zugehörigen Report bereit. In Abbildung 2.6 ist ein Beispiel
für eine Analyse-XML dargestellt. Eine andere Möglichkeit die Peak-Daten zu
exportieren, bietet die Steuerungssoftware nicht. In Reports lassen sich verschie-
dene zusätzliche Metadaten ausgeben, verschiedene Formate sind möglich. Dar-
über hinausgehende notwendige Metadaten, wie die Proben und Projekt Meta-
daten, muss der Nutzer angeben. Das kann interaktiv via Webschnittstelle ge-
schehen oder durch Angabe einer zusätzlichen Metadaten-Datei. Diese müssen
mit den DataAnalysis Daten in Beziehung gesetzt werden, beispielsweise durch
eine Zuordnung zwischen Messungen und Proben. Soll kein Report genutzt
19
2. Anforderungsanalyse
Abbildung 2.6.: Beispiel einer Analyse XML mit Peak-Daten (ms_peaks) am unteren
Rand und Metadaten für Messung und Analyse darüber. Zu Gunsten
der Übersichtlichkeit wurden einige Metadaten im Editor eingeklappt.
werden, ist die vollständige Eingabe aller Metadaten über die Webschnittstelle
eine alternative Möglichkeit.
c) Da dem typischen Nutzer tieferes informatisches Wissen fehlt, muss die
Webschnittstelle mit einem chemischen Fokus entwickelt werden. Sie muss in-
tuitiv bedienbar sein, sodass offensichtlich ist, was jede zu treffende Entschei-
dung bewirkt und was jede Option bedeutet. Die Webschnittstelle dient primär
zur Konfiguration der Teilprozesse vor beziehungsweise zu Anfang der Ausfüh-
rung, um zum Beispiel Messungen für den Datenimport auszuwählen oder die
zu verwendende Summenformel-Berechnungsmethode anzugeben. Zusätzlich
werden Ergebnisse und Zwischenschritte aufbereitet und dem Nutzer präsen-
tiert. Das soll in Form von Text und grafisch möglich sein.
d) Mehrere Nutzer müssen sich gleichzeitig in der Webschnittstelle mit ei-
nem Passwort einloggen und die einzelnen Teilprozesse ausführen können. Die
Passwörter müssen ausreichend sicher gespeichert werden. Jeder Nutzer sieht
die von ihm erzeugten Daten und solche, die ihm erlaubt sind. Der Mehrbenut-
zerbetrieb muss nicht nur durch die Webschnittstelle ermöglicht werden, son-
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dern auch für die auszuführenden Teilprozesse sichergestellt sein. Die gleichzei-
tige Ausführung des gleichen Teilprozesses darf die Ausführung der anderen
Instanzen nicht beeinträchtigen.
e) Mit dem C++ Programm des bisherigen Prozesses als Referenzimplemen-
tierung lässt sich die korrekte Funktion der Infrastruktur anhand testen. Für die
Evaluierung dient diese Implementierung als Basiswert für den bisherigen Pro-
zess. Die parallele Ausführung des C++ Programms ändert qualitativ nichts am
Ergebnis, ist aber für Geschwindigkeitsbetrachtungen von großer Bedeutung.
Darüber hinaus sind weitere Methoden möglich, die sich durch den verwen-
deten Algorithmus für die Summenformelberechnung unterscheiden. Je nach
Algorithmus ergeben sich qualitative und quantitative Unterschiede für die
Summenformel-Kandidaten und die Laufzeit unterscheidet sich ebenfalls.
f) Die Filterung einfacher und komplexer chemischer Regeln erfolgt in einem
eigenständigen Teilprozess. Einfache Regeln prüfen nacheinander jede Sum-
menformel auf eine oder mehrere Bedingungen. Da komplexe chemische Regeln
aber den Zugriff auf mehrere Summenformeln gleichzeitig erfordern, um bei-
spielsweise Serien erkennen zu können, muss der Teilprozess das ermöglichen
und die Summenformeln nicht nur zeilenweise verarbeiten und filtern.
g) Die verwalteten Nutzdaten sind im Wesentlichen Peaks und Summen-
formeln, die zusammen den hauptsächlichen Teil des Datenaufkommens der
Infrastruktur darstellen. Im Normalfall werden diese Daten einmal geschrieben,
aber mehrfach gelesen. Die Geschwindigkeit beim Lesen ist daher wichtig, beim
Schreiben nur bedingt. Die Vermeidung von Redundanzen und eine möglichst
hohe Konsistenz haben Vorrang vor einem schnellen Schreibprozess, gleichzei-
tig soll der Leseprozess auch durch umfangreichere Abfragen nicht übermäßig
beeinträchtigt werden. Das gilt insbesondere für die Summenformeln, deren
Datensatzgröße direkt abhängig von der Anzahl der Isotope in der verwende-
ten Konfiguration für die Summenformelberechnung ist. Ein stark ansteigender
Speicherbedarf für komplexe Konfigurationen ist zu vermeiden.
Wertebereiche der Daten und Metadaten sollen intelligent begrenzt werden,
dazu zählt auch die Auswahl angemessener Datentypen für die Speicherung.
Constraints seitens der Datenhaltungs-Lösung oder der Teilprozesse helfen da-
bei, Fehleingaben zu vermeiden.
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h) Eine große Anzahl von einfachen chemischen Regeln überprüft chemische
Kennzahlen (DBE, relativer Fehler, Elementverhältnisse) auf einen bestimmten
Wert oder einen Bereich, indem diese liegen müssen. All diese Kennzahlen sol-
len für die Summenformelberechnung und die Auswertung der Ergebnisse mit
anschließendem Export parametrisierbar sein. Zusätzlich lassen sich erlaubter
Massebereich, und für die Summenformelberechnung die verwendete Berech-
nungsmethode und Konfiguration der erlaubten Isotope und deren Mengen pa-
rametrisieren. Die Parameter der Auswertungskonfiguration verfeinern in der
Regel die Werte der zugehörigen Summenformelkonfiguration, um beispiels-
weise nur einige auffällige Summenformeln analysieren zu können.
i) Die in h) erwähnten Konfigurationen für Summenformelberechnung und
Auswertung sollen mit allen gewählten Parametern gespeichert werden. Es
soll möglich sein eine gespeicherte Konfiguration erneut zu verwenden, um
so Ergebnisse reproduzierbar zu machen. Eine klare Zuordnung der Summen-
formelkonfiguration und der Auswertungskonfiguration zu den zugehörigen
Summenformeln ist notwendig. Zusätzlich lässt sich eine Default Konfiguration
festlegen. Es darf immer nur maximal eine Default Konfiguration geben. Sum-
menformelkonfigurationen sollen nur für Peaks anwendbar sein, deren Mes-
sung nicht bereits mit dieser Konfiguration ausgeführt worden ist.
j) Die Erweiterung um neue Summenformelberechnungsmethoden und Ex-
portvarianten soll möglichst einfach sein. Zu diesem Zweck sollen idealerweise
keine direkten Abhängigkeiten zwischen Summenformelberechnung und an-
deren Teilprozessen, beziehungsweise zwischen Exportvariante und anderen
Teilprozessoren bestehen. Die einzige Voraussetzung besteht in Eingabe- und
Ausgabeformat. Als Eingabe für die Summenformelberechnung dient die aus-
gewählte Summenformelkonfiguraton und die zu verarbeitende Peak-Menge.
Als Ausgabe die, je nach Berechnungsmethode mehr oder weniger vorgefilterte
Ergebnismenge an Summenformeln. Als Eingabe für die Exportvariante dient
die ausgewählte Auswertungskonfiguration und ebenfalls die zu verarbeitende
Peak-Menge. Die Ausgabe unterscheidet sich je nach Exportvariante. So ist ein
PDF-Export genauso denkbar wie eine Reihe von auswertenden Diagrammen.
22
3. Stand der Technik
Aktuell existiert keine Softwarelösung, die den im vorherigen Kapitel herausge-
arbeiteten Funktionen und Anforderungen an die zu konzipierende Infrastruk-
tur vollumfänglich gerecht wird. Es existieren jedoch Technologien, Software-
produkte und andere verwandte Arbeiten, die Teilaspekte betreffen beziehungs-
weise sich mit diesen Teilaspekten beschäftigen. Sie können bei der Umsetzung
einer solchen Infrastruktur von Nutzen sein und müssen daher beachtet werden.
Das folgende Kapitel soll solche Technologien, Softwareprodukte und verwand-
te Arbeiten genauer betrachten.
Abschnitt 3.1 gibt einen Überblick über die Datenintegration. Im Zuge dessen
werden zwei Datenintegrationsplattformen und ein Framework zur nebenläu-
figen Datenverarbeitung vorgestellt. Der anschließende Abschnitt geht auf die
Datenhaltung und zwei wichtige Gruppen von Datenbanken ein. Im nächsten
Abschnitt 3.3 werden verschieden umfangreiche Toolkits beschrieben, die in der
Chemoinformatik eingesetzt werden. Abschnitt 3.4 enthält Informationen über
die Programmiersprache R, die in der Wissenschaft weit verbreitet ist. Abschlie-
ßend werden in Abschnitt 3.5 weitere verwandte Arbeiten besprochen.
3.1. Datenintegration
Datenintegration bezeichnet die Zusammenführung mehrerer heterogener Da-
tenquellen zu einer einheitlichen, strukturierten Datenbasis in einem Integrati-
onssystem, um Nutzern und Anwendungen eine einheitliche, abstrahierte Sicht
und einen transparenten Zugriff auf die Datenquellen zu ermöglichen. Die In-
tegration von Nutzdaten und zusätzlichen Metadaten wird als Informationsin-
tegration bezeichnet. Beispiele für Datenintegration sind reichen von einfachen
Metasuchmaschinen bis hin zu komplexen Data Warehouses [LN06].
Es wird zwischen materialisierten und virtuellen Integrationssystemen unter-
schieden. Während materialisierte Integrationssysteme die Daten und Meta-
daten der verschiedenen Quellen periodisch lesen, transformieren und in eine
einheitliche Datenmenge speichern, um Anfragen direkt an die materialisierten
Daten zu stellen, werden Anfragen im virtuellen Integrationssystem in Teilan-
fragen übersetzt und die Daten bei Bedarf aus den Datenquellen gelesen, aufbe-
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reitet und nur temporär gespeichert. Dazu wird ein globales Schema definiert,
dessen Elemente in Beziehung zu Elementen der einzelnen Datenquellen ste-
hen. Materialisierte Integrationssysteme beinhalten zwar potentiell nicht aktu-
elle Daten und belegen mehr Speicherplatz, beantworten aber auch komplexe
Anfragen performant.
Aus den Anforderungen an die Infrastruktur (Abschnitt 2.5) ergibt sich, dass
für diese Arbeit nur die materialisierte Integration relevant ist. m/z-Daten und
Metadaten sollen einmalig aus verschiedenen Quellen gelesen, transformiert,
aufbereitet und importiert werden. Eine Aktualisierung der integrierten Daten
unnötig, da sich die exportierten m/z-Daten und die zugehörigen Metadaten
nicht verändern. Die Anfragen an die Datenbasis sollen performant sein, beson-
ders für Schritte nach dem Datenimport.
Der Extract, Transform, Load (ETL)-Prozess ist ein wichtiges Werkzeug der Da-
tenintegration, bestehend aus drei Teilen. Daten und Metadaten werden in der
Extraktion aus den Datenquellen gelesen und die Daten auf die Transforma-
tion im zweiten Schritt vorbereitet. Die Daten werden transformiert, um sie
zu säubern und in eine einheitliche, strukturierte Form zu bringen. Abschlie-
ßend werden die Daten in die Datenbasis, zumeist eine Datenbank, geladen. Der
Datenimport der Infrastruktur lässt sich beispielsweise in einem ETL-Prozess
abbilden.
Es existieren Standardwerkzeuge, die die Entwicklung von ETL-Prozessen
und anderen Datenintegrationsprozessen erleichtern. Wiederkehrende Stan-
dardaufgaben wie zum Beispiel der Import von CSV oder XML Dokumen-
ten, das Filtern, Aggregieren und Abbilden von Daten nach bestimmten Kri-
terien oder die Kommunikation mit gängigen Datenbankensystemen, sol-
len nicht jedes Mal von Grund auf neu entwickelt werden. Die Standard-
werkzeuge ermöglichen eine, durch die Benutzeroberfläche unterstützte, gra-
fische Entwicklung von Prozessen aus Funktionsbausteinen. Die Prozes-
se werden mehr entworfen, als das sie programmiert werden. Das Schrei-
ben von eigenem Code ist möglich, wird aber nur gebraucht, wenn eine
Funktion nicht durch die angebotenen Bausteine abgedeckt wird. Nachfol-
gend wird in Abschnitt 3.1.1 und Abschnitt 3.1.2 auf zwei solcher Werk-
zeuge näher eingegangen, ein allgemeines und eines mit klarem Wissen-
schaftsfokus. Beide basieren auf der Eclipse RCP 18 [Ecl16], werden also als
Eclipse Plugins in Java entwickelt. Darüber hinaus wird in Abschnitt 3.1.3
ein Framework für die verteilte Verarbeitung sehr großer Datenmengen
besprochen.
18 Eclipse Rich Client Platform
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3.1.1. Talend Data Integration
Talend Data Integration ist eine kommerzielle Software für Datenintegration im
Unternehmensbereich und Teil der Plattform Talend Data Fabric [Tal16a]. Diese
beinhaltet eine Reihe von Tools und Diensten für verschiedene Integrations-
aspekte, um Unternehmensdaten zu verarbeiten, zu verwalten und zu analy-
sieren. Dazu gehören zum Beispiel Tools zur Datenintegration, Anwendungs-
integration oder zur Echtzeitanalyse von Big Data Datenquellen. Eine kosten-
lose Grundversion existiert mit Talend Open Studio. Die kostenlose Teile der
Plattform sind Open Source.
In Talend Data Integration werden Jobs mittels einer grafischen Oberfläche ent-
worfen. Dazu stehen verschiedene Komponenten und Konnektoren zur Ver-
fügung19, die thematisch sortiert sind und verschiedene Funktionen ausfüh-
ren. Diese umfassen unter anderem das Einlesen von Daten aus unterschiedli-
chen Datenquellen (Datenbank, CSV, XML), das Verarbeiten der Daten (Filtern,
Aggregieren) oder das Schreiben von Ergebnissen in andere Datenquellen, aber
auch Funktionen wie die Anbindung von Hadoop Prozessen oder der Zugriff
auf REST-Webservices. Externe Programme lassen sich ebenfalls durch eine
Komponente ausführen. Bei der Anbindung relationaler Datenbanken wird
die transaktionale Ausführung unterstützt. Durch die Verbindung von Kompo-
nenten und Konnektoren mittels Kanten werden ein oder mehrere Datenflüsse
abgebildet. Die Kanten werden als rows bezeichnet, transportieren die Daten
und bilden diese Daten in Tabellenstrukturen ab. Eine Zeile enthält einen Daten-
satz mit einer Menge von Spaltenwerten. Die Struktur der Daten – also welche
Spalten vorhanden sind, welchen Datentyp diese Spalten haben oder welchen
Wertebereich ein Spaltenwert annehmen darf – muss für jede Verbindung fest-
gelegt werden. Die Konfiguration von Komponenten, Konnektoren und Verbin-
dungen wird durch Assistenten unterstützt. Datenflüsse lassen sich zu Subjobs
gruppieren und diese sich mit Ereignissen verbinden, um eine Ausführungs-
reihenfolge festzulegen und auch komplexere Prozesse entwerfen zu können.
Kontexte ermöglichen die variable Konfiguration von Jobs. Zum Beispiel lassen
sich so Verbindungsparameter für eine Datenbank festlegen [Tal15].
Bei der Ausführung eines Job-Entwurfs werden die Komponenten in Java-
Code übersetzt. Jobs werden immer im Gesamten ausgeführt. Der Nutzer
kann nicht interaktiv eingreifen, um beispielsweise bestimmte Parameter für
die Ausführung einzugeben. Ausgaben sind durch Logs und direkt auf die
Konsole möglich. Neben der Ausführung innerhalb der Software können
Jobs als ausführbare Pakete exportiert werden. Diese können Standalone als
Java Archive (JAR) oder auch als Enterprise Java Bean (EJB) innerhalb eines
19 über 900
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Java EE Anwendungsservers20 laufen. Die Konfiguration wird bei diesen Pa-
keten durch Properties-Dateien ermöglicht, die den Kontext des Jobs definieren.
Beim Aufruf eines Pakets muss eine Properties-Datei angegeben werden.
Um den Funktionsumfang der Software zu erweitern, können gewöhnli-
che Java Bibliotheken eingebunden werden. Darüber hinaus ist es mög-
lich, eigene Komponenten und Konnektoren zu entwickeln. Hierfür wird
Java Emitter Template (JET) verwendet, eine Template-Sprache und Teil der RCP,
die Code verschiedener Sprachen wie SQL, XML oder Java generieren kann. Die
notwendigen Kenntnisse einer weiteren Sprache und viele manuelle Arbeits-
schritte machen die Komponentenentwicklung schwer zugänglich. Mit Talend-
Forge steht ein Verzeichnis für zusätzliche Komponenten und Konnektoren zur
Verfügung [Tal16b]. Eigenentwickelte Komponenten lassen sich dort veröffent-
lichen. Gleichzeitig ist TalendForge eine Community für Fragen, Einführungen
und andere hilfreiche Ressourcen.
Die erzeugten Jobs arbeiten bei der Verarbeitung von Standardfunktionen sehr
performant und die Software ist für ETL-Prozesse gut geeignet. Durch die Un-
terstützung von CSV und XML sind Teilfunktionen der Infrastruktur wie der
Datenimport und der Ergebnisexport realisierbar. Als allgemeine Datenintegra-
tionssoftware fehlen Talend Data Integration Konzepte der Chemoinformatik.
Sollen andere Berechnungsmethoden als das vorhandene C++ Programm für
die Summenformelberechnung verwendet werden und eine Filterung nach che-
mischen Regeln möglich sein, muss das fehlende chemische Domänenwissen
muss durch die Anbindung chemischer Toolkits (Abschnitt 3.3) verfügbar ge-
macht, oder eigenhändig implementiert werden.
3.1.2. Konstanz Information Miner (KNIME)
Der Konstanz Information Miner (KNIME) ist eine Open Source Software für
die interaktive und visuelle Datenanalyse [BCD+07]. Neben Komponenten des
Data-Mining, des maschinellen Lernens oder der statistischen Analyse stehen
auch Komponenten für die Datenvisualisierung und Datenintegration zur Ver-
fügung. Die Software ist leicht um weitere Komponenten erweiterbar und be-
sitzt einen naturwissenschaftlichen Fokus. Das heißt sie ist so gestaltet, dass
Workflows intuitiv und unkompliziert in einer grafischen Oberfläche entworfen
werden können. Die zu verarbeitenden Daten stehen im Vordergrund und die
Komplexität des ausgeführten Codes wird verborgen, ohne eine performante
Ausführung zu beeinträchtigen. Die Software ist damit auch für Wissenschaft-
ler ohne größeres informatisches Hintergrundwissen, speziell im Bereich der
Anwendungsentwicklung geeignet.
20 Java Platform, Enterprise Edition
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Abbildung 3.1.: Beispielhafter Datendialog eines Datenports einer Node eines KNIME
Workflows. In der Kopfzeile stehen Spaltennamen und ein Symbol für
den Spaltentyp. Für jede Spalte können verschiedene Renderer gewählt
werden. Für eine Double-Spalte sind das zum Beispiel eine gerunde-
te Ausgabe oder eine Ausgabe in voller Genauigkeit, aber auch eine
grafische Ausgabe mit Balken, die die Zeilen ins Verhältnis setzt.
Im eingesetzten Pipeline-Konzept werden Nodes durch Kanten für den Daten-
transport verbunden um Workflows zu erstellen. Workflows werden zusammen
mit Metadaten in Workspaces verwaltet. Nodes sind die grundlegenden Verar-
beitungseinheiten der Software und kapseln die Funktionalität der verschiede-
nen Komponenten. Sie folgen dem Model-View-Controller (MVC)-Entwurfsmuster.
Beispiele für die Datenintegration sind das Lesen aus einer Datenbank oder das
Parsen eines XML Dokuments. Aktuell wird für relationale Datenbanken keine
transaktionale Ausführung unterstützt. Nodes besitzen eingehende und ausge-
hende Datenports, für die definiert ist, welche Daten an einem Port erwartet be-
ziehungsweise ausgegeben werden. Wichtige Typen von Ports sind Datenports
oder Datenbankverbindungen. Darüber hinaus existieren Flowvariable-Ports für
Umgebungsvariablen. Die Konfiguration von Nodes wird durch grafische As-
sistenten unterstützt. Hier kann beispielsweise ein Verzeichnis festgelegt oder
eine zu lesende Eingabedatei. Bei dieser Konfiguration von Nodes können statt
festen Werten auch Flowvariablen verwendet werden. Auf die Datenports jeder
Node kann stets zugegriffen werden, Abbildung 3.1 zeigt einen Beispiel-Dialog.
Kanten transportieren diese verschiedene Informationen der Datenports und
sind farblich nach Datentyp gekennzeichnet. Daten werden grundsätzlich in
Tabellenstrukturen verwaltet. Diese Tabellen bestehen aus Datenzeilen, die aus
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einer eindeutigen rowID und einer Menge von Datenzellen mit spezifischen
Datentyp bestehen.
Bei der Workflow Ausführung wird der notwendige Java Code dynamisch
generiert, zusammengesetzt und interaktiv ausgeführt. Die Ausführung
kann komplett aber auch teilweise bis zu jeder beliebigen Node eines
Workflows erfolgen. Nodes haben dazu eine Statusanzeige in Form ei-
ner Ampel, wobei rot nicht ausgeführt, gelb bereit und grün erfolgreich
ausgeführt bedeutet. Durch die Anzeige der Ergebnisse an jeder Node
kann dynamisch und explorativ mit den Daten gearbeitet werden. Der
Funktionsumfang von KNIME kann durch Plugins einfach erweitert wer-
den. Das verwendete System baut auf der Eclipse Basis auf. Verschiedene
Repositories enthalten eine Vielzahl an Paketen aus verschiedenen Bereichen.
Für die Infrastruktur relevant sind zum Beispiel Pakete für die Arbeit mit dem
CDK (Abschnitt 3.3), um unter anderem Summenformeln berechnen zu können,
die Unterstützung für External Tools, um Programme außerhalb von KNIME
ausführen und die erzeugten Daten verwenden zu können oder die Einbindung
der statistischen Programmiersprache R (Abschnitt 3.4).
Mit KNIME Server [KNI16a] steht eine kommerzielle Erweiterung der KNIME
Plattform für die kollaborative Arbeit zur Verfügung. Neben einem gemein-
samen Repository auf das zentral zugegriffen werden kann, ermöglicht eine
Zugriffsverwaltung die Benutzung und Authentifizierung durch verschiede-
ne Nutzer. Das KNIME WebPortal macht Workflows außerhalb von KNIME
verfügbar und erlaubt die flexible Ausführung dieser Workflows mittels einer
Webschnittstelle.
Der wissenschaftliche Fokus bei gleichzeitiger performanter Ausführung macht
die Software für die Infrastruktur attraktiv. Der große Funktionsumfang, insbe-
sondere das Vorhandensein von Komponenten der Chemoinformatik, und die
einfache Erweiterbarkeit ermöglichen die Umsetzung aller Teilfunktionen der
Infrastruktur wie Datenimport oder Summenformelberechnung. Externe Pro-
gramme wie das C++ Programm des bisherigen Prozesses lassen sich ebenfalls
anbinden und die R-Unterstützung kann für die Evaluierung genutzt werden.
Mit der KNIME Server Erweiterung und insbesondere dem KNIME WebPortal
kann der Mehrbenutzerbetrieb sichergestellt werden.
3.1.3. Apache Hadoop
Apache Hadoop ist ein Open Source Framework, das das verteilte Verarbeiten
sehr großer Datenmengen über mehrere Rechner hinweg ermöglicht. Es ist in
Java geschriebenen und bietet sehr gute horizontale Skalierungseigenschaf-
ten. Das Framework besteht aus einer Reihe von Modulen und umfasst ver-
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schiedene Teilprojekte zur Funktionserweiterung [Apa14]. Zu den Modulen
gehören unter anderem das hochverfügbare Hadoop Distributed File System
(HDFS) und das für das Framework zentrale MapReduce-Programmiermodell.
HDFS verwaltet große Datenmengen, indem es diese redundant, in Da-
tenblöcken fester Länge, über mehrere Rechner hinweg speichert. Die ver-
schiedenen Rechner werden mittels eines Master/Slave-Prinzips verwaltet.
MapReduce teilt Berechnungen in die drei Phasen Map, Shuffle und Reduce ein,
für die der Entwickler jeweils Funktionen definiert. Das Modell ermöglicht eine
nebenläufige und verteilte Ausführung. Die Eingabedaten werden in Schlüssel-
Wert-Paare transformiert und aufgeteilt, um voneinander unabhängige Berech-
nungen zu ermöglichen und so die Funktionen der einzelnen Phasen mehrfach
nebenläufig und verteilt ausführen zu können. Die Teilmengen der Eingabeda-
ten werden in der Map-Phase verarbeitet und berechnete Werte als Zwischen-
ergebnisse abgelegt. Diese werden in der Shuffle-Phase gruppiert und in der
Reduce-Phase verarbeitet, um aus ihnen eine Ergebnismenge zu berechnen. Da-
ten müssen zwischen beteiligten Rechnern ausgetauscht werden. Für HDFS und
MapReduce existieren alternative Module, die, wenn es notwendig ist, auch an-
dere Dateisysteme beziehungsweise ein anderes Programmiermodell erlauben.
Teilprojekte sind zum Beispiel die NoSQL-Datenbank HBase, die für eine ein-
fache Verwaltung großer Datenmengen ausgelegt ist, oder das Framework
Apache Spark [Apa16], das eine Alternative zu MapReduce für die Verarbei-
tung großer Datenmengen darstellt. Das Framework arbeitet am effektivsten im
Arbeitsspeicher (in-memory), unterstützt ein breites Spektrum an Anwendungs-
fällen und eignet sich auch für die Verarbeitung von ETL-Prozessen.
Mit Eigenschaften wie der verteilten Verarbeitung und guter Skalierung, sowie
den angebotenen Funktionalitäten eignet sich Hadoop grundsätzlich für die
Umsetzung von Funktionen wie Datenimport und Summenformelberechnung.
Bei letzter wird eine Menge von m/z-Daten verarbeitet, wobei die Berechnung
für die einzelnen Peaks unabhängig voneinander ausgeführt wird. Eine Realisie-
rung von verschiedenen Berechnungsmethoden für Modelle wie MapReduce
oder Spark ist denkbar. Bei steigender Komplexität kann eine solche Lösung
besonders von den Skalierungseigenschaften profitieren.
3.2. Datenhaltung
Um große Datenmengen effizient, konsistent und flexibel zu verwalten und dau-
erhaft zu speichern, werden Datenbanksysteme (DBS) eingesetzt. Ein DBS besteht
aus der Datenbank, die die Gesamtmenge der gespeicherten Daten enthält, und
dem Datenbankmanagementsystem (DBMS). Dabei handelt sich um ein Software-
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sytem, mit dem die Daten der Datenbank und Metadaten definiert, verwaltet,
verarbeitet und ausgewertet werden [KE15].
Das Datenmodell bestimmt, wie Daten strukturiert und Beziehungen zwi-
schen diesen Daten definiert werden. Eine mächtige Anfragesprache ermöglicht
die Definition von Datenstrukturen, Beziehungen und Integritätsbedingungen
(DDL 21), die Anfrage und Manipulation der Daten (DML22) und die Berech-
tigungssteuerung (DCL23). DBS ermöglichen einen zentralen Zugriff auf die
Daten, ein hohes Maß an Datenunabhängigkeit und einen Mehrbenutzerbetrieb.
Verschiedene Nutzer und ihre Rechte werden verwaltet, der gleichzeitige Zu-
griff ist möglich. Der Mehrbenutzerbetrieb wird durch ein Transaktionskonzept
ermöglicht. Eine Transaktion fasst mehrere Datenbankoperationen als logische
Einheit zusammen. Alle Operationen einer Transaktion müssen stets vollständig
und fehlerfrei ausgeführt werden. Je nach DBS existieren weitere Eigenschaften,
die garantiert werden müssen. Darüber hinaus werden aktuelle Datenbanksy-
steme in der Regel als Server-Systeme entworfen, die häufig in dreistufigen
Client-Server-Architekturen zum Einsatz kommen.
Ein weiteres Ziel ist eine hohe Leistung und Skalierbarkeit. Ein hoher Daten-
durchsatz und kurze Antwortzeiten sollen erreicht, und vorhandene Hardware-
Ressourcen optimal ausgenutzt werden. Das DBS soll sich an steigende Lei-
stungsanforderungen wie größere Datenmengen oder eine wachsende Anzahl
von Nutzern anpassen.
Relationales Datenbankmanagementsystem (RDBMS) Relationales Daten-
bankmanagementsysteme sind heute die verbreitetsten und meist genutzten
DBMS. Das zugrundeliegende relationale Datenbankmodell ist ein etablierter
Standard und basiert auf der Datenstruktur der Relation. Diese besteht aus Attri-
buten, die jeweils eine Bezeichnung und einen Attributstyp besitzen. Attributs-
werte sind immer atomar. Ein Tupel ist eine konkrete Ausprägung der Attribute
einer Relation und beschreibt einen Datensatz (record) für diese. Ein solcher
Datensatz ist immer eindeutig, was durch einen einfachen oder zusammenge-
setzten Primärschlüssel sichergestellt wird. Relationen lassen sich in Form von
Tabellen mit den Attributen als Spalten und den Datensätzen als Zeilen darstel-
len. Beziehungen zwischen Relationen werden durch Fremdschlüssel abgebildet.
Eine Relation wird durch ein Relationenschema definiert.
Als Standard-Anfragesprache hat sich SQL etabliert. Sie arbeitet mengenorien-
tiert und deskriptiv und umfasst DDL, DML und DCL. Obwohl ein Sprachstan-
dard existiert, weichen die SQL-Implementierungen verschiedener RDBMS teils
drastisch von diesem Standard ab. Die Unabhängigkeit vom verwendeten Da-
21 Data Definition Language
22 Data Manipulation Language
23 Data Control Language
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tenbanksystem in der Softwareentwicklung wird so behindert. Das festgelegte
Schema lässt sich mittels SQL auch im Nachhinein anpassen. Da stets die ganze
Relation von einer Änderung betroffen ist, also auch alle Datensätze, werden
Änderungsoperationen an Relationen in der Datenbank mit fortschreitender
Größe sehr aufwändig. RDBMS setzen das ACID-Transaktionskonzept um. Das
Konzept umfasst die vier Eigenschaften Atomicity, Consistency, Isolation und Du-
rability. Beispiele für RDBMS mit einem Server-System sind MySQL, MS SQL
Server oder Oracle Database [Tut16]. Ein lokales RDBMS ohne Server ist das im
bisherigen Prozess verwendete Microsoft Access. Lokale Systeme vereinfachen in
der Regel einzelne Aspekte eines RDBMS, erlauben zum Beispiel keinen Mehr-
benutzerbetrieb oder setzen das Transaktionskonzept nur eingeschränkt um.
Relationale Datenbanksysteme stoßen in Zeiten des massiven Datenwachstums,
das durch eine Vielzahl von Datenproduzenten wie den Sozialen Medien oder
dem Internet der Dinge angetrieben wird, an ihre Grenzen. Diese sehr großen
Datenmengen (Big Data) sind heterogen, sehr komplex und oftmals nur schwach
strukturiert. Das starre relationale Datenbankmodell ist für die Abbildung die-
ser Daten nur schlecht geeignet und die Stärken relationaler DBS können nur
bedingt ausgespielt werden.
Not only SQL (NoSQL) NoSQL ist ein nicht exakt definierter Sammelbegriff
für eine Generation von DBS mit nicht relationalen Ansätzen [EFHB10]. Diese
Systeme erfüllen eines oder mehrere der folgenden Kriterien:
• Verwendung eines nicht relationalen Datenmodells
• Ausrichtung auf verteilte, horizontale Skalierbarkeit
• Zugriff über einfache API anstatt mächtigem SQL
• Verwendung eines vereinfachten Transaktionskonzepts
BASE anstatt ACID
Alternative Datenmodelle werden in Key-Value Stores, Graphdatenbanken,
dokumentenorientierten Datenbanken und spaltenorientierten Datenbanken einge-
setzt. Die Modelle unterscheiden sich in ihrer Komplexität. Während beispiels-
weise ein Key-Value Store einfache Schlüssel-Wert-Paare ohne Beziehungen
speichert, werden in einer Graphdatenbank die Daten und Beziehungen in
Graphen abgebildet, wodurch auch komplexe Sachverhalte ausgedrückt und
gespeichert werden können. Beim BASE-Transaktionskonzept (Basic Availability,
Soft-state, Eventual consistency) wird gegenüber ACID die strenge Konsistenz
(Consistency) und ein logischer Einbenutzerbetrieb (Isolation) zu Gunsten von
Verfügbarkeit und Performanz aufgegeben. Beispiele für NoSQL-Datenbanken
sind die dokumentenorientierten Datenbanken MongoDB und CouchDB, sowie
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die im Hadoop-Framework (Abschnitt 3.1.3) verwendete spaltenorientierte
Datenbank HBase.
3.3. Toolkits in der Chemoinformatik
Für die Entwicklung von Anwendungen in der Chemoinformatik sind Toolkits
von großer Bedeutung. Um zum Beispiel an neuen wissenschaftlichen Metho-
den zu experimentieren oder gewonnene Erkenntnisse zu überprüfen, müssen
chemische Konzepte, Strukturen und Methoden definiert werden und program-
matisch zugänglich sein. Chemisches Domänenwissen wie die Eigenschaften
von Atomen und Isotope muss zur Verfügung stehen. Die Manipulation chemi-
scher Strukturen und Vergleiche zwischen diesen gehören zu den wichtigsten
und häufigsten Anwendungsfällen und werden durch Funktionen der Toolkits
unterstützt [GE03].
Es existieren eine Reihe freier und proprietärer Toolkits, die sich in Funktions-
umfang, Zielsetzung und Anwendungsbereich unterscheiden. Sie reichen von
Software Development Kits (SDK) mit Visualisierungsmöglichkeiten wie dem
CDK oder ChemmineR [HCBG16], über Projekte wie OpenBabel [OBJ+11]24, das
eine Menge von Endnutzer Programmen mit einem vollständigen SDK kombi-
niert, bis hin zu vollständigen Softwareprodukten wie MZmine 2 [PCVBO10].
Da ChemmineR in R entwickelt ist, wird es in Abschnitt 3.4 gemeinsam mit
der Programmiersprache selbst betrachtet. MZmine 2 ist eine Anwendung
zur Verarbeitung, Analyse und Visualisierung von MS-Daten. Sie wird deswe-
gen innerhalb der verwandten Arbeiten (Abschnitt 3.5) separat untersucht. Im
Folgenden wird das CDK genauer vorgestellt.
Chemistry Development Kit (CDK) Das CDK ist ein in Java geschriebenes
Open Source Toolkit für die Entwicklung in der Chemoinformatik und anderen
naturwissenschaftlichen Disziplinen. Es wird aktiv weiterentwickelt und liegt
aktuell in Version 1.5.12 vor.
Das Toolkit führt grundlegende chemische Begriffe, Konzepte und Strukturen
wie Atom, Molekül oder Bindung ein und implementiert Methoden, um mit
diesen arbeiten zu können. Berechnungsmethoden für verschiedene chemische
Sachverhalte und Kennzahlen sind ebenfalls Teil des Toolkits. Eigenschaften
der bekannten Atome und Isotope wie Atommasse oder Ordnungszahl sind
durch die Integration des Blue Obelisk Data Repository (BODR) verfügbar. Der
Entwickler wird darüber hinaus in Standardaufgaben wie dem Erstellen von
24 inaktiv seit 2012
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Strukturformeln oder der grafischen Darstellung chemischer Strukturen mittels
entsprechender Methoden unterstützt [SHK+03].
Für die Summenformelberechnung relevant sind die beiden Klassen
MolecularFormularGenerator und MassToFormulaTool 25. Beide bie-
ten Methoden, um Summenformeln anhand molekularer Massen zu
berechnen. Für MassToFormulaTool wird eine exakte Masse angege-
ben. Der zugrundeliegende Algorithmus ist beschrieben in [RCKW+11].
MolecularFormularGenerator untersucht einen Massebereich. Zusätzlich
werden hier die zu berücksichtigenden Isotope angegeben. In [PUY12] ist
der Algorithmus beschrieben. Beide Methoden erzeugen eine Menge an Sum-
menformeln (IMolecularFormula). Die zugrundeliegenden Algorithmen
unterscheiden sich im konkreten Vorgehen und den dabei berücksichtigten
chemischen Zusammenhängen.
Mittels des Interface IRule und seinen Implementierungen, lassen sich Sum-
menformeln gegen einfache, nicht aber gegen komplexe chemische Regeln
validieren. Einer Validierungsmethode wird dabei stets eine Summenformel
zur Prüfung übergeben.
Das CDK wird von einer Reihe wissenschaftlicher Softwareprodukte wie
KNIME (Abschnitt 3.1.2) aber auch der Programmiersprache R (Abschnitt 3.4)
integriert, kann als Java Bibliothek jedoch auch in anderen Softwaresystemen
wie Talend Data Integration (Abschnitt 3.1.1) eingebunden werden.
3.4. Programmiersprache R
R ist eine freie, funktionale und objektorientierte Programmiersprache, die pri-
mär für statistische Berechnungen, Datenanalyse und Grafikdatenverarbeitung
eingesetzt wird. Sie hat sich in den letzten Jahren zunehmend als Standard
für statistische Analysen etabliert. R bezeichnet gleichzeitig auch die Laufzeit-
umgebung, in der die Sprache interpretiert wird. Die aktuelle Version ist 3.3.1
[R C16b]. Die Laufzeitumgebung ermöglicht eine interaktive, dynamische Pro-
grammierung mit dem Fokus auf einer performanten, explorativen Datenana-
lyse und einer leicht zu erzeugenden grafischen Repräsentation der Ergebnisse.
So können Diagramme mit nur einem Funktionsaufruf geplottet werden. Die
Unterstützung für Datentypen wie Matrizen und Vektoren und die zugehörige
Arithmetik werden dem statistischen Fokus gerecht. Die Ausführung ganzer R-
Scripte ist ebenfalls möglich. Eine Anbindung an andere Programmiersprachen
und Softwaresysteme wie Talend (Abschnitt 3.1.1) oder KNIME (Abschnitt 3.1.2)
25 deprecated
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ist möglich. Mit ihren Eigenschaften ist R für die Wissenschaft von großem Nut-
zen, wird aber auch in anderen Bereichen wie dem Finanzsektor verwendet.
Die Sprache legt großen Wert auf Erweiterbarkeit. Zusätzlich zum Standardum-
fang von 29 Paketen, die neben Standardfunktionen bereits eine Vielzahl statisti-
scher Anwendungsfälle umfassen, existieren Repositories wie CRAN mit meh-
reren tausend Paketen verschiedener Themengebiete26. Die Laufzeitumgebung
verwaltet die Pakete. und installieren.
Das Package rcdk [Guh16] ermöglicht beispielsweise die Nutzung des CDK in-
nerhalb von R ohne sich als Entwickler mit Java Code auseinandersetzen zu
müssen. Ein weiteres interessantes Paket ist ChemmineR [HCBG16]. Dabei han-
delt es sich um ein Chemoinformatik Toolkit, dass Funktionen und Werkzeu-
ge für chemische Berechnungen und Analysen bereitstellt und in der Lage ist,
auch große Datenmengen effizient zu verarbeiten. Neben der Analyse können
chemische Strukturen auch visualisiert werden. Während die Arbeit mit Mole-
külformeln und anderen Strukturinformationen eine wichtige Teilfunktion des
Pakets ist, ist eine Summenformelberechnung mittels m/z-Daten nicht möglich.
Die Klasse MF erlaubt zwar die Bestimmung einer Molekülformel anhand der
Molekülmasse, zugegriffen wird dabei aber auf eine Datenbank mit bekannten
chemischen Verbindungen (PubChem 27). Für eine detaillierte Analyse bereits
erzeugter Summenformeln eignet sich das Paket jedoch sehr gut.
3.5. Weitere Verwandte Arbeiten
Die Summenformelberechnung ist ein wichtiges Problem und allgegenwärti-
ger naturwissenschaftlicher Forschungsgegenstand unter anderem in Bio- und
Chemoinformatik. In Zeiten verbesserter Verfahren und größer werdender
Datenmengen, wachsen auch die zu untersuchenden m/z-Daten. Brute-Force-
Algorithmen zur Summenformelberechnung allein werden diesem Problem
nicht gerecht. Der Formula Finder ist Teil des MWTWIN28 und ein Beispiel für
einen Summenformelgenerator, der einen solchen Algorithmus verwendet. Im
folgenden werden Arbeiten zur Summenformelberechnung vorgestellt und ei-
nige weitere, die sich mit anderen, für die Arbeit relevanten, Aspekten befassen.
Summenformelberechnung Durch chemisches Domänenwissen kann der
Suchraum verkleinert werden. Das zeigen zum Beispiel die sieben goldenen Re-
26 derzeit 8748 verfügbare Pakete [R C16a]
27 https://pubchem.ncbi.nlm.nih.gov/
28 Molecular Weight Calculator for Windows [Mon] bietet darüber hinaus die Möglichkeit weitere
chemische Kennzahlen zu berechnen und Analysen durchzuführen.
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geln [KF07]. In der Arbeit wird die Open Source Software HiRes MS mittels der
Regeln zu HR2 weiterentwickelt und die Summenformelberechnung beschleu-
nigt. Zusätzlich ist ein Excel-Dokument mit Makros erstellt worden, dass eine
Benutzerschnittstelle darstellt und, neben anderen chemischen Berechnungen,
Summenformeln für eine Masse-Liste mit HR2 berechnen kann, wobei die häu-
figsten Elemente berücksichtigt werden. Das Verkleinern des Suchraums allein
ist aber nicht ausreichend. Diverse Arbeiten ersetzen einen Brute-Force-Ansatz
teilweise oder komplett durch Algorithmen, die sich verschiedene chemische
Beziehungen, Gesetzmäßigkeiten und Zusammenhänge zu Nutze machen, um
Summenformeln effizient zu berechnen.
In [GP15] wird ein Algorithmus vorgestellt, der auf niedrig-massigen Molekül-
fragmenten aus C,H und O basiert (zum Beispiel CH4O−1 oder C4O−3), um Sum-
menformeln im niedrigen Massenbereich durch Kombination der Molekülfrag-
mente schneller zu berechnen. Dieser wird mit einem Brute-Force-Algorithmus
für weitere Isotope verbunden, um höhere Massenbereiche abzudecken. Die
Arbeit enthält eine Implementierung des Algorithmus (CHOFIT), der anderen
Summenformelgeneratoren gegenübergestellt wird. Verglichen mit HR2 wird
bei gleicher Ergebnismenge beispielsweise eine Beschleunigung um das 1050-
Fache erzielt, gegenüber einem reinen Brute-Force-Ansatz das 1700-Fache.
Ein weiterer Algorithmus wird in [GP10] präsentiert. Dieser verzichtet vollstän-
dig auf einen Brute-Force-Teil und stellt dadurch eine schnelle Methode zur
Berechnung von Summenformeln dar. In der Arbeit wird der Algorithmus in
der nutzerfreundlichen, interaktiven und erweiterbaren Software PG Compound
Match Finder implementiert und hinsichtlich der Laufzeit getestet. Die Überprü-
fung zeigt, dass auch für große Datenmengen und damit einer großen Menge
theoretisch möglicher Summenformeln der Algorithmus auf gängigen Desktop
Rechnern in wenigen Minuten die Berechnung abschließt.
Schließlich beschreibt [RCKW+11] einen Algorithmus, der im Bereich der Bio-
informatik entstanden ist und der allein für die Bestimmung von Summenfor-
meln einer bestimmten Gruppe chemischer Verbindungen, den Metaboliten29,
geeignet ist. Es wird voraussgesetzt, dass mit einer bestimmten Art der MS
gearbeitet wird (MS/MS30), da chemische Beziehungen und Eigenschaften zur
Berechnung verwendet werden, die nur bei dieser auftreten. In der Arbeit wird
das Tool Multistage Elemental Formula vorgestellt und anhand verschiedener Da-
tensätze evaluiert. Es wird gezeigt, dass sich Summenformeln effizient berech-
nen lassen und besonders der Zusammenhang zwischen verwendeter Baum-
Datenstruktur und der notwendigen Massengenauigkeit untersucht.
29 Zwischenprodukte, die in Stoffwechselprozessen auftreten
30 Multi-Stage Massenspektrometrie zur Untersuchung von Fragmenten. Dazu werden mehrere
MS Durchläufe nacheinander ausgeführt und die Ionen zwischen diesen Durchläufen durch
verschiedene Verfahren fragmentiert [Gro11].
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Die vorgestellten Arbeiten zeigen das Potential für Geschwindigkeitsverbesse-
rungen gegenüber einer reinen Brute-Force-Lösung wie sie beispielsweise im
bisherigen Prozess verwendet wird. Spezielle Lösungen [RCKW+11] schrän-
ken die Summenformelberechnung zu weit ein, als das sie für eine universelle
Berechnung sinnvoll eingesetzt werden könnten. Die vorgestellten Softwarepro-
dukte dienen nur zur Summenformelberechnung und unterstützen keine an-
deren Funktionen wie zum Beispiel die Filterung durch chemische Regeln. Die
in dieser Arbeit vorgestellte Infrastruktur bietet hingegen die anderen Funktio-
nen und mehrere Summenformelberechnungsmethoden an. Die beschriebenen
Algorithmen könnten entsprechend für die Infrastruktur umgesetzt werden.
Webservice Architekturen In [PB13] wird die ChemCalc Architektur beschrie-
ben, die moderne Webtechnologien ausnutzt. Sie beruht auf dem Ansatz, chemi-
sche Webservices zu entwickeln, die über JSON-Objekte 31 kommunizieren. Ein
Anwendungsserver (Application Server) beinhaltet die Geschäftslogik und not-
wendige chemische Daten, um die verschiedenen chemischen Berechnungen
durchzuführen. Ein relationales DBS dient zur Datenspeicherung. Die Webser-
vices machen die chemischen Berechnungen einfach von außen nutzbar und
geben die Ergebnisse als JSON-Objekt zurück. Die Ergebnisse können so belie-
big dargestellt oder auch weiterverarbeitet werden. Die Arbeit stellt darüber
hinaus drei umgesetzte Webservices im Bereich der Massenspektrometrie vor,
darunter ein Webservice zur Summenformelbestimmung 32.
Ebenfalls motiviert durch die Bestimmung von Metaboliten ist die in der Arbeit
[SAK+13] vorgestellte Datenbank-gestützte Lösung. Es wird eine relationale
Datenbank eingesetzt, die mit vorberechneten Summenformeln gefüllt wird.
Öffentliche Datenbanken für chemische Verbindungen wie PubChem werden
ebenfalls angebunden und ergänzend angefragt. Bei der Berechnung von Sum-
menformeln wird die Datenbank nach bekannten Verbindungen für die unter-
suchten exakten Massen durchsucht, was die Berechnung vereinfacht und vor
allem redundante Mehrfachberechnungen vermeidet. Die Arbeit stellt darüber
hinaus einen Webservice vor (MFSearcher33), der die Anfragen an die Datenbank
kapselt und die Daten der Datenbank so in einer REST-artigen34 Form verfügbar
macht. Die Applikation wird leistungstechnisch gegenüber anderen Lösungen
untersucht. So ergibt sich gegenüber HR2 eine Beschleunigung um das 109-
Fache. Je größer der Suchraum ist und damit je komplizierter das Problem, de-
sto mehr profitiert die vorgestellte Lösung. Des Weiteren wird versuchsweise
eine SSD verbaut, durch die eine zusätzliche Beschleunigung erreicht wird.
31 JavaScript Object Notation
32 http://www.chemcalc.org
33 http://webs2.kazusa.or.jp/mfsearcher/
34 Representational State Transfer
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Die beiden Webservice Architekturen zeigen die Vorzüge, die eine Webanwen-
dung haben kann. Der Browser stellt für den typischen Nutzer eine gewohnte
Umgebung da, das kennenlernen einer speziellen Benutzeroberfläche entfällt
weitestgehend. Durch die Client-Server Architektur wird ein betriebssystemu-
nabhängiger Mehrbenutzerbetrieb ermöglicht und die Bindung an nur ein Sy-
stem entfällt. Die beiden Architekturen setzen mit der Summenformelberech-
nung dabei aber nur eine der Funktionen der Infrastruktur um und ihr Fokus
liegt auf einer anderen Art der MS. Die in [SAK+13] vorgestellte Lösung ist
darüber hinaus nur in solchen Fällen günstig anzuwenden, wo nach bereits
bekannten Summenformeln gesucht wird. Das behindert eine möglichst flexi-
ble Summenformelberechnung, wobei auch ungewöhnliche Isotope bzw. unge-
wöhnlich viele Isotope im Suchraum vertreten sind und so komplexe Verbindun-
gen möglich werden. Die vorgestellte Infrastruktur ermöglicht diese flexiblen
Berechnungen.
MZmine 2 Die Arbeit [PCVBO10] stellt die Software MZmine 2 vor. Sie ist eine
in Java geschriebene Desktop Anwendung mit Benutzeroberfläche und dient
der Verarbeitung und Analyse von MS-Daten im bioinformatischen Bereich.
Dabei soll der gesamte Analyse-Workflow abgedeckt werden. Die Software
soll nutzerfreundlich, flexibel und erweiterbar sein. Zu diesem Zweck ist sie
modular aufgebaut und die Kernfunktionalität strikt von Modulen zur Daten-
verarbeitung getrennt. Ein Framework ermöglicht die Erweiterung um weite-
re Module. Rohdaten lassen sich in verschiedenen Formaten importieren und
verarbeiten. Es ist möglich Peaks zu identifizieren, zu visualisieren und Sum-
menformeln zu bestimmen. Öffentliche chemische Datenbanken werden dabei
berücksichtigt. Die Daten werden in Projekten verwaltet. [PUY12] beschreibt ein
Tool zur Bestimmung von Summenformeln, das mit dem Mzmine 2 Framework
umgesetzt ist. Der zugrundeliegende Algorithmus nutzt eine Kombination ver-
schiedenerer heuristischer Techniken. Unter anderem werden Eigenschaften der
Multi-Stage Massenspektrometrie (MS/MS) ausgenutzt und Isotopen Pattern
Matching angewendet. Die Software wird anhand eines realen Datensatzes eva-
luiert und erreicht für 79% der untersuchten Peaks das gewünschte Ergebnis.
Mzmine 2 kommt von allen vorgestellten Technologien und Softwareproduk-
ten der in dieser Arbeit vorgestellten Infrastruktur funktional am nächsten. Der
Import von m/z-Daten und die Verwaltung der Peaks wird gewährleistest, Sum-
menformeln lassen sich berechnen und die Ergebnisse können analysiert wer-
den. Darüber hinaus existieren Module zur Datenvisualisierung. Der modulare
Aufbau würde die die Erweiterung um weitere Berechnungsmethoden und
einen Importer für die m/z-Daten der Steuerungssoftware ermöglichen.
Der Fokus der Software liegt aber auf Flüssigchromatographie-Massenspektrometrie
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(LC-MS), die für die Untersuchung anderer Proben geeignet ist und andere
m/z-Daten erzeugt als FTICR-MS. Andere Module zur Verarbeitung, Analyse
und Bestimmung sind entsprechend auch auf diese Art der MS ausgelegt. Das
könnte zum Beispiel die Filterung mit speziellen chemischen Regeln betreffen,
von denen einige nur für die m/z-Daten der FTICR-MS gelten. Darüber hinaus
ist die Software als Desktop-Anwendung nicht für die gleichzeitige Benutzung
durch mehrere Nutzer geeignet. Ein anderes System für eine Benutzeroberflä-
che ist nicht vorgesehen. Die in der Arbeit vorgestellte Infrastruktur ermöglicht
hingegen den Mehrbenutzerbetrieb für die Verarbeitung von FTICR-MS Daten.
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Dieses Kapitel beschreibt das Konzept einer Infrastruktur zur Verarbeitung
und Analyse von Massenspektrometrie-Daten, welches den in Kapitel 2 be-
sprochenen Anforderungen gerecht wird und im darauffolgenden Kapitel 5
prototypisch umgesetzt werden soll.
Hierzu wird in Abschnitt 4.3 zunächst auf ein geeignetes Datenmodell für die
zu verwaltenden Daten eingegangen. Nachfolgend dient Abschnitt 4.2 der Be-
schreibung des Gesamtprozesses und der herausgearbeiteten Subprozesse.
4.1. Überblick
Abbildung 4.1.: Überblicks über die Infrastruktur
Abbildung 4.1 gibt einen Überblick der Infrastruktur. Es handelt sich dabei um
eine Drei-Schichten Architektur. Der Nutzer interagiert mit seinem Browser,
um mit einer Webschnittstelle zu kommunizieren. Diese dient zur Authentifi-
zierung des Nutzers gegenüber der Infrastruktur und bietet den Zugriff auf
eine Prozessumgebung in der Workflows die verschiedenen Funktionen wie
Datenimport und Summenformelberechnung bereitstellen. Die Workflows kön-
nen unabhängig voneinander ausgeführt werden und geben die Ergebnisse
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der Ausführung über die Webschnittstelle an den Browser des Nutzers zurück.
Prozessumgebung und Webschnittstelle laufen innerhalb eines Anwendungs-
servers. Die Datenhaltung erfolgt durch eine relationale Datenbank, mit der der
Anwendungsserver kommuniziert, um den Datenaustausch zwischen Prozes-
sumgebung und Datenbank zu ermöglichen, aber auch um die Nutzerdaten für
die Authentifizierung zu prüfen.
4.2. Prozessstruktur
Innerhalb der Prozessumgebung orientiert sich der Gesamtprozess, bestehend
aus den einzelnen Workflows, am grundlegenden Aufbau des bisherigen Pro-
zesses. Das heißt, die in der Anforderungsanalyse herausgearbeiteten Subpro-
zesse Datenimport, Summenformelberechnung und Ergebnisauswertung bilden als
Workflows auch die Grundpfeiler dieses Gesamtprozesses. Das Flussdiagramm
in Abbildung 4.2 gibt einen Überblick über den grundsätzlichen Datenfluss.
Abbildung 4.2.: Überblick über den Gesamtprozess der Infrastruktur. Die farbigen
Markierungen folgen dem in Abbildung 4.6 vorgegebenen Muster.
Die zweifarbige Teilung kennzeichnet, dass zwei Subprozesse auf die
entsprechenden Daten zugreifen.
Die Subprozesse bauen zwar – bezogen auf ihre Ein- und Ausgabedaten – auf-
einander auf, sind in ihrem Arbeitsablauf ansonsten aber scharf voneinander
getrennt. In Konsequenz können sie unabhängig voneinander ausgeführt und
wiederholt werden. So kann beispielsweise auf Grundlage einer durch den Da-
tenimport angelegten Messung und der zugehörigen Peaks wiederholt eine
Summenformelberechnung erfolgen. Im Sinne der Flexibilität ist es auf der an-
deren Seite auch möglich den Gesamtprozess – beginnend bei den Peak-Daten
in einer Analyse XML bis hin zur Ergebnisausgabe in einem Exportformat –
nahtlos und am Stück auszuführen. Die drei Subprozesse werden in den folgen-
den Abschnitten im Einzelnen beschrieben. Auszugehen ist dabei von einem




Der Datenimport verarbeitet drei verschiedene Datenquellen, um alle relevan-




Analyse XML & Analyse Info Wird eine Analyse auf einer durchgeführten
Messung mittels der Steuerungssoftware des Massenspektrometers durchge-
führt, werden die m/z-Daten vorverarbeitet und kalibriert. Die resultierenden
Peak-Daten werden je Analyse in Form einer Analyse XML exportiert. Abbil-
dung 2.6 zeigt einen Ausschnitt eines solchen XML Dokuments. Enthalten sind
neben der Peak-Liste die Metadaten für Analyse und der zugehörigen Messung.
Die Verwendung der Analyse XML ist obligatorisch, da keine andere Form des
Exports in der Steuerungssoftware verfügbar ist. Einige notwendige Metada-
ten sind in dieser XML jedoch nicht enthalten. Zu jeder Analyse existiert daher
eine korrespondierende Analyse Info Datei. Darin befinden sich tabellarisch
angeordnete, erweiterte Metadaten für die Messung. Möglich ist das durch die
Reporting Funktion der Steuerungssoftware, die es erlaubt auf einige Nutz- und
Metadaten der Messungen zuzugreifen und sie in verschiedener Form zu ex-
portieren. Da der Fokus des Reporting in erster Linie auf menschenlesbaren
Dokumenten liegt, ist der Einsatz einer Info Datei nicht ideal, aber ebenfalls die
einzige Möglichkeit für den Zugriff auf einige der relevanten Informationen.
Zusätzliche Metadaten Die Steuerungssoftware bildet nicht alle Hierarchie-
ebenen der für die Infrastruktur relevanten Metadaten ab. Während das Projekt
in dessen Rahmen Messungen verarbeitet und analysiert werden, bereits vor
der Ausführung des Datenimports bekannt sein muss, fehlen Metadaten zur Be-
schreibung der Probe. Insbesondere muss auch die Beziehung zwischen Probe
und Messung definiert werden. Welche Messungen gehören also zu welchen
Proben und werden entsprechend gespeichert. Darüber hinaus existieren einige
Metadaten für die Messung, die weder in Analyse XML noch Analyse Info zu
finden sind. Sie sind ebenfalls zu berücksichtigen.
Diese Metadaten müssen dem Subprozess zur Verfügung gestellt, möglich zum
Beispiel durch ein entsprechendes Dokument oder durch eine Eingabemaske.
Der Subprozess Datenimport ist in Abbildung 4.3 dargestellt. Der Nutzer wählt
zunächst ein Projekt aus, für das Peak-Daten importiert werden sollen. Zur Aus-
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Abbildung 4.3.: Detaillierte Sicht auf den Subprozess Datenimport. Das türkise Farbmu-
ster folgt Abbildung 4.6. Die dickeren schwarzen Pfeile zum Akteur
gerichtet, kennzeichnen informative Ausgaben, die dem Nutzer zur
Verfügung gestellt werden.
wahl stehen nur die Projekte, zu denen der Nutzer gehört. Im Anschluss stellt
er die zusätzlichen Metadaten zur Verfügung, aus denen die zu importieren-
den Messungen und die zugehörigen Proben gelesen werden. Anhand aller
bereits in der Datenbank vorhandener Proben für das ausgewählte Projekt wird
überprüft, welche Proben hinzugefügt werden müssen. Noch nicht vorhandene
Proben werden mit den gelesenen Metadaten neu angelegt und dem ausgewähl-
ten Projekt zugewiesen. Bereits vorhandene Proben werden nicht überschrieben,
ihre Metadaten werden also nicht aktualisiert. Auf die Proben wird beim Anle-
gen der Messungen referenziert.
Für jede der gelesenen Messungen wählt der Nutzer iterativ jeweils eine Ana-
lyse XML und Analyse Info Datei aus denen die Peak-Daten und der Hauptteil
der Messungs- beziehungsweise Analyse-Metadaten gelesen werden. Beim Ein-
lesen werden die Peaks auf chemische Sachverhalte geprüft, um Eigenschaften
korrekt zuzuweisen. Nachfolgend wird zunächst die Messung mit kombinier-
ten Metadaten aller drei Datenquellen und Referenz auf die zugehörige Probe
hinzugefügt. Daraufhin werden die Peaks geschrieben und referenzieren die
zuvor angelegte Messung. Sie werden ionisiert gespeichert.
Der Nutzer erhält informative Ausgaben zum Status, Verlauf und Ergebnis des
Datenimports. Das meint insbesondere, dass ihm Statistiken zu importierten




Nachdem Peak-Daten importiert worden sind, kann eine Summenformelberech-
nung ausgeführt werden. Voraussetzung dafür ist, dass Elemente respektive Iso-
tope in der Datenbank vorhanden sind, die berücksichtigt werden können. Da
eine relativ konstante Anzahl zu berücksichtigender Isotope erwartbar ist und
nur gelegentlich eine Erweiterung dieser Menge stattfindet, sollte das Füllen der
Datenbank einen initialen, administrativen Vorgang darstellen. Abbildung 4.4
verdeutlicht den Ablauf des Subprozesses.
Analog zum Datenimport wählt der Nutzer zunächst ein Projekt und im An-
schluss ein oder mehrere Proben. Schließlich wählt der Nutzer aus den Mes-
sungen dieser Proben ein oder mehrere aus. Für die Peaks dieser Messungen
werden Summenformeln berechnet. Schließlich wählt der Nutzer einen Modus
für die Summenformelkonfiguration. Es ist möglich diese neu zu erstellen, eine
bestehende zu verwenden oder die Default Konfiguration zu verwenden.
Die letzten beiden Modi sind abhängig davon, ob bereits Summenformelkonfi-
gurationen in der Datenbank existieren beziehungsweise ob eine der vorhande-
nen als Default Konfiguration gekennzeichnet ist. Wenn das nicht der Fall ist,
lassen sie sich nicht auswählen. Wird der erste Modus ausgewählt, muss der
Nutzer eine Summenformelkonfiguration erstellen. Dazu legt er die Filterkriteri-
en wie Elementverhältnisse, Fehlertoleranz, Massenbereich und berücksichtigte
Isotope, sowie deren minimales und maximales Vorkommen, fest. Es müssen
dabei nicht alle Filterkriterien angegeben werden. Ebenfalls ist festzulegen, wel-
che Berechnungsmethode bei der Berechnung zum Einsatz kommt und ob die
so erstellte Summenformelkonfiguration die neue Default Konfiguration wird.
Im Anschluss wird sie validiert und in die Datenbank geschrieben. Unabhängig
vom gewählten Modus wird die ausgewählte Konfiguration für eine spätere
Verwendung im Speicher gehalten.
Für jede der ausgewählten Messungen werden die Peaks gelesen. Einige Filter-
kriterien wie der Massenbereich lassen sich bereits vor der Berechnung über-
prüfen, um so die Eingabedaten Menge zu reduzieren. Für die so vorgefilterten
Peaks wird die gewählte Berechnungsmethode ausgeführt.
Das konkrete Vorgehen bei der Berechnung der Summenformeln ist implemen-
tierungsabhängig. Einzige Voraussetzung ist, dass als Eingabe eine Menge von
Peaks entgegengenommen und als Ergebnis eine Menge von Summenformel-
Kandidaten generiert wird. Ein Beispiel für eine Berechnungsmethode ist die
parallelisierte Ausführung des C++ Programms des bisherigen Prozesses. Die
generierten Batches könnten dabei auf mehrere Instanzen des Programms auf-
geteilt und die Teilergebnisse nach Abschluss aller Instanzen zu einem Ergebnis
zusammengefügt werden.
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Abbildung 4.4.: Detaillierte Sicht auf den Subprozess Summenformelberechnung. Das
blaue Farbmuster folgt Abbildung 4.6. Der dickere schwarze Pfeil zum
Akteur gerichtet, kennzeichnet informative Ausgaben für den Nutzer.
SF-Konfiguration ist die Abkürzung für Summenformelkonfiguration.
Die Summenformel-Kandidaten werden im Anschluss mittels der Filterkrite-
rien überprüft. Zusätzlich werden grundlegende chemische Regeln angewen-
det, um die Ergebnismenge weiter zu reduzieren. Deren Anwendung ist obli-
gatorisch, sie sind kein Teil der Summenformelkonfiguration. Die gefilterten
Summenformel-Kandidaten werden abschließend in die Datenbank geschrie-
ben. Für jeden Schritt also für jede Messung erhält der Nutzer als Ausgabe eine
Statistik bezüglich der Summenformelberechnung. Kennzahlen wie die Anzahl
verwendeter Peaks, ungefilterte Kandidaten und geschriebene, gefilterte Kandi-
daten sind darin aufgeführt.
4.2.3. Ergebnisauswertung und Datenrepräsentation
Die berechneten und gefilterten Summenformeln werden im letzten Subprozess
evaluiert und exportiert. Abbildung 4.5 zeigt den Subprozess.
Die ersten drei Auswahlschritte gleichen den Auswahlschritten der Summen-
formelberechnung im letzten Abschnitt. Es werden also zunächst ein Projekt
des Nutzers und für dieses Projekt Messungen ausgewählt, für deren Summen-
formelberechnungen eine Evaluierung mit anschließendem Export durchge-
führt werden soll. Es werden nur Messungen berücksichtigt, für deren Peaks
zumindest eine Summenformelberechnung durchgeführt wurde, für die dem-
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Abbildung 4.5.: Detaillierte Sicht auf den Subprozess Ergebnisauswertung und Datenre-
präsentation. Das grüne Farbmuster folgt Abbildung 4.6. Der dickere
schwarze Pfeil zum Akteur gerichtet, kennzeichnet informative Aus-
gaben für den Nutzer.
nach also Summenformeln existieren. Nachfolgend wird entschieden, welcher
Auswertungskonfigurations-Modus angewendet wird.
Die Modi verhalten sich analog zu denen der Summenformelkonfiguration:
Auswahl einer bestehenden Konfiguration, Verwendung des Defaults oder Neu-
erstellung. Ebenfalls gilt die Einschränkung der ersten beiden Modi, dass es
bereits Auswahl-Konfigurationen geben muss, um aus ihnen eine Konfigura-
tion respektive die Default-Konfiguration auszuwählen. Bei der Erstellung ei-
ner Auswertungskonfiguration wird neben den gleichen Filterkriterien wie bei
der Summenformelkonfiguration – um beispielsweise den Massenbereich einer
Auswertung weiter zu beschränken und so nur bestimmte Summenformeln zu
betrachten – und der Default Einstellung, auch angegeben, welche der komple-
xeren chemischen Regeln zu berücksichtigen sind.
Aus der Datenbank werden alle erforderlichen Nutz- und Metadaten gelesen.
Dazu gehören neben Summenformeln und Peaks auch zugehörige Proben, um
die Auswertungsergebnisse in einen Kontext zu setzen. Die Summenformeln
werden im nächsten Schritt gefiltert, um anschließend – je nach Auswahl in
der Auswertungskonfiguration – die komplexeren chemischen Regeln anzu-
wenden. Die Regeln werden iterativ geprüft und die Summenformel Menge
entsprechend schrittweise reduziert. Summenformeln die eine Regel nicht erfül-
len, fallen weg und werden im nächsten Iterationsschritt nicht berücksichtigt.
Die so gefilterten Summenformeln sind für die gewählte Auswertungskonfi-
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guration valide und bilden die Ergebnismenge. Für sie werden im Anschluss
Kennzahlen aggregiert beispielsweise die minimale und maximale Masse eines
Peaks oder Mittelwerte wie der mittlere relative Fehler aller Summenformeln
der Ergebnismenge. Dem Nutzer wird das Auswertungsergebnis präsentiert.
Dieser kann nun entscheiden, ob das Ergebnis seinen Erwartungen entspricht
und er es demnach materialisieren also exportieren will.
Das Auswertungsergebnis wird in jedem Fall in der Datenbank hinterlegt.
Es wird vermerkt, ob die validen Summenformeln materialisiert werden und
zusätzlich ob die letzte Anwendung einer Auswertungs-Konfiguration als
zufriedenstellend bewertet wurde. Diese Information wird bei der Auswahl
einer Auswertungskonfiguration zu Beginn des Subprozesses vermerkt.
Ist der Nutzer mit dem Ergebnis nicht zufrieden, kann er erneut den
Auswertungs-Konfigurations-Modus für die bereits ausgewählten Messungen
bestimmen, um so eine andere Auswertungs-Konfiguration auszuprobieren
oder gleich eine neue anzulegen. Diese Prozessschleife lässt sich beliebig oft
wiederholen, bis das Ergebnis den Erwartungen entspricht.
Wenn der Nutzer zufrieden ist, wählt er das gewünschte Ausgabeformat
für das Auswertungsergebnis. Es sind verschiedene Formate – implemen-
tierungsabhängig – möglich. In Anbetracht einer Weiterverarbeitung und
Visualisierung sind jedoch maschinenlesbare Formate wie zum Beispiel CSV
gegenüber menschenlesbaren vorzuziehen. Abschließend wird das Ergebnis im
entsprechenden Format exportiert.
4.3. Datenhaltung
Das Entity-Relationship-Modell (ERM) in Chen-Notation beschreibt das Datenmo-
dell der Infrastruktur, um die anfallenden Daten adäquat verwalten zu können.
Abbildung 4.6 zeigt das Modell. Zu Gunsten der Übersichtlichkeit wurden ei-
nige Attribute zusammengefasst, gekennzeichnet durch mehrwertige Attribute
mit fetter und kursiver Beschriftung. Die drei farbigen Markierungen kennzeich-
nen die zugehörigen Subprozesse, in denen die jeweils gefärbten Entitäten mit
Daten befüllt werden.
Alle wesentlichen Metadaten, die für die Infrastruktur relevant sind, werden in
der Hierarchie Projekt > Probe > Messung > Peak abgebildet. Zusätzlich
ist die Nutzer Entität als Grundlage für den Mehrbenutzerbetrieb vorhanden.
Ein Nutzer der Infrastruktur muss sich mit einer Name-Passwort Kombinati-
on authentifizieren, um sie benutzen zu können. Zu einem Projekt – identifi-
ziert durch einen Namen – gehören ein oder mehrere Nutzer, einer davon ist PI
des Projekts, also der hauptverantwortliche Wissenschaftler. Im Bezug auf das
46
4.3 Datenhaltung
Datenmodell hat er gegenüber anderen Nutzern keine speziellen Rechte, die
Kennzeichnung ist informativer Natur. Ein Nutzer kann mehreren Projekten
zur gleichen Zeit zugeordnet sein. Einem Projekt sind eine oder mehrere Proben
zugeordnet.
Abbildung 4.6.: Das Datenmodell der Infrastruktur mit zusammengefassten Daten
(mehrwertige Attribute, kursiv & fett) zwecks Übersichtlichkeit. Die far-
bigen Markierungen korrespondieren mit den jeweiligen Subprozes-
sen, in denen die Teile des Modells verwendet werden (Türkis: Daten-
import, Blau: Summenformelberechnung, Grün: Ergebnisauswertung
und Datenrepräsentation).
Eine Probe gehört genau zu einem Projekt. Sie wird durch einen Namen ge-
kennzeichnet und durch weitere Metadaten näher beschrieben. Darunter fallen
zum Beispiel der Probentyp, die Art der Wasserquelle, aus der die Probe ent-
nommen ist, oder das Datum, an dem diese angefertigt wurde. Die geografi-
sche Position des Entnahmeortes wird in einer separaten Entität abgebildet.
Für eine Probe existiert genau eine oder keine geografische Position. An einer
Position können mehrere Proben entnommen worden sein. Um flexibel auf
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spezielle Metadaten bestimmter Proben reagieren zu können, existiert mit der
WeiteresAttribut Entität eine Struktur, die Schlüssel-Wert-Paare abbildet, um
so beliebige zusätzliche Metadaten für eine Probe zu erfassen. Dadurch ist eine
gewisse Heterogenität dieser Daten möglich. Eine Probe kann eine weitere Pro-
be replizieren, wenn diese nicht selber eine andere Probe repliziert. Das heißt,
die repliziert Relation ist einstufig. Zu einer Probe existieren eine oder meh-
rere Messungen.
Eine Messung wird genau für eine Probe angefertigt. Sie wird ebenfalls durch
einen Namen identifiziert und durch eine große Anzahl weiterer Metadaten
beschrieben. Hierzu gehören beispielsweise der verwendete Algorithmus bei
der Auswahl der Peaks, die eingesetzte Geräte-Konfiguration oder ob die Ionen
im Massenspektrometer positiv respektive negativ ionisiert wurden. Metadaten
zur Analyse, durch die Peaks in der Steuerungssoftware ausgewählt werden,
gehören auch dazu. Eine Analyse ist eine Sicht auf eine Messung durch Kali-
brierung ihrer m/z-Daten. Im Modell wird zwischen Analyse und Messung nicht
differenziert. Sie bilden gemeinsam eine Ausprägung der Entität Messung. Die
repliziert Relation verhält sich analog zur gleichnamigen Relation der Probe.
Einer Messung sind viele Peaks zugeordnet.
Die Nutzdaten der Infrastruktur verteilen sich auf die weiteren Entitäten und Re-
lationen. Jede Ausprägung der Peak Entität – also ein m/z-Messwert – ist genau
einer Messung zugeordnet. Neben der exakt gemessenen Masse als Hauptin-
formation für die Berechnung der Summenformel werden einige Eigenschaften
abgebildet, die den Peak näher beschreiben. Dazu zählt unter anderem in wel-
cher Auflösung und Intensität dieser erfasst wurde oder auch wie hoch die
Ladungszahl des Peaks ist, eine entscheidende Information um mit korrekten
neutralen Massen die Summenformelberechnung durchführen zu können.
Summenformeln werden für Peaks mittels einer Summenformelkonfiguration
berechnet. Eine solche beinhaltet alle Filterkriterien, die die Summenformel-
Kandidaten erfüllen müssen. Dazu gehören Elementverhältnisse, erlaubter Mas-
senbereich und Fehlertoleranzbereich. Für eine möglichst hohe Flexibilität wird
ebenfalls der verwendete Berechnungs-Algorithmus beziehungs die Berech-
nungsmethode gespeichert35. Durch die Abbildung all dieser Parameter lässt
sich die Summenformelberechnung für Peaks bestimmter Messungen reprodu-
zieren. Eine Konfiguration kann als Default-Konfiguration gekennzeichnet wer-
den.
Durch die ist in Filter Relation lässt sich darüber hinaus abbilden, welche
Isotope in welcher Anzahl berücksichtigt werden. Die Entität Element beinhal-
tet die notwendigen chemischen Informationen über die Elemente respektive
Isotope, darunter die Atommasse und die Valenz36. Zum Zweck der Redundanz-
35 Dies wäre für den bisherigen Prozess beispielsweise die Verwendung des C++ Programms.
36 Anzahl der Bindungsmöglichkeiten
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vermeidung werden nur die in der Infrastruktur verwendeten Isotope gespei-
chert und mittels m:n Relationen mit der Summenformelkonfiguration (ist in
Filter) und den berechneten Summenformeln (beinhaltet) in Beziehung
gesetzt.
Eine Summenformel gehört genau zu einem Peak und wird unter Verwendung
genau einer Summenformelkonfiguration berechnet. Das heißt, die Summenfor-
mel erfüllt vollumfänglich alle Filterkriterien dieser Konfiguration und beinhal-
tet nur berücksichtigte Isotope in korrekten Anzahlen. Für die Summenformel
werden neben ihrer exakten Masse einige chemische Kennzahlen materialisiert,
um eine schnelle Einschätzung der Summenformel durch einen typischen Nut-
zer der Infrastruktur zu ermöglichen. Dazu zählt zum Beispiel das DBE oder die
wichtigsten Elementverhältnisse. Die größere Datenmenge wird dafür in Kauf
genommen. Die Isotop-Bestandteile einer Summenformel und deren Mengen,
werden in der Relation beinhaltet abgebildet.
Eine Auswertung wird für eine Menge an Summenformeln vorgenommen un-
ter Anwendung einer Auswertungskonfiguration. Sie folgt denselben beiden
Prinzipien: Flexibilität und Reproduzierbarkeit. Daher beinhaltet sie die glei-
chen Filterkriterien wie eine Summenformelkonfiguration. Ebenfalls kann man
eine Default-Konfiguration kennzeichnen. Darüber hinaus ist vermerkbar, ob
eine Auswertungskonfiguration ein zufriedenstellendes Ergebnis liefert. Die Re-
lation valide bildet ab, welche Summenformel die Kriterien der Auswertung
erfüllen. Anders als grundlegende chemische Regeln, die obligatorisch ange-
wendet werden zum Beispiel in Form der Filterkriterien, können komplexere
chemische Regeln in einer Auswertungskonfiguration Anwendung finden oder
auch nicht. Die beachtet m:n Relation bildet diese Beziehung zwischen Regeln
und Auswertungskonfigurationen ab.
Eine Regel besteht aus Bezeichner und einem Verweis auf eine externe Imple-





Das folgende Kapitel beschreibt die Implementierung eines Prototypen für die
in Kapitel 4 beschriebene Infrastruktur. Dieser Prototyp soll im Anschluss im
folgenden Kapitel evaluiert werden.
Als erstes werden in Abschnitt 5.1 geeignete Technologien und Werkzeuge für
die Implementierung ausgewählt, gefolgt von der Definition der Systemvorr-
aussetzungen in Abschnitt 5.2. Die Umsetzung des Datenbankentwurfs wird in
Abschnitt 5.3 beschrieben. Abschließend erläutert Abschnitt 5.4 die Implemen-
tierung der Workflows und Abschnitt 5.5 das Deployment derselben, um sie
innerhalb der Infrastruktur ausführ- und benutzbar zu machen.
5.1. Technolgieauswahl
Bevor der Prototyp implementiert werden kann, müssen geeignete Technologi-
en ausgewählt werden. Drei Teilaspekte sind dabei zu bedenken die im Einzel-
nen besprochen werden:
• Realisierung des Datenmodells
• Prozessstruktur und Serverumgebung
• Datenquellen für den Datenimport
Datenbank Für die Auswahl einer geeigneten Datenbank müssen die – in
Abschnitt 2.5 beschriebenen – zu speichernden Daten betrachtet werden. Her-
ausgearbeitete Eigenschaften ermöglichen die Entscheidung zwischen einem
RDBMS oder einem NoSQL Ansatz.
Das geschätzte anfallende Datenaufkommen je Projekt ist, selbst bei wachsen-
der Komplexität in Form einer größer werdenden Anzahl von Proben, verhält-
nismäßig überschaubar. Mittelfristig ist zudem kein sprunghafter Anstieg des
Aufkommens zu erwarten. Die zu speichernden Nutz- und Metadaten sind
wenig-komplex und homogen. Sie lassen sich so in einer festen Struktur abbil-
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den. Die wenigen – durch individuelle Metadaten für eine Probe verursachten –
heterogenen Aspekte, bildet das Datenmodell ab.
Die Hauptvorteile eines NoSQL Ansatzes spielen für die anfallenden Daten ei-
ne untergeordnete Rolle. Schemalosigkeit wird für die homogenen Daten nicht
benötigt. Ferner bedarf es zwingend für die zu erwartenden Datenmengen we-
der der horizontalen Skalierungseigenschaften noch der Performance für die
Verwaltung sehr vieler, komplexer Datensätze. Darüber hinaus werden gera-
de für die Evaluierungsschritte im dritten Subprozess einige unterschiedlich
komplexe Aggregation notwendig, für deren effiziente Ausführung ein solcher
Ansatz nicht ideal ist.
Dementsprechend wird ein RDBMS verwendet mit dem sich das Datenmodell
effizient implementieren lässt. Da im Rechenzentrum des UFZ eine Oracle Da-
tabase in der Enterprise Edition eingerichtet ist, liegt die Verwendung dieses
RDBMS auf der Hand. Oracle Database bietet Datensicherheit, eine hohe Per-
formance und nicht zuletzt genug Ressourcen für einen längerfristigen Einsatz
der Infrastruktur und damit anwachsende Datenmengen. Ein separates Daten-
banksystem auf dem Zielsystem zu betreiben wäre kontraproduktiv und einer
effizienten Datenhaltung abträglich.
Prozessstruktur und Serverumgebung Die Infrastruktur soll eine effiziente
und nutzerfreundliche Verarbeitung und Analyse von Massenspektrometrie-
Daten durch mehrere Nutzer ermöglichen. Datenquellen werden in Oracle
Database integriert, Summenformeln berechnet und diese evaluiert. Die Nutzer
haben einen primär naturwissenschaftlichen Hintergrund, informationstechni-
sche Kenntnisse variieren. Die Nutzerinteraktion muss dies widerspiegeln.
Bezogen darauf wiegen die Vorteile eines Frameworks wie Hadoop – insbeson-
dere Skalierbarkeit und hohe Performance durch parallelisierte Ausführung
und Verarbeitung– den Mehraufwand an Implementierungsarbeit nicht auf. Da
auf keine vorhandenen Komponenten zurückgegriffen werden könnte, müssten
Standardaufgaben wie die Verarbeitung der Datenquellen genauso program-
miert werden, wie ein Frontend für die Nutzerinteraktion und Algorithmen zur
Summenformelberechnung. Bei letzterem könnten Programmbibliotheken wie
das CDK oder MZmine 2 angebunden werden, um nicht gänzlich von Grund
auf entwickeln zu müssen. Vorhandene Lösungen wie das C++ Programm
könnten innerhalb von MapReduce nur bedingt angewendet werden.
Die Nutzung einer Plattform zur Datenintegration bietet sich also an.
KNIME Analytics Platform sticht dabei mit seinem naturwissenschaftlichem
Fokus besonders hervor. Dieser äußert sich neben den angebotenen Kompo-
nenten und Möglichkeiten auch in der Art wie Workflows erstellt werden.
Während Standardaufgaben der Datenintegration beispielsweise die Verarbei-
tung verschiedener Datenformate (XML, CSV, et cetera), Transformationen der
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Daten oder die Anbindung an verschiedenste Datenbanken auch von anderen,
allgemeineren Werkzeugen der Datenintegration wie Talend Open Studio erle-
digt werden können, bietet KNIME diesen gegenüber einige Vorteile.
Externe Programme können eingebunden, ihre Eingabedaten vorgegeben und
ihre Ausgaben weiterbenutzt werden. Das CDK steht für chemische Berechnun-
gen zur Verfügung. Mit der Sum Formula Node existiert eine eigene Komponente
zur Summenformelberechnung, die das CDK nutzt. Viele der Komponenten
nutzen vorhandene Systemressourcen und damit das Multithreading-Potential
moderner Rechner bereits ohne zusätzlichen eigenen Implementierungsauf-
wand. Durch ein Pluginsystem und eine Vielzahl vorhandener Plugins lassen
sich die Möglichkeiten der Plattform erweitern. Die Entwicklung eigener Nodes
ist verhältnismäßig einfach. Zusammen mit statistischen Komponenten und
der Anbindung von R bietet sich so ein großes Erweiterungspotential für die
Infrastruktur.
Aus den dargelegten Gründen folgt, dass für die Implementierung der einzel-
nen Subprozesse KNIME verwendet wird. Wenngleich die Ausführung inner-
halb der Plattform bereits einen deutlichen Zugewinn an Nutzerfreundlichkeit
darstellt – unterstützt durch die interaktive Ausführung einzelner Schritte,
dem ständigen Zugriff auf Zwischenergebnisse an jedem Zwischenschritt und
der Datenpräsentation –, wird die Nutzerinteraktion mittels KNIME WebPortal
und entsprechender Nodes in den Workflows realisiert. Es bietet eine einfa-
che Oberfläche um Workflows zu starten oder stoppen, in Formularen Daten
einzugeben und Ergebnisse anzuzeigen. Zusätzlich können etwaige Fehler aus-
gegeben werden. Die Reduktion der Plattform-Komplexität und der Workflows
im Speziellen auf Ein- und Ausgabedaten in Form einfacher Formulare im
Browser ermöglicht einen nutzerfreundlichen Zugang zur Infrastruktur ohne
Expertenwissen. KNIME WebPortal läuft dabei innerhalb einer KNIME Server
Instanz.
Datenquellen Wie in Abschnitt 4.2.1 beschrieben, sind für den Datenimport
drei Datenquellen nötig. Während die Analyse XML – in Ermangelung mögli-
cher Alternativen – obligatorisch zu verwenden ist, müssen die beiden anderen
Quellen definiert werden.
Die Analyse Info Datei, erzeugt durch einen Report in der Steuerungssoftware
des Massenspektrometers, wird für die Implementierung als HTML Datei ex-
portiert. Die Daten sind in einer einfachen Tabellenstruktur angegeben. HTML
bietet einen guten Kompromiss aus Maschinen- und Menschenlesbarkeit und
lässt sich mit KNIME parsen. Abbildung 5.1 zeigt einen Ausschnitt aus einer
der Dateien.
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Abbildung 5.1.: Ausschnitt einer exportierten Analysis Info HTML Datei. Die Daten
sind in mehreren Tabellen strukturiert, deren Aufbau sich unterschei-
den kann. Der Ausschnitt zeigt eine davon.
Zusätzliche Metadaten werden dem Datenimport in Form einer
Excel Arbeitsmappe mit Makros (.xlsm) zur Verfügung gestellt. Diese enthält
zwei Tabellenblätter. Das erste enthält Metadaten für die Proben, das zweite für
Messungen. Die Abbildung 5.2 zeigt einen Ausschnitt einer Metadaten Datei.
Zu sehen ist deren erstes Tabellenblatt.
Excel bietet ein bekanntes und etabliertes Interface, das für die zu erwarteten
Nutzer einen einfachen Zugang ermöglicht. Expertenwissen ist hier nicht not-
wendig. Zusätzlicher Implementierungsaufwand zum Beispiel für ein Eingabe-
formular in KNIME WebPortal entfällt. Um den Bedienkomfort zu steigern und
Eingabefehler zu minimieren werden mögliche Werte für Datenfelder in Form
von Auswahlfeldern oder durch vorgegebene Wertebereiche eingeschränkt.
Pflichtfelder müssen ausgefüllt werden. Die Zuordnung einer Messung zu
einer Probe wird auf die gleiche Weise realisiert. Das Feld Sample name einer
Messung kann nur Werte des gleichnamigen Felds einer Probe annehmen.
Ferner wird eine etwaige Replikatsbeziehung (Replicate of...) zwischen
zwei Proben explizit angegeben. Der Probenname der replizierten Probe muss
ausgewählt werden.
Makros werden eingesetzt, um auf einfache Weise eine Zeile zum Proben-
respektive Messungs-Tabellenblatt hinzuzufügen (Add a line).
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Abbildung 5.2.: Ausschnitt einer gefüllten Metadaten Datei. Zu sehen ist das Proben
Tabellenblatt. Außerdem existiert ein weiteres nicht dargestelltes Blatt
für die Messungs-Metadaten.
Zusammenfassend verdeutlicht Abbildung 5.3 die Systemarchitektur des Proto-
typen mit den ausgewählten Technologien.
Abbildung 5.3.: Überblicks über die Systemarchitektur des Prototyps
5.2. Systemvoraussetzungen
Aus den ausgewählten Technologien und Werkzeugen ergeben sich für die Im-
plementierung des Prototypen Anforderungen an die Konfiguration des dafür
eingesetzten Systems. Tabelle 5.1 zeigt die notwendigen Softwareprodukte.
KNIME Server setzt auf dem Anwendungsserver Apache TomEE auf, dabei
wird ein Java JDK der Version 8 vorausgesetzt. KNIME WebPortal als Teil von
KNIME Server wird für die Nutzerinteraktion verwendet. Um Workflows aus-
zuführen wird die KNIME Analytics Platform als KNIME Executor verwendet,
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Softwareprodukt Version Anmerkung
KNIME Server 4.2.3 Lizenz notwendig
KNIME WebPortal 4.2.3 Teil von KNIME Server
Apache TomEE 1.7.1 nötig für KNIME Server
Java JDK 8 nötig für KNIME Server
KNIME Analytics Platform 3.1.1 Erweiterung um Plugins nötig
Oracle Database 12c (12.1.2.3) lokal oder remote
Tabelle 5.1.: Notwendige Software für die Implementierung des Prototypen
dabei kommt Oracle Database als Datenspeicher entweder lokal auf dem einge-
setzten System oder Remote im Netzwerk verfügbar zum Einsatz.
Der Funktionsumfang der KNIME Plattform, also die verfügbaren Workflow
Komponenten, werden über das Pluginsystem verwaltet. Die Infrastruktur
nutzt eine Reihe unterschiedlicher Workflow Komponenten. Tabelle 5.2 listet
die dazu notwendigen KNIME Plugins. Einige der aufgeführten Plugins sind
gegebenenfalls nicht Teil des Standardumfangs einer KNIME Installation und
müssen entsprechend nachgerüstet werden, um den Anforderungen der Infra-
struktur zu entsprechen37.
Plugin Funktion
KNIME Public Server Access Kommunikation mit KNIME Server
KNIME ServerSpace Zugriff auf KNIME Server
Workflow Repository
KNIME External Tool Support Einbindung externer Programme
KNIME Virtual Nodes explizite Parallelausführung
von Workflow Abschnitten
KNIME-CDK Anbindung & Nutzung des CDK
KNIME JSON-Processing JSON Verarbeitung
KNIME XLS Support Excel Tabellendokument Verarbeitung
KNIME XML-Processing XML Verarbeitung
KNIME Quick Forms Nodes für KNIME WebPortal Formulare
Tabelle 5.2.: Notwendige Plugins in KNIME für die Implementierung des Prototypen
KNIME Public Server Access und KNIME ServerSpace sind Teil des Instal-
lationspakets des KNIME Servers.
37 Da das Pluginstystem des Eclipse Unterbaus verwendet wird: Help > Install New




Auf Grundlage des in Abschnitt 4.3 ausgearbeiteten Datenmodells wurde ein
relationales Datenbankschema entworfen. Nach der dazu notwendigen Über-
führung des ERMs in ein relationales Modells wurden Datentypen und Be-
schränkungen der Wertebereiche zum einen unter Einbezug der Inhalte der
eingesetzten Datenquellen und zum anderen in engem Austausch mit Mitar-
beitern des UFZ erarbeitet, um Daten möglichst speichereffizient abzulegen.
Eigenheiten und Einschränkungen der eingesetzten Oracle Datenbank mussten
berücksichtigt werden. Im Sinne einer größtmöglichen Flexibilität ist dabei von
den Standardeinstellungen dieser Datenbank auszugehen. Die Anpassung von
Parametern ist in einer Systemumgebung wie dem Rechenzentrum des UFZ
zudem nicht realistisch, da viele Datenbanken und Nutzer betroffen wären.
Abbildung 5.4 zeigt das zum Einsatz kommende Datenbankschmema38. Um
die Übersichtlichkeit zu wahren, ist die Darstellung auf Relationen und Bezie-
hungen reduziert. Neben den zugehörigen Attributen der Relationen und Con-
straints zur Überprüfung der Wertebereiche, gehören zum Schema des Prototy-
pen ebenfalls Trigger, Sequenzen und eine gespeicherte Prozedur.
Das Datenbankschema des Prototypen ist gegenüber dem Datenmodell verein-
facht. Eine während der Ergebnisauswertung erzeugte Auswertungskonfigura-
tion erlaubt es im Prototypen nicht, komplexe chemische Regeln auszuwählen
und anzuwenden. Entsprechend sieht das Schema die Speicherung dieser Re-
geln nicht vor. Abschnitt 5.4.5 beschreibt die Ergebnisauswertung genauer. Ab-
gesehen davon werden Nutz- und Metadaten dem Datenmodell entsprechend
abgebildet.
Für alle Bezeichner wird die Unterstrich-Konvention mit Großbuchstaben ver-
wendet, da Oracle schreibungsunabhängig arbeitet. Die Bezeichner sind ins
Englische übertragen worden. Für Relationen und Attribute werden sie ausge-
schrieben, sofern die maximale Länge von 30 Zeichen39 nicht überschritten wird.
Ansonsten werden sinnerhaltene Abkürzungen eingesetzt. Zwischenrelationen
– zur Abbildung von m:n Beziehungen – tragen einen kombinierten Bezeichner
aus den beiden beteiligten Relationen. Weitere Bezeichner für Sequenzen, Trig-
ger und Constraints erhalten immer Abkürzungen, die mit einem Kürzel für die
beteiligten Relationen beginnen und mit einem spezifischen Suffix enden. Für
Schlüssel-Constraints ist das zum Beispiel der Schlüsseltyp (PK,FK).
Hauptrelationen besitzen als Primärschlüssel eine generische ID, deren Name
sich aus Relationsname und Suffix _ID zusammensetzt. Zwischenrelationen be-
sitzen diese ID nicht, der Primärschlüssel setzt sich bei ihnen aus den beteiligten
38 Diese und folgende Abbildungen des Schemas sind mittels yFiles visualisiert [?].
39 aktuell für Oracle 12c
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Abbildung 5.4.: Vollständiges Datenbankschema des Prototypen. Die Darstellung ist
zwecks Übersichtlichkeit auf Relationen und Beziehungen reduziert,
Primär- und Fremdschlüssel sind jeweils markiert.
Fremdschlüsseln zusammen. Die IDs zählen automatisch nach oben. Da Oracle
ein AUTO_INCREMENT nicht kennt, werden hierfür Sequenzen und Trigger einge-
setzt, die vor einem INSERT ausgelöst werden. Listing 5.1 zeigt dies beispielhaft
für die PROJECT Relation. Die Cachegröße der Sequenzen, die bestimmt wie
viele Werte vorgehalten werden, ist auf die typische zu speichernde Tupelmen-
ge während der jeweiligen Workflowausführung abgestimmt. Während sie für
Project mit 10 festgelegt ist, werden für Peak 15000 Werte vorgehalten.
1 create sequence PR_SEQ
2 start with 1
3 minvalue 1
4 increment by 1
5 cache 10
6
7 create or replace trigger PR_AI
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8 before insert on PROJECT






Listing 5.1: Sequenz und Trigger für eine automatisch zählende ID
Für die Fremdschlüsselbeziehungen des Datenbankschemas gilt grundsätzlich
eine kaskadierende Löschstrategie. Gleichzeitig sind zwei Datenbanknutzer vor-
gesehen – nicht zu verwechseln mit den Nutzern der Infrastruktur in UFZ_USER.
Der erste Datenbanknutzer legt das Datenbankschema initial an, hat somit al-
le Rechte wie Lesen, Schreiben und Löschen von Daten, sowie das Verändern
der Datenbankstruktur. Er erlaubt einem zweiten Datenbanknutzer das Lesen
und Schreiben auf allen Relationen, nicht jedoch das Löschen. Über den zwei-
ten Nutzer greifen die Workflows und damit die Nutzer der Infrastruktur auf
die Datenbank zu. Das Löschen ist von Seiten der Workflows nicht vorgesehen.
Für administrative Zwecke dient der erste Datenbanknutzer und hat alleine das
Recht, Daten zu löschen.
Die gespeicherten Metadaten sind in Abbildung 5.5 dargestellt, die Nutzdaten
in Abbildung 5.6.
Neben ihren IDs weisen die Relationen weitere spezifische Attribute auf, die
sie unterscheidbar machen und entsprechend als UNIQUE gekennzeichnet sind.
Für Nutzer lassen sich diese besser unterscheiden als generische IDs. Ein Bei-
spiel sind die NAME Attribute von SAMPLE und PROJECT. Auf eine naheliegen-
de UNIQUE Beschränkung – die Kombination aus LATITUDE, LONGITUDE und
HEIGHT – wird bewusst verzichtet und die resultierende, vergleichsweise ge-
ringe Redundanz in Kauf genommen, da es möglich sein soll, einen geogra-
phischen Punkt mehrfach aufzuführen und diese Tupel beispielsweise anhand
ihrer SITE_DESCRIPTION zu differenzieren.
Zeichenketten werden variabel lang mittels VARCHAR2 – unter Angabe der maxi-
malen Länge – abgebildet. Oracle unterstützt keinen Aufzählungsdatentyp wie
ENUM. Um dessen Verhalten in etwa nachzubilden, werden VARCHAR2 Strings in
ihren möglichen Werten beschränkt. Das Suffix _ENUM kennzeichnet die zuge-
hörigen Constraints im Schema.
Zahlenwerte werden in Oracle mittels NUMBER(precision,[scale]) definiert,
dabei gibt precision die Anzahl der Ziffern insgesamt und scale die optionale
Anzahl an Dezimalstellen an. Integer sind als NUMBER(38) definiert. Die Defini-
tionen der Zahlenwerte wurden für eine effiziente Speicherung entsprechend
den zu erwartenden Daten gewählt. Darüber hinaus wird der Wertebereich –
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Abbildung 5.5.: Metadaten im Datenbankschema
wo es sich anbietet – zusätzlich eingeschränkt. Die zugehörigen Constraints
sind mit dem Suffix _RANGE gekennzeichnet, für eine Beschränkung auf 0 oder 1
mit _BOOLEAN, da Oracle den booleschen Datentyp ebenfalls nicht anbietet. Ein
Auszug des Data Definition Language (DDL) Scripts der MEASUREMENT Relation
in Listing 5.2 zeigt beispielhaft einige Einschränkungen für Metadaten mittels
der beschriebenen Constraints.
Zeitstempel werden im gesamten Schema in UTC gespeichert, dies gilt für sol-
che der Daten (SAMPLE_DATE) genau wie solche, die durch die Infrastruktur
anfallen (ADDED_AT). Diese Festlegung ermöglicht größtmögliche Flexibilität
und erspart Mehraufwand beim Speichern von Zeitzonen. Vor dem Speichern
muss jedoch in der Regel eine Konvertierung erfolgen.
1 constraint SN_RANGE check (SCAN_NUMBER between 0 and 256),
2 constraint POL_RANGE check (POLARISATION=-1 or POLARISATION=1),
3 constraint MSMSS_RANGE check (MSMS_STAGE between 0 and 3),
60
5.4 Workflow Implementierung
4 constraint MI_RANGE check (MAX_INTENSITY >= 0),
5 constraint SM_ENUM check (SCAN_MODE in (’FS’, ’NB’)),
6 constraint IC_ENUM check (INSTRUMENT_CONFIG in (’ESI’, ’nESI’,
’APPI’, ’APCI’, ’CSNB’)),
7 constraint SZ_ENUM check (DATA_SIZE in (’512KW’, ’1MW’, ’2MV’,
’4MW’, ’8MW’))
Listing 5.2: Beispiele für Constraints
Default-Werte werden im Schema im Wesentlichen in zwei Fällen vergeben.
Auf der einen Seite für Attribute, die für ein Tupel einen Wert haben müssen
(NOT NULL), für die gleichzeichtig aber nicht garantiert werden kann, dass diese
durch Workflows auch befüllt werden können, wenn die entsprechende Da-
tenquelle zum Beispiel notwendige Werte nicht liefern. Auf der anderen Seite
werden im Prototypen nicht alle Daten berücksichtigt, die im Datenbanksche-
ma abgebildet sind. Standardwerte füllen diese Lücken und simulieren so eine
vollständige Datenextraktion. ADDITIONAL_ATTRIBUTE ist ein Sonderfall. Zu-
sätzliche Metadaten werden nicht extrahiert, die Relation bleibt im Prototypen
leer, erfüllt aber nichtsdestoweniger ihre Aufgabe, die Flexibilität durch die mög-
liche Speicherung heterogener Metadaten zu erhöhen.
Die Relation UFZ_USER ist die Grundlage für die Nutzerauthentifizierung und
damit den Mehrbenutzerbetrieb. Nutzer melden sich mit einem LOGIN und
einem PASSWORD am KNIME WebPortal an. Passwörter sind mittels SHA-512
gehasht gespeichert. Art und Weise der Nutzerspeicherung und die zusätzli-
che Relation UFZ_USER_ROLE resultieren aus Vorgaben des zugrundeliegenden
Anwendungsservers TomEE respektive der Implementierung des Authentifi-
zierungsprozesses. Abschnitt 5.4.2 beinhaltet Informationen zu TomEE, der Au-
thentifizierung und deren Einrichtung.
5.4. Workflow Implementierung
Die für den Prototypen entstandenen Workflows wurden in einem lokalen
Workspace mit KNIME entworfen und für Testzwecke auf eine lokale KNIME
Server Installation aufgespielt. Dadurch konnte die Funktionsfähigkeit der
QuickForm Nodes im Zusammenspiel mit KNIME WebPortal überprüft wer-
den. Es wurde zudem ein Git-Repository aufgesetzt und unter https://git.
informatik.uni-leipzig.de/scads/ufzMassenspektrometer.git
gehostet. Darin enthalten sind neben dem KNIME Workspace einige weitere
wichtige Daten wie SQL-Scripte und verwendete Bibliotheken und darüber
hinaus einige Dokumente dieser Arbeit.
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Abbildung 5.6.: Nutzdaten im Datenbankschema
Darüber hinaus befindet sich die aktuelle Version des Entwicklungsworkspaces
auf der beiliegenden CD, Anhang A.4 gibt weitere Auskunft über die CD
Inhalte.
5.4.1. Aufbau und Festlegungen
Für alle Workflows des Prototypen gelten bestimmte Festlegungen, die bei
der Entwicklung beachtet worden sind. Es wird stets ein temporäres Verzeich-
nis mit der Create Temp Dir Node erzeugt und temporäre Dateien nach der
Workflowausführung wieder gelöscht. Jeder Workflow liest am Anfang der Aus-
führung eine BasicConfig im JSON-Format ein, die wichtige Einstellungen
wie die Datenbankparameter zur Oracle Datenbank oder das Verzeichnis des
C++ Programms zur Summenformelberechnung enthält. Der Speicherort der
Konfiguration wird in einer Workflow Variable defaultBasicConfig hinter-
legt und verweist auf einen Speicherort innerhalb des aktuellen Workspaces.
Bei der Übertragung zu einem Server Workspace muss die BasicConfig eben-
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falls übertragen und entsprechend angepasst werden, wenn sich Verzeichnisse
oder Einstellungen geändert haben sollten. Listing 5.3 zeigt die verwendete
BasicConfig auf dem Entwicklungsrechner.
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1 {
2 "databaseConnection" : {
3 "driver" : "oracle.jdbc.driver.OracleDriver",
4 "jdbcIdentifier" : "jdbc:oracle:thin",
5 "host" : "192.168.178.85",
6 "port" : 1521,
7 "sid" : "xe",
8 "user" : "KevinTest2",
9 "pw" : "kevin",
10 "schema" : "Kevin"
11 },
12 "chemicalFormulaCalculation" : {
13 "workingDir" : "D:/Eigene Dateien/Projekte/MasterThesis/bin
",
14 "externalTool" : "helper.bat",
15 "batchSize" : 3000,
16 "relativeError" : 0.5
17 },
18 "environment" : {
19 "localExecutionUFZUser" : "jakobk"
20 }
21 }
Listing 5.3: Verwendete BasicConfig.json auf dem Entwicklungsrechner mit den
verschiedenen Einstellungen.
Auch zusätzliche Bibliotheken wie der Datenbanktreiber für Oracle oder zu-
sätzliche Hilfsbibliotheken werden innerhalb des Workspace verwaltet und re-
ferenziert. Entsprechend müssen diese ebenfalls beim übertragen zum Server
Workspace berücksichtigt werden.
5.4.2. Installation des KNIME Server
Die Installation und Einrichtung des KNIME Server folgt dem offiziellen
Installation Guide [KNI16b]. Als Realm für die Nutzerauthentifizierung des To-
mEE Anwendungsservers muss ein JDBCRealm eingerichtet werden, damit die-
se über die beiden Tabellen UFZ_USER und UFZ_USER_ROLE durchgeführt wer-
den kann. Listing 5.4 zeigt einen Ausschnitt der server.xml des, für die Ent-
wicklung der Workflows, lokal installierten TomEE Anwendungsservers. Die
zugehörige Oracle Datenbank läuft auf dem gleichen Entwicklungsrechner. Der
Ausschnitt zeigt das Realm mit den notwendigen Parametern. Der Treiber wur-
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de in Form einer JAR-Datei während der Installation des KNIME Servers der











Listing 5.4: Ausschnitt der server.xml Konfiguration für die Einrichtung eines
JDBCRealm. Dadurch kann die Nutzerauthentifizierung des TomEE
Anwendungsservers via Oracle Datenbank durchgeführt werden.
5.4.3. Datenimport
Für die Ausführung des Datenimports sind einige Voraussetzungen zu erfüllen.
Es muss ein Projekt angelegt sein, für das Proben und Messungen importiert
werden können. Der ausführende Nutzer der Workflows muss dem gewünsch-
ten Projekt zugewiesen oder als PI]festgelegt sein. Die drei Datenquellen stehen
zur Verfügung. Das heißt, die Vorverarbeitung der m/z-Daten und anschließen-
de Export der Analyse XMLs und zugehöriger Analyse Info Dateien ist erfolgt.
Die Dateien sind zugreifbar abgelegt. Darüber hinaus liegen die zusätzlichen
Metadaten vor.
Der Datenimport ist in zwei Workflows realisiert: addSampleToProject
und addMeasurementToSample. Beide greifen auf eine ausgefüllte Excel-
Arbeitsmappe mit den zwei Seiten für Proben und Messungen zu.
addSampleToProject ermöglicht es nach Auswahl eines Projekts, die in
der Excel-Arbeitsmappe enthaltenen Proben dem Projekt hinzuzufügen.
addMeasurementToSample überprüft vorm Datenimport, ob alle Proben der
verwendeten Excel-Arbeitsmappe in der Datenbank vorhanden sind, indem
das Feld Sample already exists? geprüft wird. Dieses sollte nach der Aus-
führung von addSampleToProject auf ’yes’ gesetzt werden. Im Anschluss
werden die Messungen der Arbeitsmappe in einer Schleife verarbeitet. Für
jede Messung muss eine Analyse-XML und Analyse-Info angegeben werden,
woraufhin die Peaks mit der Messung importiert und in der Datenbank ge-
speichert werden. Diese Lösung wurde gewählt, da dynamische Komponenten
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in QuickForm Formularen aktuell nur bedingt möglich sind. Es wäre aber an
dieser Stelle nötig, für die Anzahl der in der Excel-Arbeitsmappe enthaltenen
Messungen, Eingabefelder zu erzeugen. Die Schleifenvariante ist langsamer
aber funktioniert ebenso.
5.4.4. Summenformelberechnung
Der Workflow chemicalFormulaCalculation realisiert die Summenformelbe-
rechnung. Abbildung 5.7 gibt einen Überblick.
Abbildung 5.7.: Übersicht des chemicalFormulaCalculation Workflows
Der Workflow beginnt mit der Wrapped Node am linken Rand. In dieser wird
die BasicConfig gelesen und in einem Dialog ausgewählt, ob eine Summenfor-
melkonfiguration entweder ausgewählt oder erzeugt werden soll. Als dritte
Option kann die Default-Konfiguration gewählt werden, sollte eine in der Da-
tenbank existieren. Je nach Auswahl wird einer der drei Pfade durchlaufen.
Während die Pfade der existierenden Konfiguration und der Default Konfigura-
tion aus einer einfachen Auswahl und Anzeige der gewählten Summenformel-
konfiguration bestehen, ist die Erstellung einer Summenformelkonfiguration
umfangreicher.
Hier ist zunächst ein Formular mit einer Konfigurationsbezeichnung und den
gewünschten Filterparametern auszufüllen. Einige sind obligatorisch wie die
erlaubten Isotope, der m/z-Bereich oder die Einstellung, ob die neue Kon-
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Abbildung 5.8.: Ausschnitt des Formulars für die Erstellung einer Summenformel-
konfiguration.
figuration die neue Default-Konfiguration werden soll. Andere sind optio-
nal wie die verschiedenen Elementverhältnisse oder die Angabe eines DBE-
Bereichs, Checkboxen erlauben die An- und Abwahl der jeweiligen Parameter.
Abbildung 5.8 zeigt einen Ausschnitt des Formulars. Im nächsten Schritt wird ei-
ne CSV mit den gewählten Isotopen und einer minimal und maximal erlaubten
Menge erzeugt, die durch den Nutzer auszufüllen ist und im nächsten Formular
wieder hochgeladen werden muss. Diese Lösung wurde gewählt, da dynami-
sche Komponenten in QuickForm Formularen nur bedingt möglich sind. Hier
wäre aber Eingabefelder dynamisch zu erzeugen, je nachdem welche Isotope
ausgewählt wurden. Nach dem Hochladen wird die Summenformelkonfigura-
tion erzeugt und ausgewählt.
In den darauffolgenden Wrapped Nodes werden nacheinander ein Projekt, ei-
ne oder mehrere Proben dieses Projekts und ein oder mehrere Messungen der
gewählten Proben für die Summenformelberechnung ausgewählt. Es können
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dabei nur Messungen gewählt werden, die mit der vorher ausgewählten Sum-
menformelkonfiguration noch nicht berechnet worden sind. Direkt vor der Be-
rechnung wird eine Zusammenfassung der ausgewählten Elemente angezeigt
(siehe Abbildung 5.9), um gegebenenfalls zurückkehren zu können, um die
Auswahl anzupassen.
Abbildung 5.9.: Beispiel für das Zusammenfassungsformular, dass direkt vor einer
Summenformelberechnung angezeigt wird, um die ausgewählten Ele-
mente zusammenzufassen.
Im nächsten Schritt erfolgt die Summenformelberechnung. Je nach Auswahl
wird eine der drei implementierten Berechnungsmethoden ausgeführt. Das sind
im Einzelnen:
• C++ Programm sequentiell (ZEHPP_SEQ)
• C++ Programm parallel (ZEHPP_PAR)
• CDK Sum Formula Node (CDKSUM)
Abbildung 5.10 zeigt die Subnode exceuteChemicalFormulaCalculation
und zentral die entscheidende Aufteilung in drei Pfade, die die drei Berech-
nungsmethoden enthalten. Die zu berechnenden Peaks werden anhand der
gewählten Messungen ausgewählt. Dabei wird mittels der ROMNUM Funktion
der Datenbank und der Batch-Größe (batchSize), die aus der BasicConfig ge-
lesen wurde, ein fileCount errechnet, dass für die Batch-Aufteilung verwendet
wird. Die Peaks werden aufsteigend nach Masse sortiert gelesen. Vor der Be-
rechnung wird die Ladungszahl aus den Massen herausgerechnet, um neutrale
Massen zu erhalten. Sofort im Anschluss wird die Zeitmessung gestartet und
die ausgewählte Berechnungsmethode ausgeführt.
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Abbildung 5.10.: Subnode, die die Summenformelberechnung enthält. Die zentrale
Aufteilung in drei Pfade enthält die drei implementierten Berech-
nungsmethoden.
Die beiden ZEHPP Methoden ähneln sich in der Ausführung. Die Peaks werden
zunächst anhand des fileCount in die Batches aufgeteilt und in ein temporäres
Verzeichnis geschrieben. Gleichzeitig wird die Konfiguration für das C++ Pro-
gramm anhand der Summenformelkonfiguration erstellt. Nachdem alle Batches
erzeugt sind wird, je nachdem welche ZEHPP Methode ausgewählt ist, das C++
Programm mittels einer External Tool Node sequentiell oder parallel ausgeführt
und die Ergebnisse gesammelt. Ein- und Ausgabedateien werden der Node via
Flowvariable zur Verfügung gestellt.
CDKSUM berücksichtigt die Batches ebenfalls. Hierbei wird die Sum Formula Node
für jeden Batch nacheinander aufgerufen und die Ergebnisse gesammelt. Die
Konfiguration der Node wird zuvor aus der Summenformelkonfiguration gene-
riert und vor Berechnungsstart mittels Flowvariable einmalig zugewiesen. Die
Node unterliegt aktuell einigen Einschränkungen, die die Flexibilität bei der
Benutzung stark beeinträchtigen. So können nur Elemente, keine einzelnen Iso-
tope bei der Berechnung berücksichtigt werden und Elementmengen können
nur für H und C separat festgelegt werden, sowie für alle anderen Elemente
mit einem Wert. Das heißt wird hier 0-5 festgelegt, können alle berücksichtig-
ten Elemente – außer H und C – 0-5 Mal in einer berechneten Summenformel
vorkommen.
Nach dem Berechnungsschritt werden für alle drei Methoden die Ergebnisdaten
in eine einheitliche Form gebracht, um die einzelnen Pfade wieder zusammen-
führen zu können. Eine Datenzeile besteht dann aus einer peakID zur Identi-
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fikation der berechneten Summenformel, Massewerten und Spalten für die in
der Summenformel vorhandenen Isotope oder Elemente. Deren Spaltenwerte
entsprechen der jeweiligen Menge des Isotops oder Elements in der Summen-
formel. Im nächsten Schritt werden die ungefilterten Summenformelkandida-
ten anhand chemischer Regeln überprüft und so gefiltert. Die berücksichtigten
Regeln orientieren sich an den Sieben Goldenen Regeln, konkret sind sie aber
anders implementiert. Konkret berücksichtigt werden: die Stickstoffregel, die
DBE-Regel sowie ein DBE-Bereich, die verschiedenen Kohlenstoff Elementver-
hältnisse und die Überprüfung des Fehlertoleranzbereichs. DBE-Bereich, Ele-
mentverhältnisse und Fehlertoleranzbereich werden nur überprüft, wenn der
jeweilige Parameter in der aktuellen Summenformelkonfiguration aktiviert ist.
Die gefilterten Summenformeln werden anschließend geschrieben. Zunächst
werden die Formeln in der Tabelle CHEMICAL_FORMULA angelegt. Mit den ab-
gerufenen IDs und Informationen über die Isotope aus der ELEMENT Tabelle
werden die Isotopmengen nach ELEMENT_CHEMICAL_FORMULA geschrieben. Die
Zeitmessung wird nach dem Schreibprozess beendet.
Abschließend wird in einem Formular eine Auswertung vorgenommen. Gezählt
werden die gelesenen und verarbeiteten Peaks, die ungefilterten Summenfor-
melkandidaten und die gefilterten Summenformeln, die in die Datenbank ge-
schrieben wurden. Aufgeschlüsselt nach den ausgewählten Messungen werden
jeweils die drei Zählerwerte ausgegeben. Zusätzlich wird die Laufzeit aufge-
führt.
5.4.5. Ergebnisauswertung
Die Ergebnisauswertung ist im Prototypen nur in Form eines SQL-Scripts als
eine Art Proof of Concept vorhanden. Dieses Script ist in Listing 5.5 dargestellt.
1 SELECT * FROM ( SELECT








10 concat(CASE WHEN RELATIVE_ABUNDANCE = 1 THEN SYMBOL ELSE ’^
’ || ISOTOPE || SYMBOL END , E_CF.QUANTITY))




12 FROM PEAK P
13 INNER JOIN CHEMICAL_FORMULA CF
14 ON PEAK.PEAK_ID = CF.PEAK
15 INNER JOIN ELEMENT_CHEMICAL_FORMULA E_CF
16 ON CF.CHEMICAL_FORMULA_ID = E_CF.CHEMICAL_FORMULA_ID
17 INNER JOIN ELEMENT E
18 ON E_CF.ELEMENT_ID = E.ELEMENT_ID
19 WHERE CF.CHEMICAL_FORMULA_CONFIG = 8)
20 PIVOT (MAX(QUANTITY) FOR ISOTOPE IN (’1’ AS "H", ’12’ AS "C", ’
13’ AS "13C", ’15’ AS "N", ’16’ AS "O", ’32’ AS "S"))
21 ORDER BY MEASUREMENT_ID ASC, MEASURED_MASS ASC
Listing 5.5: Script zur Ausgabe eines Summenformelergebnisses für eine bestimmte
Summenformelkonfiguration (hier für Konfiguration 8)
Das Script gibt die Summenformeln für eine bestimmte Summenformelkonfigu-
ration zusammengesetzt aus. Neben Daten aus den zugehörigen Peaks und den
Summenformeln wird die LISTAGG Funktion der Datenbank genutzt, um die
Isotope und deren Mengen zu einem String zusammenzusetzen. Ist ein Isotop
Bestandteil der Summenformel, das nicht Hauptisotop ist, wird ein Zirkum-
flex mit anschließender Massenzahl vorangestellt. Mittels der PIVOT Funktion
werden zusätzlich Spalten für Isotope angehangen, wobei die Spaltenwerte die
Isotopmengen abbilden. Das Mapping von ELEMENT_ID auf zugehöriges Isotop
ist in diesem Script nur statisch.
5.5. Workflow Deployment
Um implementierte Workflows in einem Server Workspace zu deployen und
so via KNIME WebPortal ausführbar zu machen, muss ein Mountpoint für den
Server Workspace eingerichtet werden. In KNIME wird dazu in den KNIME Ex-
plorer Einstellungen File > Preferences > KNIME > KNIME Explorer ein
neuer Eintrag angelegt. Der für die Anmeldung verwendete Nutzer muss Zu-
griff auf den Server Workspace haben. Abbildung 5.11 zeigt den Konfigurati-
onsdialog mit eingebundenem Server Repository.
Nachdem der Mountpoint eingerichtet ist, kann sich mit diesem verbunden wer-
den. Workflows im lokalen Workspace können dann mittels Drag & Drop auf
den Server Workspace kopiert werden. Es ist zu beachten, dass dynamisch ein-
gebundene Bibliotheken (in lib) und die verwendete BasicConfig (in config)
auch auf dem Server Workspace verfügbar gemacht werden müssen, da die
Workflows auf Pfade im aktuellen Workspace zeigen. Bei der Ausführung in
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Abbildung 5.11.: Konfigurationsdialog für die Workspace Mountpoint in KNIME




Der im letzten Kapitel implementierte Prototyp soll im folgenden Kapitel hin-
sichtlich verschiedener Aspekte evaluiert werden. Untersucht werden der Da-
tenimport und die Summenformelberechnung. Diese Evaluierung wird auf
einem Rechner des UFZ durchgeführt. Zum einen bietet dieser eine hohe
Geschwindigkeit und Ressourcen, um auch anspruchsvolle Summenformelbe-
rechnungen durchzuführen, zum anderen wird der der Prototyp bereits von
Mitarbeitern des UFZ aktiv genutzt. Die Evaluierung kann so Erfahrungen der
Mitarbeiter berücksichtigen.
In Abschnitt 6.1 wird erläutert, wie der Prototyp auf dem Rechner des UFZ ein-
gerichtet ist und die verwendeten Testdaten werden beschrieben. Im anschlie-
ßenden Abschnitt 6.2 wird der Import der Proben und Messungen der Testda-
ten mittels der entsprechenden Workflows beschrieben. Die Laufzeit der Sum-
menformelberechnung für die verschiedenen implementierten Methoden unter-
sucht Abschnitt 6.3. Es werden drei unterschiedlich komplexe Konfigurationen
verwendet, um neben der Laufzeit auch das Verhalten der einzelnen Methoden
bei sehr komplexen Berechnungen überprüfen zu können. Darüber hinaus wird
auch der Einfluss der Batch-Größe der Peaklisten auf die Berechnungen eva-
luiert. Nachfolgend untersucht Abschnitt 6.4 Unterschiede bei den erzeugten
Summenformeln für die verschiedenen Berechnungsmethoden. Schließlich wer-
den die Ergebnisse in Abschnitt 6.5 diskutiert und daraus Limitierungen sowie
Verbesserungsmöglichkeiten des Prototypen abgeleitet.
6.1. Setup und Testdatensatz
Der Prototyp wurde am UFZ eingerichtet. Dazu wurde der Rechner mit der
Bezeichnung ana213 zur Verfügung gestellt, Tabelle 6.1 zeigt einige wichtige
Konfigurationsparameter dieses Rechners. Der Intel Prozessor bietet sechs Ker-
ne mit zwölf Threads und kommt so vor allem den Berechnungsmethoden zu
gute, die Multithreading-Potential ausnutzen. Der vorhandene RAM bietet Re-




Betriebssystem Microsoft Windows 7 Enterprise SP1
Prozessor Intel Core i7-5820K 3.3Ghz
RAM 32 GB DDR4
Festplatte Samsung 850 Evo 500 Gb SCSI SSD
Tabelle 6.1.: Konfigurationsparameter des Rechners ana213 am UFZ
Das UFZ betreibt eine Oracle Datenbank40 in seinem Rechenzentrum. Diese




KNIME Server C:\Program Files\KNIME_Server\knime_server
_installation_4.2.3
KNIME Executor C:\Program Files\KNIME
Lokaler Workspace D:\KNIME\KNIME_workspace_local
Server Workspace D:\KNIME\KNIME_workspace_server
Tabelle 6.2.: Verzeichnisse der installierten Anwendungen und Repositories
Auf ana213 wurden zunächst die verschiedenen notwendigen Anwendungen
für den Prototypen installiert. Die verwendeten Verzeichnisse der Anwendun-
gen und Workspaces zeigt Tabelle 6.2. TomEE ist in der Test- und Evaluie-
rungsphase nicht als Service eingerichtet. Es existieren Verknüpfungen auf dem
Desktop des Rechners für den Start und Stopp des Anwendungsservers. Die We-
bapp des KNIME Server wurde in TomEE unter dem Namen KNIMEWebPortal
eingerichtet. Die aktuellen Workflows wurden ins lokale Repository kopiert,
um sie im KNIME Executor in den Server Workspace zu übertragen und aus-
führbar zu machen. Für die Nutzung der Datenbank kommen die beiden User
lechtenf und sonprov zum Einsatz. Die Datenbank wurde mithilfe des Scripts
createProjectDb.sql für den Nutzer lechtenf angelegt und mittels des
Scripts grantPrivilegesToUser.sql wurden Lese- und Schreibrechte an den
Nutzer sonprov erteilt. In der UFZ_USER Tabelle wurde der Nutzer jakobk an-
gelegt und in der PROJECT Tabelle das Projekt Master_Evaluation, für das
jakobk als PI festgelegt wurde. Nach dieser Einrichtung ist das WebPortal un-
ter http://ana213:8080/KNIMEWebPortal/ zu erreichen.
40 odax5scan.intranet.ufz.de
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Der Testdatensatz besteht aus zehn Proben zu denen elf Messungen durchge-
führt wurden. Zu den elf Messungen existieren jeweils eine Analyse-XML mit
zugehörigen elf Analyse-Info Dokumenten. Die Auswahl der Daten erfolgte
durch einen Mitarbeiter des UFZ. Es handelt sich dabei um reale Proben und
Messungen, sodass die Peak-Daten repräsentativ sind für solche Daten, wie sie
bei der Benutzung der Infrastruktur auftreten.
Für die Evaluierung kommen drei Testkonfigurationen zum Einsatz, eine mi-
nimale, eine normale und eine extreme Konfiguration. Für alle wird ein ein
m/z-Bereich von 0-600 verwendet. Die Batch-Größe ist mit 3000 festgelegt. Auch
andere Parameter wie die Elementverhältnisse oder der erlaubte DBE-Wert sind
ebenfalls bewusst gleich gewählt. Der wesentliche Aspekt der Untersuchung
liegt in den erlaubten Elementen und wie oft diese auftreten dürfen. Tabelle 6.3
zeigt die drei Konfigurationen und die erlaubten maximalen Elementmengen.
Element config_minimal config_normal config_extrem
C 60 60 60
H 60 60 60
O 20 20 20
N - 20 20
S - - 5
P - - 5
Tabelle 6.3.: Die drei Konfigurationen minimal, normal und extrem für die Summen-
formelberechnung mit den erlaubten Elementmengen von 0-x, wobei x
für den maximalen Wert des Elements steht.
Die drei Testkonfigurationen werden jeweils für die drei implementierten
Summenformelberechnungsmethoden angewendet. Das sind C++ Programm
sequentiell (ZEHPP_SEQ), C++ Programm parallel (ZEHPP_PAR) und CDK Sum
Formula Node (CDKSUM). Die beiden Methoden ZEHPP_PAR und (CDKSUM) lasten
die vorhandenen Ressourcen aus, die CPU-Auslastung bewegt sich am Maxi-
mum. ZEHPP_SEQ hingegen entspricht der Ausführung, wie sie beim bisherigen
Prozess durchgeführt wurde, nur ein Thread der CPU wird ausgenutzt. Die
Konfigurationen wurden zusammengestellt, um jeder Methode gerecht zu wer-
den und so Vergleichbarkeit zu ermöglichen. Speziell CDKSUM unterliegt aktuell
jedoch einigen Einschränkungen. So können Isotope nicht berücksichtigt wer-
den und die Elementmengen können nur gesondert für H und C sowie alle
anderen Elemente angegeben werden. Das heißt man kann neben H und C nur
eine weitere Elementmenge angeben, die für alle anderen angewendet wird. Die
extreme Konfiguration kann daher nur bedingt für CDKSUM eingesetzt werden.
Eine weitere Evaluierung findet für verschiedene Batch-Größen für die normale
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Summenformelkonfiguration statt. Es werden die drei Größen 1000, 3000 und
10000 untersucht. Da die Batch-Größe auf CDKSUM keinen Einfluss hat, werden
nur ZEHPP_SEQ und ZEHPP_PAR berücksichtigt.
6.2. Datenimport
Um die in einer Excel-Arbeitsmappe (Test Daten_260316.xlsm) vorbereiten-
den Proben und Messungen zu importieren, erfolgte zunächst eine Anmeldung
am KNIME WebPortal für den Nutzer jakobk. Daraufhin wurde der Work-
flow addSampleToProject ausgeführt, als Projekt Master_Evaluation ausge-
wählt und die die Excel-Arbeitsmappe zum Import angegeben. Alle zehn Pro-
ben wurden importiert und nachfolgend in der Excel-Arbeitsmappe das Feld
Sample already exists? auf yes gesetzt. Im Anschluss wurde der Workflow
addMeasurementToSample ausgeführt und erneut die Excel-Arbeitsmappe an-
gegeben. Für jede Messung wurde die zugehörige Analyse-XML und Analyse-
Info angegeben und der Import der Peaks durchgeführt. Dieser Vorgang nahm
durch den sich wiederholenden Prozess der Dateiauswahl und des anschlie-
ßenden Wartens auf den Datenimport etwas Zeit in Anspruch. Gegenüber dem
bisherigen Prozess lässt sich aber eine signifikante Beschleunigung feststellen,
da so gut wie alle manuellen Arbeitsschritte entfallen und viele Abläufe auto-
matisch funktionieren. Insgesamt wurden 364601 Peaks in elf Messungen im-
portiert. Metadaten für Proben und Messungen sind voneinander verschieden,
decken aber nicht alle möglichen Werte für die einzelnen Felder ab. Bei der
Verarbeitung traten keine Fehler auf.
6.3. Geschwindigkeit
Die Ergebnisse der verschiedenen Durchläufe der Summenformelbe-
rechnung wurden durch die wiederholte Ausführung der Workflows
chemicalFormulaCalculation ermittelt. Die notwendigen Summenformel-
Konfigurationen wurden zuvor vorbereitet und in der Datenbank gespeichert.
Die Zeitmessung erfolgt durch Instrumentierung des Workflows mit entspre-
chendem Code. Die Zeitmessung beginnt direkt nach dem Lesen der Peak
Daten aus der Datenbank und endet nach dem Schreiben der berechneten und
gefilterten Summenformeln. Das Lesen der Daten ist ein konstanter Zeitfaktor
und wird daher für die Evaluierung nicht berücksichtigt. Gemessen wird je-
weils die Summenformelberechnung für elf Messungen mit insgesamt 364601
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Peaks. Das Diagramm in Abbildung 6.1 zeigt die Laufzeitergebnisse für die
Summenformelberechnung in Minuten.
Abbildung 6.1.: Laufzeit der Summenformelberechnung für die drei implementierten
Berechnungsmethoden und die drei unterschiedlich komplexen Konfi-
gurationen in Minuten. Niedriger ist besser. Die Laufzeit für CDKSUM
und die extreme Konfiguration muss gesondert betrachtet werden,
übersteigt die Skala stark und ist nur zwecks Vollständigkeit enthalten.
Die Laufzeit wurde mehrfach gemessen und ein Varianzkoeffizient von 1,79%
ermittelt. Die Ergebnisse zeigen, dass die minimale Konfiguration von allen Be-
rechnungsmethoden schnell berechnet wird, da die Komplexität der Konfigura-
tion nicht groß genug ist. Es werden nur drei Elemente berücksichtigt, die Men-
ge der möglichen Summenformeln bleibt entsprechend klein. CDKSUM ist hier
gerade noch genauso schnell wie ZEHPP_SEQ, die parallele Ausführung des C++
Programms ist bereits deutlich schneller. Die normale Konfiguration zeigt, dass
die CDKSUM Methode viel langsamer arbeitet als das C++ Programm und das
die parallele Ausführung eine deutliche Beschleunigung der Summenformel-
berechnung ermöglicht. Die extreme Konfiguration zeigt zum einen besonders
das exponentielle Wachstum der Komplexität der Summenformelberechnung
und zum anderen verdeutlicht sie die erzielte Beschleunigung bei der parallelen
Ausführung des C++ Programms.
Die Laufzeit von CDKSUM kann hier nicht mit den anderen verglichen werden
und ist nur der Vollständigkeit halber aufgeführt. Auch wenn durch die normale
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Konfiguration gezeigt wird, dass die Methode gegenüber den anderen deutlich
langsamer arbeitet, wird das Ergebnis durch die beschriebenen Einschränkun-
gen der Methode verfälscht. Die Berechnung wurde auch für die Elemente S
und P von 0-20 durchgeführt. Die Komplexität ist dadurch noch einmal deutlich
größer. Diese beiden Faktoren ergeben so eine Laufzeit von fast 13 Stunden.
Abbildung 6.2.: Laufzeit der Summenformelberechnung für die beiden Berechnungs-
methoden für das C++ Programm und drei verschiedene Batch-
Größen in Minuten. Niedriger ist besser. Die Batch-Größe bestimmt
wie viele Peaks in eine Verarbeitungsdatei geschrieben werden und
damit wie viele Vearbeitungsdateien erzeugt werden.
Die Batch-Größe bestimmt für die Berechnungsmethoden mit dem C++ Pro-
gramm, wie viele Peaks in ein Batch, also eine Verarbeitungsdatei geschrieben
werden. Diese Verarbeitungsdateien werden für ZEHPP_SEQ nacheinander und
für ZEHPP_PAR parallel verarbeitet. Die Batch-Größe hat keinen Einfluss auf
die Ergebnismenge oder die Ergebnisqualität. Sie hat jedoch einen Einfluss auf
die Laufzeit der Ausführung. Abbildung 6.2 zeigt diesen Einfluss. Wie beim
Laufzeittest zuvor wurde die normale Konfiguration für dieselbe Peakanzahl
ausgeführt, aber die Batch-Größe zwischen 1000, 3000 und 10000 variiert.
Die Ergebnisse zeigen auf der einen Seite, dass die Laufzeit mit steigender Batch-
Größe für beide Berechnungsmethoden abnimmt und bei 10000 am geringsten
ist. Auf der anderen Seite nähert sich die Laufzeit der sequentiellen Methode,
mit steigender Batch-Größe der parallelen Methode an. Beide Beobachtungen
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haben dieselben Ursachen. Mit einer großen Batch-Größe müssen weniger Bat-
ches erzeugt werden. Bei der Anzahl der zu verarbeiteten Peaks sind das bei
einer Batch-Größe von 1000, 365 Batches, bei einer Größe von 10000 aber nur
noch 37 Batches. Für jedes Batch muss das C++ Programm initialisiert werden,
um die in der Datei enthaltenen Peaks zu verarbeiten. Können mehr Peaks mit
einmal verarbeitet werden, arbeitet das C++ Programm effizienter. 37 Batches
sind immer noch genug, um sie effektiv parallelisieren zu können, deswegen
sinkt die Laufzeit auch bei der parallelen Methode, aber nicht so stark wie bei
der sequentiellen. Die Einsparung ist bei der sequentiellen größer, da die Initia-
lisierungskosten eingespart werden und das C++ Programm nur 37 mal nach-
einander ausgeführt werden muss. Die parallele Methode arbeitet durch die
Verteilung und den vielen vorhandenen Threads auch bei kleiner Batch-Größe
für die eingesetzte Summenformelkonfiguration effizient.
Die Steigerung der Batch-Größe stellt aber auch ein Risiko dar. In der
Anforderungsanalyse wurde festgestellt, dass das C++ Programm anfällig
für Speicherüberläufe ist, wenn die Problemgröße zu komplex und so die
Speicherbegrenzung von 32-Bit Programmen erreicht wird. Wenn eine zu
große Batch-Größe ausgewählt wird und gleichzeitig zum Beispiel eine sehr
umfangreiche Summenformelkonfiguration berechnet oder ein hoher Masse-
Bereich untersucht wird, kann ein Speicherüberlauf entstehen. Der Proto-
typ kann damit nicht umgehen und die Ausführung des entsprechenden
chemicalFormulaCalculation Workflows mit einem Fehler beenden, berech-
nete Teilergebnisse gehen verloren.
6.4. Ergebnisqualität
Neben der Laufzeit, mit der Summenformeln durch die verschiedenen Berech-
nungsmethoden erzeugt werden, ist es auch von Interesse, wie viele Summenfor-
melkandidaten erzeugt und wie viele Summenformeln nach dem Filtern in der
Datenbank gespeichert werden. Dazu wurden für die normale Konfiguration
die Ergebnisse des C++ Programms und der CDKSUM verglichen. Die beiden Me-
thoden, die das C++ Programm nutzen, wurden als ZEHPP zusammengefasst, da
die erzeugten Ergebnisse dieselben sind. In Abbildung 6.3 wird ein Diagramm
dargestellt, dass die erzeugten ungefilterten Summenformelkandidaten und die
gefilterten Summenformeln von CDKSUM und ZEHPP gegenüberstellen.
Die Ergebnisse zeigen, dass die Methode CDKSUM etwa 73000 Summenfor-
melkandidaten mehr erzeugt als ZEHPP. Nach dem Filtern mit den, von
chemicalFormulaCalculation berücksichtigten, einfachen chemischen Re-
geln bleibt ein Unterschied von etwas weniger als 2000 Summenformeln übrig,
die als Berechnungsergebnis in die Datenbank geschrieben werden. Mit diesem
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Abbildung 6.3.: Erzeugte ungefilterte Summenformelkandidaten und die daraus gefil-
terten Summenformeln für die normale Konfiguration. Die gefilterten
Summenformeln werden in die Datenbank geschrieben.
Unterschied in der Ergebnismenge lässt sich teilweise die längere Laufzeit der
CDKSUM Methode erklären, da immerhin in etwa 23% mehr Kandidaten erzeugt
werden. Andererseits bleiben davon nur weniger als 2000 gefilterte Formeln
übrig, was nur ungefähr 2,6% des Ergebnisses ausmacht und damit nur einen
Bruchteil. Eine wesentliche Anzahl der mehr erzeugten Formeln ist damit che-
misch ungültig und nutzlos. Unterschiedliche Ergebnisse lassen sich durch die
unterschiedlichen verwendeten Algorithmen erklären.
Es handelt sich dabei jedoch nur um eine rein quantitative Betrachtung der
erzeugten Summenformelkandidaten. Eine ähnliche Anzahl erzeugter Kandi-
daten beziehungsweise der daraus gefilterten Summenformeln bedeutet nicht,
dass für beide Methoden für die dabei untersuchten Peaks auch dieselben Sum-
menformelkandidaten berechnet werden. Die Annahme, dass es sich zumindest
um ähnliche Ergebnisse handelt, liegt aber bei einer nicht zu umfangreichen
Konfiguration wie der hierbei verwendeten durchaus nahe, da der Suchraum
recht stark eingeschränkt wird. Bei größerem Suchraum ergeben sich mehr Mög-
lichkeiten für Summenformelkandidaten. Es lässt sich beobachten, dass sich die
Ergebnisse der Berechnungsmethoden für größere Suchräume und wachsende
m/z-Werte stärker unterscheiden. Zieht man die Ergebnisse für die Berechnung
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mit minimaler Konfiguration heran, unterscheiden sich die Ergebnisse nur un-
merklich: 40328 gegenüber 40329 ungefilterten Kandidaten. Nach der Filterung
stimmt das Ergebnis mit 26771 Summenformeln überein.
6.5. Ergebnisdiskussion
Die Evaluierung der Laufzeit für verschieden komplexe Konfigurationen und
die verschiedenen Berechnungsmethoden des Prototypen zeigt, dass mit paral-
lelen Ausführung des C++ Programms gegenüber der sequentiellen Methode –
damit gegenüber dem bisherigen Prozess – eine große Beschleunigung erzielt
wird. Die Berechnung mit der CDK Sum Formula Node dauert noch länger und
erreicht, trotz der Auslastung vorhandener Ressourcen, maximal die Geschwin-
digkeit von ZEHPP_SEQ und das nur für wenig-komplexe Konfigurationen wie
die minimale. Mit wachsender Komplexität wächst der Abstand der parallelen
Methode. Darüber hinaus lassen sich weitere Dinge beobachten.
CDKSUM ist in ihrer jetzigen Form, das heißt mit den Einschränkungen der Sum
Formula Node und der schlechten Performance, nicht für den produktiven Ein-
satz geeignet. Gerade für komplexe Konfigurationen ist es wichtig, zusätzliche
Elemente mit unterschiedlichen Mengen zu erlauben. Vor allem aber ist es not-
wendig, gezielt nach Isotopen suchen zu können.
Die Laufzeitevaluierung zeigt aber auch, dass Brute-Force Methoden für wach-
sende Komplexität schnell an ihre Grenzen stoßen. Die untersuchte extreme
Konfiguration stellt in ihrer Komplexität keinesfalls eine obere Grenze dar. Es
wurde beispielsweise auf die Unterscheidung von Isotopen gänzlich verzichtet
und nur sechs Elemente unterschieden. Sollen mehr Peaks mit einmal verarbei-
tet werden und dabei komplexere Konfigurationen angewendet werden, indem
zum Beispiel der m/z-Bereich vergrößert wird, sind andere Summenformelbe-
rechnungsmethoden notwendig. Die in Abschnitt 3.5 betrachteten verwandten
Arbeiten zur Summenformelberechnung können dabei Anhaltspunkte sein.
Die Betrachtung der Badge-Größen zeigt, dass auch hier Potential für Verbes-
serungen vorhanden ist. Zum einen sollte die optimale Batch-Größe bestimmt
werden, die Ausführsicherheit und Laufzeitoptimierung in Einklang bringt.
Neben der durchgeführten Evaluierung wurde der Prototyp bereits aktiv durch
Mitarbeiter des UFZ genutzt. Nach kurzer Einarbeitung konnte der Prototyp
ohne größere Probleme eingesetzt werden. Einige Dinge sind bei der Benut-
zung des Prototypen jedoch aufgefallen. Die Limitierungen der QuickForms
insbesondere bei dynamisch zu erzeugenden Kontrollfeldern beeinträchtigen
das Nutzererlebnis. Auch wenn mit dem Prototypen gegenüber dem bisherigen
Prozess eine starke Verbesserung hinsichtlich der Laufzeit erreicht werden konn-
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te, was zum einen an der Automatisierung und Vermeidung vieler manueller
Schritte und zum anderen an der parallelen Summenformelberechnungsme-
thode unter Verwendung des C++ Programms liegt, könnte eine dynamischere
Oberflächengestaltung eine weitere Steigerung ermöglichen. Dies gilt auch für
die Benutzerfreundlichkeit. Während durch die Vereinfachung der Benutzero-
berfläche mittels KNIME WebPortal kaum noch Expertenwissen für die Nut-
zung notwendig ist, könnte eine dynamischere Oberfläche hier das Erlebnis
weiter verbessern. Das gilt besonders für das Einlesen neuer Messungen in ei-
nem Schleifenprozess und das Erzeugen von Summenformelkonfigurationen,
bei dem eine CSV erst heruntergeladen, ausgefüllt und wieder hochgeladen
werden muss.
Eine weitere Limitierung betrifft die nicht vorhandene Unterstützung transak-
tionaler Ausführung in den Datenbank Nodes von KNIME. Tritt bei einem der
Zwischenschritte zum Beispiel bei der Erzeugung einer Summenformelkonfi-
guration ein Fehler auf, werden unvollständige Datensätze geschrieben, die für
die restliche Plattform unbenutzbar sind und erst durch einen administrativen
Eingriff entfernt werden müssen.
Der Prototyp nutzt darüber hinaus Nodes zur Fehlerbehandlung nicht und die
Fehlerausgabe ist ungenügend. Wenn ein Fehler in einem der Workflows auftritt,
handelt es sich in den meisten Fälle um generische Java Fehler, die Expertenwis-




In der vorliegenden Arbeit wurde eine Infrastruktur für die Verarbeitung, Ver-
waltung und Analyse von Massenspektrometrie-Daten am Helmholtz-Zentrum
für Umweltforschung – UFZ konzipiert und ein Prototyp für diese Infrastruk-
tur entwickelt. Nach einer Einführung in die wissenschaftlichen Grundlagen
von Massenspektrometrie und Summenformelberechnung wurde der bisher
am Forschungszentrum verwendete Prozess analysiert, um zusammen mit ei-
ner Betrachtung der zu erwartenden Daten, Anforderungen an die Infrastruktur
abzuleiten. Auf Basis dieser Anforderungen wurde die Infrastruktur als eine
Drei-Schichten Architektur konzipiert.
Der implementierte Prototyp baut auf der interaktiven und visuellen Daten-
analyseplattform KNIME und ihrer kollaborativen Erweiterung KNIME Server
auf. Zur Datenhaltung wird eine Oracle Datenbank am UFZ-Rechenzentrum
eingesetzt. Die Evaluierung des Prototypen hat gezeigt, dass eine signifikante
Beschleunigung gegenüber dem bisherigen Prozess durch den Abbau manueller
Arbeitsschritte, die Automatisierung vieler Abläufe und die Implementierung
einer parallelen Summenformelberechnungsmethode erreicht werden konnte.
Auch die Benutzerfreundlichkeit hat sich durch eine intuitive Weboberfläche
und den Abbau von notwendigem Expertenwissen deutlich erhöht. Der Proto-
typ kann gleichzeitig von mehreren Mitarbeitern benutzt werden.
Die in Abschnitt 1.2 definierten Ziele dieser Arbeit konnten zu weiten Teilen
erfüllt werden. Die konzipierte Infrastruktur erfüllt die geforderten Funktio-
nen und Anforderungen. Der implementierte Prototyp hingegen erlaubt zwar
einen weitestgehend komfortablen und reibungslosen Datenimport, und konnte
durch die Implementierung der parallelen Summenformelberechnungsmetho-
de auch eine deutlich beschleunigte Summenformelberechnung realisieren, die
durch die Anwendung einfacher chemischer Regeln gefilterte Ergebnisse lie-
fert, die Evaluierung aber ist nur rudimentär vorhanden. Ein CSV Export der
Ergebnisse ist nicht möglich.
Die nächsten Schritte sollten in der funktionalen Erweiterung des Prototypen
am UFZ liegen, sodass alle Funktionen der Infrastruktur ausgeführt werden
können. Insbesondere sollte hierbei Wert auf die erweiterte Filterung mittels
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komplexer chemischer Regeln und den Ergebnisexport gelegt werden. Komple-
xe Regeln sollten de- und aktivierbar sein je nach Auswertungskonfiguration
und auch aufwändige chemische Sachverhalte prüfen können. Der Ergebnis-
export kann zusätzlich durch die Einbindung der vorhandenen R-Scripte in
KNIME aufgewertet werden. Dadurch werden auch visuelle Exporte von bei-
spielsweise Diagrammen und deren Darstellung im KNIME WebPortal möglich.
Darüber hinaus sollten bisher ungenutzte Möglichkeiten vor allem in der Feh-
lerbehandlung und Ausgabe berücksichtigt werden, und die Benutzerfreund-
lichkeit durch klare Fehlermeldungen weiter zu steigern.
Ein weiterer wichtiger Aspekt ist die Erweiterung der vorhandenen Summen-
formelberechnungsmethoden um Verfahren, die keine Brute-Force Ansätze ver-
wenden. Die Evaluierung hat die Grenzen der Brute-Force Ansätze bei wach-
sender Komplexität deutlich gemacht. In Abschnitt 3.5 wurden verschiedene
Ansätze vorgestellt, die für eine Implementierung denkbar wären. Nichtsdesto-
trotz können auch die vorhandenen Methoden noch verbessert werden. Zum
einen unterliegt die derzeit nicht produktiv einsetzbare Methode mit der Sum
Formula Node des CDK, Limitierungen, die nicht vom verwendeten Berech-
nungsalgorithmus stammen, sondern durch das Frontend beziehungsweise die
Implementierung der Node künstlich hervorgerufen werden. Durch Modifika-
tionen oder eine Neuentwicklung unter Verwendung der angebotenen Algorith-
men des CDK könnten diese Limitierungen aufgelöst werden. Zum anderen hat
die Evaluierung der verschiedenen Batch-Größen gezeigt, dass die derzeit ver-
wendete Größe nicht das Optimum für die parallele Berechnungsmethode unter
Verwendung des C++ Programms darstellt. Es sollte zudem geprüft werden, ob
durch dynamische Batch-Größen in Abhängigkeit zum enthaltenen m/z-Bereich
eine verbesserte Auslastung der Systemressourcen über die Gesamtlaufzeit ei-
ner Summenformelberechnung erreicht werden kann.
Sollten die Limitierungen der Plattform insbesondere im Hinblick auf die Quick-
Form Nodes und damit die Weboberfläche von KNIME WebPortal durch kom-
mende Updates nicht behoben werden, steht zusammen mit dem KNIME Server
auch ein Representational State Transfer (REST)-Interface für den Zugriff auf
Workflows eines Server Workspaces unabhängig von KNIME WebPortal zur
Verfügung. Damit wäre es denkbar eine komplett eigenständige Anwendung
mit einer dynamischeren Benutzeroberfläche zu schreiben, um den Zugang zu
den Workflows der Infrastruktur zu realisieren.
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Abkürzungsverzeichniss
ACID Atomicity, Consistency, Isolation, Durability
BASE Basic Availability, Soft-state, Eventual consistency
BODR Blue Obelisk Data Repository




DCL Data Control Language
DDL Data Definition Language
DML Data Manipulation Language
DOM Dissolved Organic Matter
EJB Enterprise Java Bean
ERM Entity-Relationship-Modell
ETL Extract, Transform, Load
FTICR-MS Fouriertransformations-Ionenzyklotronresonanz-Massenspektrometrie
HDFS Hadoop Distributed File System
JAR Java Archive
Java EE Java Platform, Enterprise Edition
JET Java Emitter Template
JSON JavaScript Object Notation
KMD Kendrick mass defect
LC-MS Flüssigchromatographie-Massenspektrometrie






MWTWIN Molecular Weight Calculator for Windows
NoSQL Not only SQL
m/z Masse-zu-Ladung-Verhältnis
PI Principal Investigator
ppm parts per million
RCP Rich Client Platform
RDBMS Relationales Datenbankmanagementsystem
REST Representational State Transfer
SDK Software Development Kit
S/N Signal-Rausch-Verhältnis
TALKO Load of drinking water reservoirs by dissolved organic carbon -
Prediction, precaution, management options
UFZ Helmholtz-Zentrum für Umweltforschung – UFZ
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A.1. Input- und Outputdaten des C++ Programms
Die folgenden Listings zeigen Beispiele für die Ein- und Ausgabe des C++ Pro-
gramms zur Summenformelberechnung. Das Ergebnis in Listing A.3 wurde
unter Verwendung der Konfiguration aus Listing A.2 erzeugt.
1 674967 60 151.0092323
2 137253 14 151.0259841
3 202520 18 151.0259869
4 169444 16 151.0259886
5 153384 15 151.0259922
6 186133 17 151.0259925
7 120956 13 151.0259955
8 92326 10 151.0260094
9 101938 11 151.0260131
10 112180 12 151.0260175
Listing A.1: Auszug einer Input-Datei
1 8
2 H 1.007825032 0 122
3 C 12.00000000 0 60
4 O 15.99491462 0 40
5 N 14.00307401 0 3
6 32S 31.97207073 0 2
7 34S 33.96786687 0 1
8 31P 30.97376149 0 1
9 13C 13.00335484 0 1
Listing A.2: Beispiel
Konfigurationsdatei
1 "peak_id" "peak_mass" "mass" "H" "C" "O" "N" "32S" "34S"
"31P" "13C"
2 2 158.0191144 158.0187954 17 1 0 0 2 1 1 0
3 2 158.0191144 158.0189537 6 5 1 3 0 1 0 0
4 2 158.0191144 158.0190209 6 10 0 0 1 0 0 0
5 2 158.0191144 158.0190813 7 0 4 3 1 0 0 1
6 2 158.0191144 158.019197 11 3 2 0 1 1 0 1
7 2 158.0191144 158.0193315 9 6 0 1 1 0 1 0
8 3 158.0579211 158.0579088 10 7 4 0 0 0 0 0
Listing A.3: Auszug einer Ergebnis Output-Datei
i
A. Anhang
A.2. SQL-Filterscript des Bisherigen Prozesses
Das folgende Listing verdeutlicht die Komplexität eingesetzter SQL-
Filterscripte im bisherigen Prozess. Das vorliegende Beispiel ist dabei kein
Extremfall sondern eher die Regel.
1 SELECT t a b _ p e a k l i s t s . f i l e _ I D , t a b _ p e a k l i s t s . peak_ID , t a b _ p e a k l i s t s . [m
/z ] , t a b _ p e a k l i s t s . I_height , t a b _ p e a k l i s t s . [ S/N] , t a b _ p e a k l i s t s . [
even/odd ] , [ I _ h e i g h t ] * 1 0 0 / [ t a b _ S e l e c t i o n L i s t R e l I n t ] ! [ max_int ] AS
Rel_ int , t a b _ h i t s . hit_ID , t a b _ h i t s . M_cal , t a b _ h i t s .ppm, I I f ( [
t a b _ h i t s ] ! [ C] >0 , I I f ( [ t a b _ h i t s ] ! [ 1 3C]=1 ,"*C" ,"C" ) & [ t a b _ h i t s ] ! [ C
] + [ t a b _ h i t s ] ! [ 1 3C] ,"" ) & I I f ( [ t a b _ h i t s ] ! [ C] >0 ," H" & [ t a b _ h i t s ] ! [H
] ,"" ) & I I f ( [ t a b _ h i t s ] ! [O] >0 ," O" & [ t a b _ h i t s ] ! [O] ,"" ) & I I f ( [
t a b _ h i t s ] ! [N] >0 ," N" & [ t a b _ h i t s ] ! [N] ,"" ) & I I f ( [ t a b _ h i t s ] ! [ 3 2 S
] >0 ," S" & [ t a b _ h i t s ] ! [ 3 2 S ] ,"" ) & I I f ( [ t a b _ h i t s ] ! [ P] >0 ," P" & [
t a b _ h i t s ] ! [ P ] ,"" ) AS [ mass formula1 ] , [ q r y _ _ 1 _ s e l e c t i o n /
ca lcu la t ion_13C ] . M_meas , [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . M_cal ,
[ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . del , [ q r y _ _ 1 _ s e l e c t i o n /
ca lcu la t ion_13C ] . ppm, [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] .NM, [
q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . [ mass formula ] , [
q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . [ 1 3 C] , [ q r y _ _ 1 _ s e l e c t i o n /
ca lcu la t ion_13C ] .KMD, [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . [KMD(CH4−
O) _red ] , I I f ( [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] ! [ mass formula ]<>""
, I I f ( [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] ! [ mass formula ] = [
tab_ExclusionList_HR_13C ] ! [ mass formula ] ,"Exclude" ,"Keep" ) ,"" ) AS
[ no12C/Ser ien ] , I I f ( [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] ! [ mass
formula ]<>"" , I I f ( [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] ! [ mass formula
] = [ tab_temp_Surfactants ] ! [ mass formula ] ,"Exclude" ,"Keep" ) ,"" ) AS
Kontamination
2 FROM ( ( ( ( t a b _ p e a k l i s t s LEFT JOIN t a b _ h i t s ON t a b _ p e a k l i s t s . peak_ID =
t a b _ h i t s . peak_id ) LEFT JOIN [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] ON
( t a b _ h i t s . M_cal = [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . M_cal ) AND (
t a b _ h i t s . peak_id = [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . peak_id ) )
LEFT JOIN tab_temp_Surfactants ON [ q r y _ _ 1 _ s e l e c t i o n /
ca lcu la t ion_13C ] . [ mass formula ] = tab_temp_Surfactants . [ mass
formula ] ) LEFT JOIN tab_ExclusionList_HR_13C ON ( [ q r y _ _ 1 _ s e l e c t i o n
/ca lcu la t ion_13C ] . f i l e = tab_ExclusionList_HR_13C . f i l e ) AND ( [
q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . [ mass formula ] =
tab_ExclusionList_HR_13C . [ mass formula ] ) ) LEFT JOIN [
t a b _ S e l e c t i o n L i s t R e l I n t ] ON t a b _ p e a k l i s t s . f i l e _ I D = [
t a b _ S e l e c t i o n L i s t R e l I n t ] . f i l e _ I D
3 GROUP BY t a b _ p e a k l i s t s . f i l e _ I D , t a b _ p e a k l i s t s . peak_ID , t a b _ p e a k l i s t s
. [m/z ] , t a b _ p e a k l i s t s . I_height , t a b _ p e a k l i s t s . [ S/N] , t a b _ p e a k l i s t s
. [ even/odd ] , [ I _ h e i g h t ] * 1 0 0 / [ t a b _ S e l e c t i o n L i s t R e l I n t ] ! [ max_int ] ,
t a b _ h i t s . hit_ID , t a b _ h i t s . M_cal , t a b _ h i t s .ppm, I I f ( [ t a b _ h i t s ] ! [ C
] >0 , I I f ( [ t a b _ h i t s ] ! [ 1 3C]=1 ,"*C" ,"C" ) & [ t a b _ h i t s ] ! [ C] + [ t a b _ h i t s
] ! [ 1 3C] ,"" ) & I I f ( [ t a b _ h i t s ] ! [ C] >0 ," H" & [ t a b _ h i t s ] ! [H] ,"" ) & I I f
( [ t a b _ h i t s ] ! [O] >0 ," O" & [ t a b _ h i t s ] ! [O] ,"" ) & I I f ( [ t a b _ h i t s ] ! [N
ii
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] >0 ," N" & [ t a b _ h i t s ] ! [N] ,"" ) & I I f ( [ t a b _ h i t s ] ! [ 3 2 S ] >0 ," S" & [
t a b _ h i t s ] ! [ 3 2 S ] ,"" ) & I I f ( [ t a b _ h i t s ] ! [ P] >0 ," P" & [ t a b _ h i t s ] ! [ P ] ,"
" ) , [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . M_meas , [ q r y _ _ 1 _ s e l e c t i o n /
ca lcu la t ion_13C ] . M_cal , [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . del , [
q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . ppm, [ q r y _ _ 1 _ s e l e c t i o n /
ca lcu la t ion_13C ] .NM, [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . [ mass
formula ] , [ q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] . [ 1 3 C] , [
q r y _ _ 1 _ s e l e c t i o n /ca lcu la t ion_13C ] .KMD, [ q r y _ _ 1 _ s e l e c t i o n /
ca lcu la t ion_13C ] . [KMD(CH4−O) _red ] , I I f ( [ q r y _ _ 1 _ s e l e c t i o n /
ca lcu la t ion_13C ] ! [ mass formula ]<>"" , I I f ( [ q r y _ _ 1 _ s e l e c t i o n /
ca lcu la t ion_13C ] ! [ mass formula ] = [ tab_ExclusionList_HR_13C ] ! [ mass
formula ] ,"Exclude" ,"Keep" ) ,"" ) , I I f ( [ q r y _ _ 1 _ s e l e c t i o n /
ca lcu la t ion_13C ] ! [ mass formula ]<>"" , I I f ( [ q r y _ _ 1 _ s e l e c t i o n /
ca lcu la t ion_13C ] ! [ mass formula ] = [ tab_temp_Surfactants ] ! [ mass
formula ] ,"Exclude" ,"Keep" ) ,"" )
4 HAVING ( ( ( t a b _ p e a k l i s t s . f i l e _ I D ) =7) ) ;
Listing A.4: Beispiel SQL-Filterscript
A.3. R-Evaluierungsscript des Bisherigen
Prozesses
Das folgende Listing zeigt das R-Script, dass im bisherigen Prozess zur Erzeu-
gung der Diagramme in Abbildung 2.5 verwendet wird.
1 # g l o b a l s e t t i n g s ####−−−−−−−−−−
2 library ( Rserve ) ; Rserve (args = ’vanilla’ )
3 def .par <- par ( no . readonly = T )
4 # l o a d d a t a from t e x t f i l e ####−−−−−−−−−
5 dbc <- read .table ("export_R.txt" , header = T , sep = "\t" , dec = "." ,
skip = 0 , # nrows = . . . ,
6 # c o l C l a s s e s = " numeric " ,
7 quote = "’" , na . s t r i n g s = "" , skipNul = T ,
s t r i n g s A s F a c t o r s = T )
8 colnames ( dbc ) [ 1 ] <- "Sample"
9 # g l o b a l f i l t e r s ####−−−−−−−−−
10 DTmain <- dbc [ dbc$Rel_ I n t <= 500
11 & dbc$Rel_ I n t >= 1
12 & abs ( dbc$ppm) <= 0 . 5
13 & dbc$DBE < 25
14 & dbc$m. z_ c a l > 200
15 & dbc$m. z_ c a l <= 800
16 & dbc$N == 0




19 summary ( DTmain )
20 # G r a f i k p a r a m e t e r ####−−−−−−−−−
21 c o l p a l <- rainbow ( 1 0 0 , s = 0 . 5 , start= 0 . 6 , end=1) # a s s o c i a t e c o l o r
wi th v a l u e
22 c o l o r_single <- "blue"
23 dot_ s i z e = 0 . 5
24 # c o l o r s ( )
25 # DATA e v a l u a t i o n : A l l a n a l y s e s in one F i g u r e ####−−−−−−−−−
26 # i f t o o many samples , s p l i t 2 ) , 3 ) , 5 ) , 6 ) in m u l t i p l e p l o t s , new
o r d e r o f p l o t s ?
27 par ( mfrow=c ( 3 , 3 ) )
28 # 1) R e c o n s t r u c t e d spec t rum
29 plot ( DTmain$m. z_cal , DTmain$Abs_ Int , type = "h" ,
30 xlab = "m/z" , ylab = "Absolute peak magnitude" ,
31 col = DTmain$Sample , pch = 16 , lwd = 1 . 5 ,
32 main = "1) Reconstructed spectrum" )
33 # 2) R e c o n s t r u c t e d spec t rum
34 plot (seq ( 1 :nrow ( DTmain ) ) , DTmain$Abs_ Int , type = "h" ,
35 xlab = "MF_#" , ylab = "Absolute peak magnitude" ,
36 col = DTmain$Sample , pch = 16 , lwd = 1 . 5 ,
37 main = "2) Reconstructed spectrum" )
38 # 3) R e c o n s t r u c t e d spectrum , i n t e n s i t y compar i s on
39 plot (seq ( 1 :nrow ( DTmain ) ) , DTmain$Rel_ Int , type = "h" ,
40 xlab = "MF_#" , ylab = "Relative peak magnitude" ,
41 ylim = c ( 0 , 1 0 0 ) ,
42 col = DTmain$Sample , pch = 16 , lwd = 1 . 5 ,
43 main = "3) Reconstructed spectrum" )
44 # 4) ppm d i s t r i b u t i o n with mass s c a l e f o r a l l s a m p l e s ( b a s e d on
f i l t e r c r i t e r i a a b o v e )
45 plot ( DTmain$m. z_cal , DTmain$ppm,
46 xlab = "m/z" , ylab = "mass accuracy (ppm)" ,
47 ylim = c ( −0 . 6 , 0 . 6 ) ,
48 col = DTmain$Sample , pch = 16 , cex = dot_s ize ,
49 main = "4) mz vs ppm all spectra" )
50 # 5) ppm d i s t r i b u t i o n ( b a s e d on f i l t e r c r i t e r i a a b o v e )
51 plot ( DTmain$ppm,
52 xlab = "MF #" , ylab = "mass accuracy (ppm)" ,
53 ylim = c ( −0 . 6 , 0 . 6 ) ,
54 col = DTmain$Sample , pch = 16 , cex = dot_s ize ,
55 main = "5) ppm single spectrum" )
56 # 6) DBE d i s t r i b u t i o n ( b a s e d on f i l t e r c r i t e r i a a b o v e )
57 plot ( DTmain$DBE,
58 xlab = "MF #" , ylab = "DBE" ,
59 col = DTmain$Sample , pch = 16 , cex = dot_s ize ,
60 main = "6) DBE single spectrum" )
61 # 7) Van K r e v e l e n diagram ( b a s e d on f i l t e r c r i t e r i a a b o v e )
62 plot ( DTmain$O.C , DTmain$H.C ,
63 xlab = "Molecular O/C ratio" , ylab = "Molecular H/C ratio" ,
64 xlim = c ( 0 , 1 ) , ylim = c ( 0 , 2 . 5 ) ,
65 col = DTmain$DBE, pch = 16 , cex = dot_s ize ,
iv
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66 main = "7) van Krevelen all spectra" )
67 # 8) KMD p l o t CH2 ( b a s e d on f i l t e r c r i t e r i a a b o v e )
68 plot ( DTmain$NM, DTmain$KMD,
69 xlab = "NM" , ylab = "KMD" ,
70 xlim = c ( 1 5 0 , 6 5 0 ) , ylim = c ( 0 , 1 ) ,
71 col = DTmain$Sample , pch = 16 , lwd = 1 . 5 , cex = dot_s ize ,
72 main = "8) KMD CH2 all spectra" )
73 # 9) P r e c i s i o n o f i s o t o p e abundance ( a c c o r d i n g t o Koch e t a l . 2007 ,
b a s e d on f i l t e r c r i t e r i a a b o v e )
74 # j p e g ( f i l e ="_KMD_ a l l . j p g " )
75 plot ( DTmain$Rel_ Int , DTmain$dev_n_C ,
76 xlab = "Intensity of the parent ion" , ylab = "dev_n_C" ,
77 ylim = c (−10 ,10) , xlim = c ( 0 , 1 0 0 ) ,
78 col = "red" , pch = 16 , lwd = 1 . 5 , cex = dot_s ize ,
79 main = "9) Isotope ratio precision" )
80 lines (c ( 0 , 1 0 0 ) , c ( 2 , 2 ) ) ; lines (c ( 0 , 1 0 0 ) , c(−2 ,−2) )
81 # 10) Legend
82 plot ( 0 , 0 , type = "n" , ann = F , xaxt = "n" , yaxt = "n" , bty = "n" )
83 legend ("topleft" , c (levels ( DTmain$Sample ) ) , col = seq ( 1 :nlevels (
DTmain$Sample ) ) ,
84 l t y = 1 , lwd = 1 , seg . len = 1 ,




A.4. Inhalte der beiliegenden CD
Die folgende Tabelle A.1 schlüsselt kurz die auf der CD vorhandenen Verzeich-
nisse und Daten auf.
Verzeichnis Inhalt
/ Die vollständige Masterarbeit in elektronischer Form: Ma-
sterthesis.pdf
/knime_workspace Workflows und notwendige Daten des Prototypen
/bin Das C++ Programm Zehpp.exe und ein Helferscript zur
korrekten Ausführung im Workflow. Beide müssen in der
BasicConfig festgelegt werden.
/sql Verwendete SQL Scripte zum Beispiel für die Erzeugung
der Projekt-Datenbank
/thesis Die Masterarbeit im Latex-Format samt verwendeter Res-
sourcen
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