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Abstract
À la frontière de domaines de recherche tels que la géométrie différentielle,
l’analyse harmonique sur les espaces homogènes, les équations aux dérivées
partielles ou la théorie des fonctions spéciales en physique mathématique, cet
ouvrage propose au lecteur de découvrir la quantification par déformation des
domaines bornés homogènes complexes sous un nouveau jour. Une étude
géométrique des nombreuses facettes de la boule unité de l’espace de n
variables complexes comme brique élémentaire de ces domaines précède
l’exposé des recherches menées par l’auteur dans le cadre de sa thèse de
doctorat. Celles-ci visent notamment la réalisation explicite de l’ensemble des
quantifications par déformations sur cette variété. À ces fins, il est montré qu’une
telle réalisation se ramène à une hiérarchie d’équations aux dérivées partielles
explicite dont certaines solutions définissent des opérateurs de convolution
entrelaçant la théorie des...
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Introduction
« Le monde d’aujourd’hui est le reflet
de la recherche fondamentale d’hier. »
Véronique Halloin,
Secrétaire générale du F.R.S-FNRS
Notre voyage au travers de ce texte commence au début du siècle passé, lorsqu’il
fut mis en lumière au fil des années et de divers faits expérimentaux, l’inefficacité
de la physique classique dans la description des phénomènes observés à l’échelle
microscopique. Il fut alors nécessaire d’élaborer un nouveau modèle physique, une
nouvelle conception de la réalité à cette échelle de grandeur qui fut appelée mé-
canique quantique. Celle-ci trouva notamment ses fondements dans les travaux de
Bohr, Born, De Broglie, Dirac, Heisenberg, Jordan, Pauli, Planck, von Neumann,
Schrödinger, Weyl et Wigner pour ne citer qu’eux. Cette théorie possède la pro-
priété d’être intrinsèquement probabiliste ce qui modifie complètement, aujourd’hui
encore, notre rapport philosophique à la réalité relativement à la physique appa-
rente au monde macroscopique. Comme très souvent dans les interactions entre
les mathématiques et la physique, cette découverte, initialement du domaine de la
physique expérimentale et théorique, appela un cadre mathématique rigoureux afin
de s’y épanouir. C’est précisément dans ce contexte que se situe les motivations
préliminaires à notre travail.
Du point de vue de la mécanique hamiltonienne, rappelons que le cadre mathé-
matique naturellement associé à un système mécanique classique est composé
d’un espace de phase constituant l’ensemble des états du système et modélisé par
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une variété symplectique (M,ω), ou, plus généralement, une variété de Poisson
(M, {−,−}). Les observables d’un tel système classique sont alors des fonctions
lisses sur M et la dynamique du système est, quant à elle, définie en terme d’un
hamiltonien H ∈ C∞ (M) lui étant associé de telle façon que l’évolution temporelle
d’une observable t ∈ R 7→ ft ∈ C∞ (M) soit donnée par l’équation
d
dt
ft = {H, ft} .
Dans le cas de la mécanique quantique, les choses sont toutefois différentes. L’en-
semble des états quantiques d’un système est donné par un espace de Hilbert H,
tandis que les observables de ce système deviennent des opérateurs linéaires auto-
adjoints sur H. Ce modèle mathématique rend alors compte des valeurs expérimen-
tales mesurées associées à une observable quantique comme correspondant avec les
valeurs spectrales de l’opérateur auto-adjoint définissant cette observable. La dyna-
mique quantique de l’évolution temporelle d’une observable quantique t ∈ R 7→ Ot
est, pour sa part, encodée dans l’équation
d
dt
Ot =
i
~
[Hq, Ot]
où Hq est l’hamiltonien associé système quantique, celui-ci étant un opérateur
linéaire auto-adjoint sur H. Malgré la simplicité apparente de ces modèles ma-
thématiques, il est bon de remarquer qu’ils font intervenir des objets de nature
complètement différentes. Alors que les observables classiques sont des éléments
de l’algèbre commutative des fonctions lisses sur M , les observables quantiques
appartiennent au monde non commutatif des opérateurs linéaires sur un espace de
Hilbert. Le passage de l’un de ces modèles à l’autre reste aujourd’hui une question
discutée sous de multiples facettes. En particulier, le problème de la quantification
en général est celui de la traduction au niveau quantique de faits relatifs à un
système classique. Plusieurs méthodes existent afin de s’attaquer à ce problème,
certaines visant à associer aux observables classiques des opérateurs auto-adjoints
sur un espace de Hilbert, d’autres tentant de mettre l’accent sur l’encodage non
commutatif de la composition de tels opérateurs. Toutes ont leurs avantages et
leurs inconvénients et nous n’aurions probablement pas l’occasion d’écrire ce texte
aujourd’hui s’il n’y avait pas matière à découvertes et discussions sur ce sujet.
Notre travail se situera plus précisément dans le domaine de la quantification
par déformation initié par Bayen, Flato, Fronsdal, Lichnerowicz et Sternheimer au
travers des articles [B+78a] et [B+78b] de 1978. « We suggest that quantiza-
tion be understood as a deformation of the structure of the algebra of classical
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observables, rather than as a radical change in the nature of the observable. »
S’il y a bien quelque chose qui attire notre attention à l’ouverture du premier de
ces deux articles, c’est cette phrase en italique résumant à elle seule toute la mo-
rale de la quantification par déformation. En effet, dans un contexte où, depuis
1925 et la procédure de quantification de Schrödinger, certains chercheurs en phy-
sique mathématique s’attelaient à déterminer une procédure associant, à chaque
observable classique, une observable quantique de nature complètement différente,
Bayen, Flato, Fronsdal, Lichnerowicz et Sternheimer proposèrent une quantifica-
tion obtenue par déformation formelle associative non commutative de l’algèbre des
observables classiques. Depuis ces articles fondateurs de la discipline, la quantifica-
tion par déformation est devenue un champ de recherche assez vaste qui interagit
avec de nombreux autres domaines en sciences mathématiques et physiques. Nous
aurons l’occasion de le constater dans ce texte. En effet, bien qu’appartenant au
domaine de la quantification par déformation, notre travail est aussi motivé par
la considérable contribution qu’apporta André Unterberger dans les années 1980.
Dans une approche non formelle transversale à la quantification par déformation et
basée sur les algèbres d’opérateurs, il introduisit et développa notamment un cal-
cul symbolique équivariant sur le plan hyperbolique et d’autres espaces hermitiens
symétriques. L’article [UU84] rédigé avec Julianne Unterbeger en est un très bon
représentant et nous y reviendrons dans la suite.
Afin de cerner de façon plus rigoureuse la quantification par déformation, remontons
la ligne du temps et partons de l’un des exemples les plus simples et les plus anciens,
à savoir celui de la particule libre sur la droite réelle. L’espace de phase de ce système
classique correspond alors à la variété symplectique
(
R2 = {q, p} , ω = dq ∧ dp).
Dès la fin des années 1920, une quantification de ce système classique se développa
via la recherche d’une application W visant à associer, à chaque fonction lisse
f ∈ C∞ (R2), un opérateur auto-adjoint Wf sur un certain espace de Hilbert H
de telle façon à rendre compte d’une correspondance entre la dynamique classique
et quantique au travers de la relation
W{f1,f2} =
i
~
[Wf1 ,Wf2 ]
où f1, f2 sont des fonctions de C∞
(
R2
)
et {−,−} désigne le crochet de Poisson sur
C∞ (R2) associé à la forme symplectique ω. Suite aux travaux de Weyl, l’obtention
d’une telle application dite de quantification s’avéra alors possible sur l’espace
de Hilbert L2 (R) des fonctions mesurables de carré sommable sur l’espace de
configuration du système relativement à la mesure de Lebesgue. En employant une
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formulation plus moderne qu’à l’époque, pour chaque observable f ∈ C∞ (R2)
pour laquelle cela fait sens, cette application est donnée par
Wf : u ∈ L2 (R) 7→Wf (u)
où Wf (u) : q0 ∈ R 7→ 1
2pi~
∫
R2
e
ip
~ (q0−q) f
(
q0 + q
2
, p
)
u (q) dp dq.
Il se trouve que, pour deux fonctions de Schwartz f1 et f2 définie sur R2, la
composition des deux opérateursWf1 etWf2 correspond à l’image par l’application
de quantification W d’une nouvelle fonction de Schwartz f1 ∗W~ f2 donnée par(
f1 ∗W~ f2
)
(q0, p0)
:=
(
1
2pi~
)2 ∫
R2×R2
exp
[
2i
~
(q0p− p0q + qp′ − pq′ + q′p0 − p′q0)
]
f1 (q, p) f2 (q
′, p′) dp dq dp′ dq′
pour tout (q0, p0) ∈ R2. Cette formule définit ainsi de façon explicite un nouveau
produit associatif mais non commutatif sur le sous-espace des fonctions de Schwartz
S (R2) ⊂ C∞ (R2) rendant compte de la composition des opérateurs obtenus après
quantification au niveau de l’espace des observables classiques. Par ailleurs, cette
expression f1 ∗W~ f2 peut être développée asymptotiquement en série relativement
à ~ de telle façon à nous livrer
f1 ∗0ν f2 := f1f2 + ν {f1, f2}
+
+∞∑
k=2
νk
k!
∑
1≤i1,...,ik≤2
1≤j1,...,jk≤2
ωi1j1 ... ωikjk ∂i1...ik (f1) ∂j1...jk (f2)
où 2iν := ~, ω11 = ω22 = 0 et ω12 = −ω21 = 1. Cette formule possède plusieurs
propriétés notables :
(i) tout comme sa forme intégrale, elle encode l’opération de composition des
opérateurs issus de la quantification par W ;
(ii) elle peut s’étendre à toutes fonctions f1, f2 ∈ C∞
(
R2
)
dans le contexte
des séries formelles en ν pour lesquelles aucune notion de convergence n’est
requise ;
(iii) elle rend compte d’une déformation du produit commutatif des fonctions lisse
sur R2 dans la direction du crochet de Poisson {−,−} dans le sens où
f1 ∗ν f2 ν→0−→ f1f2 et
1
2ν
(f1 ∗ν f2 − f2 ∗ν f1) ν→0−→ {f1, f2}
pour tout f1, f2 ∈ C∞
(
R2
)
.
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Cette dernière propriété est importante dans le contexte des motivations physiques
sous-jacentes à ces observations. En effet, la taille d’un système physique semblant
déterminer s’il doit être étudié d’un point de vue classique ou quantique, nous
avons l’intuition que, si la taille d’un système quantique croît, par exemple lorsque
le nombre de particules du système augmente, le comportement mécanique de
celui-ci doit évoluer vers un comportement macroscopique classique. Cette notion
se retrouve d’une certaine façon dans le paramètre ~ associé à la constante de
Planck physique comme indicateur de l’échelle à laquelle le système quantifié est
étudié. Ainsi, au plus ~ est petit, au plus le comportement d’un système quantique
est classique. Ce fait est souvent appelé la limite classique du système quantique.
Ces considérations confirment donc l’intérêt d’une vision de la quantification ob-
tenue non pas en changeant radicalement la nature des objets classiques, mais en
déformant la loi d’algèbre associative sur l’ensemble des observables classiques en
un produit associatif non commutatif visant à rendre compte de la loi de com-
position des opérateurs lors d’un potentiel processus de quantification. C’est ainsi
qu’en 1978, parut dans l’article [B+78a] une définition mathématique de cette
notion appelée quantification par déformation formelle ou encore star-produit sur
une variété symplectique (M,ω). De façon brève, une telle quantification est défi-
nie par une application ∗ν qui, à f1, f2 ∈ C∞ (M), associe une série formelle en ν
à coefficients dans C∞ (M) définie par
f1 ∗ν f2 := f1f2 +
+∞∑
k=1
νk Ck (f1, f2)
où les coefficients Ck (f1, f2) ∈ C∞ (M) vérifient diverses hypothèses qui
conduisent au respect des propriétés de limite classique et d’associativité de l’ex-
tension du produit ∗ν aux séries formelles en ν à coefficients dans C∞ (M). Le
star-produit ∗0ν ainsi exhibé plus haut est appelé star-produit de Moyal et sa dé-
finition se généralise sans peine à d’autres variétés symplectiques telles que l’es-
pace R2n muni de sa forme symplectique standard. Le lecteur pourra par exemple
consulter la version explicite de ces définitions à la sous-section 2.1.1. Enfin, comme
l’exprimèrent déjà les auteurs de l’article [B+78a] en 1978, notons que du point
de vue de la quantification des systèmes classiques, il semble physiquement perti-
nent de chercher à conserver les symétries associées à ceux-ci au niveau quantique.
En particulier, pour un système classique dont l’espace de phase correspond à
la variété symplectique (M,ω), si G est un groupe de symplectomorphismes de
(M,ω), parmi l’ensemble des star-produits sur (M,ω), ceux rendant compte de ce
groupe de symétries du système s’avère d’une importance particulière. Cette idée
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est formellement traduite en demandant qu’un tel star-produit ∗ν soit G-invariant,
c’est-à-dire qu’il satisfasse l’équation
g? (f1 ∗ν f2) = g? (f1) ∗ν g? (f2)
pour tout f1, f2 ∈ C∞ (M) et g ∈ G.
Dans ce concept de star-produit susmentionné, il est important de souligner que
la série en le paramètre dit de déformation ν est purement formelle dans le sens où
cette écriture ne sous-tend aucune notion de convergence. Il arrive toutefois que
le star-produit de deux fonctions lisses sur M définisse explicitement une nouvelle
fonction sur M dans un cadre fonctionnel adéquat. C’est exactement ce qui se
passe dans le cas du star-produit de Moyal ∗0ν de deux fonctions f1, f2 ∈ S
(
R2
)
,
celui-ci s’obtenant comme développement asymptotique relativement au paramètre
de déformation ~ = 2iν du produit f1 ∗W~ f2. Dans une telle situation, nous par-
lerons alors de quantification par déformation à la fois formelle et non formelle
sur (M,ω). La définition rigoureuse de ce concept est discutée à la sous-section
2.1.4 relativement à ses origines telles que les travaux [Ri89] et [Ri93] de Rieffel.
Dans ceux-ci, Rieffel exploita le cadre fonctionnel des C?-algèbres déjà largement
développé au cours du demi-siècle précédent pour formuler son approche non for-
melle à la quantification par déformation dite alors stricte, le grand avantage de ce
cadre étant de regrouper à la fois les observables de nature classique et quantique
sous un même concept. Dans l’article [Ri93], Rieffel introduisit également la no-
tion de formule de déformation universelle consistant essentiellement à obtenir des
quantifications de systèmes classiques représentés par des C?-algèbres sur lesquelles
agit un groupe dont est connu la théorie quantique déformée au sens strict. Cette
approche fut couronnée de succès dans le cas du groupe abélien Rn dès 1993 et
connut une avancée majeure cette année grâce à l’article [BG14] de Bieliavsky et
Gayral étendant notamment le travail de Rieffel aux groupes de Lie kähleriens à
courbure négative, concrétisant ainsi plus de dix années de travail. Très récemment,
d’autres développements concernant le concept de quantification par déformation
à la fois formelle et non formelle tels que les articles [B+09], [B+12], [BW14],
[dG14] et [d+14] furent également obtenus dans le cas du plan hyperbolique, du
supergroupe de Heisenberg et des variétés complexes.
Si la recherche en quantification par déformation du point de vue non formelle
est aujourd’hui en plein essor, notamment via l’obtention d’exemples parfois très
riches dans des contextes particuliers, la théorie concernant les star-produits en est,
quant à elle, à un stade beaucoup plus avancé. Les grandes questions concernant
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l’existence, la classification ou l’explicitation concrète de certains star-produits sur
des variétés symplectiques, ou même des variétés de Poisson, furent pour la plu-
part abordées et résolues dans les années 1980 et 1990, notamment grâce aux
contributions de Bertelson, Bieliavsky, Cahen, Deligne, De Wilde, Fedosov, Gutt,
Kontsevich, Lecomte, Maeda, Nest, Omori, Tsygan et Yoshioka dont les documents
[DL83], [O+91], [Fe94], [NT95], [De95], [Be95], [B+97], [B+98] et [Ko03] sont
témoins. L’un des points culminants de ces résultats est très certainement le célèbre
théorème de formalité de Kontsevich obtenu en 1997 qui certifie l’existence d’un
star-produit sur toute variété de Poisson rendant l’approche de la quantification
par déformation universelle relativement aux motivations physiques initiales. Nous
invitons le lecteur souhaitant perfectionner ses connaissances dans ces différents
résultats à parcourir les sous-sections 2.1.2 et 2.1.3 de notre travail.
Notre thèse s’inscrit pour sa part pleinement dans ce contexte actuel qu’est la
recherche en quantification par déformation à la fois formelle et non formelle. Nous
allons maintenant introduire plus spécifiquement le cadre notre contribution dans
ce domaine. Depuis plus de 20 ans et notamment l’article [We94a] de Weinstein,
il semble clair qu’un environnement géométrique naturel pour l’étude de quan-
tifications par déformations invariantes à la fois formelles et non formelles mêle
géométrie symplectique et symétries. La définition d’un tel environnement fut for-
malisée en 1995, dans la thèse de Bieliavsky [Bi95], via l’introduction des espaces
symétriques symplectiques. Un tel espace est défini comme étant une variété sym-
plectique (M,ω) telle qu’en tout point x ∈ M , il existe un symplectomorphisme
involutif sx : M → M appelé symétrie au point x dont x est un point fixe isolé
et tel que, pour tout y ∈ M , la relation sx ◦ sy ◦ sx = ssx(y) soit satisfaite. Dans
ce cas, si le groupe de Lie généré par les compositions d’un nombre pair de sy-
métries est résoluble (resp. semi-simple), l’espace symétrique symplectique est dit
résoluble (resp. semi-simple). Semblablement à des résultats bien connus du point
de vue de la théorie de Lie comme celui du théorème de Levi-Malcev, tout espace
symétrique symplectique simplement connexe peut se décomposer en terme d’es-
paces symétriques symplectiques résolubles et semi-simples, ce fait inscrivant donc
comme fondamentale l’étude de la quantification de ces deux classes d’espaces
symétriques symplectiques. Alors que plusieurs développements tels que [BM01],
[Bi02], [Bi08], [Vo11] ou encore [BG14] ont vu le jour ces dernières années dans le
cas résoluble, c’est dans l’univers de la quantification par déformation invariante à
la fois formelle et non formelle des espaces symétriques symplectiques semi-simples
que se situe très exactement notre travail.
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Le point de départ de cette thèse réside dans l’article [B+09] au sein duquel Bie-
liavsky, Detournay et Spindel décrivent explicitement l’espace de toutes les quan-
tifications par déformations à la fois formelles et non formelles sur le disque de
Poincaré qui soient invariantes sous l’action du groupe des automorphismes de cet
espace, c’est-à-dire invariantes sous l’action de tous les difféomorphismes biholo-
morphes du disque dans lui-même. Le succès de l’approche des auteurs consiste
à se ramèner au problème de l’évolution d’un opérateur différentiel hyperbolique
d’ordre 2 émergeant d’un processus de contraction de courbure du disque de Poin-
caré, c’est-à-dire d’un processus changeant la géométrie affine de l’espace via l’an-
nulation de certaines composantes du tenseur de courbure de Riemann. Dans ce
cas, il se fait que l’espace contracté obtenu est un espace symétrique symplec-
tique résoluble sur lequel les quantifications par déformations invariantes sont bien
connues via les travaux [BM01] et [Bi08]. Le succès de l’article [B+09] vient alors
du fait que certaines solutions à l’équation aux dérivées partielles associée à ce pro-
blème d’évolution définissent des opérateurs de convolutions entrelaçant la théorie
de quantification par déformation au niveau contracté avec celle du disque de
Poincaré. Notre objectif primaire dans cette thèse est purement et simplement de
généraliser cette approche au cas de la boule unité ce Cn pour n > 1, celle-ci
constituant notamment un espace symétrique symplectique semi-simple.
Objectif. Pour chaque naturel n > 1, le but premier de notre thèse est de décrire
explicitement l’ensemble de toutes les quantifications par déformations à la fois
formelles et non formelles sur la boule unité D de Cn qui soient invariantes sous
l’action de tout le groupe des automorphismes de cet espace, ce dernier étant
constitué de l’ensemble des difféomorphismes biholomorphes de D dans lui-même.
Si la question de l’obtention d’une telle quantification par déformation sur D
peut être vue comme étant a priori issue d’une simple volonté de généralisation
du travail réalisé dans l’article [B+09], il en va en réalité d’un intérêt bien plus
vaste. Afin de comprendre celui-ci mais aussi de mieux cerner les ingrédients fon-
damentaux entrant en jeu dans notre travail sur la quantification de la boule unité
complexe à proprement parler, nous avons choisi de développer un premier chapitre
présentant dans des sections relativement indépendantes les différentes structures
géométriques sous-jacentes à cet espace. Si ce chapitre est bien entendu indispen-
sable à notre travail, le choix de le rendre particulièrement imposant est avant tout
personnel et associé à nos convictions concernant l’importance fondamentale des
interactions de la géométrie avec de nombreuses disciplines en sciences mathéma-
tiques, comptant très certainement notre domaine de recherche dans ses rangs.
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Au fil des sections, la structure de notre premier chapitre vise à amener le lecteur à
voir successivement la boule unité D de Cn pour n ∈ N\ {0} sous de très nombreux
angles apportant chacun son lot d’informations sur cet espace.
(i) Domaine borné symétrique. Notre premier contact avec la boule unité
D se fait à la section 1.3 sous le nom de domaine borné symétrique consistant
en des ouverts connexes bornés de Cn admettant des symétries biholomorphes
semblables à celles définies plus haut dans le cas des espaces symétriques sym-
plectiques. Nous montrons que le groupe des automorphismes de ce domaine
correspond au groupe de Lie G = SU (1, n) d’algèbre de Lie g = su (1, n) et
que celui-ci agit transitivement sur D. Nous développons également la notion
de métrique de Bergman sur de tels domaines bornés symétriques menant à
la définition d’une structure kählerienne sur D.
(ii) Espace hermitien symétrique. En amont de la section susmentionnée,
la théorie de base des espaces symétriques et hermitiens symétriques est dé-
veloppée. Ces derniers sont des variétés kähleriennes admettant des symétries
en chaque point compatibles non seulement avec la structure symplectique
de l’espace mais également avec la structure riemannienne et complexe. À la
sous-section 1.2.4, la boule unité D est introduite comme espace G-homogène
ayant pour groupe d’isotropie K = S (U (1)× U (n)). Une attention particu-
lière est apportée à la définition de la structure symétrique de l’espace via un
automorphisme involutif de G intégrant une involution de Cartan sur g.
(iii) Groupe d’Iwasawa de SU (1, n). Lors de la sous-section 1.4.2 et de la sec-
tion 1.5 le concept de décomposition d’Iwasawa est respectivement introduit
et appliqué au cas du groupe de Lie G. En pratique nous obtenons une décom-
position du groupe G en tant que variété comme correspondant à ANK où
A = exp (RH) est un groupe de Lie abélien de dimension 1, et N un groupe
de Lie nilpotent de dimension 2n− 1 dont l’algèbre de Lie admet la structure
d’un groupe de Heisenberg de centre RE basé sur l’espace vectoriel réel V
de dimension 2 (n− 1). Le groupe d’Iwasawa de G est alors le groupe de
Lie simplement connexe et résoluble S := AN . Il possède la propriété d’agir
simplement transitivement sur D. En particulier, le transport de la structure
de variété kählerienne de D sur S fait de ce dernier un groupe de Lie kählerien
à courbure négative dont la forme symplectique est un multiple réel k > 0 de
ωS ∈ Ω2 (S).
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(iv) j-groupe normal élémentaire. Au travers des sections 1.4 et 1.5, nous
montrons à partir de la théorie de Pyatetskii-Shapiro que, pour tout ouvert
connexe bornéD de Cn admettant une action transitive de son groupe des au-
tomorphismes Aut (D), il existe un sous-groupe de Lie résoluble S ⊂ Aut (D)
appelé j-groupe normal et agissant simplement transitivement surD. De plus,
un tel groupe S se décompose en une succession de produits semi-directs de
j-groupes normaux dits élémentaires consistant en des groupes d’Iwasawa de
SU (1, n′) pour n′ ∈ N\ {0}. Comme annoncé précédemment, ces résultats
montrent donc l’intérêt que représente une maîtrise de la théorie de quantifi-
cation par déformation du domaine D dans un espoir beaucoup plus vaste qui
est de pouvoir quantifier de façon invariante et non formelle l’ensemble des
domaines bornés symétriques, étant donné que le groupe des automorphismes
d’un tel domaine agit toujours transitivement sur celui-ci.
(v) Variété symplectique. Dans la section 1.6, nous étudions la structure
symplectique du domaine D en passant par une repésentation de celle-ci
comme orbite coadjointe du groupe G. Ceci nous permet de déduire une
carte de Darboux globale sur
(
S, k ωS
)
dont l’inverse est l’application
ϕ−1 : (a, v, z) ∈ R× V × R ' R2n 7→ exp (aH) exp (v + zE) .
Les coordonnées (a, v, z) sont alors appelées coordonnées d’Iwasawa sur S.
En outre, l’action du groupe G sur S ' D s’avère être hamiltonienne dans le
sens où, il existe un homomorphisme d’algèbres de Lie
λS : (g, [−,−])→ (C∞ (S) , {−,−}) : X 7→ λSX
tel que iX?
(
k ωS
)
= − dλSX pour tout X ∈ g, où X? désigne l’action infini-
tésimale du sous-groupe à un paramètre associé à −X sur S.
(vi) Espace symétrique symplectique. Finalement, la section 1.7 voit l’ap-
parition des espaces symétriques symplectiques tels que définis précédemment.
Nous réalisons que S ' D constitue un espace symétrique symplectique semi-
simple mais qu’il existe une nouvelle structure d’espace symétrique symplec-
tique résoluble sur
(
S, k ωS
)
correspondant à une contraction de courbure de
la boule unité de Cn. L’impact géométrique de ce fait est également abordé.
L’ensemble de ces considérations géométriques jouent un rôle important dans
le second chapitre comprenant l’essentiel de nos recherches en quantification par
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déformation. Tout au long de celui-ci, nous essayons d’exposer une approche relati-
vement semblable à celle de l’article [B+09]. Toutefois, toute la difficulté de cette
généralisation vient de la différence structurelle importante entre le cas n = 1
et n > 1 se traduisant au niveau de l’algèbre de Lie de S par l’apparition de la
coordonnée v ∈ V pour n > 1. Ceci complique considérablement nos calculs
comme le lecteur pourra sans peine s’en rendre lui-même compte dès la section 2.3
mais surtout à partir de la section 2.6.
Expliquons maintenant les principaux points clés de notre démarche. Cette dernière
repose essentiellement sur une approche du point de vue des quantifications par
déformations formelles. En effet, la détermination explicite de tous les star-produits
G-invariants sur D nous mène nécessairement à celle de toutes les quantifications
par déformations invariantes à la fois formelles et non formelles sur D. Nous partons
donc du principe que nous soignerons le point de vue du cadre fonctionnel adéquat
à la définition d’une théorie quantique non formelle a posteriori.
La motivation de notre approche se situe dans les lignes suivantes. Nous remar-
quons que sur l’espace symplectique
(
S, k ωS
)
nous avons deux structures géo-
métriques différentes étant reliées l’une à l’autre par une contraction de courbure.
Comme pour le cas n = 1, sur l’espace contracté, les travaux [BM01] et [Bi08] livre
l’ensemble des quantifications par déformations formelles et non formelles qui sont
invariantes sous un groupe de symétries résoluble contenant S. Une telle quantifica-
tion encodée par un star-produit particulier ∗Sν est décrite explicitement et discutée
du point de vue de la géométrie de l’espace à la section 2.4. Par ailleurs, nous mon-
trons à la section 2.5 que la théorie de classification des star-produits S-invariants
nous livre pour chaque star-produit G-invariant ]ν sur D ' S, l’existence d’un opé-
rateur de convolution formel inversible U commutant avec les translations à gauche
sur S et entrelaçant ]ν et ∗Sν selon la formule U (− ∗ν −) = U (−) ]ν U (−) . Après
plusieurs développements faisant notamment appel à la théorie de Lie sous-jacente
au groupe G, nous arrivons à exploiter cette information afin d’obtenir le premier
théorème fondamental dans notre thèse, à savoir, le théorème 2.5.10. Celui-ci peut
notammer se formuler comme suit.
Théorème A. Dans le contexte susmentionné, le noyau de convolution vν de
l’inverse d’un tel opérateur U satisfait nécessairement une hiérarchie d’équations
aux dérivées partielles pour laquelle chaque équation est théoriquement explicite
et définie à partir d’un élément X ∈ g. De plus, cette construction livre tous les
star-produits G-invariants sur S.
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Toutefois, afin de pouvoir expliciter davantage cette hiérarchie d’équations aux dé-
rivées partielles, un travail préliminaire portant sur les développements relatifs au
star-produit ∗ν en lui-même s’avère nécessaire. Nous décrivons maintenant briève-
ment ce travail mené de la section 2.2 à la section 2.5.
(i) Tout d’abord, nous réalisons à la sous-section 2.2.2 que la carte de Darboux
dont nous avons mentionné l’existence lors de l’étude géométrique de la boule
unité de Cn nous permet de définir un analogue ∗0ν du star-produit de Moyal
sur S ' D.
(ii) Nous montrons ensuite à la sous-section 2.2.3 que tous les star-produits sur
S sont équivalents dans le sens où, pour tout star-produit ∗ν et ∗′ν sur S, il
existe T une série formelle en ν à coefficients dans les opérateurs différentiels
sur S qui soit formellement inversible sur l’ensemble des séries formelles en ν
à coefficients dans les fonctions lisses sur S et telle que T entrelace ∗ν et ∗′ν
par la formule
T (− ∗ν −) = T (−) ∗′ν T (−) .
(iii) Lors de la sous-section 2.4.1, dans l’esprit de l’article [BM01], nous explicitons
un tel opérateur T entrelaçant les star-produits ∗0ν et ∗Sν . Celui-ci est de la
forme d’un changement de variables entrelacé par une transformée de Fourier
partielle en la variable z et son inverse. Nous discutons alors le cadre fonc-
tionnel adéquat à l’obtention d’une forme non formelle de cette quantification
par déformation S-invariante à la sous-section 2.4.2. Ceci nous mène au théo-
rème 2.4.7 explicitant une telle quantification par déformation. Nous montrons
que celle-ci fait intervenir explicitement la géométrie de l’espace symétrique
symplectique résoluble associé à
(
S, k ωS
)
et nous discutons des possibilités
d’extensions de tels résultats du point de vue des documents [We94a], [Bi02],
[B+09] et [Vo11].
(iv) Afin d’expliciter les équations aux dérivées partielles dont il est question plus
haut, nous développons au cours des sections 2.3 et 2.5 des outils théoriques
portant sur la notion d’application moment quantique dans un esprit partielle-
ment basé sur l’article [Xu98] de Xu. Expliquons brièvement cette importante
partie de notre travail. Lors de la section 2.3, nous montrons qu’un star-
produit G-invariant sur S induit nécessairement via une équivalence T avec
∗0ν l’existence d’une application linéaire λν définie sur g à valeurs dans les
séries formelles en ν à coefficients dans C∞ (S) dont le terme d’ordre 0 en ν
correspond avec λS et qui satisfasse
Introduction 25
(1)
1
2ν
[λν (X) ,−]∗0ν = T
−1 ◦X? ◦ T,
(2) λν ([X,Y ]) =
1
2ν
[λν (X) , λν (Y )]∗0ν ,
pour tout X,Y ∈ g, le crochet [−,−]∗0ν désignant le commutateur relati-
vement au star-produit ∗0ν . Dès lors, partant d’une application explicite λ0ν
définie semblablement mais indépendamment de la donnée d’un opérateur
T , nous montrons que la recherche de tous les opérateurs d’équivalence T
satisfaisant la condition (1) livrent une certaine classe C de star-produits G-
invariants sur S. Il est important de souligner que cette application λ0ν peut
être choisie comme correspondant à l’application λS si et seulement si n = 1.
Ici se situe donc une première difficulté du cas n > 1 tant par l’obtention
explicite que par la manipulation de l’application λ0ν dans la suite.
(v) À partir de l’expression du star-produit ∗Sν , l’application de la démarche sus-
mentionnée à l’opérateur U dans la section 2.5 nous permet alors d’obtenir
une hiérarchie d’équations aux dérivées partielles explicite dont les solutions
livrent l’ensemble de tous les entrelacements entre le star-produit ∗Sν et l’en-
semble des éléments de la classe C. Nous montrons également qu’à redéfini-
tion du paramètre de déformation près cette classe de star-produits permet
d’obtenir tous les star-produits G-invariants sur S.
Ces équations étant explicitement obtenues, il suffit de les résoudre pour ob-
tenir une description explicite de l’ensemble de tous les star-produits G-invariants
sur le domaine D ⊂ Cn, ceci étendant alors les résultats de l’article [B+09]. Seule-
ment voilà, dire qu’il suffit de résoudre ces équations c’est une chose, le faire une
autre. Le cas n = 1 nous livrait une équation aux dérivées partielles d’ordre 2
raisonnable, mais dans le cas n > 1, c’est une famille d’équations beaucoup plus
compliquées qui apparaît. Ceci s’explique principalement par deux raisons. D’une
part, l’augmentation de la dimension de la boule unité D mène à l’apparition de
cette variable supplémentaire v ∈ V . D’autre part, l’augmentation de la dimension
du groupe G oblige la résolution d’un nombre plus important d’équations vu que
celles-ci sont définies à partir des éléments de l’algèbres de Lie g. Nous obtenons
donc plus d’équations faisant intervenir plus de variables. Nous donnons à la sous-
section 2.6.1 l’exemple le plus complexe d’une telle équation et analysons celle-ci en
remarquant qu’elle fait intervenir des opérateurs directement issus de la structure
géométrique de l’espace étudié.
26 Introduction
Au-delà du fait que les calculs menant à ces équations ne sont pas triviaux, la
façon de résoudre celles-ci l’est encore moins. Cette résolution est exposée tout au
long de la section 2.6 et nous en décrivons maintenant l’esprit général. À la section
1.5, nous développons une décomposition de g dite en sous-espaces de racine res-
treinte possédant plusieurs propriétés importantes décrites à la proposition 1.4.8.
En particulier, c’est cette décomposition qui permet de définir la décomposition
d’Iwasawa de G mentionné plus haut. Il s’ensuit que l’algèbre de Lie g peut se voir
comme la somme directe de sous-espaces {gα ⊂ g : α ∈ Z} tels que gα = 0 si
|α| > 2 et [gα, gα′ ] ⊂ gα+α′ pour tout α, α′ ∈ Z. Par ailleurs, l’algèbre de Lie
de S correspond exactement à RH ⊕ g1 ⊕ g2 en tant qu’espace vectoriel. Ce sont
précisément ces propriétés issues de la structure du groupe des automorphismes
de la boule unité de Cn qui va guider notre résolution. En effet, par S-invariance
des deux star-produits entrelacés par U , nous vérifions sans peine que les équa-
tions associées à l’algèbre de Lie de S sont triviales. Comme g0⊕g1⊕g2 forme une
sous-algèbre de Lie de g, il est donc naturel d’essayer d’étendre d’abord la propriété
d’invariance via la résolution des équations correspondant à cette sous-algèbre de
Lie. Il se fait que l’ensemble de ces équations mènent exactement à une radialité
en la variable v ∈ V du noyau vν relativement au produit scalaire issu de la res-
triction de la structure riemannienne de S ' D au point de base Id. Cette étape
est fondamentale. Elle réduit le nombre de variables du problème de 2n à 3 ce qui
est un progrès absolument conséquent. Ceci nous permet dès lors de simplifier la
forme des équations associées aux deux derniers sous-espaces de racine restreinte
g−1 et g−2. À un tel point que nous montrons à la sous-section 2.6.4 que la réso-
lution des équations associées à la partie g−1 peut se ramener relativement à un
entrelacement par la transformée de Fourier partielle en z et son inverse en deux
seules équations aux dérivées partielles d’ordre 2 et 3 respectivement. À coups de
changements de variables et de transformées de Fourier, l’équation d’ordre le moins
élevé est alors résolue en toute généralité et sa solution est injectée dans l’équation
d’ordre 3. Ceci nous permet d’en déduire explicitement toutes les solutions aux
équations relatives au sous-espace g−1. Lorsque nous nous attaquons pour finir
à l’immense équation définie via l’unique générateur de g−2, nous réalisons avec
surprise que toutes les solutions obtenues précédemment satisfont à cette dernière
équation. Un peu de réflexion nous permet alors de montrer que ce dernier fait
était prévisible théoriquement à partir de la décomposition de g en sous-espaces de
racine restreinte. Le lecteur pourra trouver cette très jolie preuve à la sous-section
2.6.2. Le théorème 2.6.14 est alors obtenu. Celui peut se formuler comme suit.
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Théorème B. À redéfinition du paramètre de déformation ν près, pour tout star-
produit G-invariant ]ν sur S, il existe un opérateur linéaire inversible U commutant
avec les translations à gauche sur S et entrelaçant ]ν et ∗Sν dont l’inverse est un
opérateur de convolution possédant un noyau de la forme
vν (a, r, z)
=
∫ +∞
−∞
dξ ν2 sign (ξ) e−2a+ iξz
∫ +∞
−∞
dγ
(√
γ2 + 1
)n−3
g
[
− 4 ν2 sign (ξ) e−2a
(
1
γ2 + 1
− cosh2
(
arcsinh (iνξ)
2
))]
exp
[
− arccotan (γ)
ν
+
γ
ν
(
e−2a
γ2 + 1
+ cosh2
(
arcsinh (iνξ)
2
)
r2
)]
où r est la composante radiale de v ∈ V et g ∈ D′ (R) [[ν]] une série formelle en
ν à coefficients dans les distributions sur R arbitraire.
Comme le laissent entrevoir les lignes précédentes, les star-produits G-invariants sur
S seront donc exclusivement associés aux distributions vν (a, r, z) de cette forme
qui définissent un opérateur de convolution inversible. Nous insistons extrêment fort
sur le fait qu’au cours de cette résolution, la géométrie développée dans le premier
chapitre est d’une façon ou d’une autre quasiment tout le temps présente. Elle
nous guide dans notre démarche et intervient régulièrement dans les expressions
explicites de ces équations via l’apparition de la structure riemanienne, symplectique
et complexe du domaine D. La structure du groupe des automorphismes de ce
dernier nous permet en outre d’obtenir des informations d’une beauté analytique
certaine. Elle nous mène à la détermination de solutions à une équation aux dérivées
partielles tout bonnement horrible via la résolution d’autres équations plus simples.
Dans la section 2.7, nous choisissons de nous étendre sur une question naturelle
qui est le lien entre les résultats de l’article [B+09] du cas n = 1 et ceux que nous
avons obtenus. Ainsi, nous introduisons des concepts de limite pour n tendant
vers 1 d’équations aux dérivées partielles et de solutions. Nous montrons que ce
concept est consistant pour retrouver l’unique équation du cas n = 1 à partir de
celle du cas n > 1. L’examen de ces aspects au niveau des solutions s’avère, quant
à lui, moins aisé. Nous montrons qu’il existe un ensemble de solutions Sol− à
l’équation associées au générateur du sous-espace g−2 qui ne satisfont pas toutes
les équations de la hiérarchie du cas n > 1. Une forme particulièrement simple
d’une telle solution est par ailleurs exhibée. Quelques calculs nous amènent alors
à la formulation d’une conjecture affirmant de façon assez surprenante que les
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limites des solutions de Sol− sont les seules à redonner des solutions à l’équation
de l’article [B+09] dans le cas n = 1.
Enfin, toujours dans un esprit de lien avec l’article [B+09], dans la sous-section
2.7.3, nous répondons partiellement à une question adressée dans cet article concer-
nant l’interprétation à donner à une métrique lorentzienne définie de telle façon à
ce que la partie d’ordre 2 de l’opérateur de d’Alembert lui étant associée corres-
ponde exactement à la partie d’ordre 2 de l’opérateur associée à l’équation du cas
n = 1. Nous présentons une preuve du fait que la résolution mystérieuse de cette
équation réalisée dans l’article [B+09] peut en partie se déduire de l’étude de la
géométrie sous-jacente à cette métrique. Les développements de cette sous-section
peuvent se réinterpréter indépendamment de tout contexte asssocié à la quanti-
fication comme une merveilleuse interaction de la géométrie dans le domaine de
l’analyse des équations aux dérivées partielles.
Ceci n’est bien sûr pas la fin de l’histoire. Car si nous avons caractérisé ex-
plicitement l’espace des star-produits G-invariants sur D, il reste la question de
l’étude d’un cadre fonctionnel adéquat à la formulation explicite de l’ensemble des
quantifications par déformations formelles et non formelles qui leur sont associée.
À ce titre, notons l’importance que revêt la démarche explicitée à la section 2.4
afin d’obtenir une quantification par déformation à la fois formelle et non formelle
S-invariante sur S. En effet, dans cette section, nous expliquons avec recul un tra-
vail mené par le passé et conclut à ce jour après plusieurs années de travail. Ceci
permet de mieux nous rendre compte de la place actuelle de notre thèse dans une
démarche parallèle sur un plus long terme, de ce que nous avons accompli et de ce
qu’il nous reste à faire.
Dans la toute dernière section, c’est avec un autre recul philosophique que nous
initions la suite de notre projet. En effet, dans le travail précédemment décrit, nous
avons utilisé le groupe commun de symétries S entre le star-produit ∗Sν et un star-
produit G-invariant recherché afin d’en déduire un opérateur U entrelaçant ces
star-produits tout en conservant leurs symétries communes. En utilisant une philo-
sophie semblable Bieliavsky arriva récemment à exploiter directement les résultats
de l’article [BG14] afin de retrouver une solution à l’équation apparaissant dans le
cas n = 1 sans résoudre explicitement celle-ci. Cette méthode propose l’avantage
d’espérer transporter le cadre fonctionnel développé dans l’article [BG14] pour dé-
finir, dans notre cas, des quantifications par déformations non formelles associées
aux star-produits obtenus. L’idée de la démarche utilisée est notamment expo-
Introduction 29
sée dans la sous-section 2.8.1. Celle-ci repose sur l’idée initiale que la géométrie
affine des espaces est déterminée par les symétries. La transformation du star-
produit ∗Sν en un star-produit G-invariant peut donc être rattachée à l’idée d’une
transformation changeant la symétrie de l’espace. En exploitant le cadre mathéma-
tique du document [BG14], nous nous retrouvons à représenter les symétries des
espaces symétriques symplectiques respectivement semi-simple et résoluble définis
plus haut par des opérateurs unitaires sur des espaces de Hilbert. Ces derniers sont
notamment des espaces de représentations unitaires de groupes de Lie associées
aux structures symétriques sur
(
S, k ωS
)
. Dans ce texte, nous exploitons ces idées
afin de montrer que les restrictions de ces représentations au groupe de symétries
communes S sont équivalentes et nous engageons un transport de symétries via
cette équivalence exhibée explicitement. À ces fins, nous faisons appel à de nou-
veaux outils dans ce travail tels que la théorie des fonctions spéciales, la théorie des
transformations intégrales ou encore le célèbre théorème des résidus. Le résultat
obtenu après de longs calculs est un opérateur involutif unitaire sur un espace de
Hilbert analogue à L2 (Rn) relativement à la mesure de Lebesgue. À travers la
décomposition des fonctions de l’espace L2 (Rn) dans la base des fonctions d’Her-
mite relativement aux n − 1 dernières variables, cet opérateur peut moralement
se voir comme un entrelacement entre − Id? sur les n − 1 dernières variables et
une transformée de Hankel sur la première variable. Dans le cas n = 1, des calculs
apparentés avaient déjà été réalisés par André et Julianne Unterberger dans l’ar-
ticle [UU84]. À travers cet élégant résultat et cette nouvelle vision du problème,
l’opportunité d’un recoupement avec cet article et l’achèvement de notre projet
s’annoncent prometteurs pour la suite.
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Notations & conventions
Comme dans de nombreux travaux, cette thèse n’expose pas les mathématiques
dans leur intégralité. Bien que le matériel avancé indispensable à la compréhension
d’une sous-section soit régulièrement exposé dans celle-ci, il semble néanmoins utile
de reprendre ici quelques notations et conventions de mathématiques générales
utilisées au travers du texte.
Algèbre & mathématiques élémentaires
• vecteur : par défaut, de type colonne.
• jeme composante d’un vecteur v : vj ou (v)j .
• produit scalaire euclidien ou apparenté : (−|−).
• nombre imaginaire unité : i ∈ C.
• partie réelle (resp. partie imaginaire) d’un nombre complexe z : Re (z)
(resp. Im (z)).
• module du nombre complexe z : |z|.
• symbole de Kronecker : δi,j .
• minimum (resp. maximum) de x, y ∈ R : min {x, y} (resp. max {x, y}).
• signe d’un nombre réel x : sign (x) prenant la valeur +1 (resp. −1) si x ≥ 0
(resp. si x < 0).
• factoriel d’un nombre naturel n : n!.
• matrice identité d’ordre n ∈ N : Idn.
• élément d’une matrice X situé à la ieme ligne et jeme colonne : Xij .
• position d’un élément d’une matrice donnée explicitement : couple d’entiers
(ligne, colonne) pointant l’élément.
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• matrice transposée d’une matrice X : Xt.
• matrice conjuguée d’une matrice complexe X : X.
• déterminant d’une matrice X : det (X).
• trace d’une matrice X : Tr (X).
• dimension : dim.
• espace vectoriel réel engendré par les vecteurs {vj}j :
〈
{vj}j
〉
R
.
• groupe des endomorphismes d’un espace vectoriel V : End (V ).
• espace vectoriel dual à un espace vectoriel V : V ?.
• évaluation de ϕ ∈ V ? sur v ∈ V pour V un espace vectoriel : 〈ϕ, v〉 = ϕ (v).
• somme directe (resp. produit tensoriel) de deux espaces vectoriels V et W :
V ⊕W (resp. V ⊗W ).
• composante en V d’un vecteur v ∈ V ⊕W où V et W sont deux espaces
vectoriels : [v ]V .
• somme cyclique sur des indice i1, ..., ip : symbole sommatoire indicé par
	 {i1, ..., ip}.
• nombre d’éléments d’un ensemble fini E : |E|.
• multi-indice : par défaut, vecteur de nombres naturels I = (i1, ..., ip) ∈ Np.
• longueur du multi-indice I = (i1, ..., ip) : |I| = p.
• multi-vecteur : si {vj}j désigne un ensemble de vecteurs dans un espace
vectoriel, ou un système de coordonnées quelconque, vI =
(
vi1 , ..., vip
)
pour
I = (i1, ..., ip) un multi-indice.
Analyse, fonctions spéciales & opérateurs fonctionnels
• ensemble image d’une fonction f : im (f).
• restriction d’une fonction f à un sous-ensemble E de son domaine : f |E .
• mesure de Lebesgue : dL sur Cn ou Rn, ou plus simplement dx sur R = {x}.
• mesure de Liouville sur une variété symplectique (M,ω) de dimension 2n :
dµω issue de la forme volume 1n! ω ∧ ... ∧ ω (n fois).
• espace de Lebesgue Lp sur l’espace mesurable (E, dµ) : Lp (E, dµ),
par défaut, les fonctions sont à valeurs complexes.
• ensemble des fonctions localement Lebesgue-intégrable sur l’espace
mesurable (E, dµ) à valeurs complexes : L1loc (E, dµ).
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• ensemble des fonctions lisses à support compact sur un espace E ' Rn :
D (E).
• ensemble des fonctions de Schwartz sur un espace E ' Rn : S (E).
• ensemble des distributions (resp. distributions tempérées) sur un espace
E ' Rn : D′ (E) (resp. S ′ (E)).
• transformée de Fourier (resp. transformée de Fourier inverse) : F (resp. F−1),
partielle dans notre cas.
• opération de multiplication d’une fonction f par une fonction α : mα (f).
• fonction ou opérateur identité sur un espace E : Id ou IdE .
• logarithme népérien : ln.
• fonctions trigonométriques sinus, cosinus, tangente et cotangente : sin, cos,
tan et cotan respectivement.
• fonctions sinus hyperboliques et cosinus hyperboliques : sinh et cosh
respectivement.
• fonctions trigonométrique ou hyperboliques réciproques : la notation de la
fonction avec le préfixe arc.
• fonctions de Bessel de première espèce : Jα.
• fonctions de Bessel modifiées : Iα et Kα.
• fonctions hypergéométriques confluentes de Kummer : M (α, β,−) et
U (α, β,−).
• fonctions de Legendre associées : P βα et Qβα.
• nième polynôme d’Hermite : Hn.
• nième fonction d’Hermite : ϕn.
Géométrie & topologie différentielle
• variété : par défaut, lisse.
• carte locale sur une variété M : (U,ϕ) avec U ⊂M un ouvert et
ϕ : U → ϕ (U) ⊂ Rdim(M) homéomorphisme sur un ouvert de Rdim(M).
• variété simplement connexe : variété connexe par arcs et de groupe fonda-
mental trivial.
• ensemble des fonctions lisses sur une variété M : C∞ (M), par défaut, à va-
leurs dans R (resp. dans C) dans le premier chapitre (resp. second chapitre).
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• espace tangent à une variété M au point x ∈M : Tx (M).
• fibré tangent associé à une variété M : TM .
• différentielle au point x d’une application lisse f entre deux variétés : f?x.
• push-forward par un difféomorphisme φ entre variétés : φ?.
• pull-back par une application φ entre variétés : φ?.
• ensemble des champs de vecteurs tangents lisses sur une variétéM : Γ (TM).
• base locale des champs de vecteurs sur une variété M étant donné une carte
locale (U,ϕ) de coordonnées locales (xj)j :
{
∂xj =
(
ϕ−1
)
?
(ej)
}
j
où {ej}j
est la base canonique de Rdim(M).
• écriture multi-indice de la composition des dérivations issues d’une base locale
des champs de vecteurs sur une variété : dans le cadre du point précédent,
si I = (i1, ..., ip) désigne un multi-indice, ∂xI = ∂xi1 ◦ ... ◦ ∂xip .
• puissance d’une dérivation issue d’une base locale des champs de vecteurs
sur une variété : dans le cadre du point précédent, si I = (j, ..., j) ∈ Np,
∂pxj = ∂xI .
• ensemble des k-formes différentielles sur une variété M : Ωk (M).
• différentielle extérieure d’une forme différentielle ω sur une variété : dω.
• forme symplectique de Kirillov-Kostant-Souriau sur une orbite coadjointe O :
ωO.
• produit intérieur d’une forme différentielle ω par un champ de vecteurs X :
iX (ω).
• jeme groupe de cohomologie de De Rham d’une variété M :
HjdR (M) = H
j
dR (M,R).
• crochet de Poisson : {−,−}.
• groupe des isométries d’une variété (pseudo-)riemannienne (M, g) :
Iso (M, g).
• groupe des transformations affines d’une variété affine (M,∇) : Aff (M,∇).
• groupe des automorphismes d’une variété M munie d’une structure quel-
conque : Aut (M,−).
• groupe des transvections d’un espace symétrique (M, s) : G (M, s).
• noyau de Bergman d’un domaine borné D : KD.
• métrique de Bergman sur un domaine borné : βB .
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Théorie des groupes & théorie de Lie
• loi de groupe : par défaut, notée multiplicativement.
• neutre d’un groupe : e dans un cadre abstrait, Id dans un sous-groupe de
matrices inversibles.
• translation à gauche (resp. à droite) par un élément g sur un groupe :
Lg (resp. Rg).
• composante connexe au neutre d’un groupe de Lie G : G0.
• algèbre de Lie d’un groupe de Lie : désignée par la (ou les) lettre(s)
gothique(s) qui correspondent à l’appellation du groupe.
• crochet de Lie : [−,−].
• espace engendré par les crochets de Lie d’éléments de deux sous-ensembles
g1 et g2 d’une même algèbre de Lie : [g1, g2] = {[X,Y ] : X ∈ g1, Y ∈ g2}.
• application exponentielle : exp.
• produit direct (resp. produit semi-direct) : × (resp. n).
• centre d’un groupe de Lie G (resp. centre d’une algèbre de Lie g) : Z (g)
(resp. Z (G)).
• forme de Killing d’une algèbre de Lie : βK .
• action adjointe d’un élément g d’un groupe de Lie : Adg.
• action adjointe d’un élément X d’une algèbre de Lie : adX .
• action coadjointe d’un élément g d’un groupe de Lie : Ad[g.
• action d’un groupe de Lie G sur un espace homogène G/H :
υ : G×G/H → G/H : (g, g′H) 7→ (gg′)H.
• stabilisateur d’un point x sous l’action d’un groupe G : Gx.
• points d’un groupe de Lie G fixés par un automorphisme σ de G : Gσ.
• champ de vecteurs fondamental associé à un élément X d’une algèbre de
Lie : X?.
Quantification par déformation
• paramètre de déformation : ν (resp. ~) dans un cadre formel (resp. non
formel), en pratique, ν est un multiple réel du nombre imaginaire unité.
• ensemble des séries formelles en ν à coefficients dans un ensemble E : EJνK.
• star-produit de Moyal : ∗0ν .
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• commutateur relativement à un star-produit ∗ν : [−,−]∗ν .
• ensemble des opérateurs linéaires inversibles définissant une équivalence de
star-produits avec un star-produit ∗ν fixé : Op (∗ν).
• star-produit défini par une équivalence T ∈ Op (∗ν) avec un star-produit ∗ν
donné : T (∗ν) = T
(
T−1 (−) ∗ν T−1 (−)
)
.
• ensemble des dérivations d’un star-produit ∗ν : Der (∗ν).
• ensemble des applications moment quantique relativement à un star-
produit ∗ν : MQ (∗ν).
• produit issu de la quantification par déformation non formelle de Weyl : ∗W~ .
Chapitre 1
Structures géométriques
« Pour bâtir haut, il faut creuser profond ». Ce proverbe mongol résume à lui
seul l’importance et la place du présent chapitre dans notre travail. En effet, si
ce texte devrait en priorité éclairer le cœur de nos recherches, l’étude de l’envi-
ronnement géométrique dans lequel celles-ci se déroulent ne doit pas pour autant
s’en trouver négligé. Et dans notre cas, comme exposé dans notre introduction, la
compréhension de cet environnement s’avèrera aussi cruciale qu’une étude de sol
l’est avant de construire un immeuble afin d’atteindre des objectifs raisonnables en
mathématiques de la quantification.
Dans cette première partie, nous nous attaquons donc aux structures géométriques
sous-jacentes à l’espace que nous allons quantifier, à savoir, la boule unité de
Cn pour un naturel n > 0. Au travers de ce texte, mêlant regards théoriques
généraux et études pratiques spécifiques, nous allons ouvrir successivement des
portes donnant sur cet espace qui révèlerons progressivement à la fois sa richesse
et son importance dans un contexte plus général tant d’un point de vue géométrique
qu’au niveau de la quantification par déformation de certaines variétés.
Les prérequis non basiques indispensables à la compréhension de ce chapitre seront
les éléments standards de théorie de Lie et de géométrie différentielle, notamment
complexe, riemannienne et symplectique, consultables dans toutes les bonnes réfé-
rences comme [He01], [KN96a] et [KN96b].
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1.1 Notes sur les espaces symétriques
Dans cette première section du chapitre, nous proposons au lecteur de revenir
sur la notion d’espace symétrique que nous avons déjà eu l’occasion d’étudier dans
le cadre de notre mémoire de fin d’étude [Ko10]. Nous présenterons ici une vue
très sommaire de quelques faits basiques associés à cette notion dont nous ferons
usage par la suite. Le lecteur pourra notamment trouver les preuves complètes
de ces faits et de nombreux renseignements complémentaires en consultant les
références [Lo69a], [He01], [KN96b] et [Bi95] sur lesquelles est partiellement basé
le document [Ko10].
1.1.1 Définitions de base
Rapellons tout d’abord la définition d’espace symétrique introduite par Ottmar
Loos [Lo69a, ch.2], définition mettant en avant une loi de composition sur une
variété lisse.
Définition 1.1.1. Un espace symétrique est une variété lisse connexe M munie
d’une application lisse
s : M ×M →M : (x, y) 7→ sx (y)
vérifiant, pour tout x, y ∈M , les propriétés suivantes :
(i) l’application sx : M →M est un difféomorphisme involutif ;
(ii) le point x est un point fixe isolé de sx ;
(iii) la conjugaison de sy par sx vérifie l’égalité sx ◦ sy ◦ sx = ssx(y).
Dans ce cadre, les applications s et sx sont respectivement appelées structure
symétrique sur M et symétrie au point x. Nous dénoterons par (M, s) (ou M si
aucune confusion n’est possible) un tel espace symétrique. Si un point de base
o ∈M est fixé, le triple (M, s, o) sera appelé espace symétrique pointé.
Notons qu’une formulation équivalente à cette définition s’obtient en remplaçant
la condition (ii) par
(ii)′ pour tout x ∈M , sx?x = − IdTxM ;
[Ko10, ch.4, lem.4.15]. Comme nous le constaterons, cette définition n’est pas
l’unique moyen d’introduire le concept d’espace symétrique. Parmi de nombreuses
sources, les références [Be00, ch.1] et [Vo11, ch.1] explicitent clairement ce point.
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Soulignons également en guise d’exemple que tout groupe de Lie connexe G
peut-être muni d’une structure symétrique via l’application
s : G×G→ G : (g, g′) 7→ g (g′)−1 g. (1.1)
Toutefois, la réciproque de cette assertion n’est pas vraie. En effet, la n-sphère
euclidienne Sn ⊂ Rn+1 n’est en général pas un groupe de Lie pour un nombre
naturel n arbitraire, mais elle peut être munie de la structure d’espace symétrique
définie au point (x, y) ∈ Sn × Sn par sx (y) := 2 (x|y)x− y où (−|−) dénote le
produit scalaire euclidien sur Rn+1.
Définition 1.1.2. Soient (M, s), (M ′, s′) deux espaces symétriques. Une applica-
tion lisse φ : M →M ′ est appelée
(a) morphisme d’espaces symétriques si φ ◦ sx = s′φ(x) ◦ φ pour tout x ∈M ;
(b) isomorphisme d’espaces symétriques si φ est à la fois un morphisme d’espaces
symétriques et un difféomorphisme entre M et M ′ ;
(c) automorphisme d’espace symétrique si φ est un isomorphisme d’espaces symé-
triques entre (M, s) et (M ′, s′) = (M, s).
Nous noterons Aut (M, s) l’ensemble des automorphismes de (M, s).
1.1.2 Triples symétriques & algèbres de Lie involutives
Nous allons maintenant introduire un concept qui va s’avérer équivalent à celui
d’espace symétrique et qui nous sera particulièrement utile par la suite. Considérons
(M, s, o) un espace symétrique pointé.
Proposition 1.1.3. [Lo69a, ch.2, thm.2.8 & thm.3.1] Le groupe des automor-
phismes d’un espace symétrique (M, s) est groupe de Lie de dimension finie agis-
sant différentiablement et transitivement sur M .
La variété M étant connexe, nous tirons de cette proposition, que la composante
connexe au neutre du groupe de Lie Aut (M, s) est un groupe de Lie agissant diffé-
rentiablement et transitivement sur M ; [He01, ch.2, thm.3.2 & prop.4.3]. Notons
G celui-ci. Dès lors, le stabilisateur du point de base Go := {g ∈ G : g (o) = o}
est un sous-groupe fermé de G et l’espace homogène G/Go est difféomorphe à M
par l’application G/Go → M : gGo 7→ g (o) ; [He01, ch.2, thm.3.2 & prop.4.3].
Définissons
σ : Aut (M, s)→ Aut (M, s) : g 7→ so ◦ g ◦ so. (1.2)
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Il est aisé de vérifier que la restriction de σ à G définit un automorphisme involutif
de G. Celui-ci satisfait les inclusions Go ⊆ Gσ et (Gσ)0 ⊆ Go où Gσ désigne
le sous-groupe fermé de G constitué des éléments de G fixés par σ et (Gσ)0 sa
composante connexe au neutre. En effet, d’une part, si g ∈ Go, alors
σ (g) = so ◦ g ◦ so = so ◦ sg(o) ◦ g
car g ∈ Aut (M, s), et donc g ∈ Gσ étant donné que g (o) = o et s2o = IdM .
D’autre part, si γ : R → (Gσ)0 : t 7→ γ (t) est un sous-groupe à un paramètre de
Gσ, alors, pour tout t ∈ R,
so (γ (t) (o)) = σ (γ (t)) (o) = γ (t) (o) ,
ce qui nous livre γ (t) (o) = o pour tout t ∈ R car o est un point fixe isolé de so.
Ceci motive la définition et la proposition qui suivent.
Définition 1.1.4. Un triple (G,H, σ) est dit symétrique si
(i) G est un groupe de Lie connexe ;
(ii) σ : G→ G est un automorphisme involutif de G ;
(iii) H ⊂ G est un sous-groupe fermé de G satisfaisant
(Gσ)0 ⊆ H ⊆ Gσ := {g ∈ G : σ (g) = g} ⊆ G,
avec (Gσ)0 désignant la composante connexe au neutre de G
σ.
Dans ce cas, le quotient G/H est un espace homogène sur lequel G agit par l’action
G×G/H → G/H : (g, g′H) 7→ gg′H.
Dans la suite, sauf mention explicite, nous supposerons toujours un tel espace
homogène G/H muni de cette action.
Proposition 1.1.5. Soient (M, s, o) un espace symétrique pointé, G la compo-
sante connexe au neutre du groupe des automorphismes cet espace symétrique, Go
le stabilisateur de o sous l’action de G, et σ l’automorphisme de G défini en (1.2).
(a) Le triple (G,Go, σ) est symétrique.
(b) À tout triple symétrique (G,H, σ), nous pouvons associer une structure symé-
trique sur l’espace homogène G/H via l’application
sG/H : G/H ×G/H → G/H : (gH, g′H) 7→ g σ (g−1g′)H. (1.3)
L’action G sur G/H est alors une action par automorphismes de l’espace
symétrique
(
G/H, sG/H
)
.
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(c) L’espace homogène G/Go muni de l’application sG/Go forme un espace symé-
trique isomorphe à (M, s).
Une vérification directe à partir des définitions livre la preuve de cette proposition ;
[Ko10, ch.4, thm.4.25, lem.4.28 & lem.4.29]. Il est important de remarquer que
les considérations précédentes ne décrivent pas une association univoque entre
espaces symétriques pointés et triples symétriques. Toutefois, ce résultat constitue
une porte ouverte vers un résultat plus fort.
Définition 1.1.6. Une algèbre de Lie involutive est définie comme étant un couple
(g, σ) où g est une algèbre de Lie réelle de dimension finie et σ : g → g un
automorphisme involutif. L’algèbre de Lie g admet alors la décomposition en sous-
espaces propres g = g+ ⊕ g− avec g± := {X ∈ g : σ (X) = ±X}. Dans le cas où
[g−, g−] = g+, si l’action adjointe de g+ sur g− est fidèle, alors (g, σ) est appelée
algèbre de Lie involutive de transvections.
Un homomorphisme (resp. isomorphisme) d’algèbres de Lie involutives entre deux
algèbres de Lie involutives (g, σ) et (g′, σ′) est un homomorphisme (resp. isomor-
phisme) d’algèbres de Lie φ : g→ g′ satisfaisant φ◦σ = σ′ ◦φ. Notons que si deux
algèbres de Lie involutives sont isomorphes et si l’une des deux est de transvections,
alors l’autre est également de transvections ; [Ko10, ch.5, lem.5.1.2].
Nous remarquons alors aisément qu’à un triple symétrique (G,H, σ), nous pouvons
associer une algèbre de Lie involutive en considérant g l’algèbre de Lie du groupe G
et σg := σ?e la différentielle de σ au neutre du groupe G. Dans ce cas, en utilisant
les notations de la définition précédente, g+ = h et nous avons les inclusions[
g+, g+
] ⊂ g+, [g−, g−] ⊂ g+, [g+, g−] = g− et AdH (g−) ⊂ g−.
En effet, les trois premières inclusions découlent directement du fait que σg est un
automorphisme de g et la dernière relation suit des égalités
σ (Adh (X)) = Adσ(h) (σ
g (X)) = −Adh (X)
valables pour tout h ∈ H et X ∈ g−.
Si cette version algébrique ne suffit toutefois pas à encoder sans ambiguïté la
structure géométrique d’un espace symétrique à isomorphisme près, son raffinement
en algèbre de Lie involutive de transvections se rapproche bien de cet objectif,
comme nous allons en donner ici une esquisse.
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Commençons tout d’abord par définir un groupe jouant un rôle fondamental dans
l’étude des espaces symétriques.
Définition 1.1.7. Le groupe des transvections d’un espace symétrique (M, s) est
défini comme étant le sous-groupe connexe de Aut (M, s) généré par les composi-
tions d’un nombre pair de symétries sx pour x ∈M . Il est noté G (M, s).
La connexité des espaces symétriques nous permet d’affirmer que le groupe des
transvections d’un espace symétrique (M, s) est le plus petit sous-groupe de Lie de
Aut (M, s) stable sous l’automorphisme (1.2) qui agit différentiablement et transi-
tivement surM ; [Lo69a, ch.2, thm.3.1]. Il coïncide avec la composante connexe au
neutre de Aut (M, s) lorsqu’il est semi-simple ; [Lo69a, ch.4, prop.1.4]. De plus, en
combinant le résultat [Lo69a, ch.2, cor. thm.3.1] avec une généralisation triviale de
la preuve du lemme [Ko10, ch.4, lem.4.38], nous en tirons que le groupe G (M, s)
vérifie la propriété suivante.
Lemme 1.1.8. Soient (M, s, o) un espace symétrique pointé et G un sous-groupe
de Lie du groupe Aut (M, s) qui soit stable sous l’automorphisme σ défini en (1.2).
Notons g l’algèbre de Lie de G et σg := σ?e|g la différentielle de σ au neutre de
G. En utilisant les notations de la définition 1.1.6 relativement à l’algèbre de Lie
involutive (g, σg), définissons l’algèbre de Lie
G :=
[
g−, g−
]⊕ g−.
Alors, le couple (G, σg|G) constitue une algèbre de Lie involutive de transvections
telle que le sous-groupe de Lie connexe de G ⊂ Aut (M, s) d’algèbre de Lie G soit
le groupe des transvections de l’espace symétrique (M, s).
Considérons maintenant (M, s, o) un espace symétrique pointé. Des arguments
semblables à ceux menant à la proposition 1.1.5 nous permettent d’associer à
notre espace symétrique un triple symétrique
(G (M, s) , (G (M, s))o , σ) (1.4)
où (G (M, s))o est le fixateur de o sous l’action de G (M, s) et σ la restric-
tion à G (M, s) de l’automorphisme défini en (1.2) ; [Ko10, ch.4, prop.4.39]. Le
lemme 1.1.8 nous indique que l’algèbre de Lie involutive de transvections associée
à (M, s, o) vient alors de la réalisation infinitésimale de ce triple ; [Lo69a, ch.2,
thm.3.1]. Réciproquement, les trois théorèmes de Lie nous permettent d’intégrer
une algèbre de Lie involutive (de transvections ou non) (g, σg) en un triple symé-
trique (G,Gσ, σ) où G est un groupe de Lie simplement connexe d’algèbre de Lie g
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et σ un automorphisme involutif de G dont les points fixes forment le sous-groupe
Gσ et tel que la différentielle de σ au neutre de G corresponde à σg. Ces quelques
lignes nous laissent donc soupçonner le résultat qui suit ; [Vo11, ch.1, thm.1.4.13],
une preuve explicite de celui-ci apparaissant dans un contexte particulier à la réfé-
rence [Bi95, ch.1, prop.1.23].
Théorème 1.1.9. L’ensemble des classes d’isomorphismes d’espaces symétriques
simplement connexes pointés est en bijection avec l’ensemble des classes d’isomor-
phismes d’algèbres de Lie involutives de transvections.
L’intérêt de ce résultat réside bien entendu dans le fait qu’il fournit, pour chaque
espace symétrique pointé, une version algébrique qui lui est équivalente et univoque
à isomorphisme près, la notion d’algèbres involutives étant plus aisée à manier dans
certains cas, notamment dans un objectif de classification des espaces symétriques ;
[Ko10, ch.5].
1.1.3 Géométrie affine
Au-delà de ces dernières considérations, nous pouvons également nous intéresser
à la géométrie sous-jacente à la structure symétrique d’un espace symétrique.
Au préalable, afin de fixer clairement le vocabulaire utilisé, spécifions que le terme
de variété affine sera ici utilisé pour désigner une variété lisse munie d’une connexion
affine (également appelée dérivée covariante)
∇ : Γ (TM)× Γ (TM)→ Γ (TM) : (X,Y ) 7→ ∇XY.
Un difféomorphisme φ : M → M sera, quant à lui, appelé transformation af-
fine si φ? (∇XY ) = ∇(φ?X) (φ?Y ) pour tout X,Y ∈ Γ (TM). L’ensemble des
transformations affines d’une variété affine sera noté Aff (M,∇).
Partant maintenant d’une variété affine (M,∇), une question légitime peut être
de s’interroger sur la possibilité de définir une structure symétrique sur M à partir
des symétries géodésiques définies localement en coordonnées normales par − Id.
Lorsque, pour tout x ∈ M , il existe un voisinage ouvert Vx ⊂ M de x sur lequel
les symétries géodésiques locales sx : Vx → Vx sont bien définies et préservent
localement la connexion affine ∇, la variété affine est dite localement symétrique.
Dans le cas où, pour tout x ∈M , cette symétrie sx s’étend en une transformation
affine globale de M , nous parlerons de variété affine symétrique.
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Théorème 1.1.10. [KN96b, ch.11, thm.1.1 & 1.2] Soit (M,∇) une variété affine.
(a) La variété M est affine localement symétrique si et seulement si la connexion
∇ est sans torsion et de tenseur de courbure parallèle.
(b) Si la variété M est affine localement symétrique, simplement connexe, et si la
connexion ∇ complète, alors M est une variété affine symétrique.
Citons à titre informatif que cette approche est celle utilisée comme porte d’entrée
à l’introduction des espaces symétriques dans les références [He01, ch.4] et [KN96b,
ch.11]. Nous référons donc à celles-ci pour davantage de précisions sur les preuves
et aspects géométriques utilisés dans la précédente formulation.
Ce dernier résultat n’est pas à sens unique comme nous l’indique le théorème
suivant. Partant cette fois d’un espace symétrique (M, s), il est possible de lui
associer une unique connexion affine pour laquelle les symétries seront des trans-
formations affines.
Théorème 1.1.11. Sur un espace symétrique (M, s), il existe une unique con-
nexion affine ∇ telle que sx ∈ Aff (M,∇) pour tout x ∈ M . Celle-ci admet
l’expression
(∇XY )x =
1
2
[X,Y + sx?Y ]x (1.5)
pour tout X,Y ∈ Γ (TM) et x ∈M .
Le fond de ce théorème est standard ; [Lo69a, ch.2, prop.2.5 & cor.1]. Une vérifi-
cation explicite montre que la forme de la connexion affine mentionnée correspond
bien avec (1.5) ; [Ko10, ch.4, thm.4.17].
Définition 1.1.12. La connexion affine sur un espace symétrique (M, s) définie
au théorème 1.1.11 est appelée connexion de Loos de (M, s).
Comme nous l’indique la proposition suivante, un espace symétrique (M, s) muni
de la connexion affine décrite en (1.5) devient alors une variété affine symétrique,
la symétrie sx n’étant autre que la symétrie géodésique autour du point x, et ce
quel que soit x ∈M .
Proposition 1.1.13. [KN96b, ch.11, thm.3.2] Soit (M, s) un espace symétrique
muni de sa connexion de Loos ∇.
(a) La connexion ∇ est complète, sans torsion et de tenseur de courbure parallèle.
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(b) Si γ : R → M : t 7→ γ (t) est une géodésique maximale sur (M,∇), alors
sγ(t) (γ (t+ s)) = γ (t− s) pour tout s, t ∈ R.
Dans le cadre de la proposition précédente, notons enfin que les géodésiques sur
(M,∇) passant par un point de M sont déterminées par l’action des sous-groupes
à un paramètre du groupe Aut (M, s) sur ce point ; [Ko10, ch.4, lem.4.31], [He01,
ch.4, ex.A.1].
1.2 Espaces hermitiens symétriques
Nous allons maintenant introduire une classe particulière d’espaces symétriques
sur laquelle nous travaillerons par la suite. Il s’agit de variétés complexes possé-
dant à la fois une structure symétrique, riemannienne et symplectique, toutes ces
structures étant compatibles entre elles. Semblablement au travail réalisé dans la
première section de ce chapitre, nous étudierons certains aspects géométriques et
algébriques associés à ces espaces symétriques en nous dirigeant vers des considé-
rations relatives à la classification de ceux-ci. Enfin, nous terminerons cette section
en détaillant un exemple relatif aux considérations théoriques abordées ; un exemple
fondamental dont l’importance se révèlera tout au long de ce chapitre. Au-delà de
quelques rappels terminologiques, nous supposerons le lecteur globalement fami-
lier avec les bases usuelles de géométrie riemannienne et complexe. Le matériel
présenté ici étant relativement standard, nous renvoyons aux références [He01],
[KN96a], [KN96b], [Lo69b] et [CP80] le lecteur souhaitant approfondir les résul-
tats de base et les preuves associées à ceux-ci mentionnés dans cette section.
1.2.1 Bref rappel de géométrie complexe & kählerienne
Afin de fixer les notions et notations avec lesquelles nous travaillerons par la
suite, nous commencerons cette section par un bref rappel de base sur les structures
complexes et presque complexes sur une variété lisse. Nous nous référons à [He01,
ch.8] et [KN96b, ch.9] pour toute consultation relative aux preuves des résultats
abordés.
Définition 1.2.1. Soit M une variété lisse.
(a) Une structure presque complexe sur M est la donnée d’une application
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C∞ (M)-linéaire J : Γ (TM)→ Γ (TM) telle que J2 = − IdΓ(TM).
(b) Une structure complexe surM est la donnée d’une structure presque complexe
J telle que
[JX, JY ] = [X,Y ] + J [JX, Y ] + J [X, JY ]
pour tout X,Y ∈ Γ (TM).
Considérons M une variété complexe de dimension n, c’est-à-dire une variété sur
laquelle il existe atlas A := {(Uα, ϕα)}α∈I tel que :
(i) pour chaque α ∈ I, l’application ϕα soit un homéomorphisme entre l’ouvert
Uα ⊂M et un ouvert de Cn ;
(ii) les fonctions de transition entre les différents systèmes de coordonnées locales
soient holomorphes.
L’atlas A induit alors sur M une structure de variété lisse orientable de dimen-
sion 2n ; [He01, ch.8, § 1 & § 2]. Soit (U,ϕ) ∈ A. Pour tout x ∈ U , notons
ϕ (x) := (z1 (x) , ..., zn (x)) ∈ Cn les coordonnées locales du point x dans la carte
(U,ϕ). Pour tout 1 ≤ j ≤ n et x ∈ U , posons zj (x) = pj (x) + iqj (x) avec
pj (x) , qj (x) ∈ R. Nous pouvons associer à (U,ϕ) la carte locale (U,ψ) relative
à la structure de variété lisse de dimension 2n sur M induite par A et définie
en chaque point x ∈ U par ψ (x) := (p1 (x) , q1 (x) , ..., pn (x) , qn (x)) ∈ R2n.
Définissons alors un endomorphisme Jx de Tx (M) par
Jx
((
∂pj
)
x
)
=
(
∂qj
)
x
et Jx
((
∂qj
)
x
)
= − (∂pj)x . (1.6)
Les conditions de Cauchy-Riemann livrent l’indépendance de la définition de Jx
par rapport au choix d’une autre carte locale (Uα, ϕα) telle que x ∈ Uα ; [He01,
ch.8, lem.1.1]. Dès lors, nous pouvons constater que l’application J : x 7→ Jx
définit ainsi une structure complexe sur M . De façon réciproque, il est possible de
montrer qu’une structure complexe J sur une variété lisse induit sur cette dernière
une structure de variété complexe à laquelle J est associée par (1.6) ; [KN96b,
ch.9, thm.2.5].
Ces considérations nous amèneront donc dans la suite à désigner une variété com-
plexe par un couple (M,J) où M est une variété lisse et J une structure com-
plexe sur M . Une application lisse φ entre deux variétés complexes (M,J) et
(M ′, J ′) sera alors holomorphe si et seulement si φ? ◦ J = J ′ ◦ φ? ; [KN96b,
ch.9, prop.2.3]. Un difféomorphisme biholomorphe entre deux variétés complexes
(M,J) et (M ′, J ′) sera appelé isomorphisme de variétés complexes. Dans le cas
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d’un isomorphisme entre une variété complexe et elle-même, nous parlerons alors
d’automorphisme de la variété complexe.
Définition 1.2.2. Soit (M,J) une variété complexe.
(a) Une structure hermitienne sur M est la donnée d’une métrique riemannienne
g sur M telle que g (X,Y ) = g (JX, JY ) pour tout X,Y ∈ Γ (TM).
(b) Soit g une structure hermitienne sur M . Alors, nous pouvons définir une 2-
forme différentielle non dégénérée ω sur M par
ω (X,Y ) := g (JX, Y ) (1.7)
pour X,Y ∈ Γ (TM). La métrique riemannienne g est alors appelée structure
kählerienne sur M si la 2-forme ω est fermée. Dans ce cas, la variété M est
dite kählerienne.
Dans ce cadre, si ∇ désigne la dérivée covariante de Levi-Civita sur M associée à
la structure hermitienne g, notons que les conditions suivantes sont équivalentes :
(i) g est une structure kählerienne, c’est-à-dire dω = 0 ;
(ii) ∇Xω = 0 pour tout X ∈ Γ (TM) ;
(iii) ∇XJ = 0 pour tout X ∈ Γ (TM) ;
[He01, ch.8, ex.A.1]. Une variété kählerienne est donc une variété lisse possédant à
la fois une structure complexe, riemannienne et symplectique, toutes trois compa-
tibles entre elles. Dans la suite, nous désignerons une telle variété kählerienne par
le triple (M,J, g). L’ensemble de ses isométries biholomorphes sera appelé groupe
des automorphismes de (M,J, g) et noté Aut (M,J, g).
1.2.2 Structure de base des espaces hermitiens symétriques
Semblablement à l’approche exposée dans la sous-section 1.1.3 abordant la
compatibilité d’une structure symétrique et d’une connexion affine sur une variété
lisse connexe, nous pouvons nous interroger sur les propriétés relatives à la combi-
naison des concepts de variété kählerienne et d’espace symétrique.
Définition 1.2.3. Un espace hermitien symétrique est une variété kählerienne
connexe (M,J, g) munie d’une structure symétrique s telle que sx ∈ Aut (M,J, g)
pour tout x ∈M .
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Dans la suite, nous noterons Iso (M, g) l’ensemble des isométries de la variété rie-
mannienne (M, g). Si (M,J, g) désigne un espace hermitien symétrique de struc-
ture symétrique s, rappelons que Iso (M, g) se munit d’une structure de groupe de
Lie agissant différentiablement sur M ; [He01, ch.4, lem.3.2]. Ce groupe contient
toutes les symétries de l’espace symétrique, donc, en particulier, il contient le groupe
des transvections G (M, s). Il s’ensuit la transitivité de l’action de Iso (M, g) sur
M ; [Lo69a, ch.2, thm.3.1]. En outre, Aut (M,J, g) est un sous-groupe fermé de
Iso (M, g) qui contient également toutes les symétries de (M, s) par définition
même d’un espace hermitien symétrique. Dès lors, ces constatations couplées au
résultat [He01, ch.4, thm.2.5] nous permettent de déduire la proposition suivante.
Proposition 1.2.4. Soit (M,J, g) un espace hermitien symétrique.
(a) Le groupe des automorphismes de (M,J, g) est un groupe de Lie de dimen-
sion finie qui agit holomorphiquement, isométriquement et transitivement sur
(M,J, g).
(b) Le fixateur d’un point arbitraire de M sous l’action du groupe Aut (M,J, g)
est compact.
Dans le cadre décrit ci-dessus, si ∇ désigne la dérivée covariante de Levi-Civita
associée à g, il s’ensuit alors des inclusions
Aut (M,J, g) ⊂ Iso (M, g) ⊂ Aff (M,∇) (1.8)
et du théorème 1.1.11 que la connexion de Loos de (M, s) n’est autre que ∇. De
plus, une vérification explicite montre que l’ensemble des automorphismes de (M, s)
correspond à celui des transformations affines de (M,∇) ; [Ko10, ch.4, prop.4.27].
Nous pouvons dès lors tirer de ces assertions l’inclusion
Aut (M,J, g) ⊂ Aut (M, s) . (1.9)
Notons également que si la composante connexe au neutre du groupe Aut (M,J, g)
est semi-simple alors elle correspond à la composante connexe au neutre du groupe
Iso (M, g) et réciproquement ; [He01, ch.8, lem.4.3].
Considérons maintenant un espace hermitien symétrique (M,J, g) de structure
symétrique s muni d’un point de base o ∈ M . Notons G la composante connexe
au neutre du groupe Aut (M,J, g). Nous tirons des résultats 1.2.4 et [He01, ch.2,
thm.3.2 & prop.4.3] que G agit différentiablement et transitivement sur M en
préservant la structure complexe et la structure kählerienne surM . SoientK := Go
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le stabilisateur du point o sous l’action de G et σ : G → G l’automorphisme de
G défini à partir de la conjugaison par la symétrie so. Un raisonnement semblable
à celui nous amenant à la proposition 1.1.5 nous garantit que le triple (G,K, σ)
est symétrique. Soient g l’algèbre de Lie de G et σg l’automorphisme involutif de
g issu de la différentielle de σ au neutre de G. Alors, (g, σg) est une algèbre de Lie
involutive et g admet la décomposition
g = k⊕m
où k est l’algèbre de Lie de K et m := {X ∈ g : σg (X) = −X}. Rappelons que,
dans ce cas, AdK (m) ⊂ m. De plus, le sous-espace vectoriel m est isomorphe à
l’espace tangent To (M) par l’application
m→ To (M) : X 7→ X?o :=
d
dt
∣∣∣∣
t=0
exp (−tX) (o) ; (1.10)
[He01, ch.4, thm.3.3]. Nous pouvons par conséquent définir J0 ∈ End (m) et
g0 ∈ m? ⊗ m? comme étant la lecture de Jo et go respectivement à travers cet
isomorphisme. Nous obtenons alors
(J0X)
?
o := JoX
?
o et g0 (X,Y ) := go (X
?
o , Y
?
o ) (1.11)
pour tout X,Y ∈ m. Comme g est hermitienne, nous avons (J0)? g0 = g0.
Avant de poursuivre notre développement, notons le remarquable résultat suivant.
Proposition 1.2.5. [KN96b, ch.11, thm.9.6] Dans le cadre décrit ci-desssus, si G
est semi-simple, il existe un élément Z0 dans le centre de l’algèbre de Lie k tel que
J0 = adZ0 |m.
En reprenant maintenant les considérations exprimées précédemment, de la G-
invariance de la structure complexe J , nous tirons l’égalité k?o ◦ Jo = Jo ◦ k?o
pour tout k ∈ K. Dès lors, comme k?o (X?o ) = (AdkX)?o pour tout k ∈ K et
X ∈ m, nous en déduisons l’identité
(J0 (AdkX))
?
o = (Adk (J0X))
?
o
pour tout k ∈ K et X ∈ m. L’endomorphisme J0 est donc AdK-invariant. De
façon semblable, comme la structure kählerienne g est invariante sous l’action de
G, nous avons
g0 (X,Y ) = (k
?g)o (X
?
o , Y
?
o ) = go (k?o (X
?
o ) , k?o (Y
?
o )) = g0 (AdkX,Adk Y )
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pour tout k ∈ K et X,Y ∈ m. D’où g0 est également AdK-invariant. Comme le
formule de manière précise la proposition suivante, il se trouve que ces conditions de
AdK-invariance de J0 et g0 sont en réalité suffisantes pour reconstituer entièrement
J et g sur M à partir de Jo et go par G-invariance.
Proposition 1.2.6. [KN96b, ch.11, prop.9.3] Considérons (G,H, σ) un triple sy-
métrique, g et h respectivement les algèbres de Lie des groupes de Lie G et H,
et g = h ⊕ m la décomposition de g en somme directe de sous-espaces avec
m := {X ∈ g : σ?e (X) = −X} ⊂ g. Supposons l’existence :
(i) d’un endomorphisme J0 : m → m qui soit AdH -invariant et qui satisfasse
(J0)
2
= − Idm ;
(ii) d’une application bilinéaire symétrique définie positive β0 ∈ m?⊗m? qui soit
AdH -invariante et satisfasse (J0)
?
β0 = β0.
Alors, l’espace homogène M := G/H se munit d’une structure d’espace hermitien
symétrique pour laquelle les structures complexe et kählerienne sont G-invariantes
et correspondent respectivement avec J0 et β0 au point o := eH ∈ G/H via
(1.11).
Dans le contexte de la proposition précédente, si J et β désignent respectivement
la structures complexe et la structure kählerienne sur M = G/H, l’invariance de
celles-ci sous l’action de G par
υ : G×G/H → G/H : (g, g′H) 7→ υg (g′H) := gg′H
nous indique alors que
JgH = (υg)?o ◦ Jo ◦
(
υg−1
)
?gH
et βgH =
((
υg−1
)
?gH
)?
βo (1.12)
pour tout g ∈ G. Les tenseurs Jo et βo sont définis à partir de J0 et β0 respecti-
vement via (1.11) où
X?o =
d
dt
∣∣∣∣
t=0
υexp(−tX) (eH)
pour tout X ∈ m. Cette dernière expression coïncide, bien entendu, exactement
avec celle définie en (1.10) étant donné que υ correspond à une action de G
par automorphismes de la variété kählerienne (G/H, J, β). Soulignons que c’est
l’invariance de J0 et β0 sous l’action adjointe de H qui garantit que les structures
J et β sont ainsi bien définies en (1.12). Quant à l’égalité (J0)
?
β0 = β0, elle nous
garantit que la structure riemannienne β obtenue sera bien hermitienne. Enfin, la
structure symétrique sur G/H est, quant à elle, donnée par l’involution σ via (1.3)
tout comme dans la proposition 1.1.5.
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1.2.3 Décompositions & classifications
Avant de nous attaquer aux grandes lignes des résultats majeurs associés à la
classification des espaces hermitiens symétriques, attardons-nous quelques instants
sur une parenthèse historique en amont de l’introduction de ces espaces symé-
triques. Entre les concepts d’espace symétrique et d’espace hermitien symétrique,
nous avons naturellement celui d’espace dit riemannien symétrique, c’est-à-dire
une variété riemannienne munie d’une structure symétrique pour laquelle les sy-
métries sont des isométries. La structure des espaces riemanniens symétriques fut
complètement élucidée par le mathématicien Élie Cartan dans les années 1920, en
particulier dans les célèbres articles [Ca26] et [Ca27]. Il put ainsi établir une classifi-
cation complète de ces variétés en ramenant celle-ci à la classification de toutes les
algèbres de Lie réelles simples, problème qu’il avait résolu en 1914 à travers la ré-
férence [Ca14]. Comme pour les espaces symétriques avec le théorème 1.1.9, l’idée
de ce lien réside essentiellement via un encodage algébrique des espaces rieman-
niens symétriques au travers des algèbres de Lie involutives. Considérant un espace
symétrique pointé (M, s, o) qui soit riemannien pour la structure riemannienne g,
nous pouvons lui associer le triple symétrique (G,K, σ) où G est la composante
connexe au neutre du groupe Iso (M, g), K := Go le stabilisateur du point o sous
l’action de G, et σ l’automorphisme de G défini en (1.2) ; [He01, ch.4, thm.3.3].
Dans le cas présent, K étant un sous-groupe compact de G, le sous-groupe formé
par l’image de K sous l’action adjointe de G est compact. Un triple symétrique
possédant cette dernière propriété est dit riemannien et à tout tel triple, il est
possible d’associer un espace riemannien symétrique ; [He01, ch.4, prop.3.4]. Les
algèbres de Lie involutives dites orthogonales constituent la version infinitésimale
des triples symétriques riemanniens et les questions relatives à la classification des
espaces riemanniens symétriques peuvent alors se traduire dans ce cadre algébrique,
d’où l’origine des conclusions de Cartan. Si nous ne détaillerons pas ici davantage
ces considérations, ceci n’étant pas présentement notre objectif, il est important
de souligner que les résultats de cette sous-section dont il est donné au lecteur une
vue sommaire dans le cadre des espaces hermitiens symétriques trouvent en partie
leur source dans les travaux de Cartan sur les espaces riemanniens symétriques.
Avant d’expliciter ces résultats, rappelons quelques faits sur la structure des
algèbres de Lie réelles semi-simples. Ceux-ci sont complètement standards et nous
renvoyons aux références [Kn02, ch.6], [Kn01, ch.1] et [He01, ch.3 & ch.6] pour
davantage d’informations. Si G un groupe de Lie d’algèbre de Lie g semi-simple,
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nous noterons dans la suite la forme de Killing de g par
βK : g× g→ R : (X,Y ) 7→ βK (X,Y ) := Tr (adX adY ) .
Rappelons qu’il s’agit alors d’une forme bilinéaire symétrique non dégénérée (car g
est semi-simple) sur g qui est AdG-invariante.
Définition 1.2.7. Nous appelerons involution de Cartan d’une algèbre de Lie réelle
semi-simple g un automorphisme involutif σ : g → g tel que la forme bilinéaire
symétrique
(X,Y ) ∈ g× g 7→ −βK (X,σ (Y ))
soit définie positive. La décomposition de g en sous-espaces propres relativement à
une involution de Cartan σ est, quant à elle, appelée décomposition de Cartan de
g. Nous noterons celle-ci g = k⊕ p avec
k := {X ∈ g : σ (X) = X} et p := {X ∈ g : σ (X) = −X} .
La forme de Killing de g est alors définie négative (resp. positive) sur k (resp. p) et
les sous-espaces k et p sont orthogonaux relativement à βK .
Notons qu’il existe toujours une telle involution de Cartan sur une algèbre de Lie
réelle semi-simple g et que deux telles involutions de Cartan sont nécessairement
conjuguées entre elles via un automorphisme interne de g ; [Kn02, ch.6, cor.6.18 &
cor.6.19]. De plus, si G est un groupe de Lie connexe dont l’algèbre de Lie g est
semi-simple et qui admet la décomposition de Cartan g = k⊕ p, alors, d’une part,
le sous-groupe connexe de G d’algèbre de Lie k est un sous-groupe fermé de G, et,
d’autre part, ce dernier est un sous-groupe compact maximal de G si et seulement
si le centre de G est fini ; [He01, ch.6, thm.1.1].
Nous somme maintenant capable d’introduire les concepts d’espaces hermitiens
symétriques de type compact et de type non compact.
Définition 1.2.8. Soit (M,J, g) un espace hermitien symétrique de structure sy-
métrique s. Soient G la composante connexe au neutre du groupe Aut (M,J, g),
K := Go le stabilisateur d’un point o ∈ M fixé sous l’action de G, et σ l’au-
tomorphisme de G défini par la conjugaison par la symétrie so. Supposons le
groupe G semi-simple et notons g son algèbre de Lie. Alors, cette dernière se
décompose en somme directe g = k ⊕ m où k est l’algèbre de Lie de K et
m := {X ∈ g : σ?Id (X) = −X}.
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(a) Si g est compacte, alors l’espace hermitien symétrique (M,J, g) est dit de type
compact.
(b) Si g est non compacte et si g = k⊕m est une décomposition de Cartan de g,
alors l’espace hermitien symétrique (M,J, g) est dit de type non compact.
Il est possible de montrer que tout espace hermitien symétrique de type compact
(resp. non compact) est simplement connexe et de courbure sectionnelle est partout
positive (resp. négative) ; [He01, ch.5, thm.3.1 & ch.8, thm.4.6]. En outre, chaque
espace hermitien symétrique simplement connexe (M,J, g) peut s’écrire comme le
produit direct
M = Cn ×M+ ×M− (1.13)
pour un certain naturel n, où M+ et M− sont des espaces hermitiens symétriques
respectivement de type compact et non compact ; [He01, ch.8, prop.4.4].
Définition 1.2.9. Un espace hermitien symétrique simplement connexe sera dit
irréductible s’il ne peut pas s’écrire comme le produit direct de deux espaces her-
mitiens symétriques de dimensions inférieures.
Au vu de la décomposition (1.13) et sachant que M+ et M− s’écrivent comme un
produit direct d’espaces hermitiens symétriques irréductibles, nous constatons que
l’étude des espaces hermitiens symétriques irréductibles de type compact et de type
non compact devient un point crucial en vue d’une compréhension et d’une possible
classification de l’ensemble des espaces hermitiens symétriques. Cette étude peut
notamment se faire via une classification au niveau des algèbres de Lie involutives
orthogonales, semblablement à ce qui est évoqué dans l’introduction à cette sous-
section dans le cas des espaces riemanniens symétriques ; [He01, ch.8, § 5]. Nous
obtenons alors l’important résultat suivant.
Théorème 1.2.10. [He01, ch.8, § 5 & § 6] Les variétés munies d’une structure
d’espace hermitien symétrique irréductible de type compact (resp. non compact)
sont les variétés homogènes du type G/K où :
(i) G est un groupe de Lie compact (resp. non compact) connexe simple de
centre trivial ;
(ii) K est un sous-groupe propre connexe maximal de G (resp. un sous-groupe
compact maximal de G) dont le centre est isomorphe au cercle S1.
Sur une telle variété G/K, toutes les structures riemanniennes G-invariantes coïn-
cident à un facteur constant près.
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L’étude et la classification des espaces riemanniens symétriques, combinées à ce
dernier théorème, nous permettent d’obtenir une liste exhaustive des espaces her-
mitiens symétriques irréductibles. Le lecteur pourra consulter celle-ci à la référence
[He01, ch.10, § 6.3].
1.2.4 Exemple d’espace hermitien symétrique
Il est maintenant temps de nous tourner vers un exemple concret relatif aux
éléments présentés dans cette section. Nous réaliserons par la suite que le choix
de cet exemple particulier n’est pas anodin. La présente étude s’appuiera en partie
sur les références [He01, ch.10] et [Kn01, ch.1] dans lesquelles le lecteur pourra
retrouver certains aspects de base de théorie de Lie non détaillés ci-dessous.
Fixons n ∈ N\ {0} et considérons le groupe
G := SU (1, n) =
{
g ∈ GL (1 + n,C) : det (g) = 1 et g t I1,n g = I1,n
}
où g t est la matrice conjuguée transposée de g et I1,n la matrice définie par
I1,n :=
(
1 0
0 − Idn
)
.
Nous noterons un élément g ∈ G par
g =
(
a bt
c D
)
où a est un nombre complexe, bt la matrice transposée d’un vecteur b ∈ Cn, c
un vecteur dans Cn et D une matrice complexe d’ordre n. Dans ces notations,
l’inverse de g s’écrit
g−1 =
(
a −c t
−b D t
)
et la relation g t I1,n g = I1,n revient à
|a|2 − c tc = 1
ab−D tc = 0
D
t
D − bbt = Idn
. (1.14)
Le groupe G tel que défini est un groupe de Lie connexe et simple de dimension
n (n+ 2). Son algèbre de Lie sera notée g := su (1, n). Elle est constitutée des
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matrices de la forme
X =
(
a0i b
t
0
b0 D0
)
(1.15)
où a0 est un nombre réel, b0 = ((b0)1 , ..., (b0)n) un vecteur de Cn et D0 une
matrice complexe d’ordre n qui soit anti-hermitienne et telle que Tr (D0)+a0i = 0.
Le crochet de Lie sur g est bien entendu défini à partir du commutateur de ces
matrices.
L’automorphisme involutif
σg : g→ g : X 7→ −X t
définit une involution de Cartan de g pour laquelle la décomposition de Cartan
sous-jacente est g = k ⊕ p où k (resp. p) désigne l’ensemble des matrices anti-
hermitiennes (resp. hermitiennes) de g. Un élément X ∈ k (resp. X ∈ p) sous la
forme (1.15) sera par conséquent tel que b0 = 0 (resp. a0 = 0 et D0 = 0). Le
sous-groupe
K := S (U (1)× U (n)) =
{(
a 0
0 D
)
∈ G : a ∈ U (1) et D ∈ U (n)
}
' U (n)
est alors un sous-groupe compact maximal de G d’algèbre de Lie k. Il est connexe
et de dimension n2.
Nous allons maintenant utiliser la proposition 1.2.6 afin de montrer que l’espace
homogèneG/K peut se munir d’une structure d’espace hermitien symétrique. Nous
pouvons constater sans peine que l’application
σ : G→ G : g 7→ (g t)−1 (1.16)
définit un automorphisme de G intégrant l’involution de Cartan σg au niveau du
groupe. Il s’ensuit que le triple (G,K, σ) est symétrique et la proposition 1.1.5
nous garantit que l’application
sG/K : G/K ×G/K → G/K : (gK, g′K) 7→ g σ (g−1g′)K
confère à l’espace homogène G/K une structure d’espace symétrique sur lequel G
agit par automorphismes via l’action
υ : G×G/K → G/K : (g, g′K) 7→ υg (g′K) := gg′K.
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La structure riemannienne sur G/K viendra, quant à elle, de la forme de Killing βK
de g. En effet, vu que βK est AdG-invariante et comme AdK (p) ⊂ p, la restriction
de celle-ci à p livre une forme bilinéaire symétrique définie positive AdK-invariante
β0 : p× p→ (X,Y ) 7→ βK (X,Y ) . (1.17)
Notons que l’invariance de β0 sous l’action adjointe de K se traduit infinitésima-
lement par la relation
β0 ([Z,X] , Y ) + β0 (X, [Z, Y ]) = 0 (1.18)
pour tout Z ∈ k et X,Y ∈ p.
Il nous faut maintenant exhiber un endomorphisme AdK-invariant de p induisant
une structure complexe sur G/K. À ces fins, la proposition 1.2.5 nous indique
qu’une étude du centre de k peut s’avérer particulièrement utile dans le cas présent.
Il est aisé de vérifier que le centre du sous-groupe compact maximal K s’identifie
au groupe unitaire U (1) ' S1 et que son algèbre de Lie coïncide avec le centre de
k, c’est-à-dire
Z (k) = RZ0 où Z0 :=
n
n+ 1
(
−i 0
0 in Idn
)
. (1.19)
Le choix de cet élément de base Z0 ∈ k se justifie de par le fait qu’il est le seul
élément du centre de k, à un signe près, à satisfaire la propriété ad2Z0
∣∣
p
= − Idp.
Plus précisément, pour tout b0 ∈ Cn, nous avons[
Z0,
(
0 b t0
b0 0
)]
=
(
0 − (ib0)t
− ib0 0
)
∈ p. (1.20)
Posons J0 := adZ0 |p. Étant donné que K est connexe et que Z0 ∈ Z (k), nous
en déduisons Adk (Z0) = Z0 pour tout k ∈ K, et donc l’endomorphisme J0 est
AdK-invariant. De plus, nous pouvons tirer de (1.18) les égalités
β0 ([Z0, X] , [Z0, Y ]) = −β0 (X, [Z0, [Z0, Y ]]) = −β0 (X,−Y )
pour tout X,Y ∈ p. Il en découle que J0 est isométrique relativement à β0.
Dès lors, J0 et β0 vérifient bien toutes les hypothèses de la proposition 1.2.6.
Semblablement à (1.12), le transport sous l’action de G des tenseurs obtenus au
point de base IdK ∈ G/K par (1.11) définit alors sur G/K une structure d’espace
hermitien symétrique pour laquelleG est un groupe d’automorphismes. Le théorème
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1.2.10 nous permet de constater que celui-ci constitue en fait un exemple d’espace
hermitien symétrique irréductible de type non compact de dimension 2n. Dans la
suite, nous noterons J et β les structures complexe et kählerienne ainsi obtenues
sur G/K à partir de J0 et β0.
Remarque 1.2.11.
(a) N’importe quel multiple de β0 par un nombre réel strictement positif satisfait
également les hypothèses de la proposition 1.2.6. Le théorème 1.2.10 nous
garantit que l’ensemble de ces formes bilinéaires symétriques induit toutes les
structures riemanniennes G-invariantes sur G/K.
(b) Il est aisé de vérifier pour tout t ∈ R que
Adexp(tZ0) (X) =
X si X ∈ kcos (t)X + sin (t) J0X si X ∈ p .
Dès lors, l’involution de Cartan σg sur g correspond exactement à l’application
Adexp(piZ0). De même, l’automorphisme σ : G→ G n’est autre que la conju-
gaison par l’élément exp (piZ0) du centre de K. Ces derniers faits dépassent
bien entendu le cadre de cet exemple pour s’inscrire dans celui de la théorie
des espaces hermitiens symétriques de type non compact.
(c) Il suit de ce qui précède les égalités
s
G/K
gK (g
′K) = g exp (piZ0) g−1g′K = υ exp(piAdg(Z0)) (g
′K)
pour tout g, g′ ∈ G. D’où la symétrie sG/KgK : G/K → G/K est bien un auto-
morphisme de notre espace hermitien symétrique qui coïncide avec l’action de
l’élément exp (piAdg (Z0)) ∈ G sur G/K. En particulier, la symétrie au point
de base IdK ∈ G/K est un automorphisme de (G/K, J, β) appartenant au
centre de K, comme attendu au regard de la référence [Lo69b, ch.8, thm.1.2].
1.3 Domaines bornés symétriques
Dans cette section du chapitre, à la fois centrale de nom et d’importance, nous
allons progressivement basculer vers une autre réalité. En effet, nous aborderons
au travers des théorèmes 1.3.2 et 1.3.7 un lien fort entre l’ensemble des espaces
hermitiens symétriques de type non compact et celui des ouverts connexes bornés
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de Cn admettant une structure symétrique pour laquelle les symétries sont biho-
lomorphes. Nous approcherons d’abord ce résultat en prolongeant l’exemple de la
section précédente, puis nous introduirons les outils théoriques nécessaires à la com-
préhension du cas général. Dans cet objectif, les références [He01] et [Kr13] nous
serons de première utilité. Enfin, nous reviendrons une nouvelle fois sur l’exemple de
la section précédente afin de poursuivre l’étude de la structure associée à celui-ci.
1.3.1 Introduction via un exemple particulier
Commençons cette section en reprenant l’exemple exposé à la sous-section
1.2.4. Pour rappel, nous travaillions avec l’espace homogène G/K où G désignait
le groupe de Lie SU (1, n) pour n ∈ N\ {0} fixé, et K le sous-groupe compact
maximal S (U (1)× U (n)) ⊂ G. L’étude de cette variété homogène nous avait per-
mis de montrer qu’elle admet une structure d’espace hermitien symétrique de type
non compact. Dans la suite, nous reprendrons exactement les notations utilisées
précédemment dans ce cadre.
Considérons maintenant la boule unité de Cn définie par
D :=
{
z ∈ Cn : z tz < 1} ⊂ Cn.
Clairement, D est un ouvert de Cn et admet donc une structure de variété com-
plexe, notamment via la carte globale (U = D, ϕ = IdD). Notons JD la structure
complexe sur D associée à cette structure de variété complexe par (1.6) et définis-
sons l’application
τ : G× D→ D :
(
g =
(
a bt
c D
)
, z
)
7→ τg (z) := c+Dz
a+ btz
. (1.21)
Fixons
g =
(
a bt
c D
)
∈ G.
L’application τg est une fonction rationnelle en chacune des composantes de z. Elle
est donc holomorphe sur D\ {z ∈ D : a+ btz = 0}. Or, en utilisant les relations
(1.14), nous obtenons(
a+ btz
)t (
a+ btz
)
= |a|2 + abtz + z tba+ z tbbtz
= 1 + c tc+ c tDz + z tD
t
c+ z t
(
D
t
D − Idn
)
z
= 1− z tz + (c+Dz)t (c+Dz) .
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La somme des carrés des modules des composantes de c+Dz ∈ Cn étant toujours
positive et 1− z tz étant strictement positif pour z ∈ D, il s’ensuit que a+ btz ne
s’annule jamais pour z ∈ D. L’application τg est donc bien définie et holomorphe
sur son domaine D. Par ailleurs, nous tirons de ces constatations
1− τg (z) tτg (z) = 1− z
tz
|a+ btz|2 > 0
pour tout z ∈ D. D’où, im (τg) ⊂ D. Il est de plus aisé de vérifier que l’application
τg : D→ D est bijective et admet l’application τg−1 pour inverse. L’élément g ∈ G
étant arbitraire dans notre raisonnement, il s’ensuit que τg−1 est également une
application holomorphe sur D, ceci faisant de τg un automorphisme de la variété
complexe
(
D, JD
)
.
Le lecteur vérifiera sans peine que l’application τ satisfait les égalités τId = IdD
et τg1 ◦ τg2 = τg1g2 pour tout g1, g2 ∈ G. Dès lors, l’expression (1.21) définit une
action de G sur D par automorphismes de
(
D, JD
)
.
Fixons le point o := 0 ∈ D. Quelques calculs élémentaires à partir des relations
(1.14) montrent alors que
{τg (o) : g ∈ G} = D et {g ∈ G : τg (o) = o} = K.
Par conséquent, l’action τ est transitive et l’espace homogène G/K est difféo-
morphe à D par l’application
φ : G/K → D : gK 7→ τg (o) .
Notons que cette dernière est G-équivariante, c’est-à-dire qu’elle entrelace les ac-
tions de G sur G/K et D respectivement. Semblablement à l’expression (1.10),
l’application
X =
(
0 b t0
b0 0
)
∈ p 7−→ X?o =
d
ds
∣∣∣∣
s=0
τexp(−sX) (o) ∈ To (D) (1.22)
=

0 si b0 = 0
− dds
∣∣
s=0
tanh
(
s
√
b0
t
b0
)
√
b0
t
b0
b0 si b0 6= 0
définit alors un isomorphisme entre p et To (D). Comme la structure complexe JD
est invariante sous l’action de G, elle est encodée au sein de la lecture de JDo à
travers cet isomorphisme. Notons JD0 : p→ p l’endomorphisme de p ainsi obtenu.
Pour rappel, comme explicité en (1.11), nous avons alors
(
JD0 X
)?
o
= JDo X
?
o pour
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tout X ∈ p. Un rapide calcul à partir de l’expression (1.22) et une comparaison du
résultat avec (1.20) nous livre alors l’égalité
JD0 = J0 = adZ0 |p
où Z0 ∈ Z (k) est défini en (1.19), J0 étant l’endomorphisme de p encodant la
structure complexe J que nous avions défini sur G/K. Par conséquent, le difféo-
morphisme φ étant G-équivariant, le transport de la structure complexe de G/K
sur D par φ coïncide avec JD, c’est-à-dire
φ? ◦ J ◦ φ−1? = JD.
L’application φ est donc biholomorphe.
La structure symétrique sG/K de G/K peut alors également être transportée par
φ sur D. Ceci définit sur D une structure symétrique
sD : D× D→ D : (x, y) 7→ sDx (y) := φ
(
s
G/K
φ−1(x)
(
φ−1 (y)
))
telle que sDx soit un automorphisme de
(
D, JD
)
pour tout x ∈ D.
Nous venons donc de montrer que notre espace hermitien symétrique de type
non compact G/K pouvait être complètement réalisé, à la fois en tant que variété
complexe et en tant qu’espace symétrique, comme l’ouvert D ⊂ Cn muni de la
structure symétrique sD pour laquelle les symétries sont biholomorphes. Ce fait
n’est en réalité pas isolé et s’étend à tous les espaces hermitiens symétriques de
type non compact.
Définition 1.3.1. Un domaine borné est un ouvert connexe borné de Cn pour
un certain n ∈ N\ {0}. Un domaine borné est dit symétrique s’il est muni d’une
structure symétrique pour laquelle les symétries sont biholomorphes.
Semblablement aux définitions données à la sous-section 1.2.1, un difféomorphisme
biholomorphe d’un domaine borné D dans lui-même sera appelé automorphisme
du domaine borné D. Nous noterons par Aut (D) l’ensemble des automorphismes
d’un domaine borné D.
Théorème 1.3.2. [He01, ch.8, thm.7.1] Tout espace hermitien symétrique de type
non compact est isomorphe, à la fois en tant que variété complexe et en tant
qu’espace symétrique, à un domaine borné symétrique.
Signalons au passage que ce théorème fut initialement établi par Élie Cartan dans
le document [Ca35] par examination au cas par cas en utilisant la classification des
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espaces hermitiens symétriques dont nous avons brièvement discutés à la section
1.2.3. La première preuve a priori de ce résultat fut donnée par Harish-Chandra.
Celle-ci est reproduite par Sigurdur Helgason dans la référence [He01, ch.8, § 7].
1.3.2 Noyau & métrique de Bergman
Nous entrons maintenant dans le vif du sujet de cette section. En particulier,
nous allons compléter le résultat fourni par le théorème 1.3.2 et voir que tout
domaine borné symétrique se munit d’une structure d’espace hermitien symétrique
de type non compact. Afin d’approcher cette conclusion, esquissons tout d’abord
les bases relatives au concept de fonction noyau d’un domaine borné. Celui-ci
fut introduit par Stefan Bergman dans son article [Be22], et ensuite approfondi
dans les documents [Be47] et [Be48] du même auteur. Outre ces références, le
texte de cette sous-section sera notamment basé sur [Kr13, ch.1], [He01, ch.8] et
[Lo69b, ch.8].
Soient n ∈ N\ {0} et D un domaine borné de Cn. Notons dL la mesure de
Lebesgue sur D ⊂ Cn ' R2n et définissons un sous-ensemble de l’espace de
Hilbert des fonctions de carré intégrable sur D par
H (D) :=
{
f : D → C holomorphe :
∫
D
|f (z)|2 dL (z) <∞
}
.
Si nous munissons cet espace de fonctions du produit scalaire hermitien
〈−,−〉H(D) : H (D)×H (D) → C
(f1, f2) 7→ 〈f1, f2〉H(D) :=
∫
D
f1 (z) f2 (z) dL (z) ,
alors celui-ci constitue un espace de Hilbert séparable ; [Kr13, ch.1, lem.1.1.2].
Pour chaque z ∈ D, l’application qui à f ∈ H (D) associe f (z) ∈ C est alors
une fonctionnelle linéaire continue sur H (D) ; [Kr13, ch.1, lem.1.1.3]. D’où, par
le théorème de Fréchet-Riesz, pour chaque z ∈ D, il existe une unique fonction
Kz ∈ H (D) satisfaisant
〈f,Kz〉H(D) = f (z)
pour tout f ∈ H (D) ; [Wi07, ch.5, thm.19.1].
Définition 1.3.3. Dans le cadre ci-dessus, la fonction
KD : D ×D → C : (z, ζ) 7→ KD (z, ζ) := Kz
(
ζ
)
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est appelée noyau de Bergman de D.
Soulignons que le noyau de Bergman de D vérifie donc, par définition même,
l’égalité
f (z) =
∫
D
KD
(
z, ζ
)
f (ζ) dL (ζ)
pour toute fonction f ∈ H (D). Dans son article [Be47] de 1947, Bergman intro-
duisit sa fonction noyau sous une autre approche en utilisant des fonctions ortho-
gonales de H (D). En effet, si {fj}j∈N ⊂ H (D) désigne une base orthonormale
de H (D), la série ∑
j∈N
fj (z) fj (ζ), avec z, ζ ∈ D, (1.23)
converge uniformément vers KD
(
z, ζ
)
sur tout sous-ensemble compact du produit
D×D ; [He01, ch.8, thm.3.3]. L’expression (1.23) ne dépend donc pas de la base
orthonormale deH (D) choisie. De plus, nous remarquons aisément à partir de cette
même expression que KD (z, z) > 0 pour tout z ∈ D ; [Kr13, ch.1, prop.1.1.15].
Le noyau de Bergman est une donnée intrinsèque à chaque domaine borné. Il
posséde d’importantes propriétés faisant de lui un outil de choix dans les études
analytiques et géométriques relatives aux domaines bornés ; [Be47], [Be48], [Kr13].
Toutefois, le calcul explicite du noyau de Bergman d’un domaine borné arbitraire
peut très vite se présenter comme étant une tâche ardue, voire hors de portée.
La référence [Kr13, ch.1] fournira au lecteur quelques méthodes pouvant mener à
l’obtention du noyau de Bergman dans certains cas, et notamment, dans le cas de
la boule unité D ⊂ Cn.
Lemme 1.3.4. [Kr13, ch.1, thm.1.1.24] Soient n un nombre naturel non nul
et D le domaine borné de Cn défini par D :=
{
z ∈ Cn : z tz < 1}. Le noyau de
Bergman de D est donné au point (z, ζ) ∈ D× D par
KD (z, ζ) =
n!
pin
(
1
1− ztζ
)n+1
.
Dans notre cadre d’étude, le noyau de Bergman d’un domaine borné D nous
sera particulièrement utile. En effet, il va nous permettre de définir une struc-
ture kählerienne sur D qui lui est associé. Au préalable, rappelons très brièvement
quelques notations de géométrie complexe que nous utiliserons dans la suite ; [He01,
ch.8, §2]. Soit D un domaine borné de Cn pour un certain n ∈ N\ {0}. Nous dé-
signerons par z un point de D et par (z1 = p1 + iq1, ..., zn = pn + iqn) ∈ Cn les
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composantes de z, avec pj , qj ∈ R pour tout 1 ≤ j ≤ n. Un champ de tenseurs
complexes sur D sera alors considéré comme un élément du complexifié de l’en-
semble des champs de tenseurs (réels) sur D. En particulier, pour 1 ≤ j ≤ n, nous
pouvons définir les champs de vecteurs complexes
∂zj :=
1
2
(
∂pj − i∂qj
)
et ∂zj :=
1
2
(
∂pj + i∂qj
)
ainsi que les 1-formes différentielles complexes
dzj := dpj + idqj et dzj := dpj − idqj .
Ces tenseurs satisfont alors aux relations de dualité dzi
(
∂zj
)
= dzi
(
∂zj
)
= δi,j et
dzi
(
∂zj
)
= dzi
(
∂zj
)
= 0 pour tout 1 ≤ i, j ≤ n. Comme le noyau de Bergman
KD de D satisfait KD (z, z) > 0 pour tout z ∈ D, nous pouvons définir sur D le
champ de tenseurs complexe
n∑
i=1
n∑
j=1
[
∂zi∂zj ln (KD (z, z))
]
dzi ⊗ dzj . (1.24)
La restriction de la partie réelle de celui-ci aux champs de vecteurs sur D définit
alors une structure kählerienne surD que nous noterons βB ; [He01, ch.8, prop.3.4].
Définition 1.3.5. La structure kählerienne βB induite sur un domaine borné D
par la partie réelle du champ de tenseurs complexe (1.24) est appelée métrique de
Bergman sur D.
La métrique de Bergman sur D possède l’importante propriété qui suit.
Proposition 1.3.6. [He01, ch.8, prop.3.5] Soit D un domaine borné muni de sa
métrique de Bergman βB . Alors, nous avons l’inclusion Aut (D) ⊂ Iso (D,βB).
En particulier, l’ensemble des automorphismes de D est un sous-groupe fermé
de Iso
(
D,βB
)
agissant holomorphiquement et isométriquement sur D. Si JD
désigne la structure complexe sur D associée à sa structure d’ouvert de Cn, le
triple
(
D,JD, βB
)
définit bien évidemment une variété kählerienne et nous avons
alors l’égalité
Aut (D) = Aut
(
D,JD, βB
)
.
Notons enfin qu’il suit directement de ces constatations que tout domaine borné
symétrique admet une structure d’espace hermitien symétrique. Cependant, nous
pouvons améliorer ce corollaire comme suit.
64 Chapitre 1 - Structures géométriques
Théorème 1.3.7. [He01, ch.8, thm.7.1] Tout domaine borné symétrique muni de
sa métrique de Bergman est un espace hermitien symétrique de type non compact.
Cet important résultat couplé au théorème (1.3.2) nous permet de caractériser
l’ensemble des espaces hermitiens symétriques de type non compact comme étant,
à isomorphisme près, en correspondance avec l’ensemble des domaines bornés sy-
métriques. Notons qu’une conséquence directe de ce fait est qu’un domaine borné
symétrique est nécessairement simplement connexe.
1.3.3 Structure de la boule unité de Cn
Terminons cette section en revenant quelques instants sur l’exemple de domaine
borné symétrique que nous avons explicité au cours de la sous-section 1.3.1. Pour
rappel, en reprenant les notations des sous-sections 1.2.4 et 1.3.1, pour n ∈ N\ {0}
fixé, si G = SU (1, n) et K = S (U (1)× U (n)) ⊂ G, nous avions constaté que
la boule unité de Cn, notée D, pouvait être munie d’une structure de domaine
borné symétrique réalisant l’espace hermitien symétrique de type non compact
(G/K, J, β) à la fois en tant que variété complexe et en tant qu’espace symétrique.
Nous n’avions alors pas étudié le transfert de la structure kählerienne β de G/K
à D par le difféomorphisme φ : G/K → D : gK 7→ τg (o) où τ est l’action de G
sur D définie en (1.21). Nous sommes maintenant en mesure d’affirmer que cette
structure riemannienne
(
φ−1
)?
β coïncide nécessairement, à un multiple près, avec
la métrique de Bergman βB sur D. En effet, ceci découle simplement du premier
point de la remarque 1.2.11 et du fait que φ?βB définit une structure kählerienne
G-invariante sur (G/K, J) par la proposition 1.3.6. Nous noterons c > 0 le réel
positif satisfaisant
φ?βB = cβ.
Par ailleurs, comme nous l’avons vu précédemment, le calcul du champ de tenseurs
complexe (1.24) suffit afin de déterminer la métrique de Bergman de D. Dans le
cas de la boule unité de Cn, en utilisant les notations de la sous-section précédente,
un calcul élémentaire à partir de l’expression explicite noyau de Bergman KD de D
fournie au lemme 1.3.4 nous permet de montrer que ce champ de tenseurs complexe
correspond à
n∑
i=1
n∑
j=1
[
n+ 1(
1− z tz)2 [(1− z tz) δi,j + zizj]
]
dzi ⊗ dzj .
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De plus, comme nous l’avons vu à la section précédente, la métrique de Bergman
βB étant G-invariante, elle est complètement encodée par le tenseur βB0 ∈ p?⊗p?
obtenu via (1.11) par sa lecture à travers l’isomorphisme p ' To (D) décrit en
(1.22). Rappelons que le point o ∈ D désigne ici l’origine dans Cn. Dans le cas
présent, nous pouvons sans peine calculer ce tenseur βB0 . Soient
X :=
(
0 b t0
b0 0
)
, Y :=
(
0 (b′0)
t
b′0 0
)
∈ p. (1.25)
Pour tout 1 ≤ j ≤ n, nous avons
dzj (X
?
o ) =
n∑
k=1
dzj
[
Re
(−b0) (∂zk + ∂zk) + Im (−b0) (i (∂zk − ∂zk))] = (−b0)j
et de façon semblable dzj (Y ?o ) = (−b′0)j . Par conséquent,
βB0 (X,Y ) = β
B
o (X
?
o , Y
?
o ) = Re
 n∑
j=1
(n+ 1) dzj ⊗ dzj
 (X?o , Y ?o )

= (n+ 1)
n∑
j=1
Re
((−b0)j (−b′0)j) (1.26)
= (n+ 1)
n∑
j=1
[
Re
(
(b0)j
)
Re
(
(b′0)j
)
+ Im
(
(b0)j
)
Im
(
(b′0)j
)]
.
Au vu de l’expression (1.17) et étant donné que φ?βB correspond avec cβ, le
tenseurs βB0 est alors un multiple c > 0 de la forme de Killing β
K de g restreinte
à p× p. Nous laisserons au lecteur le soin de vérifier dans notre cas l’égalité
c =
1
4
.
Ceci peut se faire en calculant βK (X,X) = Tr
(
ad2X
)
dans le cas où X 6= 0 est
choisi de façon à faciliter les calculs, par exemple, avec b t0 := (1, 0, ..., 0) ∈ Cn, et
en comparant le résultat avec βB0 (X,X) qui prendrait alors la valeur n+ 1.
Remarque 1.3.8. Dans le cas n = 1, pour tout z = z1 = p1 + iq1 ∈ D avec
p := p1, q := q1 ∈ R, nous avons les égalités
βBz (∂p, ∂p) = Re
((
2
(1−|z|2)2
)
dz (∂z + ∂z) dz (∂z + ∂z)
)
= 2
(1−|z|2)2
;
βBz (∂p, ∂q) = Re
(
i
(
2
(1−|z|2)2
)
dz (∂z + ∂z) dz (∂z − ∂z)
)
= 0 ;
βBz (∂q, ∂q) = Re
(
i2
(
2
(1−|z|2)2
)
dz (∂z − ∂z) dz (∂z − ∂z)
)
= 2
(1−|z|2)2
.
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D’où, la variété riemannienne
(
D, βB
)
correspond au célèbre disque de Poincaré.
Les expressions du noyau et de la métrique de Bergman sur D nous permettent
maintenant d’envisager la définition d’une forme volume et d’une mesure invariante
sur D pour l’action de G par τ . En effet, pour tout z ∈ D, nous avons
KD (z, z) = c
′
√
det (βBz )
où c′ > 0 est une constante ; [He01, ch.8, prop.3.6]. Dès lors, des arguments
classiques de géométrie riemanniennes nous livrent sur D la forme volume associée
à la métrique de Bergman
1
c′
(
i
2
)n
KD (z, z)
n∧
j=1
(dzj ∧ dzj) ;
[He01, ch.8, prop.2.5]. De là s’ensuit l’introduction d’une mesure sur D.
Proposition 1.3.9. Sur la boule unité D ⊂ Cn, définissons la mesure
dµ (z) := KD (z, z) dL (z) =
(
1
1− z tz
)n+1(
n!
pin
dL (z)
)
, z ∈ D.
(a) [Wi07, ch.2, thm.8.9] La mesure de Lebesgue de D vaut pi
n
n! .
(b) [Ru08, ch.2, thm.2.2.6] La mesure dµ est G-invariante, c’est-à-dire∫
D
f (τg (z)) dµ (z) =
∫
D
f (z) dµ (z)
pour tout f ∈ L1 (D, dµ) et g ∈ G.
Sans entrer dans les détails analytiques de la preuve de ces résultats, précisons que
ces derniers reposent essentiellement sur une application du bien connu théorème
du changement de variable.
Enfin, clôturons cette analyse de la structure de la boule unité de Cn en synthéti-
sant et en perfectionnant les connaissances que nous avons acquises précédemment
au travers de deux lemmes. Les notations utilisées dans les énoncés de ceux-ci sont
celles développées dans cette section et dans la sous-section 1.2.4.
Lemme 1.3.10.
(a) Avec G = SU (1, n) et K ' U (n), le triple (G/K, J, 14β) muni de la
structure symétrique sG/K est un espace hermitien symétrique de type non
compact.
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(b) La variété complexe
(
D, JD
)
(resp. la variété kählerienne
(
D, JD, βB
)
) définie
à partir de la boule unité de Cn et munie de la structure symétrique sD est un
domaine borné symétrique (resp. un espace hermitien symétrique de type non
compact).
(c) L’application φ : G/K → D : gK 7→ τg (o) définit
(i) un isomorphisme d’espaces symétriques entre
(
G/K, sG/K
)
et
(
D, sD
)
;
(ii) un isomorphisme de variétés complexes entre (G/K, J) et
(
D, JD
)
;
(iii) une isométrie entre les variétés riemanniennes
(
G/K, 14β
)
et
(
D, βB
)
;
(iv) un symplectomorphisme entre les variétés symplectiques (G/K,ω) et(
D, ωD
)
, où ω ∈ Ω2 (G/K) et ωD ∈ Ω2 (D) sont respectivement les
structures symplectiques sur G/K et D telles que définies en (1.7) à
partir des structures complexes et kähleriennes.
De plus, elle est G-équivariante relativement aux actions υ et τ du groupe G
sur G/K et D respectivement.
(d) Le groupe des automorphismes de D correspond à SU (1, n) via l’action τ .
À l’exception du point (d), toutes ces assertions découlent plus ou moins directe-
ment des observations pratiques réalisées dans cette sous-section ainsi que dans les
sous-sections 1.2.4 et 1.3.1. Esquissons la preuve du point (d), celles-ci s’inspirant
en partie de la référence [HS71, thm.1].
Démonstration. Considérons
f ∈ Aut (D) et r :=
√(
f (o)
)t
f (o) < 1.
L’action du groupe U (n) sur la sphère unité de Cn étant transitive, il existe k ∈ K
tel que
τk (f (o)) = (−r, 0, ..., 0)t =: o′ ∈ D.
De plus, pour θ ∈ R, si D′ désigne la matrice √1− r2 eiθ Idn−1, nous avons
gθ :=
√
1
1− r2

e−inθ re−inθ 0 · · · 0
reiθ eiθ 0 · · · 0
0 0
...
... D′
0 0

∈ G et τgθ (o′) = o.
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Il s’ensuit donc que τgθ ◦ τk ◦ f est un automorphisme de la boule unité D fixant
l’origine o de Cn. Le célèbre lemme de Schwarz (généralisé au cas à plusieurs
dimensions) nous permet alors d’en tirer que l’automorphisme τgθ ◦ τk ◦ f est
une transformation unitaire de D ; [Ru08, ch.8, § 8.1 & thm.8.1.4]. Dès lors, si
U ∈ U (n) est la représentation matricielle de cet automorphisme unitaire, et si
Θ (θ) ∈ R est tel que det (U) = eiΘ(θ), alors
k′ :=
(
e−iΘ(θ) 0
0 U
)
∈ K et τgθ ◦ τk ◦ f = e−iΘ(θ)τk′
pour tout θ ∈ R. En particulier, comme eiΘ(θ)τgθ = τg
θ+
Θ(θ)
n+1
pour tout θ ∈ R, il
existe θ0 ∈ R tels que
f = τk−1 ◦ τg−1θ0 ◦ τk′ ,
ce qui montre bien la surjectivité de l’application τ : G→ Aut (D) : g 7→ τg. “
Remarque 1.3.11. Dans le cadre du lemme précédent, nous avons les égalités
G = Aut (D) = Aut
(
D, JD, βB
)
= Aut
(
G/K, J,
1
4
β
)
.
De plus, une vérification rapide nous permet d’obtenir k = [p, p]. Du lemme 1.1.8
et de l’inclusion (1.9), il s’ensuit alors les relations
G = G
(
D, sD
)
= G
(
G/K, sG/K
)
.
Mettons également en évidence le résultat annexe suivant relatif au transport sur p
des structures de variétés kähleriennes de G/K et D. À nouveau, celui-ci suit des
observations faites précédemment.
Lemme 1.3.12. La structure complexe J (resp. JD), la structure riemannienne 14β
(resp. βB) et la structure symplectique ω (resp. ωD) sont entièrement déterminées
par invariance sous l’action de G sur G/K (resp. D) à partir de leurs valeurs au
point de base IdK ∈ G/K (resp. o ∈ D). Si nous considérons les isomorphismes
TIdK (G/K) ' p et To (D) ' p
définis par (1.10) respectivement à partir des actions par automorphismes υ et τ
sur les variétés kähleriennes
(
G/K, J, 14β
)
et
(
D, JD, βB
)
, alors :
(i) les entrelacements respectifs de JIdK et JDo par ces isomorphismes corres-
pondent avec
J0 := adZ0 |p
où Z0 ∈ Z (k) est défini en (1.19) ;
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(ii) les entrelacements respectifs de 14βIdK et β
B
o par ces isomorphismes corres-
pondent avec
βB0 =
1
4
βK
∣∣
p×p ∈ p? ⊗ p?
tel qu’explicité en (1.26) ;
(iii) les entrelacements respectifs de ωIdK et ωDo par ces isomorphismes corres-
pondent avec ω0 ∈ p? ⊗ p? défini pour tout X,Y ∈ p par
ω0 (X,Y ) := β
B
0 (J0X,Y ) .
Remarquons que le dernier point est direct à partir des définitions de ω et ωD.
Nous pouvons par ailleurs expliciter davantage le tenseur ω0. Si X,Y ∈ p sont tels
que définis en (1.25) avec X?o , Y ?o ∈ To (D) obtenus explicitement via (1.22), alors
nous déduisons sans peine des expressions (1.20) et (1.26) les égalités
ω0 (X,Y ) = ω
D
o (X
?
o , Y
?
o ) = β
B
o
(
(J0X)
?
o , Y
?
o
)
= βB0 (J0X,Y ) (1.27)
= (n+ 1)
n∑
j=1
[
Im
(
(b0)j
)
Re
(
(b′0)j
)
− Re
(
(b0)j
)
Im
(
(b′0)j
)]
.
1.4 Théorie de Pyatetskii-Shapiro
Nous allons nous éloigner un instant du concept d’espace symétrique présent
depuis le début du chapitre pour consacrer cette section essentiellement théorique
à une introduction à la théorie de Pyatetskii-Shapiro. Il s’agira ici de travailler sur
la structure des groupes d’automorphismes d’un certain type de domaines bornés
d’un point de vue principalement algébrique. Nous aborderons ce sujet sur deux
axes. Dans un premier temps, nous mentionnerons les grandes lignes de l’approche
de Pyatetskii-Shapiro et de ses collaborateurs, celle-ci étant basée sur les références
[Py69] et [G+67]. Dans un second temps, nous recouperons ces aspects avec le
théorème de décomposition d’Iwasawa.
1.4.1 Domaines bornés homogènes
Lors de la section précédente, nous avons appris que le groupe des automor-
phismes d’un domaine bornéD était un sous-groupe fermé du groupe des isométries
de D relativement à sa métrique de Bergman. Dans le cas où D est un domaine
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borné symétrique, la proposition 1.2.4 nous indique alors que l’action du groupe
Aut (D) sur D est transitive. Ceci nous inspire la définition suivante.
Définition 1.4.1. Un domaine borné D est dit homogène lorsque le groupe des
automorphismes de D agit transitivement sur D.
Bien entendu, nous en concluons directement que tout domaine borné symétrique
est un domaine borné homogène. Si une preuve directe de ce fait fut donnée par
Henri Cartan, c’est Élie Cartan qui remarqua que la métrique de Bergman du do-
maine borné pouvait être utilisée afin d’arriver à de telles conclusions ; [Ca35, ch.2,
§ 1]. Dans l’article [Ca35], Élie Cartan adressa également la question de savoir si
tout domaine borné homogène était symétrique. Sans pouvoir y répondre en toute
généralité, il montra que c’était bien le cas dans C2 et C3. Toutefois, la ques-
tion resta ouverte pendant de nombreuses années jusqu’à ce que les travaux de
Pyatetskii-Shapiro sur les groupes d’automorphismes et la structure des domaines
bornés homogènes y répondent par la négative de façon explicite dans C4 et C5 ;
[Py59], [Py69]. Dans cette section, si nous n’entrerons malheureusement pas dans
les détails relatifs à cette construction, nous allons néanmoins aborder brièvement
certains résultats importants obtenus par Pyatetskii-Shapiro et ses collaborateurs.
Pour ce faire, nous nous référerons à l’article [G+67] ainsi qu’à l’ouvrage [Py69].
Ce dernier n’étant pas toujours exempt de toute difficulté de compréhension (ceci
étant probablement dû à la traduction du russe à l’anglais), mentionnons égale-
ment la présence des références [B+14, ch.2] et [Sp14] dans lesquelles les auteurs
reprennent et utilisent certaines notions explicitées dans [Py69].
Dans un objectif d’étude des domaines bornés homogènes, Pyatetskii-Shapiro
accorda une grande place dans son travail à une formulation infinitésimale de ces
objets. À ces fins, il développa la théorie d’objets algèbriques appelés j-algèbres,
chacune de ces j-algèbre consistant d’une certaine façon en la donnée d’une algèbre
de Lie réelle munie de structures additionnelles. La définition de ces objets fut
choisie de telle manière que :
(i) l’algèbre de Lie d’un groupe de Lie agissant transitivement par automor-
phismes sur un domaine borné homogène admette une structure de j-algèbre ;
(ii) étant donnée une algèbre de Lie g munie d’une structure de j-algèbre, il
existe un domaine borné D et un groupe de Lie agissant transitivement par
automorphismes sur D et dont l’algèbre de Lie est g.
Notons toutefois que la correspondance entre la donnée d’un domaine borné ho-
§ 1.4 - Théorie de Pyatetskii-Shapiro 71
mogène et celle d’une j-algèbre n’est pas univoque. Ceci motive l’intérêt de l’in-
troduction d’une classe particulière de j-algèbres sur laquelle nous nous étendrons
davantage. En effet, Pyatetskii-Shapiro et ses collaborateurs, Gindikin et Vinberg,
montrèrent, pour chaque domaine borné homogène D, l’existence d’un groupe de
Lie connexe, résoluble, factorisable sur le corps des réels, agissant simplement et
transitivement sur D par automorphismes ; [Py69, app.], [G+67, ch.1, prop.7 &
ch.2, prop.3]. La j-algèbre associée à D définie à partir de l’algèbre de Lie d’un
tel groupe est alors dite normale. Elle encode la donnée du domaine borné D à
isomorphisme près ; [G+67, ch.2, § 4], [Py69, ch.2].
Nous allons maintenant définir et étudier plus précisément la notion de j-algèbre
normale dont nous commençons tout doucement à percevoir l’importance dans
l’étude des domaines bornés homogènes.
Définition 1.4.2. Une j-algèbre normale est un triple (g, j, α) composé :
(i) d’une algèbre de Lie réelle résoluble g telle que, pour tout X ∈ g, l’opérateur
linéaire adX : g→ g ne possède que des valeurs propres réelles ;
(ii) d’un endomorphisme j : g→ g satisfaisant
j2 = − Idg et [jX, jY ] = [X,Y ] + j [jX, Y ] + j [X, jY ]
pour tout X,Y ∈ g ;
(iii) d’une forme linéaire [α : g→ R] ∈ g? telle que
α ([jX,X]) > 0 et α ([jY, jZ]) = α ([Y, Z])
pour tout X ∈ g\ {0} et Y,Z ∈ g.
Si h est une sous-algèbre de Lie (resp. un idéal) de g stable sous j, alors le triple
(h, j|h, α|h) est également une j-algèbre normale appelée j-sous-algèbre (resp. j-
idéal) de (g, j, α).
Dans le cadre de cette définition et semblablement à l’exposé réalisé lors de la
sous-section 1.2.2, si G est un groupe de Lie connexe résoluble d’algèbre de Lie g
agissant simplement et transitivement par automorphismes sur un domaine borné
homogène D, alors l’endomorphisme j provient de la structure complexe sur D et
le cobord de Chevalley-Eilenberg de la forme linéaire α est, quant à lui, associé à la
forme symplectique définie en (1.7) à partir de la structure de variété kählerienne
de D ; [G+67, ch.2]. La première condition correspond pour sa part à la traduction
infinitésimale du fait que G soit résoluble et factorisable sur R. Elle induit en outre
l’existence d’un idéal unidimensionnel de g ; [Py69, ch.2, § 3], [Sp14, ch.2, lem.8].
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Définition 1.4.3. Une j-algèbre normale (g, j, α) est dite élémentaire s’il existe :
(i) un élément E ∈ g tel que z := RE soit un idéal unidimensionnel de g ;
(ii) un sous-espace vectoriel réel V ⊂ g de dimension 2d ∈ N qui soit muni d’une
forme symplectique Ω ∈ V ? ⊗ V ? ;
tels que l’algèbre de Lie g soit de la forme
g = jzn (V ⊕ z) ,
avec pour structure d’algèbre de Lie
[v,E] = 0, [v, v′] = Ω (v, v′)E et [jE, v + zE] = v + 2zE
pour tout v, v′ ∈ V et z ∈ R.
Comme nous l’indique le lemme suivant, les j-algèbres normales élémentaires jouent
un rôle prépondérant dans l’étude de la structure des j-algèbres normales ; [G+67,
ch.3, § 2], [Py69, ch.2, § 3].
Lemme 1.4.4. [Py69, ch.2, lem.1] Soit (g, j, α) une j-algèbre normale. Alors, il
existe z un idéal unidimensionnel de g et V un sous-espace vectoriel réel de g tels
que le sous-espace vectoriel
s := jz⊕ V ⊕ z ⊂ g
admette une structure de j-idéal de (g, j, α) faisant de (s, j|s, α|s) une j-algèbre
normale élémentaire. De plus, l’algèbre de Lie g admet alors la décomposition
g = g′ n s
où (g′, j|g′ , α|g′) est une j-sous-algèbre de (g, j, α) telle que
[g′, z] = 0, [g′, jz] = 0 et [g′, V ] ⊂ V. (1.28)
Remarque 1.4.5. Dans le cadre de ce lemme, si nous utilisons les notations de
la définition 1.4.3 pour décrire la structure de la j-algèbre normale élémentaire s,
pour tout X ∈ g′ et v, v′ ∈ V , nous avons alors
0 = [X, Ω (v, v′)E] = [X, [v, v′]]
= [[X, v] , v′] + [v, [X, v′]]
= [Ω ([X, v] , v′) + Ω (v, [X, v′])]E.
Par conséquent, pour tout X ∈ g′, nous avons la relation adX ∈ sp (V,Ω).
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Une application récursive de cet important lemme nous indique que pour toute
j-algèbre normale (g, j, α), l’algèbre de Lie g admet une décomposition de la forme
g = (... (sN n sN−1)n ...n s2)n s1 (1.29)
pour un certain naturel N , celle-ci étant telle que (si, j|si , α|si) soit une j-algèbre
normale élémentaire pour tout 1 ≤ i ≤ N . De plus, dans ces notations, pour tout
i1, i2 ∈ {1, ..., N}, il suit des relations (1.28) l’inclusion
[si1 , si2 ] ⊂ smin{i1,i2}.
Ces considérations nous amènent à voir toute j-algèbre normale comme étant,
d’une certaine façon, une construction dont les briques sont des j-algèbres normales
élémentaires et le ciment une succession de produits semi-directs. Nous pouvons
également intégrer ce fait au niveau des groupes de Lie correspondant.
Définition 1.4.6. Un j-groupe normal (resp. j-groupe normal élémentaire) est un
groupe de Lie simplement connexe dont l’algèbre de Lie admet une structure de
j-algèbre normale (resp. j-algèbre normale élémentaire).
Il suit dès lors de ces définitions et du lemme 1.4.4 que tout j-groupe normal
peut se décomposer en un produit semi-direct d’un j-groupe normal et d’un j-
groupe normal élémentaire. Par conséquent, semblablement à l’expression (1.29),
tout j-groupe normal s’obtient comme une succession de produits semi-directs de
j-groupes normaux élémentaires.
1.4.2 Décompositions d’Iwasawa
La sous-section précédente nous a permis de réaliser l’importance des j-groupes
normaux élémentaires dans l’étude des domaines bornés homogènes. Il est donc
légitime de s’interroger sur la détermination et l’étude de tels groupes de Lie. Afin
d’avancer dans cette direction, commençons par rappeler brièvement quelques faits
théoriques de base sur les algèbres de Lie réelles semi-simples. Le lecteur souhaitant
consulter les preuves des résultats présentés ci-dessous pourra notamment se référer
aux ouvrages [He01, ch.6, § 3], [Kn02, ch.6, § 4 & § 5] et [Kn01, ch.5, § 2].
Fixons G un groupe de Lie connexe semi-simple dont l’algèbre de Lie est g.
Considérons σ : g → g une involution de Cartan de g ainsi que g = k ⊕ p la
décomposition de Cartan lui étant associée avec k := {X ∈ g : σ (X) = X} et
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p := {X ∈ g : σ (X) = −X}. Dans ce cas, pour tout X ∈ p, l’opérateur linéaire
adX : g → g est symétrique relativement à la forme bilinéaire symétrique définie
positive qui à (X,Y ) ∈ g × g associe −βK (X,σ (Y )), où βK désigne forme de
Killing de g ; [He01, ch.6, lem.1.2]. Notons K le sous-groupe connexe fermé de
G d’algèbre de Lie k et fixons a une sous-algèbre de Lie abélienne de g contenue
dans p et maximale pour cette propriété. Remarquons que deux telles sous-algèbres
de Lie abéliennes maximales contenues dans p sont nécessairement l’image l’une
de l’autre par l’action adjointe d’un élément de K ; [Kn02, ch.6, thm.6.51]. Par
ailleurs, l’ensemble des opérateurs linéaires adH : g → g pour H ∈ a commu-
tant entre eux, ils sont donc simultanément diagonalisables sur R. Ceci amène à
considérer la définition suivante.
Définition 1.4.7. Dans le contexte décrit ci-dessus, pour chaque forme linéaire
[λ : a→ R] ∈ a?, définissons
gλ := {X ∈ g : [H,X] = λ (H)X pour tout H ∈ a} ⊂ g.
Une forme linéaire λ ∈ a?\ {0} est alors appelée racine de g restreinte relativement
à a si le sous-espace vectoriel gλ est non trivial. Dans ce cas, gλ est appelé sous-
espace de racine restreinte.
Notons Σ ⊂ a? l’ensemble des racines de g restreintes relativement à a.
Proposition 1.4.8. [He01, ch.6, § 3] Dans le cadre mentionné précédemment,
l’algèbre de Lie g admet la décomposition
g = g0 ⊕
(⊕
λ∈Σ
gλ
)
. (1.30)
De plus, les propriétés suivantes sont satisfaites :
(a) pour tout λ, µ ∈ a?, nous avons l’inclusion [gλ, gµ] ⊂ gλ+µ ;
(b) pour tout λ ∈ a?, le sous-espace g−λ correspond avec σ (gλ) ;
(c) pour tout λ, µ ∈ a? tels que −λ 6= µ, les sous-espaces gλ et gµ sont orthogo-
naux relativement à la forme de Killing de g ;
(d) le sous-espace g0 est une sous-algèbre de Lie de g admettant une décomposition
en somme directe de deux sous-algèbres de Lie
a = g0 ∩ p et m := g0 ∩ k,
celles-ci étant en outre orthogonales relativement à la forme de Killing de g.
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La décomposition (1.30) est appelée décomposition de g en sous-espaces de racine
restreinte. Notons que la proposition précédente nous indique que [gλ, gµ] = 0 pour
tout λ, µ ∈ Σ tels que λ + µ /∈ Σ. De plus, pour λ ∈ a?, nous avons λ ∈ Σ si et
seulement si −λ ∈ Σ.
Fixons
{
ϕ1, ..., ϕdim(a)
}
une base de l’espace vectoriel a?. Soient
λ :=
dim(a)∑
k=1
λk ϕk ∈ Σ
avec λk ∈ R pour tout 1 ≤ k ≤ dim (a). Nous dirons que la racine restreinte λ
est positive s’il existe k0 ∈ {1, ...,dim (a)} tel que λk0 > 0 et λk = 0 pour tout
k < k0. Dans ce cas, nous noterons λ > 0. Pour chaque racine restreinte λ ∈ Σ,
nous avons alors λ > 0 ou −λ > 0. Posons
Σ+ := {λ ∈ Σ : λ > 0} et n :=
⊕
λ∈Σ+
gλ.
Remarquons que pour tout λ, µ ∈ Σ+, si λ + µ ∈ Σ alors λ + µ ∈ Σ+. Dès lors,
la proposition 1.4.8 (a) nous indique que n est une sous-algèbre de Lie de g qui
est nilpotente. Notons que le choix de n résulte du choix de la notion de positivité
sur l’ensemble des racines restreintes. Il est alors possible d’en déduire que deux
sous-algèbres de Lie nilpotentes définies de façon semblable sont l’image l’une de
l’autre par l’action adjointe d’un élément du sous-groupe de Lie connexe de K
d’algèbre de Lie m ; [Kn02, ch.6, cor.6.55 & lem.6.56].
Enfin, par définition même des sous-espaces de racine restreinte et des sous-algèbres
de Lie a et n, nous pouvons remarquer que a ⊕ n forme une sous-algèbre de Lie
de g satisfaisant [a⊕ n, a⊕ n] = n. L’algèbre de Lie n étant nilpotente, il s’ensuit
que a⊕ n est une sous-algèbre de Lie de g qui est résoluble et telle que, pour tout
X ∈ a ⊕ n, l’opérateur linéaire adX : a ⊕ n → a ⊕ n ne possède que des valeurs
propres réelles.
De ces considérations, nous en arrivons maintenant à l’énoncé du très célèbre
théorème d’Iwasawa.
Théorème 1.4.9. [Kn02, ch.6, prop.6.43 & thm.6.46] Dans le contexte exposé
dans cette sous-section, l’algèbre de Lie g admet, en tant qu’espace vectoriel réel,
la décomposition
g = a⊕ n⊕ k.
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Soient A et N les sous-groupes de Lie connexes de G dont les algèbres de Lie
respectives sont a et n. Alors, A, N et AN sont des sous-groupes de Lie de G
simplement connexes respectivement abélien, nilpotent et résoluble. De plus, les
applications
A×N → AN : (a, n) 7→ an et AN ×K → G : (an, k) 7→ ank
sont des difféomorphismes globaux entre variétés lisses.
Rappelons que les sous-algèbres de Lie a, n et k sont définies à conjugaison par un
automorphisme interne de g près. Les sous-groupes A, N et K sont donc uniques
à automorphisme de G près. En outre, le groupe de Lie AN est factorisable sur R.
Définition 1.4.10. Dans le cadre du théorème précédent, les décompositions
g = a⊕ n⊕ k et G = ANK ' A×N ×K
sont respectivement appelées décomposition d’Iwasawa de g et décomposition
d’Iwasawa de G. Le sous-groupe de Lie AN ⊂ G défini dans ce cadre est, quant à
lui, appelé groupe d’Iwasawa de G.
Remarque 1.4.11. La décomposition d’Iwasawa de G induit un difféomorphisme
entre le groupe d’Iwasawa de G et l’espace homogène G/K. Celui-ci est donné par
Π : AN → G/K : an 7→ anK.
En tant qu’espace vectoriel réel, l’algèbre de Lie de AN s’identifie donc à la fois
à a ⊕ n et à l’espace tangent TeK (G/K). Notons que ce dernier est également
isomorphe à p.
Nous somme maintenant à même de motiver l’introduction de ces notions. En
effet, dans le contexte précédemment décrit, supposons que l’espace homogène
G/K soit muni d’une structure de domaine borné homogène pour laquelle l’action
de G sur G/K se fait par automorphismes. Il suit alors de la remarque précédente
que le groupe d’Iwasawa de G est un groupe de Lie simplement connexe, résoluble,
factorisable sur le corps des réels, agissant simplement et transitivement par au-
tomorphismes sur G/K. Les résultats de Gindikin, Pyatetskii-Shapiro et Vinberg
exposés dans la sous-section précédente nous indiquent qu’il s’agit alors d’un j-
groupe normal qui est associé de façon unique, à isomorphisme près, au domaine
borné homogène G/K. En particulier, au vu de la définition 1.2.8, l’usage de la
proposition 1.3.6 et du théorème 1.3.7 nous donne le lemme suivant.
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Lemme 1.4.12. Le groupe d’Iwasawa du plus grand groupe connexe d’automor-
phismes d’un domaine borné symétrique D est un j-groupe normal. En tant que
variété lisse, ce groupe de Lie est difféomorphe à D.
Ceci motive l’intérêt d’un examen de la structure du groupe d’Iwasawa d’un tel
groupe de Lie dans l’objectif de l’étude de la structure des j-groupes normaux.
1.5 Structure des j-groupes normaux
Comme nous venons de le constater dans notre introduction à la théorie de
Pyatetskii-Shapiro, la compréhension de la structure des j-groupes normaux élé-
mentaires s’avère cruciale dans un objectif d’étude des j-groupes normaux. Nous
proposons au lecteur de nous pencher maintenant sur ce sujet. Dans ce but, nous
allons travailler à la réalisation du programme présenté théoriquement à la section
précédente dans le cas du groupe de Lie G := SU (1, n) pour n ∈ N\ {0} fixé.
En effet, par le lemme 1.3.10, nous savons que ce groupe de Lie simple connexe
correspond au groupe des automorphismes du domaine borné symétrique que
constitue la boule unité D de Cn. Il suit alors du lemme 1.4.12 que D est
difféomorphe au groupe d’Iwasawa de G, ce dernier se munissant d’une struc-
ture de j-groupe normal. Tout l’enjeu de cette section consistera donc à étudier
explicitement la structure de celui-ci et à constater qu’il s’agit précisément d’un
j-groupe normal élémentaire.
1.5.1 Décomposition d’Iwasawa de l’algèbre de Lie su (1, n)
Commençons par étudier la structure de l’algèbre de Lie de G, notamment en
calculant sa décomposition d’Iwasawa. Nous utiliserons ici les notations des sous-
sections 1.2.4 et 1.4.2. Pour rappel, l’algèbre de Lie de G est notée g := su (1, n)
et est constituée des matrices de la forme (1.15), c’est-à-dire
X =
(
a0i b
t
0
b0 D0
)
où a0 est un nombre réel, b0 un vecteur de Cn et D0 une matrice complexe d’ordre
n qui soit anti-hermitienne et telle que Tr (D0) + a0i = 0. Si k (resp. p) désigne
l’ensemble des matrices anti-hermitiennes (resp. hermitiennes) de g, nous avons vu
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que la décomposition g = k ⊕ p était une décomposition de Cartan de g et que
K := S (U (1)× U (n)) ⊂ G était un sous-groupe compact maximal de G d’al-
gèbre de Lie k. Nous remarquons aisément qu’une sous-algèbre de Lie abélienne de
g contenue dans p et maximale pour cette propriété est nécessairement unidimen-
sionnelle. Choisissons a comme étant la sous-algèbre de Lie générée sur le corps
des réels par l’élément H ∈ p obtenu sous la forme (1.15) en prenant a0 = 0,
b t0 := (1, 0, ..., 0) ∈ Cn et D0 = 0. Dans ce cas, toute forme linéaire λ ∈ a? est
complètement déterminée par la valeur λˆ := λ (H) ∈ R et nous en déduisons
gλˆ := gλ =
{
X ∈ g : [H,X] = λˆX
}
pour tout λ ∈ a?. De plus, pour tout X ∈ g écrit sous la forme (1.15) avec
D0 =
(
(D0)ij
)
1≤i,j≤n
, nous avons
[H,X] =

−2i Im ((b0)1) D11 − a0i D12 . . . D1n
a0i−D11 2i Im ((b0)1) (b0)2 . . . (b0)n
D12
(−b0)2 0 . . . 0
...
...
...
. . .
...
D1n
(−b0)n 0 . . . 0

.
Nous pouvons retirer de ceci la décomposition de g en sous-espaces de ra-
cine restreinte. En particulier, nous constatons que l’ensemble des racines de g
restreintes relativement à a est donné par
Σ =
{
λ ∈ a? : λˆ ∈ {−2,−1, 1, 2}
}
.
Afin de faciliter la formulation et l’usage explicite des sous-espaces de racine res-
treinte dans la suite, introduisons naïvement une base {ej}1≤j≤n(n+2) de g de la
façon suivante :
• ej :=

0
. . . (j, j) 0
0 ↓
i
−i
0
0
. . .
0

pour 1 ≤ j ≤ n ;
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• en+k :=

0 . . . 0 1 0 . . . 0
... ↑
0 (1, k + 1)
1 ← (k + 1, 1)
0 0
...
0

et e2n+k :=

0 . . . 0 i 0 . . . 0
... ↑
0 (1, k + 1)
−i ← (k + 1, 1)
0 0
...
0

pour 1 ≤ k ≤ n ;
• e3n+l :=

0 0 . . . . . . . . . . . . 0
0 0
...
. . . 1 ← (p + 1, q + 2)
...
. . .
... −1 . . .
... ↑ . . .
0 (q + 2, p + 1) 0

=: e1p,q
et e
3n+
n(n−1)
2 +l
:=

0 0 . . . . . . . . . . . . 0
0 0
...
. . . i ← (p + 1, q + 2)
...
. . .
... i
. . .
... ↑ . . .
0 (q + 2, p + 1) 0

:= eip,q
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pour 1 ≤ l ≤ n(n−1)2 vérifiant
l =
[
p−1∑
α=1
(n− α)
]
+ (q − p+ 1) avec 1 ≤ p ≤ q ≤ n− 1.
Notons que H = en+1. Si, pour tout 1 ≤ l ≤ n− 1, nous définissons
b1l := en+l+1 + e
1
1,l , b
i
l := e2n+l+1 + e
i
1,l , Jl := e1 + 2
 l+1∑
j=2
ej
 ,
c1l := en+l+1 − e11,l et cil := e2n+l+1 − ei1,l ,
nous obtenons alors : • g−2 = RF où F := e1 + e2n+1 ;
• g−1 =
〈{
c1l , c
i
l
}
1≤l≤n−1
〉
R
;
• g1 =
〈{
b1l , b
i
l
}
1≤l≤n−1
〉
R
;
• g2 = RE où E := e1 − e2n+1 ;
• m = g0 ∩ k
=
〈
{Jl}1≤l≤n−1
〉
R
⊕
〈{
e1p,q, e
i
p,q
}
2≤p≤q≤n−1
〉
R
;
Remarque 1.5.1. Dans le cas n = 1, ces calculs restent pertinents et nous ob-
tenons g1 = g−1 = m = {0}. Nous insistons fortement sur cette remarque qui
restera valable régulièrement dans la suite de notre travail.
Fixons H? : a→ R : aH 7→ a comme unique élément de base de a?. La notion
de positivité sur Σ découlant de ce choix nous donne
Σ+ =
{
λ ∈ a? : λˆ ∈ {1, 2}
}
= {H?, 2H?} et n = g1 ⊕ g2.
Posons V := g1. Par le théorème (1.4.9), la décomposition d’Iwasawa de g s’écrit
alors
g = RH ⊕ V ⊕ RE ⊕ k.
Un calcul simple nous indique que la structure d’algèbre de Lie sur n est donnée
par
[
E, b1l
]
= 0 =
[
E, bil
]
,
[
b1l , b
1
l′
]
= 0 =
[
bil, b
i
l′
]
et
[
b1l , b
i
l′
]
= −2 δl,l′E pour
tout l, l′ ∈ {1, ..., n− 1}. Dès lors, pour tout v, v′ ∈ V et z ∈ R, nous avons
[v,E] = 0, [v, v′] = Ω (v, v′)E et [H, v + zE] = v + 2zE, (1.31)
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où Ω ∈ V ?⊗V ? est la forme symplectique sur V dont la représentation matricielle
dans la base b :=
{
b11, b
1
2, ..., b
1
n−1, b
i
1, b
i
2, ..., b
i
n−1
}
est donnée par
Ω :=
(
0 −2 Idn−1
2 Idn−1 0
)
.
Dans la suite, pour v ∈ V et 1 ≤ l ≤ n − 1, nous noterons v1l (resp. vil) la
composante de v en b1l (resp. b
i
l) dans sa décomposition dans la base b. Soulignons
que l’espace vectoriel réel V est bien entendu isomorphe à R2(n−1) par l’application
v ∈ V 7→ (v11 , v12 , ..., v1n−1, vi1, vi2, ..., vin−1) . (1.32)
Dans la base canonique de R2(n−1), la forme symplectique Ω tirée en arrière par
l’inverse de cet isomorphisme admet la même représentation matricielle. Nous la
noterons donc également Ω.
En tant qu’espace vectoriel réel, nous savons que l’algèbre de Lie du groupe
d’Iwasawa de G s’identifie à a⊕n. Le calcul de la structure d’algèbre de Lie réalisé
sur a⊕ n nous donne alors le lemme suivant.
Lemme 1.5.2. L’algèbre de Lie
s := RH n (V ⊕ RE)
dont la structure est décrite en (1.31) correspond avec l’algèbre de Lie du groupe
d’Iwasawa de G. Dans le cas n = 1, l’espace vectoriel V est réduit à l’origine.
L’algèbre de Lie n = V ⊕RE correspond donc à l’algèbre de Lie de Heisenberg sur
l’espace vectoriel symplectique (V,Ω) d’extension centrale g2 = RE. Soulignons
que le lecteur pourra trouver l’ensemble de la structure d’algèbre de Lie de g à
l’appendice A.
Remarque 1.5.3.
(a) En tant qu’espace vectoriel réel, V s’identifie à Cn−1 ' R2(n−1) au travers de
l’isomorphisme
v =

v1
...
vn−1
 ∈ Cn−1 ι7−→ n−1∑
l=1
(
Re (vl) b
1
l + Im (vl) b
i
l
)
=
0 0 v
t
0 0 vt
v −v 0
 .
Dans les notations de l’isomorphisme explicité ci-dessus, pour v ∈ V et
1 ≤ l ≤ n− 1, le nombre réel v1l (resp. vil) s’identifie à Re (vl) (resp. Im (vl)).
82 Chapitre 1 - Structures géométriques
(b) Le sous-espace vectoriel m = g0 ∩ k est une sous-algèbre de Lie de g et
l’application
u (n− 1)→ m : X 7→
−
Tr(X)
2 0 0
0 −Tr(X)2 0
0 0 X

est un isomorphisme d’algèbres de Lie.
(c) Le générateur Z0 ∈ k du centre de k défini en (1.19) se récrit
Z0 = −
([
1
2 (n+ 1)
n−1∑
l=1
Jl
]
+
1
4
(E + F )
)
.
1.5.2 Coordonnées d’Iwasawa
Nous allons maintenant utilisé le travail effectué à la sous-section précédente
afin d’établir un premier contact structurel avec le groupe d’Iwasawa de G. Nous
nous référons aux mêmes notations que précédemment. Soient A et N les sous-
groupes de Lie connexes de G dont les algèbres de Lie respectives sont a et n.
La structure de ces algèbres de Lie décrites à la sous-section précédente induit
directement le résultat suivant.
Lemme 1.5.4. L’application
ϕ : a⊕ n → AN
aH + v + zE 7→ exp (aH) exp (v + zE) = exp (aH) exp (v) exp (zE)
est un difféomorphisme global.
Il nous est bien entendu possible de donner une forme explicite de ce difféomor-
phisme après quelques calculs aisés. Ainsi, en utilisant l’identification présentée à
la remarque 1.5.3 (a), pour a, z ∈ R et v ∈ Cn−1 ' V , nous obtenons
ϕ (aH + v + zE) =
cosh (a) +  sinh (a)−  e
avt
sinh (a) +  cosh (a)−  eavt
v −v Idn−1
 (1.33)
où  :=
ea
2
(
v tv + 2iz
) ∈ C.
Rappelons encore que tous nos calculs restent valables dans le cas limite n = 1
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avec V = 0. Dans ce cas, le difféomorphisme ϕ est alors donné par
ϕ : a⊕ n→ AN : aH + zE 7→
(
cosh (a) + eaiz sinh (a)− eaiz
sinh (a) + eaiz cosh (a)− eaiz
)
.
Définition 1.5.5. L’espace vectoriel réel a⊕ n s’identifiant à R2n, l’application ϕ
induit la carte globale inverse
R× R2(n−1) × R → AN(
a, v11 , ..., v
1
n−1, v
i
1, ..., v
i
n−1, z
) 7→ exp (aH) exp(n−1∑
l=1
(
v1l b
1
l + v
i
lb
i
l
)
+ zE
)
.
Par abus de notation, nous désignerons celle-ci également par ϕ et nous utilise-
rons la présentation du groupe AN consistant à identifier chacun de ses points
avec les coordonnées globales
(
a, v =
(
v11 , ..., v
1
n−1, v
i
1, ..., v
i
n−1
)
, z
) ∈ R2n lui
correspondant. Ces coordonnées sont appelées coordonnées d’Iwasawa sur AN .
Remarque 1.5.6. La remarque 1.5.3 (a) nous permet d’envisager la formulation de
la définition de coordonnées d’Iwasawa (a, v, z) de façon équivalente avec a, z ∈ R
et v ∈ Cn−1 ' V .
Pour tout a, a′, z, z′ ∈ R et v, v′ ∈ V , en utilisant quelques résultats élémentaires
de théorie de Lie et, en particulier, la formule de Baker-Campbell-Hausdorff, nous
obtenons
exp (aH) exp (v + zE) exp (a′H) exp (v′ + z′E)
= exp ((a+ a′)H) exp
(
Adexp(−a′H) (v + zE)
)
exp (v′ + z′E)
= exp ((a+ a′)H) exp
(
e
ad(−a′H) (v + zE)
)
exp (v′ + z′E)
= exp ((a+ a′)H) exp
(
e−a
′
v
)
exp (v′) exp
((
e−2a
′
z + z′
)
E
)
= exp ((a+ a′)H) exp
(
e−a
′
v + v′ +
(
e−a
′
2
Ω (v, v′) + e−2a
′
z + z′
)
E
)
.
Par conséquent, dans les coordonnées d’Iwasawa, pour tout (a, v, z) et (a′, v′, z′)
dans S ' R2n, les lois de groupe et d’inversion sur AN s’écrivent
(a, v, z) (a′, v′, z′) =
(
a+ a′, e−a
′
v + v′,
e−a
′
2
Ω (v, v′) + e−2a
′
z + z′
)
,
(a, v, z)
−1
=
(−a,−eav,−e2az) . (1.34)
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Dans le cas n = 1, ceci nous donne
(a, z) (a′, z′) =
(
a+ a′, e−2a
′
z + z′
)
et (a, z)−1 =
(−a,−e2az)
quels que soient a, a′, z, z′ ∈ R.
Complétons l’introduction de ces coordonnées par quelques notations com-
plémentaires qui nous accompagnerons dans la suite de notre travail. Le groupe
d’Iwasawa de G sera noté
S := AN.
Les décompositions d’Iwasawa de g et de G se récrivent alors respectivement
g = s⊕ k et G = SK ' S×K.
Pour X ∈ g et g ∈ G, nous noterons
X = [X]s + [X]k et g = [ g ]S [ g ]K (1.35)
les décompositions respectives de X et g associée, avec [X]s ∈ s, [X]k ∈ k,
[ g ]S ∈ S et [ g ]K ∈ K. Signalons au passage le résultat suivant comme consé-
quence directe de ces décompositions.
Lemme 1.5.7. Pour tout X ∈ g, nous avons
[X]s =
d
dt
∣∣∣∣
t=0
[exp (tX)]S et [X]k =
d
dt
∣∣∣∣
t=0
[exp (tX)]K .
Couplée à la décomposition de Cartan de g, la décomposition d’Iwasawa de g livre
alors un isomorphisme
ιˆ : p→ s : X =
(
0 b t0
b0 0
)
7→ [X]s = Re ((b0)1)H + v − Im ((b0)1)E.
où v =

0 0 (b0)2 . . . (b0)n
0 0 (b0)2 . . . (b0)n(
b0
)
2
(−b0)2 0 . . . 0
...
...
...
. . .
...(
b0
)
n
(−b0)n 0 . . . 0

.
À l’aide du lemme 1.5.7, il est aisé de remarquer que l’isomorphisme ιˆ vérifie, pour
tout X ∈ p, l’égalité
ιˆ (X) = − (Π−1)
?IdK
(X?IdK) (1.36)
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où Π : S→ G/K : s 7→ sK est le difféomorphisme entre S et G/K défini à partir
de la décomposition d’Iwasawa de G, et
X?IdK =
d
dt
∣∣∣∣
t=0
υexp(−tX) (IdK) ∈ TIdK (G/K) .
1.5.3 Structure du groupe d’Iwasawa de SU (1, n)
Les outils développés dans les sections précédentes nous place maintenant dans
une position de choix afin d’étudier plus profondément la structure du groupe
d’Iwasawa de G. Reprenons les notations de la sous-section 1.3.3. Tel qu’il fut
exposé aux lemmes 1.3.10 et 1.3.12, le domaine borné D et l’espace homogène
G/K portent chacun une structure de variété kählerienne. Ces structures sont
équivalentes via le difféomorphisme φ : G/K → D : gK 7→ τg (o) où o := 0 ∈ D.
Elles sont en outre encodées sur p à travers l’endomorphisme J0 ∈ End (p), le
tenseur symétrique βB0 ∈ p?⊗p? et de la forme symplectique ω0 sur p. Par ailleurs,
l’espace homogène G/K étant difféomorphe au groupe d’Iwasawa S, nous pouvons
transporter la structure de variété kählerienne de G/K (et donc de D) sur S par
l’application Π : S→ G/K en définissant
(i) la structure complexe JS := Π−1? ◦ J ◦Π? ;
(ii) la structure riemannienne βS := Π?
(
1
4β
)
;
(iii) la structure symplectique ωS := Π? (ω).
Bien entendu, les champs de tenseurs JS, βS et ωS vérifient également l’égalité
(1.7). Étant donné que l’application Π est S-équivariante relativement à l’action
de S sur lui-même par translations à gauche et à l’action S sur G/K par υ, nous
obtenons le lemme suivant.
Lemme 1.5.8. Le triple
(
S, JS, βS
)
désigne une variété kählerienne pour laquelle
les translations à gauche sur S définissent une action par automorphismes de la
variété kählerienne.
Une telle variété kählerienne
(
S, JS, βS
)
est appelée groupe de Lie kählerien. Notons
que nous pouvons étendre l’action du groupe de Lie S sur lui-même par translations
à gauche en une action de G sur S de telle façon à ce que le difféomorphisme Π
soit G-équivariant. Nous obtenons alors l’action
L : G× S→ S : (g, s) 7→ [gs]S (1.37)
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qui est telle que Lg ∈ Aut
(
S, JS, βS
)
pour tout g ∈ G.
Nous pouvons maintenant nous intéresser à la traduction infinitésimale de la
structure de variété kählerienne ainsi définie. En utilisant l’expression (1.36), nous
pouvons sans peine vérifier les égalités suivantes :
(i) JSId = ιˆ ◦ J0 ◦ ιˆ−1 ∈ End (s) ;
(ii) βSId =
(
ιˆ−1
)? (
βB0
) ∈ s? ⊗ s? ;
(iii) ωSId =
(
ιˆ−1
)?
(ω0) ∈ s? ⊗ s?.
Remarque 1.5.9.
(a) L’application ι : Cn−1 → V définie à la remarque 1.5.3 (a) satisfait à la relation
ι (iv) = − JSId (ι (v))
pour tout v ∈ Cn−1.
(b) Pour X,X ′ ∈ s, nous avons βSId (X,X ′) = (n+ 1) (X |X ′) où l’application
(−|−) : s× s→ R : (X,X ′) 7→ (X |X ′)
est un produit scalaire sur s. Dans les notations de l’isomorphisme (1.32), un
calcul simple à partir de l’expression (1.26) nous livre alors
(aH + v + zE | a′H + v′ + z′E) = aa′ + zz′ +
n−1∑
l=1
[
(v)
1
l (v
′)1l + (v)
i
l (v
′)il
]
pour tout a, a′, z, z′ ∈ R et v, v′ ∈ V . Dans le cas n = 1, nous avons bien
entendu (aH + zE | a′H + z′E) = aa′ + zz′ pour tout a, a′, z, z′ ∈ R.
(c) Si nous notons a et z respectivement les coordonnées sur s selon les vecteurs
de base H et E, nous déduisons alors de l’expression (1.27) l’égalité
ωSId =
(
n+ 1
2
)
Ω0 où Ω0 := 2 da ∧ dz + Ω. (1.38)
Soulignons que cette forme symplectique Ω0 correspond alors exactement au
cobord de Chevalley-Eilenberg de la forme linéaire
E? : s→ R
défini par E? (H) = E? (v) = 0 pour tout v ∈ V et E? (E) = 1. Précisons
enfin que dans le cas n = 1, nous obtenons Ω0 = 2 da ∧ dz.
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Comme attendu au regard de la théorie de Pyatetskii-Shapiro et du lemme 1.4.12,
les différentes données explicitées plus haut induisent une structure de j-algèbre
normale sur s. Dans les notations de la définition 1.4.2, nous avons précisémment
j = JSId et α =
(
n+ 1
2
)
E?.
De plus, JSId (E) = H et le lemme 1.5.2 nous indique alors que s correspond
exactement à une j-algèbre normale élémentaire telle que définie à la sous-section
1.4.1. Il s’ensuit le résultat suivant.
Proposition 1.5.10. Le groupe de Lie S est muni d’une structure de j-groupe
normal élémentaire agissant simplement et transitivement sur D par automor-
phismes via la restriction à S de l’action τ : G × D → D définie en (1.21). De
plus, tout j-groupe normal élémentaire est un groupe de Lie isomorphe au groupe
d’Iwasawa du groupe de Lie SU (1, n′) pour un certain n′ ∈ N\ {0}.
Notons que la seconde assertion est une conséquence directe de la structure d’al-
gèbre de Lie des j-algèbres normales élémentaires et du premier théorème de Lie.
Celle-ci relève une nouvelle fois l’importance fondamentale de l’exemple traité de-
puis le début du chapitre.
Remarque 1.5.11.
(a) Outre le fait d’être des groupes de Lie kähleriens, les j-groupes normaux élé-
mentaires sont également des espaces hermitiens symétriques de type non
compact. Dans les notations de cette section, la structure symétrique sur S est
donnée par l’application
sS : S× S → S
(s, s′) 7→ Π−1
(
s
G/K
sK (s
′K)
)
= Π−1
(
s σ
(
s−1s′
)
K
)
(1.39)
= s
[
σ
(
s−1s′
)]
S
où σ est l’automorphisme de G défini en (1.16).
(b) Dans l’esprit de la remarque 1.2.11 (a), il est possible de considérer sur le j-
groupe normal élémentaire S la structure de variété kählerienne issue de la
multiplication des champs de tenseurs βS et ωS par un réel positif k > 0. Le
lecteur généralisera sans peine le texte de la présente sous-section à ce contexte.
Dans les sections suivantes, nous nous exprimerons en toute généralité avec ce
paramètre de liberté supplémentaire.
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1.6 Géométrie des orbites coadjointes
Au travers de cette section, nous allons ouvrir une nouvelle porte sur la struc-
ture de la boule unité D de Cn pour n ∈ N\ {0} fixé. En effet, après avoir observer
cette dernière comme j-groupe normal élémentaire muni d’une structure de groupe
de Lie kählerien, nous allons nous concentrer exclusivement sur sa structure sym-
plectique. À l’aide des ouvrages [Ki04] et [CW99], nous rappellerons tout d’abord
au lecteur quelques éléments théoriques bien connus de géométrie symplectique,
en particulier dans le cadre des orbites coadjointes. Nous réaliserons alors D, en
tant que variété symplectique, comme orbite coadjointe de SU (1, n), ce qui nous
permettra d’appliquer la théorie générale à ce cadre et d’en déduire des propriétés
supplémentaires fondamentales de la carte globale
(
S, ϕ−1
)
et de l’action L définis
dans la section précédente.
1.6.1 Éléments de géométrie symplectique
Tout d’abord, rappelons ici quelques faits élémentaires de géométrie symplec-
tique. Comme précédemment dans le texte, nous supposerons le lecteur familier
avec la notion de variété symplectique. Ces bases sont notamment reprises de façon
plus détaillée aux références [Ki04, ch.1 & app.2], [CW99, ch.3 & ch.7] et [Ol00,
ch.6].
Considérons (M,ω) une variété symplectique de dimension 2d ∈ N. La 2-forme
différentielle ω étant non dégénérée, pour toute fonction f ∈ C∞ (M), il existe un
unique champ de vecteurs Xf ∈ Γ (TM) tel que
iXf (ω) = − df.
Un tel champ de vecteurs Xf est dit hamiltonien. Soit
(
U ⊂M, ϕ : U → R2d)
une carte de Darboux de (M,ω) de coordonnées locales (p1, ..., pd, q1, ..., qd),
c’est-à-dire telle que
ω|U =
d∑
j=1
dpj ∧ dqj .
Rappelons que l’existence d’une telle carte locale vient du célèbre théorème de Dar-
boux. Alors, pour f ∈ C∞ (M), le champ de vecteurs hamiltonien Xf ∈ Γ (TM)
associé vérifie
Xf |U =
d∑
j=1
(
∂pj (f) ∂qj − ∂qj (f) ∂pj
)
. (1.40)
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Nous pouvons alors définir l’application
{−,−} : C∞ (M)× C∞ (M)→ C∞ (M) : (f, g) 7→ {f, g} := ω (Xf , Xg) .
Il est clair que celle-ci définit une structure de variété de Poisson M . De plus,
l’application qui à f ∈ C∞ (M) associe Xf ∈ Γ (TM) est alors un homomorphisme
d’algèbres de Lie, c’est-à-dire
X{f,g} = [Xf , Xg]
pour tout f, g ∈ C∞ (M) ; [CW99, ch.3, lem.3.1].
Définition 1.6.1. Dans le cadre mentionné ci-dessus, le crochet de Poisson {−,−}
sur C∞ (M) sera dit associé à la structure symplectique ω.
De la définition de champ de vecteurs hamiltonien, nous pouvons tirer les égalités
{f, g} = dg (Xf ) = Xf (g)
pour tout f, g ∈ C∞ (M). D’où, l’expression (1.40) nous donne
{f, g}|U =
d∑
j=1
(
∂pj (f) ∂qj (g)− ∂qj (f) ∂pj (g)
)
quels que soient f, g ∈ C∞ (M).
Considérons maintenant un groupe de Lie G agissant différentiablement à
gauche sur M par l’action ς : G × M → M : (g, x) 7→ ςg (x). Notons g l’al-
gèbre de Lie de G. Pour tout X ∈ g, l’application
X? : M → TM : x 7→ X?x :=
d
dt
∣∣∣∣
t=0
ς exp(−tX) (x)
définit alors un champ de vecteurs tangents lisse sur M appelé champ de vecteurs
fondamental associé à X. Notons que cette notion fut déjà utilisée auparavant
ponctuellement dès la sous-section 1.2.2. Nous vérifions facilement que l’application
g→ Γ (TM) : X 7→ X?
définit un homomorphisme d’algèbres de Lie ; [Ko10, ch.3, prop.3.25]. De plus, si
l’action de G sur M par ς est transitive, il suit du résultat standard [He01, ch.2,
thm.3.2 & prop.4.3] l’égalité
Tx (M) = {X?x : X ∈ g}
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pour tout x ∈ M . Supposons maintenant que ςg soit un symplectomorphisme
de (M,ω) pour tout g ∈ G. Un regard hamiltonien sur les champs de vecteurs
fondamentaux associés à cette action nous mène à l’introduction de la définition
suivante.
Définition 1.6.2. Dans le cadre mentionné ci-dessus, l’action de G surM est dite
hamiltonienne s’il existe un homomorphisme d’algèbres de Lie
λ : (g, [−,−])→ (C∞ (M) , {−,−})
satisfaisant l’égalité
iX? (ω) = − d (λ (X))
pour tout X ∈ g. Cet homomorphisme d’algèbres de Lie λ est alors appelé appli-
cation moment (duale). Généralement, pour X ∈ g, nous désignerons l’application
λ (X) de façon plus consise par λX et nous la nommerons moment (dual) associé
à X.
Dans le contexte de cette définition, pour tout X ∈ g, le champ de vecteurs fonda-
mental X? est donc hamiltonien et vérifie la relation X? = XλX . Indépendamment
du fait que l’action de G sur M soit hamiltonienne ou non, notons que si G est
semi-simple ou si M est simplement connexe, alors les champs de vecteurs fon-
damentaux associés à cette action sont hamiltoniens ; [Ki04, app.2, thm.4]. Enfin,
signalons la propriété technique suivante qui nous sera utile par la suite.
Lemme 1.6.3. Considérons (M,ω) et (M ′, ω′) deux variétés symplectiques sur
lesquelles un groupe de Lie G d’algèbre de Lie g agit différentiablement par
symplectomorphismes via les actions ς : G×M →M et ς ′ : G×M ′ →M ′. Sup-
posons l’existence d’un symplectomorphisme φ : M → M ′ qui soit G-équivariant
relativement aux actions ς et ς ′. Supposons également que l’action ς ′ soit ha-
miltonienne pour l’application moment λ′ : g → C∞ (M ′). Alors, l’action ς est
également hamiltonienne et l’application λ := λ′ ◦ φ est une application moment
associée à cette action.
Démonstration. Notons {−,−} (resp. {−,−}′) le crochet de Poisson sur C∞ (M)
(resp. C∞ (M ′)) associé à la forme symplectique ω (resp. ω′). Pour X ∈ g, notons
X? (resp. X?
′
) le champ de vecteurs fondamental associé à X relativement à l’ac-
tion ς (resp. ς ′). En utilisant le fait que le symplectomorphisme φ soitG-équivariant,
nous remarquons sans peine la relation φ?X? = X?
′
pour tout X ∈ g. Dès lors,
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pour tout X ∈ g et Y ∈ Γ (TM), le fait que φ soit un symplectomorphisme, les
définitions de λ et λ′ et quelques considérations de géométrie élémentaires nous
livrent les égalités successives
ω (X?, Y ) = ω
(
φ−1? X
?′ , φ−1? (φ?Y )
)
=
[((
φ−1
)?
ω
)(
X?
′
, φ?Y
)]
◦ φ
=
[
ω′
(
X?
′
, φ?Y
)]
◦ φ
= − dλ′X (φ?Y ) ◦ φ = − dλX (Y ) .
En outre, la linéarité de l’application λ est directe et celle-ci constitue bien un
homomorphisme d’algèbres de Lie car
{λX , λY } = ω (X?, Y ?) =
[
ω′
(
X?
′
, Y ?
′)] ◦ φ = {λ′X , λ′Y }′ ◦ φ = λ′[X,Y ] ◦ φ
quels que soient X,Y ∈ g. La preuve est ainsi complète. “
1.6.2 Structure d’orbite coadjointe
Nous allons maintenant mettre à profit les outils rappelés dans la sous-section
précédente dans le cadre des orbites coadjointes, ce sujet étant en bonne partie
traité à la référence [Ki04, ch.1].
Considérons G un groupe de Lie connexe d’algèbre de Lie g. Dans le présent texte,
nous désignerons l’action coadjointe de G par l’application
Ad[ : G→ GL (g?) : g 7→
[
Ad[g : g
? → g? : ξ 7→ Ad[g (ξ)
]
où Ad[g (ξ) : g→ R : X 7→
〈
Ad[g (ξ) , X
〉
:=
〈
ξ,Adg−1 (X)
〉
.
Fixons un élément ξ0 ∈ g? et considérons O ⊂ g? l’orbite coadjointe de ξ0, c’est-à-
dire l’orbite de ξ0 sous l’action coadjointe du groupe G. Notons Gξ0 le sous-groupe
fermé de G définit comme étant le stabilisateur de ξ0 sous l’action coadjointe de
G. Par définition, l’orbite coadjointe O s’identifie à l’espace homogène G/Gξ0 et
admet donc une structure de variété lisse. L’action coadjointe de G sur O est alors
lisse et transitive. D’où, pour tout ξ ∈ O, nous avons
Tξ (O) =
{
X?ξ =
d
dt
∣∣∣∣
t=0
Ad[exp(−tX) (ξ) = ξ ◦ adX tel que X ∈ g
}
.
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Théorème 1.6.4. [Ki04, ch.1, thm.1] Dans le cadre décrit, l’orbite coadjointe O
est munie d’une forme symplectique ωO définie au point ξ ∈ O par
ωOξ
(
X?ξ , Y
?
ξ
)
:= 〈ξ, [X,Y ]〉
pour tout X,Y ∈ g. De plus, pour tout g ∈ G, l’application Ad[g est un symplec-
tomorphisme de
(O, ωO).
Remarquons qu’il découle de ce théorème que la dimension de l’orbite coadjointe
O est nécessairement paire.
Définition 1.6.5. Dans le cadre du théorème 1.6.4, la forme symplectique ωO est
appelée forme symplectique de Kirillov-Kostant-Souriau sur O.
Intéressons-nous maintenant de plus près à la nature de l’action coadjointe de
G sur ses orbites coadjointes. Le résultat suivant est standard ; [Ki04, ch.1, § 4].
Lemme 1.6.6. Dans le contexte explicité ci-dessus, l’action coadjointe du groupe
de Lie G sur la variété symplectique
(O, ωO) est hamiltonienne et admet pour
application moment
λ : g → C∞ (O) : X 7→ [λX : O → R : ξ 7→ λX (ξ) := 〈ξ,X〉 ] .
Démonstration. Soient X,Y ∈ g et ξ ∈ O. La linéarité de l’application λ est
claire. De plus, par les définitions de l’application λ, de la forme symplectique de
Kirillov-Kostant-Souriau sur O et du crochet de Lie [−,−] sur g, nous avons(
iX?
(
ωO
))
ξ
(
Y ?ξ
)
= ωOξ (X
?, Y ?) = 〈ξ, [X,Y ]〉
= − d
dt
∣∣∣∣
t=0
〈
ξ,Adexp(tY ) (X)
〉
= − d
dt
∣∣∣∣
t=0
λX
(
Ad[exp(−tY ) (ξ)
)
= − (dλX)ξ
(
Y ?ξ
)
.
Les champs de vecteurs fondamentaux évalués au point ξ engendrant tout l’espace
tangent Tξ (O), il s’ensuit iX?
(
ωO
)
= − dλX . Il en va bien sûr de même en
remplaçant X par Y . Dès lors, l’usage des mêmes concepts que précédemment et
la définition du crochet de Poisson {−,−} associé à ωO nous livre
λ[X,Y ] (ξ) = 〈ξ, [X,Y ]〉 = ωOξ (X?, Y ?) = {λX , λY } (ξ) .
La preuve est alors complète. “
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Nous avons ici montré que toute orbite coadjointe d’un groupe de Lie connexe G
était munie d’une structure de variété symplectique sur laquelle l’action coadjointe
de G est transitive et hamiltonienne. Si la proposition réciproque n’est toutefois pas
vérifiée, cela n’est pas loin d’être le cas. En effet, toute variété symplectique munie
d’une action transitive et hamiltonienne d’un groupe de Lie connexe G constitue
un revêtement d’une orbite coadjointe de G ; [Ki04, ch.1, lem.6]. Le revêtement en
question s’obtient au travers de l’application moment associée à cette action.
1.6.3 Géométrie symplectique de la boule unité de Cn
Nous allons maintenant utiliser les acquis de cette section dans le cadre qui nous
importe tant depuis le début du chapitre, à savoir, celui de la boule unité D de Cn
pour un naturel n > 0 fixé. Rappelons que cette variété admet une structure de
domaine borné symétrique, et donc homogène. Le groupe d’Iwasawa S du groupe de
Lie G := SU (1, n) est un sous-groupe de Lie résoluble simplement connexe de G
admettant, par la proposition 1.5.10, une structure de j-groupe normal élémentaire
associée à D. Il est de plus difféomorphe à l’espace homogène G/K où K ' U (n)
est un sous-groupe compact maximal de G d’algèbre de Lie k ' u (n). Comme
nous l’avons vu à la sous-section 1.5.3, quel que soit k ∈ R+\ {0}, la structure de
variété kählerienne sur G/K ' D se transporte sur S nous livrant, entre autre, une
structure symplectique k ωS invariante à gauche sur S et définie au neutre par
k ωSId =
k
2
(n+ 1) Ω0 où Ω0 := 2 da ∧ dz + Ω,
les notations utilisées ici étant celles développées dans la section 1.5. De plus, cette
forme symplectique est invariante sous l’action L de G sur S définie en (1.37).
Remarque 1.6.7. Notons {−,−} le crochet de Poisson sur C∞ (S) associé à la
structure symplectique k ωS pour un réel k > 0. Il est aisé de remarquer à partir des
considérations de la sous-section 1.6.1 que le crochet de Poisson de deux fonctions
f, g ∈ C∞ (S) est défini dans les coordonnées d’Iwasawa sur S par l’expression
{f, g} = 1
k (n+ 1)
(∂a (f) ∂z (g)− ∂z (f) ∂a (g))
+
1
k (n+ 1)
[
n−1∑
l=1
(
∂vil (f) ∂v1l (g)− ∂v1l (f) ∂vil (g)
)]
.
La première étape de notre parcours ici consiste à voir S ' G/K ' D en tant
qu’orbite coadjointe de G munie (à un multiple près) de sa forme symplectique
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de Kirillov-Kostant-Souriau. Préliminairement, rappelons que le centre de l’algèbre
de Lie de K est complètement généré par l’élément Z0 ∈ Z (k) défini en (1.19).
Fixons k′ ∈ R\ {0} et considérons OAdk′ ⊂ g l’orbite de l’élément k′Z0 sous l’action
adjointe de G. L’espace homogène G/K étant muni de la structure d’espace her-
mitien symétrique définie à sous-section 1.2.4, le résultat [BM01, ch.1, prop.1.1]
nous permet d’affirmer que l’application
G/K → OAdk′ : gK 7→ Adg (k′Z0)
est un difféomorphisme G-équivariant relativement aux actions υ et Ad. Par
ailleurs, l’algèbre de Lie g = su (1, n) étant simple, sa forme de Killing βK est
non dégénérée et nous livre un isomorphisme linéaire
[ : g→ g? : X 7→
[
X[ : g→ R : Y 7→ X[ (Y ) := βK (X,Y )
]
satisfaisant Ad[g
(
X[
)
= (Adg (X))
[ pour tout X ∈ g et g ∈ G ; [Ko10, ch.5,
prop.5.21]. Cet isomorphisme induit alors une identification G-équivariante entre
OAdk′ et l’orbite coadjointe de k′Z0[. Nous noterons cette dernière O [k′ ⊂ g?. En
combinant ces résultats avec le fait que l’application Π : S → G/K : s 7→ sK
soit également un difféomorphisme G-équivariant relativement aux actions L et υ,
il s’ensuit le lemme suivant.
Lemme 1.6.8. Dans le contexte décrit ci-dessus, l’application
ϕO
[
k′ : S→ O [k′ : s 7→ Ad[s
(
k′Z0[
)
définit un difféomorphisme G-équivariant relativement aux actions L et Ad[ sur S
et O[k′ respectivement.
Par ailleurs, la composition de cette application avec l’inverse de carte global ϕ
explicité à la définition 1.5.5 nous livre le difféomorphisme
ϕ[ : R× R2(n−1) × R→ O [k′ : (a, v, z) 7→ Ad[ϕ(a,v,z)
(
k′Z0[
)
.
Notons ωO
[
k′ la forme symplectique de Kirillov-Kostant-Souriau sur l’orbite coad-
jointe O [k′ et calculons sa lecture
Ωk′ :=
(
ϕ[
)?
ωO
[
k′
dans les coordonnées globales
(
a, v =
(
v11 , ..., v
1
n−1, v
i
1, ..., v
i
n−1
)
, z
)
. Pour tout
a, z ∈ R et v, v0 ∈ R2(n−1) ' V , en posant ξ := ϕ[ (a, v, z) ∈ O[k′ ⊂ g?
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et en utilisant la définition 1.5.5, la structure de l’algèbre de Lie de S, l’égalité
Adexp(X) = exp (adX) valable pour tout X ∈ g et la formule de Baker-Campbell-
Hausdorff, nous obtenons
(i)
(
ϕ[?∂a
)
ξ
=
d
dt
∣∣∣∣
t=0
ϕ[ (a+ t, v, z)
=
d
dt
∣∣∣∣
t=0
Ad[exp(tH) (ξ) = −H?ξ ;
(ii)
(
ϕ[?∂v0
)
ξ
=
d
dt
∣∣∣∣
t=0
ϕ[ (a, v + tv0, z)
=
d
dt
∣∣∣∣
t=0
Ad[exp(aH) exp(v+tv0) exp(−v) exp(−aH) (ξ)
=
d
dt
∣∣∣∣
t=0
Ad[
exp(aH) exp(tv0+ t2 Ω(v,v0)E) exp(−aH)
(ξ)
=
d
dt
∣∣∣∣
t=0
Ad[
exp(Adexp(aH)(tv0+ t2 Ω(v,v0)E))
(ξ)
=
d
dt
∣∣∣∣
t=0
Ad[
exp
(
t
(
eav0+
e2a
2 Ω(v,v0)E
)) (ξ)
= −
[
ea (v0)
?
ξ +
e2a
2
Ω (v, v0)E
?
ξ
]
;
(iii)
(
ϕ[?∂z
)
ξ
=
d
dt
∣∣∣∣
t=0
ϕ[ (a, v, z + t)
=
d
dt
∣∣∣∣
t=0
Ad[exp(aH) exp(tE) exp(v+zE)
(
k′Z0[
)
=
d
dt
∣∣∣∣
t=0
Ad[
exp(Adexp(aH)(tE))
(ξ)
=
d
dt
∣∣∣∣
t=0
Ad[exp(te2aE) (ξ) = − e2aE?ξ .
Par conséquent, en utilisant la définition de la forme symplectique de Kirillov-
Kostant-Souriau sur O [k′ , les coordonnées d’Iwasawa sur S et des outils de calculs
semblables à ceux utilisés ci-dessus, pour tout a, z ∈ R et v, v0, v′0 ∈ R2(n−1) ' V ,
il s’ensuit
(i) (Ωk′)(a,v,z) (∂a, ∂v0) =
〈
ϕ[ (a, v, z) ,
[
H, eav0 +
e2a
2
Ω (v, v0)E
]〉
= k′ βK
(
Z0, Ad(a,v,z)−1
(
eav0 + e
2a Ω (v, v0)E
))
= k′ βK (Z0, v0) ;
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(ii) (Ωk′)(a,v,z) (∂a, ∂z) =
〈
ϕ[ (a, v, z) ,
[
H, e2aE
]〉
= k′ βK
(
Z0, Ad(a,v,z)−1
(
2 e2aE
))
= 2k′ βK (Z0, E) ;
(iii) (Ωk′)(a,v,z)
(
∂v0 , ∂v′0
)
=
〈
ϕ[ (a, v, z) , [eav0, e
av′0]
〉
= k′ βK
(
Z0, Ad(a,v,z)−1
(
e2a Ω (v0, v
′
0)E
))
= Ω (v0, v
′
0) k
′ βK (Z0, E) ;
(iv) (Ωk′)(a,v,z) (∂v0 , ∂z) =
〈
ϕ[ (a, v, z) ,
[
eav0 +
e2a
2
Ω (v, v0)E, e
2aE
]〉
=
〈
ϕ[ (a, v, z) , 0
〉
= 0.
La décomposition de g en sous-espaces de racine restreinte exposée à la sous-
section 1.5.1, couplée à la remarque 1.5.3 (c) et à la proposition 1.4.8 (c), nous
indique directement l’égalité
βK (Z0, v0) = 0
quel que soit v0 ∈ V . Par ailleurs, un calcul sur base de la structure d’algèbre de Lie
de g nous livre βK (Z0, E) = 2 (n+ 1) > 0. En utilisant des notations semblables
sur s et R2n tel qu’explicité à la sous-section 1.5.1, nous obtenons donc
Ωk′ = k
′ βK (Z0, E) Ω0 = 2 (n+ 1) k′ Ω0.
Cette forme symplectique étant constante, nous en déduisons alors que le couple(
O [k′ ,
(
ϕ[
)−1)
définit une carte de Darboux globale sur la variété symplectique(
O [k′ , ωO
[
k′
)
. De plus, le lemme 1.6.8 couplé aux égalités
(
ϕ−1
)?
Ωk′ =
(
ϕ−1
)? (
ϕ[
)?
ωO
[
k′ =
(
ϕ−1
)?
ϕ?
(
ϕO
[
k′
)?
ωO
[
k′ =
(
ϕO
[
k′
)?
ωO
[
k′ ,
nous indique que
(
ϕ−1
)?
Ωk′ est une forme symplectique G-invariante sur S (re-
lativement à l’action L). Il est aisé de remarquer que sa valeur au point s = Id
définit une forme symplectique sur l’algèbre de Lie s du groupe de Lie S et que
celle-ci correspond à Ωk′ .
En conséquence, comme ωS et
(
ϕO
[
k′
)?
ωO
[
k′ définissent des formes symplectiques
invariantes à gauche sur S qui coïncident à un multiple près en s = Id, nous
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obtenons (
ϕO
[
k′
)?
ωO
[
k′ = 4k′ωS.
Il s’ensuit la proposition clé de cette section.
Proposition 1.6.9. Dans les notations de la définition 1.5.5 et de cette section,
pour tout réel k > 0, nous avons les faits suivants.
(a) La variété symplectique
(
S, k ωS
)
est symplectomorphe à l’orbite coadjointe
(relativement au groupe G) de k4 Z
[
0 ∈ g? munie de sa forme symplectique de
Kirillov-Kostant-Souriau.
(b) Le couple
(
S, ϕ−1
)
constitue une carte de Darboux globale sur la variété sym-
plectique
(
S, k ωS
)
et vérifie
ϕ?ωS =
(
n+ 1
2
)
Ω0.
Soulignons que ce résultat transparaît au travers de la référence [BM01, ch.1,
prop.1.3].
L’association de ce résultat successivement avec les lemmes 1.6.8, 1.6.6 et 1.6.3
nous permet d’obtenir la proposition qui suit.
Proposition 1.6.10. Pour tout k ∈ R+\ {0}, l’action
L : G× S→ S : (g, s) 7→ [gs]S
du groupe de Lie G sur la variété symplectique
(
S, k ωS
)
est hamiltonienne et
admet pour application moment
λS : g → C∞ (S) : X 7→ λSX
définie pour tout X ∈ g et s ∈ S par
λSX (s) :=
〈
Ad[s
(
k
4
Z0
[
)
, X
〉
=
k
4
βK (Z0,Ads−1 (X)) .
Cette dernière expression va nous permettre de calculer explicitement l’application
moment λS. Fixons un réel k > 0. Comme λS : g→ C∞ (S) est linéaire, connaître
λS revient à connaître sa valeur sur les éléments d’une base de g. Pour ses propriétés
intéressantes, nous choisissons ici d’utiliser la base de g issue de sa décomposition
en sous-espaces de racine restreinte. Les calculs qui suivent seront toujours effectués
en utilisant les coordonnées d’Iwasawa sur S et les notations utilisées seront celles
introduites à la section 1.5.
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Commençons par expliciter Z0[ ∈ g?. Comme précédemment, d’une part en utili-
sant la proposition 1.4.8 (c) et les propriétés de la forme de Killing de g, et d’autre
part au moyen de quelques calculs élémentaires relatifs à l’appendice A et à la
décomposition de Z0 présenté à la remarque 1.5.3 (c), pour tout 1 ≤ l ≤ n− 1 et
2 ≤ p ≤ q ≤ n− 1, nous obtenons
Z0
[ (E) = Z0
[ (F ) = Z0
[ (Jl) = 2 (n+ 1) ;
Z0
[
(
b1l
)
= Z0
[
(
bil
)
= Z0
[
(
c1l
)
= Z0
[
(
cil
)
= 0 ; (1.41)
Z0
[ (H) = Z0
[
(
e1p,q
)
= Z0
[
(
eip,q
)
= 0.
Par ailleurs, pour tout (a, v, z) ∈ S ' R2n et X ∈ gλˆ avec λˆ ∈ {−2,−1, 1, 2},
nous remarquons aisément que
Ad(a,v,z)−1 (X) = Ad(0,−v,−z)(−a,0,0) (X) = Ad(0,−v,−z)
(
ead−aH (X)
)
= Ad(0,v,z)−1
(
e−aλˆX
)
et donc
λSX (a, v, z) = e
−aλˆ λSX (0, v, z) =
k
4
e−aλˆ Z0[
(
ead−(v+zE) (X)
)
.
Cette dernière expression, combinée avec les relations (1.41) et quelques calculs à
partir de l’appendice A, nous livre alors le résultat suivant.
Lemme 1.6.11. Dans le cadre de la proposition 1.6.10, pour tout 1 ≤ l ≤ n− 1
et 2 ≤ p ≤ q ≤ n− 1, pour tout (a, v, z) ∈ S ' R2n et v0 ∈ V , nous avons :
(i) λSE (a, v, z) = k
(
n+1
2
)
e−2a ;
(ii) λSv0 (a, v, z) = k
(
n+1
2
)
e−a Ω (v0, v) ;
(iii) λSH (a, v, z) = k
(
n+1
2
)
2z ;
(iv) λSJl (a, v, z) = k
(
n+1
2
) [
(v|v) + 2
((
v1l
)2
+
(
vil
)2)
+ 1
]
;
(v) λSe1p,q (a, v, z) = k
(
n+1
2
)
2
[
v1p−1v
i
q − vip−1v1q
]
;
(vi) λSeip,q (a, v, z) = k
(
n+1
2
)
(−2) [v1p−1v1q + vip−1viq] ;
(vii) λS
c1l
(a, v, z) = k
(
n+1
2
)
(−2) ea [vil ((v|v) + 1) + 2v1l z] ;
(viii) λS
cil
(a, v, z) = k
(
n+1
2
)
2 ea
[
v1l ((v|v) + 1)− 2vilz
]
;
(ix) λSF (a, v, z) = k
(
n+1
2
)
e2a
[
((v|v) + 1)2 + 4z2
]
.
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Dans le cas n = 1, une adaptation directe de l’argument menant au lemme précé-
dent nous donne
λSE (a, z) = k e
−2a, λSH (a, z) = 2kz et λ
S
F (a, z) = k e
2a
(
1 + 4z2
)
pour tout (a, z) ∈ S ' R2.
Remarque 1.6.12. À partir de ces expressions, il nous est aisé d’en déduire une
forme explicite des champs de vecteurs fondamentaux sur S relativement à l’action
L. En effet, pour X ∈ g, nous déduisons de (1.40) que le champ de vecteurs
X? = XλSX correspond à
1
k (n+ 1)
[
∂a
(
λSX
)
∂z − ∂z
(
λSX
)
∂a +
n−1∑
l=1
(
∂vil
(
λSX
)
∂v1l − ∂v1l
(
λSX
)
∂vil
)]
.
Dans la suite, nous n’utiliserons explicitement que les expressions des champs de
vecteurs fondamentaux X? pour X ∈ s. Pour tout (a, v, z) ∈ S ' R2n et v0 ∈ V ,
celles-ci sont données par :
(i) E?(a,v,z) = − e−2a ∂z ;
(ii) (v0)
?
(a,v,z) =
(− 12) e−a Ω (v0, v) ∂z − e−a ∂v0 ;
(iii) H?(a,v,z) = − ∂a.
Enfin, pour v0 ∈ V , notons que le champ de vecteurs ∂v0 ∈ Γ (TS) vérifie
∂v0 =
n−1∑
l=1
(
(v0)
1
l ∂v1l + (v0)
i
l ∂vil
)
. (1.42)
1.7 Vers une autre géométrie
Au cours des trois précédentes sections, nous avons en partie mis de côté les
aspects touchant aux structures symétriques sur les espaces sur lesquels nous avons
travaillé. Ces structures sont cependant bien présentes dans notre cadre et nous
choisissons d’y revenir à l’occasion de la dernière section de ce chapitre.
Nous référons aux notations et résultats établis dans la section 1.5. Ainsi, pour
n ∈ N\ {0} fixé, nous désignons par S le groupe d’Iwasawa de G := SU (1, n).
100 Chapitre 1 - Structures géométriques
Pour tout k ∈ R+\ {0}, le triple
(
S, JS, k βS
)
muni de la structure symétrique
sS est alors un espace hermitien symétrique de type non compact sur lequel G
agit par automorphismes via l’action L : G × S → S. Définissons l’application
Φ := φ ◦Π. En utilisant les coordonnées (a, v, z) pour a, z ∈ R et v ∈ Cn−1 ' V
décrite à la remarque 1.5.6, de même que les expresssions (1.21) et (1.33), nous
obtenons explicitement
Φ : S→ D : s ' (a, v, z) 7→ τs (o) =
(
sinh(a)+
cosh(a)+
v
cosh(a)+
)
où  :=
ea
2
(
v tv + 2iz
)
.
Pour k ∈ R+\ {0}, nous constatons que cette application définit à la fois :
(i) un isomorphisme de variétés complexes entre
(
S, JS
)
et
(
D, JD
)
;
(ii) une isométrie entre
(
S, k βS
)
et
(
D, k βB
)
;
(iii) un symplectomorphisme entre
(
S, k ωS
)
et
(
D, k ωD
)
;
(iv) un isomorphisme d’espaces symétriques entre
(
S, sS
)
et
(
D, sD
)
;
(v) une application G-équivariante relativement aux actions du groupe G par L
et τ respectivement sur S et D.
En outre, le groupe d’Iwasawa S étant un groupe de Lie, nous savons qu’il est muni
de la structure d’espace symétrique du type groupe sgr définie en (1.1). Dans les
coordonnées d’Iwasawa de S, l’expression (1.34) nous livre la forme explicite
sgr(a,v,z) (a
′, v′, z′) =

2a− a′
v + ea
′−a (v − v′)
z + e2a
′−2a (z − z′) + ea
′−a
2 Ω (v, v
′)
(
1− ea′−a
)

t
quels que soient (a, v, z) , (a′, v′, z′) ∈ S ' R2n. Il est dès lors légitime de se
demander si l’application Φ ne serait pas également un isomorphisme d’espaces
symétriques entre (S, sgr) et
(
D, sD
)
. Afin de répondre à cette question, il suffit de
comparer les structures symétriques sgr et sS sur S. Or, nous avons les équivalences
sgrs (s
′) = sSs (s
′) pour tout s, s′ ∈ S
⇔ (s′)−1 s = [σ (s−1s′)]S pour tout s, s′ ∈ S
⇔ s−1 = [σ (s)]S pour tout s ∈ S
où σ est l’automorphisme de G défini en (1.16). Cette dernière assertion n’étant
en général pas vérifiée, les structures symétriques sgr et sS sont donc distinctes.
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Le point fondamental dans cette section sera de constater que les géométries
affines associées à ces structures symétriques via leurs connexions de Loos res-
pectives sont de natures complètement différentes. Nous en déduirons que chaque
j-groupe normal élémentaire porte en lui une structure géométrique distincte de
celle d’espace hermitien symétrique que nous connaissons et nous en étudierons
brièvement ses propriétés. Avant d’en arriver là nous introduirons toutefois quelques
notions et résultats relatifs à un certain type d’espace symétrique possédant une
structure symplectique compatible avec la structure symétrique. Les références
[Bi95] et [Vo11] s’avèreront précieuses dans cette étude.
1.7.1 Concept d’espace symétrique symplectique
La notion d’espace symétrique symplectique fut introduite par Pierre Bieliavsky
dans sa thèse de doctorat ; [Bi95, ch.1]. Il s’agit d’une extension naturelle des
espaces symétriques dans un cadre symplectique compatible, semblablement au
concept d’espace riemannien symétrique. Plus précisément, nous avons la définition
suivante.
Définition 1.7.1. Un espace symétrique symplectique est espace symétrique
(M, s) muni d’une forme symplectique ω telle que, pour tout point x ∈ M , la
symétrie sx : M → M soit un symplectomorphisme de (M,ω). Nous dénoterons
par le triple (M, s, ω) un tel espace symétrique symplectique.
Un morphisme (resp. isomorphisme) d’espaces symétriques symplectiques entre
deux espaces symétriques symplectiques (M, s, ω) et (M ′, s′, ω′) est une applica-
tion étant à la fois un morphisme (resp. isomorphisme) entre les espaces symé-
triques (M, s) et (M ′, s′) et un symplectomorphisme entre les variétés symplec-
tiques (M,ω) et (M ′, ω′). Un isomorphisme entre un espace symétrique symplec-
tique (M, s, ω) et lui-même sera appelé automorphisme de l’espace symétrique sym-
plectique (M, s, ω). L’ensemble de ces automorphismes sera noté Aut (M, s, ω). Il
s’agit d’un sous-groupe fermé du groupe Aut (M, s) qui contient toutes les symé-
tries de (M, s). Par conséquent, le groupe des automorphismes de (M, s, ω) et le
groupe des transvections G (M, s) sont tous deux des groupes de Lie de dimension
finie agissant différentiablement et transitivement sur M ; [Lo69a, ch.2, thm.3.1].
Semblablement aux cas des espaces symétriques et hermitiens symétriques abor-
dés précédemment, les espaces symétriques symplectiques admettent également un
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encodage infinitésimal.
Définition 1.7.2. Soit (g, σ) une algèbre de Lie involutive de transvections telle
que g = g+ ⊕ g− où g± := {X ∈ g : σ (X) = ±X}. Si Ω ∈ (g−)? ⊗ (g−)? est
une forme symplectique sur g− satisfaisant
Ω ([Z,X] , Y ) + Ω (X, [Z, Y ]) = 0
pour tout Z ∈ g+ et X,Y ∈ g−, alors le triple (g, σ,Ω) est dit symétrique symplec-
tique. Un isomorphisme entre deux triples symplectiques (g, σ,Ω) et (g′, σ′,Ω′) est
un isomorphisme d’algèbres de Lie involutives φ entre (g, σ) et (g′, σ′) satisfaisant
φ?Ω′ = Ω.
Un espace symétrique symplectique (M, s, ω) et un point o ∈ M étant donnés,
nous pouvons leur associer le triple symétrique symplectique issu de la version
infinitésimale du triple symétrique (1.4) et de la forme symplectique définie à partir
de ω par une expression analogue à (1.11). Nous n’entrerons pas davantage dans ces
détails étant donné que des résultats semblables ont déjà été abordés dans les sous-
sections 1.1.2 et 1.2.2. Cette association induit une bijection entre l’ensemble des
classes d’isomorphismes d’espaces symétriques symplectiques simplement connexes
pointés et celui des classes d’isomorphismes de triples symétriques symplectiques ;
[Bi95, ch.1, prop.1.23]. Ces considérations se sont bien entendu avérées utiles dans
la thèse [Bi95] afin d’aborder les thèmes relatifs à la structure, à la décomposition,
à la classification des espaces symétriques symplectiques.
Sur un plan davantage géométrique, notons ce qui suit. Sur un espace sy-
métrique symplectique (M, s, ω), si ∇ désigne la connexion de Loos de l’espace
symétrique (M, s), alors la forme symplectique ω possède la propriété d’être paral-
lèle relativement à ∇ ; [Bi95, ch.1, lem.1.6]. Dans le cas où (M,J, g) est un espace
hermitien symétrique de structure symétrique s, avec ω la forme symplectique sur
M définie par (1.7), alors (M, s, ω) est un espace symétrique symplectique. Comme
nous l’avons vu dans la sous-section 1.2.2, les symétries sont alors des isométries
sur (M, g) et la connexion de Loos ∇ sur M correspond alors avec la dérivée cova-
riante de Levi-Civita associée à g. Il est toutefois important de remarquer que, sur
un espace symétrique symplectique quelconque, il n’existe pas nécessairement une
métrique riemannienne (ou même pseudo-riemannienne) relativement à laquelle
cette propriété tient. Nous dirons que de tels espaces symétriques symplectiques
sont non métriques.
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1.7.2 Deux géométries symétriques symplectiques
Revenons en maintenant à l’introduction de cette section. Comme nous venons
de le voir au travers de la sous-section théorique précédente, pour tout réel k > 0,
le triple
(
S, sS, k ωS
)
définit un espace symétrique symplectique, celui-ci admettant
une structure d’espace hermitien symétrique compatible. Nous attirons l’attention
du lecteur sur le fait que le groupe des transvections associé à cet espace symétrique
correspond au groupe de Lie simple G pour des raisons semblables à celles exposées
à la remarque 1.3.11.
Concentrons-nous maintenant sur l’espace symétrique de type groupe (S, sgr).
Considérons le groupe de Lie produit S2 := S × S et définissons le sous-groupe
diagS =
{
(s, s) ∈ S2 : s ∈ S} ' S ainsi que l’automorphisme σˆ : S2 → S2 qui à
(s, s′) associe (s′, s). Le triple
(
S2,diagS, σˆ
)
est alors symétrique et l’espace ho-
mogène S2/diagS muni de l’application (1.3) est un espace symétrique isomorphe
à (S, sgr) par l’application
S2/ diagS → S : (s, s′) diagS 7→ s (s′)−1 ;
[Ko10, ch.4, cor.4.26]. De la proposition 1.1.5, nous en tirons que l’application
υˆ : S2 × S→ S : ((s, s′) , s0) 7→ υˆ(s,s′) (s0) := s s0 (s′)−1
définit alors une action différentiable et transitive de S2 sur S par automorphismes
de (S, sgr). En utilisant les notations de la sous-section 1.5.1, l’égalité [s, s] = n et
le lemme 1.1.8 appliqué à l’espace symétrique pointé (S, sgr, Id) nous livrent alors
l’algèbre de Lie du groupe des transvections
G := {(aH +X, −aH + Y ) ∈ s× s : X,Y ∈ n, a ∈ R}
comme sous-algèbre de Lie de l’algèbre de Lie produit s× s du groupe de Lie S2.
La paire (G, σˆ?Id) définit alors une algèbre de Lie involutive de transvections qui,
dans les notations de la définition 1.1.6, satisfait
G+ =
[
G−,G−
]
= {(X,X) ∈ s× s : X ∈ n} ' n
et G− = {(aH +X,−aH −X) ∈ s× s : X ∈ n, a ∈ R} .
L’application qui à (aH +X,−aH −X) ∈ G− associe aH + X ∈ s pour tout
X ∈ n, a ∈ R est un isomorphisme d’espaces vectoriels. Si nous notons a et z
respectivement les coordonnées sur s selon les vecteurs de base H et E, il est aisé
de vérifier que le pull back de la forme symplectique
Ωˆ0 := da ∧ dz + Ω
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par cet isomorphisme induit une forme symplectique Ωˆ sur G− telle que le triple(
G, σˆ?Id , k
′Ωˆ
)
soit symétrique symplectique pour tout k′ ∈ R\ {0} ; [Bi08, ch.2]. Le lecteur
constatera aisément que l’espace symétrique symplectique associé à ce triple cor-
respond, à isomorphisme près, à l’espace symétrique (S, sgr) muni de la forme
symplectique k′ωˆ avec k′ ∈ R\ {0} et où ωˆ est définie par invariance sous la
restriction de l’action υˆ à G (S, sgr) ⊂ S2 à partir de sa valeur au neutre Id,
cette dernière s’obtenant via Ωˆ. En utilisant un calcul élémentaire à partir de l’iso-
morphisme s ' G− et de l’adaptation de l’expression (1.11) à notre cadre, nous
obtenons 4 ωˆId (X,Y ) = Ωˆ0 (X,Y ) pour tout X,Y ∈ s.
Par ailleurs, nous remarquons que
s′ := {(aH +X, −aH) ∈ s× s : X ∈ n, a ∈ R} ⊂ G
est une sous-algèbre de Lie de G isomorphe à s par la projection sur le premier
facteur dans s × s. L’usage du lemme 1.5.4 et des coordonnées d’Iwasawa sur S
nous indique qu’il s’agit de l’algèbre de Lie du sous-groupe de Lie
S′ :=
{
((a, v, z) , (−a, 0, 0)) ∈ S2} ⊂ G (S, sgr) .
Quel que soit k′ ∈ R\ {0}, celui-ci agit simplement et transitivement sur le groupe
de Lie S par automorphismes de l’espace symétrique symplectique (S, sgr, k′ωˆ) via
l’action υˆ. En outre, l’isomorphisme d’algèbres de Lie entre s′ et s s’intègre en un
isomorphisme de groupes de Lie ((a, v, z) , (−a, 0, 0)) ∈ S′ 7→ (a, v, z) ∈ S. Ceci
nous permet de définir l’action du groupe de Lie S sur lui-même
A : S× S→ S : (s ' (a, v, z) , s′) 7→ As (s′) := υˆ((a,v,z),(−a,0,0)) (s′) .
Celle-ci est transitive et telle que As ∈ Aut (S, sgr, k′ωˆ) pour tout s ∈ S et
k′ ∈ R\ {0}. Nous en tirons alors la proposition suivante dont le lecteur pourra
notamment retrouver la trace dans [Bi08, ch.2, prop.2.1] et [BG14, ch.2, prop.2.9].
Proposition 1.7.3. L’application
ana : S→ S : s ' (a, v, z) 7→ As (Id) ' (a, v, z) (a, 0, 0) =
(
2a, e−av, e−2az
)
définit un difféomorphisme S-équivariant relativement aux actions L et A. De plus,
le transport de la structure symétrique sgr par ce difféomorphisme nous livre une
nouvelle structure symétrique
sana : S× S→ S : (s, s′) 7→ sanas (s′) := ana−1
(
sgrana(s) (ana (s
′))
)
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telle que, pour tout k′ ∈ R\ {0}, le triple (S, sana, k′ωS) définisse un espace symé-
trique symplectique pour lequel
Ls ∈ Aut
(
S, sana, k′ωS
)
quel que soit s ∈ S.
Démonstration. Il est clair que ana est un difféomorphisme satisfaisant
ana (Ls (s
′)) = Ass′ (Id) = As (ana (s′))
pour tout s, s′ ∈ S. Cette application est donc bien S-équivariante relativement
aux actions L et A. Pour tout k′ ∈ R\ {0}, nous tirons alors de cette assertion
et de la définition de la structure symétrique sana que le triple (S, sana, k′ ana? ωˆ)
définit un espace symétrique symplectique tel que Ls ∈ Aut (S, sana, k′ ana? ωˆ)
quel que soit s ∈ S. Afin de compléter la preuve, montrons l’existence d’un réel
k0 6= 0 satisfaisant
ana? ωˆ = k0 ω
S.
Ces deux formes symplectiques étant invariantes à gauche sur S, il suffit de vérifier
cette propriété au point s = Id. Pour tout a, z ∈ R et v ∈ V , nous déduisons
aisément de l’expression de l’application ana les égalités
ana (Id) = Id et ana?Id (aH + v + zE) = 2aH + v + zE.
Par conséquent, comme
(ana?ωˆ)Id (X,Y ) =
1
4
Ωˆ0 (ana?Id (X) , ana?Id (Y ))
pour toutX,Y ∈ s, la forme symplectique Ω0 telle que définie en (1.38) correspond
avec 4 (ana?ωˆ)Id et la thèse est vérifiée avec k0 =
1
2(n+1) . “
Remarque 1.7.4. Après quelques calculs au moyen des expressions des applica-
tions sgr et ana, nous en déduisons la forme explicite
sana(a,v,z) (a
′, v′, z′) =
 2a− a
′
2 cosh (a− a′) v − v′
2 cosh (2a− 2a′) z − z′ + sin (a− a′) Ω (v, v′)

t
,
pour tout (a, v, z) , (a′, v′, z′) ∈ S ' R2n.
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Il suit directement de la proposition précédente que le difféomorphisme ana
définit un isomorphisme d’espaces symétriques symplectiques entre
(
S, sana, ωS
)
et
(S, sgr, 2 (n+ 1) ωˆ). En particulier, en transportant l’action de G (S, sgr) de façon
équivariante par cette application et en applicant le lemme 1.1.8, nous en déduisons
que l’algèbre de Lie du groupe des transvections G (S, sana) est isomorphe à G.
Ces faits couplés aux résultats obtenus lors de la sous-section 1.5.3 nous mènent à
la proposition suivante.
Proposition 1.7.5. Considérons un réel k > 0 ainsi que la variété symplectique(
S, k ωS
)
définie précédemment.
(a) La structure symétrique sS définie en (1.39) est telle que le triple
(
S, sS, k ωS
)
définisse un espace symétrique symplectique dont le groupe des transvections
G
(
S, sS
)
est simple et s’identifie à G = SU (1, n). De plus, le groupe de Lie
S admet une structure d’espace hermitien symétrique compatible avec cette
structure d’espace symétrique symplectique.
(b) La structure symétrique sana définie à la proposition 1.7.3 est telle que le
triple
(
S, sana, k ωS
)
définisse un espace symétrique symplectique non métrique
dont le groupe des transvections G (S, sana) est résoluble et d’algèbre de Lie
isomorphe à G.
De plus, pour tout s ∈ S, la translation à gauche par s définit un automorphisme
de ces deux espaces symétriques symplectiques.
À ce stade, le seul point évoqué dans cette proposition restant a priori non trivial
aux yeux du lecteur et pour lequel nous allons esquisser brièvement une preuve est
le fait que l’espace symétrique symplectique
(
S, sana, k ωS
)
soit non métrique quel
que soit k ∈ R+\ {0}. En effet, si ce point n’était pas vérifié, le groupe G (S, sana)
agirait transitivement et isométriquement sur S et un raisonnement semblable à
celui de la sous-section 1.2.2, couplé à une adaptation du résultat [CP80, ch.1,
prop.1.6.b] dans notre cadre, nous livrerait une forme bilinéaire symétrique non
dégénérée βˆ0 ∈ G? ⊗G? satisfaisant
βˆ0 ([Z,X] , Y ) + βˆ0 (X, [Z, Y ]) = 0 pour tout X,Y, Z ∈ G.
Il n’est alors pas difficile de vérifier que cette dernière condition entre en contra-
diction avec la non dégénérescence de la forme bilinéaire βˆ0 en considérant, par
exemple, Z = (E, 0) et X = Y .
Remarque 1.7.6. Comme nous l’avons rappelé dans l’introduction à cette section,
pour tout réel k > 0, l’espace symétrique symplectique
(
S, sS, k ωS
)
muni de la
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structure complexe JS et de la structure riemannienne k βS est un espace hermitien
symétrique de type non compact dont la structure peut s’identifier à celle de la
boule unité de Cn par le difféomorphisme Φ. Dans ce cas, le paramètre k > 0 est
intimement relié à la courbure considérée sur la boule unité D en tant que variété
riemannienne. À l’inverse, dans le cas de l’espace symétrique symplectique non
métrique
(
S, sana, k ωS
)
, la structure géométrique de l’espace est invariante sous
le choix de ce paramètre k > 0. Dans un document non publié, Pierre Bieliavsky
montra que ces deux espaces sont en fait liés l’un à l’autre par une contraction
de courbure, c’est-à-dire l’annulation d’un ou plusieurs coefficients du tenseur de
courbure de Riemann de la connexion de Loos sur
(
S, sS
)
. Ce fait est mentionné
dans la référence [Bi08, ch.1] et explicité dans le cas n = 1 dans l’article [B+09].
1.7.3 Remarques sur les triangles géodésiques
La proposition 1.7.5 que nous venons d’aborder nous expose deux structures
symétriques symplectiques invariantes à gauche sur le groupe de Lie S. Ces deux
structures sont distinctes et tant les connexions de Loos que les groupes de trans-
vections y étant associés sont de natures relativement différentes. Au travers de
cette sous-section, nous allons pointer quelques conséquences géométriques reliées
à ces considérations. Celles-ci n’ayant pas fait l’objet spécifique de notre travail,
nous n’en présenterons toutefois qu’une esquisse.
Proposition 1.7.7. [BG14, ch.2, prop.2.14 & ch.5, thm.5.53] Considérons
l’espace symétrique (S, sana) où S est le groupe d’Iwasawa de SU (1, n) pour
n ∈ N\ {0} et sana la structure symétrique sur S définie à la proposition 1.7.3.
(a) Deux points de S sont nécessairement joints par un unique segment géodésique
relativement à la connexion de Loos sur (S, sana).
(b) Pour tout x, y, z ∈ S, il existe un unique point P (x, y, z) ∈ S tel que
P (x, y, z) =
(
sanax ◦ sanay ◦ sanaz
)
(P (x, y, z)) .
(c) Notons S3 := S× S× S et définissons l’application
(x, y, z) ∈ S3 7→ (P, sanaz (P ) , sanay (sanaz (P ))) ∈ S3
où P = P (x, y, z) est le point de S défini en (b). Alors, cette application est
un difféomorphisme.
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Par le point (a) de la proposition 1.7.7, un triple (x, y, z) ∈ S3 définit univoquement
un triangle géodésique orienté dans S, appelé parfois plus simplement triangle. Le
double triangle basé sur les points x, y, z ∈ S est, quant à lui, le triangle défini
à partir de l’image du triple (x, y, z) ∈ S3 par le difféomorphisme explicité à la
proposition 1.7.7 (c). Dans le cas d’un espace symétrique (M, s) où seul le point
(a) tient, une définition plus générale de double triangle basé sur x, y, z ∈ M
peut être donnée comme étant un triangle définit via un triple (x′, y′, z′) tel que
sx (z
′) = x′, sy (x′) = y′ et sz (y′) = z′.
Dans le cadre de cette proposition, pour k ∈ R+\ {0}, considérons la forme sym-
plectique k ωS définie à la sous-section 1.5.3 et telle que le triple
(
S, sana, k ωS
)
soit un espace symétrique symplectique en vertu de la proposition 1.7.5. Comme
H2dR (S) ' H2dR
(
R2n
)
= 0
par le lemme de Poincaré, une application du théorème de Stokes-Cartan nous
permet de définir l’aire symplectique du triangle géodésique porté par trois points
x, y, z ∈ S comme étant l’intégrale de la forme symplectique k ωS sur n’importe
quelle surface de S bordée par ce triangle orienté ; [Wa83, ch.4], [Ma97, ch.15]. Le
point (c) de la proposition 1.7.7 rend alors légitime la formulation de la définition
suivante.
Définition 1.7.8. Dans le contexte mentionné ci-dessus, pour x, y, z ∈ S, notons
Aire (x, y, z) ∈ R l’aire symplectique (relativement à la forme symplectique k ωS)
du triangle géodésique orienté porté par les points x, y et z. La phase de Weinstein
est définie comme étant la fonction
SW : S3 → R : (x, y, z) 7→ SW (x, y, z) := Aire (P, sanaz (P ) , sanay (sanaz (P )))
où P := P (x, y, z) est le point de S défini à la proposition 1.7.7 (b).
Cette définition fut introduite par Alan Weinstein dans ses travaux en quantification
par déformation sur lesquels nous reviendront brièvement par la suite ceci n’étant
pas le but du présent chapitre ; [We94a]. Le point sur lequel nous souhaitons insister
ici est le fait que les doubles triangles dans S, tout comme l’application SW ,
sont bien définies dans le cas de l’espace symétrique symplectique
(
S, sana, k ωS
)
essentiellement de par les propriétés géométriques exposées à la proposition 1.7.7.
Au-delà de la référence [BG14], les résultats relatifs à cette proposition, de même
que le cadre dans lequel ils se formulent, furent en partie développés par Yannick
Voglaire dans sa thèse de doctorat [Vo11] et dans l’article [Vo13]. La notion de
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point milieu y joue un rôle relativement central. Celle-ci se définit comme suit :
étant donnés un espace symétrique (M, s) et deux points x, y ∈ M , un point
z ∈M est un point milieu de x et y si sz (x) = y. Voglaire développa notamment
des critères géométriques et algébriques équivalents à l’existence de tels points
milieu ; [Vo11, ch.2, thm.2.2.20]. Sur l’espace symétrique (S, sana), l’existence et
l’unicité d’un point milieu pour toute paire de points donnée est une vérité et le
lecteur pourra trouver une formule explicite pour celui-ci en [BG14, ch.2, lem.2.13].
Toutefois, si cette propriété suffit à obtenir le point (a) de la proposition 1.7.7, elle
ne suffit pas à en garantir les points (b) et (c) comme nous l’indique le résultat
suivant.
Proposition 1.7.9. [Vo13, ch.2, thm.2.2.20, prop.2.3.7 & thm.2.3.12]
Soit (M, s) un espace symétrique sur lequel il existe une application lisse
m : M ×M →M telle que sm(x,y) (x) = y
pour tout x, y ∈M . Définissons l’application
m3 : M ×M ×M →M ×M ×M : (x, y, z) 7→ (m (z, x) ,m (x, y) ,m (y, z)) .
(a) Deux points de M sont nécessairement joints par un unique segment géodé-
sique relativement à la connexion de Loos sur (S, s).
(b) Le groupe des transvections G (M, s) est résoluble si et seulement si l’applica-
tion m3 est un difféomorphisme.
(c) Si le groupe des transvections G (M, s) est semi-simple, alors l’application m3
n’est pas surjective.
Dans le cadre de cette proposition, l’existence et unicité d’un double triangle basé
sur trois points deM donnés repose sur le fait que m3 soit un difféomorphisme. Le
point crucial nous menant à la proposition 1.7.7 (c) est donc le fait que le groupe
des transvections de (S, sana) soit résoluble. En particulier, nous perdons donc cette
propriété géométrique et la possibilité de définir globalement une phase analogue
à SW dans le cas de l’espace symétrique symplectique formé de la boule unité de
Cn munie de la structure symétrique sD et de la structure symplectique k ωD pour
k ∈ R+\ {0}, vu que son groupe des transvections est simple. Une explicitation
concrète de ce fait est présentée dans le cas n = 1 à la référence [Vo11, ch.2,
expl.2.3.4].
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Chapitre 2
Quantification
« Rome ne s’est pas faite en un jour ». À travers ce célèbre proverbe d’origine
latine se retrouve l’évolution de la recherche fondamentale actuelle dans de très
nombreux domaines, et notamment en théorie mathématique de la quantification.
Et c’est bien ce dernier que nous allons aborder dans le second chapitre de ce
texte en entrant enfin dans le vif du sujet de notre thèse. Une entrée prudente
qui verra avant tout la mise en place d’une description à la fois mathématique et
journalistique de ce domaine de recherche dans lequel nous tenterons de replacer
notre contribution.
Plus précisément, cette seconde partie sera consacrée à l’étude de l’obtention d’une
forme de quantifications de la boule unité de Cn pour n ∈ N\ {0}. À ces fins, nous
revisiterons l’introduction d’outils théoriques associés à la mécanique hamiltonienne
quantique et développerons une reformulation de nos objectifs en termes de l’évo-
lution d’une hiérarchie d’équations aux dérivées partielles dont nous discuterons
la résolution. Cette approche sera basée entre autres sur les articles [BM01] et
[B+09]. Tout au long de ce texte, nous mettrons également en évidence l’impor-
tance des résultats obtenus lors de l’étude géométrique que nous avons menée au
cours du premier chapitre. À la frontière de domaines tels que la théorie de Lie,
l’analyse harmonique, la théorie des représentations, les équations aux dérivées par-
tielles ou encore l’analyse des fonctions spéciales, le lecteur découvrira ici une des
faces cachées de la quantification.
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2.1 Quantification par déformation
Comme nous l’avons vu dans l’introduction, par le terme quantification, nous
évoquons essentiellement un processus nous permettant l’expression au niveau
quantique d’objets et de faits relatifs à un système classique. Le problème ainsi
posé est vaste et différentes approches existent afin de s’y attaquer. Dans cette
section nous nous intéresserons au traitement de la quantification par déformation
initiée par Bayen, Flato, Fronsdal, Lichnerowicz et Sternheimer dans les articles
considérés comme fondateurs de la discipline [B+78a], [B+78b]. Nous en déve-
lopperons les idées principales du point de vue formel, tout en abordant ce sujet
brièvement sous un angle non formel. Parmi les nombreuses références existant sur
ce sujet, ce texte s’appuiera entre autres plus ou moins fortement sur les ouvrages et
articles [Bo05], [Gu11], [Es14], [CW99], [We94b], [Be95], [B+98], [BG14], [Bi02],
[Xu98], [De06], [Vo11], [Cl07], [dG10] et [Le90].
2.1.1 Concept de star-produit
L’idée de base de la quantification par déformation repose sur une quantification
obtenue par déformation associative non commutative de l’algèbre des fonctions
lisses sur la variété symplectique constituée par l’espace de phase associé à un
système classique. Dans un cadre dit formel, cette déformation est encodée par la
donnée d’un star-produit tel que nous allons le définir. Afin de faciliter l’expression
de cette définition, fixons (M,ω) une variété symplectique et {−,−} la structure de
variété de Poisson surM associée à la structure symplectique ω. Dans cette section,
et plus généralement dans ce chapitre, la notation C∞ (M) désignera l’ensemble
des fonctions lisses sur M à valeurs complexes. Les champs de tenseurs (réels)
intervenant dans la suite et étant issus des considérations géométriques du chapitre
précédent sont alors sans peine vus comme éléments de l’ensemble des champs de
tenseurs complexes ; [He01, ch.8, § 2]. Considérons maintenant
C∞ (M) JνK := {∑
k∈N
νkfk : fk ∈ C∞ (M) pour tout k ∈ N
}
l’ensemble des séries formelles en un paramètre formel ν à coefficients dans l’al-
gèbre des fonctions lisses sur M . Nous insistons sur le fait que cette écriture en
série est purement formelle dans le sens où elle ne sous-entend aucune notion de
convergence. Deux telles séries formelles sont dites égales si, pour tout k ∈ N, leur
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coefficient respectif en νk sont égaux. Il est aisé de vérifier que C∞ (M) JνK se mu-
nit d’une structure d’algèbre commutative sur C dont l’addition et la multiplication
sont respectivement définies par(∑
k∈N
νkfk
)
+
(∑
k∈N
νkgk
)
=
∑
k∈N
νk (fk + gk)
et
(∑
k∈N
νkfk
)(∑
k∈N
νkgk
)
=
∑
k∈N
νk
(
k∑
l=0
fl gk−l
)
pour tout
∑
k ν
kfk,
∑
k ν
kgk ∈ C∞ (M) JνK. Les séries formelles en ν à coeffi-
cients réels ou complexes sont définies de façons semblables.
Enfin, avant d’introduire précisément la définition d’un star-produit, rappelons que,
pour p ∈ N\ {0}, une application
C : (C∞ (M))p → C∞ (M)
est appelée opérateur p-différentiel s’il existe N ∈ N tel que, dans chaque carte
locale (U,ϕ) de M de coordonnées locales (xj)j , il existe des fonctions lisses{
CI1,...,Ip ∈ C∞ (U)
}
I1,...,Ip
qui vérifient
C (f1, ..., fp)|U =
∑
I1,...,Ip
|I1|,...,|Ip|≤N
[
CI1,...,Ip
p∏
k=1
∂xIk (fk)
]
pour tout f1, ..., fp ∈ C∞ (M), où I1, ..., Ip désignent des multi-indices dont les
composantes sont des naturels entre 1 et dim (M).
Définition 2.1.1. Dans ce cadre, un star-produit sur M est une application
∗ν : C∞ (M)× C∞ (M) → C∞ (M) JνK : (f, g) 7→ f ∗ν g := ∑
k∈N
νk Ck (f, g)
satisfaisant aux conditions suivantes :
(i) pour tout k ∈ N\ {0}, l’application
Ck : C∞ (M)× C∞ (M)→ C∞ (M)
est C-bilinéaire et définit un opérateur 2-différentiel tel que Ck (f, 1) = 0 et
Ck (1, f) = 0 pour tout f ∈ C∞ (M) ;
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(ii) son extension CJνK-bilinéaire à l’ensemble des séries formelles en ν à coef-
ficients dans C∞ (M), définie pour tout ∑k νkfk, ∑k νkgk ∈ C∞ (M) JνK
par la formule
(∑
k∈N
νkfk
)
∗ν
(∑
k∈N
νkgk
)
=
∑
k∈N
νk
 ∑
i,j,l∈N
i+j+l=k
Cl (fi, gj)
 ,
livre un produit associatif sur C∞ (M) JνK ;
(iii) quels que soient f, g ∈ C∞ (M), les relations dites de limite classique
C0 (f, g) = fg et C1 (f, g)− C1 (g, f) = 2 {f, g}
sont vérifiées.
Le terme de quantification par déformation formelle est également utilisé pour
référer à un star-produit. Le commutateur sur C∞ (M) JνK relativement au star-
produit ∗ν sera appelé ∗ν-commutateur et noté [−,−]∗ν . Tel qu’exposé ci-dessus,
un star-produit constitue une déformation formelle de l’algèbre des fonctions lisses
surM préservant l’élément neutre f ≡ 1 et s’effectuant dans la direction du crochet
de Poisson associé à la forme symplectique ω, dans le sens où
f ∗ν g ν→0−→ fg et
1
2ν
[f, g]∗ν
ν→0−→ {f, g}
pour tout f, g ∈ C∞ (M). Comme nous l’avons vu dans l’introduction, ces
conditions traduisent la limite classique de la déformation quantique formelle. Par
ailleurs, l’associativité de l’opération de composition des opérateurs sur un espace
de Hilbert dont est censé rendre compte le star-produit ∗ν justifie logiquement
la condition d’associativité de celui-ci. Le lecteur vérifiera facilement que cette
dernière condition est équivalente à imposer∑
i,j ∈N
i+j=k
Ci (Cj (f, g) , h) =
∑
i,j ∈N
i+j=k
Ci (f, Cj (g, h))
pour tout f, g, h ∈ C∞ (M) et k ∈ N.
Remarque 2.1.2. Quelques variantes de la définition 2.1.1 existent. Nous ren-
voyons le lecteur aux références citées en début de section pour plus de détails sur
celles-ci. Spécifions toutefois les deux points suivants.
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(a) La définition d’un star-produit tient sur n’importe quelle sous-algèbre de
C∞ (M) stable sous le crochet de Poisson {−,−}. En pratique, nous utili-
serons régulièrement cette définition locale dans la suite afin de légitimer nos
calculs, ceux-ci n’étant pas toujours réalisables sur l’espace des fonctions lisses
sur M tout entier.
(b) La définition d’un star-produit reste parfaitement valable dans le cas d’une
variété de Poisson arbitraire indépendamment d’une éventuelle structure sym-
plectique. En outre, si M est une variété lisse munie d’une application
C∞ (M)× C∞ (M) ∗ν−→ C∞ (M) JνK : (f, g) 7→ fg + +∞∑
k=1
νk Ck (f, g)
satisfaisant aux conditions (i) et (ii) de la définition 2.1.1, alors l’application
C∞ (M)× C∞ (M)→ C∞ (M) : (f, g) 7→ 1
2
[C1 (f, g)− C1 (g, f)]
définit une structure de variété de Poisson sur M .
Nous tenons enfin à souligner que, dans la suite de cette section et du chapitre,
nous désignerons toujours par ν le paramètre formel intervenant relativement à
la définition d’un star-produit telle qu’exposée ci-dessus. Ce paramètre ν sera par
ailleurs appelé paramètre (formel) de déformation.
Avant de se pencher sur quelques résultats généraux relatifs à l’existence de
star-produits, mentionnons l’exemple le plus connu et sans doute le plus important
de star-produit. Considérons n ∈ N\ {0} ainsi que M := R2n = Rn × Rn comme
variété lisse munie de sa forme symplectique standard ω ∈ Ω2 (M), c’est-à-dire
la forme symplectique constante dont la représentation matricielle dans la base
canonique de R2n est donnée par
(ωij)1≤i,j≤2n :=
(
0 Idn
− Idn 0
)
.
Notons
(
ωij
)
1≤i,j≤2n = −
(
(ωij)1≤i,j≤2n
)−1
et définissons l’application
∗0ν : C∞ (M)× C∞ (M) → C∞ (M) JνK (2.1)
(f, g) 7→ f ∗0ν g
:= fg +
+∞∑
k=1
νk
k!
∑
I : |I|=k
J : |J|=k
ωIJ ∂I (f) ∂J (g)
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où, d’une part, I et J désignent des multi-indices dont les composantes sont des
naturels étant compris entre 1 et 2n, et, d’autre part, si |I| = |J | = k ∈ N avec
I = (i1, ..., ik) et J = (j1, ..., jk), alors
ωIJ :=
k∏
l=1
ωiljl
et ∂I (resp. ∂J) désigne la composition des opérateurs de dérivées partielles en les
variables i1, ..., ik (resp. j1, ..., jk). Après quelques calculs, nous remarquons sans
peine que l’application ∗0ν satisfait aux conditions de la définition 2.1.1 et définit
donc un star-produit surM . Le lecteur pourra consulter davantage de détails sur ce
point aux références [Bo05, ch.5], [Be95, ch.1, § 2 & § 3] et [Es14, ch.3, expl.3.1].
Soulignons toutefois au passage les égalités
∑
I : |I|=1
J : |J|=1
ωIJ ∂I (f) ∂J (g) =
2n∑
i,j=1
ωij ∂i (f) ∂j (g)
= {f, g} , (2.2)
valables pour tout f, g ∈ C∞ (M), où {−,−} désigne le crochet de Poisson sur
C∞ (M) associé à la forme symplectique standard ω.
Définition 2.1.3. Le star-produit ∗0ν défini en (2.1) sur R2n pour n ∈ N\ {0} est
appelé star-produit de Moyal.
Comme annoncé dans l’introduction, ce star-produit est issu de la composition des
opérateurs obtenus après un processus de quantification. Il fut en réalité introduit
par Groenewold dans le document [Gr46] avant que le nom de Moyal ne lui soit
finalement associé après la parution en 1949 du papier de mécanique statistique
quantique [Mo49] dans lequel intervient son ∗0ν-commutateur. L’article [B+78a]
présente, quant à lui, une extension de la définition 2.1.3 au cas d’une variété
symplectique munie d’une connexion symplectique plate.
Remarque 2.1.4. L’expression du star-produit de Moyal telle qu’exposée ci-dessus
peut, à strictement parler, être simplifiée. Ce choix de formulation se justifie de par
le fait que cette définition soit aisément généralisable en l’état au cas d’un espace
vectoriel réel symplectique de dimension finie ; [Be95, ch.1, § 2].
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2.1.2 Résultats d’existence & équivalence de star-produits
Lors de la sous-section précédente, nous venons d’introduire la notion de star-
produit vue comme manifestation formelle d’une quantification par déformation
sur une variété symplectique (ou plus généralement, une variété de Poisson). Après
avoir donné l’exemple du star-produit de Moyal dans le cadre spécifique de la variété
R2n munie de sa forme symplectique standard, n étant un naturel non nul, soulever
la question de l’existence de tel objets mathématiques dans un cadre plus général
paraît légitime. Historiquement de nombreux résultats abondèrent dans ce sens. Le
traitement détaillé de ceux-ci n’étant pas l’objet principal de notre travail, nous les
condenserons dans les lignes suivantes.
Le premier résultat complet d’existence d’un star-produit fut démontré en 1983,
par De Wilde et Lecomte, dans le cadre des variétés symplectiques. L’article [DL83]
concrétise ce résultat que les auteurs développèrent en utilisant, entre autres, des
arguments cohomologiques. Indépendamment, d’autres approches arrivèrent aux
mêmes conclusions par la suite. Citons notamment l’approche originale de Fedosov
publiée initialement en russe de 1985 et reprise dans l’article [Fe94] du même au-
teur. Ce dernier y expose la construction d’un star-produit sur chaque variété sym-
plectique en s’appuyant en partie sur le choix d’une connexion symplectique, ceci
permettant de construire des star-produits possédant certaines propriétés. Nous ef-
fleurerons ce dernier point dans la sous-section suivante. Au-delà de l’article [Fe94],
de très nombreux textes cités dans nos références tels que [We94b, ch.2], [Be95,
ch.3], [Xu98, ch.2], [CW99, ch.21] ou [Gu11, ch.3] reprennent cette importante
construction. Enfin, toujours dans cadre des variétés symplectiques et indépen-
damment des auteurs précédents, citons Omori, Maeda et Yoshioka dont le travail
apparaît dans la publication [O+91] de 1991 et mène à des conclusions semblables
d’existence de star-produits.
Les différents travaux que nous venons brièvement de mentionner ne laissent donc
aucun doute sur la véracité du théorème suivant.
Théorème 2.1.5. Toute variété symplectique admet un star-produit.
Dans le cadre plus général des variétés de Poisson, c’est le mathématicien Maxim
Kontsevich qui livra en 1997 le résultat suprême d’existence d’un star-produit
comme conséquence de son célèbre théorème de formalité. Si sa prépublication
se trouve aisément sur la toile, c’est à l’article [Ko03] publié six ans plus tard que
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nous renverrons le lecteur. En guise de référence complémentaire, notons que le
travail de Kontsevich est le point central de l’ouvrage [Es14].
Cet important fait énoncé, nous réalisons qu’il existe sur Terre plus d’un star-
produit. Il est dès lors intéressant d’introduire une notion d’équivalence entre deux
tels star-produits qui soit naturelle relativement à la définition 2.1.1.
Définition 2.1.6. Deux star-produits ∗ν et ∗′ν sur une même variété symplectique
(M,ω) sont dits équivalents s’il existe un opérateur linéaire T sur C∞ (M) JνK de
la forme
T =
∑
k∈N
νk Tk (2.3)
satisfaisant aux propriétés suivantes :
(i) Tk est un opérateur 1-différentiel CJνK-linéaire quel que soit k ∈ N ;
(ii) T0 = Id C∞(M)JνK ;
(iii) T (f ∗ν g) = T (f) ∗′ν T (g) pour tout f, g ∈ C∞ (M).
Dans le cadre de la définition précédente, notons qu’un tel opérateur T est néces-
sairement inversible, ce qui permet une reformulation équivalente de la définition
2.1.6 en remplaçant la condition (iii) par
(iii)′ f ∗′ν g = T
(
T−1 (f) ∗ν T−1 (g)
)
pour tout f, g ∈ C∞ (M) ;
[Be95, ch.4, lem.4.7]. Nous noterons plus simplement cette relation entre ∗ν et
∗′ν par ∗′ν = T (∗ν). Le lecteur vérifiera sans peine que cette dernière définition
fournit bien une relation d’équivalence sur l’ensemble des star-produits définis sur
une variété symplectique.
Remarque 2.1.7. Dans la suite, une variété symplectique (M,ω) sur laquelle est
défini un star-produit ∗ν étant clairement spécifiée, nous noterons Op (∗ν) l’en-
semble des opérateurs linéaires T sur C∞ (M) JνK de la forme (2.3) satisfaisant
aux points (i) et (ii) de la définition 2.1.6 et tel que T (∗ν) définisse un nouveau
star-produit sur M . Remarquons que cette dernière condition est équivalente à de-
mander que l’opérateur 1-différentiel Tk s’annule sur les constantes quel que soit
k ∈ N\ {0} ; [Be95, ch.4, lem.4.7].
La question relativement logique se dressant devant nous est alors celle de la dé-
termination des classes d’équivalence de star-produits sur une variété symplectique
donnée. L’année 1995 vit une solution être apportée à ce problème sous différentes
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approches au travers des travaux de Nest et Tsygan, puis de Deligne d’une part,
et de Bertelson, Cahen et Gutt d’autre part ; [NT95], [De95], [Be95], [B+97].
L’énoncé suivant couvre le résultat fondamental issu de ces articles.
Théorème 2.1.8. Les classes d’équivalence de star-produits sur une variété sym-
plectique (M,ω) sont paramétrisées intrinsèquement par l’espace des séries for-
melles en le paramètre formel de déformation à coefficients dans le deuxième groupe
de cohomologie de De Rham H2dR (M).
Notons qu’une des pierres angulaires de ce théorème réside dans le fait que tout
star-produit sur une variété symplectique soit équivalent à un star-produit construit
par la méthode exposée dans l’article [Fe94] de Fedosov que nous avons évoqué
plus haut dans cette sous-section.
2.1.3 Star-produits invariants
Dans la suite de notre travail, nous allons nous pencher sur un certain type
de star-produits visant à rendre compte de la présence de symétries d’un système
classique au niveau de sa quantification par déformation. Afin d’introduire plus
précisément ce concept, fixons pour le reste de cette sous-section une variété sym-
plectique (M,ω) et un groupe de Lie G agissant à gauche par symplectomorphimes
sur (M,ω) via l’action différentiable ς : G×M →M : (g, x) 7→ ςg (x).
Définition 2.1.9. Dans le cadre exposé ci-dessus, un star-produit ∗ν sur M est
dit G-invariant si
ς?g (f1 ∗ν f2) = ς?g (f1) ∗ν ς?g (f2) (2.4)
pour tout f1, f2 ∈ C∞ (M) et pour tout g ∈ G.
La relation (2.4) se comprend bien évidemment en considérant l’extension CJνK-
linéaire de l’application ς?g : C∞ (M) → C∞ (M) à C∞ (M) JνK, quel que soit
g ∈ G. Au vu de la sous-section précédente, nous sommes à même de nous inter-
roger sur l’existence d’un tel star-produit G-invariant sur la variété symplectique
(M,ω). Déjà abordé dans l’article fondateur [B+78a, ch.9, ch.10 & ch.11], l’exis-
tence d’un star-produit G-invariant sur M est intimement associée à l’existence
d’une connexion symplectique sur (M,ω) invariante sous l’action du groupe G.
Le fait suivant suit de la construction de Fedosov présentée dans l’article [Fe94]
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et dont nous avons brièvement discuté à la sous-section précédente ; [B+98, ch.3,
prop.3.2], [Xu98, ch.6, prop.6.1].
Proposition 2.1.10. Dans le contexte susmentionné, s’il existe une connexion
symplectique ∇ sur la variété symplectique (M,ω) telle que ςg ∈ Aff (M,∇) pour
tout g ∈ G, alors il existe un star-produit G-invariant sur M .
Un autre point descendant naturellement des observations de la sous-section
précédente est d’examiner ce qu’il advient du théorème 2.1.8 en le traduisant dans
le contexte des star-produits G-invariants sur M . Pour cela, définissons d’abord
la notion d’équivalence de star-produits sur M relativement à l’invariance sous
l’action du groupe G.
Définition 2.1.11. Dans le cadre précédent, considérons deux star-produits ∗ν et
∗′ν surM qui soient G-invariants et équivalents relativement à un opérateur linéaire
T sur C∞ (M) JνK de la forme (2.3). Si l’égalité
ς?g ◦ Tk = Tk ◦ ς?g
tient pour tout k ∈ N et pour tout g ∈ G, alors les star-produits ∗ν et ∗′ν sont dits
G-équivalents.
En adaptant les résultats de l’article [B+97] dans un cadre G-invariant, Bertelson,
Bieliavsky et Gutt démontrèrent le résultat suivant.
Théorème 2.1.12. [B+98, ch.4, thm.4.1] Dans le cadre de cette sous-section,
les classes de G-équivalence de star-produits G-invariants sur la variété symplec-
tique (M,ω) sont paramétrisées intrinsèquement par l’espace des séries formelles
en le paramètre formel de déformation à coefficients dans le deuxième espace de
cohomologie de De Rham G-invariante H2dR (M)
G.
Le lecteur consultera l’article [B+98] pour plus de détails relativement à ce résultat
qui nous sera bien utile dans la suite.
2.1.4 Introduction aux déformations non formelles
Nous proposons maintenant aux lecteurs de revenir plus spécifiquement sur les
aspects ayant trait au point de vue formel inhérent au concept de star-produit
tel qu’introduit à la sous-section 2.1.1. Comme formulé à la définition 2.1.1, ce
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concept traduit une déformation formelle de l’algèbre commutative des fonctions
lisses sur une variété symplectique (M,ω) que constitue l’espace de phase d’un
système classique. Le terme formel est ici employé dans le sens où le star-produit
de deux fonctions lisses sur M n’est a priori qu’une série formelle en un paramètre
de déformation ν à coefficients dans l’algèbre C∞ (M) ne sous-tendant donc aucune
notion de convergence en ν. Toutefois, il arrive que cette écriture ne soit pas juste
formelle mais définisse explicitement une fonction surM dans un cadre fonctionnel
adéquat. Nous parlerons alors de quantification par déformation non formelle.
Définition 2.1.13. Considérons (M,ω) une variété symplectique munie de sa
mesure de Liouville dµω et du crochet de Poisson {−,−} associé à la forme sym-
plectique ω. Une quantification par déformation non formelle sur M est la donnée
d’une famille d’algèbres associatives {(A~, ∗~)}~ relativement à un paramètre réel
de déformation ~ telle que :
(i) l’ensemble D (M) des fonctions lisses à support compact sur M est contenu
dans A~ ;
(ii) pour tout f, g ∈ D (M), f ∗~ g admet une expression explicite de la forme
x ∈M 7−→ (f ∗~ g) (x) =
∫
M×M
K~ (x, y, z) f (y) g (z) dµ
ω (y) dµω (z)
où K~ ∈ C∞ (M ×M ×M) ;
(iii) pour chaque x ∈M , si f, g ∈ D (M) sont deux fonctions à support dans un
voisinage suffisamment petit du point x ∈ M , alors le produit de f et g par
∗~ admet un développement asymptotique en ~ de la forme
(f ∗~ g) (x) ∼ f (x) g (x) + ~
2i
C1 (f, g) + o
(
~2
)
où C1 (f, g) vérifie la relation C1 (f, g)− C1 (g, f) = 2 {f, g}.
Remarquons que la forme intégrale du produit ∗~ donnée au point (ii) de la dé-
finition 2.1.13 se motive tout naturellement à travers le théorème du noyau de
Schwartz ; [DK10, ch.15]. Dans la lignée de cette définition, nous utiliserons dans
la suite le terme quantification par déformation à la fois formelle et non formelle
pour désigner un star-produit sur une variété symplectique (M,ω) admettant une
notion de convergence sur un espace fonctionnel intéressant (dans le sens où le star-
produit de deux fonctions n’est plus seulement une série formelle mais également
une fonction) à laquelle nous pouvons associer une quantification par déformation
non formelle. Dans ce cas, le paramètre de déformation ν associé à une telle quan-
tification consistera en un multiple d’un paramètre réel de déformation ~. Notons
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enfin que l’invariance d’une telle quantification par déformation sous l’action d’un
groupe de Lie agissant par symplectomorphismes sur (M,ω) est définie de façon
semblable au cas purement formel.
Avant de donner un exemple concret de quantification par déformation non for-
melle, nous jugeons bon de nous attarder un tout petit peu sur la littérature existant
autour de cette dernière définition. L’approche non formelle à la quantification par
déformation fut initiée en 1989 par Rieffel dans l’article [Ri89]. Dans celui-ci, Rieffel
introduisit une notion de quantification par déformation non formelle dite stricte
en requérant une structure additionnelle sur les algèbres associatives considérées.
Plus précisément, le cadre utilisé dans cette formulation est celui des C∗-algèbres,
c’est-à-dire des algèbres de Banach munies d’une involution et de relations de
compatibilité entre ces structures. Le lecteur désireux d’en savoir plus sur ces al-
gèbres pourra notamment consulter l’ouvrage [Di64]. L’intérêt de ce cadre peut
notamment se voir dans son adaptation à regrouper à la fois :
(i) l’algèbre des fonctions continues sur un espace topologique compact séparé
dans le cas d’une C?-algèbre commutative munie d’une unité,
(ii) l’algèbre des opérateurs bornés sur un espace de Hilbert,
ce qui n’est pas pour nous déplaire dans le contexte de la quantification de systèmes
classiques tel qu’exposé dans notre introduction ; [Di64, ch.1, § 4 & ch.2, § 6].
Quatre années plus tard, Rieffel publia le célèbre mémoire [Ri93] dans lequel il
montra qu’une quantification par déformation stricte sur R2n pour n ∈ N associée
au star-produit de Moyal pouvait être utilisée afin de construire une théorie de
quantification par déformation stricte de C?-algèbres admettant une action de R2n.
Ce type de quantification porte aujourd’hui le nom de formule de déformation
universelle. Plus récemment, des résultats similaires furent obtenus dans le cas
où l’action du groupe abélien R2n est remplacée par une action du supergoupe
de Heisenberg (dans les articles [B+12] et [dG14]) ou de n’importe quel groupe
de Lie kählerien à courbure négative (dans le document [BG14]). Signalons enfin
l’existence de développements relatifs à l’adaptation du concept de quantification
par déformation non formelle sur les variétés complexes ; [O+00], [d+14].
Si les notions et résultats évoqués ci-dessous ne nous laissent pas insensibles, nous
n’entrerons toutefois pas davantage dans les détails les concernant, ceci n’étant pas
le but de notre thèse. Comme nous l’expliquerons de façon plus précise à la section
suivante, si notre objectif sera d’obtenir des quantifications par déformations à
la fois formelle et non formelle, c’est avant tout d’un point de vue formel que
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nous travaillerons, point de vue sur lequel nous avons le plus de maîtrise et de
connaissances. Les aspects généraux touchant aux quantifications par déformations
strictes au sens de Rieffel ou aux formules de déformation universelle sont, quant
à eux, mentionnés afin de donner une perspective d’avenir au lecteur resituant
une partie de ce travail au sein des nombreuses étapes menant vers une meilleure
compréhension de la théorie des quantifications par déformations non formelles
initiée il y a 25 ans et encore en plein développement de nos jours.
Il est maintenant temps d’exhiber explicitement un exemple de quantifica-
tion par déformation non formelle. Considérons n un nombre naturel non nul et
ω ∈ Ω2 (R2n) la forme symplectique standard sur R2n. Notons que la mesure de
Liouville dµω sur la variété symplectique
(
R2n, ω
)
correspond alors à la mesure de
Lebesgue dL sur R2n. Relativement à un paramètre de déformation réel ~, pour
chaque f, g ∈ C∞ (R2n) et x ∈ R2n tels que cela fasse sens, définissons
(
f ∗W~ g
)
(x) :=
(
1
2pi~
)2n ∫
M×M
e
2i
~ S0(x,y,z) f (y) g (z) dL (y) dL (z)
où S0 (x, y, z) := ω (x, y) + ω (y, z) + ω (z, x) .
Cette formule fut initialement introduite par von Neumann en 1931 ; [Vo31]. Elle
possède la merveilleuse propriété d’être stable dans l’espace des fonctions de
Schwartz S (R2n) ⊂ C∞ (R2n), c’est-à-dire l’espace des fonctions lisses sur R2n
étant à décroissance rapide et telles que toutes leurs dérivées soient également
à décroissance rapide ; [Ha84]. En d’autres termes, l’ensemble des fonctions de
Schwartz S (R2n) muni du produit ∗W~ constitue une algèbre associative. Dans ce
contexte, le star-produit de Moyal ∗0~
2i
sur R2n peut alors être défini comme un
développement asymptotique formel en le paramètre de déformation ~ du produit
∗W~ . Sachant ce fait, il devient alors clair au regard de la définition 2.1.13 que le
star-produit de Moyal ∗0~
2i
constitue un exemple de quantification par déformation à
la fois formelle et non formelle sur
(
R2n, ω
)
à laquelle est associée l’expression non
formelle ∗W~ . Ce célèbre résultat jouera un rôle fondamental dans notre démarche
par la suite.
Définition 2.1.14. Dans le cadre susmentionné, la famille d’algèbres associatives
définie sur l’espace des fonctions de Schwartz S (R2n) au moyen du produit ∗W~
est appelé quantification par déformation non formelle de Weyl.
Remarque 2.1.15. Cette définition de la quantification par déformation non for-
melle de Weyl est généralisable en l’état en remplaçant ω par une forme sym-
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plectique constante quelconque sur R2n. Dans ce texte, les quantifications par
déformations non formelles ainsi obtenues seront également dites de Weyl.
Pour terminer, signalons que cette formule de quantification par déformation non
formelle possède bien d’autres propriétés. Elle constitue notamment la pierre angu-
laire du travail de Rieffel sur la quantification par déformation stricte et les formules
de déformation universelle ; [Ri89], [Ri93].
2.2 Objectif principal de la thèse
Après cette première section consacrée à la quantification par déformation d’un
point de vue théorique, nous avons maintenant acquis suffisamment d’outils afin
de mettre les choses à plat en clarifiant l’objectif principal de notre thèse de même
que la méthode et les conventions que nous utiliserons pour y parvenir. C’est ce
que nous proposons au lecteur de faire dans cette mini section de transition.
Pour chaque naturel non nul n, le but premier de notre thèse est
de décrire explicitement l’ensemble de toutes les quantifications
par déformations à la fois formelles et non formelles sur la boule
unité de Cn qui soient invariantes sous l’action de tout le groupe
des automorphismes de ce domaine borné symétrique.
Il est important de souligner que ce travail fut réalisé en 2009 dans le cas du disque
de Poincaré, c’est-à-dire pour n = 1, dans l’article [B+09] de Bieliavsky, Detournay
et Spindel. Dans la suite, tel que spécifié dans notre introduction, nous allons
exposer une approche relativement semblable à celle proposée par ces auteurs, toute
la difficulté de cette généralisation venant bien entendu du fait que le naturel n soit
cette fois strictement plus grand que l’unité. Dans notre texte, nous expliciterons
les raisonnements et calculs menant à cet objectif, tout en imposant certaines
restrictions visant à faciliter la mise en œuvre de ce projet. Nous exploiterons bien
évidemment tous les résultats géométriques mis à notre disposition au travers du
premier chapitre de ce texte à la fois pour dicter et interpréter la marche à suivre
dans notre raisonnement. Tout l’intérêt de ce travail sera donc double : d’une part,
d’un point de vue de l’obtention d’une quantification par déformation explicite de
cette classe de domaines bornés homogènes, et d’autre part, d’un point de vue de
l’information que nous pouvons retirer de l’interaction entre la géométrie de ces
espaces et ce processus de quantification que nous présentons.
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2.2.1 Conventions géométriques du chapitre
Afin de faciliter l’écriture du texte à venir, rapellons ici une fois pour toutes
quelques notations relatives à la géométrie des espaces que nous souhaitons quan-
tifier qui interviendront tout au long de ce second chapitre. Nous insistons sur le
fait que nous utiliserons ici intensivement les acquis du premier chapitre.
Dans l’entièreté du texte à suivre, n désignera donc un nombre naturel non nul et D
dénotera le domaine borné symétrique que définit la boule unité de Cn. Comme déjà
mentionné dans le chapitre précédent, les calculs seront toujours effectués dans le
cas n > 1 en référant occasionnellement au cas dit limite n = 1. Nous noterons G
le groupe de Lie SU (1, n) correspondant au groupe des automorphismes de D via
l’action τ définie en (1.21). Le groupe d’Iwasawa de G sera noté S. Par proposition
1.5.10, ce dernier est difféomorphe en tant que variété lisse à D par l’application
qui à s ∈ S associe τs (0) ∈ D. Ceci nous permet de considérer le transport de la
structure d’espace hermitien symétrique de type non compact de D sur S. Rappelons
ici que cette structure peut être définie relativement à un paramètre réel strictement
positif souvent noté k apparaissant comme multiple de la métrique riemannienne
et de la forme symplectique sur S ' D et étant lié à la courbure considéré sur la
boule unité. L’action de G sur D se transporte pour sa part également de façon
G-équivariante en l’action L de G sur S définie en (1.37). Ainsi, dans la suite, en
pratique, nous travaillerons toujours sur le groupe de Lie S. Comme détaillé lors
de la section 1.5, celui-ci sera systématiquement considéré comme étant muni de
ses coordonnées d’Iwasawa
(
a, v =
(
v11 , ..., v
1
n−1, v
i
1, ..., v
i
n−1
)
, z
) ∈ R2n issues de
la carte globale
(
S, ϕ−1
)
telle que donnée à la définition 1.5.5.
2.2.2 Star-produit de Moyal sur la boule unité de Cn
Introduisons maintenant une arme bien utile que nous allons utiliser dans notre
chasse aux quantifications par déformations G-invariantes sur la boule unité D ' S.
Fixons k ∈ R+\ {0}. Le premier fait géométrique fondamental intervenant dans
notre travail est contenu dans la proposition 1.6.9 (b). Par cette dernière, nous
savons que la carte globale
(
S, ϕ−1
)
donnée à la définition 1.5.5 sur S est de
Darboux relativement à la forme symplectique invariante à gauche k ωS ∈ Ω2 (S)
définie via (1.38). L’immense intérêt de ce résultat est de nous permettre d’identifier
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ensemble les variétés symplectiques(
R2n, Ωk := k (n+ 1)
(
da ∧ dz +
n∑
l=1
dvil ∧ dv1l
))
et
(
S, k ωS
)
par l’application ϕ, et, de là, de définir un star-produit ∗0ν sur S à partir du star-
produit de Moyal sur
(
R2n, Ωk
)
.
Afin d’expliciter celui-ci dans les coordonnées d’Iwasawa de S, nous utiliserons les
notations introduisant la définition 2.1.3, où les composantes des multi-indices
intervenant seront cette fois notées comme éléments de l’ensemble I des indices
associés aux coordonnées d’Iwasawa plutôt que par des entiers entre 1 et 2n. Pour
tout f, g ∈ C∞ (S), nous obtenons alors
f ∗0ν g := fg +
+∞∑
p=1
νp
p!
∑
I,J∈Ip
(Ωk)
IJ
∂I (f) ∂J (g) ,
où
(
(Ωk)
ij
)
i,j
désigne la matrice carrée d’ordre 2n anti-symétrique satisfaisant
(Ωk)
az
=
1
k (n+ 1)
, (Ωk)
v1l v
1
l′ = 0 = (Ωk)
vilv
i
l′ et (Ωk)
v1l v
i
l′ =
− δl,l′
k (n+ 1)
quels que soient 1 ≤ l ≤ n − 1 et 1 ≤ l′ ≤ n − 1. Comme explicité au travers de
l’expression (2.2) et à la remarque 1.6.7, cette matrice définit le crochet de Poisson
{−,−} sur C∞ (S) ' C∞ (R2n) associé à la forme symplectique k ωS ' Ωk.
Définissons maintenant la bijection sur l’ensemble des indices
j : I → I :

a 7→ z
v1l 7→ vil pour 1 ≤ l ≤ n− 1
vil 7→ v1l pour 1 ≤ l ≤ n− 1
z 7→ a
et considérons son extension à l’ensemble des multi-indices
j : {Ip : p ∈ N} → {Ip : p ∈ N}
définie en appliquant la bijection j à chaque composante du multi-indice. Enfin,
pour chaque entier p > 0, posons
Ip+ :=
{
I = (i1, ..., ip) ∈ Ip tel que
∣∣{l : il ∈ {v11 , ..., v1n−1, z}}∣∣ soit pair}
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et notons Ip− le complémentaire de Ip+ dans Ip. Ainsi, pour tout f, g ∈ C∞ (S),
quelques calculs nous livrent la forme simplifiée
f ∗0ν g = fg +
+∞∑
p=1
νp
p!
∑
I∈Ip
(Ωk)
Ij(I)
∂I (f) ∂j(I) (g)
= fg +
+∞∑
p=1
(
1
p!
)(
ν
k (n+ 1)
)p
C0p (f, g) (2.5)
où C0p (f, g) :=
∑
I∈Ip+
∂I (f) ∂j(I) (g) −
∑
I∈Ip−
∂I (f) ∂j(I) (g) .
Définition 2.2.1. Le star-produit ∗0ν défini sur S par l’expression (2.5) sera logi-
quement appelé star-produit de Moyal sur S.
Remarque 2.2.2. Parallèlement aux considérations de la sous-section 2.1.4, et plus
particulièrement relativement à la remarque 2.1.15, il n’est pas difficile de voir que le
star-produit de Moyal sur S peut être obtenu comme développement asymptotique
de la formule définissant le produit dans la quantification par déformation non
formelle de Weyl sur
(
S, k ωS
) ' (R2n,Ωk) pour 2iν = ~ ∈ R.
Via la remarque suivante, la forme simplifiée obtenue pour ∗0ν nous permet de
calculer aisément le ∗0ν-commutateur de deux fonctions f, g ∈ C∞ (S).
Remarque 2.2.3.
(i) Pour tout entier p > 0 qui soit impair, la restriction de l’application j au
sous-ensemble Ip+ (resp. Ip−) définit une bijection ensembliste involutive de
Ip+ (resp. Ip−) sur Ip− (resp. sur Ip+).
(ii) Pour tout entier p > 0 qui soit pair, la restriction de l’application j au sous-
ensemble Ip+ (resp. Ip−) définit une bijection ensembliste involutive de Ip+
(resp. Ip−) sur lui-même.
Considérons deux fonctions f, g ∈ C∞ (S). Pour tout p ∈ N\ {0}, il suit alors de
ces deux points l’égalité
C0p (f, g)− C0p (g, f) =
 2C0p (f, g) si p est impair0 sinon
et par conséquent, le ∗0ν-commutateur des fonctions f et g vérifie l’égalité
1
2ν
[f, g]∗0ν = {f, g} +
+∞∑
p=1
ν2p
(2p+ 1)!
(
1
k (n+ 1)
)2p+1
C02p+1 (f, g) . (2.6)
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En outre, la remarque 2.2.3 nous permet une nouvelle fois de simplifier légèrement
cette dernière forme étant donné que, pour tout naturel p impair, nous avons
C0p (f, g) =
∑
I∈Ip+
[
∂I (f) ∂j(I) (g) − ∂j(I) (f) ∂I (g)
]
.
2.2.3 Existence, équivalence & reformulation
Attaquons-nous maintenant à deux points de réflexions théoriques portant sur
l’objectif principal de notre thèse tel qu’exposé plus haut dans cette section. La
connaissance du star-produit de Moyal sur D ' S va notamment nous permettre
d’écrire une reformulation de cet objectif. Nous reprenons ici les notations de la
sous-section précédente. La première remarque que nous souhaitons faire est de
souligner, au moins au niveau formel, que l’ensemble des quantifications par dé-
formations G-invariantes sur boule unité de Cn n’est pas vide. En effet, comme
D est muni d’une structure d’espace hermitien symétrique sur lequel G agit par
automorphismes via l’action τ , les équivalences entre les définitions d’une variété
kählerienne exposées à la sous-section 1.2.1 couplées aux inclusions (1.8) nous per-
mettent d’appliquer la proposition 2.1.10 et d’en tirer instantanément le lemme
suivant.
Lemme 2.2.4. Il existe un star-produit G-invariant sur D ' S.
Par ailleurs, étant donné que le deuxième groupe de cohomologie de De Rham de
D ' S ' R2n est trivial en vertu du lemme de Poincaré, le théorème 2.1.8 nous
livre le résultat suivant.
Lemme 2.2.5. Tous les star-produits sur D ' S sont équivalents.
En particulier, tous les star-produits G-invariants sur la boule unité de Cn sont
équivalents au star-produit de Moyal ∗0ν introduit à la sous-section 2.2.2. En consé-
quence, nous obtenons la reformulation suivante de notre objectif.
Reformulation 1. La détermination explicite de toutes les quanti-
fications par déformations à la fois formelles et non formelles
G-invariantes sur D revient à la détermination explicite de tous
les opérateurs T ∈ Op (∗0ν) tels que T (∗0ν) soit un star-produit G-
invariant sur S admettant une expression non formelle.
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Remarque 2.2.6. Comme l’indique très bien cette nouvelle formulation de l’énoncé
de départ, dans la suite du chapitre, notre travail se basera sur une approche
essentiellement formelle. Malgré que l’objectif soit d’obtenir des quantifications par
déformations admettant une forme non formelle, cet aspect sera mis partiellement
de côté et nécessitera en réalité une vérification a posteriori. Toutefois, comme
nous l’avons vu dans la sous-section 2.1.4 et comme il est explicité à la remarque
2.2.2, le star-produit de Moyal duquel nous partons admet une forme non formelle
explicite issue de la quantification par déformation non formelle de Weyl. Il restera
donc à vérifier que les entrelacements intervenant admettent à chaque fois une
expression permettant une explicitation non formelle des star-produits G-invariants
déterminés. Dans ce contexte, le paramètre de déformation ν considéré dans la
suite du texte sera de la forme ~2i où ~ est un paramètre réel de déformation.
2.3 Vers une application moment quantique
Dans cette première section dédiée à la résolution explicite du problème prin-
cipal de notre thèse nous allons tout d’abord revenir brièvement sur la théorie des
star-produits en traitant de la notion de dérivation de l’algèbre associative qu’une
telle quantification par déformation formelle définit. Nous nous attaquerons en-
suite réellement à notre problème en abordant une reformulation de celui-ci au
moyen du star-produit de Moyal. Celle-ci nous mènera à considérer d’un point de
vue théorique et pratique les notions de covariance d’un star-produit et d’applica-
tion moment quantique dans un esprit partiellement basé sur les articles [A+83] et
[Xu98]. Pour rappel, nous utiliserons ici et dans la suite les conventions de notations
exposées à la section 2.2.
2.3.1 Dérivations d’un star-produit
Basée en partie sur les références [Gu11, ch.4] et [Xu98, app.A], cette sous-
section essentiellement théorique vise à apporter un complément très spécifique
à nos connaissances sur les quantifications par déformations formelles introduites
dans la première section du chapitre. Notre exposé est essentiellement orienté dans
la direction des résultats nécessaires dans la suite du texte.
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Définition 2.3.1. Considérons ∗ν un star-produit sur une variété symplectique
(M,ω). Une dérivation du star-produit ∗ν est un opérateur linéaire D sur
C∞ (M) JνK de la forme
D =
∑
k∈N
νkDk
où, pour tout k ∈ N, Dk est un opérateur 1-différentiel CJνK-linéaire, et tel que la
relation
D (fν ∗ν gν) = D (fν) ∗ν gν + fν ∗ν D (gν)
soit satisfaite pour tout fν , gν ∈ C∞ (M) JνK.
Dans le cadre de cette définition, notons que les dérivations dites du star-produit ∗ν
sont en fait simplement des dérivations de l’algèbre associative (C∞ (M) JνK, ∗ν).
Nous noterons de façon concise Der (∗ν) l’ensemble des dérivations du star-produit
∗ν lorsque qu’aucune confusion n’est possible sur l’identité de la variété symplec-
tique sur laquelle le star-produit est défini.
Remarque 2.3.2. Soit ∗ν un star-produit sur une variété symplectique (M,ω).
Nous remarquons alors sans peine à partir de la définition 2.1.1 le fait suivant.
Pour tout fν ∈ C∞ (M) JνK, l’opérateur linéaire
1
2ν
[fν ,−]∗ν : C∞ (M) JνK → C∞ (M) JνK : gν 7→ 12ν [fν , gν ]∗ν
définit une dérivation du star-produit ∗ν . Une dérivation D ∈ Der (∗ν) de cette
forme sera dite interne.
Exposons maintenant deux petites propriétés qui nous seront bien utiles et dont
jouïssent les dérivations d’un star-produit sur une variété symplectique.
Lemme 2.3.3. Soit ∗ν un star-produit sur une variété symplectique (M,ω).
(a) Si D et D′ sont deux dérivations (resp. dérivations internes) du star-produit
∗ν , alors le commutateur
[D,D′] := D ◦D′ −D′ ◦D
est une dérivation (resp. dérivation interne) de ∗ν . En particulier, pour tout
fν , gν ∈ C∞ (M) JνK, nous avons[
1
2ν
[fν ,−]∗ν ,
1
2ν
[gν ,−]∗ν
]
=
1
2ν
[
1
2ν
[fν , gν ]∗ν ,−
]
∗ν
.
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(b) Considérons ∗′ν un autre star-produit sur M ainsi que l’opérateur linéaire
T ∈ Op (∗ν) tel que ∗′ν = T (∗ν). Alors, pour tout D ∈ Der (∗ν), nous
avons
T ◦D ◦ T−1 ∈ Der (∗′ν) .
De plus, dans le cas des dérivations internes, pour tout fν ∈ C∞ (M) JνK, nous
avons l’égalité
T ◦
(
1
2ν
[fν ,−]∗ν
)
◦ T−1 = 1
2ν
[T (fν) ,−]∗′ν .
Le résultat du premier point de ce lemme est standard. Sa preuve est purement un
exercice algébrique calculatoire que nous laissons à l’appréciation du lecteur. Nous
démontrons ici le second point, dont la preuve est tout aussi aisée mais davantage
impliquée dans le contexte des star-produits.
Démonstration. Soient fν , gν , hν ∈ C∞ (M) JνK. Posons DT := T ◦ D ◦ T−1.
Alors, il suit des définition 2.1.6 et 2.3.1 les égalités
DT (gν ∗′ν hν) = T
[
D
(
T−1 (gν) ∗ν T−1 (hν)
)]
= T
[
D
(
T−1 (gν)
) ∗ν T−1 (hν) + T−1 (gν) ∗ν D (T−1 (hν))]
= T
[(
T−1 ◦ T ◦D ◦ T−1) (gν) ∗ν T−1 (hν)
+ T−1 (gν) ∗ν
(
T−1 ◦ T ◦D ◦ T−1) (hν)]
= DT (gν) ∗′ν hν + gν ∗ν DT (hν) .
Ceci, couplé à ces mêmes définitions 2.1.6 et 2.3.1, nous indique bien que
DT ∈ Der (∗′ν). Par ailleurs, la définition du commutateur relativement à ∗ν et
∗′ν ainsi que la CJνK-linéarité de l’opérateur T nous livre[
T ◦
(
1
2ν
[fν ,−]∗ν
)
◦ T−1
]
(gν) = T
(
1
2ν
[
T−1 (T (fν)) , T−1 (gν)
]
∗ν
)
=
1
2ν
[T (fν) , gν ]∗′ν
La preuve est ainsi complète. “
Un autre résultat particulièrement important se retrouve dans la proposition qui
suit. Le rôle que celle-ci jouera dans la suite de cette section n’est pas anodin.
Proposition 2.3.4. [Xu98, ch.8, thm.8.2] Considérons une variété symplectique
(M,ω) pour laquelle le premier groupe de cohomologie de De Rham H1dR (M) est
trivial. Alors, toute dérivation d’un star-produit quelconque sur M est nécessaire-
ment interne.
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2.3.2 Introduction pratique aux moments quantiques
Pour un entier k > 0 fixé, travaillons maintenant explicitement avec la boule
unité de Cn vue comme la variété symplectique
(
S, k ωS
)
munie de la structure
de variété de Poisson {−,−} associée à k ωS ∈ Ω2 (S). Pour rappel, la forme
symplectique k ωS est définie via l’expression (1.38) et invariante à gauche sur S.
Comme d’habitude, nous noterons g (resp. s) l’algèbre de Lie de G (resp. de S).
Considérons ∗0ν le star-produit de Moyal sur S et T ∈ Op
(∗0ν) un opérateur linéaire
tel que
]ν := T
(∗0ν)
soit un star-produit G-invariant sur S relativement à l’action L définie en (1.37).
Remarque 2.3.5. Le groupe de Lie G étant connexe, la condition de G-invariance
du star-produit ]ν donnée par l’expression (2.4) est équivalente à sa version infini-
tésimale. Cette dernière se formule à travers l’inclusion
{X? : X ∈ g} ⊂ Der (]ν) (2.7)
où les champs de vecteurs fondamentaux sur S relativement à l’action du groupe
G sont considérés comme étant étendus CJνK-linéairement à C∞ (S) JνK. Ceux-ci
constituent donc à la fois des dérivations du star-produit ]ν et des dérivations de
l’algèbre C∞ (S) pour le produit commutatif des fonctions sur S.
En vertu de la proposition 2.3.3 (b) et de la remarque précédente, pour tout X ∈ g,
nous obtenons donc la relation
T−1 ◦X? ◦ T ∈ Der (∗0ν) .
En outre, comme
H1dR (S) ' H1dR
(
R2n
)
= 0
par le lemme de Poincaré, la proposition 2.3.4 nous permet de choisir, pour chaque
X ∈ g, une série formelle λν (X) ∈ C∞ (S) JνK telle que
1
2ν
[λν (X) ,−]∗0ν = T
−1 ◦X? ◦ T. (2.8)
La propositon suivante possède le mérite de spécifier cette information.
Proposition 2.3.6. Dans le contexte ayant été exposé ci-dessus, il existe une
unique application linéaire
λν : g→ C∞ (S) JνK : X 7→ λν (X)
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satisfaisant à la relation (2.8) et à l’égalité
λν ([X,Y ]) =
1
2ν
[λν (X) , λν (Y )]∗0ν (2.9)
pour tout X,Y ∈ g. De plus, si X ∈ g, pour tout fν ∈ C∞ (S) JνK vérifiant la
relation 12ν [fν ,−]∗0ν = T−1 ◦X? ◦T , il existe α ∈ CJνK tel que λν (X) = fν +α.
Démonstration. Pour X ∈ g, si fν et gν sont deux séries formelles de C∞ (S) JνK
satisfaisant
1
2ν
[fν ,−]∗0ν = T
−1 ◦X? ◦ T = 1
2ν
[gν ,−]∗0ν ,
il s’ensuit [fν − gν ,−]∗0ν = 0. Il est alors aisé de vérifier à partir de l’expression
(2.6) que fν − gν est nécessairement constante et satisfait fν − gν ∈ CJνK. L’as-
sertion complémentaire relative à la proposition susmentionnée est par conséquent
démontrée. Attaquons-nous maintenant à l’affirmation principale. L’existence d’une
application linéaire
λ0ν : g→ C∞ (S) JνK : X 7→ λν (X)
satisfaisant la relation
1
2ν
[
λ0ν (X) ,−
]
∗0ν = T
−1 ◦X? ◦ T
pour tout X ∈ g découle directement de la proposition 2.3.4 et de la linéarité de
cette relation en X ∈ g. Fixons une telle application λ0ν . Pour tout X,Y ∈ g, étant
donné que [X,Y ]? = [X?, Y ?], nous déduisons de la proposition 2.3.3 (a) l’égalité
1
2ν
[
λ0ν ([X,Y ]) ,−
]
∗0ν =
1
2ν
[
1
2ν
[
λ0ν (X) , λ
0
ν (Y )
]
∗0ν ,−
]
∗0ν
. (2.10)
Posons alors
c2 : g× g→ C∞ (S) JνK : (X,Y ) 7→ λ0ν ([X,Y ])− 12ν [λ0ν (X) , λ0ν (Y )]∗0ν .
La linéarité de λ0ν conclut clairement à l’anti-symétrie de l’application c2 en ses
arguments. Par ailleurs, au vu de l’expression (2.10), la première partie de notre
preuve nous indique l’inclusion im (c2) ⊂ CJνK. Enfin, nous constatons sans peine
que c2 vérifie
c2 ([X,Y ] , Z) + c2 ([Y, Z] , X) + c2 ([Z,X] , Y ) = 0
pour tout X,Y, Z ∈ g. En ce sens, l’application c2 se révèle être un 2-cocycle
de Chevalley-Eilenberg. L’algèbre de Lie g étant semi-simple, une application du
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bien célèbre lemme de Whitehead nous mène alors à l’existence d’une application
linéaire c′1 : g→ CJνK telle que
c2 (X,Y ) = c
′
1 ([X,Y ])
pour tout X,Y ∈ g. Définissons alors l’application
λν := λ
0
ν − c′1.
La linéarité de λ0ν et de c′1 implique celle de λν et des arguments semblables à
ceux de la première partie de notre démonstration permettent d’en déduire que λν
satisfait également aux relations (2.8) et (2.9) pour tout X,Y ∈ g. La preuve de
l’existence de l’application annoncée est ainsi complète. Pour terminer, montrons
l’unicité de cette application. Supposons pour cela l’existence de deux applica-
tions λ1ν , λ2ν : g → C∞ (S) JνK linéaires et satisfaisant toutes deux les hypothèses
formulées dans l’énoncé relativement aux relations (2.8) et (2.9). Considérons
c1 := λ
1
ν − λ2ν
la différence de ces deux applications. De nouveau, la première partie de la preuve
nous livre alors im (c1) ⊂ CJνK. De plus, la définition des applications λ1ν et λ2ν
ainsi que l’usage des égalités (2.8) et (2.9) nous permet d’en déduire
c1 ([X,Y ]) =
1
2ν
([
λ1ν (X) , λ
1
ν (Y )
]
∗0ν −
[
λ2ν (X) , λ
2
ν (Y )
]
∗0ν
)
=
(
T−1 ◦X? ◦ T ) (λ1ν (Y )− λ2ν (Y ))
=
(
T−1 ◦X? ◦ T ) (c1 (Y ))
pour tout X,Y ∈ g. Comme spécifié à la remarque 2.1.7, étant donné que
T ∈ Op (?0ν), nous avons
T |CJνK = IdCJνK .
Comme les dérivations associées aux champs de vecteurs fondamentaux sur S re-
lativement à l’action L s’annulent sur CJνK, nous en concluons que l’application
c1 s’annule sur [g, g]. Or, l’algèbre de Lie g étant semi-simple, il s’ensuit l’égalité
[g, g] = g et par la même occasion, le résultat d’unicité attendu au regard de
l’énoncé de la proposition s’en trouve démontré. “
La preuve présentée ici est engagée dans le cadre de cette sous-section et
de notre travail. Elle est partiellement inspirée de la référence [Xu98, ch.6] dans
laquelle des résultats plus généraux sont abordés. Par un léger abus de vocabulaire
relativement à cet article, nous choisissons d’introduire la définition suivante.
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Définition 2.3.7. L’application λν telle que définie à la proposition 2.3.6 est ap-
pelée application moment quantique sur S relativement au star-produit de Moyal
et à l’opérateur T . L’application λν étant spécifiée, pour X ∈ g, la série formelle
λν (X) sera plus simplement appelée moment quantique associé à X.
Remarque 2.3.8. Nous souhaitons attirer l’attention du lecteur sur le fait que
l’unicité de l’application λν dépend au préalable du choix d’un tel opérateur
T ∈ Op (∗0ν), et donc du choix d’un star-produit G-invariant. Ceci transparaît
bien sûr clairement au travers de notre raisonnement et de la définition précédente.
Arrêtons-nous maintenant quelques instants sur la terminologie employée dans la
définition 2.3.7, celle-ci pouvant nous sembler mystérieuse. Nous pouvons l’expli-
quer au regard de la sous-section 1.6.1. Reprenons le contexte exposé au début de
la présente sous-section et considérons λν l’application donnée par la proposition
2.3.6. Pour chaque X ∈ g, notons λ0 (X) ∈ C∞ (S) le terme d’ordre 0 en ν de la
série formelle λν (X) ∈ C∞ (S) JνK. L’application
λ0 : g→ C∞ (S) : X 7→ λ0 (X)
est alors linéaire. En utilisant l’expression (2.6) et à la définition 2.1.6, nous remar-
quons sans peine que la lecture des relations (2.8) et (2.9) à l’ordre 0 en ν nous
livre les égalités
{λ0 (X) ,−} = X? et {λ0 (X) , λ0 (Y )} = λ0 ([X,Y ])
pour tout X,Y ∈ g. Or, nous savons par la proposition 1.6.10 que l’action L de G
sur S est hamiltonienne relativement à l’application moment
λS : g → C∞ (S) : X 7→ λSX
dont une expression explicite est fournie au lemme 1.6.11. Donc, en particulier,
pour tout X ∈ g, nous en tirons les égalités{
λSX ,−
}
= XλSX = X
? = {λ0 (X) ,−} .
Un usage de l’expression explicite du crochet de Lie {−,−} donné à la remarque
1.6.7 nous indique alors
λ0 (X) = λ
S
X + c (X)
pour une certaine fonction c : g→ C. Pour tout X,Y ∈ g, par définition même de
l’application moment λS, nous obtenons alors
λS[X,Y ] + c ([X,Y ]) = λ0 ([X,Y ]) = {λ0 (X) , λ0 (Y )} =
{
λSX , λ
S
Y
}
= λS[X,Y ].
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L’algèbre de Lie g étant semi-simple, la fonction c s’annule identiquement sur
g = [g, g] et donc λ0 = λS. Le lemme suivant reprend ce résultat.
Lemme 2.3.9. Dans le cadre de la proposition 2.3.6, pour tout X ∈ g, le terme
d’ordre 0 en ν de la série formelle λν (X) correspond avec le moment λSX tel que
défini à la propositon 1.6.10.
En particulier, pour tout X ∈ g, nous avons donc
λν (X) ν→0−→ λ
S
X .
En ce sens, le nom d’application moment quantique donné à l’application λν est
justifié de part le fait que celle-ci définit un homomorphisme d’algèbres de Lie
λν : (g, [−,−])→
(
C∞ (S) JνK, 1
2ν
[−,−]∗0ν
)
constituant une déformation quantique formelle de l’application moment associée
à l’action hamiltonienne de G sur S.
2.3.3 Invariance & application moment quantique
Adoptons maintenant un autre point de vue sur la situation décrite à la sous-
section précédente. Les notations utilisées seront dans la continuité de cette der-
nière. Commençons par généraliser le concept d’application moment quantique tel
que formulé à la définition 2.3.7.
Définition 2.3.10. Considérons (M,ω) une variété symplectique, ∗ν un star-
produit sur (M,ω) et H un groupe de Lie agissant différentiablement à gauche
par symplectomorphismes sur (M,ω). Notons h l’algèbre de Lie de H et suppo-
sons que l’action de H sur (M,ω) soit hamiltonienne pour l’application moment
λ : h → C∞ (M). Nous définissons alors MQ (∗ν) comme étant l’ensemble des
applications linéaires
Λν : h→ C∞ (M) JνK
telles que :
(i) pour tout X,Y ∈ h, la relation
Λν ([X,Y ]) =
1
2ν
[Λν (X) ,Λν (Y )]∗ν
soit satisfaite ;
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(ii) pour tout X ∈ h, le terme d’ordre 0 en ν de Λν (X) corresponde avec λX .
Une application Λν ∈ MQ (∗ν) sera appelée application moment quantique sur M
relativement au star-produit ∗ν pour les mêmes raisons que celles justifiant une
appelation semblable à l’issue de la définition 2.3.7. Dans le cas où λ ∈ MQ (∗ν),
le star-produit ∗ν est dit H-covariant.
Dans le cadre qui nous concerne, supposons T ∈ Op (∗0ν) être un opérateur linéaire
tel qu’il existe λν ∈ MQ
(∗0ν) satisfaisant (2.8) pour tout X ∈ g. Alors, en utilisant
successivement la proposition 2.3.3 (b) et la remarque 2.3.2, nous obtenons
X? = T ◦
(
1
2ν
[λν (X) ,−]∗0ν
)
◦ T−1
=
1
2ν
[T (λν (X)) ,−]T (∗0ν) ∈ Der
(
T
(∗0ν))
quel que soit X ∈ g. Ce dernier fait, couplé à la remarque 2.3.5, nous permet d’en
déduire la G-invariance du star-produit T
(∗0ν). Par ailleurs, pour tout opérateur
T ′ ∈ Op (∗0ν) tel que le star-produit T ′ (∗0ν) soit G-invariant, la propositon 2.3.6 et
le lemme 2.3.9 nous livrent l’existence d’une unique application moment quantique
λ′ν ∈ MQ
(∗0ν) satisfaisant l’égalité (2.8) pour tout X ∈ g (où T et λν sont
respectivement remplacés par T ′ et λ′ν). Ces considérations nous mènent dès lors
à la proposition suivante.
Proposition 2.3.11. Dans le contexte susmentionné, considérons un opérateur
linéaire T ∈ Op (∗0ν). Alors, le star-produit T (∗0ν) est G-invariant si et seulement
s’il existe une application moment quantique λν ∈ MQ
(∗0ν) vérifiant la relation
(2.8) pour tout X ∈ g. De plus, si une telle application λν ∈ MQ
(∗0ν) existe, elle
est unique.
Ce résultat nous permet de développer une méthode afin de déterminer l’en-
semble des opérateurs linéaires T ∈ Op (∗0ν) tels que T (∗0ν) soit un star-produit
G-invariant sur S. Celle-ci peut se décrire au travers des points suivants.
(i) Déterminer l’ensemble des applications moment quantique MQ
(∗0ν).
(ii) Pour chaque λν ∈ MQ
(∗0ν), déterminer les opérateurs T ∈ Op (∗0ν) qui
satisfont à la relation (2.8) pour tout X ∈ g.
L’efficacité de cette méthode peut toutefois être mise en doute. Réfléchissons donc
un instant à une statégie dérivée qui serait plus efficace. Plutôt que de calculer
et de travailler sur toutes les applications moment quantique, notre motivation
est d’examiner la possibilité de restreindre l’ensemble MQ
(∗0ν) à un ou plusieurs
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éléments à partir desquels la seconde étape nous livrerait l’entièreté des opérateurs
T ∈ Op (∗0ν) tels que T (∗0ν) soit un star-produit G-invariant sur S. À ces fins,
choisissons un opérateur T 0 ∈ Op (∗0ν) tel que T 0 (∗0ν) soit un star-produit G-
invariant sur S. Notons λ0ν ∈ MQ
(∗0ν) l’application moment quantique sur S
relativement au star-produit de Moyal et à l’opérateur T 0 issue de la proposition
2.3.6. Définissons
Op
(∗0ν , λ0ν)
:=
{
T ∈ Op (∗0ν) : T ◦ ( 12ν [λ0ν (X) ,−]∗0ν
)
◦ T−1 = X? pour tout X ∈ g
}
.
En vertu de la proposition 2.3.11, l’ensemble des star-produits de la forme T
(∗0ν)
pour T ∈ Op (∗0ν , λ0ν) est inclus dans l’ensemble des star-produits G-invariants sur
S. Étant donné nos motivations dans ce paragraphe, il est légitime de s’interroger
de façon plus précise sur cette inclusion. Pour cela, considérons T ∈ Op (∗0ν , λ0ν).
L’opérateur
T := T ◦ (T 0)−1 ∈ Op (T 0 (∗0ν))
définit alors une équivalence entre les star-produits G-invariants T 0
(∗0ν) et T (∗0ν).
De plus, par définition des opérateurs T 0 et T , pour tout X ∈ g, nous avons
T 0 ◦ T−1 ◦X? ◦ T ◦ (T 0)−1 = T 0 ◦ ( 1
2ν
[
λ0ν (X) ,−
]
∗0ν
)
◦ (T 0)−1 = X?,
c’est-à-dire
X? ◦ T = T ◦X?.
Cette dernière égalité n’est autre que la traduction infinitésimale de la condition
de G-équivalence des star-produits T 0
(∗0ν) et T (∗0ν) via l’opérateur linéaire T .
Par ailleurs, pour tout star-produit ]ν sur S qui soit G-invariant, s’il existe un opé-
rateur T ′ ∈ Op (T 0 (∗0ν)) définissant une G-équivalence entre les star-produits
T 0
(∗0ν) et ]ν , les mêmes raisonnements nous permettent d’en déduire que l’opéra-
teur T ′ := T ′ ◦T 0 appartient à Op (∗0ν , λ0ν). Ces faits se condensent dans l’énoncé
suivant.
Proposition 2.3.12. Dans le cadre de cette sous-section, considérons ]0ν et ]ν
deux star-produits G-invariants sur S ainsi qu’un opérateur linéaire T 0 ∈ Op (∗0ν)
tel que T 0
(∗0ν) = ]0ν . Notons λ0ν ∈ MQ (∗0ν) l’application moment quantique sur
S relativement au star-produit de Moyal ∗0ν et à l’opérateur T 0. Alors, les star-
produits ]0ν et ]ν sont G-équivalents si et seulement s’il existe T ∈ Op
(∗0ν , λ0ν) tel
que T
(∗0ν) = ]ν .
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Comme nous l’indique le théorème 2.1.12, les classes de G-équivalence de
star-produits G-invariants sur S sont paramétrisées par H2dR (S)
G JνK, c’est-à-dire
l’espace des séries formelles en ν à coefficients dans le deuxième espace de coho-
mologie de De Rham G-invariante. La proposition précédente motive logiquement
l’envie de jeter un œil sur cet espace.
Lemme 2.3.13. Le deuxième espace de cohomologie de De Rham G-invariante
H2dR (S)
G est unidimensionnel.
Démonstration. Commençons par observer qu’une 2-forme différentielle fermée
G-invariante sur S qui est nécessairement S-invariante. Dès lors, la donnée d’une
telle 2-forme différentielle peut se ramener à la donnée d’un 2-cocycle de Chevalley-
Eilenberg défini sur l’algèbre de Lie s, c’est-à-dire à la donnée d’une application
bilinéaire anti-symétrique c2 : s× s→ R satisfaisant
c2 ([X,Y ] , Z) + c2 ([Y,Z] , X) + c2 ([Z,X] , Y ) = 0 (2.11)
pour tout X,Y, Z ∈ s. Considérons c2 comme étant un tel 2-cocycle et travaillons
dans les notations de la sous-section 1.5.1. Nous vérifions sans peine que la condi-
tion (2.11) est équivalente à imposer
c2 (E, v) = 0 et 2 c2 (v, v′) = Ω (v, v′) c2 (H,E) (2.12)
pour tout v, v′ ∈ V . Par ailleurs, en adaptant les arguments de la sous-section 1.2.2
menant à la proposition 1.2.6, nous observons que la condition de G-invariance des
2-formes différentielles considérées conduit, au niveau infinitésimal, à la relation
c2 ([[X,Y ]]s , Z) + c2 (Y, [[X,Z]]s) = 0
quel que soient X ∈ k et Y,Z ∈ s, la notation [− ]s étant définie via l’expression
(1.35). Pour chaque v ∈ V , nous constatons alors que cette dernière relation nous
livre l’égalité c2 (H, v) = 0. Le lecteur pourra vérifier ce fait au moyen de l’appen-
dice A en remplaçant respectivement X, Y et Z par v − vt, E et H pour v ∈ V .
Cette égalité impose alors
c2 =
c2 (H,E)
2
Ω0
où Ω0 ∈ s? ⊗ s? est défini en (1.38). Or, par les résultats acquis à la sous-section
1.5.3, nous savons qu’une 2-forme différentielle S-invariante sur S correspondant à
un tel 2-cocycle est nécessairement G-invariante. D’où, chaque 2-forme différen-
tielle fermée G-invariante sur S correspond à la 2-forme différentielle k′ωS pour un
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certain réel k′. De plus, des arguments parfaitement semblables montrent qu’une
1-forme différentielle G-invariante sur S est complètement déterminée par une ap-
plication linéaire c1 : s → R satisfaisant c1 ([[X,Y ]]s) = 0 pour tout X ∈ k
et Y ∈ s. Il est alors facile de constater à partir de l’appendice A qu’une telle
application est nécessairement nulle. Il s’ensuit H2dR (S)
G ' R. “
Il découle alors de ce lemme l’identification
H2dR (S)
G JνK ' RJνK.
Ce résultat nous permet d’en déduire qu’il est toujours possible de passer d’une
classe de G-équivalence de star-produits G-invariants sur S à une autre en redé-
finissant simplement le paramètre de déformation ν ; [BB03]. Nous ne nous éten-
drons cependant pas sur ce point, celui-ci n’ayant pas fait l’objet spécifique de
nos recherches. Toutefois, comme le devine le lecteur, dans la suite, nous allons
nous atteler à résoudre notre problème de manière précise au sein d’une classe de
G-équivalence de star-produits G-invariants. Afin d’atteindre cet objectif, la propo-
sition 2.3.12 nous est bien évidemment d’une aide sans borne. En particulier, elle
nous permet d’améliorer nettement la méthode précédemment exposée. En effet,
pour déterminer explicitement les éléments d’une telle classe de G-équivalence de
star-produits G-invariants sur S, il nous suffit simplement de choisir une applica-
tion moment quantique λ0ν ∈ MQ
(∗0ν) telle que Op (∗0ν , λ0ν) soit non vide, et de
calculer ensuite de façon explicite les éléments de cet ensemble. Nous obtenons
donc la reformulation suivante.
Reformulation 2. Pour chaque application λ0ν ∈ MQ
(∗0ν) telle que
Op
(∗0ν , λ0ν) soit non vide, à redéfinition du paramètre de déforma-
tion ν près, déterminer explicitement de toutes les quantifica-
tions par déformations à la fois formelles et non formelles G-
invariantes sur S revient à déterminer l’ensemble des opérateurs
T ∈ Op (∗0ν , λ0ν) tels que T (∗0ν) soit un star-produit sur S admettant
une expression non formelle.
Remarque 2.3.14. Dans la suite, nous allons entreprendre cette tâche en partant
d’une application moment quantique λ0ν ∈ MQ
(∗0ν) particulière que nous décrirons
à la sous-section 2.3.4. Notons que, dans notre démarche, nous ne vérifierons
toutefois qu’a posteriori l’existence d’un opérateur T ∈ Op (∗0ν , λ0ν).
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Enfin, terminons ici en spécifiant que certains aspects démontrés au cours des sous-
sections précédentes sont bien sûr valables dans un contexte un peu plus général
que celui avec lequel nous travaillons. Nous n’avons toutefois pas souhaité exprimer
en général ces généralisations dans ce texte, cela n’étant pas l’objectif de celui-ci.
2.3.4 Exemple concret d’application moment quantique
Avant de mettre en pratique les acquis de cette section dans la suite de ce
travail, nous allons donner enfin un exemple explicite d’application moment quan-
tique sur S relativement au star-produit de Moyal ∗0ν . Nous utiliserons ici plus
spécifiquement les notations des sous-sections 1.5.1 et 2.2.2.
Remarque 2.3.15. Par facilité, dans la suite de nos calculs, nous ferons le choix de
fixer le paramètre k > 0 apparaissant comme multiple de la métrique riemannienne
βS et de la forme symplectique ωS sur S en lui donnant la valeur
k :=
2
n+ 1
.
Géométriquement, cela correspond bien évidemment au choix spécifique d’une
structure de variété kählerienne sur S qui n’enlève rien au fond du travail. De
plus, d’un point de vue de l’expression (2.5) du star-produit de Moyal, nous remar-
quons aisément que ce choix n’est guère fort contraignant, celui-ci étant équivalent
à une redéfinition paramètre de déformation comme étant 2 k−1 (n+ 1)−1 ν.
Comme nous l’indique la définition 2.3.10 (et d’une certaine façon, le lemme
2.3.9) la recherche d’une application moment quantique λ0ν ∈ MQ
(∗0ν) passe
nécessairement par une déformation de l’application moment λS : g → C∞ (S)
dans la direction du paramètre formel de déformation ν. Pour rappel, cette ap-
plication moment λS est celle relativement à laquelle l’action L de G sur S est
hamiltonienne. Afin de nous épargner de longs et pénibles calculs, nous allons re-
chercher cette application λ0ν ∈ MQ
(∗0ν) en essayant de faire le moins d’effort
possible, c’est-à-dire en essayant minimiser l’ordre maximal en ν des moments
quantiques.
Commençons tout d’abord par rappeler un fait connu, à savoir que le star-
produit de Moyal ∗0ν est S-covariant ; [BM01, ch.2, prop.2.1]. En effet, à partir du
lemme 1.6.11, nous observons sans peine que les moments associés aux éléments
de l’algèbre de Lie de S sont linéaires sur
{
(0, v, z) ∈ S ' R× R2(n−1) × R}.
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Or, par définition de la bijection j donnée à la sous-section 2.2.2, si l’indice a est
une composante du multi-indice I ∈ Ip avec p ∈ N\ {0}, nécessairement, l’indice
z sera une composante de j (I). Par conséquent, pour tout naturel p ≥ 2, pour
tout I ∈ Ip+ et pour tout X,Y ∈ s, nous avons
∂I
(
λSX
)
∂j(I)
(
λSY
)
= 0.
En utilisant l’expression (2.6) et la définition de l’application moment λS, nous en
déduisons alors les égalités
1
2ν
[
λSX , λ
S
Y
]
∗0ν =
{
λSX , λ
S
Y
}
= λS[X,Y ] (2.13)
pour tout X,Y ∈ s. D’où, le star-produit de Moyal sur S est bien S-covariant.
Par ailleurs, toujours en utilisant le résultat du lemme 1.6.11, pour X ∈ m et
I ∈ Ip où p ∈ N\ {0, 1, 2}, nous remarquons que ∂I
(
λSX
)
= 0. Nous en concluons
donc que la relation (2.13) est également vérifiée pour tout X,Y ∈ s ⊕ m. De
là, il est plus que tentant d’essayer d’adapter cet argument afin de vérifier si
nous n’aurions par hasard pas une propriété de G-covariance du star-produit ∗0ν .
Nous sommes toutefois en droit d’en douter en observant les expressions des mo-
ments associés aux éléments de g−1 étant donné que leurs dérivées troisièmes en
les composantes de v ne sont pas nécessairement nulles. Plus précisément, pour
1 ≤ l ≤ n − 1 et 1 ≤ l′ ≤ n − 1, si nous effectuons le calcul du ∗0ν-commutateur
des moments associés à deux éléments c1l et c
i
l′ appartenant à la base de g issue
de la décomposition d’Iwasawa de cette algèbre de Lie, nous obtenons
1
2ν
[
λSc1l
, λSci
l′
]
∗0ν
(a, v, z) = −2 δl,l′
(
λSF (a, v, z) + e
2a (n− 1) ν2)
pour tout (a, v, z) ∈ S ' R2n. Notre espoir est ainsi anéanti et le star-produit de
Moyal n’est pas G-covariant si n > 1 comme l’indique si bien le facteur (n− 1)
devant le carré du paramètre de déformation dans l’expression précédente. Toute-
fois, comme
[
c1l , c
i
l′
]
= −2 δl,l′F pour tout 1 ≤ l ≤ n − 1 et 1 ≤ l′ ≤ n − 1, ce
dernier résultat nous laisse soupçonner l’énoncé suivant.
Lemme 2.3.16. Pour X ∈ g, notons [X]F ∈ R la composante de X dans la direc-
tion F ∈ g−2 ⊂ g respectivement à la base de g issue de sa propre décomposition
en sous-espaces de racine restreinte tel qu’exposée à la sous-section 1.5.1. Alors,
l’application
λ0ν : g→ C∞ (S) JνK : X 7→ λ0ν (X)
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définie pour tout X ∈ g et (a, v, z) ∈ S ' R2n par(
λ0ν (X)
)
(a, v, z) = λSX (a, v, z) + e
2a [X]F (n− 1) ν2
est une application moment quantique relativement au star-produit de Moyal ∗0ν .
En particulier, le star-produit de Moyal sur S est S-covariant.
La linéarité de l’application λ0ν ainsi définie étant claire, au vu de l’ensemble des
constations faites précédemment, la preuve de ce lemme revient à vérifier les égalités[
λSc1l
, λSc1
l′
]
∗0ν
= 0 =
[
λScil
, λSci
l′
]
∗0ν
et
1
2ν
[
λ0ν (F ) , λ
0
ν (X)
]
∗0ν = λ
0
ν ([F,X])
pour tout X ∈ g, 1 ≤ l ≤ n− 1 et 1 ≤ l′ ≤ n− 1. Ces vérifications ne nécessitant
aucune reflexion particulière, elles seront laissées à l’appréciation du lecteur. Notons
toutefois que ces calculs sont facilités grâce à l’appendice A et à la forme relative-
ment sympathique que prend l’application λ0ν , celle-ci faisant apparaître clairement
l’application moment λS dont nous connaissons à la fois la forme explicite mais
aussi les intéressantes propriétés.
Remarque 2.3.17. Tant à partir de ce lemme qu’à partir de l’expression des mo-
ments donnés à la sous-section 1.6.3, nous constatons que le star-produit de Moyal
∗0ν est G-covariant si et seulement si n = 1.
Dans la suite, cette application moment quantique λ0ν jouera un rôle fondamental.
Comme inspiré au travers de la proposition 2.3.12 et indiqué à sa suite, c’est à
partir d’elle que nous allons construire explicitement une classe de G-équivalence
de star-produits G-invariants sur S.
2.4 Obtention d’une invariance partielle
Nous allons maintenant nous attaquer à la réalisation du programme exposé
à la fin de la section 2.3.3 au travers de la remarque 2.3.14 et de la seconde re-
formulation de notre objectif initial. Partant de l’application moment quantique
λ0ν ∈ MQ
(∗0ν) définie au lemme 2.3.16, nous allons chercher l’ensemble des
opérateurs linéaire T ∈ Op (∗0ν) tels que, pour tout X ∈ g, nous ayons
T ◦
(
1
2ν
[
λ0ν (X) ,−
]
∗0ν
)
◦ T−1 = X?.
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Pour chaque tel opérateur T , la proposition 2.3.11 nous garantit que le star-produit
T
(∗0ν) est G-invariant. Ces star-produits appartiennent alors à la même classe de
G-équivalence de star-produits G-invariants et constituent tous les éléments de
cette classe en vertu de la proposition 2.3.12.
L’accomplissement de ce travail sera exposé lors des trois prochaines sections. Dans
cette section, nous allons nous attaquer à la première grande étape qui consiste
en l’obtention d’un opérateur T 0 ∈ Op (∗0ν) tel que le star-produit T 0 (∗0ν) soit
S-invariant. De là, nous aborderons tant le point de vue formel que non formel des
quantifications par déformations ainsi obtenues. Des liens géométriques existant
avec ce travail seront également eﬄeurés au regard des faits établis lors de la
section 1.7. Les résultats que nous exposerons ici ne sont pas nouveaux et reposent
en bonne partie sur le travail de Bieliavsky et Massar exposé dans les articles [BM01]
et [Bi08]. Dans la section suivante, les connaissances acquises ici nous permettront
de revenir sur notre objectif principal via l’étude du problème du passage d’un
star-produit S-invariant à un star-produit G-invariant. Les notations utilisées dans
ce cadre seront celles définies à la section 2.2 tant pour le star-produit de Moyal
∗0ν sur S que pour les conventions géométriques. Rappelons également que depuis
la remarque 2.3.15 le paramètre k ∈ R+\ {0} est fixé par l’égalité (n+ 1) k = 2.
Enfin, nous renvoyons le lecteur aux considérations de la section 1.5 notamment
pour tout ce qui concerne l’introduction de la fameuse base de g issue de sa propre
décomposition en sous-espaces de racine restreinte dont nous serons friands.
2.4.1 Approche semi-formelle
Afin de faciliter les notations de cette sous-section, définissons
ρ0ν : g→ Der
(∗0ν) : X 7→ ρ0ν (X) := 12ν [λ0ν (X) ,−]∗0ν (2.14)
où λ0ν ∈ MQ
(∗0ν) est l’application moment quantique définie au lemme 2.3.16. La
proposition 2.3.3 (a) et les définitions 2.1.1 et 2.3.10 nous indiquent que l’appli-
cation ρ0ν n’est autre qu’une représentation de l’algèbre de Lie g sur C∞ (S) JνK.
Comme mentionné dans l’introduction à cette section, nous allons nous pencher
sur la question de l’obtention d’un opérateur linéaire explicite T 0 ∈ Op (∗0ν)
qui satisfasse pour tout X ∈ s la relation
T 0 ◦ ρ0ν (X) ◦
(
T 0
)−1
= X?. (2.15)
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Cette démarche ainsi formulée de façon formelle fera apparaître des considérations
non formelles dans la recherche de l’opérateur T 0 ∈ Op (∗0ν). Sur base de la
référence [BM01, ch.3], ces dernières seront plus proprement explicitées à la sous-
section suivante afin de susciter l’apparition d’une quantification par déformation
non formelle S-invariante sur S.
Étant donné que la relation 2.15 est linéaire en X ∈ s, il suffit de déterminer
T 0 ∈ Op (∗0ν) telle que celle-ci soit vérifiée pour X = E, X ∈ V et X = H. La
première chose semblant logique à faire dans ce cadre est donc d’examiner la forme
des dérivations ρ0ν (E), ρ0ν (v0) pour v0 ∈ V et ρ0ν (H). Ces dernières s’obtiennent
par calculs directs à partir de l’expression 2.6 et des lemmes 2.3.16 et 1.6.11. Pour
tout (a, v, z) ∈ S ' R2n et v0 ∈ V , nous avons :
(i) ρ0ν (E)
∣∣
(a,v,z)
= − e−2aν sinh (ν ∂z) ;
(ii) ρ0ν (v0)
∣∣
(a,v,z)
= − e−aν Ω (v0, v) sinh
(
ν
2 ∂z
) − e−a ∂v0 cosh (ν2 ∂z) ;
(iii) ρ0ν (H)
∣∣
(a,v,z)
= − ∂a ;
où, pour tout α ∈ R,
sinh (αν ∂z) :=
∑
p∈N
(αν)
2p+1
(2p+ 1)!
∂2p+1z et cosh (αν ∂z) :=
∑
p∈N
(αν)
2p
(2p)!
∂2pz .
Nous remarquons que la dérivation ρ0ν (H) possède déjà une forme appropriée. En
effet, il s’agit du champ de vecteurs fondamental sur S associé à H ∈ g relative-
ment à l’action L. Par simplicité, nous nous arrangerons donc pour que l’opérateur
linéaire T 0 ∈ Op (∗0ν) recherché préserve ce résultat. Par ailleurs, comme nous
souhaitons que l’entrelacement de la dérivation ρ0ν (X) par cet opérateur nous livre
des champs de vecteurs pour tout X ∈ s, nous avons tout intérêt à faire disparaître
les séries formelles en ν à coefficients dans les opérateurs 1-différentiels que sont
sinh (ν ∂z), sinh
(
ν
2 ∂z
)
et cosh
(
ν
2 ∂z
)
. Un outil bien adapté à ce travail est la
transformée de Fourier.
Définition 2.4.1. La transformée de Fourier partielle en la variable z sur S ' R2n
est définie comme étant l’opération F qui à une fonction f : S→ C associe
F (f) : (a, v, ξ) 7→ F (f) (a, v, ξ) :=
∫ +∞
−∞
e−izξ f (a, v, z) dz
pour les triples (a, v, ξ) ∈ R × V × R tels que cette expression fasse sens. Nous
noterons
S′ := {(a, v, ξ)} ' R× V × R ' R2n
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l’ensemble des coordonnées sur lesquelles sont définies les fonctions ayant subi la
transformée de Fourier partielle en la variable z sur S. La transformée de Fourier
inverse de F est alors définie comme l’opération notée F−1 qui à une fonction
f : S′ → C associe
F−1 (f) : (a, v, z) 7→ F−1 (f) (a, v, ξ) := 1
2pi
∫ +∞
−∞
eizξ f (a, v, ξ) dξ
pour les triples (a, v, z) ∈ S ' R× V × R tels que cette expression fasse sens.
Remarque 2.4.2. Bien entendu, comme le lecteur s’en doute, ces définitions ne
sont pas formulées dans un cadre précis et rigoureux d’un point de vue analytique.
Nous reviendrons sur ce point d’analyse fonctionnelle dans la sous-section suivante.
En attendant, nous poursuivrons notre raisonnement dans un cadre semi-formel.
Dans la suite de cette sous-section, nous supposerons que les transformations F et
F−1 sont bien définies et l’inverse l’une de l’autre sur l’espace des fonctions lisses
sur lequel nous travaillerons. En pratique, dans nos calculs, ce seront essentiellement
leurs extensions CJνK-linéaires à C∞ (S) JνK qui seront considérées à chaque fois
que cela fait sens. Enfin, si mα dénote l’opération de multiplication par une fonction
α, nous supposerons les formules opératorielles
F ◦ ∂z = miξ ◦F et F ◦mz = i ∂ξ ◦ F (2.16)
comme étant valides.
L’introduction des opérateurs F et F−1 nous permet d’obtenir sans peine les
expressions suivantes pour tout (a, v, ξ) ∈ S′ ' R2n et v0 ∈ V :
(i)
(F ◦ ρ0ν (E) ◦ F−1)∣∣(a,v,ξ) = − e−2aν sinh (iνξ) Id ;
(ii)
(F ◦ ρ0ν (v0) ◦ F−1)∣∣(a,v,ξ) = − e−aν Ω (v0, v) sinh( iνξ2 ) Id
− e−a cosh
(
iνξ
2
)
∂v0 ;
(iii)
(F ◦ ρ0ν (H) ◦ F−1)∣∣(a,v,ξ) = − ∂a.
À partir des expressions de ces opérateurs 1-différentiels, Bieliavsky et Massar de-
vinèrent qu’un changement de variables adéquat permettrait d’arriver à résoudre
ce problème ; [BM01]. En effet, pour iν ∈ R, définissons l’application
ψ : S′ → S′ : (a, v, ξ) 7→
a, v
cosh
(
iνξ
2
) , sinh (iνξ)
iν
 . (2.17)
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Nous constatons directement qu’il s’agit d’un difféomorphisme de S′ ' R2n dans
lui-même. Son inverse est donné explicitement par
ψ−1 : S′ → S′ : (a, v, ξ) 7→
(
a, cosh
(
arcsinh (iνξ)
2
)
v,
arcsinh (iνξ)
iν
)
.
Remarque 2.4.3. Le lecteur souhaitant davantage d’informations sur les fonc-
tions hyperboliques sinh et cosh ainsi que sur leurs réciproques arcsinh et arccosh
pourront consulter les références [AS65, ch.4, § 5 & § 6] et [O+10, ch.4, § 28-41].
Nous utiliserons intensivement ces fonctions dans la suite. En particulier, pour
ξ ∈ R et iν ∈ R, les égalités suivantes nous seront fortement utiles :
(a) cosh
(
arcsinh(iνξ)
2
)
=
√
1+
√
1−ν2ξ2
2 et
sinh
(
arcsinh(iνξ)
2
)
= sign (iνξ)
√
−1+
√
1−ν2ξ2
2 ;
(b) cosh
(
arcsinh(iνξ)
2
)
sinh
(
arcsinh(iνξ)
2
)
= iνξ2 ;
(c) cosh2
(
arcsinh(iνξ)
2
)
− sinh2
(
arcsinh(iνξ)
2
)
= 1 ;
(d) cosh2
(
arcsinh(iνξ)
2
)
+ sinh2
(
arcsinh(iνξ)
2
)
=
√
1− ν2ξ2 ;
(e) cosh
(
arcsinh(iνξ)
2
)
± sinh
(
arcsinh(iνξ)
2
)
= e±
1
2 arcsinh(iνξ) ;
(f) cosh (arcsinh (iνξ)) =
√
1− ν2ξ2 ;
(g) ∂ξ
(
cosh
(
arcsinh(iνξ)
2
))
= iν
2
√
1−ν2ξ2 sinh
(
arcsinh(iνξ)
2
)
et
∂ξ
(
sinh
(
arcsinh(iνξ)
2
))
= iν
2
√
1−ν2ξ2 cosh
(
arcsinh(iνξ)
2
)
.
Pour tout (a, v, ξ) ∈ S′ ' R2n et v0 ∈ V , un bref calcul à partir des expressions
(2.17) et (1.42) nous indique la relation
((
ψ−1
)? ◦ ∂v0 ◦ ψ?)∣∣∣
(a,v,ξ)
=
(
cosh
(
arcsinh (iνξ)
2
))−1
∂v0
qui, combinée avec la remarque 2.4.3 (b), nous permet d’obtenir :
(i)
((
ψ−1
)? ◦ F ◦ ρ0ν (E) ◦ F−1 ◦ ψ?)∣∣∣
(a,v,ξ)
= − iξ e−2a Id ;
(ii)
((
ψ−1
)? ◦ F ◦ ρ0ν (v0) ◦ F−1 ◦ ψ?)∣∣∣
(a,v,ξ)
= − iξ2 e−a Ω (v0, v) Id
− e−a ∂v0 ;
(iii)
((
ψ−1
)? ◦ F ◦ ρ0ν (H) ◦ F−1 ◦ ψ?)∣∣∣
(a,v,ξ)
= − ∂a.
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En utilisant les égalités (2.16), nous remarquons alors que l’entrelacement de ces
opérateurs 1-différentiels par la transformée de Fourier inverse F−1 nous redonne
exactement les expressions des champs de vecteurs fondamentaux sur S telles
qu’elles furent obtenues à la remarque 1.6.12. En d’autres termes, si nous posons
T 0 := F−1 ◦ (ψ−1)? ◦ F , (2.18)
alors la relation (2.15) annoncée en début de sous-section est vérifiée pour chaque
X ∈ s. D’un point de vue purement formel, il est possible de montrer que cet
opérateur T 0 admet un développement asymptotique de la forme (2.3) de telle
façon à définir exactement une équivalence de star-produits au sens de la définition
2.1.6 ; [BM01, ch.2 & ch.3], [Bi08, ch.3, § 1]. Nous utiliserons également la notation
T 0 ∈ Op (∗0ν) pour désigner cet opérateur qui sera le plus souvent manipulé sous
sa forme non formelle explicite. Le star-produit S-invariant sur S ainsi obtenu sera,
quant à lui, noté
∗Sν := T 0
(∗0ν) .
2.4.2 De l’analyse fonctionnelle aux aspects non formels
Lors de la sous-section précédente, nous somme partis d’un point de vue formel à
la recherche d’un opérateur linéaire T 0 ∈ Op (∗0ν) satisfaisant l’égalité (2.15) pour
tout X ∈ s. Reprendre les calculs exposés précédemment dans l’esprit de l’article
[BM01] nous a permis de nous rendre compte que l’approche de la définition d’un
tel opérateur sous une forme non formelle était adaptée à la situation. Compte tenu
du fait que le star-produit ∗0ν n’est autre que le développement asymptotique du
produit associatif issu de la quantification par déformation non formelle de Weyl
et que l’opérateur T 0 a pour but de définir une équivalence entre le star-produit
de Moyal ∗0ν et un star-produit S-invariant, il est légitime de s’interroger sur la
possibilité de définir concrètement une quantification par déformation non formelle
S-invariante sur S à partir de ces expressions. Ce travail a été réalisé au sein de
l’article [BM01, ch.3] puis généralisé, entre autres, à la référence [Bi08, ch.3]. Nous
allons évoquer brièvement les résultats principaux y étant démontrés.
Pour commencer, revenons sur l’analyse des trois ingrédients nous permettant de
définir notre opérateur T 0 via l’expression (2.18), à savoir, la transformée de Fourier
partielle F , son inverse F−1 et le difféomorphisme ψ. Le cadre semblant le plus
naturel pour formuler la définition 2.4.1 est très certainement celui des fonctions
Lebesgue-intégrables. En effet, l’expression définissant la transformée de Fourier
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F (resp. la transformée de Fourier inverse F−1) fait sens pour chaque fonction
f ∈ L1 (S, dz) (resp. f ∈ L1 (S′, dξ)), c’est-à-dire chaque fonction définie sur S
(resp. S′) qui soit Lebesgue-intégrable en la variable z (resp. ξ) relativement à la
mesure de Lebesgue. Toutefois, en regard de la remarque 2.4.2, le concept d’inverse
de la tranformée de Fourier F et les formules (2.16) semblent dénués de sens dans
ce contexte trop général. Il existe néanmoins un cadre intéressant, bien connu et qui
soit adapté à la formulation de la définition 2.4.1, à savoir, celui des fonctions de
Schwartz, et plus particulièrement, des distributions tempérées. Sans entrer dans de
longs rappels, nous nous référons aux ouvrages [DK10, ch.3, ch.4 & ch.14] et [Sc98,
ch.2 & ch.5] pour tout ce qui concerne les notions bien connues de distributions et
transformée de Fourier que nous allons aborder brièvement ci-dessous.
En assimilant les fonctions lisses sur S (resp. S′) à des fonctions lisses sur
R2n munies des coordonnées (a, v, z) (resp. (a, v, ξ)), définissons les espaces de
fonctions suivants :
(a) D (S) (resp. D (S′)) l’ensemble des fonctions lisses sur S (resp. S′) à support
compact ;
(b) S (S) ⊂ C∞ (S) (resp. S (S′) ⊂ C∞ (S′)) l’ensemble des fonctions de Schwartz
sur S ' R2n (resp. S′ ' R2n) ;
(c) D′ (S) (resp. D′ (S′)) l’ensemble des distributions sur S (resp. S′), c’est-à-dire
l’ensemble des fonctionnelles C-linéaires continues sur D (S) (resp. D (S′)) ;
(d) S ′ (S) (resp. S ′ (S′)) l’ensemble des distributions tempérées sur S (resp. S′),
c’est-à-dire l’ensemble des fonctionnelles C-linéaires continues sur S (S) (resp.
S (S′)).
Dans la suite du texte, nous noterons dL = da dv11 ... dv
1
n−1 dv
i
1 ... dv
i
n−1 dz
(resp. dL = da dv11 ... dv
1
n−1 dv
i
1 ... dv
i
n−1 dξ) la mesure de Lebesgue sur S ' R2n
(resp. S′ ' R2n). Le lecteur vérifiera sans peine la remarque suivante.
Remarque 2.4.4. [BG14, ch.6, § 2] Une mesure de Haar invariante à gauche sur
le groupe de Lie S, et donc, en particulier, la mesure de Liouville sur la variété
symplectique (S, 2 (n+ 1)−1 ωS), correspond nécessairement à un multiple de la
mesure de Lebesgue dL sur S ' R2n.
Il est bien connu qu’à chaque fonction f ∈ L1loc (S,dL) localement Lebesgue-
intégrable sur S, nous pouvons associer la distribution sur S définie par
g ∈ D (S) 7→
∫
S
fg dL ;
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[DK10, ch.3, thm.3.5]. Par facilité, la notation f ∈ D′ (S) sera régulièrement
utilisée pour désigner la distribution ainsi associée à une fonction f ∈ L1loc (S,dL).
En outre, de ce point de vue, nous avons les inclusions
D (S) ⊂ S (S) ⊂ L1 (S,dL) ⊂ S ′ (S) ⊂ D′ (S) ;
[DK10, ch.14, expl.14.22]. Dans la suite de notre travail, nous considérerons la
notion de dérivation généralisée au sens des distributions telle qu’exposée à la
référence [DK10, ch.4]. En d’autres termes, pour f ∈ D′ (S), nous définissons
∂z (f) := −f ◦ ∂z.
Rappelons que du point de vue de l’inclusion L1loc (S,dL) ∩ C∞ (S) ⊂ D′ (S),
cette notion de dérivation correspond à la dérivation usuelle d’une fonction lisse
sur S via la règle d’intégration par parties. Les définitions et faits énoncés ici restent
bien entendu d’application en remplaçant S et z respectivement par S′ et ξ dans les
lignes ci-dessus. Énonçons maintenant le résultat fondamental sur la transformée
de Fourier définie dans notre cadre.
Théorème 2.4.5. [DK10, ch.14, thm.13.13 & thm.14.24] La transformée de Fou-
rier partielle en la variable z sur S ' R2n définit un isomorphisme entre les espaces
S (S) et S (S′) dont l’inverse est F−1. Celui-ci s’étend par dualité au niveau des
distributions tempérées en un isomorphisme
F : S ′ (S′)→ S ′ (S) : f 7→ F (f) := f ◦ F .
Si nous posons de façon semblable F−1 (f) := f ◦F−1 pour tout f ∈ S ′ (S), alors
F ◦ F−1 = IdS′(S) et F−1 ◦ F = IdS′(S′) .
De plus, dans ce contexte, les relations (2.16) sont vérifiées sur S (S) et s’entendent
au sens des distributions sur S ′ (S′) ' S ′ (S).
Remarque 2.4.6. Le terme d’extension utilisé à deux reprises dans l’énoncé du
théorème précédent se justifie car S et S′ peuvent être identifiés l’un à l’autre.
De façon plus précise :
(i) vue comme appartenant à S ′ (S) ' S ′ (S′), la distribution tempérée associée à
la transformée de Fourier partielle en la variable z d’une fonction de Schwartz
f ∈ S (S) correspond à l’image par F de la distribution associée à f vue
comme élément de S ′ (S′) ' S ′ (S) ;
§ 2.4 - Obtention d’une invariance partielle 151
(ii) l’extension des relations (2.16) sur S ′ (S′) se fait rigoureusement en inter-
changeant les coordonnées z et ξ dans les expressions de celles-ci.
Ce théorème et les considérations précédentes constituent bien évidemment une
adaptation de la théorie générale des distributions et des transformées de Fourier
dans notre contexte ; [DK10], [Sc98]. Si nous ne ferons pas appel à l’ensemble de
ces résultats dans cette sous-section, ceux-ci apparaîtront néanmoins dans la suite.
Revenons maintenant plus spécifiquement au sujet de quantification nous
concernant dans cette section. Outre le fait d’être un espace fonctionnel sur le-
quel la quantification par déformation non formelle de Weyl sur S est bien définie,
l’espace des fonctions de Schwartz S (S), vu comme étant identifié à S (S′), pos-
sède donc la propriété importante d’être stable sous la transformée de Fourier F
ainsi que sous son inverse F−1. Au regard de ce résultat et de l’expression (2.18),
nous pouvons logiquement nous demander de quelle façon interagit l’application
pull-back par le difféomorphisme ψ défini en (2.17) avec ce type de fonctions. Cette
interaction est décrite par les inclusions
ψ? (S (S′)) ⊂ S (S′) et (ψ−1)? (S (S′)) ⊂ S ′ (S′) ;
[BM01, ch.3, lem.3.1]. Ainsi, dans l’esprit de la remarque 2.4.6, en identifiant S
et S′, les opérateurs T 0 := F−1 ◦ (ψ−1)? ◦ F et (T 0)−1 := F−1 ◦ ψ? ◦ F
sont bien définis sur S (S) et à images dans S ′ (S) et S (S) respectivement. En
outre, nous avons les inclusions
S (S) ⊂ im (T 0) ⊂ S ′ (S)
et la définition de l’application
(
T 0
)−1 nous permet de l’étendre en un isomor-
phisme linéaire entre im
(
T 0
)
et S (S) de telle façon à ce que
(
T 0
)−1 ◦ T 0 = IdS(S) et T 0 ◦ (T 0)−1∣∣∣S(S) = IdS(S);
[BM01, ch.3, lem.3.2]. Nous obtenons donc deux applications T 0 et
(
T 0
)−1 bien
définies et inverses l’une de l’autre sur S (S) admettant chacune une expression
explicite non formelle. En recoupant les résultats [BM01, ch.3, thm.3.1], [Bi08,
ch.3, thm.3.1], [Vo11, ch.5, thm.5.8] et [BG14, ch.3, thm.3.5], nous en tirons une
quantification par déformation à la fois formelle et non formelle S-invariante sur S
via le théorème suivant.
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Théorème 2.4.7. Dans le cadre de cette sous-section, pour 2iν = ~ ∈ R, si ∗W~
dénote le produit associatif sur S (S) issu de la quantification par déformation non
formelle de Weyl définie sur(
S,
2
n+ 1
ωS
)
'
(
R2n, 2
(
da ∧ dz +
n∑
l=1
dvil ∧ dv1l
))
,
alors l’application
∗WS~ : im
(
T 0
)× im (T 0) → im (T 0)
(f, g) 7→ f∗WS~ g := T 0
((
T 0
)−1
(f) ∗W~
(
T 0
)−1
(g)
)
définit une structure d’algèbre associative sur im
(
T 0
) ⊂ S ′ (S) dont le déve-
loppement asymptotique correspond au star-produit S-invariant ∗Sν = T 0
(∗0ν).
De plus, l’évaluation en un point s0 ∈ S du produit ∗WS~ de deux fonctions
f, g ∈ D (S) ⊂ im (T 0) admet l’expression explicite(
1
pi~
)2n ∫
S×S
A~ (s0, s1, s2) e
2i
~ S(s0,s1,s2) f (s1) g (s2) dL (s1) dL (s2)
où A~ et S sont des fonctions lisses à valeurs réelles définies sur S × S × S et
déterminées explicitement. Dans ce contexte, la fonction S correspond avec la
phase de Weinstein SW définie à la sous-section 1.7.3. Évaluée sur les points
{sj = (aj , vj , zj) : j ∈ {0, 1, 2}} ⊂ S, la phase S prend précisément la valeur∑
	{0,1,2}
[ Ω (cosh (a2 − a0) v1, cosh (a0 − a1) v2) − sinh (2 (a1 − a2)) z0 ]
où Ω ∈ V ? ⊗ V ? est la forme symplectique sur V issue de la structure d’algèbre
de Lie de s.
Comme nous le voyons à travers son expression, le produit ∗WS~ intervenant dans
la quantification par déformation non formelle définie ci-dessus fait intervenir une
donnée géométrique, à savoir la phase de Weinstein SW telle qu’elle fut introduite
à la définition 1.7.8. En particulier, cette formule fait donc intervenir la géométrie
de l’espace symplectique sur lequel nous travaillons, non pas du point de vue de
la structure symétrique sS issue de la structure de domaine borné symétrique de
la boule unité de Cn, mais bien de celui de la structure symétrique sana définie à
la proposition 1.7.3 à partir de la structure symétrique de type groupe sur S telle
que donnée en (1.1). Cette intervention de la structure géométrique de l’espace
symétrique symplectique (
S, sana,
2
n+ 1
ωS
)
(2.19)
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apparaît également au niveau de l’invariance de la quantification par déformation
obtenue, cette dernière étant en réalité invariante sous l’action de tout le groupe
Gana des automorphismes de cet espace symétrique symplectique ; [Bi08, ch.3],
[BG14, ch.3, thm.3.5]. Ce résultat fut notamment généralisé par Bieliavsky dans
l’article [Bi08] en introduisant un opérateur de multiplication par une fonction
dans l’entrelacement par la transformée de Fourier partielle F et son inverse ap-
paraissant dans la définition de l’opérateur T 0. Il caractérisa ainsi l’ensemble des
star-produits Gana-invariants associés à une quantification par déformation non for-
melle de l’espace symétrique symplectique (2.19) ; [Bi08, ch.3, thm.3.3]. Ces faits
furent étendus aux j-groupes normaux et utilisés récement par Bieliavsky et Gayral
afin de définir une formule de déformation universelle associée à l’action de tels
groupes à la fois dans un cadre fréchétique et C?-algébrique ; [BG14].
2.4.3 Commentaire géométrique sur la phase de Weinstein
Comme nous pouvons le deviner, l’apparition d’une donnée géométrique telle
que la phase de Weinstein SW dans l’expression du produit associatif intervenant
dans la quantification par déformation non formelle donnée au théorème 2.4.7 est
sous-jacente à des résultats plus généraux. Bien que ce point ne soit pas au cœur
de notre travail, nous souhaitons l’eﬄeurer brièvement en quelques lignes compte
tenu de ses liens intimes avec les aspects géométriques évoqués à la section 1.7.
Dans les années 1980 et 1990, Karasev, Weinstein et Zakrzewski lancèrent indé-
pendamment un programme de quantification en utilisant de récents développe-
ments géométriques concernant la théorie des groupoïdes ; [We94a]. Cette nouvelle
approche de la quantification revenait à faire l’ansatz d’une quantification par dé-
formation non formelle invariante dont le noyau K~ apparaissant au point (ii) de
la définition 2.1.13 serait de la forme
K~ (x, y, z) =
(
1
~
)dim(M)
A~ (x, y, z) e
2i
~ S(x,y,z) (2.20)
où S (resp. A~) est une fonction (resp. une série formelle en ~ à coefficients dans les
fonctions) de trois points sur la variété symplectique sur laquelle la quantification
par déformation est considérée. En 1994, dans ce contexte, Weinstein livra des
arguments montrant que, dans le cadre des espaces hermitiens symétriques de
type non compact, la valeur de l’évaluation de la phase S sur 3 points x, y et z
devait essentiellement être déterminée par l’aire symplectique d’un double triangle
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géodésique dont x, y et z sont les points milieu des côtés, pour autant qu’un tel
triangle existe ; [We94a]. Notons que cette dernière assertion tient d’une simple
observation dans le cas de la formule intégrale définissant la quantification par
déformation non formelle de Weyl. Toutefois, comme nous l’avons vu à la section
1.7 à travers la proposition 1.7.9, une telle définition de la phase S ne peut être
globale sur un espace hermitien symétrique de type non compact arbitraire. Ce cas
se présente d’ailleurs pour la boule unité de Cn, la géométrie affine de celle-ci ne
correspondant pas à celle de l’espace symétrique symplectique (2.19).
Ce problème de phase fut étudié par Bieliavsky. Dans le cadre plus général des
espaces symétriques symplectiques, il proposa l’introduction de phases S dites ad-
missibles définie à partir d’observations réalisées sur les propriétés géométriques
dont devrait disposer une formule semblable à celle du produit apparaissant dans
la quantification par déformation non formelle de Weyl afin de définir un produit
associatif ; [Bi02, ch.1, ch.2 & ch.3]. Il montra également que la phase proposée
par Weinstein dans le cas des espaces hermitiens symétriques de type non compact
était admissible lorsqu’elle était bien définie ; [Bi02, ch.3, prop.3.2]. Dans l’article
[B+09], les auteurs mirent en évidence deux phases dites canoniques globalement
définies respectivement sur les espaces symétriques symplectiques
(
S, sS, ωS
)
et(
S, sana, ωS
)
dans le cas n = 1. Celles-ci sont obtenues de façons semblables en
considérant une phase admissible sur un espace plat défini à partir d’une projection
de la représentation de ces espaces symétriques symplectiques en tant qu’orbites
coadjointes de leurs groupes d’automorphismes. Dans le cas de la structure symé-
trique sana, la phase de Weinstein est globalement définie, apparaît dans le théo-
rème 2.4.7 (en considérant V = {0}) et correspond à la phase canonique proposée
dans [B+09]. Toutefois, lorsque c’est la structure symétrique sS qui est considérée
sur S et non plus sana, c’est la géométrie du disque de Poincaré qui intervient. Dans
ce cas, il est explicitement montré que la phase canonique ne correspond plus à
la phase de Weinstein SW quand celle-ci est définie mais qu’elles sont localement
fonction l’une de l’autre. Par ailleurs, toujours dans l’article [B+09], il fut montré
qu’une fonction spéciale de cette phase canonique compose la phase apparaissant
dans l’expression explicite du noyau K~ de la forme (2.20) définissant le produit de
la quantification par déformation non formelle SU (1, 1)-invariante sur le disque de
Poincaré. Cette notion de phase canonique possède donc l’avantage d’être bien dé-
finie et de se recouper avec la phase de Weinstein quand celle-ci est définie tout en
proposant une vision unifiée des choses pour chacune des deux géométries affines
sur S. Notons enfin que Voglaire travailla également sur ce sujet dans sa thèse de
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doctorat [Vo11] en présentant et en utilisant des outils plus généraux se recoupant
sur certains points avec le travail susmentionné.
2.5 Quand l’invariance devient EDP
Lors de la section précédente, nous avons introduit un opérateur T 0 ∈ Op (∗0ν)
particulier tel que ∗Sν := T 0
(∗0ν) soit un star-produit S-invariant sur S admettant
une expression non formelle intéressante. Pour cela nous avons utilisé des mé-
thodes géométriques associées à la représentation ρ0ν de g sur C∞ (S) JνK définie
en (2.14) à partir du star-produit ∗0ν et de l’application λ0ν ∈ MQ
(∗0ν) calculée
à la sous-section 2.3.4. Comme nous pouvons nous y attendre, l’extension directe
de cette approche en vue d’obtenir des star-produits G-invariants sur S est très
vite rendue difficile. C’est précisément sur ce point que nous nous pencherons dans
cette section. Nous utiliserons notamment des techniques se situant à la frontière
de la théorie de Lie et de l’analyse harmonique sur les espaces homogènes afin
d’obtenir un résultat clé dans notre thèse reformulant notre problème en termes de
la résolution d’une hiérarchie d’équations aux dérivées partielles. Tant le contenu
que les notations des développements présentés ici seront dans la continuité de la
précédente section.
2.5.1 À la recherche d’une plus grande invariance
Comme abordé à la sous-section 2.3.3, à redéfinition du paramètre de défor-
mation ν près, pour obtenir l’ensemble des quantifications par déformations à la
fois formelles et non formelles G-invariantes sur S, il nous suffit de déterminer
explicitement l’ensemble des éléments qui composent une classe de G-équivalence
de star-produits G-invariants admettant une expression non formelle. Plus spéci-
fiquement pour ce qui nous concerne, nous avons choisi de partir de l’application
λ0ν ∈ MQ
(∗0ν) définie au lemme 2.3.16 et de déterminer l’ensemble Op (∗0ν , λ0ν)
des opérateurs T ∈ Op (∗0ν) tels que
T ◦
(
1
2ν
[
λ0ν (X) ,−
]
∗0ν
)
◦ T−1 = X?
pour tout X ∈ g. Comme le souligne la proposition 2.3.12, tous les star-produits
du type T
(∗0ν) pour T ∈ Op (∗0ν , λ0ν) appartiendront alors à la même classe de
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G-équivalence de star-produits G-invariants et constitueront en outre tous les élé-
ments de cette classe. Dans le but de nous faciliter cette recherche, il est crucial de
voir s’il est possible d’exploiter les acquis de la section précédente afin d’en déduire
une information plus spécifique portant sur la forme des opérateurs appartenant à
Op
(∗0ν , λ0ν).
Lemme 2.5.1. Dans le contexte susmentionné, considérons un opérateur linéaire
T ∈ Op (∗0ν). Alors, T ∈ Op (∗0ν , λ0ν) si et seulement s’il existe un opérateur
U ∈ Op (∗Sν) satisfaisant
T = U ◦ T 0 ∈ Op (∗0ν , λ0ν)
et définissant une S-équivalence entre les star-produits ∗Sν et T
(∗0ν).
Démonstration. La condition suffisante étant immédiate, montrons la condition
nécessaire. Considérons T ∈ Op (∗0ν , λ0ν) et définissons l’opérateur linéaire
U := T ◦ (T 0)−1 ∈ Op (∗Sν) .
Par définition des opérateurs T et T 0, pour tout X ∈ s, nous obtenons alors les
égalités
U ◦X? ◦ U−1 = T ◦
(
1
2ν
[
λ0ν (X) ,−
]
∗0ν
)
◦ T−1 = X?.
Cette dernière relation étant la traduction infinitésimale de la définition 2.1.11 et
le groupe de Lie S étant simplement connexe, nous en déduisons que l’opérateur
U définit une S-équivalence entre les star-produits ∗Sν et T
(∗0ν). La thèse est ainsi
démontrée. “
En combinant ce lemme avec la seconde reformulation obtenue à la sous-section
2.3.3, ceci nous mène alors à une nouvelle reformulation.
Reformulation 3. Si Op
(∗0ν , λ0ν) est non vide, à redéfinition du para-
mètre de déformation ν près, déterminer explicitement de toutes
les quantifications par déformations à la fois formelles et non
formelles G-invariantes sur S revient à déterminer l’ensemble des
opérateurs U ∈ Op (∗Sν) qui satisfont la relation U ◦ T 0 ∈ Op (∗0ν , λ0ν)
et définissent une S-équivalence entre ∗Sν et un star-produit sur S
admettant une expression non formelle.
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Le résultat clé de cette sous-section est ainsi énoncé. Nous constatons que
la preuve de celui-ci est très impliquée dans le cadre spécifique dans lequel nous
travaillons. Avant d’exploiter le lemme 2.5.1 dans la suite, nous jugeons donc inté-
ressant de le resituer dans un contexte plus vaste ne dépendant pas spécifiquement
de la classe de G-équivalence de star-produits G-invariants recherchée. Ceci com-
plètera ainsi les résultats évoqués lors de la sous-section 2.3.3 à travers un petit
retour aux sources en ce qui concerne les classes d’équivalences de star-produits
invariants et les applications moment quantique.
Lemme 2.5.2. Tous les star-produits S-invariants sur D ' S sont S-équivalents.
Démonstration. En vertu du théorème 2.1.12, l’assertion annoncée sera démon-
trée si le deuxième espace de cohomologie de De Rham S-invariante H2dR (S)
S est
trivial. Pareillement au travail réalisé lors de la preuve du lemme 2.3.13, l’étude
de l’espace H2dR (S)
S peut être ramenée au neutre du groupe S et la thèse revient
alors à voir que tout 2-cocycle de Chevalley-Eilenberg défini sur l’algèbre de Lie s
est un 2-cobord. Au regard des relations (2.12), si c2 : s× s→ R un tel 2-cocycle,
nous constatons sans peine que l’application linéaire
c1 : s→ R : (aH + v + zE) 7→ c2
(
H,
z
2
E + v
)
satisfait à l’égalité c2 (X,Y ) = c1 ([X,Y ]) pour tout X,Y ∈ s. Dans ce cadre,
ceci revient exactement à dire que l’application c2 est un 2-cobord de Chevalley-
Eilenberg, ce qui conclut la preuve. “
En particulier, ce résultat nous indique qu’il n’est donc pas surprenant que pour
chaque T ∈ Op (∗0ν) tel que T (∗0ν) soit un star-produit G-invariant sur S, il
existe un opérateur U ∈ Op (∗Sν) définissant une S-équivalence entre ∗Sν et T (∗0ν).
Toutefois, l’énoncé du lemme 2.5.1 nous dit plus que cela, car il donne aussi une
information sur le comportement de U par rapport à l’application moment quan-
tique sur S relativement au star-produit de Moyal ∗0ν et à l’opérateur T dans le
cas où celle-ci correspond à λ0ν . Comme nous pouvons nous y attendre, ce point
spécifique peut être généralisé au moyen d’une adaptation de la propositon 2.3.12
tenant compte du lemme 2.5.2.
Proposition 2.5.3. Considérons ]0ν et ]ν deux star-produitsG-invariants sur S ainsi
qu’un opérateur linéaire U0 ∈ Op (∗Sν) fourni par le lemme 2.5.2 définissant une S-
équivalence entre ∗Sν et ]0ν . Notons λν ∈ MQ
(∗0ν) l’application moment quantique
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sur S relativement au star-produit de Moyal ∗0ν et à l’opérateur U0◦ T 0 ∈ Op
(∗0ν).
Alors, les star-produits ]0ν et ]ν sont G-équivalents si et seulement s’il existe un
opérateur U ∈ Op (∗Sν) définissant une S-équivalence entre les star-produits ∗Sν et
]ν qui soit telle que(
U ◦ T 0) ◦ ( 1
2ν
[λν (X) ,−]∗0ν
)
◦ (U ◦ T 0)−1 = X?
pour tout X ∈ g.
Démonstration. La condition suffisante est une conséquence directe de la propo-
sition 2.3.12. Montrons la condition nécessaire. Supposons qu’il existe un opérateur
T ∈ Op (]0ν) définissant une G-équivalence entre les star-produits ]0ν et ]ν . À partir
de la définition 2.1.11, nous constatons alors que l’opérateur
U := T ◦ U0 ∈ Op (∗Sν)
définit une S-équivalence entre les star-produits ∗Sν et ]ν . En utilisant successive-
ment la définition de l’application moment quantique λν et la version infinitésimale
de la définition de G-équivalence entre star-produits G-invariants, nous obtenons
alors les égalités
(
U ◦ T 0) ◦ ( 1
2ν
[λν (X) ,−]∗0ν
)
◦ (U ◦ T 0)−1
= T ◦
[(
U0 ◦ T 0) ◦ ( 1
2ν
[λν (X) ,−]∗0ν
)
◦ (U0 ◦ T 0)−1] ◦ T −1
= T ◦X? ◦ T −1 = X?
pour tout X ∈ g. La preuve est ainsi complète. “
Ce résultat peut donc être vu d’une certaine façon comme une généralisation du
lemme 2.5.1. En particulier, il nous indique qu’une construction semblable à celle
issue de la troisième reformulation est possible dans chaque classe de G-équivalence
de star-produits G-invariants en conservant le star-produit ∗Sν obtenu à la section
2.4 mais en travaillant avec d’autres applications moment quantique que λ0ν .
2.5.2 Quand apparaissent les équations
Comme nous le suggère le lemme 2.5.1, nous allons maintenant entamer un
parcours s’inscrivant dans la suite de la sous-section 2.4.1 afin de déterminer les
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opérateurs U ∈ Op (∗Sν) de la forme (2.3) définissant une S-équivalence entre
le star-produit ∗Sν et un star-produit G-invariant sur S. Par définition même de
l’action L et de la notion de S-équivalence entre star-produits, un tel opérateur U
commute nécessairement avec les translations à gauche sur S. En particulier, une
généralisation du résultat [DK10, ch.11, thm.11.3] appliquée aux cas des opérateurs
1-différentiels nous indique que chaque ordre en ν de cet opérateur U est alors un
opérateur de convolution avec une distribution sur S comme le formule le lemme
suivant ; [C+82, ch.2, § 1], [DK10, ch.11 & ch.15], [B+09, ch.3, § 3].
Lemme 2.5.4. Pour tout opérateur U ∈ Op (∗Sν) définissant une S-équivalence
entre le star-produit ∗Sν et un star-produit G-invariant sur S, il existe une série
formelle en ν à coefficients dans les distributions uν ∈ D′ (S) JνK vérifiant formel-
lement
U (f) (s0) =
∫
S
uν
(
s−1s0
)
f (s) dL (s)
pour tout f ∈ D (S) et s0 ∈ S, la mesure dL étant celle de Lebesgue sur S ' R2n
en tant que mesure de Haar invariante à gauche sur S.
Afin de faciliter les notations dans la suite, introduisons l’application
ρSν : X ∈ g 7−→ ρSν (X) := T 0 ◦
(
1
2ν
[
λ0ν (X) ,−
]
∗0ν
)
◦ (T 0)−1 (2.21)
où λ0ν ∈ MQ
(∗0ν) et T 0 ∈ Op (∗0ν) sont respectivement l’application moment
quantique définie au lemme 2.3.16 et l’opérateur linéaire introduit à la section
précédente dont la forme non formelle est donnée en (2.18). Nous déduisons sans
peine le lemme suivant de la proposition 2.3.3, des définitions 2.1.1 et 2.3.10,
ainsi que des résultats sous-jacents à la définition de T 0 qui furent obtenus à la
sous-section 2.4.1.
Lemme 2.5.5. L’application ρSν est une représentation de l’algèbre de Lie g sur
C∞ (S) JνK. Elle constitue une extension de l’application
s→ Der (∗Sν) : X 7→ X?
à l’algèbre de Lie g et satisfait à l’égalité
ρSν (X) =
1
2ν
[
T 0
(
λ0ν (X)
)
,−]∗Sν ∈ Der (∗Sν)
pour tout X ∈ g.
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La troisième reformulation à laquelle nous sommes arrivés à la sous-section pré-
cédente se réexprime en termes de cette représentation de g en un problème de
détermination de l’ensemble des opérateurs U ∈ Op (∗Sν) satisfaisant l’égalité
U ◦ ρSν (X) ◦ U−1 = X? (2.22)
pour tout X ∈ g et définissant une S-équivalence entre ∗Sν et un star-produit sur
S admettant une expression non formelle.
Remarque 2.5.6. À partir de ce point, il semble bon de rappeler encore une fois
au lecteur que la réalisation du programme susmentionné se fera essentiellement du
point du vue formel. Tout comme ce fut le cas dans la section précédente présentant
l’obtention d’une quantification par déformation à la fois formelle et non formelle
S-invariante sur S, les aspects fonctionnels seront à régler a posteriori. Dans le
cadre de cette thèse nous ne pourrons malheureusement pas arriver jusqu’à un
énoncé aussi précis que celui du théorème 2.4.7, ceci étant un travail de longue
haleine. Notre travail nous permettra néanmoins d’exhiber explicitement tous les
opérateurs U ∈ Op (∗Sν) satisfaisant aux conditions décrites ci-dessus.
Considérons maintenant un opérateur U tel que décrit ci-dessus et notons vν
la série formelle en ν à coefficients dans D′ (S) que nous fournit le lemme 2.5.4
relativement à l’opérateur inverse U−1. Pour chaque X ∈ g, f ∈ D (S) et s0 ∈ S,
nous remarquons que la relation (2.22) peut alors se récrire à travers les égalités∫
S
(
ρSν (X)
)
s0
(
vν
(
s−1s0
))
f (s) dL (s)
=
(
ρSν (X)
)
s0
(∫
S
vν
(
s−1s0
)
f (s) dL (s)
)
=
[(
ρSν (X) ◦ U−1
)
(f)
]
(s0)
=
[(
U−1 ◦X?) (f)] (s0) = ∫
S
vν
(
s−1s0
)
X?s (f) dL (s)
= −
∫
S
X?s
(
vν
(
s−1s0
))
f (s) dL (s) ,
cette dernière suivant de la remarque 2.4.4 et du fait que le flot du champ de
vecteurs X? soit par définition même un sous-groupe à un paramètre de sym-
plectomorphismes sur cette variété symplectique (S, 2 (n+ 1)−1 ωS). À X ∈ g
fixé, la fonction f ∈ D (S) apparaissant dans les égalités précédentes étant arbi-
traire, pour tout s, s0 ∈ S, il s’ensuit(
ρSν (X)
)
s0
(
vν
(
s−1s0
))
= −X?s
(
vν
(
s−1s0
))
. (2.23)
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Nous allons maintenant développer des résultats nous permettant une reformulation
de la relation (2.23) en étudiant séparément chaque acteur intervenant dans celle-
ci. Dans la suite, nous utiliserons les notations (1.35) issues des décompositions
d’Iwasawa de g et de G.
Lemme 2.5.7. Soit X ∈ g. Alors, dans les notations de cette sous-section, quels
que soient s0, s ∈ S, nous avons l’égalité
−X?s
(
vν
(
s−1s0
))
= ([Ads−1 (X)]s)
?
s−1s0
(vν) .
Démonstration. Notons iS l’application qui à un élément s ∈ S associe son
inverse s−1 ∈ S. Pour tout s0, s ∈ S, en utilisant la définition de l’action L et du
champ de vecteurs fondamental sur S associé à X, nous obtenons
− X?s
(
vν
(
s−1s0
))
= − d
dt
∣∣∣∣
0
vν
((
Lexp(− tX) (s)
)−1
s0
)
=
d
dt
∣∣∣∣
0
(
(Rs0 ◦ iS)? vν
)
([ exp (tX) s]S)
=
d
dt
∣∣∣∣
0
(
(Rs0 ◦ iS ◦ Ls)? vν
)
([exp (tAds−1 (X))]S) .
Par ailleurs, nous déduisons aisément du lemme 1.5.7 l’identité
d
dt
∣∣∣∣
0
[exp (tAds−1 (X))]S =
d
dt
∣∣∣∣
0
exp (t [Ads−1 (X)]s)
pour tout s ∈ S, et donc
− X?s
(
vν
(
s−1s0
))
=
d
dt
∣∣∣∣
0
(
(Rs0 ◦ iS ◦ Ls)? vν
)
(exp (t [Ads−1 (X)]s))
=
d
dt
∣∣∣∣
0
vν
(
exp (− t [Ads−1 (X)]s) s−1s0
)
=
d
dt
∣∣∣∣
0
vν
(
Lexp(− t [Ads−1 (X)]s)
(
s−1s0
))
,
pour tout s0, s ∈ S. Ceci conclut la preuve. “
Avant de passer à l’étude de l’autre membre de l’égalité (2.23), introduisons le
lemme suivant davantage lié à la théorie de Lie élémentaire ainsi qu’à la structure
des applications moment quantique.
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Lemme 2.5.8. Dans le cadre présenté lors de cette section, l’égalité(
L?s ◦ T 0
) (
λ0ν (X)
)
= T 0
(
λ0ν (Ads−1 (X))
)
est satisfaite pour tout X ∈ g et pour tout s ∈ S.
Démonstration. Commençons notre preuve en simplifiant les notations via l’in-
troduction de l’application
Λν : g→ C∞ (S) [[ν]] : X 7→ Λν (X) := T 0
(
λ0ν (X)
)
.
Compte tenu des définitions de l’application moment quantique λ0ν ∈ MQ
(∗0ν), de
l’opérateur T 0 ∈ Op (∗0ν) et du star-produit ∗Sν = T 0 (∗0ν), nous en déduisons que
Λν est une application moment quantique sur S relativement au star-produit ∗Sν .
En combinant ce fait au lemme 2.5.5, nous observons que l’application ρSν définie
en (2.21) constitue une représentation de l’algèbre de Lie g sur
E := im (Λν) ⊂ C∞ (S) [[ν]] .
Par ailleurs, étant donné que l’application Λν ∈ MQ
(∗Sν) constitue un isomor-
phisme linéaire de g sur son image satisfaisant
ρSν (X) ◦ Λν = Λν ◦ adX
pour tout X ∈ g, nous en tirons que les applications
ad : g→ gl (g) et ρSν : g→ gl (E)
sont des représentations équivalentes de l’algèbre de Lie g. La restriction de cette
seconde représentation à l’algèbre de Lie s étant un homomorphisme d’algèbres de
Lie et le groupe de Lie S étant simplement connexe, le deuxième théorème de Lie
nous garantit l’existence d’un unique homomorphisme de groupes de Lie
Q : S→ GL (E) tel que Q?Id = ρSν
∣∣
s
.
Or, le lemme 2.5.5 et les résultats obtenus ci-dessus nous indiquent que
ρSν (X) = X
? = Λν ◦ adX ◦Λ−1ν
pour tout X ∈ s. De là, nous en déduisons que les applications
Q1 : S→ GL (E) : s 7→ L?s−1 et Q2 : S→ GL (E) : s 7→ Λ ◦Ads ◦Λ−1
sont deux homomorphismes de groupes de Lie intégrant ρSν
∣∣
s
au niveau du groupe
de Lie S. L’unicité d’une telle application nous permet de conclure la preuve. “
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Ce beau résultat nous permet de montrer la proposition suivante.
Proposition 2.5.9. Considérons X ∈ g. Dans le contexte de cette sous-section,(
ρSν (X)
)
s0
(
vν
(
s−1s0
))
=
(
ρSν (Ads−1 (X))
)
s−1s0
(vν)
pour tout s0, s ∈ S.
Démonstration. Pour tout s0, s ∈ S, le lemme 2.5.5, l’invariance du star-produit
∗Sν sous l’action du groupe de Lie S par translations à gauche et le lemme 2.5.8
nous permettent d’obtenir successivement les égalités(
ρSν (X)
)
s0
(
vν
(
s−1s0
))
=
(
ρSν (X)
)
s0
(L?s−1 (vν))
=
1
2ν
[
T 0
(
λ0ν (X)
)
, L?s−1 (vν)
]
∗Sν (s0)
=
1
2ν
(
L?s−1
([(
L?s ◦ T 0
) (
λ0ν (X)
)
, vν
]
∗Sν
))
(s0)
=
1
2ν
[
T 0
(
λ0ν (Ads−1 (X))
)
, vν
]
∗Sν
(
s−1s0
)
.
Une ultime application du lemme 2.5.5 nous fournit alors le résultat annoncé. “
Ce travail nous permet enfin d’en arriver au point culminant de cette section.
Théorème 2.5.10. À redéfinition du paramètre de déformation ν près, l’inverse de
tout opérateur U ∈ Op (∗Sν) définissant une S-équivalence entre le star-produit ∗Sν
et un star-produit G-invariant sur S est un opérateur de convolution dont le noyau
vν est une série formelle en ν à coefficients dans les distributions sur S satisfaisant(
ρSν (X)
)
(vν) = ([X ]s)
?
(vν) (2.24)
pour tout X ∈ g. De plus, tous les star-produits G-invariants sur S s’obtiennent
de cette façon.
Démonstration. Considérons vν ∈ D′ (S) JνK. En vertu du lemme 2.5.7 et de la
proposition 2.5.9, pour X ∈ g et s, s0 ∈ S, la relation (2.23) se récrit(
ρSν (Ads−1 (X))
)
s−1s0
(vν) = ([Ads−1 (X)]s)
?
s−1s0
(vν) .
Pour chaque X ∈ g, il est donc clair que vν satisfait à (2.23) pour tout s, s0 ∈ S
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si et seulement si(
ρSν (Ads−1 (X))
)
(vν) = ([Ads−1 (X)]s)
?
(vν)
pour tout s ∈ S. Par ailleurs, un calcul élémentaire nous indique qu’il existe, pour
chaque X ∈ g, un élément s ∈ S tel que Ads−1 (F ) = X, où F est le générateur
du sous-espace de racine restreinte g−2 tel que défini à la sous-section 1.5.1. En
particulier, il s’ensuit que vν satisfait à l’égalité (2.23) pour tout X ∈ g et pour
tout s, s0 ∈ S si et seulement si vν satisfait à l’égalité (2.24) pour tout X ∈ g.
En combinant ce dernier fait aux résultats 2.3.12, 2.3.13, 2.4.7, 2.5.1 et 2.5.4, nous
remarquons que la preuve de ce théorème est ainsi complète. “
Ce théorème constitue bien évidemment un résultat fondamental dans notre thèse.
Il nous permet d’associer la recherche de star-produits G-invariants sur la boule
unité de Cn à la résolution d’une hiérarchie d’équations aux dérivées partielles
généralisant les résultats obtenus dans l’article [B+09] pour n = 1. Toutefois,
comme nous le verrons, ce nouveau problème n’en est pas moins trivial.
2.6 Résolution explicite
Au terme d’un suspense insoutenable, la sous-section précédente fut le théâtre
de la découverte d’un résultat magnifique énoncé à travers le théorème 2.5.10.
C’est précisément dans la lignée de celui-ci que va entièrement se jouer le dernier
acte du programme évoqué dans l’introduction à la section 2.4 visant à résoudre,
au moins du point de vue formel, le problème posé à la base de cette thèse dans
la section 2.2. Et pour cela, dans ce contexte, nous allons bien évidemment nous
attaquer à la détermination de l’ensemble{
vν ∈ D′ (S) JνK : (ρSν (X)) (vν) = ([X ]s)? (vν) pour tout X ∈ g}
où ρSν est la représentation de l’algèbre de Lie g définie en (2.21) et [X ]s désigne la
composante en s de X ∈ g relativement à la décomposition d’Iwasawa g = s⊕ k.
Pour rappel, ce fameux théorème 2.5.10 nous garantit que la résolution de ce
système d’équations permettra, à redéfinition du paramètre de déformation ν près,
de déterminer l’ensemble des star-produits G-invariants sur la boule unité de Cn,
ce qui résoudra donc le problème posé dans notre thèse dans l’esprit rappelé à la
remarque 2.5.6. Dans nos calculs, le paramètre réel de déformation ~ = 2iν sera
toujours supposé positif.
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2.6.1 Premier contact avec les équations
Dans cette sous-section, nous proposons au lecteur un premier contact avec une
des équations faisant l’objet de l’introduction à cette section. Celui-ci s’avèrera
d’une importance certaine dans la suite. Nous allons en effet donner une forme
équivalente explicite de l’équation (2.24) pour l’élément X = F générant le sous-
espace de racine restreinte g−2 ⊂ g tel qu’exposé à la sous-section 1.5.1. Pour
cela, il nous suffit d’expliciter les opérateurs
ρSν (F ) et ([F ]s)
?
,
ceux-ci étant tout deux des dérivations du star-produit ∗Sν comme nous l’indique
le lemme 2.5.5. Réaliser cette tâche pour l’opérateur ([F ]s)
? est aisé. En effet,
dans les notations de la sous-section 1.5.1, nous constatons que F = −E + 2e1
avec E ∈ s et e1 ∈ k. Nous obtenons alors l’égalité [F ]s = −E et il s’ensuit de la
remarque 1.6.12 l’expression
([F ]s)
?
(a,v,z) = −E?(a,v,z) = e−2a ∂z
pour tout (a, v, z) ∈ S ' R2n.
L’obtention d’une forme explicite semblable pour l’opérateur ρSν (F ) ∈ Der
(∗Sν)
est toutefois moins directe. À ces fins, introduisons la définition suivante.
Définition 2.6.1. En référant aux notations de la sous-section 1.5.3, définissons
les opérateurs suivants sur C∞ (S) JνK :
(a) Θ := ddt
∣∣
0
[v ∈ V 7→ exp (t Id) (v)]? ;
(b) Ξ := ddt
∣∣
0
[
v ∈ V 7→ exp (tJSId) (v)]? ;
(c) ∆V l’opérateur de Laplace-Beltrami sur (V, (−|−)).
Dans les coordonnées d’Iwasawa, quelques calculs aux moyens des remarques
1.5.9 (a) et 1.5.9 (b) nous livrent pour chaque v =
∑
l
(
v1l b
1
l + v
i
lb
i
l
) ∈ V les
formes explicites
Θ|v = ∂v =
n−1∑
l=1
[
v1l ∂v1l + v
i
l ∂vil
]
;
Ξ|v =
n−1∑
l=1
[
vil ∂v1l − v
1
l ∂vil
]
;
∆V |v = ∆V =
n−1∑
l=1
[
∂2v1l
+ ∂2vil
]
.
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Remarque 2.6.2. Bien que ces expressions soient standards dans un cadre eu-
clidien, les définitions initiales fournies pour ces opérateurs nous rappellent que
ceux-ci sont avant tout définis à travers la structure de la boule unité de Cn.
Comme formulé à la remarque 1.5.9, il en va de même pour le produit scalaire
(−|−) ∈ V ? ⊗ V ? et la forme symplectique Ω ∈ V ? ⊗ V ? directement issus des
structures riemannienne et symplectique sur S ' D. L’usage abondant que nous
ferons de ces tenseurs et opérateurs dans la suite ne doit pas nous faire oublier
qu’ils portent en eux une information sur la géométrie de la boule unité de Cn.
Ces opérateurs introduits, nous allons maintenant nous pencher sur la détermi-
nation de la dérivation ρSν (F ) ∈ Der
(∗Sν) par des calculs analogues à ceux réalisés
à la sous-section 2.4.1. Nous invitons donc le lecteur à se référer à la section atta-
chée à cette dernière pour tout ce qui touche aux notations et concepts qui seront
utilisés ci-dessous.
Étant donné l’expression (2.21), la première chose à faire afin de calculer la dériva-
tion ρSν (F ) ∈ Der
(∗Sν) est de calculer ρ0ν (F ) ∈ Der (∗0ν) tel que donné en (2.14).
Après un long et pénible calcul à partir de l’expression du ∗0ν-commutateur (2.6)
et de la définition du moment quantique λ0ν (F ) donnée au lemme 2.3.16, nous
obtenons
ρ0ν (F )
∣∣
(a,v,z)
=
λ0ν (F )
ν
sinh (ν ∂z)
+ 4 e2a
[
1 + (v|v)
2
Ξ|v − z ∂a
]
cosh (ν ∂z)
+ ν e2a
[
1 + (v|v)
2
∆V + Ξ|2v + Θ|v + ∂2a
]
sinh (ν ∂z)
+
ν2
2
e2a Ξ|v ∆V cosh (ν ∂z)
+
ν3
16
e2a ∆2V sinh (ν ∂z)
quel que soit (a, v, z) ∈ S ' R2n. Remarquons que nous avons omis le symbole de
composition des opérateurs 1-différentiels dans l’expression précédente par facilité
d’écriture. De là, en utilisant la transformée de Fourier partielle en la variable z
sur S ' R2n introduite via la définition 2.4.1 et toutes les notions et notations
sous-jacentes à cette dernière abordées à la section 2.4, nous pouvons en déduire
(F ◦ ρ0ν (F ) ◦ F−1)∣∣(a,v,ξ)
§ 2.6 - Résolution explicite 167
=
1
ν
e2a sinh (iνξ)
[
(1 + (v|v))2 Id − 4∂2ξ
]
− 4 i e2a cosh (iνξ)
[
i
2
(1 + (v|v)) Ξ|v + (2 + ∂a) ∂ξ
]
+ ν e2a sinh (iνξ)
[
(n− 1) Id + (2 + ∂a)2 + 1 + (v|v)
2
∆V + Ξ|2v + Θ|v
]
+
ν2
2
e2a cosh (iνξ) Ξ|v ∆V
+
ν3
16
e2a sinh (iνξ) ∆2V
pour tout (a, v, ξ) ∈ S′ ' R2n. Penchons-nous maintenant sur le calcul du change-
ment de variables défini au moyen du difféomorphisme ψ dont l’expression explicite
est donnée en (2.17). Afin de mener à bien ce calcul, commençons par voir comment
interagit ce changement de variables avec les opérateurs 1-différentiels apparaissant
dans l’égalité précédente. Après quelques calculs faisant notamment intervenir les
résultats évoqués à la remarque 2.4.3, pour chaque (a, v, ξ) ∈ S′, nous obtenons :
•
((
ψ−1
)? ◦ (v|v) Id ◦ψ?)∣∣∣
(a,v,ξ)
=
(
cosh
(
arcsinh(iνξ)
2
))2
(v|v) Id ;
•
((
ψ−1
)? ◦ ∂a ◦ ψ?)∣∣∣
(a,v,ξ)
= ∂a ;
•
((
ψ−1
)? ◦Θ ◦ ψ?)∣∣∣
(a,v,ξ)
= Θ|v ;
•
((
ψ−1
)? ◦ Ξ ◦ ψ?)∣∣∣
(a,v,ξ)
= Ξ|v ;
•
((
ψ−1
)? ◦∆V ◦ ψ?)∣∣∣
(a,v,ξ)
=
(
cosh
(
arcsinh(iνξ)
2
))−2
∆V ;
•
((
ψ−1
)? ◦ ∂ξ ◦ ψ?)∣∣∣
(a,v,ξ)
= cosh (arcsinh (iνξ)) ∂ξ − 1ξ
(
sinh
(
arcsinh(iνξ)
2
))2
Θ|v ;
•
((
ψ−1
)? ◦ ∂2ξ ◦ ψ?)∣∣∣
(a,v,ξ)
= (cosh (arcsinh (iνξ)))
2
∂2ξ +
1
ξ2
(
sinh
(
arcsinh(iνξ)
2
))4
Θ|2v
− 2ξ cosh (arcsinh (iνξ))
(
sinh
(
arcsinh(iνξ)
2
))2
Θ|v ∂ξ
− ξ ν2 ∂ξ − 1ξ2
(
sinh
(
arcsinh(iνξ)
2
))2
Θ|v.
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Ces dernières égalités nous mettent en position de choix afin d’écrire explicitement
l’opérateur
 :=
(
ψ−1
)? ◦ F ◦ ρ0ν (F ) ◦ F−1 ◦ ψ? = F ◦ ρSν (F ) ◦ F−1 (2.25)
défini formellement sur C∞ (S′) JνK. Si (a, v, ξ) ∈ S′ ' R2n, celui-ci est donné par
|(a,v,ξ) =
i ξ e2a
4
[[(
1 +
√
1− ν2ξ2
)
(v|v) + 2
]2
+ 4 (n+ 3) ν2
]
Id
+ 4 i ν2 ξ e2a ∂a
− 3 i ν2 ξ e2a Θ|v
+ e2a
√
1− ν2ξ2
[(
1 +
√
1− ν2ξ2
)
(v|v) + 2
]
Ξ|v
− 4 i e2a (2− 3 ν2ξ2) ∂ξ
+ i ν2 ξ e2a ∂2a
+
i e2a
2 ξ
[
ν2ξ2 (v|v) − 2
(
−1 +
√
1− ν2ξ2
)]
∆V
− i
ξ
e2a
(
−1 +
√
1− ν2ξ2
)2 (
Θ|2v − Θ|v
)
+ i ν2 ξ e2a
(
Ξ|2v + Θ|v
)
− 4 i ξ e2a (1− ν2ξ2) ∂2ξ
+
2 i
ξ
e2a
√
1− ν2ξ2
(
−1 +
√
1− ν2ξ2
)
Θ|v ∂a
− 4 i e2a (1− ν2ξ2) ∂a ∂ξ
+ 4 i e2a
√
1− ν2ξ2
(
−1 +
√
1− ν2ξ2
)
Θ|v ∂ξ
− 1
ξ2
e2a
√
1− ν2ξ2
(
−1 +
√
1− ν2ξ2
)
Ξ|v ∆V
+
i
4 ξ3
e2a
(
−1 +
√
1− ν2ξ2
)2
∆2V .
À la vue de cette expression, la peur peut logiquement s’emparer du lecteur (et
de l’auteur), d’autant plus que nous savons qu’il ne s’agit que d’un des opérateurs
apparaissant dans une des nombreuses équations que nous devons résoudre.
Remarque 2.6.3. Nous souhaitons attirer l’attention du lecteur sur trois points
concernant la forme de l’opérateur .
(a) Une telle forme de l’opérateur  n’est pas si suprenante car nous cherchons
à entrelacer ρ0ν (F ) ∈ Der
(∗0ν) par l’opérateur T 0 ∈ Op (∗0ν) et son inverse.
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Or, ce dernier a été choisi à la sous-section 2.4.1 de telle façon à obtenir un
star-produit S-invariant sur S à partir du star-produit de Moyal ∗0ν . Il n’est donc
pas adapté pour obtenir des expressions particulières lors de l’entrelacement
des dérivations ρ0ν (X) pour X ∈ g tel que X 6= [X ]s.
(b) La très grande quantité de termes contenant l’expression√
1− ν2ξ2
est due à un choix d’écriture évitant les fonctions hyperboliques. Nous aurions
bien sûr pu procéder différemment, notamment en exprimant l’entièreté des
coefficients en termes des expressions
sinh
(
arcsinh (iνξ)
2
)
ou cosh
(
arcsinh (iνξ)
2
)
.
Le passage d’une écriture à l’autre se fait via les égalités de la remarque
2.4.3 (a).
(c) Les termes de l’opérateur  sont écrits par ordre croissant relativement au
degré des opérateurs de dérivation qui y apparaissent, le degré maximal valant,
quant à lui, 4. En particulier, pour chaque v =
∑
l
(
v1l b
1
l + v
i
lb
i
l
) ∈ V , nous
avons les égalités
Θ|2v − Θ|v =
n−1∑
l,l′=1
[
v1l v
1
l′ ∂v1l ∂v1l′
+ 2 v1l v
i
l′ ∂v1l ∂vil′
+ vilv
i
l′ ∂vil∂vil′
]
;
Ξ|2v + Θ|v =
n−1∑
l,l′=1
[
vilv
i
l′ ∂v1l ∂v1l′
− 2 vilv1l′ ∂v1l ∂vil′ + v
1
l v
1
l′ ∂vil∂vil′
]
.
Afin de limiter notre souffrance calculatoire, nous éviterons le calcul de l’expres-
sion F−1 ◦  ◦ F en travaillant avec l’entracement des équations (2.24) par la
transformée de Fourier F et son inverse quand la situation le nécessite. Ainsi, nous
rechercherons l’ensemble des noyaux d’opérateurs de convolution vν ∈ D′ (S) JνK
tels que
ϑ := F (vν) : (a, v, ξ) ∈ S′ 7→
∫ +∞
−∞
e−izξ vν (a, v, z) dz (2.26)
satisfasse pour chaque X ∈ g l’équation(F ◦ ρSν (X) ◦ F−1) (ϑ) = (F ◦ ([X ]s)? ◦ F−1) (ϑ) . (2.27)
Un rapide calcul nous montre que(F ◦ ([F ]s)? ◦ F−1)∣∣(a,v,ξ) = (F ◦ (−E)? ◦ F−1)∣∣(a,v,ξ) = i ξ e−2a Id
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pour tout (a, v, ξ) ∈ S′. L’équations (2.27) pour X = F se récrit alors
|(a,v,ξ) (ϑ) = i ξ e−2a ϑ (a, v, ξ) (2.28)
pour (a, v, ξ) ∈ S′. Soulignons ici que l’auteur passa une année afin de résoudre
cette équation et exhiba en 2012 une classe de solutions obtenue par des techniques
de séparation de variables. Le résultat final de cette résolution est présentée à l’ap-
pendice B. Nous avons cependant réaliser par la suite qu’il existait une méthode
bien plus efficace afin de venir à bout de la résolution de toute la hiérarchie d’équa-
tions aux dérivées partielles. C’est vers celle-ci que s’orienteront les sous-sections à
venir. La résolution explicitée à l’appendice B ne sera toutefois pas complètement
vaine comme nous le verrons à la sous-section 2.7.2.
2.6.2 Quelques commentaires sur le problème
Après avoir constaté avec émoi le travail qui nous attendait, l’heure est venue
de révéler la vérité au lecteur. Cette énorme équation (2.28) que nous avons exhi-
bée à la sous-section précédente ne doit en réalité pas nécessairement être résolue.
Historiquement, ce fait fut constaté après la résolution de tout le système d’équa-
tions aux dérivées partielles issu du théorème 2.5.10. Nous choisissons ici de ne pas
laisser planer le suspense plus longtemps et de dévoiler le raisonnement amenant
à de telles conclusions.
Revenons pour cela en arrière et partons de l’équation de départ (2.22) portant
sur l’opérateur U ∈ Op (∗Sν) censé définir une S-équivalence entre le star-produit
∗Sν et un star-produit G-invariant sur S. Comme il transparaît à travers la preuve
du théorème 2.5.10, cette équation pour X = F semble jouer un rôle particulier.
Mettons ce fait au clair. Comme nous l’avons vu lors des sous-sections 1.6.1 et
2.5.2, les applications
X ∈ g 7→ ρSν (X) et X ∈ g 7→ X?
définissent toutes deux des représentations de l’algèbre de Lie g. Il s’ensuit alors le
lemme suivant.
Lemme 2.6.4. Tout opérateur U ∈ Op (∗Sν) satisfaisant l’équation (2.22) pour
deux éléments de l’algèbre de Lie g satisfait également cette équation pour tout
multiple de ceux-ci, de même que pour leur crochet de Lie.
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Semblablement à un raisonnement maintes fois établi, la version infinitésimale de
la définition 2.1.11 et le lemme 2.5.5 nous permettent de remarquer que l’équation
(2.22) est triviale pour X ∈ s. Or, si nous utilisons la structure de la décomposition
en sous-espaces de racine restreinte de g via l’appendice A, nous constatons que
l’algèbre de Lie g est complètement générée par les sous-algèbres de Lie s et g−2
via des combinaisons de crochets de Lie d’éléments de celles-ci. Nous en concluons
alors par le lemme 2.6.4 que si l’équation (2.22) est satisfaite pour X = F , alors
elle le sera pour tout X ∈ g.
Ce résultat bien sympathique ne nous est toutefois d’aucune utilité. En effet,
comme l’indiquent les développements de la sous-section 2.5.2, la résolution de
l’équation (2.22) pour X = F oblige la résolution de l’équation (2.24) pour tout
X ∈ {Ads (F ) : s ∈ S}, c’est-à-dire pour tout X ∈ g. Un autre réflexe logique qui
nous vient alors est d’essayer d’obtenir un résultat analogue au lemme 2.6.4 portant
directement sur l’équation (2.24). Cette approche ne s’avère malheureusement pas
concluante étant donné que nous nous heurtons à la présence de l’application
X ∈ g 7→ [X ]s
engendrant la perte de la propriété de représentation de l’algèbre de Lie g associée
à ces équations, ceci étant précisément ce point qui nous permettait l’obtention du
lemme 2.6.4. Toutefois, l’astuce afin d’obtenir le résultat annoncé est toute autre
que de nous concentrer sur l’équation (2.24). Elle consiste à revenir en arrière et
à travailler de nouveau avec l’équation (2.22) en utilisant la même méthode que
celle nous ayant permis d’obtenir le premier résultat de cette sous-section, mais en
tenant compte cette fois-ci de l’apparition des actions adjointes dans la preuve du
théorème 2.5.10.
Proposition 2.6.5. Dans les notations de la décomposition de g en sous-espaces
de racine restreinte, considérons un opérateur linéaire U ∈ Op (∗Sν) dont l’inverse
est un opérateur de convolution dont le noyau vν ∈ D′ (S) JνK satisfait l’équation
(2.24) pour tout
X ∈W := s⊕m⊕ g−1.
Alors, vν satisfait automatiquement à l’équation (2.24) pour tout X ∈ g.
Démonstration. En utilisant le lemme 1.5.4, l’égalité Adexp(X) = exp (adX)
valable pour X ∈ g et la proposition 1.4.8 (a), nous obtenons sans peine
{Ads (X) : s ∈ S et X ∈W} = W.
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Par conséquent, si vν satisfait (2.24) pour tout X ∈W , alors(
ρSν (Ads−1 (X))
)
(vν) = ([Ads−1 (X)]s)
?
(vν)
pour tout s ∈ S et X ∈ W . Le lemme 2.5.7, la proposition 2.5.9 et les considéra-
tions de la sous-section 2.5.2 introduisant l’équation (2.23) nous permettent alors
d’affirmer que l’opérateur U satisfait à l’équation (2.22) pour tout X ∈ W . Par
ailleurs, étant donné que l’appendice A nous fournit l’égalité
[g−1, g−1] = g−2,
le lemme 2.6.4 nous garantit que l’équation (2.22) est automatiquement vérifiée par
U quel que soit X ∈ g = W ⊕ g−2. D’où, l’opérateur U définit une S-équivalence
entre le star-produit ∗Sν et un star-produit G-invariant sur S, et la thèse s’ensuit
alors du théorème 2.5.10. “
Comme annoncé en début de sous-section, cette proposition constitue en soit un
résultat magnifique à plus d’un titre.
(i) D’un point de vue général de la théorie des équations aux dérivées partielles,
pour un analyste ou un ingénieur, s’attaquer à la résolution de l’équation
(2.28) n’est bien évidemment pas une sinécure. La grande force du résultat
que nous avons obtenu est de fournir gratuitement des solutions à celle-ci
via la résolution d’autres équations qui s’avèreront au final plus simples à
résoudre, comme nous le verrons dans la sous-section suivante.
(ii) D’un point de vue de la théorie de Lie, ce qui est remarquable est que la preuve
de ce résultat soit en bonne partie guidée par les propriétés de la décomposition
de g en sous-espaces de racine restreinte. L’information que nous donne cette
décomposition de l’algèbre de Lie du groupe des automorphismes de l’espace
que nous souhaitons quantifier semble donc jouer un rôle primordial ici.
2.6.3 Apparition d’une notion de radialité
À la suite des deux sous-sections précédentes, il est maintenant temps de
s’attaquer à la résolution du problème mentionné dans l’introduction à cette
section, à savoir la résolution de la hiérarchie d’équations aux dérivées partielles{(
ρSν (X)
)
(vν) = ([X ]s)
?
(vν) : X ∈ s⊕m⊕ g−1
}
§ 2.6 - Résolution explicite 173
où vν ∈ D′ (S) JνK est un noyau d’opérateur de convolution à déterminer. Pour
rappel, l’équation (2.24) pour X ∈ g−2 peut être écartée de ce système en vertu
de la proposition 2.6.5. Cette équation n’est d’ailleurs pas la seule qui puisse subir
ce sort comme nous l’indique le lemme suivant.
Lemme 2.6.6. L’équation (2.24) est trivialement vérifiée pour tout X ∈ s.
Ce lemme découle directement des égalités
ρSν (X) = X
? et [X ]s = X
valables pour chaque X ∈ s, cette première étant obtenue via le lemme 2.5.5.
Analysons maintenant l’équation (2.24) pour X ∈ m. Clairement, étant donné
l’inclusion m ⊂ k, pour tout X ∈ m, l’égalité
[X ]s = 0
est une évidence. Comme nous l’avons fait dans la sous-section 2.6.1, pour X ∈ m
arbitrairement fixé, calculons maintenant l’opérateur ρSν (X) ∈ Der
(∗Sν). Notons
tout d’abord que le moment quantique λ0ν (X) correspond exactement au moment
associé à X. Tel qu’exposé aux lemmes 2.3.16 et 1.6.11, celui-ci est une fonction
polynomiale d’ordre 2 en les composantes du vecteur v ∈ V . En particulier, il suit
directement de la définition d’application moment et de l’expression (2.6) l’égalité
1
2ν
[
λ0ν (X) ,−
]
∗0ν =
{
λSX ,−
}
= X?.
Par ailleurs, au vu de la forme du moment λSX , la remarque 1.6.12 nous indique
que le champ de vecteurs fondamental X? évalué au point (a, v, z) ∈ S ' R2n est
de la forme
X?(a,v,z) =
n−1∑
l=1
(
L1l (v) ∂v1l − L
i
l (v) ∂vil
)
(2.29)
où L1l : V → R et Lil : V → R sont des applications linéaires sur V pour tout
1 ≤ l ≤ n− 1. Sachant ce fait, un rapide calcul nous livre sans difficulté
ρSν (X) = T
0 ◦X? ◦ (T 0)−1 = X?
pour l’opérateur T 0 ∈ Op (∗0ν) défini en (2.18). Ceci nous mène au lemme suivant.
Lemme 2.6.7. Un noyau d’opérateur de convolution vν ∈ D′ (S) JνK satisfait
l’équation (2.24) pour X ∈ m si et seulement si X? (vν) = 0.
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Considérons maintenant un tel noyau vν ∈ D′ (S) JνK tel que X? (vν) = 0 pour
tout X ∈ m. Par définition des coordonnées d’Iwasawa sur S et de l’action L de G
sur S, pour chaque X ∈ m et (a, v, z) ∈ S ' R × V × R, étant donné l’inclusion
m ⊂ k, nous avons
Lexp(−tX) (a, v, z)
= [ exp (−tX) (a, v, z)]S
=
[
exp
(
Ad exp(−tX) (aH)
)
exp
(
Ad exp(−tX) (v)
)
exp
(
Ad exp(−tX) (zE)
)]
S
=
[
exp
(
ead(−tX) (aH)
)
exp
(
ead(−tX) (v)
)
exp
(
ead(−tX) (zE)
)]
S
=
(
a,Ad exp(−tX) (v) , z
)
,
cette dernière égalité découlant des relations
[X,H] = [X,E] = 0 et [X, v] ∈ V
comme conséquence de la décomposition de g en sous-espaces de racine restreinte.
Par définition du champ de vecteurs fondamental associé à X, nous obtenons alors
X?(a,v,z) (vν) =
d
dt
∣∣∣∣
t=0
[(
R(0,0,z) ◦ L(a,0,0)
)?
vν
] (
Ad exp(−tX) (v)
)
pour tout (a, v, z) ∈ S ' R× V ×R. Par ailleurs, pour tout v ∈ V , l’appendice A
nous garantit l’égalité{
d
dt
∣∣∣∣
t=0
Ad exp(−tX) (v) = [v,X] : X ∈ m
}
= {v′ ∈ V : (v′|v) = 0} .
Ceci signifie donc que la dépendance de vν en la variable v ∈ V se réduit en une
dépendance en la direction purement radiale de v ∈ V relativement au produit
scalaire (−|−) ∈ V ? ⊗ V ? défini à la remarque 1.5.9 (b).
Remarque 2.6.8. Cette dépendance radiale en v de vν peut se réinterpréter de
façon équivalente au moyen des points (a) et (b) de la remarque 1.5.3. En effet,
l’action adjointe du sous-groupe de Lie connexe de G d’algèbre de Lie m sur
V ⊂ s peut se voir comme l’action du groupe U (n− 1) sur Cn−1 à travers les
isomorphismes explicités dans cette remarque, et il est bien connu que l’action du
groupe U (n− 1) est transitive sur la sphère unité
S2n−3 ⊂ Cn−1 ' R2(n−1) ' V.
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Réciproquement, le lecteur pourra très facilement vérifier à partir de l’expression
des champs de vecteurs fondamentaux associés aux éléments de m sur S que cette
condition de radialité en la variable v ∈ V sur vν ∈ D′ (S) JνK est également
suffisante pour assurer l’égalité X? (vν) = 0 pour tout m. Nous obtenons donc le
résultat énoncé ci-dessous.
Lemme 2.6.9. Une série formelle vν ∈ D′ (S) JνK constituant le noyau d’un
opérateur de convolution satisfait la relation X? (vν) = 0 pour tout X ∈ m si
et seulement si elle est radiale en la variable v ∈ V relativement au produit scalaire
(−|−) ∈ V ? ⊗ V ? défini à la remarque 1.5.9 (b).
La grande force de ce résultat est de réduire considérablement le nombre de va-
riables de notre problème de 2n à seulement 3. Dans la suite, nous dirons plus
simplement qu’une telle solution vν à la hiérarchie d’équations aux dérivées par-
tielles est radiale en la variable v ∈ V . À nouveau, semblablement à la remarque
2.6.2, nous insistons sur le fait que cette notion de radialité est d’une certaine façon
définie à partir de la structure riemannienne de la boule unité de Cn.
2.6.4 Vers une réduction de la hiérarchie d’EDP
À la suite des deux sous-sections précédentes, la résolution de la hiérarchie
d’équations aux dérivées partielles nous concernant dans cette section a fait des
progrès fabuleux. En effet, les lemmes 2.6.6 et 2.6.9, couplés à la proposition 2.6.5,
permettent de réduire notre problème à la seule recherche des noyaux d’opérateurs
de convolution vν ∈ D′ (S) JνK radiaux en la variable v ∈ V et satisfaisant l’équa-
tion (2.24) pour tout X ∈ g−1. Comme déjà deux fois précédemment, la première
chose à faire afin de nous attaquer à ces équations est d’expliciter les opérateurs
ρSν (X) et ([X ]s)
?
,
pour tout X ∈ g−1. Au vu de l’expression des moments quantiques associés aux
éléments de g−1, nous flairons toutefois des difficultés calculatoires afin d’obtenir
ce premier. Le souvenir effroyable des équations obtenues à la sous-section 2.6.1
étant encore dans toutes les mémoires, plutôt que de nous lancer à corps perdu
dans un combat calculatoire intense, nous allons essayer d’exploiter intelligemment
les résultats que nous avons déjà à notre disposition. En effet, il nous suffit de
penser encore une fois à la décomposition de g en sous-espaces de racine restreinte
et d’aller jeter un œil à l’appendice A pour constater que, pour chaque X ∈ g−1,
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il existe w ∈ V = g1 tel que [F,w] = X. Comme, par le lemme 2.5.5, l’application
ρSν constitue une représentation de l’algèbre de Lie g, nous pouvons calculer plus
simplement ρSν
∣∣
g−1
en nous ramenant à des opérateurs que nous connaissons via
les égalités
ρSν ([F,w]) =
[
ρSν (F ) , ρ
S
ν (w)
]
=
[
ρSν (F ) , w
?
] ∈ Der (∗Sν)
pour w ∈ V . La nécessité de travailler avec l’opérateur ρSν (F ) nous incite toutefois
à utiliser la formulation de nos équations donnée en (2.27). Dans cet esprit, repre-
nons les notations de la sous-section 2.6.1 où F et F−1 désignent respectivement
la transformée de Fourier partielle en la variable z sur S ' R2n et son inverse
telles que données à la définition 2.4.1 avec les propriétés qui lui sont formellement
associées via la remarque 2.4.2. Posons
ϑ := F (vν)
tel qu’explicité en (2.26) où vν ∈ D′ (S) JνK est le noyau de l’opérateur de convo-
lution indéterminé dans nos équations. Notons que si vν est radial en v ∈ V , alors
il en va de même pour ϑ. Dès lors, la résolution de notre hiérarchie d’équations
aux dérivées partielles revient à déterminer l’ensemble des solutions ϑ radiales en
v ∈ V satisfaisant l’équation(F ◦ ρSν ([F,w]) ◦ F−1) (ϑ) = (F ◦ ([[F,w]]s)? ◦ F−1) (ϑ)
pour tout w ∈ V .
Explicitons maintenant les deux opérateurs apparaissant ci-dessus. Fixons
w =
n−1∑
l=1
(
w1l b
1
l + w
i
lb
i
l
) ∈ V.
En utilisant la base de g issue de sa décomposition en sous-espaces de racine
restreinte définie à la sous-section 1.5.1, comme[
c1l
]
s
= b1l et
[
cil
]
s
= bil
pour tout 1 ≤ l ≤ n− 1, nous obtenons les égalités
[[F,w]]s =
[
n−1∑
l=1
(
2w1l c
i
l − 2wilc1l
)]
s
= 2
n−1∑
l=1
(
w1l b
i
l − wilb1l
) ∈ V.
Dès lors, en reprenant l’expression de l’opérateur(
ψ−1
)? ◦ F ◦ ρ0ν (v0) ◦ F−1 ◦ ψ? = F ◦ (v0)? ◦ F−1
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que nous avons obtenue à la sous-section 2.4.1 pour v0 ∈ V arbitraire, quelques
calculs nous livrent la forme explicite(F ◦ ([[F,w]]s)? ◦ F−1)∣∣(a,v,ξ) = − 2 iξ e−a (w|v) Id
+ 2e−a
[
n−1∑
l=1
(
wil ∂v1l − w
1
l ∂vil
)]
pour tout (a, v, ξ) ∈ S′ ' R2n. Par ailleurs, quel que soit (a, v, ξ) ∈ S′, en
utilisant un peu de courage ainsi que les expressions explicites des opérateurs
 := F ◦ ρSν (F ) ◦ F−1 et F ◦ w? ◦ F−1 respectivement données aux sous-
sections 2.6.1 et 2.4.1, nous obtenons
w|(a,v,ξ) :=
(F ◦ ρSν ([F,w]) ◦ F−1)∣∣(a,v,ξ)
=
[
|(a,v,ξ) , −
iξ
2
e−a Ω (w, v) Id − e−a ∂w
]
=
[
i ξ ea
[(
1 +
√
1− ν2ξ2
)
(v|v) + 2
]
(w|v)
]
Id
−
[
ea
(
1 +
√
1− ν2ξ2
)
Ω (w, v)
]
Id
−
[
ea
(
1 +
√
1− ν2ξ2
)
Ω (w, v)
]
∂a
+
[
ea
(
−1 +
√
1− ν2ξ2
)
Ω (w, v)
]
Θ|v
+
[
2 ea
(
1 +
√
1− ν2ξ2
)
(w|v)
]
Ξ|v
+
[
ea
[(
1 +
√
1− ν2ξ2
)
(v|v) + 2
]]
Ξw
−
[
2 ea ξ
√
1− ν2ξ2 Ω (w, v)
]
∂ξ
−
[
i ea
ξ
(
−1 +
√
1− ν2ξ2
)
(w|v)
]
∆V
+
[
2 i ea
ξ
(
−1 +
√
1− ν2ξ2
)]
Θ|v Θw
−
[
2 i ea
ξ
(
−1 +
√
1− ν2ξ2
)]
Ξ|v Ξw
−
[
2 i ea
ξ
(
−1 +
√
1− ν2ξ2
)]
∂a Θw
−
[
4 i ea
√
1− ν2ξ2
]
∂ξ Θw
−
[
ea
ξ2
(
−1 +
√
1− ν2ξ2
)]
∆V Ξw,
où, par facilité, nous avons posé Θw := ∂w et Ξw :=
∑
l
(
wil ∂v1l − w1l ∂vil
)
.
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La combinaison de ces calculs avec les résultats 2.6.5, 2.6.6 et 2.6.9 nous permet
d’en tirer la proposition suivante.
Proposition 2.6.10. La résolution de la hiérarchie d’équations aux dérivées par-
tielles mentionnées dans l’introduction à cette section revient à trouver les solutions
ϑ radiales en v ∈ V satisfaisant l’équation
w|(a,v,ξ) (ϑ) = − 2 iξ e−a (w|v)ϑ + 2e−a Ξw (ϑ) (2.30)
pour tout w ∈ V et (a, v, ξ) ∈ S′. En particulier, toute telle solution ϑ vérifie
automatiquement (2.28).
Ce qui est remarquable dans cet énoncé est que tout le système d’équations aux
dérivées partielles de départ se retrouve finalement dans cette seule équation pa-
ramétrisée par l’élément w ∈ V . Ce qui est moins amusant est la forme a priori
compliquée de cette équation, même si la plupart des coefficients des opérateurs
de dérivation intervenant dans celle-ci sont relativement semblables et globalement
plus simples que dans l’équation (2.28).
Nous allons maintenant exploiter l’information issue du lemme 2.6.9 concernant
la radialité des solutions en v ∈ V . Dans la suite, nous noterons r la variable radiale
dont dépend ϑ. Relativement à la variable v ∈ V , celle-ci est bien évidemment
donnée par
r =
√
(v|v).
Le lecteur vérifiera sans peine le lemme suivant.
Lemme 2.6.11. Dans le cadre exposé ci-dessus, si nous considérons ϑ = ϑ (a, v, ξ)
défini sur S′ comme étant purement radiale en la variable v ∈ V , alors, pour tout
w ∈ V , nous avons les identités suivantes :
• Θ|v (ϑ) = r ∂r (ϑ) ;
• Ξ|v (ϑ) = 0 ;
• Θw (ϑ) = (w|v)r ∂r (ϑ) ;
• Ξw (ϑ) = Ω(w,v)2r ∂r (ϑ) ;
• ∆V (ϑ) = ∂2r (ϑ) + 2n−3r ∂r (ϑ) ;
•
(
Θ|2v − Θ|v
)
(ϑ) = r2 ∂2r (ϑ) ;
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•
(
Ξ|2v + Θ|v
)
(ϑ) = r ∂r (ϑ) ;
• Θ|v (Θw (ϑ)) = (w|v) ∂2r (ϑ) ;
• Ξ|v (Ξw (ϑ)) = Θw (ϑ) = (w|v)r ∂r (ϑ) ;
• Ξ|v (∆V (ϑ)) = 0 ;
• ∆V (Ξw (ϑ)) = Ω(w,v)2r
[
∂3r (ϑ) +
2n−3
r ∂
2
r (ϑ) − 2n−3r2 ∂r (ϑ)
]
;
• ∆2V (ϑ) = ∂4r (ϑ) + 2 (2n−3)r ∂3r (ϑ)
+ (2n−3)(2n−5)r2 ∂
2
r (ϑ) − (2n−3)(2n−5)r3 ∂r (ϑ).
Pour w ∈ V , si nous insérons maintenant dans l’équation (2.30) une solution
ϑ : (a, v, ξ) ∈ S′ 7→ ϑ (a, v, ξ) dont la dépendance en la variable v ∈ V est
purement radiale, nous obtenons l’équation
0 =
[
i ξ ea
[(
1 +
√
1− ν2ξ2
)
r2 + 2 + 2 i ξ e−a
]
(w|v)
]
ϑ
−
[
ea
(
1 +
√
1− ν2ξ2
)
Ω (w, v)
]
ϑ
−
[
ea
(
1 +
√
1− ν2ξ2
)
Ω (w, v)
]
∂a (ϑ)
+
[
ea
(
−1 +
√
1− ν2ξ2
)
− e
−a
r
]
Ω (w, v) r ∂r (ϑ)
+
[
ea
[(
1 +
√
1− ν2ξ2
)
r2 + 2
]] Ω (w, v)
2r
∂r (ϑ)
−
[
2 ea ξ
√
1− ν2ξ2 Ω (w, v)
]
∂ξ (ϑ)
−
[
i ea
ξ
(
−1 +
√
1− ν2ξ2
)
(w|v)
](
∂2r (ϑ) +
2n− 3
r
∂r (ϑ)
)
+
[
2 i ea
ξ
(
−1 +
√
1− ν2ξ2
)]
(w|v) ∂2r (ϑ)
−
[
2 i ea
ξ
(
−1 +
√
1− ν2ξ2
)] (w|v)
r
∂r (ϑ)
−
[
2 i ea
ξ
(
−1 +
√
1− ν2ξ2
)] (w|v)
r
∂a (∂r (ϑ))
−
[
4 i ea
√
1− ν2ξ2
] (w|v)
r
∂ξ (∂r (ϑ))
−
[
ea
ξ2
(
−1 +
√
1− ν2ξ2
)] Ω (w, v)
2r
[
2n− 3
r
∂2r (ϑ) −
2n− 3
r2
∂r (ϑ)
]
−
[
ea
ξ2
(
−1 +
√
1− ν2ξ2
)] Ω (w, v)
2r
∂3r (ϑ) .
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Force est de constater que cette indication sur le comportement radial de ϑ en
v ∈ V simplifie miraculeusement notre problème. En effet, nous constatons que le
coefficient de chaque opérateur de dérivation de l’équation précédente comprend
un et un seul facteur parmi (w|v) et Ω (w, v), respectivement indiqués en bleu et
rouge dans l’équation. De plus, en dehors de ces deux expressions, la variable v
n’apparaît nulle part ailleurs dans l’équation. Étant donné que ϑ ne dépend que
des variables (a, r, ξ) et doit être solution de cette équation pour tout w ∈ V ,
l’équation va nécessairement se casser en deux parties admettant respectivement
(w|v) et Ω (w, v) comme facteur mis en évidence.
Après quelques calculs, nous en déduisons qu’une solution ϑ = ϑ (a, v, ξ) radiale
en v ∈ V vérifie (2.30) pour tout w ∈ V si et seulement si elle satisfait aux
équations :
(i) 0 = r ξ2
[
r2
(
1 +
√
1− ν2ξ2
)
+ 2 e−2a + 2
]
ϑ
− (2n− 1)
(
−1 +
√
1− ν2ξ2
)
∂r (ϑ)
+ r
(
−1 +
√
1− ν2ξ2
)
∂2r (ϑ) (2.31)
− 2
(
−1 +
√
1− ν2ξ2
)
∂a (∂r (ϑ))
− 4 ξ
√
1− ν2ξ2 ∂r (∂ξ (ϑ)) ;
(ii) 0 = 2 r3 ξ2
(
1 +
√
1− ν2ξ2
)
ϑ
+ 2 r3 ξ2
(
1 +
√
1− ν2ξ2
)
∂a (ϑ)
− ((2n− 3) + r4 ξ2) (−1 +√1− ν2ξ2) ∂r (ϑ)
−
(
2 r2
√
1− ν2ξ2 − 2 e−2a + 2
)
r2ξ2 ∂r (ϑ) (2.32)
+ 4 r3 ξ3
√
1− ν2ξ2 ∂ξ (ϑ)
+ (2n− 3) r
(
−1 +
√
1− ν2ξ2
)
∂2r (ϑ)
+ r2
(
−1 +
√
1− ν2ξ2
)
∂3r (ϑ) .
Sans affirmer que ces deux équations aux dérivées partielles sont faciles à résoudre,
nous sommes quand même relativement loin de la difficulté qu’aurait réprésenté
la résolution abrupte des équations (2.30) et (2.28) en toute généralité. Sans être
comprise de façon intrinsèque par rapport à notre problème initial de quantification
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par déformation, cette scission de l’équation (2.30) en deux parties (que nous au-
rions envie d’appeler respectivement symétrique et anti-symétrique) est clairement
reliée à la structure de variété kählerienne de la boule unité de Cn.
Remarque 2.6.12. Soulignons qu’il réside une très grande beauté dans tout ce
que nous avons raconté jusqu’à présent dans cette section concernant la résolution
de la hiérarchie d’équations aux dérivées partielles de départ. En effet, nous sommes
arrivés à réduire notre problème en deux équations explicitement plus simples sans
faire en aucun cas appel à des techniques barbares et inélégantes de résolution
d’équations aux dérivées partielles mais essentiellement en utilisant des outils ins-
pirés de la géométrie de la boule unité de Cn et de la théorie de Lie sous-jacente
au groupe des automorphismes de ce domaine borné symétrique. Comme nous le
signalions ci-dessus, l’impact de l’entièreté de ces aspects n’est toutefois pas encore
bien interprété intrinsèquement par rapport à notre problème initial. Enfin, comme
nous avons pu le constater maintes fois dans ce chapitre, il existe clairement un lien
entre le sous-espace de racine restreinte dans lequel se trouve un élément X ∈ g
et la complexité de la forme explicite de l’équations (2.24) associée à X. L’ordre
dans lequel nous considérons la résolution de ces équations est primordial dans le
succès de notre approche et il est remarquable que cet ordre soit précisément celui
dicté par la structure de la décomposition en sous-espaces de racine restreinte du
groupe des automorphismes de l’espace sur lequel nous travaillons.
2.6.5 Résolution effective
À la suite des considérations de la sous-section précédente, l’objectif de cette
dernière étape dans la résolution de la hiérarchie d’équations aux dérivées partielles
issue du théorème 2.5.10 est limpide. Relativement aux trois variables réelles a, r
et ξ, nous allons déterminer d’un point de vue analytiquement formel les solutions
ϑ = ϑ (a, r, ξ) aux équations (2.31) et (2.32).
De façon cohérente avec l’approche que nous utilisons depuis le début de cette
section, nous choisissons de nous attaquer à l’équation semblant la plus simple et
d’ordre le moins élevé en premier lieu, à savoir l’équation (2.31). Nous ne présen-
terons ici que les grandes étapes de cette résolution, ce genre de calcul mêlant
changements de variables et transformées de Fourier partielles ayant déjà été plu-
sieurs fois exposés dans ce texte.
182 Chapitre 2 - Quantification
Commençons par définir l’application
Φ′ : R× R+\ {0} × R\ {0} → R\ {0} × R+\ {0} ×
](√
2 iν
)−1
,+∞
[
dont la valeur au point (a, r, ξ) de son domaine de définition est donnée parsign (ξ) e−2a (1 +√1− ν2ξ2) , r2√1 +√1− ν2ξ2 ,
√
1 +
√
1− ν2ξ2
2 iν
 .
Le lecteur vérifiera sans peine qu’il s’agit d’un difféomorphisme à partir duquel nous
pouvons définir un changement de variables local s’appliquant à notre équation
(2.31). Si nous appelons (p, x, y) ∈ im (Φ′) les nouvelles variables ainsi définies,
après quelques calculs, celui-ci nous livre alors l’équation aux dérivées partielles[
xy +
1
iν
+
|p|
4
(
1
iν
)3
1
y2
]
ϑ =
n
y
∂x (ϑ) + ∂x (∂y (ϑ)) , (2.33)
en ayant préalablement mis le facteur 2iνrξ2 en évidence dans l’équation (2.31).
Remarque 2.6.13. Le lecteur est bien entendu en droit de se demander quelles
sont les origines d’un tel difféomorphisme. Celui-ci fut en réalité découvert par des
méthodes heuristiques s’inspirant à la fois des considérations que nous aborderons
à la sous-section 2.7.3 et du travail réalisé dans l’appendice B lorsque nous avons
déterminé des solutions à l’équation (2.28). Étant donné que ces deux parties de
notre travail, en particulier l’appendice B, détaillent relativement bien ce genre de
raisonnements, nous avons choisi de ne pas expliciter ici l’ensemble des méandres
calculatoires nous ayant mené à la définition de ce changement de variables afin
de ne pas alourdir davantage ce texte.
Pour tout (p, x, y) ∈ im (Φ′), posons
$ (p, x, y) := yn ϑ (p, x, y) .
L’équation (2.33) se récrit alors en une équation portant sur $ = $ (p, x, y)
admettant la forme[
xy +
1
iν
+
|p|
4
(
1
iν
)3
1
y2
]
$ = ∂x (∂y ($)) ,
où le facteur y−n a été mis en évidence. Quitte à considérer une extension adéquate
de $ pour x < 0, nous pouvons appliquer une transformée de Fourier partielle en la
variable x en tout point semblable à celle de la définition 2.4.1 aux deux membres
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de cette équation. En effectuant cette opération dans l’esprit de la remarque 2.4.2,
nous obtenons alors l’équation aux dérivées partielles
− i
[
1
iν
+
|p|
4
(
1
iν
)3
1
y2
]
$ˆ = η ∂y ($ˆ) − y ∂η ($ˆ) , (2.34)
où $ˆ est défini par
$ˆ (p, η, y) :=
∫ +∞
−∞
e−ixη$ (p, x, y) dx
pour tout triple de réels (p, η, y) tel que cela fasse sens. Nous pouvons alors faire
un nouveau changement de variables et travailler en coordonnées polaires {(s, θ)}
sur la portion du plan formée par les variables {(η, y)}. Plus précisément, en posantη = s cos (θ)y = s sin (θ) ,
l’expression de l’équation (2.34) dans les variables (p, s, θ) nous livre
∂θ ($ˆ) = −i
[
1
iν
+
|p|
4
(
1
iν
)3(
1
s sin (θ)
)2]
$ˆ.
Clairement, dans ces nouvelles coordonnées, la solution la plus générale à cette
équation s’obtient par simple intégration. Celle-ci est de la forme
$ˆ (p, s, θ) = f (p, s) exp
[
−i
(
θ
iν
− |p|
4
(
1
iν
)3
cotan (θ)
s2
)]
, (2.35)
où f (p, s) est arbitraire.
Le mode opératoire décrit ci-dessus afin d’obtenir, dans une certaine mesure,
toutes les solutions à l’équation (2.31) n’est bien évidemment pas adapté à l’obten-
tion d’une version particulièrement simplifiée de l’équation (2.32). Toutefois, dans
les variables (p, s, θ), les candidats au titre de solution de notre système d’équa-
tions aux dérivées partielles sont donnés sous une forme particulièrement simple
via l’expression (2.35). Il est donc logique de tenter de réexprimer l’équation (2.32)
dans ces variables et d’y injecter une solution de la forme (2.35) afin de voir s’il
est possible de déduire une plus grande spécification de celle-ci.
Après avoir appliqué successivement à l’équation (2.32) le changement de va-
riables issu du difféomorphisme Φ′, le changement d’indéterminée $ = yn ϑ, la
transformée de Fourier partielle en la variable x et le changement de variables en
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coordonnées polaires sur les variables η et y, nous obtenons sans trop de mal la
version équivalente de l’équation (2.32) dans les variables (p, s, θ) qui suit :
[
4 (n− 3) ν2s2 + 4 ν s2 cos (θ) sin (θ) + |p|
ν
cotan (θ) + 2 (n− 1)
]
$ˆ
= 4 p ∂p ($ˆ)
+ 2 s
(
1 + 2 ν2s2
)
∂s ($ˆ)
− 4 ν2s2 cos (θ) sin (θ) ∂θ ($ˆ) .
Notons que, grâce à la transformée de Fourier partielle en x, nous obtenons une
équation aux dérivées partielles d’ordre 1 alors que celle de laquelle nous sommes
partis était d’ordre 3. Ceci est bien évidemment de bonne augure pour la suite.
Remplaçons maintenant $ˆ par l’expession donnée en (2.35). Après mise en évidence
d’un facteur 2, ceci nous livre l’équation suivante sur f = f (p, s) :[
4 ν2s2 − (n− 1) (1 + 2 ν2s2)] f + 2 p ∂p (f) + s (1 + 2 ν2s2) ∂s (f) = 0.
Quelques calculs nous mènent alors à redéfinir une nouvelle fois notre indéterminée.
En effet, si nous posons
F (p, s) :=
(
1
p sn−3
)
f (p, s) ,
alors nous observons que l’équation que nous avons obtenue ci-dessus se récrit
2 p ∂p (F ) + s
(
1 + 2 ν2s2
)
∂s (F ) = 0
le facteur p sn−3 ayant été mis en évidence dans chaque terme. Un peu de réflexion
et un nouveau changement de variables nous permettent alors de constater que la
solution générale à cette équation est de la forme
F (p, s) = g
((
1 + 2 ν2s2
s2
)
p
)
où g est ici arbitraire et dépend d’une variable réelle.
Dès lors, dans les variables (p, s, θ), nous obtenons la solution générale
$ˆ (p, s, θ) = g
((
1 + 2 ν2s2
s2
)
p
)
sn−3 p
exp
[
−i
(
θ
iν
− |p|
4
(
1
iν
)3
cotan (θ)
s2
)]
.
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En utilisant la formule de la transformée de Fourier partielle inverse
$ (p, x, y) =
1
2pi
∫ +∞
−∞
eixη $ˆ (p, η, y) dη
quand celle-ci est bien définie, pour (p, x, y) ∈ im (Φ′), nous obtenons alors
ϑ (p, x, y)
= y−n$ (p, x, y)
=
1
2piyn
∫ +∞
−∞
dη eixη g
((
2 ν2 +
1
η2 + y2
)
p
) (√
η2 + y2
)n−3
p
exp
− arccotan
(
η
y
)
ν
− |p|
4ν3
(
η
y (η2 + y2)
) .
Comme y > 0, nous pouvons effectuer sans soucis le changement de variable
γ = ηy dans l’intégrale précédente et réexprimer ϑ dans les coordonnées (a, v, ξ)
de départ au moyen du changement de variables inverse défini par Φ′. Enfin, en
utilisant la transformée de Fourier inverse F−1 telle qu’introduite à la sous-section
2.4.1, quelques lignes de calculs et l’énoncé du théorème 2.5.10 nous amènent au
résultat principal de ce texte.
Théorème 2.6.14. À redéfinition du paramètre de déformation ν près, pour tout
star-produit G-invariant ]ν sur S, il existe un opérateur linéaire U ∈ Op
(∗Sν)
définissant S-équivalence entre les star-produits ∗Sν et ]ν dont l’inverse est un
opérateur de convolution possédant un noyau vν ∈ D′ (S) JνK de la forme
vν (a, v, z)
=
∫ +∞
−∞
dξ ν2 sign (ξ) e−2a+ iξz
∫ +∞
−∞
dγ
(√
γ2 + 1
)n−3
g
[
− 4 ν2 sign (ξ) e−2a
(
1
γ2 + 1
− cosh2
(
arcsinh (iνξ)
2
))]
exp
[
− arccotan (γ)
ν
+
γ
ν
(
e−2a
γ2 + 1
+ cosh2
(
arcsinh (iνξ)
2
)
(v|v)
)]
où g ∈ D′ (R) [[ν]] est une série formelle en ν à coefficients dans les distributions sur
R arbitraire. En outre, toute solution vν ∈ D′ (S) JνK à la hiérarchie d’équations
aux dérivées partielles{(
ρSν (X)
)
(vν) = ([X ]s)
?
(vν) : X ∈ g
}
est de la forme susmentionnée, et une telle solution est associée à la définition
d’un star-produit G-invariant sur S si et seulement si elle constitue le noyau d’un
opérateur de convolution S-équivariant inversible.
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À partir ce théorème nous souhaitons faire deux remarques complémentaires.
Remarque 2.6.15.
(a) Bien que ce résultat soit complètement explicite, il est donné sous forme brute.
Il serait plus qu’intéressant de retravailler les expressions fournies de ces noyaux
de telle façon à faire apparaître des solutions particulières pouvant peut-être
s’avérer très simples. Par ailleurs, comme maintes fois expliqué dans ce texte, ce
résultat est obtenu via une approche formelle. Un travail rigoureux d’analyse
fonctionnelle semblable à celui évoqué dans la sous-section 2.4.2 doit être
mené afin de déterminer les conditions permettant une définition propre de
quantifications par déformations non formelles G-invariantes sur S à partir de
ces expressions.
(b) Comme nous l’indiquent les propositions 2.6.5 et 2.6.10, l’équation (2.28)
admet nécessairement pour solutions la transformée de Fourier partielle en
z des noyaux explicités au théorème précédent. Bien qu’étant extrêmement
longue et pénible, cette vérification est toutefois indispensable afin de s’assu-
rer de la cohérence des calculs complexes effectués durant ce chapitre. Nous
n’allons bien évidemment pas détailler la centaine de pages que cette vérifi-
cation nécessite dans le présent texte mais simplement souligner qu’elle fut
couronnée de succès à la fois au travers de calculs réalisés à la main, mais
également via un contrôle des résultats par des méthodes numériques.
2.7 Au-delà des équations
Comme expliqué dans la section 2.2, le travail que nous avons exposé jusqu’à
présent dans ce chapitre peut se voir comme une généralisation d’une partie des
résultats abordés dans l’article [B+09] traitant le cas n = 1 associé au disque de
Poincaré. Dans cet article, les auteurs utilisent une approche relativement semblable
à celle que nous avons exposée. Ils présentent notamment des résultats analogues
aux théorèmes centraux 2.5.10 et 2.6.14 que nous avons obtenus. Dans cette sec-
tion, nous souhaitons initier le lecteur à la question légitime du lien entre notre
travail et celui de l’article [B+09]. De façon plus précise, dans une approche com-
parative avec cet article, nous nous pencherons ici sur l’obtention d’une hiérarchie
d’équations aux dérivées partielles semblables à (2.24) dans le cas n = 1 ainsi que
sur la résolution de cette dernière.
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2.7.1 Lien entre les équations dans le cas n > 1 et n = 1
Le problème du cas limite n = 1 n’est pas aisé à appréhender. En effet, cette li-
mite reste avant tout une limite sur l’espace sur lequel nous travaillons, c’est-à-dire
une limite de variétés. Comme nous avons eu l’occasion de nous en rendre compte
en long et en large dans la première partie de ce texte, il existe une différence
structurelle beaucoup plus importante entre les cas n = 1 et n = 2 qu’entre les cas
n = 2 et n > 2. Comme il fut évoqué à plusieurs reprises dans la section 1.5, cette
différence peut mathématiquement se voir au niveau des coordonnées d’Iwasawa
sur le groupe de Lie S comme la présence d’une coordonnée supplémentaire v ∈ V
lorsque n > 1. Au-delà du développement des résultats de la section 2.5, ce sont
surtout nos calculs qui, suite à la présence de celle-ci, s’en sont trouvés considé-
rablement plus compliqués. Après avoir réussi à surmonter cet obstacle, il semble
donc particulièrement intéressant de nous pencher sur la question du passage du
cas n > 1 au cas n = 1 tout en recoupant nos résultats avec le contenu de l’article
[B+09].
Afin d’évoquer la question de ce calcul limite, nous allons utiliser une approche
heuristique visant à comparer les objets mathématiques intervenant dans le cas
n = 1 avec ceux que nous avons calculés pour n > 1. Commençons notre étude
par une observation issue du premier chapitre de ce texte. Dans la section 1.5,
et dans la suite du premier chapitre, nous avons très régulièrement mentionné ce
qu’il advenait des expressions associées à la structure de la boule unité D ' S
quand nous passions du cas n > 1 au cas n = 1. Une observation a posteriori nous
permet de constater que, dans tous les cas, ce passage s’effectue en posant n = 1
et v = 0 dans les expressions définies pour n > 1 dans les coordonnées d’Iwasawa
(a, v, z) ∈ S ' R2n. Étant donné que nous avons les identifications
S ' R2 ' R× {0} × R
pour n = 1, ceci revient à considérer l’espace vectoriel V = g1 comme étant réduit
au neutre ce qui est bien évidemment consistant avec la définition de V comme
un espace vectoriel de dimension 2 (n− 1) pour tout n ∈ N\ {0}. À partir de ces
observations portant sur la géométrie de la boule unité de Cn, la définition suivante
semble légitime.
Définition 2.7.1. Pour une application f ∈ C∞ (S) définie sur S dans les
coordonnées d’Iwasawa (a, v, z) ∈ S pour n > 1 et dont la dépendance en n
en tant que paramètre peut être explicite, la limite pour n tendant vers 1 de f
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est une fonction définie dans les coordonnés d’Iwasawa (a, z) ∈ S sur le disque de
Poincaré D ' S par[
lim
n
>→1
(f)
]
(a, z) :=
[
lim
v→0
f (a, v, z)
]∣∣∣
n=1
= f (a, 0, z)|n=1 .
Bien évidemment, cette notion nous garantit une cohérence entre les fonctions ob-
tenues à la suite des calculs réalisés dans le chapitre 1 pour n > 1 et les expressions
analogues valides dans le cas n = 1.
Comme nous l’avons vu dans notre texte, notre travail n’est pas fait que d’applica-
tions définies sur S mais également d’opérateurs 1-différentiels, et notamment ceux
apparaissant dans les équations (2.24). Il faut donc également réfléchir quelque peu
à la notion de limite que nous pourrions définir sur de tels opérateurs. En utilisant
la notation de la sous-section 2.2.2 consistant à noter I l’ensemble des indices
associés aux coordonnées d’Iwasawa sur S, un opérateur 1-différentiel O défini sur
S s’écrit
O|(a,v,z) =
∑
I∈Ip
p<p0
fI (a, v, z) ∂I
pour tout (a, v, z) ∈ S, avec p0 ∈ N\ {0} et fI ∈ C∞ (S) quel que soit
I ∈ {Ip : 0 ≤ p < p0} =: I<p0 . Dans ce cas, la notion de limite donnée à la
définition 2.7.1 s’applique aux fonctions fI apparaissant dans cette expression.
Tout l’enjeu consiste donc à définir la limite des opérateurs de dérivation ∂I pour
I ∈ I<p0 . La façon la plus naturelle de procéder consiste tout simplement à consi-
dérer la restriction de ceux-ci aux fonctions f ∈ C∞ (S) ne dépendant pas de
la variable v ∈ V , vu que c’est finalement ce qui se passe dans le cas n = 1.
Ainsi, pour I =
(
i1, ..., i|I|
) ∈ I<p0 , si nous posons na := |{k ∈ N : ik = a}| et
nz := |{k ∈ N : ik = z}|, nous obtenons
lim
n
>→1
(∂I) :=
 ∂naa ∂nzz si na + nz = |I|0 Id sinon .
Un peu de réflexion à partir de ce raisonnement heuristique nous mène alors à une
définition équivalente et davantage intrinsèque de ce concept de limite d’opérateurs.
Définition 2.7.2. Pour n > 1, définissons les applications
j0 : R2 → R× V × R ' S : (x, y) 7→ (x, 0, y)
et P : R× V × R ' S→ R2 : (x, v, y) 7→ (x, y) .
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Si O est opérateur 1-différentiel sur S pour n > 1 dont l’expression dépend po-
tentiellement explicitement de n en tant que paramètre, la limite pour n ten-
dant vers 1 de O est l’opérateur 1-différentiel défini sur le disque de Poincaré
D ' S ' R2 par
lim
n
>→1
(O) := [j?0 ◦ O ◦ P ?]|n=1 .
Notons qu’à travers cette égalité, nous retrouvons d’une certaine façon le contenu
de la définition 2.7.1 dans le cas de l’opérateur f Id pour f ∈ C∞ (S).
Après avoir introduit cette définition mathématiquement propre et heurisque-
ment justifiée, la question présente dans tous les esprits est celle de son application
aux équations issues du théorème 2.5.10 et du lien avec l’article [B+09]. Nous
allons ici travailler avec les équations fournies en (2.27) et dans les notations de
la définition 2.4.1. Ainsi, si F et F−1 désignent respectivement la transformée de
Fourier partielle en z sur S et son inverse, les équations dont il est question forment
une hiérarchie d’équations aux dérivées partielles{
O(n)X (ϑ) :=
[F ◦ (ρSν (X)− ([X ]s)?) ◦ F−1] (ϑ) = 0 : X ∈ g}
portant sur ϑ tel que défini en (2.26), où ρSν est la représentation de g donnée en
(2.21) et [X ]s désigne la composante en s de X dans la décomposition d’Iwasawa
de g. Comme le précise la remarque 1.5.1, relativement à la décomposition de g
en sous-espaces de racine restreinte présentée à la sous-section 1.5.1, pour n = 1,
nous avons g1 = g−1 = m = {0}. Dès lors, lorsque n = 1, étant donné que le
lemme 2.6.6 reste d’application et que l’opérateur O(1)X est linéaire en X ∈ g, la
hiérarchie d’équations aux dérivées partielles susmentionnée se réduit à la seule
équation non triviale O(1)F (ϑ) = 0. Dans l’article [B+09], les auteurs arrivèrent à
des conclusions analogues en fournissant l’expression d’un opérateur semblable à
celui défini en (2.25) dans le cas n > 1. Dans nos notations et à un facteur −4
près, pour tout (a, ξ) ∈ S′, celui-ci est très exactement donné par
BDSk
∣∣
(a,ξ)
:= 4 i ξ e2a
[
k + ν2
]
Id
− 4 i e2a [−ν2 ξ ∂a + (2− 3 ν2ξ2) ∂ξ]
− 4 i e2a
[
− ν
2
4
ξ ∂2a + ξ
(
1− ν2ξ2) ∂2ξ + (1− ν2ξ2) ∂a ∂ξ]
où k ∈ R+\{0} est un paramètre défini dans l’article [B+09] et semblable à celui
décrit dans les conventions géométriques de la section 2.2.
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Pour tout (a, ξ) ∈ S′, vu que nous avons l’égalité(F ◦ ([F ]s)? ◦ F−1)∣∣(a,ξ) = i ξ e−2a Id,
l’équation à considérer relativement à cet opérateur est alors
OBDSk (ϑ) = 0 où OBDSk
∣∣
(a,ξ)
:= BDSk
∣∣
(a,ξ)
− i ξ e−2a Id .
Comme nous l’indique le lemme suivant, ces derniers faits, tirés de l’article [B+09]
et de l’étude de l’algèbre de Lie g, peuvent en réalité complètement se déduire de
la notion de limite sur les opérateurs 1-différentiels sur S′ ' S que nous avons
introduite à la définition 2.7.2.
Lemme 2.7.3. Pour tout X ∈ g, si [X]F ∈ R désigne la composante de X
dans la direction F ∈ g−2 ⊂ g respectivement à la base de g issue de sa propre
décomposition en sous-espaces de racine restreinte, alors
lim
n
>→1
(
O(n)X
)
= [X]F OBDS1
4
.
Démonstration. Montrons ce lemme en parcourant un à un les sous-espaces de
racine restreinte de g tel que nous l’avons fait lors de la section précédente afin
d’étudier ces opérateurs.
(i) Pour X ∈ s, l’assertion est triviale en vertu du lemme 2.6.6.
(ii) Pour X ∈ m, nous déduisons du lemme 2.6.7, de l’expression (2.29) et de la
définition 2.4.1, l’égalité
O(n)X
∣∣∣
(a,v,ξ)
=
n−1∑
l=1
(
L1l (v) ∂v1l − L
i
l (v) ∂vil
)
pour tout (a, v, ξ) ∈ S′, où L1l , Lil ∈ V ? quel que soit 1 ≤ l ≤ n−1. Dès lors,
une simple application de la définition 2.7.2 nous permet de constater que la
limite de O(n)X pour n tendant vers 1 est l’opérateur identiquement nul.
(iii) Pour X ∈ g−1 ⊕ g−2, la thèse suit d’un calcul direct visant à appliquer
la définition 2.7.2 aux expressions explicites des opérateurs O(n)X ayant été
obtenues aux sous-sections 2.6.1 et 2.6.4.
“
Remarque 2.7.4. Le fait que le paramètre k ∈ R+\{0} apparaissant dans l’ex-
pression de l’opérateur OBDSk se retrouve fixé dans ce lemme n’est pas étrange.
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Compte tenu de la définition de celui-ci, il s’agit d’une simple conséquence de la
remarque 2.3.15 dans laquelle nous avons fixé préalablement une valeur précise du
paramètre similaire que nous avions obtenu dans le cas n > 1 afin de faire nos
calculs.
Ce lemme a le mérite de dresser un lien mathématiquement clair entre l’équation
OBDSk (ϑ) = 0 de l’article [B+09] pour le cas n = 1 et la hiérarchie d’équations
aux dérivées partielles apparaissant dans le cas n > 1 que nous avons résolue lors
de la section précédente. Cette compréhension est bien entendu importante car ces
équations gèrent dans les deux cas l’obtention de tous les star-produits G-invariants
sur S comme le formulent les résultats 2.5.10 et 2.6.14 ainsi que la référence [B+09,
ch.3].
2.7.2 Des équations aux solutions
Dans la sous-section précédente, nous avons établi un concept de limite pour
n tendant vers 1 sur l’ensemble des opérateurs 1-différentiels définis sur S. Nous
avons également montré la consistance de celui-ci dans la formulation d’un lien
entre la hiérarchie d’équations aux dérivées partielles issues du théorème 2.5.10
dans le cas n > 1 et une équation jouant un rôle analogue dans l’article [B+09]
dans le cas du disque de Poincaré.
En reprenant exactement les mêmes notations que dans la sous-section précé-
dente, nous souhaiterions revenir brièvement avec le lecteur sur l’un des tout beaux
résultats de la section 2.6, à savoir, la proposition 2.6.5. Dans le cas n > 1, celle-ci
nous garantit qu’une solution ϑ au système d’équations aux dérivées partielles{
O(n)X (ϑ) = 0 : X ∈ s⊕m⊕ g−1
}
(2.36)
est nécessairement solution à l’équation O(n)F (ϑ) = 0, et donc, en d’autres termes,
solution à l’équation (2.28). En ce sens, le résultat du lemme 2.7.3 est particuliè-
rement remarquable. En effet, il nous affirme que c’est précisément la limite pour
n tendant vers 1 de cet opérateur O(n)F n’apportant pas d’information spécifique
dans le cas n > 1 qui définit complètement l’unique équation du cas n = 1 tandis
que tous les autres opérateurs sont envoyés sur 0 Id. Dès lors, nous pouvons tout
doucement nous demander si cette fameuse équation (2.28) ne contiendrait pas
plus d’informations que la proposition 2.6.5 pourrait nous laisser le penser. Grâce
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au travail effectué dans l’appendice B, nous sommes capables de lever un coin du
voile sur ce mystère.
Proposition 2.7.5. Il existe des solutions ϑ à l’équation (2.28) qui ne sont pas
solutions au système d’équations aux dérivées partielles (2.36). Un exemple de telles
solutions est donné de façon complètement explicite par
ϑ (a, v, ξ) =
α
iνξ
exp
[
(−1)j ξ e
−2a
2
+
(−1)k
iν
(v|v) cosh2
(
arcsinh (iνξ)
2
)
+ (−1)l
(
(n− 1)− (−1)
k
iν
)
arcsinh (iνξ)
2
]
pour tout α ∈ C et j, k, l ∈ N.
Démonstration. Afin de montrer ce lemme, il nous suffit de voir que la solution
explicitement proposée ϑ vérifie bien l’équation (2.28) mais ne satisfait pas au
système d’équations aux dérivées partielles (2.36). Remarquons tout d’abord que
cette solution ϑ est radiale en v ∈ V et peut donc se récrire uniquement en termes
des variables a, r et ξ en posant (v|v) = r2 dans l’expression ci-dessus. Clairement,
en utilisant les conclusions obtenues au terme de la sous-section 2.6.4, en vertu
des lemmes 2.6.6 et 2.6.9, ϑ satisfait au système d’équations aux dérivées partielles
(2.36) si et seulement si ϑ = ϑ (a, r, ξ) vérifie les deux équations 2.31 et 2.32.
Le reste de la preuve de cette proposition se résume donc à injecter l’expression
explicite de ϑ dans
(i) la version de l’équation (2.28) fournie en début d’appendice B dans le cas
d’une indéterminée radiale en v ;
(ii) les équations 2.31 et 2.32 ;
et à vérifier que l’équation est satisfaite dans le premier cas, mais qu’au moins l’une
des deux équations ne l’est pas dans le second. Nous laissons le soin au lecteur de
faire ces vérifications dont nous donnons la version numérique en appendice C. “
Remarque 2.7.6. Si les considérations de l’appendice C ou quelques calculs
réalisés à la main suffisent à montrer que les solutions exhibées dans l’énoncé
de ce lemme satisfont bien l’équation (2.28), aucune de ces preuves ne justifie
pleinement l’apparition de solutions aussi simples analytiquement parlant. Comme
nous l’avons mentionné plus haut, ces dernières trouvent en réalité leurs origines
dans les calculs que nous avons réalisés lors de l’appendice B. Plus précisément,
elles furent déduites à partir de combinaisons linéaires des solutions explicitées à
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la fin de l’appendice B en considérant des choix adéquats de constantes complexes
δˆ, ˆ, CI1 , C
K
1 , C
M
2,0, C
U
2,0, C
M
2,1, C
U
2,1, C
P
3 et C
Q
3 . Ces choix furent, quant à eux,
pleinement dictés par les propriétés des fonctions spéciales entrant en jeu dans ce
contexte. Le lecteur vérifiera sans peine que les propriétés suivantes sont préci-
sément celles qui permettent d’obtenir les solutions exposées dans la proposition
2.7.5 selon la méthode proposée.
(a) Les égalités suivantes portant sur les fonctions de Bessel modifiées sont valides :
(i) pour tout x ∈ R+\{0},
I 1
2
(x) =
√
2
pix
sinh (x) et I− 12 (x) =
√
2
pix
cosh (x) ;
(ii) pour tout x ∈ R+\{0},
K 1
2
(x) = K− 12 (x) =
√
pi
2x
e−x ;
[O+10, ch.10, eq.10.39.1 & eq.10.39.2].
(b) Quel que soit x ∈ R+\{0}, les fonctions hypergéométriques confluentes de
Kummer satisfont aux relations
M (0, n− 1, x) = 1 = U (0, n− 1, x) et M (n− 1, n− 1, x) = ex ;
[O+10, ch.13, eq.13.6.1 & eq.13.6.3].
(c) À partir de la remarque 2.4.3 (f) et des égalités données à la référence [O+10,
ch.14, eq.14.5.15, eq.14.5.16 & eq.14.5.17], nous obtenons les propriétés
suivantes des fonctions de Legendre associées :
(i) pour tout α ∈ C\{0} et ξ ∈ R\{0},
P
1
2
α− 12
(√
1− ν2ξ2
)
=
√
2
pi
√
1
iν |ξ | cosh (α arcsinh (iν |ξ |)) ;
P
− 12
α− 12
(√
1− ν2ξ2
)
=
√
2
pi
√
1
iν |ξ |
(
1
α
)
sinh (α arcsinh (iν |ξ |)) ;
(ii) pour tout α ∈ C\ {− p : p ∈ N} et ξ ∈ R\{0},
Q
1
2
α− 12
(√
1− ν2ξ2
)
= i
√
pi
2
√
1
iν |ξ | e
−α arcsinh(iν|ξ |) ;
Q
− 12
α− 12
(√
1− ν2ξ2
)
= i
√
pi
2
√
1
iν |ξ |
(−1
α
)
e−α arcsinh(iν|ξ |).
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La proposition 2.7.5 nous apporte donc une donnée nouvelle dans le sens où elle
nous précise que l’inclusion de l’ensemble des solutions à la hiérarchie d’équations
aux dérivées partielles (2.36) est en réalité stricte dans l’ensemble des solutions à
l’équation (2.28). Même si la proposition 2.6.5 nous laissait supposer ce résultat
comme étant relativement plausible, nous n’en aurions probablement pas eu la
confirmation si nous n’avions pas résolu préliminairement partiellement l’équation
(2.28) dans l’appendice B.
Si nous regardons maintenant au-delà de la connaissance brute de ce fait, la
raison nous ayant motivé à nous intéresser à ce problème était avant tout l’étude
de la relation entre la proposition 2.6.5 et le lemme 2.7.3. Le résultat obtenu
à la proposition 2.7.5 ne nous a pas permis d’éclaircir complètement ce point.
Le comportement limite de l’ensemble des solutions à la hiérarchie d’équations
aux dérivées partielles issues du théorème 2.5.10 ne semble donc pas compatible
avec notre notion de limite pour n tendant vers 1 des opérateurs 1-différentiels
définissant ces équations. Compte tenu d’autres priorités dans nos recherches, la
compréhension théorique de ce comportement reste aujourd’hui lacunaire. Nous
avons toutefois eu l’occasion d’effectuer quelques calculs à la fois numériques et
théoriques dont un exemple est fourni en fin d’appendice C. Ceux-ci semblent
converger vers la formulation d’une conjecture. Sans entrer dans les détails relatifs
à ces calculs techniques et inachevés, nous souhaitons faire part au lecteur de
celle-ci.
Conjecture 2.7.7. Notons Sol l’ensemble des solutions radiales en v ∈ V à
l’équation (2.28) pour n > 1. En vertu de la proposition 2.7.5, cet ensemble peut
être partitionné en deux sous-ensembles non vides Sol+ et Sol− respectivement
définis selon qu’une telle solution ϑ ∈ Sol satisfasse ou non au système d’équations
aux dérivées partielles (2.36). Pour chaque solution ϑ ∈ Sol dont la limite pour n
tendant vers 1 est bien définie, il semblerait que nous ayons[
lim
n
>→1
(
O(n)F
)](
lim
n
>→1
(ϑ)
)
=
[
OBDS1
4
](
lim
n
>→1
(ϑ)
)
= 0 si ϑ ∈ Sol−6= 0 si ϑ ∈ Sol+ .
En d’autres termes, comme l’illustre le diagramme suivant, si cette conjecture
s’avère vraie, les solutions ϑ ∈ Sol dont la limite pour n tendant vers 1 vérifie
l’unique équation aux dérivées partielles non triviale apparaissant dans le cas n = 1
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sont exactement celles qui satisfont à l’équation (2.28) mais qui ne se retrouvent
pas associées à l’énoncé du théorème 2.6.14.
2.7.3 Retour sur la résolution de l’article [B+09]
Dans la foulée de cette discussion sur le concept de limite pour n tendant vers
1 des opérateurs et solutions apparaissant au travers du théorème 2.6.14, nous
proposons au lecteur de terminer cette section liant notre travail à l’article [B+09]
en nous attardant sur une remarque non négligeable spécifiée dans ce dernier.
Sauf mention contraire, nous travaillerons ici exclusivement dans le cas n = 1
sur l’ensemble des coordonnées S′ := {(a, ξ)} ' R2 sur lesquelles sont définies
les fonctions ayant subi la transformée de Fourier partielle en la variable z sur S.
Dans les notations de la sous-section 2.7.1, pour k ∈ R+\{0}, lors de l’écriture de
l’opérateur BDSk définissant l’unique équation aux dérivées partielles permettant
de déterminer tous les star-produits SU (1, 1)-invariants sur le disque de Poincaré,
les auteurs de l’article [B+09] relevèrent le fait que le processus de quantification
envisagé met à jour l’existence d’une métrique lorentzienne sur S′ canoniquement
attachée à la géométrie du disque de Poincaré, laissant son interprétation à clarifier ;
[B+09, ch.3, § 2]. Le but de cette sous-section sera précisément de montrer que
cette métrique peut être utilisée afin de guider la résolution de l’équation aux
dérivées partielles apparaissant dans le cas n = 1. Les faits géométriques évoqués
ci-dessous seront pour la plupart issus d’adaptations de la référence [KN96a, ch.6].
Commençons par définir clairement les objets avec lesquels nous travaillons. La
métrique pseudo-riemannienne susmentionnée, que nous noterons g, est définie
de telle façon à ce que la partie d’ordre 2 de l’opérateur de d’Alembert lui étant
associée sur S′ corresponde exactement à la partie d’ordre 2 de l’opérateur 1i BDSk .
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En d’autres termes, si nous notons I l’ensemble des indices associés aux coordon-
nées a et ξ sur S′, en désignant la matrice inverse de g par g−1 =
(
gi1i2
)
i1,i2∈I ,
la métrique g est définie par la relation
− 4 e2a
[
− ν
2
4
ξ ∂2a + ξ
(
1− ν2ξ2) ∂2ξ + (1− ν2ξ2) ∂a ∂ξ]
=
∑
i1,i2∈I
gi1i2 ∂i1∂i2 .
Nous constatons alors sans peine que cette métrique est donnée explicitement en
un point (a, ξ) ∈ S′ par
g(a,ξ) := − e
−2a
2
(
− 2 ξ 1
1 ν
2ξ
2(1−ν2ξ2)
)
.
Cette construction est standard en analyse harmonique. Désignons maintenant par
∇ la dérivée covariante de Levi-Civita associée à cette métrique sur S′. Pour tout
(a, ξ) ∈ S′, quelques calculs élémentaires nous permettent alors de constater que
les symboles de Christoffel de ∇ sont donnés par
Γaaa = −1, Γξaa = 0, Γaaξ = Γaξa = 0, Γξaξ = Γξξa = −1,
Γaξξ (a, ξ) =
1
4
ν2
1− ν2ξ2 et Γ
ξ
ξξ (a, ξ) = ξ
ν2
1− ν2ξ2 .
À partir de ces expressions, le calcul du tenseur de courbure de Riemann R∇ associé
à la dérivée covariante ∇ et la proposition 1.1.10 nous amènent à la formulation
du lemme suivant.
Lemme 2.7.8. La variété pseudo-riemannienne (S′, g) est plate. En particulier, il
s’agit d’un espace localement symétrique.
Compte tenu de la géométrie de cet espace, il existe au moins localement un
isomorphisme de groupes de Lie
Iso (S′, g) ' O (1, 1)nR2 = Iso
(
R2,
(
1 0
0 −1
))
.
Si nous notons iso (S′, g) l’algèbre de Lie du groupe des isométries Iso (S′, g), il
existe alors un isomorphisme d’algèbres de Lie
iso (S′, g) ' so (1, 1)nR2. (2.37)
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Nous allons expliciter celui-ci. Il est bien connu que le calcul de l’algèbre de Lie
iso (S′, g) se déduit du calcul de l’ensemble des champs de vecteurs Killing sur
(S′, g), c’est-à-dire l’ensemble des champs de vecteurs X ∈ Γ (T S′) tels que la
dérivée de Lie de la métrique g dans la direction X soit nulle. Dans la littérature,
un tel champ de vecteurs est parfois également appelé isométrie infinitésimale de
(S′, g). Les conditions définissant la dérivée covariante de Levi-Civita associée à
la métrique g nous permettent de montrer sans trop de difficultés que l’ensemble
des champs de vecteurs Killing sur (S′, g) est exactement donné par l’ensemble des
champs de vecteurs X ∈ Γ (T S′) satisfaisant l’équation
g (∇Y (X) , Z) + g (Y, ∇Z (X)) = 0 (2.38)
pour tout Y,Z ∈ Γ (T S′). Clairement, comme la métrique g est un champ de
tenseurs symétriques sur S′, déterminer l’ensemble des champs de vecteurs Killing
sur (S′, g) revient à déterminer les champs de vecteurs X ∈ Γ (T S′) satisfaisant
(2.38) pour Y,Z ∈ {∂a, ∂ξ}. Les calculs permettant cette dernière détermination
s’effectuent alors sans peine au moyen de la remarque 2.4.3 et de l’expression des
symboles de Christoffel de la dérivée covariante ∇ donnés plus haut. Ces calculs
nous livrent le résultat suivant.
Lemme 2.7.9. L’ensemble des champs de vecteurs Killing sur (S′, g) est un espace
vectoriel réel de dimension 3 engendré par les champs de vecteurs R,C, S ∈ Γ (T S′)
dont l’expression explicite en un point (a, ξ) ∈ S′ est donnée par :
(i) R(a,ξ) =
√
1− ν2ξ2 [∂a + 2 ξ ∂ξ] ;
(ii) C(a,ξ) = ea cosh
(
arcsinh(iνξ)
2
)
[
1
ξ
(
sinh
(
arcsinh(iνξ)
2
))2
∂a +
√
1− ν2ξ2 ∂ξ
]
;
(iii) S(a,ξ) = − ea sinh
(
arcsinh(iνξ)
2
)
[
1
ξ
(
cosh
(
arcsinh(iνξ)
2
))2
∂a +
√
1− ν2ξ2 ∂ξ
]
.
Le crochet de Lie de deux de ces champs de vecteurs étant donnés par les égalités
[R,C] = −C, [R,S] = S et [C, S] = 0,
il s’ensuit l’explicitation suivante de l’isomorphisme d’algèbres de Lie (2.37) :
RRn (RC ⊕ RS) ' so (1, 1)nR2.
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Il existe alors, au moins localement, un difféomorphisme φ′ de S′ définissant un
nouveau système de coordonnées locales {(x, y)} sur S′ tel que
φ′? (C) = − ∂x , φ′? (S) = − ∂y et (φ′? (R))(x,y) = x ∂x − y ∂y.
L’astuce permettant d’expliciter ce difféomorphisme réside dans l’usage de la
métrique g comme nous allons le décrire. Pour (a, ξ) ∈ S′, un calcul direct nous
livre les égalités suivantes :
• g(a,ξ) (R,R) = − ξ e−2a ;
• g(a,ξ) (R,C) = − 12 e−a cosh
(
arcsinh(iνξ)
2
)
;
• g(a,ξ) (R,S) = 12 e−a sinh
(
arcsinh(iνξ)
2
)
;
• g (C,C) = 0 ;
• g (S, S) = 0 ;
• g (C, S) = iν4 .
Dès lors, pour tout (x, y) ∈ im (φ′), avons avons nécessairement :
•
((
φ−1′
)?
g
)
(x,y)
(∂x, ∂x) = gφ−1′ (x,y) (C,C) = 0 ;
•
((
φ−1′
)?
g
)
(x,y)
(∂y, ∂y) = gφ−1′ (x,y) (S, S) = 0 ;
•
((
φ−1′
)?
g
)
(x,y)
(∂x, ∂y) = gφ−1′ (x,y) (C, S) =
iν
4 .
Dans les coordonnées {(x, y)} ⊂ im (φ′), la métrique g s’exprime donc comme
étant constante. Plus précisément, nous obtenons
(
φ−1′
)?
g =
iν
4
(
0 1
1 0
)
.
À partir de ce constat, le point fondamental est de remarquer que, dans les coor-
données {(x, y)} ⊂ im (φ′), nous avons
gφ−1′ (x,y) (R,C) =
((
φ−1′
)?
g
)
(x,y)
(x ∂x − y ∂y,− ∂x)
= −x
((
φ−1′
)?
g
)
(x,y)
(∂x, ∂x) + y
((
φ−1′
)?
g
)
(x,y)
(∂y, ∂x)
= y
iν
4
;
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gφ−1′ (x,y) (R,S) =
((
φ−1′
)?
g
)
(x,y)
(x ∂x − y ∂y,− ∂y)
= −x
((
φ−1′
)?
g
)
(x,y)
(∂x, ∂y) + y
((
φ−1′
)?
g
)
(x,y)
(∂y, ∂y)
= −x iν
4
;
Nous en tirons alors directement les relations suivantes entre les deux systèmes de
coordonnées locales sur S′ : x =
2i
ν e
−a sinh
(
arcsinh(iνξ)
2
)
y = 2iν e
−a cosh
(
arcsinh(iνξ)
2
) ⇐⇒
 a = −
1
2 ln
(
ν2
4
(
x2 − y2))
ξ = 2iν
xy
x2−y2
.
Celles-ci induisent par ailleurs une expression explicite du difféomorphisme local
φ′ : (a, ξ) 7→
(
2i
ν
e−a sinh
(
arcsinh (iνξ)
2
)
,
2i
ν
e−a cosh
(
arcsinh (iνξ)
2
))
.
Dans les notations de la sous-section 2.7.1, nous pouvons injecter le changement
de variables issu de ce difféomorphisme dans l’équation au dérivée partielle
BDS1
4
∣∣∣
(a,ξ)
(ϑ) = i ξ e−2a ϑ (a, ξ) (2.39)
apparaissant dans le cas n = 1 pareillement aux équations du théorème 2.5.10.
Après quelques calculs, ceci nous mène alors à l’équation
0 =
8
ν
∂x (∂y (ϑ)) +
8
ν (x2 − y2) (y ∂x (ϑ) − x ∂y (ϑ))
− 8xy
ν (x2 − y2)2
[
1
ν2
+ 4 −
(ν
4
)2 (
x2 − y2)2] ϑ.
Remarque 2.7.10. Dans les coordonnées {(x, y)}, la partie d’ordre 2 de l’opé-
rateur de d’Alembert associé à la métrique pseudo-riemannienne
(
φ−1′
)?
g sur S′
correspond exactement à l’opérateur 8iν ∂x ∂y constituant, à un facteur
1
i près,
la partie d’ordre 2 de l’opérateur définissant l’équation ci-dessus. En particulier,
l’étude de la métrique g nous a permis de déterminer un changement de variables
local sur S′ transformant l’équation (2.39) en une équation dans laquelle les coef-
ficients des dérivées secondes sont constants.
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En mettant en évidence un facteur 8ν
√
x2 − y2 dans chaque terme de l’équation
et posant
W (x, y) := ϑ (x, y)√
x2 − y2 ,
nous obtenons une équation aux dérivées partielles portant sur W = W (x, y)
dont l’expression explicite est
∂x (∂y (W)) = xy
(x2 − y2)2
[
1
ν2
+ 1 −
(ν
4
)2 (
x2 − y2)2] W. (2.40)
Notons qu’au travers de la fonction
√
x2 − y2, nous faisons ici intervenir une jauge
mixte complexe dans nos calculs étant donné que nous avons x2 − y2 < 0 pour
tout (x, y) ∈ im (φ′). Nous réalisons sans peine que l’équation aux dérivés partielles
ainsi obtenue est, d’une certaine façon, équivalente à l’expression donnée en [B+09,
ch.3, eq.90]. L’usage de la métrique lorentzienne pointée par les auteurs de l’article
[B+09] nous a donc permis de redévelopper la résolution de l’équation (2.39) en
fournissant une interprétation géométrique associée au mystérieux changement de
variables apparaissant en [B+09, ch.3, eq.88]. Ceci valide donc à la fois l’intérêt
de cette métrique et la voie empruntée par les calculs dans le document [B+09,
ch.3, § 4].
Terminons cette étude par deux remarques.
Remarque 2.7.11.
(a) Le fait essentiel sur lequel nous souhaitions attirer l’attention du lecteur dans
cette sous-section étant ainsi formulé, nous ne poursuivrons pas explicitement
la résolution de l’équation (2.40) dans ce texte, celle-ci étant présentée dans
l’article [B+09]. Notons toutefois qu’il est possible de mettre en avant un
autre changement de variables que celui préconisé par les auteurs dans la suite
en cherchant un système de coordonnées diagonalisant la métrique pseudo-
riemannienne
(
φ−1′
)?
g. Nous pouvons alors en tirer le changement de variablesx′ = 1√2 (x+ y)y′ = 1√
2
(x− y)
et récrire l’équation (2.40) sous la forme
∂2x′ (W) − ∂2y′ (W) =
x′2 − y′2
4x′2 y′2
[
1
ν2
+ 1 −
(ν
2
)2
x′2y′2
]
W.
Tout comme dans l’article [B+09, ch.3, § 4], l’équation obtenue est alors à va-
riables séparables multiplicativement en x′ et y′. Notons enfin que les solutions
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de la formes
W (x′, y′) = Wx′ (x′) Wy′ (y′)
se déduisent de la résolution de deux équations différentielles similaires
W ′′x′ (x′) + fδ (x′) Wx′ (x′) = 0 et W ′′y′ (y′) + fδ (y′) Wy′ (y′) = 0
où δ est une constante arbitraire et fδ est une fonction définie par
fδ (z) :=
(ν
4
)2
z2 + δ +
(
1
ν2
+ 1
)
1
4z2
pour tout z ∈ R\ {0}.
(b) Le problème de l’adaptation des présents propos dans le cas n > 1 concernant
l’équation (2.28) reste ouvert compte tenu des difficultés apparaissant très vite
dans les calculs relatifs à la manipulation de la métrique que nous pouvons ex-
traire de la partie d’ordre 2 de l’opérateur . Il semblerait néanmoins que cette
façon de procéder ne s’avère pas du tout intéressante dans ce cas. En effet,
pour autant que cette métrique définisse une géométrie conformément plate,
le travail que nous avons présenté nous permet de déterminer au moins locale-
ment un changement de variables menant à une très nette simplification de la
partie d’ordre 2 de l’équation (2.28). Toutefois, ce changement de variables ne
garantit en aucun cas un comportement adapté pour les termes comprenant
des dérivées d’ordre 3 et 4. L’équation pourrait donc devenir encore plus com-
plexe en utilisant de telles techniques. À défaut d’avoir pu mener à bien cette
réflexion sur l’équation (2.28) elle-même, après de nombreux essais numériques
et manuscrits, il fut mis en évidence que ce phénomène est exactement celui qui
se produit dans le cas d’une équation équivalente exprimée dans les variables
(p, q, ζ) définies via les calculs de l’appendice B.
2.8 Symétries, représentations & quantifications
Au travers du théorème 2.6.14, nous avons résolu, du moins en partie, de
façon explicite le problème de détermination de l’ensemble des quantifications par
déformationsG-invariantes sur la boule unité de Cn. Toutefois, comme nous l’avons
mentionné à plusieurs reprises dans ce document, la détermination d’un cadre
fonctionnel adapté afin d’en déduire un résultat analogue d’un point de vue non
formel reste pour l’instant absent de nos résultats. Dans cette dernière section de
notre travail, nos propos viseront à établir un panorama de nos récentes recherches
visant à combler cette absence. En précisant davantage la philosophie de notre
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démarche que les détails descriptifs des outils mathématiques que celle-ci met en
œuvre, nous nous concentrerons essentiellement sur les dernières avancées obtenues
dans ce contexte.
2.8.1 Philosophie mathématique du rétract & applications
Comme il fut exposé à la proposition 1.7.5, puis illustré au cours des sections
1.7 et 2.4, la variété symplectique(
S,
(
2
n+ 1
)
ωS
)
définie à la sous-section 1.5.3 à partir de la structure de la boule unité D de Cn,
admet deux structures symétriques engendrant des géométries affines complète-
ment différentes l’une de l’autre. D’une part, nous avons la structure symétrique
sS déduite de la structure d’espace hermitien symétrique sur D ' S, et d’autre
part, nous avons la structure symétrique sana définie à la proposition 1.7.3 et issue
de la structure symétrique de type groupe sur S telle que donnée en (1.1). L’une
est compatible avec la structure d’espace hermitien symétrique de D et admet un
groupe des transvections simple, l’autre définit un espace symétrique symplectique
non métrique dont le groupe des transvections est résoluble. Géométriquement,
le second est une contraction de courbure du premier. De plus, nous avons les
inclusions
S ⊂ G (S, sS) = Aut (D) = G et S ⊂ Aut(S, sana,( 2
n+ 1
)
ωS
)
=: Gana.
Par ailleurs, comme mentionné à l’issue du théorème 2.4.7, les résultats obtenus
dans les articles [BM01], [Bi08] et [BG14] permettent aujourd’hui une connaissance
très complète de l’ensemble des quantifications par déformations à la fois formelles
et non formelles Gana-invariantes sur S. D’une certaine façon, dans notre travail,
nous avons choisi l’une de ces quantifications par déformations Gana-invariantes et
avons cherché à la transformer de toutes les manières possibles d’un point de vue
formel en un star-produit G-invariant sur S au moyen d’un opérateur U définissant
une S-équivalence entre star-produits S-invariants. C’est grâce à cette dernière
condition que nous avons pu en déduire la hiérarchie d’équations aux dérivées
partielles apparaissant au théorème 2.5.10 et résoudre ainsi le problème. Nous avons
donc utilisé un groupe commun de symétries (le groupe de Lie S) entre deux objets
mathématiques (deux star-produits respectivement Gana-invariant et G-invariant
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sur S) afin d’en déduire une transformation appliquant l’un de ces objets sur l’autre
tout en conservant leurs symétries communes. Une telle transformation fait partie
d’une philosophie mathématique qui dépasse largement le cadre qui nous concerne.
Dans des documents récents encore non publiés, le nom de rétract lui fut donné
par Pierre Bieliavsky.
Ce recul philosophique peut alors logiquement nous amener à nous interro-
ger sur la possibilité d’obtenir une quantification par déformation non formelle
G-invariante sur S par un rétract exploitant directement l’impressionnant travail
analytique mené par Bieliavsky et Gayral dans l’article [BG14], plutôt que de se
lancer dans une nouvelle étude d’un cadre fonctionnel adéquat associé aux résultats
du théorème 2.6.14. Au travers d’un document privé nommé A primer in geometric
quantization of co-adjoint orbits, mais également via des communications scien-
tifiques internationales diverses, Bieliavsky développa avec succès cette idée dans
le cas du disque de Poincaré. Il retrouva ainsi une solution particulière à l’équa-
tion (2.39) apparaissant dans l’article [B+09] sans s’attaquer explicitement à la
résolution de celle-ci, fournissant cette fois un cadre fonctionnel adéquat à la défi-
nition d’une quantification par déformation non formelle SU (1, 1)-invariante sur le
disque de Poincaré. Étant donné que ce travail spécifique n’a pas fait l’objet d’une
étude approfondie dans le cadre de cette thèse, nous ne souhaitons pas y consacrer
de développements trop importants. Exposons toutefois un peu plus concrètement
les grandes idées que nous avons pu en retirer dans le cas du disque de Poincaré,
celles-ci s’avérant déterminantes afin de motiver et d’orienter notre démarche dans
la suite.
(i) Symétries. Le rétract à définir est associé aux deux géométries présentées
sur S ' D. Or, celles-ci sont déterminées par les structures symétriques sS
et sana. Une transformation permettant un passage d’une quantification par
déformation S ⊂ Gana-invariante à une quantification par déformation G-
invariante peut donc d’une certaine façon être vue comme associée à un
changement de symétries basé sur S.
(ii) Représentations. Il existe une représentation unitaire du groupe de Lie
G sur un sous-espace H des fonctions holomorphes sur D ainsi qu’une re-
présentation unitaire d’une extension centrale G˜ du groupe des transvections
G (S, sana) sur L2 (Q ' R,dL) où Q ⊂ S. Les restrictions de ces deux repré-
sentations au groupe S sont équivalentes et leur entrelacement peut s’écrire
explicitement. Par ailleurs, par la proposition 1.1.5, la donnée des structures
symétriques sS et sana en un point de base sur S encode ces dernières et
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induit alors des opérateurs unitaires involutifs noté respectivement ΣH et ΣL2
sur chacun des espaces de représentations. En s’inspirant du premier point,
l’entrelacement de l’opérateur ΣH associé à la symétrie sS, par l’équivalence
entre les deux représentations susmentionnées est considéré. Celui-ci livre un
nouvel opérateur unitaire involutif Σ′ sur L2 (R,dL).
(iii) Quantifications. Au travers de la référence [BG14, ch.5 & ch.6], les
auteurs introduisent une représentation de l’espace symétrique (S, sana) en
entrelaçant l’opérateur unitaire involutif ΣL2 par la représentation unitaire
du groupe G˜. Ils en déduisent alors une application explicite Ω~, dite de
quantification, définie sur L2
(
S ' R2,dL) et à valeurs dans les opérateurs
bornés sur L2 (R,dL), à laquelle est associée une quantification par défor-
mation à la fois formelle et non formelle Gana-invariante ∗~ sur S par une
formule du type
Ω~ (f ∗~ g) = Ω~ (f) ◦ Ω~ (g)
pour f, g ∈ L2 (S,dL). Relativement aux résultats de l’article [B+09], il est
alors légitime de rechercher des star-produits G-invariants sur S en considé-
rant une telle application de quantification de la forme Ω~ ◦ T où T est un
opérateur de convolution défini sur L2 (S,dL). À partir de ce point, pour Ω′~
une nouvelle application de quantification définie semblablement à Ω~ à partir
de l’involution Σ′, il fut montré que la relation Ω′~ = Ω~ ◦ T induisait une
expression explicite du noyau de l’opérateur de convolution T comme solution
à l’équation (2.39).
Le succès du travail réalisé par Bieliavsky dans le cas n = 1 soulève donc la
question légitime de son adaptation dans le cas n > 1, ce qui sera tout l’objet
des considérations à venir. Dans cet esprit, il est important de souligner que de
nombreux faits évoqués ci-dessus s’étendent dans un cadre bien plus vaste que
celui du disque de Poincaré et font appel à de très nombreuses notions et théories
établies que nous n’avons que très brièvement eﬄeurées comme la théorie des
représentations, la théorie des opérateurs bornés ou encore la quantification des
espaces symétriques symplectiques dits polarisés ; [BG14].
2.8.2 Entre deux représentations
Dans les deux prochaines sous-sections, nous allons initier une adaptation pour
n > 1 des idées exposées lors de la sous-section précédente. Au vu de cette dernière,
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l’objectif avoué de cette démarche est bien entendu de tenter de retrouver au moins
l’une des solutions explicites fournies au sein du théorème 2.6.14 sans passer par
la résolution de la hiérarchie d’équations aux dérivées partielles issue du théorème
2.5.10, tout en visant à terme un traitement analytique plus aisé du cadre fonc-
tionnel associé à nos star-produits G-invariants au moyen du travail réalisé dans
l’article [BG14]. Ce projet n’étant pas complètement achevé et les impacts de celui-
ci n’étant pas encore totalement acquis, nous ne présenterons dans la suite que les
grandes étapes menant aux résultats que nous avons obtenus. Par ailleurs, nous
renvoyons à la référence [Kn01, ch.1] pour tout ce qui concerne la théorie de base
des représentations des groupes de Lie préliminaire à cette sous-section.
De façon plus précise, notre présente contribution dans cette sous-section consistera
en l’apport d’une généralisation complète au cas n > 1 du point (ii) de la démarche
exposée à la sous-section 2.8.1. Pour ce faire nous allons tout d’abord commencer
par introduire la restriction au groupe de Lie S des deux représentations entrant
ici en jeu. Notons que nous travaillerons dans la suite en permanence avec les
coordonnées d’Iwasawa
(a, v = x+ iy = (x1 + iy1, ..., xn−1 + iyn−1) , z) ∈ R× Cn−1 × R
sur S telles que définies à la remarque 1.5.6.
Considérons
Q :=
{
(a, x, 0) : a ∈ R, x ∈ Rn−1 ⊂ Cn−1} ⊂ S.
Il est direct de vérifier qu’il s’agit d’un sous-groupe de Lie de S. Pareillement aux
coordonnées d’Iwasawa sur S, nous désignerons un point de Q via un couple
(a, x) := (a, x, 0) ∈ Q ⊂ S
pour a ∈ R et x ∈ Rn−1. Semblablement au constat fait lors de la remarque 2.4.4,
la mesure de Lebesgue dL = da dx1 ... dxn−1 définit une mesure de Haar inva-
riante à gauche sur Q ' Rn. Nous pouvons en outre considérer l’espace L2 (Q,dL)
obtenu par complétion hilbertienne des fonctions lisses à support compact sur Q
relativement au produit scalaire hermitien
〈−,−〉L2(Q,dL) : (u1, u2) ∈ L2 (Q,dL)× L2 (Q,dL) 7→
∫
Q
u1 (q) u2 (q) dL (q) .
Cet espace constitue alors un espace de Hilbert sur lequel, pour chaquem ∈ R\ {0},
nous pouvons introduire une représentation unitaire Um du groupe de Lie S. Pour
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m ∈ R\ {0}, u ∈ L2 (Q,dL), (a0, x0) ∈ Q et s = (a, x+ iy, z) ∈ S, celle-ci est
définie par l’égalité
(Ums (u)) (a0, q0) := exp
[
im
(
e2(a−a0)z + Ω
(
ea−a0
2
x− x0 , iea−a0 y
))]
u
(
a0 − a, x0 − ea−a0x
)
,
où Ω est identifié avec ι?Ω tel que donné à la remarque 1.5.3 (a) ; [BG14, ch.5,
§ 2 & ch.6, § 2]. La définition de cette représentation est issue d’une variante de la
méthode des orbites de Kirillov telle qu’exposée dans la référence [Ki04] où l’espace
symétrique symplectique (2.19) est vu comme orbite coadjointe d’une extension
centrale de son groupe des transvections ; [BG14, ch.5, § 1 & § 2].
À partir de la référence [Kn01, ch.6], nous remarquons dans un contexte plus
vaste qu’il est également possible de définir des représentations particulières du
groupe G = SU (1, n) appelées séries discrètes holomorphes. Pour cela, nous consi-
dérons comme espace de représentation
HN :=
{
f : D→ C holomorphe :
∫
D
|f (z)|2 (1− z tz)N+n+1 dµ (z) <∞}
où N est un naturel arbitraire et dµ est la mesure G-invariante sur D définie à la
proposition 1.3.9. Muni du produit scalaire hermitien
〈−,−〉HN : (f1, f2) ∈ HN ×HN 7→
∫
D
f1 (z) f2 (z)
(
1− z tz)N+n+1 dµ (z)
celui-ci constitue un espace de Hilbert. En utilisant les notations de la sous-section
1.2.4, la série discrète holomorphe de G associée à N ∈ N est notée U sdh,N et
définie comme étant la représentation unitaire de G sur HN donnée pour chaque
f ∈ HN , z ∈ D et
g =
(
a bt
c D
)
∈ G,
par l’égalité
(
U sdh,Ng (f)
)
(z) :=
(
1
a− c tz
)N+n+1
f
(
τg−1 (z)
)
=
(
1
a− c tz
)N+n+1
f
(
−b+D tz
a− c tz
)
.
La preuve de ce fait peut être associée aux propos tenus à la référence [Kn01, ch.6]
ou déduite de calculs relativement directs, la preuve de l’unitarité de la représenta-
tion faisant intervenir la proposition 1.3.9 ainsi que des raisonnements semblables
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à ceux de la sous-section 1.3.1. La restriction des séries discrètes holomorphes de
G à S fournit alors des représentations unitaires de S notées également U sdh,N
pour N ∈ N.
Nous obtenons donc deux représentations du groupe de Lie S issues de consi-
dérations concernant deux groupes de symétries différents, chacun associé à une
structure symétrique différente sur S. Dans une telle situation, Bieliavsky remarqua
dans un document non publié qu’il était alors possible de définir formellement un
entrelacement T : L2 (Q,dL)→ HN entre ces représentations. Pour m ∈ R\ {0},
N ∈ N, u0 ∈ L2 (Q,dL) et f0 ∈ HN fixés, celui-ci se définit par l’expression
T : u ∈ L2 (Q,dL) 7→
∫
S
〈Ums (u0) , u〉L2(Q,dL) U sdh,Ns (f0) dL (s) .
Nous allons maintenant étudier de manière plus approfondie ce qu’il se cache der-
rière un tel opérateur d’entrelacement formel entre ces représentations dans notre
cas. Afin de faciliter les calculs dans la suite, nous allons nous concentrer exclu-
sivement sur le cas où la fonction holomorphe f0 intervenant dans la définition
de l’opérateur T est identiquement égale à 1. Fixons alors m ∈ R\ {0}, N ∈ N
et u0 ∈ L2 (Q,dL) et tentons donner une expression explicite d’un tel opérateur
d’entrelacement. En utilisant l’expression (1.33) ainsi que les définitions susmen-
tionnées sous-jacentes aux représentations Um et U sdh,N , nous obtenons
(T (u)) (ζ) =
∫
R3n
da0 dx0 da dx dy dz u0 (a0 − a, x0 − ea−a0x) u (a0, x0)
exp
[
− im
(
e2(a−a0)z + Ω
(
ea−a0
2
x− x0 , iea−a0 y
))]
(
e−a
1− ζ1
)N+n+1(
1
α− iz
)N+n+1
(2.41)
pour tout u ∈ L2 (Q,dL) et ζ = (ζ1, ...ζn)t ∈ D ⊂ Cn, avec
α :=
cosh (a)− ζ1 sinh (a) + ea2 (1− ζ1)
(
|x|2 + |y|2
)
− ∑n−1l=1 (xl + iyl) ζl+1
ea (1− ζ1) ,
la notation |−| étant utilisée ici et dans la suite pour désigner la norme euclidienne
d’un vecteur de nombres réels ou complexes. Bien entendu, une telle expression
n’est pas très maniable. Nous allons donc la simplifier. Pour cela nous utiliserons
les résultats suivants.
Lemme 2.8.1. Dans le contexte exposé ci-dessus, Re (α) > 0 quels que soient
a ∈ R, ζ ∈ D et x, y ∈ Rn−1.
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Démonstration. En posant v = x+iy ∈ Cn−1, nous observons sans peine l’égalité
Re (2α) = 1 + |v|2 + e−2a
(
1− |ζ1|2
|1− ζ1|2
)
− 2 e−a Re
(
n−1∑
l=1
vl
(
ζl+1
1− ζ1
))
.
Par ailleurs, un usage de l’inégalité de Cauchy-Schwarz nous livre
Re
(
n−1∑
l=1
vl
(
ζl+1
1− ζ1
))
≤
∣∣∣∣∣
n−1∑
l=1
vl
(
ζl+1
1− ζ1
)∣∣∣∣∣
≤ |v|
√√√√n−1∑
l=1
|ζl+1|2
|1− ζ1|2
= |v|
√√√√( 1
|1− ζ1|2
)(
|ζ|2 − |ζ1|2
)
< |v|
√
1− |ζ1|2
|1− ζ1|2
,
cette dernière inégalité découlant directement du fait que |ζ| < 1. En posant
γ := e−a
√
1− |ζ1|2
|1− ζ1|2
∈ R+\ {0}
nous obtenons l’inégalité
Re (2α) > γ2 − 2 |v| γ + |v|2 + 1.
Clairement, le membre de droite de cette inégalité est une parabole en γ n’admet-
tant pas de racine étant donné que son discriminant vaut −4. La thèse s’en suit
alors. “
Soulignons que cette jolie preuve fut établie en collaboration avec Jérémy Haut.
Le second résultat fait appel à un retour des transformées de Fourier. Nous les
aborderons cependant cette fois sous un autre angle par rapport à la section 2.4. Il
ne s’agit plus de discuter du point de vue formel ou non de celles-ci, mais d’utiliser
des expressions explicites de transformées de Fourier de fonctions bien définies.
Lemme 2.8.2. Pour k0 ∈ N, m0 ∈ R+\ {0} et α0 ∈ C tels que Re (α0) > 0 fixés,
considérons les fonctions d’une variable réelle f et g définie en r ∈ R par
f (r) := e−m0r
2
et g (r) :=
rk0
k0!
e−α0rH (r)
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où H est la fonction de Heaviside correspondant à la fonction indicatrice sur les
réels strictement positifs. Alors, les transformées de Fourier de ces deux fonctions
sont données par
F (f) : ξ ∈ C 7→
∫ +∞
−∞
e−irξ f (r) dr =
√
pi
m0
e−
ξ2
4m0
et F (g) : ξ ∈ R 7→
∫ +∞
−∞
e−irξ g (r) dr =
(
1
α0 + iξ
)k0+1
.
L’assertion pour la fonction f est hautement standard, celle-ci étant une gaus-
sienne ; [O+10, ch.1, § 14]. La seconde suit directement des égalités
F (g) (ξ) :=
(
ik0
k0!
)
∂k0ξ
[∫ +∞
−∞
H (r) e−r(α0+iξ) dr
]
:=
(
ik0
k0!
)
∂k0ξ
[
1
α0 + iξ
]
valables pour tout ξ ∈ R étant donné l’hypothèse Re (α0) > 0. En particulier,
dans les conditions de ce lemme, la théorie des transformées de Fourier inverse
nous permet d’en tirer l’égalité
1
2pi
∫ +∞
−∞
eirξ
(
1
α0 + iξ
)k0+1
dξ = g (r) (2.42)
pour tout r ∈ R ; [O+10, ch.1, § 14].
Dans le cadre de cette sous-section, nous avons maintenant les ingrédients
afin de simplifier l’expression de l’entrelacement T pour m ∈ R\ {0}, N ∈ N et
u0 ∈ L2 (Q,dL) fixés. Nous expliquons au lecteur la marche à suivre à partir de
l’expression (2.41).
(i) Nous effectuons le changement de variable z′ = −z.
(ii) Grâce au lemme 2.8.1, nous pouvons directement appliquer la formule (2.42)
afin de calculer explicitement l’intégrale en la variable z′.
(iii) Ceci étant fait, nous appliquons le théorème du changement de variables à
partir du difféomorphime de la variété R×Rn−1×Rn−1 sur elle-même qui à
(a, x, y) associe (a0 − a, x0 − ea−a0x, ea−a0 y). Celui-ci est bien sûr inspiré
de l’expression de l’argument de la fonction u0. Nous notons respectivement
a′, x′ et y′ les nouvelles variables apparaissant à la suite de cette manipulation.
(iv) À partir de l’expression de la transformée de Fourier d’une gaussienne donnée
au lemme 2.8.2, nous calculons explicitement l’intégrale en la variable y′.
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Après avoir effectué ces diverses manipulations, pour tout u ∈ L2 (Q,dL) et
ζ ∈ D ⊂ Cn, nous obtenons
(T (u)) (ζ) =
0 si m ≤ 0C (Tm,N (u)) (ζ) si m > 0
où C est une constante dépendant de m, N et u0 définie très exactement par
C :=
(√
2pi
m
)n−1(
2pimN+n
(N + n)!
) ∫
Rn
da′ dx′ u0 (a′, x′) exp ((n−N − 1) a′)
exp
(
−m
2
(
e−2a
′
+ 2 |x′|2
))
,
et où (Tm,N (u)) (ζ) correspond à l’expression∫
R
da0
(
e−a0
1− ζ1
)N+n+1
exp
(
−m
2
e−2a0
(
1 + ζ1
1− ζ1
))
exp
(
m
2
n−1∑
l=1
(ζ ′l (a0))
2
) ∫
Rn−1
dx0 exp
(
−m
n−1∑
l=1
(x0 − ζ ′ (a0))2l
)
u (a0, x0)
avec ζ ′ (a0) :=
(
ζ ′1 (a0) , ..., ζ
′
n−1 (a0)
)t ∈ Cn−1 défini par l’égalité
ζ ′l (a0) :=
(
e−a0
1− ζ1
)
ζl+1
pour tout 1 ≤ l ≤ n− 1.
Remarque 2.8.3. Le fait que cette expression soit nulle pour m négatif est dû
à l’apparition de la fonction de Heaviside dans l’expression (2.42). Dans la suite,
afin d’obtenir un véritable entrelacement non trivial entre les représentations Um
et U sdh,N , nous supposerons m > 0 et u0 6= 0.
Au travers de cette dernière expression, nous avons défini un opérateur
Tm,N : L
2 (Q,dL)→ HN
indépendant de la fonction u0 et encodant complètement, à une constante près,
la donnée de notre entrelacement T . Une analyse approfondie de celui-ci nous a
permis d’obtenir l’importante proposition suivante.
Proposition 2.8.4. Dans le contexte susmentionné, l’entrelacement T vérifie
T := Mζ1 ◦ Z? ◦ L1 ◦ MC1 ◦
(
(ψ0)
−1
)?
◦ (ϕ0)? ◦ (φm)? ◦ W ◦
(
(φm)
−1
)?
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où les opérateurs apparaissant dans cette décomposition sont définis comme suit :
• Mζ1 est un opérateur de multiplication qui à une fonction f définie sur D
associe la fonction
Mζ1 (f) : ζ ∈ D 7→
(
1
1− ζ1
)N+n+1
f (ζ) ;
• Z est un difféomorphisme de D ⊂ Cn sur son image im (Z) ⊂ Cn défini au
point ζ ∈ D par
(Z (ζ))1 :=
m
2 (1− ζ1)2
(
1−
n∑
k=1
(ζk)
2
)
et (Z (ζ))l+1 :=
ζl+1
1− ζ1 ,
pour tout 1 ≤ l ≤ n− 1 ;
• L1 est la transformation intégrale qui à une fonction f de n variables réelles
ou complexes associe la fonction
L1 (f) : ζ ∈ Cn 7→
∫ +∞
0
f (r, ζ2, ..., ζn) e
−rζ1 dr
lorsque cette expression fait sens ;
• MC1 est un opérateur de multiplication qui à une fonction f définie sur un
ouvert O ⊆ R+\ {0} × Cn−1 associe la fonction
MC1 (f) : (r, ζ2, ..., ζn) ∈ O 7→
C
2
(√
pi
m
)n−1 (√
r
)N+n−1
f (r, ζ2, ..., ζn) ;
• ψ0 est un difféomorphisme de R × Cn−1 sur R+\ {0} × Cn−1 dont la valeur
au point (r, ζ2, ..., ζn) ∈ R× Cn−1 est donnée par
ψ0 (r, ζ2, ..., ζn) :=
(
e−2r, ζ2, ..., ζn
)
;
• ϕ0 est un difféomorphisme de la variété R × Cn−1 sur elle-même défini au
point (r, ζ2, ..., ζn) par l’égalité
ϕ0 (r, ζ2, ..., ζn) :=
(
r, e−rζ2, ..., e−rζn
)
;
• φm est un difféomorphisme de la variété Rn sur elle-même défini au point
(a, x1, ..., xn−1) ∈ Rn par
φm (a, x1, ..., xn−1) :=
(
a, 2
√
mx1, ..., 2
√
mxn−1
)
;
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• W := W2 ◦ ... ◦ Wn où, pour 1 ≤ l ≤ n − 1, Wl+1 est la transformation
intégrale qui à une fonction f de n variables réelles associe la fonction
Wl+1 (f) : (a, x1, ..., xl−1, ζ, xl+1, ..., xn−1) ∈ Rl × C× Rn−l−1
7→
√
1
4pi
∫ +∞
−∞
f (a, x1, ..., xn−1) e−
1
4 (ζ−xl)2 dxl
lorsque cette expression fait sens.
La grosse difficulté dans l’obtention de ce résultat est essentiellement de réus-
sir à définir une telle décomposition. Une fois celle-ci donnée, la preuve de cette
proposition devient un jeu d’enfant que nous laissons à l’appréciation du lecteur.
Par ailleurs, nous pouvons logiquement nous interroger sur l’intérêt de ce résultat.
Celui-ci réside dans le fait d’obtenir une explicitation de notre entrelacement T
comme composition d’opérateurs de multiplication, de changements de variables
et de transformations intégrales sur lesquels notre maîtrise est bien meilleure en
comparaison à l’expression initiale (2.41). En effet, d’une part, le contexte ana-
lytique sous-jacent à la définition des opérateurs de multiplication, des différents
difféomorphismes précédemment définis, ainsi que de leurs inverses respectifs est
limpide. D’autre part, si le cadre fonctionnel adapté à la définition des transforma-
tions intégrales L1 et W semble moins clair, il se trouve que celles-ci ne sont pas
des inconnues de la littérature mathématique :
(i) l’opérateur L1 est appelé transformée de Laplace, ou plus précisément dans
notre cas, transformée de Laplace partielle en la première variable ;
(ii) pour chaque 1 ≤ l ≤ n − 1, l’opérateur Wl+1 est appelé transformée de
Weierstrass, ou plus précisément dans ce cas, transformée de Weierstrass
partielle en la (l + 1)-ième variable.
Si la première transformation intégrale est davantage célèbre que la seconde, celles-
ci ont toutes deux fait l’objet d’études spécifiques. En particulier, dans les deux cas,
des formules d’inversion ont été développées relativement à ces transformations.
Compte tenu du cadre analytique dans lequel nous appliquerons ces dernières, nous
nous contenterons ici d’en fournir les expressions suivantes.
(a) Si f est une fonction régulière de n variables réelles ou complexes à crois-
sance au plus exponentielle relativement à sa première variable et telle que
sa transformée de Laplace partielle en la première variable soit bien définie et
analytique au voisinage d’un point de première composante σ ∈ R, alors
f (r, ζ2, ..., ζn) =
1
2pii
∫
σ+iR
(L1 (f)) (ζ1, ζ2, ..., ζn) erζ1 dζ1
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pour tout r ∈ R+ et ζ2, ..., ζn ∈ C tels que cette expression fasse sens relati-
vement au domaine de définition de f ; [O+10, ch.1, eq.1.14.20].
(b) Pour 1 ≤ l ≤ n− 1, si f est une fonction régulière de n variables réelles telle
que sa transformée de Weierstrass partielle en la (l + 1)-ième variable soit bien
définie et analytique au voisinage d’un point de première composante σ ∈ R,
alors nous avons
f (a, x1, ..., xn−1)
=
1
i
√
4pi
∫
σ+iR
(Wl+1 (f)) (a, x1, ..., xl−1, ζ, xl+1, ..., xn−1) e 14 (ζ−xl)2 dζ
pour tout a, x1, ..., xn−1 ∈ R ; [Ze68, ch.7, thm.7.3.3].
Ce texte ne pouvant être infini, nous n’entrerons malheureusement pas davantage
dans les détails très riches et intéressants concernant la théorie sous-jacente à
ces transformations intégrales de même qu’à leurs inverses. Citons toutefois les
références [Ze68, ch.3 & ch.7], [Sc98, ch.6] et [O+10, ch.1, § 14] comme ingrédients
essentiels nous ayant permis de mener à terme nos objectifs dans cette section.
2.8.3 Transport de la symétrie
Grâce au travail effectué dans la sous-section précédente, nous avons obtenu un
entrelacement explicite T : L2 (Q,dL) → HN entre les représentations unitaires
Um et U sdh,N du groupe de Lie S sous une forme maniable et inversible. En pour-
suivant maintenant le programme motivé lors de la sous-section 2.8.1, nous allons
entrelacer par T l’opérateur ΣN encodant la structure symétrique sS au travers de
la représentation U sdh,N . En vertu de la remarque 1.2.11 (c), ce dernier est défini
via l’évaluation de la série discrète holomorphe U sdh,N au point exp (piZ0) ∈ G
où Z0 est défini en (1.19). En utilisant l’expression explicite de la représentation
U sdh,N donnée à la sous-section précédente, nous obtenons
ΣN : f ∈ HN 7→ exp
(
− inpi
n+ 1
(N + n+ 1)
)
(− IdD)? (f) .
Clairement, le calcul de l’entrelacement de cet opérateur unitaire (et involutif si N
est un multiple naturel de (n+ 1)) revient à calculer
ΣT := T
−1 ◦ (− IdD)? ◦ T : L2 (Q,dL) → L2 (Q,dL) .
En vertu de la proposition 2.8.4 et des considérations qui s’en sont suivies lors
de la sous-section précédente, l’opérateur ΣT peut se voir comme la composition
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de 19 opérateurs dont nous connaissons les expressions explicites sous certaines
hypothèses. Ainsi, après quelques pages de calculs visant essentiellement à com-
poser ces opérateurs, pour u ∈ L2 (Q,dL) et (s, y1, ..., yn−1) ∈ Q ' Rn, nous en
tirons l’égalité
(ΣT (u)) (s, y1, ..., yn−1)
=
∫
σ2+iR
dz2 ...
∫
σn+iR
dzn
∫ +∞
0
dr
∫
Rn−1
dx1 ... dxn−1
∫
σ+iR
dγ
1
2ipi
(m
ipi
)n−1
u
(
ln
(m
r
)
− s, x1, ..., xn−1
)
exp
(
r
2
(
γ − 1
γ
))
(
1
γ
)N+n+1
exp
(
m
2
(
1 − 1
γ2
) n−1∑
l=1
z2l+1
)
exp
(
m
n−1∑
l=1
(
y2l − x2l
))
exp
(
− 2m
n−1∑
l=1
zl+1
(
xl
γ
+ yl
))
pour des réels σ, σ2, ..., σn tels que cette expression soit bien définie. Après
beaucoup de réflexion sur le comportement à adopter face à cette intégrale multiple
peu pratique, nous avons obtenu le lemme suivant nous simplifiant quelque peu
cette expression.
Lemme 2.8.5. Dans ces notations, nous avons
∫
σ+iR
dγ
exp
(
r
2
(
γ − 1γ
))
γN+n+1
exp
(
− m
2γ2
n−1∑
l=1
z2l+1
)
exp
(
− 2m
γ
n−1∑
l=1
zl+1 xl
)
= 2ipi
∑
k∈N
JN+n+k (r) ∑
p1,...,pn−1∈N
p1+...+pn−1=k
n−1∏
l=1
((−√m2 zl+1)pl
pl!
Hpl
(√
2mxl
))
où JN+n+k désigne une fonction de Bessel de première espèce et Hpl le pl-ième
polynôme d’Hermite.
Remarque 2.8.6. Le lecteur non averti pourra sans peine consulter les bases rela-
tives à la théorie des fonctions de Bessel ou des polynômes orthogonaux classiques
au travers des références [Wa66] et [O+10, ch.18].
Les experts de l’analyse complexe auront peut-être flairé ici le nouveau chef-d’œuvre
de l’artiste magnifique qu’est le théorème des résidus. Sans nous lancer dans plu-
sieurs pages de calculs, expliquons ici les grandes étapes constituant la preuve de
ce lemme.
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(i) Tout d’abord pour des paramètres r ∈ R+\ {0}, b, c ∈ C, nous calculons par
le théorème des résidus l’intégrale
1
2ipi
∫
σ+iR
f (γ) dγ où f (γ) = γ−(N+n+1) exp
(
rγ +
b
γ
+
c
γ2
)
.
Celle-ci correspond exactement au résidu de la fonction f en l’origine.
(ii) Après un peu de lecture mathématique, nous prenons acte des développements
en série
exp
(
r
2
(
γ − 1
γ
))
=
∑
k∈Z
γk Jk (r)
et exp
(
2xt− t2) = ∑
k∈N
tk
k!
Hk (x)
généreusement fournis par la référence [O+10, ch.10, § 12 & ch.18, § 12]
pour tout réel x et pour tout complexes r, γ 6= 0 et t.
(iii) Nous appliquons le point précédent à la fonction que nous souhaitons intégrer
afin d’en déduire un développement en série en γ. Celui-ci, combiné au premier
point, nous livre alors le résultat souhaité.
En utilisant le test de convergence de la racine de Cauchy et les définitions des
fonctions de Bessel et polynômes d’Hermite intervenant dans l’expression de la série
apparaissant dans l’énoncé du lemme 2.8.5, il peut être montré sans trop de diffi-
culté que celle-ci définit une fonction entière S (z2, ..., zn) en chacune des variables
zl+1 pour 1 ≤ l ≤ n − 1. Dès lors, après avoir réussi à expliciter l’intégrale en γ
dans l’expression de ΣT (u) (s, y1, ..., yn−1) donnée ci-dessus pour u ∈ L2 (Q,dL)
et (s, y1, ..., yn−1) ∈ Q ' Rn, il semble légitime de chercher à calculer∫
σ2+iR
dz2 ...
∫
σn+iR
dzn S (z2, ..., zn) exp
(
n−1∑
l=1
(m
2
z2l+1 − 2mzl+1yl
))
.
Afin d’atteindre cet objectif, le lemme suivant nous sera utile.
Lemme 2.8.7. Dans les notations de cette sous-section, pour tout 1 ≤ l ≤ n− 1
et pl ∈ N, nous avons l’égalité∫
σl+1+iR
dzl+1
(
−
√
m
2
zl+1
)pl
exp
(m
2
z2l+1 − 2mzl+1yl
)
= i
√
2pi
m
(
1
2
)pl
exp
(−2my2l ) Hpl (−√2myl) .
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Démonstration. Soient 1 ≤ l ≤ n− 1 et pl ∈ N. Posons
y := −
√
2myl et σ (y) := exp
(m
2
σ2l+1 +
√
2myσl+1
)
.
La preuve se conclut alors au travers des égalités∫
σl+1+iR
dzl+1
(
−
√
m
2
zl+1
)pl
exp
(m
2
z2l+1 +
√
2mzl+1y
)
=
(
− 1
2
)pl
∂ply
(∫
σl+1+iR
dzl+1 exp
(m
2
z2l+1 +
√
2mzl+1y
))
= i
(
− 1
2
)pl
∂ply
[
σ (y)
∫ +∞
−∞
dt exp
(
− m
2
t2 + it
(
mσl+1 +
√
2my
))]
= i
(
− 1
2
)pl
∂ply
[
σ (y)
√
2pi
m
exp
(
−
(
mσl+1 +
√
2my
)2
2m
)]
= i
(
− 1
2
)pl√2pi
m
∂ply
(
e−y
2
)
= i
(
− 1
2
)pl√2pi
m
(−1)pl e−y2 Hpl (y) ,
la troisième et la cinquième égalité étant respectivement obtenues au moyen du
lemme 2.8.2 et de la formule de Rodrigues pour les polynômes d’Hermite ; [O+10,
ch.18, § 5, eq.18.5.5]. “
Grâce à une application du théorème de Fubini et du théorème de la convergence
dominée de Lebesgue, le résultat implémenté ci-dessus nous permet alors d’explici-
ter l’intégrale susmentionnée. Quelques calculs élémentaires nous permettent alors
d’obtenir l’élégant théorème suivant.
Théorème 2.8.8. Pour u ∈ L2 (Q,dL) et (s, y1, ..., yn−1) ∈ Q ' Rn, l’opérateur
unitaire involutif ΣT satisfait l’égalité
(ΣT (u)) (s, y1, ..., yn−1)
=
∫ ∞
0
dr
∫
Rn−1
dx1 ... dxn−1
(√
2m
)n−1
u
(
ln
(m
r
)
− s, x1, ..., xn−1
)
∑
k∈N
JN+n+k (r)
 ∑
p1,..., pn−1∈N
p1+...+pn−1=k
n−1∏
l=1
ϕpl
(√
2mxl
)
ϕpl
(
−
√
2myl
)
où la fonction ϕpl désigne la pl-ième fonction d’Hermite pour pl ∈ N.
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Pour rappel, pour pl ∈ N, la pl-ième fonction d’Hermite ϕpl est définie au point
x ∈ R par
ϕpl (x) :=
Hpl (x) exp
(
− x22
)
√
pl! 2pl
√
pi
.
L’ensemble de ces fonctions constituent une base orthonormale de L2 (R,dL) ;
[O+10, ch.18, § 18]. Par ailleurs, pour u ∈ L2 (Q,dL) et (s, y1, ..., yn−1) ∈ Q ' Rn
tels que le théorème de convergence dominée de Lebesgue s’applique à l’expression
obtenue dans le théorème 2.8.8, nous obtenons la reformulation de ce dernier en
l’égalité
(ΣT (u)) (s, y1, ..., yn−1)
=
∑
p1,..., pn−1∈N
[(
n−1∏
l=1
ϕpl
(
−
√
2myl
))
∫ ∞
0
dr JN+n+p1+...+pn−1 (r) cp1,..., pn−1 (r)
]
avec
cp1,..., pn−1 (r) :=
∫
Rn−1
dx1 ... dxn−1
(
n−1∏
l=1
ϕpl (xl)
)
u
(
ln
(m
r
)
− s, x1√
2m
, ...,
xn−1√
2m
)
.
L’opérateur ΣT appliqué à une fonction u ∈ L2 (Q,dL) peut donc, d’une certaine
façon, se voir comme étant la succession de la généralisation à plusieurs variables
des opérations suivantes décrites pour n = 2 sur une fonction associée à u :
(i) une décomposition dans la base des fonctions d’Hermite relativement à la
seconde variable ;
(ii) une transformée de Hankel relativement à la première variable sur les coeffi-
cients obtenus suite à la décomposition décrite au premier point ;
(iii) une recomposition de la fonction dont les coefficients de la décomposition
selon l’opposé de la seconde variable dans la base des fonctions d’Hermite
sont ceux obtenus au point précédent.
En particulier, dans le cas n = 1, nous retrouvons le résultat obtenu par Bieliavsky,
à savoir, une transformée de Hankel. Les développement dans ce cas spécifique
sont également associés à des calculs apparentés réalisés par André et Julianne
Unterberger dans l’article [UU84].
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Au terme de notre parcours sinueux au sein de très nombreux domaines des
mathématiques, il est maintenant temps de conclure ce travail. Entre physique
quantique et géométrie différentielle, nous avons tenté d’amener progressivement
le lecteur à situer et comprendre l’essence des recherches que nous avons déve-
loppées durant ces quatre dernières années. Le résultat majeur que nous avons
ainsi obtenu réside sans aucun doute dans le théorème 2.6.14 nous donnant une
réalisation de l’ensemble de toutes les quantifications par déformations formelles
sur la boule unité D de Cn qui soient invariantes sous le groupe des automor-
phismes de ce domaine borné symétrique. Ce résultat fut obtenu au travers d’une
construction complètement explicite s’appuyant sur la résolution d’une hiérarchie
d’équations aux dérivées partielles obtenue au théorème 2.5.10 à l’issue de diverses
considérations portant notamment sur le concept d’application moment quantique.
D’une certaine façon, cette hiérarchie d’équations aux dérivées partielles encode au
niveau quantique une décontraction de courbure basée sur le domaine D, associant
certaines de ses solutions à la définition d’opérateurs de convolution entrelaçant
la théorie des déformations quantiques au niveau contracté avec celle de la boule
unité de Cn. Tant pour leur rôle prépondérant dans le succès de notre approche
que pour leurs liens intimes avec la structure du groupe des automorphismes de D
ou leur présence dans l’établissement d’un trait d’union entre les situations pour
n > 1 et n = 1, ces équations constituent un objet mathématique fondamental
dans notre travail. Bien que non conclue dans ce texte, la réalisation de nos ob-
jectifs du point de vue non formel paraît également sur de bonnes voies grâce à
l’élégante réexpression de la structure symétrique de la boule unité de Cn comme
opérateur unitaire involutif sur un espace de Hilbert obtenue au théorème 2.8.8 et
dont l’exploitation dans l’esprit de la sous-section 2.8.1 semble prometteuse.
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Ce texte n’est bien entendu pas une fin en soi. Il ne fait que matérialiser notre
thèse, celle-ci ne consistuant qu’une minuscule fenêtre ouverte sur l’immensité de
l’univers mathématique. Ainsi, tant dans la continuité directe de notre travail que
dans un contexte plus large, de très nombreuses questions et autres projets parfois
de longue haleine restent à ce jour en suspens. Nous en dressons une liste non
exhaustive ci-dessous.
(a) La réalisation complète des objectifs présentés à la section 2.2 via la détermina-
tion d’un cadre fonctionnel adéquat permettant une définition propre de quan-
tifications par déformations non formelles SU (1, n)-invariantes sur la boule
unité de Cn à partir des résultats obtenus au théorème 2.6.14. En particulier,
à ces fins, la poursuite du travail initié à la section 2.8 sur base du résultat
obtenu au théorème 2.8.8 dans l’esprit brièvement abordé à la sous-section
2.8.1 pourra s’avérer spécialement utile.
(b) Le point susmentionné résolu, la question de la détermination de quantifica-
tions par déformations strictes dans un contexte C?-algébrique survient natu-
rellement. À terme, la question de l’établissement de formules de déformations
universelles pour des actions de groupes semi-simples tels que SU (1, n) s’avère
également pertinente au regard des résultats obtenus dans l’article [BG14].
(c) Les résultats dus à Pyatetskii-Shapiro exposés à la sous-section 1.4.1 nous
ont permis de réaliser l’importance que revêt l’étude de la boule unité de Cn
comme domaine borné homogène élémentaire. Le travail réalisé dans cette
thèse se resitue dès lors directement dans un objectif beaucoup plus vaste, à
savoir l’obtention de l’ensemble des quantifications par déformations à la fois
formelles et non formelles sur un domaine borné symétrique arbitraire qui soient
invariantes sous le groupe des automorphismes de ce domaine. Le lemme 1.4.4
et la remarque 1.4.5 consistuent des faits importants dans cette optique.
(d) L’énoncé du théorème 2.6.14 laisse apparaître un unique degré de liberté
g ∈ D′ (R) [[ν]] dans l’ensemble des solutions à notre hiérarchie d’équations aux
dérivées partielles. Vu que tout star-produit SU (1, n)-invariant sur D corres-
pond à la donnée d’une certaine série formelle g en le paramètre de déformation
ν à coefficients dans les distributions sur R, la question de la détermination
de conditions sur g afin de retrouver des star-produits particuliers sur D est
complètement légitime, notamment afin d’obtenir l’ensemble des star-produits
à séparation des variables sur D ou encore de retrouver le star-produit issu de
la construction de Fedosov évoquée aux sous-sections 2.1.2 et 2.1.3 ; [Fe94],
[Bo05], [Sc12], [BW14].
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(e) De petites généralisations peuvent être envisagées dans le texte. Nous pouvons
notamment sans problème ne pas tenir compte de la remarque 2.3.15 et laisser
le paramètre k arbitraire, ou voir ce qu’adviendraient nos calculs à partir de la
section 2.5 en travaillant avec une quantification par déformation S-invariante
plus générale que celle issue du théorème 2.4.7 et dépendant d’un paramètre
supplémentaire tel qu’exposé à la référence [Bi08, ch.3, thm.3.2].
(f) Relativement à la section 2.7, la conjecture 2.7.7 occupe bien entendu notre
esprit. Nous pouvons également nous interroger sur une adaptation du contenu
de la sous-section 2.7.3 dans le contexte beaucoup plus général de la résolution
des équations aux dérivées partielles d’ordre 2.
(g) Relativement aux considérations de la sous-section 2.4.3, nous pouvons nous
interroger sur l’interprétation géométrique concernant la forme des noyaux
intégraux intervenant dans les expressions de potentielles quantifications par
déformations non formelles associées à l’énoncé du théorème 2.6.14 ; [We94a],
[Bi02], [B+09], [Vo11].
(h) Un problème intéressant à étudier est très certainement d’établir le lien entre
les calculs réalisés lors de la section 2.8 adaptés au cas n = 1 et ceux d’André et
Julianne Unterberger dont nous faisons mention relativement à l’article [UU84].
En particulier, la possibilité d’étude d’une extension de ces résultats pour n > 1
est envisageable.
(i) Dans l’article [B+14], les auteurs ont introduit et étudié un concept de trans-
formée de Fourier dite adaptée sur un j-groupe normal élémentaire arbitraire
S défini à partir de star-produits S-invariants issus de l’article [BG14]. Un pro-
blème, certes imprécis mais intéressant, serait de voir s’il existe un lien entre ce
travail et le nôtre. Nous pouvons notamment nous demander si cette transfor-
mée de Fourier adaptée à la symétrie du groupe S ne pourrait pas davantage
simplifier les calculs que nous avons réalisés relativement à l’obtention et à la
résolution de notre hiérarchie d’équations aux dérivées partielles. La question
de la définition d’une nouvelle transformée de Fourier adapatée à partir des
star-produits SU (1, n)-invariants obtenus au théorème 2.6.14 peut également
être abordée dans cet esprit.
(j) Semblablement au cas du disque de Poincaré traité dans l’article [B+09], il
est également intéressant de s’attaquer à une reformulation de notre travail au
niveau des homotopies de systèmes triples de Jordan, notamment au travers de
l’étude du transport de star-produits invariants sur les espaces symétriques jor-
daniens associés à une même variété de structure ; [Be00], [BB12a], [BB12b].
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Dans ce contexte, notons que la contraction de courbure évoquée précédem-
ment, la hiérarchie d’équations aux dérivées partielles apparaissant dans notre
travail, et ce concept d’homotopie entre systèmes triples de Jordan, sont des
manifestations à des niveaux respectivement géométriques, analytiques et algé-
briques de phénomènes intimement liés au travers d’un processus de quantifi-
cation. L’étude de situations aussi riches est ainsi très certainement alléchante
et prometteuse de beaux résultats pour l’avenir ...
Appendices
Appendice A
Structure d’algèbre de Lie de su (1, n)
Nous présentons dans ce premier appendice la structure de l’algèbre de Lie
g := su (1, n) pour n ∈ N\ {0} fixé. Cet exposé est ici réalisé dans les notations
de la sous-section 1.5.1.
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Les différents éléments de la base de g définie à partir de sa décomposition en
sous-espaces de racine restreinte sont complètement repris à travers le schéma
illustré ci-dessus. Nous allons exploiter les propriétés des sous-espaces de racine de
g restreinte relativement à a afin de grouper les crochets de Lie des éléments de g
en différentes classes.
Dans la suite, nous utiliserons également une notation inspirée du bien connu
symbole de Kronecker. Si x et y sont deux nombres réels, nous définissons
δx<y :=
1 si x < y0 si x ≥ y et δx>y :=
1 si x > y0 si x ≤ y .
Les indices j, j′, l, l′, p, p′, q et q′ seront toujours des nombres naturels vérifiant les
relations 1 ≤ j ≤ n − 1, 1 ≤ j′ ≤ n − 1, 1 ≤ l ≤ n − 1, 1 ≤ l′ ≤ n − 1,
2 ≤ p ≤ q ≤ n− 1 et 2 ≤ p′ ≤ q′ ≤ n− 1.
• Crochets de Lie du type [s, s] ⊂ s[
H, b1l
]
= b1l ;[
H, bil
]
= bil ;
[H,E] = 2E ;[
E, b1l
]
= 0 ;[
E, bil
]
= 0 ;[
b1l , b
1
l′
]
= 0 ;[
b1l , b
i
l′
]
= −2 δl,l′E ;[
bil, b
i
l′
]
= 0.
• Crochets de Lie du type [s,m] ⊂ s
[H,Jj ] = 0 ;[
H, e1p,q
]
= 0 ;[
H, eip,q
]
= 0 ;
[E, Jj ] = 0 ;[
E, e1p,q
]
= 0 ;
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[
E, eip,q
]
= 0 ;[
b1l , Jj
]
= − (1 + 2 δl,j) bil ;[
bil, Jj
]
= (1 + 2 δl,j) b
1
l ;[
b1l , e
1
p,q
]
= δp,l+1 b
1
q − δq,l b1p−1 ;[
b1l , e
i
p,q
]
= δp,l+1 b
i
q + δq,l b
i
p−1 ;[
bil, e
1
p,q
]
= δp,l+1 b
i
q − δq,l bip−1 ;[
bil, e
i
p,q
]
= − (δp,l+1 b1q + δq,l b1p−1).
• Crochets de Lie du type [m,m] ⊂ m
[Jj , Jj′ ] = 0 ;[
Jj , e
1
p,q
]
= −2 (δp,j+1 − δq,j) eip,q ;[
Jj , e
i
p,q
]
= 2 (δp,j+1 − δq,j) e1p,q ;[
e1p,q, e
1
p′,q′
]
= δp,p′
(
δq>q′ e
1
q′+1,q − δq<q′ e1q+1,q′
)
+ δq,q′
(
δp>p′ e
1
p′,p−1 − δp<p′ e1p,p′−1
)
− δp,q′+1 e1p′,q + δp′,q+1 e1p,q′ ;[
e1p,q, e
i
p′,q′
]
= − δp,p′
(
δq>q′ e
i
q′+1,q + δq<q′ e
i
q+1,q′
)
+ δq,q′
(
δp>p′ e
i
p′,p−1 + δp<p′ e
i
p,p′−1
)
− δp,q′+1 eip′,q + δp′,q+1 eip,q′ + δp,p′ δq,q′ (Jq − Jp−1) ;[
eip,q, e
i
p′,q′
]
= δp,p′
(
δq>q′ e
1
q′+1,q − δq<q′ e1q+1,q′
)
+ δq,q′
(
δp>p′ e
1
p′,p−1 − δp<p′ e1p,p′−1
)
+ δp,q′+1 e
1
p′,q − δp′,q+1 e1p,q′ .
• Crochets de Lie du type [g2, g−1] ⊂ g1[
E, c1l
]
= 2 bil ;[
E, cil
]
= −2 b1l .
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• Crochets de Lie du type [g1, g−1] ⊂ g0[
b1l , c
1
l′
]
= 2
(
δl,l′ H − δl>l′ e1l′+1,l + δl<l′ e1l+1,l′
)
;[
b1l , c
i
l′
]
= −2
(
δl,l′ Jl − δl>l′ eil′+1,l − δl<l′ eil+1,l′
)
;[
bil, c
1
l′
]
= 2
(
δl,l′ Jl − δl>l′ eil′+1,l − δl<l′ eil+1,l′
)
;[
bil, c
i
l′
]
= 2
(
δl,l′ H − δl>l′ e1l′+1,l + δl<l′ e1l+1,l′
)
.
• Crochets de Lie du type [g0, g−1] ⊂ g−1[
H, c1l
]
= −c1l ;[
H, cil
]
= −cil ;[
Jj , c
1
l
]
= (1 + 2 δj,l) c
i
l ;[
Jj , c
i
l
]
= − (1 + 2 δj,l) c1l ;[
e1p,q, c
1
l
]
= − (δp,l+1 c1q − δq,l c1p−1) ;[
e1p,q, c
i
l
]
= − (δp,l+1 ciq − δq,l cip−1) ;[
eip,q, c
1
l
]
= − (δp,l+1 ciq + δq,l cip−1) ;[
eip,q, c
i
l
]
= δp,l+1 c
1
q + δq,l c
1
p−1.
• Crochets de Lie du type [g−1, g−1] ⊂ g−2[
c1l , c
1
l′
]
= 0 ;[
c1l , c
i
l′
]
= −2 δl,l′F ;[
cil, c
i
l′
]
= 0.
• Crochets de Lie du type [g2, g−2] ⊂ g0
[E,F ] = −4H.
• Crochets de Lie du type [g1, g−2] ⊂ g−1[
b1l , F
]
= −2 cil ;[
bil, F
]
= 2 c1l .
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• Crochets de Lie du type [g0, g−2] ⊂ g−2
[H,F ] = −2F ;
[Jj , F ] = 0 ;[
e1p,q, F
]
= 0 ;[
eip,q, F
]
= 0.
• Crochets de Lie du type [g−1, g−2] = 0[
c1l , F
]
= 0 ;[
cil, F
]
= 0.
Appendice B
Résolution de l’équation (2.28)
Dans la foulée et les notations de la sous-section 2.6.1, ce second appendice a
pour but de présenter la résolution de l’équation (2.28). Si cette résolution n’est pas
indispensable à la réussite de notre projet comme nous l’avons vu à la proposition
2.6.5, elle a néanmoins joué un impact non négligeable dans notre approche des
travaux exposés aux sous-sections 2.6.5 et 2.7.2. Il nous semblait donc intéressant
de faire part au lecteur des résultats que nous avons obtenus dans ce cadre après
plusieurs centaines de pages de calculs de très nombreux mois de travail.
Parmi le grand nombre de techniques qui furent étudiées afin de tenter d’apporter
une solution à l’équation (2.28), l’une d’elle consista à réduire le nombre de variables
sous-jacentes au problème en cherchant exclusivement des solutions ϑ (a, v, ξ) qui
soient radiales en la variable v ∈ V . Cette approche ne fut en aucun cas formulée
comme déduction du lemme 2.6.9 mais bien en tant qu’ansatz fait antérieurement
aux travaux nous ayant conduit à l’exposé de la section 2.6, ce qui est donc assez
remarquable.
Dans la suite, comme lors de la sous-section 2.6.4, nous noterons r =
√
(v|v) la
variable radiale relativement à v ∈ V . En utilisant le lemme 2.6.11 et l’expression
explicite de l’équation (2.28) fournie à la sous-section 2.6.1, quelques calculs nous
permettent de constater que la recherche de solutions à l’équation (2.28) dont la
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dépendance en la variable v ∈ V soit purement radiale revient à la détermination
des solutions ϑ = ϑ (a, r, ξ) à l’équation
0 = r3 ξ4
[[
r2
(
1 +
√
1− ν2ξ2
)
+ 2
]2
+ 4 (n+ 3) ν2 − 4 e−4a
]
ϑ
+ 16 ν2 r3 ξ4 ∂a (ϑ)
+
[
2 (2n− 7) ν2 r4 ξ4 − (2n− 3) (2n− 5)
(
−1 +
√
1− ν2ξ2
)2]
∂r (ϑ)
− 4 (2n− 3) r2 ξ2
(
−1 +
√
1− ν2ξ2
)
∂r (ϑ)
− 16 r3 ξ3 (2− 3 ν2ξ2) ∂ξ (ϑ)
+ 4 ν2 r3 ξ4 ∂2a (ϑ)
+
[
6 ν2 r5 ξ4 + (2n− 3) (2n− 5) r
(
−1 +
√
1− ν2ξ2
)2]
∂2r (ϑ)
+ 4 r3 ξ2
(
2 r2 − 1) (−1 +√1− ν2ξ2) ∂2r (ϑ)
− 16 r3 ξ4 (1− ν2ξ2) ∂2ξ (ϑ)
+ 8 r4 ξ2
√
1− ν2ξ2
(
−1 +
√
1− ν2ξ2
)
∂a (∂r (ϑ))
− 16 r3 ξ3 (1− ν2ξ2) ∂a (∂ξ (ϑ))
+ 16 r4 ξ3
√
1− ν2ξ2
(
−1 +
√
1− ν2ξ2
)
∂r (∂ξ (ϑ))
+ 2 (2n− 3) r2
(
−1 +
√
1− ν2ξ2
)2
∂3r (ϑ)
+ r3
(
−1 +
√
1− ν2ξ2
)2
∂4r (ϑ) ,
dans laquelle un facteur i e
2a
4 r3 ξ3 a été mis en évidence.
Comparativement à l’approche utilisée par les auteurs dans l’article [B+09] dans
le cas n = 1, nous allons maintenant essayer d’exhiber, au moins localement, un
changement de variables visant à éliminer les dérivées croisées de cette équation.
Appelons p, q et ζ les nouvelles variables issues de celui-ci et commençons tout
d’abord par déterminer s’il existe un tel changement de variables de la forme
p = f (a) g (ξ) h (r)
q = α (a) β (ξ) γ (r)
ζ = ϕ (a) φ (ξ) ψ (r)
,
pour des fonctions différentiables f , g, h, α, β, γ, ϕ, φ et ψ.
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Comme nous souhaiterions que celui-ci livre une équation dont les facteurs mul-
tiplicatifs des opérateurs de dérivation ∂p ∂q, ∂p ∂ζ et ∂q ∂ζ soient nuls, au vu
des deux derniers termes de l’équation, ceux-ci étant les seuls à faire intervenir
des dérivées d’ordre strictement supérieur à deux, il paraît raisonnable d’imposer
préalablement que les expressions de deux de ces nouvelles variables ne dépendent
pas de la variable radiale r. Posons donc h = ψ = 1. Le système d’équations
différentielles suivant doit alors nécessairement être vérifié :

0 = 8 ν2 r3 ξ4 f ′ g α′ β γ − 32 r3 ξ4 (1− ν2ξ2) f g′ αβ′ γ
+ 8 r4 ξ2
√
1− ν2ξ2
(
−1 +
√
1− ν2ξ2
)
f ′ g α β γ′
+ 16 r4 ξ3
√
1− ν2ξ2
(
−1 +
√
1− ν2ξ2
)
f g′ αβ γ′
− 16 r3 ξ3 (1− ν2ξ2) (f ′ g α β′ γ + f g′ α′ β γ)
0 = 8 ν2 r3 ξ4 f ′ g ϕ′ φ − 32 r3 ξ4 (1− ν2ξ2) f g′ ϕφ′
− 16 r3 ξ3 (1− ν2ξ2) (f ′ g ϕφ′ + f g′ ϕ′ φ)
0 = 8 ν2 r3 ξ4 α′ β γ ϕ′ φ − 32 r3 ξ4 (1− ν2ξ2)αβ′ γ ϕφ′
+ 8 r4 ξ2
√
1− ν2ξ2
(
−1 +
√
1− ν2ξ2
)
αβ γ′ ϕ′ φ
+ 16 r4 ξ3
√
1− ν2ξ2
(
−1 +
√
1− ν2ξ2
)
αβ γ′ ϕφ′
− 16 r3 ξ3 (1− ν2ξ2) (α′ β γ ϕφ′ + αβ′ γ ϕ′ φ)
.
Afin de simplifier la résolution de ces équations, tentons d’observer s’il existe de
telles fonctions dans le cas où la dépendance en la variable a est contenue uni-
quement dans l’expression de la variable p. Dans ce cas, d’une part, nous pouvons
supposer les égalités α = ϕ = 1, et d’autre part, pour garder un changement de
variables valide, nous devons nécessairement avoir f ′ 6= 0, γ′ 6= 0 et φ′ 6= 0. Le
système d’équations peut alors se récrire

0 = − 4 ξ2
√
1− ν2ξ2 f g′ β′ γ + r
(
−1 +
√
1− ν2ξ2
)
f ′ g β γ′
+ 2 r ξ
(
−1 +
√
1− ν2ξ2
)
f g′ β γ′ − 2 ξ
√
1− ν2ξ2 f ′ g β′ γ
0 = 2 ξ f g′ + f ′ g
0 = − 2 ξ
√
1− ν2ξ2 β′ γ + r
(
−1 +
√
1− ν2ξ2
)
β γ′
.
Notons qu’un raisonnement semblable ne serait pas possible en remplaçant la
variable a par la variable ξ compte tenu de la forme du système d’équations dans
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lequel tous les termes dépendent explicitement de cette dernière variable. À la suite
de ces calculs, nous pouvons maintenant directement remarquer que la première
équation est une conséquence de la deuxième et que les deux autres équations
se séparent chacune en deux équations différentielles d’ordre 1 ne dépendant que
d’une seule variable. Plus précisément, nous obtenons :
• f ′ (a) = c1 f (a) ;
• − 2 ξ g′ (ξ) = c1 g (ξ) ;
• 2 ξ
√
1− ν2ξ2 β′ (ξ) = c2
(
−1 +
√
1− ν2ξ2
)
β (ξ) ;
• r γ′ (r) = c2 γ (r) ;
pour c1, c2 ∈ R deux constantes quelconques. Étant donné que nous recherchons
un changement de variables local sous une forme espérée simple, le choix des valeurs
c1 = −2 et c2 = 1 paraît judicieux. Celui-ci nous livre directement
f (a) = e−2a, g (ξ) = ξ et γ (r) = r.
Un bref calcul nous permet alors d’en déduire
β (ξ) =
√
1 +
√
1− ν2ξ2 =
√
2 cosh
(
arcsinh (iνξ)
2
)
.
Ces solutions ne sont bien évidemment données qu’à une constante multiplica-
tive près. Dès lors, si cp, cq ∈ R\{0} sont deux telles constantes non fixées, un
changement de variables local valide peut s’exprimer sous la forme
p = cp ξ e
−2a
q = cq
√
1 +
√
1− ν2ξ2 r
ζ = φ (ξ)
.
Si nous posons
cp = 1, cq =
1√
iν
et φ (ξ) =
√
1− ν2ξ2,
nous en tirons alors un difféomorphisme
Φ : R× R+\{0} × R\{0} −→ R\{0} × R+\{0}× ] 1,+∞ [
qui à un point (a, r, ξ) de son domaine de définition associe
Φ (a, r, ξ) :=
ξ e−2a,
√
1 +
√
1− ν2ξ2
iν
r ,
√
1− ν2ξ2
 .
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Son inverse est l’application
Φ−1 : R\{0} × R+\{0}× ] 1,+∞ [ −→ R× R+\{0} × R\{0}
dont la valeur au point (p, q, ζ) de son domaine de définition est donnée par(
− 1
2
ln
(
|p|
√
iν
ζ + 1
√
iν
ζ − 1
)
, q
√
iν
ζ + 1
, sign (p)
√
ζ + 1
iν
√
ζ − 1
iν
)
.
Le choix de la fonction φ (ξ) et de la constante cq est notamment basé sur l’expres-
sion agréable de cette application inverse Φ−1 que nous obtenons, celle-ci faisant
apparaître régulièrement les mêmes fonctions√
ζ + 1
iν
et
√
ζ − 1
iν
,
ce qui nous laisse espérer obtenir quelques simplifications lorsque le changement
de variables sera effectué dans l’équation.
Lançons-nous maintenant dans le calcul explicite du changement de variables
sous-jacent à ce difféomorphisme dans l’équation concernant cet appendice. Com-
mençons par noter les égalités suivantes :
d
dξ
√
1 +
√
1− ν2ξ2
iν
=
− 1 +
√
1− ν2ξ2
2 ξ
√
1− ν2ξ2
√
1 +
√
1− ν2ξ2
iν
;
d2
dξ2
√
1 +
√
1− ν2ξ2
iν
= ν2
− 2 +
√
1− ν2ξ2
4
(√
1− ν2ξ2
)3
√
1 +
√
1− ν2ξ2
iν
.
Pour tout (p, q, ζ) ∈ im (Φ), ces dernières nous permettent alors d’obtenir :
•
((
Φ−1
)? ◦ ∂a ◦ Φ?)∣∣∣
(p,q,ζ)
= − 2 p ∂p ;
•
((
Φ−1
)? ◦ ∂2a ◦ Φ?)∣∣∣
(p,q,ζ)
= 4 p ∂p + 4 p
2 ∂2p ;
•
((
Φ−1
)? ◦ ∂kr ◦ Φ?)∣∣∣
(p,q,ζ)
=
(√
ζ+1
iν
)k
∂kq pour tout k ∈ N ;
•
((
Φ−1
)? ◦ ∂ξ ◦ Φ?)∣∣∣
(p,q,ζ)
= |p|
√
iν
ζ+1
√
iν
ζ−1 ∂p + sign (p)
q (ζ−1)
2 ζ
√
iν
ζ+1
√
iν
ζ−1 ∂q
− sign (p) ν2ζ
√
ζ+1
iν
√
ζ−1
iν ∂ζ ;
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•
((
Φ−1
)? ◦ ∂2ξ ◦ Φ?)∣∣∣
(p,q,ζ)
= ν
2q (ζ−2)
4 ζ3 ∂q − ν
2
ζ3 ∂ζ + p
2
(
iν
ζ+1
)(
iν
ζ−1
)
∂2p +
q2(ζ−1)2
4 ζ2
(
iν
ζ+1
)(
iν
ζ−1
)
∂2q
+ ν
4
ζ2
(
ζ+1
iν
)(
ζ−1
iν
)
∂2ζ +
p q (ζ−1)
ζ
(
iν
ζ+1
)(
iν
ζ−1
)
∂p ∂q − 2 ν
2p
ζ ∂p ∂ζ
− ν2q (ζ−1)ζ2 ∂q ∂ζ ;
•
((
Φ−1
)? ◦ ∂a ∂r ◦ Φ?)∣∣∣
(p,q,ζ)
= − 2 p
√
ζ+1
iν ∂p ∂q ;
•
((
Φ−1
)? ◦ ∂a ∂ξ ◦ Φ?)∣∣∣
(p,q,ζ)
= − 2 |p|
√
iν
ζ+1
√
iν
ζ−1 ∂p − 2 p |p|
√
iν
ζ+1
√
iν
ζ−1 ∂
2
p
− |p| q (ζ−1)ζ
√
iν
ζ+1
√
iν
ζ−1 ∂p ∂q +
2 ν2|p|
ζ
√
ζ+1
iν
√
ζ−1
iν ∂p ∂ζ ;
•
((
Φ−1
)? ◦ ∂r ∂ξ ◦ Φ?)∣∣∣
(p,q,ζ)
= sign (p) ζ−12 ζ
√
iν
ζ−1 ∂q + |p|
√
iν
ζ−1 ∂p ∂q
+ sign (p) q (ζ−1)2 ζ
√
iν
ζ−1 ∂
2
q − sign (p) ν
2
ζ
(
ζ+1
iν
)√
ζ−1
iν ∂q ∂ζ .
Grâce à ces longs et pénibles calculs, notre changement de variables peut enfin
s’appliquer à l’équation obtenue pour une solution ϑ radiale en v. Celui-ci nous
livre l’équation aux dérivées partielles suivante en les variables p, q et ζ où le
facteur
√
ζ+1
iν
(
ζ−1
iν
)2
a été préalablement mis en évidence dans chaque terme :
0 = q3
[(
iν q2 + 2
)2
+ 4 (n+ 3) ν2 + 4 ν2
p2
ζ2 − 1
]
ϑ
+
[
(2n− 3) (2n− 5) ν2 − 4 (2n− 3) iν q2 + 2 (2n− 1) ν2 q4] ∂q (ϑ)
+ 48 ν2 q3 ζ ∂ζ (ϑ)
− 16 ν2 p
2 q3
ζ2 − 1 ∂
2
p (ϑ)
− q [(2n− 3) (2n− 5) ν2 + 4 iν q2 − 2 ν2 q4] ∂2q (ϑ)
+ 16 ν2 q3
(
ζ2 − 1) ∂2ζ (ϑ)
− 2 (2n− 3) ν2 q2 ∂3q (ϑ)
− ν2 q3 ∂4q (ϑ) .
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Un fait important que nous pouvons observer est que ce changement de variables
se comporte bien dans l’expression finale de notre équation par rapport au signe de
la variable ξ. En effet, faire ce calcul sur une des deux composantes connexes du
domaine R×R+\{0}×R+\{0} ou R×R+\{0}×R−\{0} nous donne la même
forme pour notre équation. Par ailleurs, cette dernière équation possède l’avantage
d’être facilement séparable multiplicativement, ce qui était notre espoir inavoué
en recherchant un tel changement de variables supprimant les dérivées croisées de
notre équation. En effet, si nous cherchons les solutions du type
ϑ (p, q, ζ) = u (p) v′ (q) w (ζ) ,
nous obtenons trois équations différentielles portant respectivement sur u (p), v′ (q)
et w (ζ) :
(i) 0 = 4 p2 u′′ (p) − (δ + p2)u (p) ;
(ii) 0 =
[(
q2 +
2
iν
)2
− 4 (n+ 3) + 4 
]
v′ (q)
− 1
q3
[
(2n− 3) (2n− 5) + (2n− 3) 4
iν
q2 + 2 (2n− 1) q4
]
v′′ (q)
+
1
q2
[
(2n− 3) (2n− 5) − 4
iν
q2 − 2 q4
]
v′′′ (q)
+ 2 (2n− 3) 1
q
v′′′′ (q)
+ v′′′′′ (q) ;
(iii) 0 = 4
(
ζ2 − 1)2 w′′ (ζ) + 12 ζ (ζ2 − 1)w′ (ζ) + [ (ζ2 − 1)− δ]w (ζ) ;
où δ et  sont des constantes complexes quelconques.
Nous allons maintenant passer aux résolutions de ces équations. Celles-ci furent
découvertes en deux temps. En effet, si ce sont des méthodes numériques qui ins-
pirèrent en premier lieu le type de solutions de nos équations, ce n’est qu’après
une étude de diverses propriétés de fonctions spéciales associées aux solutions nu-
mériques que la suite du présent travail put être achevé au sens mathématique du
terme. Cet apprentissage fut pour nous une initiation enrichissante à ce domaine
des mathématiques qu’est la théorie des fonctions spéciales. Parmi la foule de réfé-
rences qui existent sur le sujet, nous en pointerons cinq nous ayant été spécialement
utiles afin de rédiger les lignes qui suivent :
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• [O+10, ch.10, ch.13 & ch.14] : ce chef-d’œuvre est sans conteste la référence la
plus complète, la plus importante et la plus intéressante dans notre démarche.
• [AS65, ch.8, ch.9, ch.10 & ch.13] : également un très bel ouvrage, plus ancien
et assez proche de la première référence.
• [GR07, ch.8 & ch.9] : livre apportant des informations intéressantes mais devant
obligatoirement être recoupé avec les deux premières références pour ne pas tomber
dans l’écueil des imprécisions s’y trouvant.
• [Wa66, ch.3, ch.4 & ch.5] : une référence célèbre et exceptionnelle sur les
fonctions de Bessel.
• [Kr10, ch.5, ch.6 & ch.7] : livre intéressant dans ce contexte mais que nous avons
cependant très peu utilisé vu la richesse des autres références.
Équation (i)
Nous allons résoudre cette équation séparément sur chacune des deux composantes
connexes du domaine auquel la variable p appartient à savoir R+\{0} et R−\{0} .
Si p > 0, définissons la fonction
uˆ : R+\{0} → C : p 7→ 1√
p
u (p) .
Dès lors, le remplacement de u (p) par
√
p uˆ (p) dans l’équation (i) et la mise en
évidence du facteur 4
√
p dans chaque terme de l’équation obtenue nous donne
l’équation différentielle suivante sur uˆ (p) :
0 = p2 uˆ′′ (p) + p uˆ′ (p) − 1
4
(
p2 + δ + 1
)
uˆ (p) .
Le changement de variable pˆ = 12 p appliqué à celle-ci induit alors l’équation
0 = pˆ2 uˆ′′ (pˆ) + pˆ uˆ′ (pˆ) −
(
pˆ2 +
δ + 1
4
)
uˆ (pˆ) .
Pour µδ ∈ C fixé vérifiant (µδ)2 = δ+14 , nous remarquons aisément que cette der-
nière n’est autre que l’équation différentielle bien connue caractérisant les fonctions
de Bessel modifiées en la variable pˆ de paramètre (−1)j µδ pour tout j ∈ {0, 1} ;
[O+10, ch.10, § 25]. Les fonctions Iµδ (pˆ) et Kµδ (pˆ) en sont deux solutions li-
néairement indépendantes quelque soit δ ∈ C. Par conséquent, si CI1 et CK1 sont
des constantes multiplicatives quelconques, les solutions à l’équation (i) définies
sur R+\{0} sont données par
u (p) = CI1
√
p Iµδ
(p
2
)
+ CK1
√
p Kµδ
(p
2
)
.
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Si p < 0, le changement de variable pop = − p livre l’équation
0 = 4 (pop)
2
u′′ (pop) −
(
δ + (pop)
2
)
u (pop) ,
avec pop > 0. Comme cette équation correspond exactement à celle traitée ci-
dessus, il nous suffit d’appliquer la précédente résolution afin de lui régler son
compte.
Par conséquent, les solutions à l’équation (i) sont données sur R\{0} par
u (p) = CI1
√
|p| Iµδ
(∣∣∣ p
2
∣∣∣) + CK1 √|p| Kµδ (∣∣∣ p2 ∣∣∣) ,
CI1 et C
K
1 étant des constantes multiplicatives quelconques.
Équation (ii)
Le premier problème apparaissant dans la résolution de cette équation est le fait
qu’elle soit d’ordre 4. Il est donc naturel de s’interroger sur la possibilité de la
récrire comme la composition d’opérateurs d’ordres moins élevés agissant sur la
fonction v′ (q).
Dans ce but, commençons par examiner la possibilité d’exprimer notre équation
sous la forme du carré d’un opérateur d’ordre deux agissant sur v′ (q). Ceci nous
amène alors à la détermination de deux fonctions f0, f1 : R+\{0} → C telles que
l’équation [
∂2q + f1 (q) ∂q + f0 (q) Id
]2
(v′ (q)) = 0
soit équivalente à l’équation (ii). Notons que la forme de l’opérateur d’ordre deux
a été choisie afin que les facteurs multiplicatifs des dérivées quatrième de v′ (q)
des deux équations coïncident. Nécessairement, une telle correspondance pour les
coefficients de v′′′′ (q) et v′′′ (q) impose successivement
f1 (q) =
2n− 3
q
et f0 (q) = −
(
q2 +
2
iν
)
.
Si nous développons l’opérateur ainsi obtenu, nous observons que l’équation (ii)
est alors équivalente à[
∂2q +
2n− 3
q
∂q −
(
q2 +
2
iν
)
Id
]2
(v′ (q)) = 4 (4 − ) v′ (q) .
Par conséquent, même si l’équation ne se récrit pas comme le carré d’un opérateur
d’ordre deux agissant sur v′ (q), nous en obtenons une forme plus agréable qui va
236 Appendices
nous faciliter sa résolution. En effet, si µ ∈ C désigne une racine carrée fixée de
4 −  , cette dernière équation peut alors se récrire
(O0 ◦ O1) v′ (q) = 0 = (O1 ◦ O0) v′ (q) ,
O0 et O1 étant deux opérateurs d’ordre deux définis par
Oj |q := ∂
2
q +
2n− 3
q
∂q −
(
q2 +
2
iν
+ 2 (−1)j µ
)
Id,
pour j ∈ {0, 1}. Dès lors, les fonctions v′ (q) satisfaisant à l’une des équations
O0 v′ (q) = 0 ou O1 v′ (q) = 0
seront automatiquement solutions de notre équation de départ. Définissons main-
tenant la fonction
vˆ : R+\{0} → C : q 7→
√
e q2 v′ (q)
et fixons j ∈ {0, 1}. Alors,
0 = Oj v′ (q) = Oj
(
e−
q2
2 vˆ (q)
)
= e−
q2
2
[
vˆ′′ (q) − 1
q
(
2 q2 − (2n− 3)) vˆ′ (q)
− 2
(
n− 1 + 1
iν
+ (−1)j µ
)
vˆ (q)
]
.
Le changement de variable qˆ = q2 appliqué à cette dernière expression nous
donne, après mise en évidence du facteur 4 e−
qˆ
2 dans chaque terme,
0 = qˆ vˆ′′ (qˆ) + (n− 1− qˆ) vˆ′ (qˆ) − 1
2
(
n− 1 + 1
iν
+ (−1)j µ
)
vˆ (qˆ) .
Cette équation n’est autre que l’équation de Kummer ; [O+10, ch.13, § 2]. Comme
− (n− 1) /∈ N, deux solutions linéairement indépendantes à celle-ci sont données
par les fonctions dites hypergéométriques confluentes
M
(
1
2
(
n− 1 + 1
iν
+ (−1)j µ
)
, n− 1, qˆ
)
et U
(
1
2
(
n− 1 + 1
iν
+ (−1)j µ
)
, n− 1, qˆ
)
.
D’où, les solutions à l’équation Oj v′ (q) = 0 pour j ∈ {0, 1} sont données par
v′ (q) = CM2,j e
− q22 M
(
1
2
(
n− 1 + 1
iν
+ (−1)j µ
)
, n− 1, q2
)
+ CU2,j e
− q22 U
(
1
2
(
n− 1 + 1
iν
+ (−1)j µ
)
, n− 1, q2
)
,
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CM2,j et C
U
2,j étant des constantes multiplicatives quelconques. Toute combinaison
linéaire de ces fonctions sont donc également des solutions de l’équation (ii).
Équation (iii)
Comme précédemment, nous allons définir une nouvelle fonction wˆ (ζ) permettant
de retrouver une équation différentielle dont les solutions sont bien connues. Soit
wˆ : ] 1,+∞ [ → C : ζ 7→ 4
√
ζ2 − 1 w (ζ) .
Le remplacement de w (ζ) par 4
√
1
ζ2−1 wˆ (ζ) dans l’équation (iii) et la mise en
évidence du facteur − 4
(
4
√
ζ2 − 1
)3
dans chaque terme de l’équation obtenue
livrent alors
0 =
(
1− ζ2) wˆ′′ (ζ) − 2 ζ wˆ′ (ζ) + 1
4
(
3− − δ + 1
1− ζ2
)
wˆ (ζ) .
Comme
1
4
(
3− − δ + 1
1− ζ2
)
= − 1
2
(
1 + (−1)j µ
)(
− 1
2
(
1 + (−1)j µ
)
+ 1
)
− (µδ)
2
1− ζ2
pour tout j ∈ {0, 1}, nous remarquons aisément que les fonctions de Legendre
associées
P
(−1)kµδ
− 12 (1 + (−1)jµ)
(ζ) et Q (−1)
kµδ
− 12 (1 + (−1)jµ)
(ζ)
sont solutions à cette équation pour tout j, k ∈ {0, 1} tels que ces fonctions soient
bien définies, c’est-à-dire si
(−1)k+1 µδ + 1
2
(
1 + (−1)j µ
)
− 1 /∈ N;
[O+10, ch.14, § 2]. Il s’ensuit alors sous l’hypothèse −µδ + 12 (1 + µ)− 1 /∈ N
que la fonction
w (ζ) = CP3
4
√
1
ζ2 − 1 P
µδ
− 12 (1 +µ)
(ζ) + CQ3
4
√
1
ζ2 − 1 Q
µδ
− 12 (1 +µ)
(ζ)
est solution à l’équation (iii) pour CP3 et C
Q
3 des constantes multiplicatives quel-
conques. Dans le cas où −µδ + 12 (1 + µ) − 1 ∈ N, comme seule la fonc-
tion Qµδ− 12 (1 +µ)
(ζ) n’est pas définie, l’assertion reste vraie en posant CQ3 = 0.
Remarquons que, dans ce cas, nous n’avons pas nécessairement toutes les solutions
à l’équation (iii) étant donné que les fonctions
P µδ− 12 (1 +µ)
(ζ) et Qµδ− 12 (1 +µ)
(ζ)
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ne sont pas toujours linéairement indépendantes. C’est toutefois le cas si
− 1
2
(1 + µ) ± µδ /∈ Z
ou si
− 1
2
(1 + µ) , µδ ∈ N et sont tels que − 1
2
(1 + µ) ≥ µδ.
Famille particulière de solutions
Comme la fonction z 7→ z2 est surjective dans C et que les constantes δ et  ne se
manifestent dans l’expression finale des différentes solutions que sous la forme des
complexes µδ et µ, nous pouvons remplacer δ et  par de nouvelles constantes
complexes arbitraires δˆ et ˆ en posant δ = 4 δˆ2 − 1 = 4− (2 ˆ+ 1)2 et
µδ = δˆµ = − (2 ˆ+ 1) .
Ainsi, pour toutes constantes complexes δˆ, ˆ, CI1 , C
K
1 , C
M
2,0, C
U
2,0, C
M
2,1, C
U
2,1, C
P
3
et CQ3 vérifiant
−
(
δˆ + ˆ+ 1
)
/∈ N ou CQ3 = 0,
un recoupement de l’ensemble des résultats obtenus dans cet appendice et réex-
primés dans les variables (a, v, ξ) ∈ S de départ nous mène à la conclusion que
l’application
ϑ : R× V \{0} × R\{0} −→ C
(a, v, ξ) 7−→
√
1
iν
e−a e−
1
iν (v|v) cosh2( arcsinh(iνξ)2 ) u (a, ξ) v′ (v, ξ) w (ξ)
avec u (a, ξ) := CI1 Iδˆ
( |ξ | e−2a
2
)
+ CK1 Kδˆ
( |ξ | e−2a
2
)
,
v′ (v, ξ) := CM2,0 M
(
1
2
(
n+
1
iν
− 2 (ˆ+ 1)
)
, n− 1, q2 (v, ξ)
)
+ CU2,0 U
(
1
2
(
n+
1
iν
− 2 (ˆ+ 1)
)
, n− 1, q2 (v, ξ)
)
+ CM2,1 M
(
1
2
(
n+
1
iν
+ 2 ˆ
)
, n− 1, q2 (v, ξ)
)
+ CU2,1 U
(
1
2
(
n+
1
iν
+ 2 ˆ
)
, n− 1, q2 (v, ξ)
)
,
où q2 (v, ξ) :=
2
iν
(v|v) cosh2
(
arcsinh (iνξ)
2
)
,
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et w (ξ) := CP3 P
δˆ
ˆ
(√
1− ν2ξ2
)
+ CQ3 Q
δˆ
ˆ
(√
1− ν2ξ2
)
,
est solution à l’équation (2.28).
Appendice C
Point de vue numérique sur la sous-section 2.7.2
Cet appendice présente un complément numérique à la sous-section 2.7.2, et
en particulier à la preuve de la proposition 2.7.5. Les lignes de code que nous expo-
sons ci-dessous sont issues du logiciel de calcul symbolique Mathematica édité par
Wolfram Research. Toutes les notations utilisées dans ce qui suit sont semblables
à celles du cadre dans lequel est formulée la proposition 2.7.5, à l’exception du
paramètre réel de déformation iν noté plus simplement θ ∈ R.
Preuve numérique de la proposition 2.7.5.
Définition de la solution particulière et de ses dérivées.
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Injection de la solution particulière dans la version de l’équation
(2.28) fournie en début d’appendice B pour une solution radiale en v ∈ V .
Injection de la solution particulière dans l’équation (2.31).
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Injection de la solution particulière dans l’équation (2.32).
Vérification de la conjecture 2.7.7 pour la solution particulière de
la proposition 2.7.5.
Définition de la limite pour n tendant vers 1 de la solution
particulière et de ses dérivées.
242 Appendices
Injection de la solution limite dans l’équation (2.39).
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