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Abstract
In this paper, we discuss refinements of the well-known triangle inequality and it is reverse inequality for strongly integrable
functions with values in a Banach space X. We also discuss refinement of a generalized triangle inequality of the second kind for
Lp functions. For both cases, the attainability of the equality is also investigated.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Generalizations of the well-known triangle inequality and reverse inequalities have been treated by some authors
(see e.g. [1,4,8]). Recently, Kato et al. [3] presented the following sharp triangle inequality and it is reverse inequality
for n nonzero elements in a Banach space X:∥∥∥∥∥
n∑
j=1
xj
∥∥∥∥∥+
(
n −
∥∥∥∥∥
n∑
j=1
xj
‖xj‖
∥∥∥∥∥
)
min
1jn
‖xj‖
n∑
j=1
‖xj‖; (1.1)
n∑
j=1
‖xj‖
∥∥∥∥∥
n∑
j=1
xj
∥∥∥∥∥+
(
n −
∥∥∥∥∥
n∑
j=1
xj
‖xj‖
∥∥∥∥∥
)
max
1jn
‖xj‖. (1.2)
They also consider conditions for the equalities in (1.1) and (1.2) to hold for the case that X is a strictly convex space.
By definition, a Banach space is strictly convex if the boundary of the closed unit ball does not contain any linear
segment.
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Theorem 2.1:∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥+
(
‖a‖1 −
∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
ess inf
(∥∥f (·)∥∥)

∫
Ω
a(t)
∥∥f (t)∥∥dμ (1.3)

∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥+
(
‖a‖1 −
∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
ess sup
(∥∥f (·)∥∥), (1.4)
where f (respectively a) is assumed to be an, almost everywhere nonzero (respectively positive), integrable X-valued
(respectively real valued) function on a measure space (Ω,μ) with positive measure μ.
Then (1.1) (respectively (1.2)) is a special case of (1.3) (respectively (1.4)). Furthermore, in Theorems 2.4, 2.6,
and 2.9, we also investigate when the equalities hold.
The triangle inequality of the second kind (cf. [7]):
‖x + y‖2  2(‖x‖2 + ‖y‖2) (1.5)
in Hilbert spaces follows immediately from the Cauchy–Schwartz inequality. It actually holds in any normed space.
In fact, from the Euler–Lagrange type identity (cf. Rassias [5]):
‖x‖2
α
+ ‖y‖
2
β
− ‖ax + by‖
2
γ
= ‖βbx − αay‖
2
γ αβ
(1.6)
(γ = αa2 + βb2, γ αβ > 0) follows the following more general triangle inequality of the second kind (cf. Takahasi et
al. [8]):
‖ax + by‖2  γ
(‖x‖2
α
+ ‖y‖
2
β
)
, with γ = αa2 + βb2, γ αβ > 0, (1.7)
which contains (1.5) as a special case. On the other hand, the following generalization of (1.5) holds for all p  1 [8]:
‖x + y‖p  2p−1(‖x‖p + ‖y‖p). (1.8)
In Section 4 we try to generalize both (1.7) and (1.8) to the following inequality for a Banach-space-valued Lp
function f :∥∥∥∥
∫
Ω
f (t) dμ
∥∥∥∥
p

(∫
Ω
∣∣λ(t)∣∣dμ)p−1 ∫
Ω
‖f (t)‖p
|λ(t)|p−1 dμ
(
λ ∈ L1(Ω,R), p  1). (1.9)
Moreover, based on the inequality (1.3) we also get a refinement of (1.9).
2. Sharp triangle inequality and its reverse for integrable functions
Theorem 2.1. Let X be a Banach space, (Ω,μ) be a measure space with positive measure μ, and a(·) be an essentially
bounded positive integrable function on Ω . If a function f ∈ L1(Ω,X) is such that f (t) = 0 almost everywhere in Ω ,
then the following inequalities hold:∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥
∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥+
(
‖a‖1 −
∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
ess inf
(∥∥f (·)∥∥)

∫
Ω
a(t)
∥∥f (t)∥∥dμ (2.1)

∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥+
(
‖a‖1 −
∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
ess sup
(∥∥f (·)∥∥). (2.2)
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not the case. Let
α := ess inf(∥∥f (·)∥∥)≡ sup{s;μ{t ∈ Ω; ∥∥f (t)∥∥< s}= 0},
T0 :=
{
t ∈ Ω; ∥∥f (t)∥∥= α}, T1 := {t ∈ Ω; ∥∥f (t)∥∥> α}, T2 := {t ∈ Ω; ∥∥f (t)∥∥< α}.
If α = 0, obviously (2.1) holds. Next, suppose α > 0. Then we have Ω = T0 ∪ T1 ∪ T2 and μ(T2) = 0, which and
the triangle inequality yield the following estimation:∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥=
∥∥∥∥
∫
T0
a(t)f (t)
‖f (t)‖ dμ +
∫
T c0
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
=
∥∥∥∥
∫
Ω
a(t)f (t)
α
dμ −
∫
T c0
a(t)f (t)
α
dμ +
∫
T c0
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
=
∥∥∥∥
∫
Ω
a(t)f (t)
α
dμ −
∫
T c0
(
1
α
− 1‖f (t)‖
)
a(t)f (t) dμ
∥∥∥∥

∥∥∥∥
∫
Ω
a(t)f (t)
α
dμ
∥∥∥∥−
∥∥∥∥
∫
T c0
(
1
α
− 1‖f (t)‖
)
a(t)f (t) dμ
∥∥∥∥

∥∥∥∥
∫
Ω
a(t)f (t)
α
dμ
∥∥∥∥−
∫
T c0
∣∣∣∣ 1α − 1‖f (t)‖
∣∣∣∣a(t)∥∥f (t)∥∥dμ (2.3)
=
∥∥∥∥
∫
Ω
a(t)f (t)
α
dμ
∥∥∥∥−
∫
T1
(
1
α
− 1‖f (t)‖
)
a(t)
∥∥f (t)∥∥dμ
=
∥∥∥∥
∫
Ω
a(t)f (t)
α
dμ
∥∥∥∥−
∫
Ω
(
1
α
− 1‖f (t)‖
)
a(t)
∥∥f (t)∥∥dμ
=
∥∥∥∥
∫
Ω
a(t)f (t)
α
dμ
∥∥∥∥−
∫
Ω
a(t)‖f (t)‖
α
dμ + ‖a‖1.
Therefore∫
Ω
a(t)
∥∥f (t)∥∥dμ ∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥+
(
‖a‖1 −
∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
α,
which is inequality (2.1).
To show (2.2), let
β := ess sup(∥∥f (·)∥∥)≡ inf{s;μ{t ∈ Ω; ∥∥f (t)∥∥> s}= 0},
U0 :=
{
t ∈ Ω; ∥∥f (t)∥∥= β}, U1 := {t ∈ Ω; ∥∥f (t)∥∥< β}, U2 := {t ∈ Ω; ∥∥f (t)∥∥> β}.
Since f (t) = 0 almost everywhere, we have β > 0. If 0 < β < ∞, then we have Ω = U0 ∪ U1 ∪ U2 and μ(U2) = 0
(i.e., f (t) β a.e.), which and the triangle inequality yield the following estimation:∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥=
∥∥∥∥
∫
U0
a(t)f (t)
‖f (t)‖ dμ +
∫
Uc0
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
=
∥∥∥∥
∫
Ω
a(t)f (t)
β
dμ −
∫
Uc
a(t)f (t)
β
dμ +
∫
Uc
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥0 0
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∥∥∥∥
∫
Ω
a(t)f (t)
β
dμ +
∫
Uc0
(
1
‖f (t)‖ −
1
β
)
a(t)f (t) dμ
∥∥∥∥

∥∥∥∥
∫
Ω
a(t)f (t)
β
dμ
∥∥∥∥+
∥∥∥∥
∫
Uc0
(
1
‖f (t)‖ −
1
β
)
a(t)f (t) dμ
∥∥∥∥

∥∥∥∥
∫
Ω
a(t)f (t)
β
dμ
∥∥∥∥+
∫
Uc0
∣∣∣∣ 1‖f (t)‖ − 1β
∣∣∣∣a(t)∥∥f (t)∥∥dμ (2.4)
=
∥∥∥∥
∫
Ω
a(t)f (t)
β
dμ
∥∥∥∥+
∫
U1
(
1
‖f (t)‖ −
1
β
)
a(t)
∥∥f (t)∥∥dμ
=
∥∥∥∥
∫
Ω
a(t)f (t)
β
dμ
∥∥∥∥+
∫
Ω
(
1
‖f (t)‖ −
1
β
)
a(t)
∥∥f (t)∥∥dμ
=
∥∥∥∥
∫
Ω
a(t)f (t)
β
dμ
∥∥∥∥+ ‖a‖1 −
∫
Ω
a(t)‖f (t)‖
β
dμ.
Therefore∫
Ω
a(t)
∥∥f (t)∥∥dμ ∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥+
(
‖a‖1 −
∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
β,
which is inequality (2.2).
For the case β = ∞, let Ωn := {t; t ∈ Ω, ‖f (t)‖ n} for n = 1,2, . . . . Then an application of the above bounded
case to f χΩn yields∫
Ωn
a(t)
∥∥f (t)∥∥dμ ∥∥∥∥
∫
Ωn
a(t)f (t) dμ
∥∥∥∥+
( ∫
Ωn
a(t) dμ −
∥∥∥∥
∫
Ωn
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
n.
Letting n → ∞ and using Lebesgue’s dominated convergence theorem, we obtain (2.2). 
Example 2.2. Let a(t) ≡ 1 and let f ∈ L1([−1,1],R2) be defined by f (t) = (t,−1) for t ∈ [−1,0] and f (t) =
(t,1 + t) for t ∈ (0,1]. Then ‖f (t)‖1 = 1 − t for t ∈ [−1,0] and ‖f (t)‖1 = 1 + 2t for t ∈ (0,1], and so
inf(‖f (·)‖1) = 1 and sup(‖f (·)‖1) = 3. Elementary calculation shows that∥∥∥∥∥
1∫
−1
f (t) dt
∥∥∥∥∥
1
= 1
2
,
1∫
−1
∥∥f (t)∥∥1 dt = 72 ,
and ∥∥∥∥∥
1∫
−1
f (t)
‖f (t)‖1 dt
∥∥∥∥∥
1
= 1 + 1
2
ln 3 − 2 ln 2 ∼ 0.1633.
We see that
1
2
<
1
2
+ (2 − 0.1633) × 1 (= 2.33367) < 7
2
<
1
2
+ (2 − 0.1633) × 3 (= 6.0101),
i.e., ∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥<
∥∥∥∥∥
1∫
−1
f (t) dt
∥∥∥∥∥
1
+
(
2 −
∥∥∥∥∥
1∫
−1
f (t)
‖f (t)‖1 dt
∥∥∥∥∥
1
)
inf
(∥∥f (·)∥∥1)<
1∫
−1
∥∥f (t)∥∥1 dt
<
∥∥∥∥∥
1∫
f (t) dt
∥∥∥∥∥
1
+
(
2 −
∥∥∥∥∥
1∫
f (t)
‖f (t)‖1 dt
∥∥∥∥∥
1
)
sup
(∥∥f (·)∥∥1).
−1 −1
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in (2.1) and (2.2). For this we first prove the following proposition.
Proposition 2.3. Let X be a Banach space and (Ω,μ) be a measure space with positive measure μ, and let f ∈
L1(Ω,X).
(i) The following statements are equivalent:
(a) ‖∫
Ω
f (t) dμ‖ = ∫
Ω
‖f (t)‖dμ.
(b) ‖∫
Ω
h(t)f (t) dμ‖ = ∫
Ω
h(t)‖f (t)‖dμ for all essentially bounded measurable function h : (Ω,μ) → (0,∞).
(c) ‖∫
Ω
h(t)f (t) dμ‖ = ∫
Ω
h(t)‖f (t)‖dμ for some essentially bounded measurable function h : (Ω,μ) → (0,∞)
such that ess inf(h(·)) > 0.
(ii) When μ(Ω) < ∞ and ess inf(‖f (·)‖) > 0, each one of (a)–(c) is also equivalent to
(d) ‖∫
Ω
f (t)
‖f (t)‖ dμ‖ = μ(Ω).
(iii) When X is strictly convex and f (t) = 0 almost everywhere in Ω , each one of (a)–(c) is also equivalent to each
of the following conditions:
(c′) ‖∫
Ω
h(t)f (t) dμ‖ = ∫
Ω
h(t)‖f (t)‖dμ for some essentially bounded measurable function h : (Ω,μ) → (0,∞).
(e) f (t)‖f (t)‖ is a constant unit vector almost everywhere in Ω .
Proof. (b) ⇒ (c) is obvious.
(c) ⇒ (a). Let g = h−1. Then g(t) α := 1/ ess inf(‖h(·)‖) a.e. t ∈ Ω , so that
∥∥∥∥
∫
Ω
g(t)h(t)f (t) dμ
∥∥∥∥=
∥∥∥∥
∫
Ω
αh(t)f (t) dμ −
(∫
Ω
αh(t)f (t) dμ −
∫
Ω
g(t)h(t)f (t) dμ
)∥∥∥∥

∥∥∥∥
∫
Ω
αh(t)f (t) dμ
∥∥∥∥−
∥∥∥∥
∫
Ω
(
α − g(t))h(t)f (t) dμ∥∥∥∥

∫
Ω
αh(t)
∥∥f (t)∥∥dμ − ∫
Ω
(
α − g(t))h(t)∥∥f (t)∥∥dμ
=
∫
Ω
g(t)h(t)
∥∥f (t)∥∥dμ

∥∥∥∥
∫
Ω
g(t)h(t)f (t) dμ
∥∥∥∥.
Since gh ≡ 1, we get (a).
(a) ⇒ (b). In the above estimation, if we replace g and h with h and 1, respectively, and set α  sup(h(·)), then we
can get the desired assertion.
(ii) When μ(Ω) < ∞ and ess inf(‖f (·)‖) > 0, “(a) ⇔ (d)” follows from (2.1) and (2.2) by setting a ≡ 1.
(iii) Next, suppose X is strictly convex. (c) ⇒ (c′) is obvious.
(c′) ⇒ (e). We need to use the fact that the strict convexity is equivalent to that ‖x + y‖ = ‖x‖ + ‖y‖ implies
x
‖x‖ = y‖y‖ for nonzero x and y. To see this, we first note that ‖x + y‖ = ‖x‖ + ‖y‖ is equivalent to ‖ x‖x‖ + y‖y‖‖ =
‖x‖
‖x‖ + ‖y‖‖y‖ = 2, by “(a) ⇔ (c).” Then it follows from the strict convexity of X that x‖x‖ = y‖y‖ . The converse is easily
verified by taking any two unit vectors x and y.
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∫
E1
h(t)f (t) dμ +
∫
E2
h(t)f (t) dμ
∥∥∥∥=
∥∥∥∥
∫
Ω
h(t)f (t) dμ −
∫
Ω\E1∪E2
h(t)f (t) dμ
∥∥∥∥

∥∥∥∥
∫
Ω
h(t)f (t) dμ
∥∥∥∥−
∥∥∥∥
∫
Ω\E1∪E2
h(t)f (t) dμ
∥∥∥∥

∫
Ω
h(t)
∥∥f (t)∥∥dμ − ∫
Ω\E1∪E2
h(t)
∥∥f (t)∥∥dμ
=
∫
E1∪E2
h(t)
∥∥f (t)∥∥dμ = ∫
E1
h(t)
∥∥f (t)∥∥dμ + ∫
E2
h(t)
∥∥f (t)∥∥dμ

∥∥∥∥
∫
E1
h(t)f (t) dμ
∥∥∥∥+
∥∥∥∥
∫
E2
h(t)f (t) dμ
∥∥∥∥.
Clearly, ‖∫
E1
h(t)f (t) dμ + ∫
E2
h(t)f (t) dμ‖ ‖∫
E1
h(t)f (t) dμ‖ + ‖∫
E2
h(t)f (t) dμ‖. So we get∥∥∥∥
∫
E1
h(t)f (t) dμ +
∫
E2
h(t)f (t) dμ
∥∥∥∥=
∥∥∥∥
∫
E1
h(t)f (t) dμ
∥∥∥∥+
∥∥∥∥
∫
E2
h(t)f (t) dμ
∥∥∥∥.
Since X is a strictly convex Banach space, we have∫
E1
h(t)f (t) dμ
‖∫
E1
h(t)f (t) dμ‖ =
∫
E2
h(t)f (t) dμ
‖∫
E2
h(t)f (t) dμ‖
when both
∫
E1
h(t)f (t) dμ and
∫
E2
h(t)f (t) dμ are nonzero. Now fix E2 and let x :=
∫
E2
h(t)f (t) dμ
‖∫E2 h(t)f (t) dμ‖ . Since hfχEc2 ∈
L1(Ec2,X), we have
lim
E1↘{p}
∫
E1
h(t)f (t) dμ
μ(E1)
= h(p)f (p) for almost all p ∈ Ec2
(cf. Dunford and Schwartz [2, p. 217]). Hence
f (p)
‖f (p)‖ = limE1↘{p}
∫
E1
h(t)f (t) dμ
μ(E1)
‖∫E1 h(t)f (t) dμ‖
μ(E1)
=
∫
E2
h(t)f (t) dμ
‖∫
E2
h(t)f (t) dμ‖ = x
for almost all p ∈ Ec2. This implies
∫
Ec2
h(t)f (t) dμ
‖∫Ec2 h(t)f (t) dμ‖ = x. Then, with E2 replaced by E
c
2, the same argument as above
shows that also f (t)‖f (t)‖ = x a.e. on E2. Thus f (t)‖f (t)‖ = x a.e. in Ω .
(e) ⇒ (a). If f (t)‖f (t)‖ = x a.e. in Ω , then f (t) = ‖f (t)‖x a.e. in Ω and so∥∥∥∥
∫
Ω
f (t) dμ
∥∥∥∥=
∥∥∥∥
∫
Ω
∥∥f (t)∥∥x dμ∥∥∥∥=
∫
Ω
∥∥f (t)∥∥dμ‖x‖ = ∫
Ω
∥∥f (t)∥∥dμ. 
The following theorem gives conditions for the equality in (2.1) to hold in a Banach space or in a strictly convex
Banach space.
Theorem 2.4. Let X be a Banach space, (Ω,μ) be a measure space with positive measure μ, and a(·) be an essentially
bounded positive integrable function on Ω . For a function f ∈ L1(Ω,X) such that ess inf(‖f (·)‖) > 0, we have
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∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥+
(
‖a‖1 −
∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
ess inf
∥∥f (·)∥∥= ∫
Ω
a(t)
∥∥f (t)∥∥dμ (2.5)
if and only if one of the following two conditions holds:
(a) ‖f (t)‖ is constant almost everywhere in Ω ;
(b) the following hold:∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥+
∥∥∥∥
∫
Ω
(
1
α
− 1‖f (t)‖
)
a(t)f (t) dμ
∥∥∥∥=
∥∥∥∥
∫
Ω
a(t)f (t)
α
dμ
∥∥∥∥ (2.6)
and ∥∥∥∥
∫
T1
(
1
α
− 1‖f (t)‖
)
a(t)f (t) dμ
∥∥∥∥=
∫
T1
(
1
α
− 1‖f (t)‖
)
a(t)
∥∥f (t)∥∥dμ. (2.7)
Moreover, if X is strictly convex, (b) is equivalent to
(b′) f (t)‖f (t)‖ =
∫
Ω
a(s)f (s)
‖f (s)‖ dμ(s)
‖∫Ω a(s)f (s)‖f (s)‖ dμ(s)‖ for almost all t in T1.
Proof. Case 1: Clearly, if ‖f (·)‖ is constant almost everywhere in Ω , then (2.5) holds trivially.
Case 2: Assume not Case 1. According to (2.3) in the proof of Theorem 2.1, the equality (2.5) is equivalent to∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥=
∥∥∥∥
∫
Ω
a(t)f (t)
α
dμ
∥∥∥∥−
∫
T1
(
1
α
− 1‖f (t)‖
)
a(t)
∥∥f (t)∥∥dμ. (2.8)
Let y := ∫
Ω
a(t)f (t)
‖f (t)‖ dμ and z :=
∫
T1
( 1
α
− 1‖f (t)‖ )a(t)f (t) dμ =
∫
Ω
( 1
α
− 1‖f (t)‖ )a(t)f (t) dμ. Then y + z =∫
Ω
a(t)f (t)
α
dμ and (2.8) means
‖y‖ = ‖y + z‖ −
∫
T1
(
1
α
− 1‖f (t)‖
)
a(t)
∥∥f (t)∥∥dμ.
This identity and the triangle inequality imply
‖y‖ ‖y + z‖ − ‖z‖ ‖y + z‖ −
∫
T1
(
1
α
− 1‖f (t)‖
)
a(t)
∥∥f (t)∥∥dμ = ‖y‖
from which it follows that ‖y‖ + ‖z‖ = ‖y + z‖ (i.e., (2.6)) and ‖z‖ = ∫
T1
( 1
α
− 1‖f (t)‖ )a(t)‖f (t)‖dμ, (i.e., (2.7)).
Conversely, (2.6) and (2.7) imply (2.8). Hence, when (a) does not hold, we have (2.5) ⇔ (2.8) ⇔ (2.6) and (2.7).
Now suppose X is a strictly convex Banach space. Then we have (2.6) ⇔ y‖y‖ = z‖z‖ , i.e.,∫
Ω
a(t)f (t)
‖f (t)‖ dμ
‖∫
Ω
a(t)f (t)
‖f (t)‖ dμ‖
=
∫
T1
( 1
α
− 1‖f (t)‖ )a(t)f (t) dμ
‖∫
T1
( 1
α
− 1‖f (t)‖ )a(t)f (t) dμ‖
.
Since the function ( 1
α
− 1‖f (·)‖ )a(·) is positive and bounded on T1, and f (t) = 0 for t ∈ T1, by Proposition 2.3(iii),
(2.7) is equivalent to that f (t)‖f (t)‖ is equal to a constant unit vector x for almost all t in T1. Thus (2.6) together with (2.7)
is equivalent to condition (b′). 
Remark 2.5. When ess inf(‖f (·)‖) = 0, (2.5) holds if and only if ‖∫
Ω
a(t)f (t) dμ‖ = ∫
Ω
a(t)‖f (t)‖dμ, and, in case
X is strictly convex and f (t) = 0 almost everywhere in Ω , it is also equivalent to f (t)‖f (t)‖ being a constant unit vector
almost everywhere in Ω , by applying Proposition 2.3(iii) to the function a(·)f (·).
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space.
Theorem 2.6. Let X be a Banach space, (Ω,μ) be a measure space with positive measure μ, and a(·) be an essentially
bounded positive integrable function on Ω . For a function f ∈ L1(Ω,X) such that ess inf(‖f (·)‖) > 0, we have∫
Ω
∥∥a(t)f (t)∥∥dμ = ∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥+
(
‖a‖1 −
∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
ess sup
(∥∥f (·)∥∥) (2.9)
if and only if one of the following two conditions holds:
(a) ‖f (t)‖ is constant almost everywhere in Ω ;
(b) the following hold:∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥−
∥∥∥∥
∫
Ω
(
1
‖f (t)‖ −
1
β
)
a(t)f (t) dμ
∥∥∥∥=
∥∥∥∥
∫
Ω
a(t)f (t)
β
dμ
∥∥∥∥ (2.10)
and ∥∥∥∥
∫
U1
(
1
‖f (t)‖ −
1
β
)
a(t)f (t) dμ
∥∥∥∥=
∫
U1
(
1
‖f (t)‖ −
1
β
)
a(t)
∥∥f (t)∥∥dμ. (2.11)
Moreover, if X is strictly convex, (b) is equivalent to
(b′) f (t)‖f (t)‖ =
∫
Ω a(s)f (s) dμ(s)
‖∫Ω a(s)f (s) dμ(s)‖ for almost all t in U1.
Proof. Case 1: Clearly, if ‖f (·)‖ is constant almost everywhere in Ω , then (2.9) holds trivially.
Case 2: Assume not Case 1. According to (2.4) in the proof of Theorem 2.1, the equality (2.9) is equivalent to∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥=
∥∥∥∥
∫
Ω
a(t)f (t)
β
dμ
∥∥∥∥+
∫
U1
(
1
‖f (t)‖ −
1
β
)
a(t)
∥∥f (t)∥∥dμ. (2.12)
Let y′ := ∫
Ω
a(t)f (t)
‖f (t)‖ dμ and z
′ := ∫
U1
( 1‖f (t)‖ − 1β )a(t)f (t) dμ =
∫
Ω
( 1‖f (t)‖ − 1β )a(t)f (t) dμ. Then y′ − z′ =∫
Ω
a(t)f (t)
β
dμ and (2.12) means
‖y′‖ = ‖y′ − z′‖ +
∫
U1
(
1
‖f (t)‖ −
1
β
)
a(t)
∥∥f (t)∥∥dμ.
This identity and the triangle inequality imply
‖y′‖ = ∥∥(y′ − z′) + z′∥∥ ‖y′ − z′‖ + ‖z′‖ ‖y′ − z′‖ + ∫
U1
(
1
‖f (t)‖ −
1
β
)
a(t)
∥∥f (t)∥∥dμ = ‖y′‖
from which it follows that ‖y′‖−‖z′‖ = ‖y′ −z′‖ (i.e., (2.10)) and ‖z′‖ = ∫
U1
( 1‖f (t)‖ − 1β )a(t)‖f (t)‖dμ (i.e., (2.11)).
Conversely, (2.10) and (2.11) imply (2.12). Hence we have (2.9) ⇔ (2.12) ⇔ (2.10) and (2.11).
Now suppose X is a strictly convex Banach space. Then we have (2.10) ⇔ y′−z′‖y′−z′‖ = z
′
‖z′‖ , i.e.,∫
Ω
a(t)f (t) dμ
‖∫
Ω
a(t)f (t) dμ‖ =
∫
U1
( 1‖f (t)‖ − 1β )a(t)f (t) dμ
‖∫
U1
( 1‖f (t)‖ − 1β )a(t)f (t) dμ‖
.
Since the function ( 1‖f (·)‖ − 1β )a(·) is positive and bounded on U1 and f (t) = 0 a.e. in U1, by Proposition 2.3(iii),
(2.11) is equivalent to that f (t)‖f (t)‖ is equal to a constant unit vector x for almost all t in U1. Thus (2.10) together
with (2.11) is equivalent to condition (b′). 
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Example 2.7. Let a(t) ≡ 1 and let f (t) = −1 for 0 t < 1/3 and f (t) = 2 for 1/3 t  1. Then ess inf|f (·)| = 1,
ess sup |f (·)| = 2, ∫ 10 f (t) dt = ∫ 1/30 (−1) dt+∫ 11/3 2dt = 1, ∫ 10 |f (t)|dt = ∫ 1/30 dt+∫ 11/3 2dt = 5/3, and ∫ 10 f (t)|f (t)| dt =∫ 1/3
0 (−1) dt +
∫ 1
1/3 dt = 1/3, so that∣∣∣∣∣
1∫
0
f (t) dt
∣∣∣∣∣+
(
1 −
∣∣∣∣∣
1∫
0
f (t)
|f (t)| dt
∣∣∣∣∣
)
ess inf
∣∣f (t)∣∣
= 1 +
(
1 − 1
3
)
· 1 = 5
3
=
1∫
0
∣∣f (t)∣∣dt <
∣∣∣∣∣
1∫
0
f (t) dt
∣∣∣∣∣+
(
1 −
∣∣∣∣∣
1∫
0
f (t)
|f (t)| dt
∣∣∣∣∣
)
ess sup
∣∣f (t)∣∣
= 1 +
(
1 − 1
3
)
· 2 = 7
3
.
Note that in this example T1 = [1/3,1] and U1 = [0,1/3), and
f (t)
|f (t)| = 1 =
∫ 1
0
f (s)
|f (s)| ds
|∫ 10 f (s)|f (s)| ds| for t ∈ T1,
while
f (t)
|f (t)| = −1 =
∫ 1
0 f (s) ds
|∫ 10 f (s) ds| = 1 for t ∈ U1.
Hence this example justifies Theorems 2.4 and 2.6.
The next example is such that the inequality in (2.1) is strict while (2.2) becomes an equality.
Example 2.8. Let a(t) ≡ 1 and let f (t) = −2 for 0 t < 1/3 and f (t) = 1 for 1/3 t  1. Then ess inf|f (·)| = 1,
ess sup |f (·)| = 2, ∫ 10 f (t) dt = ∫ 1/30 (−2) dt + ∫ 11/3 1dt = 0, ∫ 10 |f (t)|dt = ∫ 1/30 2dt + ∫ 11/3 1dt = 4/3, and∫ 1
0
f (t)
|f (t)| dt =
∫ 1/3
0 (−1) dt +
∫ 1
1/3 dt = 1/3, so that∣∣∣∣∣
1∫
0
f (t) dt
∣∣∣∣∣+
(
1 −
∣∣∣∣∣
1∫
0
f (t)
|f (t)| dt
∣∣∣∣∣
)
ess inf
∣∣f (t)∣∣
= 0 +
(
1 − 1
3
)
· 1 = 2
3
<
1∫
0
∣∣f (t)∣∣dt = 4
3
=
∣∣∣∣∣
1∫
0
f (t) dt
∣∣∣∣∣+
(
1 −
∣∣∣∣∣
1∫
0
f (t)
|f (t)| dt
∣∣∣∣∣
)
ess sup
∣∣f (t)∣∣
= 0 +
(
1 − 1
3
)
· 2 = 4
3
.
Note that in this example T1 = [0,1/3) and U1 = [1/3,1], and
f (t)
|f (t)| = −1 =
∫ 1
0
f (s)
|f (s)| ds
|∫ 10 f (s)|f (s)| ds| = 1 for t ∈ T1,
while
f (t)
|f (t)| = 1 =
∫ 1
0 f (s) ds
|∫ 10 f (s) ds| for t ∈ U1.
Hence this example also justifies Theorems 2.4 and 2.6.
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convex Banach space.
Theorem 2.9. Let X be a Banach space, (Ω,μ) be a measure space with positive measure μ, and a(·) be an essentially
bounded positive integrable function on Ω . For a function f ∈ L1(Ω,X) such that ess inf(‖f (·)‖) > 0, we have∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥+
(
‖a‖1 −
∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
ess inf
(∥∥f (·)∥∥)
=
∫
Ω
a(t)
∥∥f (t)∥∥dμ
=
∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥+
(
‖a‖1 −
∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
ess sup
(∥∥f (·)∥∥) (2.13)
if and only if one of the following two conditions holds:
(a) ‖f (t)‖ is constant almost everywhere in Ω ;
(b) ‖∫
Ω
a(t)f (t)
‖f (t)‖ dμ‖ = ‖a‖1.
Moreover, if X is strictly convex, (b) is equivalent to
(b′) f (t)‖f (t)‖ is a constant unit vector almost everywhere in Ω .
Proof. Clearly, if (a) holds, then (2.13) holds trivially. If (b) holds, then (2.13) follows immediately from (2.1)
and (2.2).
Conversely, suppose (2.13) holds. If (a) does not hold, then ess inf(‖f (·)‖) < ess sup(‖f (·)‖), and so (2.13) im-
plies (b).
Since (b) means∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥= ‖a‖1 =
∫
Ω
a(t)‖f (t)‖
‖f (t)‖ dμ,
and since the function a(·)‖f (·)‖ is essentially bounded, when X is strictly convex, (b) is equivalent to f (t)‖f (t)‖ being a
constant unit vector almost everywhere in Ω , by the equivalence of (c′) and (e) in Proposition 2.3(iii). 
Corollary 2.10. Let X be a Banach space, (Ω,μ) be a measure space with positive measure μ, and a(·) be an
essentially bounded positive integrable function on Ω . For a function f ∈ L1(Ω,X) such that ess inf(‖f (·)‖) > 0, we
have ∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥=
∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥+
(
‖a‖1 −
∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
ess inf
(∥∥f (·)∥∥)
=
∫
Ω
a(t)
∥∥f (t)∥∥dμ
=
∥∥∥∥
∫
Ω
a(t)f (t) dμ
∥∥∥∥+
(
‖a‖1 −
∥∥∥∥
∫
Ω
a(t)f (t)
‖f (t)‖ dμ
∥∥∥∥
)
ess sup
(∥∥f (·)∥∥) (2.14)
if and only if ‖∫
Ω
a(t)f (t)
‖f (t)‖ dμ‖ = ‖a‖1, and, in case X is strictly convex, if and only if f (t)‖f (t)‖ is a constant unit vector
almost everywhere in Ω .
C.-Y. Hsu et al. / J. Math. Anal. Appl. 344 (2008) 17–31 27Example 2.11. Let a ≡ 1, and let f ∈ L1([0,1],R2) be defined by f (t) = (t,1 − t), t ∈ [0,1]. Since ‖f (t)‖1 =
t + (1 − t) = 1 for all t ∈ [0,1] and∥∥∥∥∥
1∫
0
f (t)
‖f (t)‖1 dt
∥∥∥∥∥
1
=
∥∥∥∥∥
1∫
0
f (t) dt
∥∥∥∥∥
1
= 1,
it follows from Corollary 2.10 that all the equalities in (2.14) hold.
3. Specializations to series
For discrete versions of the results in Section 2, by letting Ω = N, μ(n) := 1 and a(n) := an for n ∈ N in The-
orems 2.1, 2.4, 2.5, and 2.6, we obtain the following theorems about sharp triangle inequality and its reverse for
series.
Theorem 3.1. Let {an} be a sequence of nonnegative numbers such that ∑∞n=1 an < ∞. Then for any sequence {xn}
of nonzero elements in a Banach space X such that ∑∞n=1 an‖xn‖ < ∞, we have∥∥∥∥∥
∞∑
j=1
ajxj
∥∥∥∥∥+
( ∞∑
j=1
aj −
∥∥∥∥∥
∞∑
j=1
aj
xj
‖xj‖
∥∥∥∥∥
)
inf
j
‖xj‖
∞∑
j=1
aj‖xj‖; (3.1)
∞∑
j=1
aj‖xj‖
∥∥∥∥∥
∞∑
j=1
ajxj
∥∥∥∥∥+
( ∞∑
j=1
aj −
∥∥∥∥∥
∞∑
j=1
aj
xj
‖xj‖
∥∥∥∥∥
)
sup
j
‖xj‖. (3.2)
Theorem 3.2. Let {an} be a sequence of nonnegative numbers such that ∑∞n=1 an < ∞. Then for any sequence {xn}
of nonzero elements in a Banach space X such that ∑∞n=1 an‖xn‖ < ∞, we have∥∥∥∥∥
∞∑
j=1
ajxj
∥∥∥∥∥+
( ∞∑
j=1
aj −
∥∥∥∥∥
∞∑
j=1
aj
xj
‖xj‖
∥∥∥∥∥
)
inf
j
‖xj‖ =
∞∑
j=1
aj‖xj‖ (3.3)
if and only if one of the following two conditions holds:
(a) ‖xi‖ = ‖xj‖ for all i, j ∈ N;
(b) the following hold:∥∥∥∥∥
∞∑
j=1
aj
xj
‖xj‖
∥∥∥∥∥+
∥∥∥∥∥
∞∑
j=1
(
1
α
− 1‖xj‖
)
ajxj
∥∥∥∥∥=
∥∥∥∥∥
∞∑
j=1
aj
xj
α
∥∥∥∥∥ (3.4)
and ∥∥∥∥∑
j∈T1
(
1
α
− 1‖xj‖
)
ajxj
∥∥∥∥= ∑
j∈T1
∣∣∣∣ 1α − 1‖xj‖
∣∣∣∣aj‖xj‖, (3.5)
where α := infj‖xj‖ and T1 := {j ∈N; ‖xj‖ > α}.
Moreover, if X is strictly convex, (b) is equivalent to
(b′) xk‖xk‖ =
∑∞
j=1 aj
xj
‖xj ‖
‖∑∞j=1 aj xj‖xj ‖ ‖ for all k ∈ T1.
Theorem 3.3. Let {an} be a sequence of nonnegative numbers such that ∑∞n=1 an < ∞. Then for any sequence {xn}
of nonzero elements in a Banach space X such that ∑∞n=1 an‖xn‖ < ∞, we have
∞∑
aj‖xj‖ =
∥∥∥∥∥
∞∑
ajxj
∥∥∥∥∥+
( ∞∑
aj −
∥∥∥∥∥
∞∑
aj
xj
‖xj‖
∥∥∥∥∥
)
sup
j
‖xj‖ (3.6)
j=1 j=1 j=1 j=1
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(a) ‖xi‖ = ‖xj‖ for all i, j ∈ N;
(b) the following hold:
∥∥∥∥∥
∞∑
j=1
aj
xj
‖xj‖
∥∥∥∥∥+
∥∥∥∥∥
∞∑
j=1
(
1
β
− 1‖xj‖
)
ajxj
∥∥∥∥∥=
∥∥∥∥∥
∞∑
j=1
aj
xj
β
∥∥∥∥∥ (3.7)
and ∥∥∥∥ ∑
j∈U1
(
1
β
− 1‖xj‖
)
ajxj
∥∥∥∥= ∑
j∈U1
∣∣∣∣ 1β − 1‖xj‖
∣∣∣∣aj‖xj‖, (3.8)
where β := supj‖xj‖ and U1 := {xj ∈ N; ‖xj‖ < β}.
Moreover, if X is strictly convex, (b) is equivalent to
(b′) xk‖xk‖ =
∑∞
j=1 aj xj
‖∑∞j=1 aj xj ‖ for all k ∈ U1.
Theorem 3.4. Let {an} be a sequence of nonnegative numbers such that ∑∞n=1 an < ∞. Then for any sequence {xn}
of nonzero elements in a Banach space X such that ∑∞n=1 an‖xn‖ < ∞, we have
∥∥∥∥∥
∞∑
j=1
ajxj
∥∥∥∥∥+
( ∞∑
j=1
aj −
∥∥∥∥∥
∞∑
j=1
aj
xj
‖xj‖
∥∥∥∥∥
)
inf
j
‖xj‖
=
∞∑
j=1
aj‖xj‖ =
∥∥∥∥∥
∞∑
j=1
ajxj
∥∥∥∥∥+
( ∞∑
j=1
aj −
∥∥∥∥∥
∞∑
j=1
aj
xj
‖xj‖
∥∥∥∥∥
)
sup
j
‖xj‖ (3.9)
if and only if one of the following two conditions holds:
(a) ‖xi‖ = ‖xj‖ for all i, j ∈ N;
(b) ‖∑∞j=1aj xj‖xj ‖‖ =∑∞j=1 aj .
Moreover, if X is strictly convex, (b) is equivalent to
(b′) xi‖xi‖ =
xj
‖xj ‖ for all i, j ∈N.
In particular, by letting aj = 1 for all 1 j  n and aj = 0 for all j  n+1, we obtain the results of Kato et al. [3].
4. Generalization of the triangle inequality of the second kind
The following theorem is the continuous version of a generalization of (1.7) and (1.8).
Theorem 4.1. Let X be a Banach space and (Ω,μ) be a measure space with a positive measure μ. Suppose there
exists λ ∈ L1(Ω,R) such that α := inft∈Ω |λ(t)| > 0.
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∫
Ω
f (t) dμ
∥∥∥∥
p

[∥∥∥∥
∫
Ω
f (t) dμ
∥∥∥∥+
(
μ(Ω) −
∥∥∥∥
∫
Ω
f (t)
‖f (t)‖ dμ
∥∥∥∥
)
ess inf
(∥∥f (·)∥∥)]p (4.1)

(∫
Ω
∣∣λ(t)∣∣dμ)p−1∫
Ω
‖f (t)‖p
|λ(t)|p−1 dμ (4.2)
for all f ∈ Lp(Ω,X) (p  1) such that f (t) = 0 almost everywhere in Ω .
(ii) The equality in (4.1) holds if and only if either ‖∫
Ω
f (t)
‖f (t)‖ dμ‖ = μ(Ω) or ess inf(‖f (·)‖) = 0.
(iii) The equality in (4.2) holds if and only if the assertion in Theorem 2.4 holds and ‖f (t)‖|λ(t)| is constant almost every-
where in Ω .
(iv) Both equalities in (4.1) and (4.2) hold if and only if ‖∫
Ω
f (t) dμ‖ = ∫
Ω
‖f (t)‖dμ and ‖f (t)‖|λ(t)| is constant almost
everywhere in Ω , if and only if f (t)|λ(t)| is a constant vector almost everywhere in Ω , in case X is strictly convex.
Proof. (i) That μ has to be finite is seen from the estimation:
αμ(Ω)
∫
Ω
∣∣λ(t)∣∣dμ = ‖λ‖1 < ∞.
Hence f ∈ L1(Ω,X). By (2.1) (with λ ≡ 1) and Hölder’s inequality, we have∥∥∥∥
∫
Ω
f (t) dμ
∥∥∥∥
∥∥∥∥
∫
Ω
f (t) dμ
∥∥∥∥+
(
μ(Ω) −
∥∥∥∥
∫
Ω
f (t)
‖f (t)‖ dμ
∥∥∥∥
)
ess inf
(∥∥f (·)∥∥)

∫
Ω
∥∥f (t)∥∥dμ = ∫
Ω
∥∥∥∥λ(t) 1q f (t)
λ(t)
1
q
∥∥∥∥dμ (1/p + 1/q = 1)

(∫
Ω
∣∣λ(t)∣∣ qq dμ) 1q (∫
Ω
∥∥∥∥ f (t)
λ(t)
1
q
∥∥∥∥
p
dμ
) 1
p
= ‖λ‖
1
q
1
(∫
Ω
‖f (t)‖p
|λ(t)|p−1 dμ
) 1
p
.
This proves (4.1) and (4.2).
(ii) follows from Proposition 2.3.
(iii) According to the above estimation we see that the equality in (4.2) holds if and only if (2.5) (with a ≡ 1) and
the following equality holds:∫
Ω
∥∥∥∥λ(t) 1q f (t)
λ(t)
1
q
∥∥∥∥dμ =
(∫
Ω
∣∣λ(t)∣∣ qq dμ) 1q (∫
Ω
∥∥∥∥ f (t)
λ(t)
1
q
∥∥∥∥
p
dμ
) 1
p
. (4.3)
By the condition for the equality in Hölder’s inequality (cf. Royden [6]), (4.3) is equivalent to the existence of constants
α and β , not both 0, such that
α
∥∥∥∥ f (t)
λ(t)
1
q
∥∥∥∥
p
= β∣∣λ(t)∣∣ qq for almost all t ∈ Ω.
But the latter is equivalent to that ‖f (t)‖/|λ(t)| is constant almost everywhere in Ω .
(iv) The validity of both equalities in (4.1) and (4.2) is equivalent to the validity of∥∥∥∥
∫
Ω
f (t) dμ
∥∥∥∥=
∫
Ω
∥∥f (t)∥∥dμ (4.4)
and (4.3) (i.e., ‖f (t)‖/|λ(t)| is constant almost everywhere in Ω).
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vector almost everywhere in Ω . Hence the equalities in (4.1) and (4.2) hold if and only if f (t)|λ(t)| is a constant vector
almost everywhere in Ω . 
The following corollary is the discrete version which is a special case of Theorem 4.1.
Corollary 4.2. Let {λn}, {an} be sequences of nonnegative numbers such that infn λn > 0 and ∑∞n=1 anλn < ∞. Then∑∞
n=1 an < ∞, and for any sequence {xn} of nonzero elements in a Banach space such that
∑∞
n=1 an‖xn‖p < ∞ and
infn‖xn‖ > 0 we have
∥∥∥∥∥
∞∑
j=1
ajxj
∥∥∥∥∥
p

[∥∥∥∥∥
∞∑
j=1
ajxj
∥∥∥∥∥+
( ∞∑
j=1
aj −
∥∥∥∥∥
∞∑
j=1
aj
xj
‖xj‖
∥∥∥∥∥
)
inf
j
‖xj‖
]p

( ∞∑
j=1
ajλj
)p−1 ∞∑
j=1
aj‖xj‖p
λj
p−1 .
Moreover, the equalities hold if and only if the following two conditions hold:
(a) ‖∑∞j=1 ajxj‖ =∑∞j=1 aj‖xj‖;
(b) there is a constant c > 0 such that ‖xn‖
λn
= c for all n ∈N.
In case that X is strictly convex, the equalities hold if and only if there is a constant vector x such that xn
λn
= x for
all n ∈N.
Proof. Let Ω =N, f (n) = xn, λ(n) := λn and μ(n) := an in Theorem 4.1. 
In particular, by letting λj = 1 for all 1 j  n and λj = aj = 0 for all j  n + 1 in Corollary 4.2, we obtain the
following corollary, which is a generalization of the triangle inequality of the second kind: (1.7).
Corollary 4.3. Let λ1, λ2, . . . , λn be positive numbers and x1, x2, . . . , xn be nonzero elements in a normed space X.
Then
∥∥∥∥∥
n∑
j=1
ajxj
∥∥∥∥∥
p

[∥∥∥∥∥
n∑
j=1
ajxj
∥∥∥∥∥+
(
n∑
j=1
aj −
∥∥∥∥∥
n∑
j=1
aj
xj
‖xj‖
∥∥∥∥∥
)
min
1jn
‖xj‖
]p

(
n∑
j=1
aj
)p−1 n∑
j=1
aj‖xj‖p.
Moreover, the equalities hold if and only if the following two conditions hold:
(a) ‖∑nj=1 ajxj‖ =∑nj=1 aj‖xj‖;
(b) ‖x1‖ = ‖x2‖ = · · · = ‖xn‖.
In case that X is strictly convex, the equalities hold if and only if x1 = x2 = · · · = xn.
By letting aj = 1 for all 1 j  n and aj = 0 for all j  n+ 1 in Corollary 4.2, we obtain the following corollary,
which is a generalization of the triangle inequality of the second kind: (1.8).
Corollary 4.4. Let λ1, λ2, . . . , λn be positive numbers and x1, x2, . . . , xn be nonzero elements in a normed space X.
Then
∥∥∥∥∥
n∑
j=1
xj
∥∥∥∥∥
p

[∥∥∥∥∥
n∑
j=1
xj
∥∥∥∥∥+
(
n −
∥∥∥∥∥
n∑
j=1
xj
‖xj‖
∥∥∥∥∥
)
min
1jn
‖xj‖
]p

(
n∑
j=1
λj
)p−1 n∑
j=1
‖xj‖p
λj
p−1 .
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(a) ‖∑nj=1 xj‖ =∑nj=1‖xj‖;
(b) ‖x1‖
λ1
= ‖x2‖
λ2
= · · · = ‖xn‖
λn
.
In case that X is strictly convex, the equalities hold if and only if x1
λ1
= x2
λ2
= · · · = xn
λn
.
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