Fuzzy optimal control of linear quadratic models  by Zhao, Yanjuan & Zhu, Yuanguo
Computers and Mathematics with Applications 60 (2010) 67–73
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Fuzzy optimal control of linear quadratic models
Yanjuan Zhao, Yuanguo Zhu ∗
Department of Applied Mathematics, Nanjing University of Science and Technology, Nanjing 210094, Jiangsu, China
a r t i c l e i n f o
Article history:
Received 5 January 2010
Received in revised form 16 April 2010
Accepted 16 April 2010
Keywords:
Fuzzy optimal control
Fuzzy process
Equation of optimality
Linear quadratic model
a b s t r a c t
Optimal control is a very important field of study not only in theory but in applications.
Based on the concept of fuzzy process, a fuzzy optimal control model is investigated with
a quadratic objective functional for a linear fuzzy control system.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The optimal control theory has been an important branch of modern control theory since the fifties of the last century.
The study of optimal control greatly attracted the attention of many mathematicians because of the necessity of strict
expression form in optimal control theory.With themore use ofmethods and results onmathematics and computer science,
optimal control theory has greatly achieved development, and been applied to many fields such as production engineering,
programming, economy and management.
The study of stochastic optimal control initiated in the 1970s such as in [1] for finance. Some research on optimal control
of Brownianmotion process or stochastic differential equations and applications in finance refer to somebooks such as [2–4].
One of the main methods for studying optimal control is dynamic programming. The use of dynamic programming in
optimization over Ito’s process is discussed in [5].
The complexity of the world makes the events we face uncertain in various forms. Besides randomness, fuzziness is also
an important uncertainty, which plays an essential role in the real world. Fuzzy set theory has been developed very fast
since it was introduced by scientist on cybernetics Zadeh [6] in 1965. A fuzzy set was characterized with its membership
function by Zadeh. In order to give a self-dual measure for fuzzy events, Liu and Liu [7] introduced the concept of credibility
measure in 2002. Based on credibility measure, credibility theory was founded by Liu [8] in 2004 and refined by Liu [9] as a
branch of mathematics for dealing with the behavior of fuzzy phenomena. A fuzzy variable may be redefined as a function
from a credibility space to the set of real numbers. As fuzzy counterpart of stochastic process and Brownian motion, fuzzy
process and C process was introduced by Liu [10] recently. We may call C process to be Liu process.
In order to handle an optimal control problem with fuzzy process, Zhu [11] introduced and dealt with a fuzzy optimal
control problem by using dynamic programming in 2009. Zhu presented the equation of optimality for a fuzzy optimal
control expected value model. The equation provided a necessary condition for the existence of optimal control, and also a
sufficient condition if the objective function is convex or concave. The optimal control may be derived from the solutions
of the equation of optimality. However, the equation of optimality generally does not have analytic solutions except some
special cases.
∗ Corresponding author. Tel.: +86 25 84315878.
E-mail addresses: zhaoyanjuan8056@126.com (Y. Zhao), ygzhu@mail.njust.edu.cn (Y. Zhu).
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2010.04.030
68 Y. Zhao, Y. Zhu / Computers and Mathematics with Applications 60 (2010) 67–73
In this paper we will study a special fuzzy optimal control problem: linear quadratic fuzzy optimal control problem. It
is an important model and has analytic optimal control solutions. The rest of the paper is organized as follows. In the next
section wewill review some basic concepts and introduce fuzzy control system. In Section 3, wewill introduce the equation
of optimality for a fuzzy optimal control problem. In Section 4, we will consider the solutions of a linear quadratic fuzzy
optimal control model.
2. Preliminaries
For convenience, we give some useful concepts at first. Let (Θ, P, Cr) be a credibility space [8], where Θ is a nonempty
set, P the power set of Θ , and Cr a credibility measure. A fuzzy variable is a measurable function from a credibility space
(Θ, P, Cr) to the set of real numbers. If a fuzzy variable ξ is given by amembership functionµ, thenwemay get the credibility
value via
Cr{ξ ∈ B} = 1
2
(sup
x∈B
µ(x)+ 1− sup
x∈Bc
µ(x)), B ⊂ R.
Conversely, the membership function of a fuzzy variable ξ may be derived from the credibility measure by
µ(x) = (2Cr{ξ = x}) ∧ 1, x ∈ R.
Definition 2.1 (Liu and Liu [7]). Let ξ be a fuzzy variable. Then the expected value of ξ is defined by
E[ξ ] =
∫ +∞
0
Cr{ξ ≥ r}dr −
∫ 0
−∞
Cr{ξ ≤ r}dr
provided that at least one of the two integrals is finite.
Based on the credibility space, Liu [10] introduced the concepts of fuzzy process, Liu process, fuzzy differential equation,
etc.
Definition 2.2 (Liu [10]). Let T be an index set and let (Θ, P, Cr) be a credibility space. A fuzzy process is a function from
T × (Θ, P, Cr) to the set of real numbers.
That is, a fuzzy process X(t, θ) is a function of two variables such that the function X(t, θ) is a fuzzy variable for each t . For
each fixed θ , the function X(t, θ) is called a sample path of the fuzzy process. Instead of longer notation X(t, θ), sometimes
we use the symbol Xt .
Definition 2.3 (Liu [10]). A fuzzy process, simply denoted by Xt , is said to have independent increments if Xt1 − Xt0 , Xt2 −
Xt1 , . . . , Xtk − Xtk−1 are independent fuzzy variables for any times t0 < t1 < · · · < tk. A fuzzy process Xt is said to have
stationary increments if, for any given t > 0, the increments Xts+t − Xts are identically distributed fuzzy variables for all
s > 0.
Definition 2.4 (Liu [10]). A fuzzy process Ct is said to be Liu process if
(i) C0 = 0,
(ii) Ct has stationary and independent increments,
(iii) every increment Cts+t − Cts is a normally distributed fuzzy variable with expected value et and variance σ 2t2, whose
membership function is
µ(x) = 2
(
1+ exp
(
pi |x− et|√
6σ t
))−1
, x ∈ R.
The parameters e and σ are called the drift and diffusion coefficients, respectively. The Liu process is said to be standard if
e = 0 and σ = 1. The Liu process plays the role of Brownian motion or Wiener process.
Fuzzy differential equation was proposed by Liu [10] in 2008 as a type of differential equation driven by Liu process just
like that stochastic differential equation is a type of differential equation driven by Brownian motion.
Definition 2.5 (Liu [10]). Suppose Ct is a standard Liu process, and f and g are some given functions. Then
dXt = f (t, Xt)dt + g(t, Xt)dCt , (2.1)
is called a fuzzy differential equation. A solution is a fuzzy process Xt that satisfies (2.1) identically in t .
Definition 2.6. A fuzzy differential equation with the following form
dXt = (αtXt + βt)dt + (δtXt + γt)dCt , (2.2)
is called linear fuzzy differential equation where αt , βt , δt , γt are given fuzzy processes.
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3. The equation of optimality
Fuzzy optimal control is to choose the best decision such that an objective function related to a fuzzy process provided
by a fuzzy differential equation is optimized. Because the objective function is a fuzzy variable for any decision, we cannot
optimize it as a real function. A question is how to compare two different fuzzy variables, or how to decide which is large.
In fact, there are many methods to do so but there is no any method to be best. These methods are established due to some
criteria including, for example, expected value, optimistic value, and credibility [12].
Now we make use of the expected value-based method to optimize the fuzzy objective function. That is, we assure that
a fuzzy variable is larger than the other if the expected value of it is larger than the expected value of the other.
A fuzzy optimal control model was considered in Zhu [11] and we restate it as follows,
J(0, x0) ≡ sup
Zs
E
[∫ T
0
F(s, Xs, Zs)ds+ S(T , XT )
]
subject to
dXs = f (s, Xs, Zs)ds+ g(s, Xs, Zs)dCs and X0 = x0,
(3.1)
where Xs is the state variable, Zs the decision variable (represents the function Zs(Xs, s) of the state Xt and time t), F the
objective function, and S the function of terminal reward. In addition, E represents the expected value operator of a fuzzy
variable and J(0, x0) is the optimal value obtainable in [0, T ] with the initial condition that at time 0 we are in state x0. For
any 0 < t < T , use J(t, x) to denote the optimal value obtainable in [t, T ] with the condition that at time t we are in state
Xt = x. That is,
J(t, x) ≡ sup
Zs
E
[∫ T
t
F(s, Xs, Zs)ds+ S(T , XT )
]
subject to
dXs = f (s, Xs, Zs)ds+ g(s, Xs, Zs)dCs and Xt = x.
(3.2)
Note that J(T , x) = S(T , x). The aim of a fuzzy optimal control model is to choose the best control Zs such that the given
objective functional related to Xs is optimized.
Theorem 3.1 (Zhu [11]). Assume that J(t, x) is a twice differentiable function on [0, T ] × R. Then we have
− Jt(t, x) = sup
z
{F(t, x, z)+ Jx(t, x)f (t, x, z)}. (3.3)
Remark 3.1. The equation of optimality (3.3) gives a necessary condition for an extremum. If the equation has solutions,
then the optimal decision and optimal value of objective function are determined. If function F is convex in its arguments,
then the equationwill produce aminimum, and if F is concave in its arguments, then it will produce amaximum. That is, if F
is convex or concave, then the equation gives a sufficient condition for an extremum. We note that the boundary condition
for the equation is J(T , XT ) = S(T , XT ).
4. Linear quadratic model
In this section, we consider a special fuzzy optimal control model with a quadratic objective function subject to a linear
fuzzy differential equation. This is an interesting and important model in applications.
4.1. General case
We formulate a linear quadratic fuzzy optimal control model as follows,
J(0, x) ≡ min
Zs
E
[∫ T
0
{F(s)X2s + G(s)Z2s + H(s)XsZs + L(s)Xs +M(s)Zs + N(s)}ds+ STX2T
]
subject to
dXs = (α(s)Xs + β(s)Zs + γ (s))ds+ (δ(s)Xs + σ(s)Zs + µ(s))dCs and X0 = x0,
(4.1)
where x0 is the initial state. The aim to discuss this model is to find an optimal control Z∗t which is a function of time t and
state Xt . For any 0 < t < T , use J(t, x) to denote the optimal value obtainable in [t, T ]with the condition that at time t we
are in state Xt = x.
Theorem 4.1. Assume that J(t, x) is a twice differentiable function on [0, T ] × R. Let F(t), G(t), H(t), L(t), M(t), N(t), α(t),
β(t), γ (t), δ(t), σ(t), µ(t), G−1(t) be continuous bounded functions of t, and F(t) ≥ 0, G(t) > 0. A necessary and sufficient
condition that Z∗t be an optimal control for (4.1) is that
Z∗t = −
H(t)x+M(t)+ β(t)P(t)x+ β(t)Q (t)
2G(t)
, (4.2)
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where x is the state of the state variable Xs at time t obtained by applying the optimal control Z∗t , the function P(t) satisfies the
following Riccati differential equation and boundary conditiondP(t)dt = β(t)
2
2G(t)
P(t)2 +
(
H(t)β(t)
G(t)
− 2α(t)
)
P(t)+ H(t)
2
G(t)
− 2F(t)
P(T ) = 2ST ,
(4.3)
and the function Q (t) satisfies the following differential equation and boundary conditiondQ (t)dt =
(
H(t)β(t)
2G(t)
+ P(t)β
2(t)
2G(t)
− α(t)
)
Q (t)+ H(t)M(t)
2G(t)
+ P(t)β(t)M(t)
2G(t)
− L(t)− P(t)γ (t)
Q (T ) = 0.
(4.4)
The optimal value is
J(0, x0) = 12x
2
0P(0)+ x0Q (0)+ R(0),
where R(t) satisfies
R(t) =
∫ T
t
(
M(s)2
4G(s)
+ β(s)
2Q (s)2
4G(s)
+ β(s)M(s)Q (s)
2G(s)
− Q (s)γ (s)− N(s)
)
ds. (4.5)
Proof. The necessity will be proved first. It follows from the equation of optimality (3.3) that
− ∂ J
∂t
= min
z
{F(t)x2 + G(t)z2 + H(t)xz + L(t)x+M(t)z + N(t)+ [α(t)x+ β(t)z + γ (t)] Jx}. (4.6)
Let
U(z) = F(t)x2 + G(t)z2 + H(t)xz + L(t)x+M(t)z + N(t)+ [α(t)x+ β(t)z + γ (t)] Jx.
Setting ∂U(z)
∂z = 0 yields
∂U(z)
∂z
= 2G(t)z + H(t)x+M(t)+ β(t)Jx = 0, (4.7)
and
∂2U(z)
∂z2
= 2G(t) > 0.
Hence
Z∗t = −
H(t)x+M(t)+ β(t)Jx
2G(t)
. (4.8)
By Eq. (4.6), we have
∂ J
∂t
+ F(t)x2 + G(t)Z∗2t + H(t)xZ∗t + L(t)x+M(t)Z∗t + N(t)+ [α(t)x+ β(t)Z∗t + γ (t)] Jx = 0. (4.9)
Taking derivative in both sides of (4.9) with respect to x yields that
∂2J
∂x∂t
+ 2F(t)x+ 2G(t)Z∗t
∂Z∗t
∂x
+ H(t)Z∗t + H(t)x
∂Z∗t
∂x
+ L(t)
+M(t) ∂Z
∗
t
∂x
+ ∂
2J
∂x2
α(t)x+ Jxα(t)+ ∂
2J
∂x2
β(t)Z∗t + Jxβ(t)
∂Z∗t
∂x
+ ∂
2J
∂x2
γ (t) = 0,
that is,
∂2J
∂x∂t
+ 2F(t)x+ H(t)Z∗t + L(t)+
∂2J
∂x2
α(t)x+ Jxα(t)+ ∂
2J
∂x2
β(t)Z∗t
+ ∂
2J
∂x2
γ (t)+ (2G(t)Z∗t + H(t)x+M(t)+ Jxβ(t))
∂Z∗t
∂x
= 0.
By Eq. (4.7), we get
∂2J
∂x∂t
+ 2F(t)x+ H(t)Z∗t + L(t)+
∂2J
∂x2
α(t)x+ Jxα(t)+ ∂
2J
∂x2
β(t)Z∗t +
∂2J
∂x2
γ (t) = 0.
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Hence
∂2J
∂x∂t
= −2F(t)x− H(t)Z∗t − L(t)−
∂2J
∂x2
α(t)x− Jxα(t)− ∂
2J
∂x2
β(t)Z∗t −
∂2J
∂x2
γ (t). (4.10)
Let
λ(t) = Jx. (4.11)
Since
Jx(T , x) = 2ST x,
we guess
λ(t) = P(t)x(t)+ Q (t). (4.12)
Taking derivative in both sides of (4.11) with respect to t yields that
dλ(t)
dt
= ∂
2J
∂x∂t
+ ∂
2J
∂x2
dx
dt
. (4.13)
Substituting Eqs. (4.8), (4.10) and (4.11) into Eq. (4.13) yields that
dλ(t)
dt
=
(
−2F(t)+ H
2(t)
2G(t)
+ H(t)β(t)P(t)
2G(t)
− 2α(t)P(t)+ P(t)β(t)H(t)
2G(t)
+ β
2(t)P2(t)
2G(t)
)
x
+
(
H(t)M(t)
2G(t)
+ H(t)β(t)Q (t)
2G(t)
− L(t)− α(t)Q (t)+ P(t)β(t)M(t)
2G(t)
+ P(t)β
2
t Q (t)
2G(t)
− P(t)γ (t)
)
+ P(t)dx
dt
. (4.14)
Taking derivative in both sides of (4.12) with respect to t yields that
dλ(t)
dt
= dP(t)
dt
x+ dQ (t)
dt
+ P(t)dx
dt
. (4.15)
By Eqs. (4.14) and (4.15) we get
dP(t)
dt
= −2F(t)− 2α(t)P(t)+ H(t)
2
G(t)
+ H(t)β(t)P(t)
G(t)
+ β(t)
2P(t)2
2G(t)
,
dQ (t)
dt
= H(t)M(t)
2G(t)
+ H(t)β(t)Q (t)
2G(t)
+ P(t)β(t)M(t)
2G(t)
+ P(t)β
2(t)Q (t)
2G(t)
− L(t)− α(t)Q (t)− P(t)γ (t).
It follows from (4.11) and (4.12) that
λ(T ) = 2ST x(T ), and λ(T ) = P(T )x(T )+ Q (T ).
So we have
P(T ) = 2ST , Q (T ) = 0.
Hence P(t) satisfies the Riccati differential equation and boundary condition (4.3), and the function Q (t) satisfies the
differential equation and boundary condition (4.4). By solving the above equations, the expressions of P(t) and Q (t) can
be obtained, respectively. In other words, the optimal control Z∗t are provided for the linear quadratic model by (4.2)
Now we will verify the sufficient condition of the theorem. Assume that Z∗t , P(t), Q (t) satisfy (4.2), (4.3), (4.4),
respectively. Now we prove that Z∗t provided by (4.2) is an optimal control. By the equation of optimality (3.3), we have
− ∂ J
∂t
= min
z
{F(t)x2 + G(t)z2 + H(t)xz + L(t)x+M(t)z + N(t)+ [α(t)x+ β(t)z + γ (t)] Jx},
so
∂ J
∂t
+min
z
{F(t)x2 + G(t)z2 + H(t)xz + L(t)x+M(t)z + N(t)+ [α(t)x+ β(t)z + γ (t)] Jx} = 0. (4.16)
Assume
J(t, x) = 1
2
P(t)x2 + Q (t)x+ R(t), (4.17)
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where R(t) is provided by (4.5). Since
∂ J
∂t
+ F(t)x2 + G(t)Z∗2t + H(t)xZ∗t + L(t)x+M(t)Z∗t + N(t)+ [α(t)x+ β(t)Z∗t + γ (t)] Jx
= 1
2
dP(t)
dt
x2 + dQ (t)
dt
+ dR(t)
dt
+ F(t)x2 + G(t)
(
−H(t)x+M(t)+ β(t)P(t)x+ β(t)Q (t)
2G(t)
)2
+H(t)x
(
−H(t)x+M(t)+ β(t)P(t)x+ β(t)Q (t)
2G(t)
)
+ L(t)x
+M(t)
(
−H(t)x+M(t)+ β(t)P(t)x+ β(t)Q (t)
2G(t)
)
+ N(t)
+ [P(t)x+ Q (t)]
[
α(t)x+ β(t)
(
−H(t)x+M(t)+ β(t)P(t)x+ β(t)Q (t)
2G(t)
)
+ γ (t)
]
= 1
2
(
dP(t)
dt
+ 2F(t)+ 2α(t)P(t)− H
2(t)
2G(t)
− H(t)β(t)P(t)
G(t)
− β
2(t)P2(t)
2G(t)
)
x2
+
(
dQ (t)
dt
− H(t)M(t)
2G(t)
+ L(t)− P(t)M(t)β(t)
2G(t)
− P(t)β
2(t)Q (t)
2G(t)
+ P(t)γ (t)+ α(t)Q (t)− Q (t)β(t)H(t)
2G(t)
)
x
+ dR(t)
dt
− M
2(t)
4G(t)
− β
2(t)Q 2(t)
4G(t)
− β(t)M(t)Q (t)
2G(t)
+ Q (t)γ (t)+ N(t)
= 0,
we know that Z∗t is a solution of Eq. (4.16). Because objective function is convex, Eq. (4.16) produces a minimum. That is, Z∗t
is an optimal control. At the same time we also get the optimal value
J(0, x0) = 12x
2
0P(0)+ x0Q (0)+ R(0). (4.18)
The theorem is proved. 
4.2. Special case
As a special case of (4.1), we consider the following linear quadratic model
J(0, x0) = min
Zs
E
[∫ T
0
F(s)X2s + G(s)Z2s ds+ STX2T
]
subject to
dXs = (α(s)Xs + β(s)Zs)ds+ (δ(s)Xs + σ(s)Zs)dCs and X0 = x0,
(4.19)
where x0 is the initial state. Assume that J(t, x) is a twice differentiable function on [0, T ]×R. Let F(t), G(t),H(t), L(t),M(t),
N(t), ST , α(t), β(t), δ(t), σ(t), G−1(t) be continuous bounded functions of t , and F(t) ≥ 0, G(t) > 0, ST ≥ 0. It follows from
Theorem 4.1 that a necessary and sufficient condition that Z∗t be an optimal control for (4.19) is that
Z∗t = −
β(t)P(t)x
2G(t)
, (4.20)
where P(t) satisfies the following Riccati differential equation and boundary conditiondP(t)dt = −2F(t)− 2α(t)P(t)+ β(t)
2P(t)2
2G(t)
P(T ) = 2ST .
(4.21)
We also know that the optimal value is
J∗(0, x0) = 12P(0)x
2
0.
Theorem 4.2. The optimal control Z∗t of fuzzy linear quadratic model (4.19) exists and is unique.
Proof. Since the Riccati differential equation (4.21) has a unique solution P(t), the linear quadratic model (4.19) has an
optimal control Z∗t
Z∗t = −
β(t)P(t)x
2G(t)
.
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If (4.19) has two optimal controls Z∗1t and Z
∗
2t , then it follows from Theorem 4.1 that
Z∗1t = −
β(t)P(t)x1
2G(t)
, Z∗2t = −
β(t)P(t)x2
2G(t)
,
where x1 and x2 are the states of state variables X1s and X2s at time t , respectively, and X1s and X2s are the solutions of the
following fuzzy differential equations, respectively,
dX1s =
(
α(s)− β
2(s)P(s)
2G(s)
)
X1sds+
(
δ(s)− σ(s)β(s)P(s)
2G(s)
)
X1sdCs and X0 = x0,
dX2s =
(
α(s)− β
2(s)P(s)
2G(s)
)
X2sds+
(
δ(s)− σ(s)β(s)P(s)
2G(s)
)
X2sdCs and X0 = x0.
By the existence and uniqueness of fuzzy differential equations [13], X1s = X2s. Thus x1 = X1t = X2t = x2. Therefore
Z∗1t = Z∗2t . 
5. Conclusion
Based on the equation of optimality for fuzzy optimal control, in this paper, we studied a linear quadratic fuzzy optimal
control problem, and obtained the necessary and sufficient condition for the existence of optimal control. Besides, we proved
the existence and uniqueness of the optimal control of a special linear quadratic fuzzy optimal control model.
Acknowledgement
This work is supported by the National Natural Science Foundation of China (No. 60874038).
References
[1] R.C. Merton, Optimal consumption and portfolio rules in a continuous time model, Journal of Economic Theory 3 (1971) 373–413.
[2] W.H. Fleming, R.W. Rishel, Deterministic and Stochastic Optimal Control, Springer-Verlag, New York, 1986.
[3] J.M. Harrison, Brownian Motion and Stochastic Flow Systems, John Wiley and Sons, New York, 1985.
[4] I. Karatzas, Optimization problems in the theory of continuous trading, SIAM Journal on Control and Optimization 27 (6) (1980) 1221–1259.
[5] A.K. Dixit, R.S. Pindyck, Investment Under Uncertainty, Princerton University Press, Princerton, 1994.
[6] L.A. Zadeh, Fuzzy sets, Information and Control 8 (1965) 338–353.
[7] B. Liu, Y.-K. Liu, Expected value of fuzzy variable and fuzzy expected value models, IEEE Transactions on Fuzzy Systems 10 (4) (2002) 445–450.
[8] B. Liu, Uncertainty Theory: An Introduction to its Axiomatic Foundations, Springer-Verlag, Berlin, 2004.
[9] B. Liu, Uncertainty Theory, 2nd ed., Springer-Verlag, Berlin, 2007.
[10] B. Liu, Fuzzy process, hybrid process and uncertain process, Journal of Uncertain Systerms 2 (1) (2008) 3–16.
[11] Y. Zhu, A fuzzy optimal control model, Journal of Uncertain Systems 3 (4) (2009) 270–279.
[12] B. Liu, Theory and Practice of Uncertain Programming, Physica-Verlag, Heidelberg, 2002.
[13] X. Chen, A new existence and uniqueness theorem for fuzzy differential equations, http://orsc.edu.cn/online/081230.pdf.
