This paper considers a continuous time unobserved components model in which the cyclical component follows a differential-difference equation while the trend and seasonal components follow more standard differential equations. Estimation of the parameters of the model with either a stock or a flow variable is analysed using a frequency domain Gaussian estimator whose asymptotic properties are derived paying particular attention to the role of a truncation parameter that arises in the practical computation of the spectral density function.
INTRODUCTION
The analysis of cycles in economic behaviour has been an important pursuit of economists since at least the mid-nineteenth century, and much research effort is still expended in an attempt to adequately describe the nature of business cycle fluctuations. The application of time series methodology plays a leading role in the empirical analysis of business cycles and a diverse range of techniques can be brought to bear in the quest for establishing empirical regularities.
The present contribution aims to integrate a particular type of model that has been proposed for the analysis of economic cycles within a flexible time series modelling framework. The model under consideration is characterised by a differential-difference equation and its presence in economics can be traced back to the 'macrodynamic theory of the business cycle' of Kalecki (1935) . The source of the lag parameter in Kalecki's differential-difference equation is due to what has become known more recently as a time-to-build effect, which is characterised by a discrete time lag between the placing of investment orders and their realisation. Differential-difference equations have also appeared in other branches of economics 1 as well as in other disciplines, such as physics, engineering and biology. There has, in fact, recently been a resurgence of interest in differential-difference equations in economics, 2 although so far there appears to have been little (or no) empirical application of such models. The recent econometric implementations of differential-difference equations by Chambers (1998) and McGarry (1998) , allied to the results in the present paper, should help to encourage empirical investigations using differential-difference equations.
The framework within which we incorporate a differential-difference equation in this paper is that of an unobserved components model in continuous time, in which the time series of interest in its most general form is comprised of trend, seasonal, cyclical and irregular components. The cyclical component is assumed to be governed by a differential-difference equation, while the trend and seasonal evolve according to standard stochastic differential equations (i.e. equations without a lag parameter). We believe that the formulation of the model in this way provides, at least in certain applications, more theoretical support for the specification of the cyclical component, as opposed to a pure time series representation, while maintaining the flexibility of the time series approach for the trend and seasonal, about which economic theory typically has rather less to say. The proposed method of estimation in this paper is based on the spectral density function of the discrete time process which is consistent with the underlying continuous time model. Furthermore, the techniques are also able to distinguish between the point-sampling of a stock variable and the discrete time averaging inherent in the sampling of a flow variable.
The paper is organised as follows. Section 2 provides some relevant background on differential-difference equations, as well as some specific results concerning the particular equation that we use for modelling the cyclical component. These results concern the required conditions on the parameters that ensure stationarity as well as conditions that yield 1 Chambers (1998) provides some examples. 2 See, for example, Boucekkine, Licandro and Paul (1997) and Asea and Zak (1999). a business cycle (which we take to be a cycle of length greater than twice the lag appearing in the differential-difference equation). The precise form of the spectral density functions corresponding to stock and flow variables is also derived. Section 3 concentrates on the unobserved components model in continuous time and provides results for stock and flow variables. In the case of the trend and seasonal being generated by differential equations it is possible to derive exact autoregressive representations for the discrete time components which form a basis for the derivation of the spectral density functions in section 4. In the case of flow variables the results we derive for the seasonal and trend are new and could even be used in a discrete time Kalman filtering approach to estimation of the continuous time components. We are unable to follow this route in the present context due to exact discrete time representations corresponding to an underlying differential-difference equation being unavailable. Hence our focus is on spectral densities and frequency domain methods of estimation. Section 3 also gives some details of an alternative continuous time representation of the cycle in the form of a differential equation, an approach suggested by Harvey and Stock (1993) . Section 4 derives the spectral densities of interest and considers the problem of estimating the parameters of the model from a discrete time sample of observations. For reasons that will become apparent, it is necessary to truncate a doubly infinite series in the computation of the spectral density function and hence we investigate the asymptotic properties of the feasible frequency domain Gaussian estimator (based on the truncated series) concentrating specifically on the role of the truncation parameter. Section 5 provides some simulation results for a model involving trend, cycle and irregular components, while section 6 contains the results of an empirical illustration of the methods using data on the US gross national product. Section 7 concludes, and all proofs of propositions and theorems are provided in the appendix.
DIFFERENTIAL-DIFFERENCE EQUATIONS AND CYCLES
Recent work in econometrics concerning differential-difference equations has concentrated mainly on developing appropriate methods of estimation of the unknown parameters in complete systems of equations. Chambers (1998) deals with a random n × 1 vector y(t) satisfying the differential-difference equation system given by
where p and q are positive finite integers, A k (k = 0, 1, . . . , p) and B k (k = 1, . . . , q) are n × n matrices whose elements are known functions of an unknown m × 1 parameter vector θ (where m ≤ n 2 (p + q + 1)), and ζ(dt) is an n × 1 vector of random measures satisfying
where Ω is a symmetric positive definite matrix. Chambers (1998) derives a spectral representation for the unique solution to (1) and shows that it will be stationary provided that the roots to the equation det[α(z)] = 0 have negative real parts, where 3
In the case where y(t) is comprised of a mixture of stock and flow variables, Chambers (1998) derives the spectral density function of the discretely sampled series and utilises it in a frequency domain Gaussian likelihood estimation procedure. The methods are further extended by McGarry (1998) who allows for the lags to assume non-integer values by considering the system
where ν k (k = 0, 1, . . . , r) and µ k (k = 1, . . . , s) denote the (unknown) non-integer lags 4 and r and s are finite integers. Allowing for non-integer lags causes additional computational difficulties which are addressed in McGarry (1998) and whose results are drawn upon later in this paper.
The emphasis on frequency domain methods in the articles cited above arises because, unlike the case with ordinary (stochastic) differential equations, the representations of the solution to a differential-difference equation system do not lend themselves readily to the derivation of a convenient time domain representation for the observed process. Although the solution to a stochastic differential equation system of order p satisfies a discrete time ARMA(p,p − 1) equation for stock variables and an ARMA(p,p) equation for flow variables, the same is not true for variables satisfying an underlying differential-difference equation system. The frequency domain approach is therefore also followed in this paper.
The use of differential-difference equations in this paper is for the purposes of modelling the cyclical component in an unobserved components framework in continuous time. Such models are termed 'structural time series models' by Harvey (1989) . There are two main requirements that the cyclical component should satisfy in this type of framework. The first, and most obvious, is that the specification used is capable of generating cycles. The second is that the specification should be relatively parsimonious, particularly when compared to the differential equation specification suggested by Harvey and Stock (1993) for modelling cycles in continuous time. The differential-difference equation proposed here satisfies these two requirements but also has the advantage that it often arises quite naturally from economic theory, a prominant early example being Kalecki (1935) . We shall focus on the equation
where y(t) is the scalar continuous time random process of interest, (dt) is a mean-zero random measure with variance σ 2 dt, a 0 and a 1 are unknown scalar parameters, and p denotes the unknown lag parameter which is real and positive. An equation of this type was proposed by Kalecki (1935) for the study of business cycles and its properties were further investigated by James and Belz (1936) and Hayes (1950) . The process y(t) is stationary provided that the roots of the equation a(z) ≡ z − a 0 − a 1 e −pz = 0 have negative real parts. The equation a(z) = 0 typically has an infinite number of roots and checking the required condition would appear to be an impossible task. 5 However, McGarry (1998) provides the following result for the equation defined in (3).
, where a 0 , a 1 and p are real. Then all the roots of the equation a(z) = 0 have negative real parts if and only if (i) a 0 < 1/p, and (ii) a 0 < −a 1 < a 2 0 + x 2 1 , where x 1 is the root of the equation x = a 0 tan px such that 0 < x 1 < π/p.
Proposition 1 is important because it provides conditions that are easily verified in practice for determining whether a process satisfying (3) is stationary or not. The proof of Proposition 1 is given in McGarry (1998) .
With regard to cyclical behaviour, it is rather important to be clear about precisely what is meant by the term 'cycle.' In the case of differential-difference equations it is possible to obtain an infinite number of cycles whose lengths are equal to 2πp/r j , where the r j (j = 1, 2, . . .) are the solutions to a particular transcendental equation. James and Belz (1936) show that there is at most one such solution within each interval ((j − 1)π, jπ) (j = 1, 2, . . .), and so all cycles have period less than 2p except for the one corresponding to the root r 1 in the interval (0, π). It is this cycle that has been referred to as the major cycle by Frisch and Holme (1935) and it is the one that Kalecki (1935) regards as the business cycle. It is also the one that will be of most concern to us here and the one that will be implicitly meant by the unqualified use of the term 'cycle.' Proposition 2 provides the requirement on the parameters of (3) in order for the model to produce cycles. PROPOSITION 2. The stochastic differential-difference equation (3) produces cycles provided that | − a 1 p| > e a 0 p−1 . The period of the major, or business, cycle is given by 2πp/r 1 where 0 < r 1 < π is the smallest positive root (when it exists) of the equation
The proof of Proposition 2 appears in the Appendix and is based on results of Kalecki (1935) and James and Belz (1936) . A necessary, but not sufficient, condition for the existence of cycles is that | − a 1 | > a 0 , which arises since the function e x−1 > x and hence | − a 1 p| > e a 0 p−1 > a 0 p. Note that this condition is closely related to condition (ii) of Proposition 1, the stationarity requirement. The function r cot r + ln | sin r/r| is graphed in James and Belz (1936) . The expression given above for determining r 1 , which in turn determines the length of the cycle, is more complicated than the corresponding expression in Kalecki (1935) . This is because Kalecki's model implies a 0 > 0 and a 1 < 0, and further imposes the condition that the amplitude of the cycle is constant and equal to (in our notation) a 0 p. The model in this paper imposes no such constraints on a 0 and a 1 , and the derivation of the root r 1 does not constrain the amplitude to be constant (although does not exclude this possibility). The approach is therefore closer to James and Belz (1936) in this respect.
The spectral density function corresponding to (3) is given by, for the continuous time process y(t), the function
where λ denotes frequency. From the definition of a(z) the spectral density in (5) may be written more explicitly as
The spectral density function therefore behaves like λ −2 as λ → ∞ and is integrable over (−∞, ∞), so that y(t) has finite variance.
The spectral density function of the observed process depends on whether it is a stock variable or a flow variable. For a stock variable, we shall assume that observations are equispaced and made at integer points in time, so that the sequence of observations is {y t = y(t); t = 0, ±1, ±2, . . .}. In this case, the spectral density function of y t is
which is the familiar 'folding equation' which folds back the aliases of each λ ∈ (−π, π] into that interval. Flow variables, on the other hand, are observed as the integral of the underlying rate of flow over the unit interval. The sequence of observations on a flow variable is therefore {Y t = t t−1 y(r)dr = 1 0 y(t − r)dr; t = 0, ±1, ±2, . . .}. The frequency response function of the integrating filter, which transforms the continuous time process y(t) into the observable process Y t , is given by the function g(z) = 1 0 e −rz dr = (1 − e −z )/z. The spectral density function of Y t is then
since |g (i(λ + 2πj))| 2 = 4 sin 2 ((λ + 2πj)/2) /(λ + 2πj) 2 = 4 sin 2 (λ/2) /(λ + 2πj) 2 . In the case where the lag parameter p is a positive integer, Chambers (1998) shows how to compute these spectral densities accurately using the method of residues which transforms the doubly infinite series into a sum over a finite number of residues. 6 This method is not applicable, however, when p is non-integer, but McGarry (1998) has demonstrated that accurate approximations to the spectral density can be obtained by using an appropriate truncation of the series. Details of the computational procedures used in this paper are provided in subsequent sections.
The above results suggest that differential-difference equations in the form of (3) satisfy the requirements for the cyclical component in the unobserved components model in continuous time. The equation is capable of producing cycles, it is relatively parsimonious, and, furthermore, it is of a form which has been suggested by economic theory for certain types of variables. Equation (3) will therefore constitute the basis for the cyclical component in this paper.
AN UNOBSERVED COMPONENTS FRAMEWORK FOR CONTINUOUS TIME PROCESSES

The Continuous Time Components
In this section we define the continuous time unobserved components model in which the cyclical component satisfies a differential-difference equation. For simplicity we focus on the univariate case but the methods extend straightforwardly to the multivariate case. The basic idea is that the scalar continuous time random process y(t) consists of a trend component µ(t), a seasonal component γ(t) and a cyclical component ψ(t), so that y(t) = µ(t) + γ(t) + ψ(t). The trend and seasonal components are assumed to be governed by a standard first-order stochastic differential equation, as in Harvey and Stock (1993) , while the cycle is governed by a differential-difference equation. The precise definitions of each of these components are given below. 7
Trend component. The trend component, in its most general form, evolves according to the bivariate system
where η(dt) and ζ(dt) are mutually and serially uncorrelated random measures with zero means and variances σ 2 η dt and σ 2 ζ dt respectively. The random measures are serially uncorrelated in the sense that E[η(∆ 1 )η(∆ 2 )] = E[ζ(∆ 1 )ζ(∆ 2 )] = 0 for any two sets (intervals) ∆ 1 6 For the model defined in (3), for a stock variable there are two terms in the resulting summation, while for a flow there are three terms. Equation (22) of Chambers (1998) provides the spectral density function for a stock variable generated by (3) with p = 1.
7 Note that in our definitions we use random measures, such as η(dt), to capture the disturbance terms, whereas Harvey and Stock (1993) use increments in random processes, such as dη(t), for this purpose. These differences can best be described as differences in style rather than in substance, because the properties of the resulting series are not drastically affected by these alternative definitions.
and ∆ 2 on the real line such that ∆ 1 ∩ ∆ 2 = ∅ and they are mutually uncorrelated in the sense that E[η(∆ 1 )ζ(∆ 2 )] = 0 for any two intervals ∆ 1 and ∆ 2 . The components µ(t) and β(t) are often referred to as the level and slope respectively.
Seasonal component. The seasonal component is defined as γ(t) =
s/2 j=1 γ j (t) in which s denotes the number of seasons in a year and the γ j (t) satisfy
where λ s j = 2πj/s (j = 1, . . . , s/2) denote the seasonal frequencies, and ω j (dt) and ω * j (dt) are zero mean mutually and serially uncorrelated random measures with common variance σ 2 ω dt. It is also assumed that ω j (dt) and ω * j (dt) are uncorrelated with η(dt) and ζ(dt) for all j and at all leads and lags.
Cyclical component. The form of the cyclical component follows the specification in (3) and is given by
where (dt) is a zero mean random measure with variance σ 2 dt, and which is uncorrelated with η(dt), ζ(dt), ω j (dt) and ω * j (dt) (for all j) at all leads and lags.
The specification of the model is completed with an equation that relates the observed process to the underlying continuous time components. The next two sections provide the relevant details for the discrete time sampling of stock variables and flow variables respectively.
Discrete Time Sampling: Stock Variables
Stock variables are assumed to be observed at integer points in time, so that the observed sequence is given by {y t = y(t); t = 1, 2, . . . , T }, where T denotes sample size. We assume throughout that observations are evenly spaced at unit intervals of time but it is possible to extend the analysis to situations where y(t) is observed at irregular intervals. 8 The observations satisfy the measurement equation
where µ t = µ(t), γ t = γ(t), ψ t = ψ(t), and the irregular component ξ t is white noise with variance σ 2 ξ . The random disturbance ξ t can be interpreted either as the discrete time realisation of a genuine irregular component in continuous time that affects y(t), or as a measurement error that is associated with the discrete time sampling of the continuous time process.
For the trend and seasonal components, which are generated by differential equations, it is possible to obtain exact time domain representations for µ t and γ t , which can be used to derive the spectral density functions for use in estimation. However, for the reasons outlined in section 2, such time domain representations are not possible for the cyclical component ψ t , although its spectral density function can still be obtained as in section 2. Each of the trend and seasonal components can be written as dx(t) = Ax(t)dt + ν(dt), where x(t) is a 2×1 vector and A is a 2×2 coefficient matrix. The uncorrelatedness of the random measures in each component, and the absence of any interactions between the individual components, means that it is legitimate to treat the components separately in this way. The solution of the continuous time representation for x(t) yields the first-order vector autoregressive representation for x t = x(t) given by
where the matrix exponential is defined by e A = ∞ j=0 A j /(j!) and the discrete time disturbance vector is given by 9
The vector ν t is white noise with variance matrix var(ν t ) = 1 0 e As Σ ν e A s ds, where Σ ν dt is the covariance matrix of ν(dt). Applying these results to the trend and seasonal components yields the following discrete time representations for µ t and γ t , which are given in Harvey and Stock (1993) .
Trend component. The discrete time trend component µ t satisfies
where the disturbance vector [η t , ζ t ] is white noise with variance matrix
Note that the discrete time disturbances η t and ζ t are correlated even though the underlying continuous time random measures are not.
Seasonal component. The discrete time seasonal component γ t = s/2 j=1 γ jt , where each γ jt satisfies
9 See Rozanov (1967) and Bergstrom (1984) for details of integration with respect to a random measure.
where the vectors [ω jt , ω * jt ] are white noise with common variance matrix σ 2 ω I 2 and are uncorrelated across j.
Although the discrete time representations for trend and seasonal given above lend themselves readily to the application of time domain maximum likelihood estimation via the prediction error decomposition of the Gaussian likelihood function and application of the Kalman filter (as in Harvey and Stock (1993) ), the presence of the cyclical component ψ t rules out such an approach. Instead, we use the above representations to derive the spectral density functions of these components, which are detailed in section 4.
Discrete Time Sampling: Flow Variables
Flow variables are observed as the integral of the underlying rate of flow over the unit time interval, so that the observed sequence is Y t = t t−1 y(r)dr; t = 1, . . . , T . The measurement equation for flow variables is
where
dr, Ξ t is white noise with variance σ 2 Ξ , and the integrals are defined in the wide sense. 10 The random disturbance Ξ t has the same interpretation as in the case of stock variables.
Following the approach for stock variables, the next task is to derive discrete time representations for the trend and seasonal components, based on the generic continuous time representation dx(t) = Ax(t)dt + ν(dt). It is well known that flow variables generated by a first-order stochastic differential equation satisfy an ARMA(1,1) process in discrete time, and the approach followed here is to integrate equation (12) over the interval (t − 1, t] to obtain such a representation. The disturbance term in this representation has the form of a double integral of the underlying random measures, giving rise to the MA(1) autocorrelations. This approach is followed here because it is convenient for the frequency domain methods employed later. An alternative approach was used by Harvey and Stock (1993) and has the advantage that the resulting disturbance term is white noise, although the lagged vector in the autoregressive component is not t t−1 x(r)dr but x(t − 1) instead. While the Kalman filter is ideally suited to take advantage of such an unobservable component, this discrete time state space representation does not lend itself well to the frequency domain approach that we must adopt.
We present, first of all, a general theorem which provides the form of the discrete time model satisfied by the integrals X t = THEOREM 1. Let x(t) be a q × 1 continuous time random vector satisfying
where A is a fixed q×q matrix of coefficients and ν(dt) is a q×1 vector of serially uncorrelated random measures with mean vector zero and variance matix Σ ν dt. Then X t = t t−1 x(r)dr (t = 1, . . . , T ) satisfies
The discrete time representation given in Theorem 1, which holds for both stationary and nonstationary (integrated) processes, does not appear to have been given in this precise form in the literature to date. The representation encompasses, for example, the model for flow variables given by Bergstrom (1984, Theorem 8) which is derived for (asymptotically) stationary processes for which the coefficient matrix in the continuous time model is nonsingular. The representation in Theorem 1 holds for both unobserved components of interest, including the trend in which the coefficient matrix is singular. Theorem 1 can be applied to each component separately, in view of the uncorrelatedness of the underlying random measures between components and the absence of any other interactions between components. The results are presented in Theorem 2 below. THEOREM 2. Let the unobserved components for trend and seasonal evolve in continuous time according to (8) and (9) respectively. Then the discrete time flow variables follow ARMA(1,1) laws of motion as follows:
Trend component. The discrete time trend component A t satisfies
where the MA(1) disturbance vector [H t , Z t ] has variance matrix V 0 and first order autocovariance matrix V 1 given by
Seasonal component. The discrete time seasonal component is given by
where the MA(1) disturbance vector [Ω jt , Ω * jt ] has variance matrix V 0j and first order autocovariance matrix V 1j given by
The autoregressive matrices in the discrete time ARMA(1,1) representations for the unobserved components in the flow case are identical to those in the case of stocks. The properties of the disturbances, however, are rather different. In particular the disturbances are MA(1) processes for flows but white noise vectors for stocks. Note that, for the seasonal component, the discrete time disturbances remain contemporaneously uncorrelated but they display cross-correlation at the one period lag.
The ARMA(1,1) representations in Theorem 2 provide the basis for deriving the spectral density functions of the unobserved components and, hence, of the observed flow variable Y t . These expressions will be provided in detail in section 4 in which issues of estimation are addressed.
An Alternative Representation for the Cyclical Component
Harvey and Stock (1993) proposed a differential equation to capture the cyclical component in a continuous time unobserved components model. Its form is similar to the differential equation for the seasonal component in (9) and is given by
where κ(dt) and κ * (dt) are zero mean mutually and serially uncorrelated random measures with common variance σ 2 κ dt, λ c denotes the frequency of the cycle, and 0 < ρ < 1 for the process to be stationary. In this specification the frequency of the cycle is estimated directly and the length of the cycle is given by 2π/λ c . The representation for the cycle in (18) is more parsimonious than the differential-difference equation (10), involving three rather than four unknown parameters, and also lends itself to a convenient time domain representation. Its motivation on economic grounds is, perhaps, weaker than for (10) in some circumstances (e.g. time-to-build investment models), but can provide an alternative to (10) for estimating the features of cycles in continuous time models.
In terms of the discrete time sampling of stock and flow variables, the discrete time representations follow from (12) for stock variables and from Theorem 1 for flow variables. For stock variables the appropriate equations were provided by Harvey and Stock (1993) and are given by
where the vector [κ t , κ * t ] is white noise with variance matrix −σ 2 κ (1 − ρ 2 )I 2 /(2 ln ρ). For flow variables, however, we present the result as a Corollary to Theorem 2.
COROLLARY TO THEOREM 2. Let the unobserved cyclical component evolve in continuous time according to (18) . Then the discrete time law of motion in the case of a flow variable Ψ t is given by the ARMA(1,1) process
where the MA(1) disturbance vector [K t , K * t ] has variance matrix V 0K and first order autocovariance matrix V 1K given by
As can be seen from the equations in the Corollary, the passage from continuous time to discrete time in the case of the cyclical component of a flow variable imposes complicated restrictions on the moving average disturbance process. The discrete time representation in this Corollary can be used to derive the spectral density function of Ψ t which can be used in the estimation of the continuous time model.
FREQUENCY DOMAIN APPROACHES TO ESTIMATION
The difficulties associated with deriving discrete time representations for processes generated by differential-difference equations have already been outlined. We therefore follow a frequency domain estimation procedure which utilises the spectral density function of the differential-difference equation component, which is readily derived. We note, however, that in the situation where all of the unobserved components are generated by stochastic differential equations rather than differential-difference equations, it is possible to use time domain methods of estimation. For example, Harvey and Stock (1993) propose Kalman filtering techniques which can be used in the construction of the Gaussian likelihood function. Our treatment of the model based on stochastic differential equations therefore complements the approach of Harvey and Stock (1993) and differs from their approach in two main respects. First, we use the discrete time representations for flows given in Theorem 2, and secondly, we use frequency domain methods of estimation rather than time domain methods.
In what follows we shall assume that the observed variable (either y t or Y t ) is comprised of all four unobserved components, trend, seasonal, cycle and irregular. The necessary modifications that need to be made in circumstances in which one or more of these components is absent are straightforward. As defined earlier, the trend and seasonal components are nonstationary and, hence, so too is the observed variable. In order to carry out analysis in the frequency domain, it is necessary to transform the observations so that they form a stationary sequence. In the case of the trend component, the operator that needs to be applied to induce stationarity is the second difference operator ∆ 2 = (1 − L) 2 , where L denotes the lag operator. 11 In the case of the seasonal component, the relevant operator is S(L) = 1 + s−1 j=1 L j . Hence in the most general case, where y t or Y t contain all four unobserved components, it is necessary to work with the transformed variables
11 In the so-called local level model, where σ 2 ζ = 0 and β(t) = β(0), µ(t) follows a random walk and hence the appropriate operator is ∆ rather than ∆ 2 .
The spectral density functions for each of these two transformed variables are derived below.
Spectral Density Function: Stock Variables
The uncorrelatedness of the individual unobserved components ensures that the spectral density function of z t can be expressed as the sum of the spectral densities of the individual components. Let the spectral density function of a variable x t be denoted f x (λ), where −π < λ ≤ π denotes frequency. Then the spectral density function of z t , denoted f z (λ), is given by
Precise expressions for each of the constituents of (20) are given below.
Trend component.
where w is as defined above and C 1 (λ) is defined in the Corollary to Theorem 2.
Cyclical component.
where a(z) = z − a 0 − a 1 e −pz .
Irregular component.
The functions f µ (λ) and f γ (λ) are perhaps best described as being pseudo-spectral densities in view of the variables µ and γ being nonstationary. These functions contain poles at certain frequencies, these being the origin (λ = 0) and the seasonal frequencies, respectively. These poles are, however, annihilated by the operator φ(L) whose frequency response function is φ(e −iλ ). For the processes generated by differential equations, the functions above are derived directly from the discrete time representations in section 3.2, while f ψ (λ) corresponds directly to (6) in section 2.
Spectral Density Function: Flow Variables
The spectral density function for the transformed flow variable Z t can be derived in a similar form to the spectral density for the transformed stock variable in the previous subsection. The spectral density function in this case, f Z (λ), is given by
Precise expressions for each of these components are given below.
where w and C are the same as in the stock variable case and the matrices V 0 and V 1 are defined in Theorem 2.
Seasonal component.
w,
, where w and C 1 (λ) are the same as in the stock variable case and the matrices V 0j and V 1j are defined in Theorem 2.
As in the stock variable case, the functions f A (λ) and f Γ (λ) represent pseudo-spectra. All of the functions for the processes satisfying differential equations are based on the discrete time representations given in Theorem 2, while f Ψ (λ) corresponds to (7) in section 2. The term involving sin 2 (λ/2) in f Ψ (λ) arises due to the way in which flows are observed, as an integral. This term is the frequency response function of the integrating filter.
Spectral Densities with the Alternative Cyclical Component
For completeness we also provide the spectral densities for the cyclical component when it is generated by the stochastic differential equation (18). When the variable is a stock, the relevant expression is
where w is as defined before and C 1 (λ) is defined in the Corollary to Theorem 2. When the variable of interest is a flow, the spectral density becomes (for −π < λ ≤ π)
w, where w and C 1 (λ) are the same as in the stock variable case and the matrices V 0K and V 1K are defined in the Corollary to Theorem 2. Although time domain methods of estimation are possible when the cycle satisfies (18), the above spectral densities can nevertheless be used in the frequency domain approach detailed below.
Maximum Likelihood Estimation
Under the assumption that the variable y(t) is a Gaussian process, maximisation of the Gaussian likelihood function yields maximum likelihood estimators of the unknown parameters. For notational convenience, we shall not distinguish in this subsection between stocks and flows, so that the transformed variable will simply be denoted z t . Furthermore, the m × 1 vector of unknown parameters to be estimated will be denoted θ, again regardless of whether the variable is a stock or a flow, so that
for a stock and
for a flow. The spectral density function corresponding to z t will be denoted f (λ; θ). It is convenient to represent the spectral density function f (λ; θ) in terms of an underlying function f c (λ; θ) as follows:
Because we have provided exact expressions for the components of f (λ; θ) corresponding to the trend, seasonal and irregular components of z t , which do not depend on a doubly infinite series, we define (suppressing the dependence on θ for convenience) f c (λ) in the case of a stock variable as follows:
where f c ψ (λ) = (σ 2 /2π)|a(iλ)| −2 (−∞ < λ < ∞). In the case of a flow, f c (λ) becomes
The estimation of the continuous time unobserved components model with a differentialdifference equation representing the cyclical component means that, in practical terms, it is necessary to approximate, by truncating an infinite series, a component of the spectral density function of the discretely observed process. If the truncation point is fixed i.e. independent of sample size T , then even asymptotically the likelihood function will contain a bias term that will potentially cause an inconsistency in the estimator. We therefore wish to investigate the asymptotic properties of the estimator based on the approximate likelihood (using the truncated series for the spectrum) and propose conditions under which this feasible estimator will be consistent and have the same limiting distribution as the full maximum likelihood estimator (using the exact, non-truncated spectrum). In view of our interest being on the effects of the truncation of the spectral density function on the properties of the estimator, we do not seek to provide a set of minimal conditions under which the maximum likelihood estimator (MLE) will have the desired properties. Rather, we impose high-level assumptions that ensure the consistency and asymptotic normality of the MLE, so as to focus more transparently on the properties that the truncation scheme must satisfy for the two estimators to have the same asymptotic properties.
A commonly used and computationally convenient version of (−2/T ) times the frequency domain Gaussian log-likelihood function (often called the Whittle likelihood) is given by (apart from a constant term)
where J T = {j : −T /2 < j ≤ [T /2]}, λ j = 2πj/T for j ∈ J T , and I(λ) denotes the periodogram defined by I(λ) = w(λ)w(−λ), where w(λ) = (2πT ) −1/2 T t=1 z t e itλ . In practice, f (λ; θ) is approximated using a truncated series, given by
where M denotes the truncation point. It follows that f (λ; θ) = f M (λ; θ) + r M (λ; θ) where
denotes the error arising from the truncation. The approximate log-likelihood based on the truncated spectrum is therefore
Our aim is to examine the properties of (23) and (26) and to comparê
where Θ denotes the parameter space. In order to focus on the properties of the approximation, in particular on the role of the truncation parameter M , we make high level assumptions concerning the likelihood function L(θ). The assumptions are given below.
Assumption 4. z t is a stationary Gaussian process and
Assumption 1 is a standard assumption in proofs of consistency for optimization estimators. Assumptions 2 and 3 ensure that, in the limit, the minimizer (over Θ) of L(θ) (and hence of l(θ)) is unique and equal to θ 0 in probability. More primitive conditions could be used to establish such properties and typically require that f (λ; θ) = f (λ; θ 0 ) for θ = θ 0 , an assumption that is implicit here. Assumption 4 stresses that z t is assumed to be a stationary Gaussian process. The condition on the autocovariances ensures, in particular, that I(λ) = O p (1), a property that is used in the proof of Theorem 3 below; see, for example, Brillinger (1975, Theorem 5.2.6 ). The Gaussian property implicitly requires that the continuous time random measure disturbances are increments of Brownian motion processes. Assumption 4 can, in fact, be used to verify Assumptions 2 and 3, but we state 2 and 3 explicitly as high level assumptions for convenience. Finally, Assumption 5 specifies an appropriate rate of increase of M with T . The proof of Theorem 3 proceeds by demonstrating that |L(θ) − L M (θ)| = o p (1), and much of it rests on bounding the error in approximating f (λ; θ), denoted r M (λ; θ). We note in passing that the consistency ofθ T can also be established under Assumptions 1 to 3.
In order to show that
We make the following high level assumptions based on the above expression.
where S(θ 0 ) is a finite positive definite matrix.
Under Assumptions 6 and 7, and the previously established consistency ofθ T (under Assumptions 1 to 3), we obtain the required limiting distribution for
where ∂ ln f (λ; θ 0 )/∂θ denotes the vector ∂ ln f (λ; θ)/∂θ| θ=θ 0 .
In order for
General results for establishing this kind of property can be found in Robinson (1988) . We proceed, however, by using a mean value expansion of the score vector for determiningθ M T , and obtain
whereθ satisfies θ − θ 0 ≤ θ T − θ 0 and S M (θ) and s M (θ 0 ) represent, respectively, the Hessian matrix and the score vector based on the approximate likelihood function L M (θ).
Comparing (27) with (29) yields
The analysis of this expression yields the following result.
THEOREM 4. Under Assumptions 1 to 7,
The proof of Theorem 4 proceeds by demonstrating that
. Combined with Assumptions 6 and 7, this yields the desired result. The elements of the matrix S(θ 0 ) are typically estimated using S(θ M T ) which is defined by the computationally more convenient expression
SOME SIMULATION EVIDENCE
The previous section established the consistency and asymptotic normality of the Gaussian estimator of θ based on the truncated spectral density. Under Assumption 5 it is required that the truncation parameter M = O(T δ ) for some δ > 0, but it remains a matter of some interest to investigate the finite sample properties of the estimator based on different choices of δ (and, hence, of M ). This section therefore reports the results of a simulation study in an attempt to obtain some evidence as to the properties of the estimator in finite samples.
The simulation experiments are designed to address a number of issues. First, and foremost, concerns the effect of the choice of M on the properties of the estimator. Closely related to this is the effect of increasing sample size T , but in addition we also investigate the effects on the estimator of: cycle length; sampling scheme (i.e. stock versus flow); and the presence of a stochastic trend. In its most general form, the underlying continuous time model used in the simulations consists of a trend and cycle, defined as follows:
where η(dt) and (dt) are mutually and serially uncorrelated random measures, each with variance dt (i.e. σ 2 η = σ 2 = 1). The discrete time observations are given by y t = µ t + ψ t + ξ t for a stock variable and by Y t = A t + Ψ t + Ξ t for a flow, where in each case the irregular component (ξ t or Ξ t ) is white noise with unit variance. Note that µ(t) is a continuous time stochastic trend and that µ t = µ t−1 + η t where η t is white noise with unit variance. However, in the case of a flow, A t = 1 0 µ(t − r)dr also satisfies a unit root process, given by A t = A t−1 + H t , but where H t = t t−1 s s−1 η(dr)ds is a first order moving average process 12 with variance 2/3 and first order autocovariance 1/6. The values of the parameters a 0 , a 1 and p in the cyclical component were chosen as follows. Each of a 0 and p were allowed to take on two values, so that a 0 = {0.5, −1.0} and p = {0.5, 1.0}, with a 1 chosen so that for each of the four combinations of a 0 and p there would be a cycle of length four and one of length ten. This results in eight parameter combinations although for a 0 = 0.5 and p = 1.0 the value of a 1 (−2.5898) required to generate a cycle of length four 12 See the trend component in Theorem 2 and set Bt = 0, σ 2 ζ = 0 and σ 2 η = 1. The result can also be derived directly from first principles by integrating dµ(t) = η(dt) twice. violated the stationarity requirement (see Proposition 1) and hence was not used. There were therefore seven stationary combinations of the cyclical parameters, which shall be referred to as Experiments I to VII and which are summarized in Table 1 . When considering the four combinations of stock or flow variable, trend or no trend, this yields a total of 28 experiments. The variance parameters (σ 2 , σ 2 ξ , σ 2 Ξ , σ 2 η ) used to simulate the data are all equal to unity. With regard to the choice of M , estimates were obtained using the rule M = [T δ ] + 1(T δ ∈ N ), where [x] denotes the integer part of x, 1(x) denotes the indicator function (equal to 1 if x is true and zero otherwise), and N denotes the set of (positive) integers. Hence M is equal to the integer part of T δ , rounded upwards if T δ is not already an integer. Values of δ = {0.25, 0.50} were considered, for three sample sizes, T = {64, 128, 256}, which gives values of M equal to {3, 8} (T = 64), {4, 12} (T = 128), and {4, 16} (T = 256). A total of 1000 replications of each experiment were conducted, resulting in 28 × 2 × 3 × 1000 = 168, 000 optimizations of the likelihood function. Details concerning the generation of data are provided in the Appendix, while the results of the simulations are presented in Tables 2 to 5. Each Table contains the mean square errors (multiplied by 10 4 ) for the seven experiments corresponding, in order, to stock and flow variables with no trend, and stock and flow variables with a stochastic trend.
In attempting to summarise the results contained in Tables 2 to 5 , it is convenient to focus, in turn, on each of the issues raised at the start of this section, namely on the effects on the mean square errors (MSEs) of the following: Truncation parameter M : there are noticeable differences in the MSEs corresponding to different values of M at the smallest sample size (64), and it is interesting to note that it is not always the larger of the two values of M that produces the smallest MSE for T = 64. Although some differences remain between the MSEs for larger sample sizes, any such differences are negligible for T = 256. Sample size T : as one would expect, the MSE falls as T increases in every case. Cycle length: no uniform pattern emerges here, and the cycle length appears to affect the estimation of different parameters in different ways, although we did detect a slight tendency for the MSE to be larger when the cycle was of length 4 than when it was of length 10. Stocks versus flows: although there are a few differences to be observed in the results as between stock and flow variables, the differences are fairly minor. Indeed, if the model and likelihood function are correct, we should not expect to find any significant differences. Stochastic trend: again, some differences emerge, but there appears to be no uniform pattern across the entries in the tables, which is to be expected if the model and likelihood function are correct.
The above comments are derived from a visual inspection of the entries in the tables but are not based on any statistical analysis of the results. A more detailed set of simulation results, derived from a more extensive exploration of the sample space, would enable response surfaces to be estimated in an attempt to summarise the findings. But with only two values of a 0 and p considered, and no variation across the variance parameters, such an exercise in the present circumstances would be of limited reliability. 13 We have therefore made an attempt at carrying out a test of the hypothesis that the means of the distribution of mean square errors are equal in the trend-no trend comparison (for given stock or flow variable) and in the stock-flow comparison (for given trend or no trend). The test statistic is based on the difference of the relevant sample means and has an approximate t-distribution. 14 The relevant statistics are presented in Table 6 . The first set of results tests the hypothesis that, for a given sampling scheme (stock or flow), the means of the MSEs are the same regardless of whether a stochastic trend is present. A negative statistic indicates that the mean of the distribution with a stochastic trend is smaller than the mean of the distribution without a stochastic trend. None of these statistics is significant at the 5% level, supporting our conjecture from a visual inspection of the results that the presence of a stochastic trend does not significantly affect the MSEs. The second 13 Simulation exercises carried out for models with perhaps only two free parameters and using least squares and related methods can afford to be more extensive in the exploration of the parameter space due to the ease with which simulations can be executed. We would remind the reader again that the results we have obtained have required 168,000 highly nonlinear optimisations of the likelihood function involving, in each case, at least five unknown parameters.
14 The test relies on normality in finite samples and on the equivalance of variances in the two distributions. Although there is evidence to suggest that these two conditions may not be met in all cases, we carry out the tests regarding the t-distribution as holding approximately.
set of statistics tests the hypothesis that, for a given trend scenario, the means of the MSEs are the same regardless of whether the variable is a stock or a flow. A negative statistic occurs if the mean with a flow is smaller than the mean with a stock. The significant entries here occur, interestingly, for the variance parameters, particularly in the situation in which there is a stochastic trend. This is somewhat surprising, because the form of the spectral densities, and hence the likelihood itself, should be compensating for these variations. It must be noted, however, that the significance of the statistics is not great in any of these cases, and that the distributions may only be approximate anyway. We therefore conclude that there do not exist significant differences in the means of the distributions of the MSEs caused either by the sampling scheme or by the presence of a stochastic trend.
AN EMPIRICAL ILLUSTRATION
In order to illustrate the proposed differential-difference equation methods in action with real data, we have chosen a time series for which there are already published estimates available from a discrete time unobserved components model. The variable itself is the logarithm of US gross national product (GNP) covering the period 1910 to 1970, a total of 61 annual observations. Harvey (1989, p.92) reports the results of fitting a discrete time trend-pluscycle model to these data. We also fit a continuous time version of this model to the data as well as the continuous time model containing a differential-difference equation cyclical component. The results are contained in Tables 7 and 8.   Table 7 contains the results of estimating the discrete time and continuous time trendplus-cycle models. The discrete time estimates are taken directly from Harvey (1989, p.92) who does not report standard errors for these particular estimates. The main difference between the estimated discrete time and continuous time models is that, in the latter, the variance of ζ(dt) is zero, and the estimated values of ρ and λ c are smaller than in the discrete time model. The estimated length of the cycle is, as a result, correspondingly larger in the continuous time model, at 18.3 years compared to 7 years. 15 The estimates in Table 8 , for the differential-difference equation cycle, are based on three choices of truncation parameter for the spectrum. Using the same method as in the simulations in the previous section, the truncation parameter M is determined by M = [T δ ] + 1(T δ ∈ N ) for δ = {0.25, 0.50, 0.75} (the corresponding values of M are 3, 8 and 22 respectively). The best models were those for which σ 2 Ξ = σ 2 ζ = 0 and the estimates display little variation across the three columns. Each of the sets of estimates of the parameters that characterise the cyclical component satisfy the stationarity condition in Proposition 1, and the implied cycle lengths are all approximately equal to 7.3 years. 16 This is very close to the estimated cycle length obtained by Harvey (1989) for the trend-plus-cycle model formulated directly in discrete time. A disappointing feature, however, of the estimated values in Tables 7 and 8 is the relatively large size of the standard errors compared to the estimates themselves. In fact, none of the estimates has a t-ratio greater than 1.76. One possible explanation for this is that the models are Model misspecified in some way, and Harvey (1989) does indeed find that the discrete time model in Table 7 is inferior to a cyclical trend model in which µ t also depends on ψ t−1 and y t = µ t +Ξ t . Further investigations with continuous time cyclical trend models may be fruitful, but are beyond the scope of this simple illustration.
Continuous time model
y t = A t + Ψ t + Ξ t , A t = t t−1 µ(r)dr, Ψ t = t t−1 ψ(r)dr, d µ(t) β(t) = 0 1 0 0 µ(t) β(t) dt + η(dt) ζ(dt) , d ψ(t) ψ * (t) = ln ρ λ c −λ c ln ρ ψ(t) ψ * (t) dt + κ(dt) κ * (dt) ,y t = A t + Ψ t + Ξ t , A t = t t−1 µ(r)dr, Ψ t = t t−1 ψ(r)dr, d µ(t) β(t) = 0 1 0 0 µ(t) β(t) dt + η(dt) ζ(dt) , dψ(t) = [a 0 ψ(t) + a 1 ψ(t − p)]dt + (dt),
CONCLUDING COMMENTS
This paper has proposed a class of continuous time unobserved components models in which the cyclical component evolves according to a differential-difference equation, thereby extending the range of models in the literature which until now have relied on a stochastic differential equation (with no lags) to model all unobserved components. Conditions on the parameters of the differential-difference equation are provided under which the process is stationary and under which it admits a business cycle. A frequency domain approach is adopted by necessity in view of the differential-difference equations not being particularly amenable to neat discrete time representations. Spectral density functions are derived when the variable is a stock or a flow and exact discrete time representations are also derived for the stochastic differential equation based components, which are used in deriving the appropriate spectral densities of these components. In view of the spectrum of the cycle being defined by a doubly infinite series it is necessary to employ some form of truncation in order to calculate its value at any given frequency. Conditions are provided under which the frequency domain Gaussian estimator will have the same asymptotic properties as the estimator based on the exact spectral density, and some simulation results are reported that investigate the role of the truncation parameter in finite samples. An empirical illustration using US GNP data is also provided.
There are a number of natural routes by which the results in this paper could be extended. Multivariate extensions would be relatively straightforward and the results of Chambers (1998) and McGarry (1998) could be utilised in such a direction, although the derivations of the conditions for stationarity and for the existence of a business cycle would be rather more difficult. As mentioned in the previous section, it may be of some worth to consider continuous time cyclical trend models, in which the cyclical component influences the trend directly, rather than appearing as a separate component in the measurement equation. This could be achieved for the case of a differential-difference equation cyclical component although there would be some increase in the complexity of the resulting spectral density function. Perhaps allied with this is the important task of undertaking more extensive empirical investigations with the proposed models, possibly in the estimation of business cycles with variables such as GNP and investment. Indeed, it was in this area that differential-difference equations were introduced into economics by Kalecki (1935) . It would also be possible to allow for long memory in the trend component by utilising a fractional derivative of order 1/2 < k < 3/2 along the lines developed in Chambers (1996) . In this case it would also be necessary to truncate the doubly infinite series defining the spectral density function of the long memory trend component, and the analysis of section 4 concerning such truncation would be pertinent. Of related interest is the investigation of the extent to which the differential-difference equation cyclical component can estimate cycle length in circumstances in which the cycle is not generated by a differential-difference equation. Such issues of cycle length under misspecification can be investigated using appropriately designed sampling experiments. Some of these issues are currently under investigation by the authors. 
APPENDIX
Proof of Proposition 2. To derive the length of the cycle, consider the deterministic equation Dy(t) = a 0 y(t) + a 1 y(t − p),
in which D = d/dt denotes the usual (nonstochastic) differential operator. Note that solutions to (A1) are of the form Ke αt , where K is some constant. Substituting into (A1) and dividing through by Ke αt yields the equation α = a 0 + a 1 e −αp , which can be expressed as −a 1 pe −a 0 p e (a 0 −α)p = (a 0 − α)p. Defining z = (a 0 − α)p = q + ir and σ = −a 1 pe −a 0 p this can be expressed more simply as σe z = z or q + ir = σe q (cos r + i sin r).
When cycles exist, there will be an infinite number of solutions to this equation of the form q k + ir k . We are looking for the smallest r k , call it r 1 , in which case the period of the cycle is 2πp/r 1 ; see Kalecki (1935, pp.332-336) . The real and imaginary parts of the above equation are, respectively, q = σe q cos r,
r = σe q sin r.
From (A3) it follows that σe q = r/ sin r, and substituting this into (A2) yields q = r cot r.
Dividing (A3) by r gives 1 = σe q sin r/r = |σ|e q | sin r/r|. Taking logs and rearranging yields a second expression for q, namely q = − ln |σ| − ln sin r r .
Equating these two expressions for q yields r cot r + ln | sin r/r| = − ln |σ|, which, when substituting for ln |σ|, gives the required expression.
Regarding the existence of cycles, it is required that r cot r + ln sin r r = a 0 p − ln | − a 1 p| < 1;
see James and Belz (1936) . The condition stated in Proposition 1 follows immediately from this expression. Proof of Theorem 2. The proof proceeds by applying Theorem 1 to each of the unobserved components, and deriving the matrices e A , V 0 and V 1 in turn. The latter autocovariance matrices require evaluation of Φ(r), Φ(1), Υ(1) and Λ(1). The proof for each component will be given in turn.
Trend component. The matrix A is the coefficient matrix in (8), and it follows that A j = 0 for j > 1. Hence e Ar = I 2 + Ar and so Φ(s) = where Σ ν is the 2 × 2 diagonal matrix with σ 2 η and σ 2 ζ on the diagonal. Combining these terms yields the expressions for V 0 and V 1 . Seasonal component. The matrix A is the coefficient matrix in (9) and Σ ν = σ 2 ω I 2 . It can be shown that Combining these terms yields the expressions for V 0j and V 1j in the theorem. 2
Proof of Corollary to Theorem 2. The matrix A is the coefficient matrix in (18) and Σ ν = σ κ I 2 . It can be shown that 
