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Chapter 1
Introduction
The structure for approving medical treatments in the U.S. consists of assessing the overall
effect and is consequently designed only for the “average patient”. The inevitability that
treatments will be very successful for some patients and not for others has influenced a
new founded and controversial strategy for approving treatments. Precision medicine is an
approach that takes individual differences into account and has therefore become a growing
interest in many biomedical applications. Its aim is to deliver tailored or personalized
treatment based on specific characteristics an individual has. It is not intended to create
treatments unique to patients but rather to classify individuals into subpopulations that
differ in their response to a specific treatment. To advance precision medicine, it is vital
to understand the differential effects of a treatment.
Tree-based methods are dominant among many approaches in this effort to understand
differential treatment effects. In general, they excel in dealing with complex interactions.
The treatment-by-covariates interactions involved in differential treatment effects may be of
nonlinear and high order forms. By recursively grouping data on the basis of a two-sample
test statistic, trees facilitate a powerful comprehensive modeling. Interaction trees (IT),
proposed by Su et.al. in 2009, is an extension of trees that, in its construction, explicitly
allows covariate-treatment interactions to be assessed. Ultimately, subpopulations in which
treatment effects are heterogeneous are uncovered.
In the effort to predict individual treatment effects (ITE), an individual’s response to
treatment based on their characteristics, subpopulations showing homogeneous treatment
effects are sought. Via ensemble learning, the results from IT provide the ability to make
ITE estimations. This is because in the process of uncovering subpopulations in which
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treatment effects are heterogeneous, groups are formed based on the homogeneity of treatment effects within them. Random forests (Breiman, 2001) is an ensemble learning method
that constructs a collection of tree models and integrates results across the tree models.
Thus, the focus of this thesis is to estimate the individualized treatment effects (ITE) with
data collected from randomized trials by constructing a random forest of interaction trees
(RFIT).
The thesis is structured as follows. In Chapter 2, we introduce the concept of ITE
within Rubin’s causal model framework before providing the formal definition. Then, a brief
literature review is given on separate regression (SR), the conventional way of estimating
ITE. Our proposed method, RFIT, is introduced in greater detail in Chapter 3. Standard
error formulas for the estimated ITE are also provided. Chapter 4 includes the numerical
results based on simulation studies that are designed to investigate the performance of
SSS in splitting data, to compare RFIT to SR, and to demonstrate the validity of the SE
formulas. RFIT is illustrated with data from an acupuncture headache trial in Chapter 5.
Finally, a brief discussion concludes the thesis.

2

Chapter 2
Literature Review
In this chapter, a brief literature review on Rubin’s causal model and the concept of potential outcomes is provided. Then, the definition of ITE is formally defined. Finally, a short
description of the conventional method for estimating ITE is given.

2.1

Rubin’s Causal Model

The concept and definition of ITE was formulated from the general framework of Rubins
causal model. Rubins causal model facilitates the assessment of causal effects at different
levels by using the concept of potential outcomes. First, consider data D = {(yi , Ti , xi ) :
i = 1, . . . , n} consisting of n IID copies of (Y, T, X), where yi is the response variable for
the i-th subject, Ti is the binary treatment assignment indicator: 1 for the treated group
and 0 for control, and xi = (xi1 , . . . , xip )T ∈ Rp is a p-dimensional covariate vector of mixed
types. A treatment T is said to have a causal effect on Y if there is a difference in potential
outcomes. Each subject has two potential outcomes. Denote them by Y10 and Y00 , where
Y10 denotes the response value for when the subject is assigned to the treatment group
and Y00 denotes the response value for when the subject is assigned to the control group.
The fundamental problem of causal inference states that one of the potential outcomes
is always missing. This is because it is impossible to observe both potential outcomes
at once: the subject was either given the treatment or assigned to the control group.
Nevertheless, the concept of potential outcomes makes causal inference at the population
level E(Y10 − Y00 ), the subpopulation level E(Y10 − Y00 | X ∈ A) for a subset A ⊂ Rp , and the
unit level Y10 − Y00 possible. It is worth noting that inferences at the population level can be
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obtained from both the subpopulation and unit levels, and inferences at the subpopulation
level can be obtained from unit level inferences. Unit level inferences cannot be made from
subpopulation or population inferences, and subpopulation inferences cannot be obtained
from population inferences. These three levels form a hierarchy of causal inference in
increasing order of strength. So, a lower-level inference can be obtained from that of an
upper-level inference, but not vice versa.

2.2

Individualized Treatment Effect (ITE)

Built on the basis of Rubins causal model, individualized treatment effect (ITE) is defined
as
δ(x) = E(Y10 − Y00 | X = x).
Technically, δ(x) is a subpopulation-level effect among individuals with X = x input vector,
but, it is the best approximation that can be made for the unit-level inference from the
available data.

2.3

Separate Regression (SR)

There are several methods that can provide inference on subpopulation treatment effects
but currently only a few methods that can estimate ITE. Separate regression (SR) is an
approach based on the concept of potential outcomes that is conventionally used for obtaining ITE estimations. Essentially, two models are built to separately estimate versions
of both Y10 and Y00 . Using only the data from the participants assigned to the treatment
group, a model is built to estimate µ1 (x) = E(Y1 | X = x). Similarly, another model is
built based on the data from the participants assigned to the control group to estimate
µ0 (x) = E(Y0 | X = x). Let µ̂0 (x) and µ̂1 (x) denote the resultant estimates of µ0 (x) and
µ1 (x), respectively. Then ITE, via SR, can be estimated as
δ̃(x) = µ̂1 (x) − µ̂0 (x).
4

(2.1)

Although random forests are conventionally used in SR because it involves predictive
modeling, SR has to deal with both prognostic and predictive factors. “To explain, consider
the model form Y = µ0 (x) + T δ(x) + ε, where µ1 (x) = µ0 (x) + δ(x). In the clinical setting,
covariates showing up in µ0 (x) only are called prognostic factors while covariates showing
up in δ(x) are called predictive factors (see, e.g., Ballman, 2015). Prognostic factors are
associated with the outcome regardless of treatment while predictive factors interact with
the treatment and hence cause differential treatment effects. In SR, both µ1 (x) and µ0 (x)
have to be estimated to obtain the difference δ(x); thus it has to take both prognostic and
predictive factors into consideration” [Su et al.(2017)]. This is motivation to search for a
method that estimates ITE directly by focusing on predictive factors only.
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Chapter 3
Random Forest of Interaction Trees
(RFIT)
3.1

Interaction Trees (IT)

The first step in obtaining interaction trees (IT) is to form a large preliminary tree by
recursively bisecting the data according to splitting rules. A binary split of the data,
denoted s, results from a yes-no question on a covariate Xj . If Xj is a continuous variable,
the data is split based on whether Xj ≤ c. If Xj is nominal with r distinct categories
C = {c1 , . . . , cr }, then the split is induced by the question: Is Xj ∈ A where A ⊂ C?
Given that nominal variables can be made ordinal (see Appendix A of Su et.al., 2009),
the question for inducing splits can be uniformly represented by the indicator function
∆ = ∆(Xj ; c) = I(Xj ≤ c), where c is the best cutoff point for covariate Xj . Observations
in which ∆ = 1 are deposited into a left child node, denoted tL , while observations in which
∆ = 0 are deposited into a right child node, denoted tR . The data is then recursively split
into additional child nodes, branching out like a tree, until some predefined stopping rules
are met.
Any binary split s produces Table 3.1, where 0 pertains to the control group; 1 pertains
to the treatment group; n1L denotes the number of treated subjects in tL ; ȳ1L denotes the
sample mean response for treated subjects in tL ; and similarly for other notations.
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Table 3.1: Quantities resulting from a binary split of data
Child Node
Treatment

Left: tL

Right: tR

0

(ȳ0L , n0L )

(ȳ0R , n0R )

1

(ȳ1L , n1L )

(ȳ1R , n1R )

The splitting statistic in IT can be based on the Wald test for H0 : β3 = 0 in the
interaction model:
IID

yi = β0 + β1 Ti + β2 ∆i + β3 Ti · ∆i + εi with εi ∼ N (0, σ 2 ),

(3.1)

where ∆i = ∆(xij ; c). The least squares estimate of β3 is the given by βˆ3 = (ȳ1L − ȳ0L ) −
(ȳ1R − ȳ0R ), corresponding to the concept of ‘difference in differences’ (DID). It is the
difference between the left and right nodes where the treatment effect is calculated within
each node. The resultant Wald test statistic amounts to
{(ȳ1L − ȳ0L ) − (ȳ1R − ȳ0R )}2
Q(c) = 2
,
σ̂ (1/n1L + 1/n0L + 1/n1R + 1/n0R )
where
σ̂ 2 =

1
n−4


n
X
X

yi2 −
i=1

(3.2)


X

2 
nkt ȳkt

(3.3)

k=0,1 t∈{L,R}

is the pooled estimator of σ 2 [Su et al.(2017)]. Ultimately, the test statistic Q(c) measures
the difference in treatment effects between two child nodes and the splitting rule is obtained
by maximizing Q(c).

3.2

An Alternative to GS: Smooth Sigmoid Surrogate

Greedy search (GS) is the conventional method used for determining the best cutoff point
for covariate Xj . The cutoff point in which maximizes Q(c) is the best cutoff point, ĉ =
7

argmaxc Q(c), for Xj . Given that a covariate may have a large number of cutoff points to
evaluate, GS can be slow. Furthermore, this discrete optimization procedure yields erratic
measures and, due to large variation, a local spike may be selected instead of the true cutoff
point [Su et al.(2017)]. The orange line in Figure 3.1(b) represents the splitting statistic
Q(c) computed at each cutoff point c in GS. Data of size n = 500 is generated from model
y = 0.5 + 0.5 T + 0.5 ∆ + 0.5 · T ∆ + ε,
where both x and ε are from N (0, 1), and ∆ = ∆(x; c0 ) with true cutoff point c0 = 0. It
can be seen that GS selects a local spike (indicated by the red triangle) instead of the true
cutoff point (indicated by the green vertical line).
These deficiencies motivate the consideration of a smooth alternative to GS. Smooth
sigmoid surrogate (SSS) approximates ∆i with a smooth sigmoid function. While many
sigmoid functions can be used, this particular example considers the logistic or expit function
s(x; a, c) = [1 + exp{−a(x − c)}]−1 =

exp{a (x − c)}
,
1 + exp{a (x − c)}

(3.4)

where c is the cutoff point and a > 0 is a shape or scale parameter. Figure 3.1(a) depicts
the expit function at c = 0 for different a values.
To approximate Q(c), we start with approximating ngτ with ñgt for g = 0, 1 and t =
{L, R} as follows:

Pn


n
=

1L
i=1 Ti ∆i





 n1R = n1 − n1L
P



n0L = ni=1 (1 − Ti ) δi





 n =n −n
0R

0

0L

Pn

≈

ñ1L =

≈
≈

ñ1R = n1 − ñ1L ,
P
ñ0L = ni=1 (1 − Ti )si ,

≈

ñ0R = n0 − ñ0L ,

i=1

Ti si ,

P
where si = s(xij ; a, c) approximates ∆i , n1 =
i Ti is the total number of treated inPn
dividuals, and n0 =
i=1 (1 − Ti ) is the total number of untreated individuals. Let
P
Sgt = i∈t & Ti =g yi denote the associated sum of responses values, which can be approxi-
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mated in a similar manner:

P


S1L = ni=1 yi Ti ∆i






 S1R = S1 − S1L
P



S0L = ni=1 yi (1 − Ti ) ∆i





 S =S −S
0R

where S1 =

P

0

0L

Pn

≈

S̃1L =

≈
≈

S̃1R = S1 − S̃1L ,
P
S̃0L = ni=1 yi (1 − Ti ) si ,

≈

S̃0R = S0 − S̃0L ,

i=1

yi Ti si ,

Ti yi is the sum of response values for all treated individuals and similarly
P
S0 for the untreated. Note that quantities n1 , n0 = n − n1 , S1 , and S0 = i yi − S1 do not
i

involve the split variable ∆i and can be computed beforehand. It follows that
ȳgt = Sgt /ngt ≈ S̃gt /ñgt = ỹgt
for g = 0, 1 and t = {L, R}. Next, bringing (ñgt , ỹgt ) into (3.3) yields its approximation σ̃ 2 .
Finally, plugging all the approximated quantities into Q(c) in (3.2) yields
e =
Q(c)

{(ỹ1L − ỹ0L ) − (ỹ1R − ỹ0R )}2
.
σ̃ 2 (1/ñ1L + 1/ñ0L + 1/ñ1R + 1/ñ0R )

(3.5)

e
Now Q(c)
is a one-dimensional smooth objective function for c and can be directly maximized to obtain the best cutoff point ĉ [Su et al.(2017)].
e
The scale parameter a involved in Q(c)
given by (3.5) can be fixed a priori. The performance of the SSS method is quite robust with respect to the choice of a for a wide range
of values [Su et al.(2017)]. It is recommended, however, to standardized the covariates and
fix a in [10,50]. Thus, with a fixed a, the best cutoff point ĉ can be obtained by maximizing
Q̃(c) with respect to c only. Transforming the data back to its original scale can then be
carried out for interpretation purposes.
It can be seen from Figure 3.1(b) that SSS works effectively in estimating the true
cutoff point. The local spike problem in GS splitting measures is largely eliminated from
the smoothing done by SSS. Additionally, SSS is more computationally efficient. The
simulation studies discussed in Chapter 4 demonstrates how SSS outperforms GS in most
scenarios.
9

3.3

Estimating ITE via RFIT

RFIT is obtained according to the standard procedures for constructing random forests
(Breiman, 2001). A bootstrap sample Db from data D is taken and used to grow a large IT
tree, Tb . In constructing Tb , all nodes are split according to the best split determined from
only a subset of randomly selected m covariates. “This tactic helps improve the predictive
performance by de-correlating the tree models in random forest” [Su et al.(2012)].
Each terminal node τ in Tb is summarized with an estimated treatment effect δ̂τb ,
which is simply the difference in mean response between treated and untreated
individuals falling into τ , i.e.,
δ̂τb =



X
i: xi ∈Db ∩τb

where n1τb =

P

i:xi ∈Db ∩τb

Ti yi (1 − Ti )yi
−
n1τb
n0τb


,

(3.6)

Ti is the number of treated individuals in Db that fall

into τ and n0τb for the untreated.
The entire tree construction procedure is then repeated on a number of B
bootstrap samples, which results in a sequence of bootstrap trees {Tb : b =
1, 2, . . . , B}. For each tree Tb , an individual with covariate vector x would fall
into one and only one of its terminal node, which we denote as τb (x). Letting
δ̂b (x) = δ̂τb (x) , the ITE for this individual can then be estimated as
B
1 X
δ̂b (x).
δ̂(x) =
B i=1

(3.7)

[Su et al.(2017)]

3.4

SE for Estimated ITE

Standard errors for the estimated ITE are computed using Efron’s (2014) infinitesimal
jackknife (IJ) result. The IJ estimate of variance of δ̂(x) is given by
V̂ =

n
X
i=1

10

Z̄i2 ,

(3.8)

where
Z̄i =

B
X

Zbi /B

b=1

and
Zbi = (Nbi − 1){δ̂b (x) − δ̂(x)}
with Nbi being the number of times that the i-th observation appears in the b-th bootstrap
resample. In practice, V̂ has an upwards bias for small or moderate B so a large B should be
employed. Assuming approximate independence of Nbi and δ̂b (x), a bias-corrected version
is given by
B

n−1X
V̂c = V̂ −
{δ̂b (x) − δ̂(x)}2 .
2
B b=1

(3.9)

See A.2 in the Supplementary Materials of Su et.al. (2017) for the proofs of 3.8 and
3.9.
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Figure 3.1: Illustration of Smooth Sigmoid Surrogate (SSS) for Splitting Data
a) The discrete threshold function ∆(x; c) = I(x ≥ c) with c = 0 (in orange) and its expit
approximation s(x; c) = expit{a(x − c)} (in grey)
b) The splitting statistic Q(c) computed at each cutoff point c in greedy search and its
SSS approximations with a = {1, 2, . . . , 100}. The true cutoff point c0 = 0 is indicated by
the green dashed vertical line. The best cutoff found by GS is denoted by the red triangle
while the black diamond dots indicate the best cutoff points found by SSS with different a
values.
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Chapter 4
Simulation Studies
In this chapter, results from various simulation studies are presented. Simulations were
executed (1) to compare the SSS method to the conventional GS method in the search for
the best cutoff point, (2) to compare RFIT with SR in estimating ITE, and (3) to investigate
the validity and performance of the standard error (SE) formulas of the estimated ITE δ̂.

4.1

SSS versus GS

Greedy search (GS), the conventional method for finding the best cutoff point, is compared
to the smooth sigmoid surrogate (SSS) splitting method. Data is randomly generated from
the model
y = 0.5 + 0.5 T + 0.5 ∆ + 0.5 · T ∆ + ε,

(4.1)

where ∆ = ∆(x; c0 ) = I(x ≥ c0 ), x ∼ uniform[0, 1], c0 = 0.5, and ε ∼ N (0, 1). Note that
the choice of the true cutoff point c0 is arbitrarily set to 0.5. Although the choices for β
included {0.1, 0.2, 0.5, 1.0} to signify weak, moderate and strong signals, respectively, the
results from the moderate signal will be presented. The scale or shape parameter, a, in
SSS was set to many different values, a = 1, 2, . . . , 100. To account for the situations in
which nodes contain either a relatively small or large number of observations, two sample
sizes, n = 50 and n = 500, were separately considered. A total of 500 simulations were ran
for each of the four configured models.
Figure 4.1 displays empirical densities on the left hand side and MSE measures on the
right hand side for the estimated cutoff point ĉ obtained from SSS and GS. The MSE
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measure is defined as
MSE =

500
X

(ĉm − c0 )2 /500.

k=1

Graphs (a) and (c) both show that the empirical density for SSS for any choice of a is
more bell-shaped than the empirical density for GS. Thus, SSS provides a reduction in
variability in comparison to GS when finding the best cutoff point ĉ regardless of a small
or large sample size. The horizontal line in graphs (b) and (d) is the MSE for GS. For a
sample size of n = 50, the MSE for GS is smaller than the MSE for SSS for only a few
values of a. For a sample size of n = 500, the MSE for SSS is smaller than the MSE for
GS for all a = 1, 2, . . . , 100. In general, SSS is favorable to GS in terms of MSE but it is
recommended that a > 5 in SSS. By default, the RFIT implementation in R uses SSS with
a = 10. It is worth noting that estimating a is not recommended because it unnecessarily
slows down the computation at each node split and having a different a for each covariate
will make the results less comparable across covariates in finding the best split.
Computing time for the two methods is also compared. For this simulation, data is
generated from the same model but the covariate x now follows a discrete uniform distribution over {1/K, 2/K, . . . , K/K} so that x has a total of K distinct values. This is done
in order to investigate computing times with different K. The choices for n and K are
n ∈ {50, 100, 500, 1000, 2000, 10000} and K ∈ {10, 100, 500}. Table 4.1 provides the computing time in seconds for GS and SSS splitting averaged over 10 simulation runs for each n
and K. Even though it takes longer for both GS and SSS as n increases, SSS is not affected
by an increase of K like GS is. Overall, it is evident that SSS is more computationally
efficient than GS.

4.2

RFIT versus Separate Regression

In this section, RFIT is compared with SR in estimating ITE, δ(x), for four different models
of δ(x). The data are generated as follows:
• simulate covariate xj ∼ uniform[0, 1] for j = 1, . . . , 5;
14

• generate y00 = µ0 (x)+α+ε0 with a nonlinear polynomial µ0 (x) = −2−2x1 −2x22 +2x33
and α and ε0 being independent from N (0, 1);
• generate y10 = µ1 (x) + α + ε1 , where µ1 (x) = µ0 (x) + δ(x) and ε1 ∼ N (0, 1) is
independent of both α and ε0 ;
• consider each of the following models for δ(x)
Model I:

δ(x) = −2 + 2x1 + 2x2

(4.2)

Model II:

δ(x) = −2 + 2 I(x1 ≤ 0.5) + 2 I(x2 ≤ 0.5) I(x3 ≤ 0.5)

(4.3)

Model III: δ(x) = −6 + 0.1 exp(4x1 ) + 4 exp{20(x2 − 0.5)} + 3x3 + 2x4 + x5 (4.4)
Model IV: δ(x) = −10 + 10 sin(πx1 x2 ) + 20(x3 − 0.5)2 + 10x4 + 5x5 .

(4.5)

• simulate T , the treatment assignment variable, independently from Bernoulli(0.5);
• the observed response is y = T y10 + (1 − T )y00
“A random effect term α is introduced to mimic some common characteristics shared
by repeated measures Y00 and Y10 taken from the same subject. The unit-level effect Y10 − Y00
equals δ(x) + (ε1 − ε0 ), where (ε1 − ε0 ) represents additional random errors that can not
be accounted for by covariates x” [Su et al.(2017)]. The four models considered for δ(x)
represent linear, tree-structured, and nonlinear models. Model III and Model IV are derived
from Friedman (1991).
Both RFIT and SR are used to learn each of the ITE models using a training data set
D. Two sample sizes n = 100 and n = 500 are considered for D. ITE is estimated for a
test sample D0 of size n0 = 2, 000 and a mean square error (MSE) measure
0

MSE =

n
X

{δ̂(xi ) − δ(xi )}2 /n0

i=1

is computed. A total of 200 simulation runs is used for each simulation setting.
Figure 4.2 provides the boxplots of MSE values for RFIT and SR for each of the simulation settings. The median is represented by the horizontal black lines while the mean is
represented by the horizontal blue lines. In each setting, the median and mean of the MSE
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values for RFIT are smaller than those for SR. It is interesting to note that the boxplots for
RFIT and SR in Model III, panels (e) and (f), are considerably different from one another
than they are in any other model. This may be attributable to the complexity of Model III
suggesting that RFIT is better at handling complex models more than SR is. Additionally,
the largest MSE values are present in panel (e) most likely owing to the small sample size
of n = 100. Because of the complex nature of Model III, the larger sample size of n = 500
produced smaller MSE values. Overall, it can be seen that RFIT outperforms SR regardless
of sample sizes and model complexity.

4.3

Standard Error (SE)

Training data sets and one testing data set are generated from Model III to evaluate
the performance of the standard error (SE) formulas for estimated ITE. A sample size of
n = 500 is used for each training data set D and B = 2, 000 bootstrap samples from D
is taken to train RFIT. The testing data set D0 is of size n0 = 50 and is applied to the
trained RFIT to estimate ITE for each observation in D0 . The standard errors for each of
the estimated ITE are calculated as well. This experiment is repeated for 200 simulation
runs. Thus, for each observation in D0 , 200 predicted ITE δ̂ and 200 SEs (uncorrected and
bias-corrected) are obtained. Then, the standard deviation (SD) of these ITE estimates is
computed while the SE values are averaged. The performance of the SE formulas can be
evaluated by comparing the averaged SE values to their corresponding SD values. If the
formula works well, the SE and SD values should be close to one another.
Figure 4.3 plots the averaged SE versus SD for each observation in the test sample
D0 . The reference line in green is y = x. The grey circular points are the uncorrected
standard errors produced from Formula 3.8. Although they mimic the pattern of the
reference line, they are overly conservative. After the bias-correction, Formula 3.9, they
become reasonably close to the SD values as seen from the black rectangular points. Thus,
Formula 3.9 works well for computing the bias-corrected IJ estimate of variance of the
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estimated ITE δ̂.
It is worth noting that, as determined by Efron (2014), a large number of bootstrap
samples is needed to guarantee the validity of the IJ-based standard errors. Additionally,
when a small or moderate B is used, e.g. B ≤ 500, negative values are produced from
the bias-corrected formula. Thus, for valid and rational results for the SE formulas, it is
recommended to use a large number of B bootstrap samples. On another note, similar
results were attained when data was generated from Model I, Model II, and Model IV.
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Table 4.1: Computing time comparison between smooth sigmoid surrogate (SSS)
and greedy search (GS) in finding the best cutoff point for one covariate.
Entries are the computing times (in seconds) averaged over 10 runs.

n=

50
100
500
1000
2000
5000
10,000

K = 10
GS
SSS
0.000 0.001
0.000 0.000
0.002 0.000
0.004 0.000
0.003 0.004
0.008 0.002
0.017 0.005

K = 100
GS
SSS
0.003 0.000
0.006 0.000
0.012 0.003
0.023 0.002
0.038 0.005
0.094 0.002
0.182 0.005
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K = 500
GS
SSS
0.003 0.000
0.003 0.004
0.047 0.000
0.100 0.000
0.201 0.003
0.462 0.001
0.899 0.010

MSE

1.0
0.0
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Density

0.04 0.05 0.06 0.07 0.08 0.09

(b)
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Figure 4.1: Comparing SSS with Greedy Search (GS) in Finding the Best Cutoff Point
The left panels present the empirical density of ĉ found by GS (shaded in orange) and
SSS (in gray) with a = 1, 2, . . . , 100, where the true cutoff point c0 = 0.5 is indicated by
the green vertical bar; the right panels present MSE measures of SSS for different a
values, where the horizontal orange line corresponds to the MSE from GS; the top panels
refer to sample size n = 50; the bottom panels refer to sample size n = 500.
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(b) Model I, n= 500

(c) Model II, n= 100

(d) Model II, n= 500
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Figure 4.2: Comparing RFIT with Separate Regression (SR) in Estimating ITE
The parallel boxplots of MSE values are based on a test sample of n0 = 2000 with 200
simulation runs. The black middle bar indicates the median of MSE measures and the
blue middle bar indicates the average of MSE measures.
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Figure 4.3: Plot of averaged standard errors (SE) versus sample standard deviation
(SD) of predicted ITE
The bias-corrected and uncorrected SE averages for the same observation are connected
with a grey line segment. The green line is y = x.
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Chapter 5
A Real Data Example
An acupuncture headache study consisting of 401 participants with chronic headache was
used to illustrate the RFIT method using real data. In this randomized controlled trial,
the participants, who predominantly suffered from migraines, were randomly assigned to
a treatment or control group. In addition to standard care from general practitioners, the
treatment group received 12 acupuncture treatments over the course of three months. The
participants assigned to the control group only received the usual care. The acupuncture
treatments were analyzed to determine if they significantly lowered the headache severity
score from baseline to the 12 month follow up. The results showed that the acupuncture
was in fact effective at reducing the headache severity score. Details of the trial are provided
in Vickers et al. (2004) and the data set is available at
https://trialsjournal.biomedcentral.com/articles/10.1186/1745-6215-7-15.
RFIT is applied using only the data from the 301 participants that completed the trial.
The change in headache severity score from baseline to the 12 month follow up is the
response variable. Moreover, headache severity score at baseline is one of the 18 covariates
present in the analysis while headache severity score at the 12 month follow up is excluded.
The covariates utilized in this analysis are mainly demographic, medical, or treatment
measurements taken at baseline. See Table 5.1 for a brief description of the variables.
RFIT was built using B = 2, 000 trees with a = 10 for the SSS splitting. For each
participant, ITE is estimated and the IJ-based standard error (SE) with bias correction is
computed. Figure 5.1 provides the ranking for each participant in terms of their estimated
ITE. It also displays the associated plus and minus one SE as well. The grey horizontal
line is the unadjusted average treatment effect, the mean difference in headache severity
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score, and is 6.484. It can be seen that the majority of ITE are above 0, indicating the
effectiveness of the acupuncture treatments. For a few participants, however, the estimated
ITE was below 0. This suggests that the acupuncture treatment was not very helpful or
even had a detrimental effect to them. Further investigation of this small subgroup of
patients may be worthwhile. All in all, by using RFIT, the treatment effects in this trial
presented certain heterogeneity among participants.
Error Bar Plot for Estimated ITE: The Acupunture Headache Data
30

20

^
δ
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−20
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150

200
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Figure 5.1: RFIT Analysis of the Acupuncture Headache Data
The error bar plot of the estimated ITE ± SE in which the participants are ranked by.
The horizontal line at 6.5 is the unadjusted average treatment effect.
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Table 5.1: Variable description for the acupuncture trial data

Name
diff

Description
Difference in headache severity score between one year follow-up
and baseline, i.e., (pk5 - pk1)
id
Patient ID code
group
0 is control; 1 is acupuncture
age
Age
sex
sex: 0 male; 1 female
migraine
Migraine: 0 No and 1 Yes
chronicity
Chronicity
pk1
Severity score at baseline
f1
Headache frequency at baseline
pf1
Baseline SF36 physical functioning
rlp1
Baseline SF36 role limitation physical
rle1
Baseline SF36 role limitation emotional
ef1
Baseline SF36 energy fatigue
ewb1
Baseline SF36 emotional well being
sf1
Baseline SF36 social functioning
p1
Baseline SF36 pain
gen1
Baseline SF36 general health
hc1
Baseline SF36 health change
painmedspk1
MQS at baseline
prophmqs1
MQS of prophylactic medication at baseline
allmedsbaseline Total MQS at baseline
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Chapter 6
Conclusion
In the effort to advance precision medicine, our proposed method, random forests of interaction trees (RFIT), has successfully estimated individualized treatment effects (ITE).
Essentially, RFIT creates a random forest of single IT trees that groups individuals according to similar treatment effects. The estimated treatment effect for one tree equals the
treatment effect of the group the individual ends up in. Eventually, the estimated treatment effect for an individual is the averaged treatment effects among all trees in the forest.
Numerical evidence supports that smooth sigmoid surrogate (SSS) splitting implemented
in RFIT speeds up the process. It also supports that RFIT outperforms the conventional
separate regression (SR) in estimating ITE. Finally, the infinitesimal jackknife (IJ) method
for deriving standard error formulas for the estimated ITE was proven to be valid. Even
though the acupuncture treatment in the headache trial was already established to be
effective overall, RFIT delved deeper and allowed for personal treatment effects of each
patient to be evaluated. “Altogether, RFIT provides enlightening results in deploying precision medicine by informing a new patient about the potential efficacy of the treatment
on him/her” [Su et al.(2017)].
The subject matter focused in this thesis is restricted to data from randomized experiments. Extending the assessment of differential treatment effects to observational data
may be worth looking into for future research. Lastly, exploration of the features such as
variable importance ranking, partial dependence plots, and proximity matrix that random
forests provides should be considered.
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