Abstract. We p r e s e n t here a return method to describe some attainable sets on an interval of the classical Burger equation by means of the variation of the domain.
Statement of the main result
We are here interested in the following problem of controllability: Let T c be an arbitrary real number, X a given normed space of real functions of the real variable de ned on 1 2], z 1 z 0 elements of X. Does If this holds for all (z 0 z 1 ) 2 X X one says that equation (1.2) is controllable in X. Moreover if one replaces condition (1.4) by jju(T c : ) = 1 2] ; z 1 jj X < " (1.5) where " > 0 is a priori given, and if this holds for any ( z 0 z 1 ) 2 X X and any " > 0, one says that there is approximate controllability i n X.
According to the settlement of the controllability problem, we take here X = BV( here Df is the derivative o f f in the sense of measures.
The following conditions (ES) are the conditions necessarily satis ed by spatial values of weak entropic solutions of the Cauchy problem (1.2) with initial value in the class of functions with bounded variation: we s a y that a function f satis es (ES), and is said to be of entropic shape, if f 2 BV 8x f(x;) := lim t!x t<x f(t) f(x+) := lim t!x t>x f(t) (1.6) (1:6) is strict for at most a sequence (x ) The main proposed result in this paper is the following: Theorem 1.1. Let z 0 be given in BV( 1 2] ) \ L 1 ( 1 2] ) and " > 0 and T > 2. L et z 1 be an element of BV( 1 2] ) satisfying the necessary conditions (ES) and, such that (i): 8x 0 2 (1 2), i f z 1 (x 0 ;) > 0 then z 1 (x) > x ; 1 T 81 x < x 0 if z 1 (x 0 +) < 0 there holds z 1 (x) < x ; 2 T 8x 0 < x 2, (ii): There exists at most one x 1 2 (1 2) such that z 1 > 0 on 1 x 1 ) and z 1 < 0 on (x 1 This last statement is a little bit more than L 1 approximate controllability. Here D + z 1 (x) means sup h>0 z 1 (x + h) ; z 1 (x) h :
To our knowledge, the problem of the controllability of the equation ( 18] , that standard rules of di erentiation can be used in the space BV provided that one replaces the functions by some regularization. In particular, if f 2 BV and if one de nes f(x) = 1 2 (f(x+) + f(x;)) one has the formula (f 2 ) x = 2 ff x .
2. Proof of the result A natural idea to show the controllability (at least locally) is to deal with the linearized operator around the null solution. This method, a classical one for nite dimensional systems, gives also many results for partial di erential equations, even if it is harder to proceed in that case, as it has been shown recently by A . F ursikov and O.Yu. Imanuvilov, see 8] and L. Rosier 16] . This trick, astutely rethought, gives also global results, when the linearized operators around any trajectories are controllable, as it was proven by C . In order to obtain our result we h a ve been interested in the so called \return method" introduced by J-M. Coron in 2] to show a result of stabilization of a nite dimensional system. He used it afterwards in 3] and 4] to study the controllability of incompressible uids in dimension 2. The idea is to consider the controllability of the linearized operator, not around the zero solution, but around trajectories vanishing at the times 0 and T: i f this linearized operator is controllable, one may hope the nonlinear system is locally controllable.
Of course such a n e n tropic trajectory of (1. Moreover, if one rescales such a solution (or more exactly an approximation), the time to attain the zero value is scaled too, thus one cannot expect to apply correctly the implicit function theorem, the essential reason being that for asymptotic large time a small di erence between two solutions becomes very large, due to the term uu x in (1.2).
However it is possible to provide solutions allowing to perform some kind of linearization as will be described later. Let us mention that the method used here relies more on a variation of the domain than on a standard linearization and our proof can also be related to the \extension method" introduced by D.L. Russell, see 17] . The control in our case is the initial value and can be realized by means of boundary values when it has some sense for (1.2) .
In order to show Theorem 1.1, we rst prove: In 2.1 we g i v e the necessary condition for z 1 to be attainable, then in 2.2, we describe the su cient conditions that lead to the conclusion of those theorems.
Necessary conditions for controllability
We will now assume that T > 2. Since the problem we are concerned with in proposition 2.3, requires that the initial value of u must be 0 on 1 2] whatever is z 1 , w e see that it is necessary to impose 8y 2 1 2] z 1 (y) y ; 1 T ( o r z 1 (y) y ; 2 T ):
We will treat the rst case since the second is similar. Now assume that for some y 2 1 2] equality holds, then in order for z 1 to be attained by t h e Cauchy problem, we h a ve Assertion 2.2. For y > y equality holds in (2.1). Proof: If there exists y > y such that inequality holds, then the generalized backward characteristics issued from the point ( y T) and the point ( y T) would meet on (0 T ) c o n tradicting the assumption on the entropic shape of z 1 . So equality holds which p r o ves this assertion. Now b y the method of characteristics one immediately sees that such a z 1 can only be attained by imposing a Dirac mass at time t = 0 for x = 1 , since z 0= 1 2] = 0 , a n d t h us it is not reachable by our method. Thus the only possibility for equality i s y = 2 but this also leads to the same conclusion.
So we found one necessary controllability condition for z 1 (in the present case) which i s z 1 (x) > x;1 T . Let us stress that condition (2.1) does not depend on the device introduced here. We x once for all a real nonnegative small number 1 2 > > 0. Let a 1 be the unique entropic solution of (1.2) de ned by a 1 (x 0) = 0 x 0 a 1 (x t) = m i n ( x t+ 1) 0 x 1 a 1 (x t) = 0 x 1:
Standard computations using the Rankin-Hugoniot condition show that a 1 (x t) = x t + : x p (2; ):(t+ ) t 2 ; 2 :
Here means the characteristic function of the set in subscript.
Assume that z 1 is continuous. We look for solutions of (1.2) of the form (for sake of simplicity w e forget the subscript 1 for the moment being in a 1 ).
u(x t) = a ( x + (x t) t )
where is of course to be precised and where we t a k e > 0. This is precisely the variation of the domain. Assume that the standard rule of di erentiation of composed functions is valid, then if we put (2.2) into (1.2) it gives
the function u will be, at least formally, a w eak solution of (1.2) in some region of the (x t) plane. Moreover we require (1.4) to be satis ed in order to obtain the desired nal state.
We wish to solve (2.3) by the method of characteristics (see e.g. 12]). This gives, at least formally, the following formula y (t) + (y T) = t + T + (y + (y T)): In terms of z 1 this formula is y (t) = ( t ; T)z 1 (y) + y:
At this point of the proof, it is necessary, for the sake of completeness, to distinguish which conditions in our results are required for the state z 1 for any kind of method of controllability and which are su cient to apply our technique.
Since we wish to de ne the initial data u(0 : ) with respect to z 1 we h a ve to require that for two di erent v alues of (y 0 y 1 ) 2 1 Suppose that equality holds for a point y 2 1 2] such that there exists a sequence (h n ), h n > 0, for which z 1 (y + h n ) ; z 1 (y) h n > 1 T : Then the backward characteristics issuing from the points (y T) and (y + h n T ) will meet before time t = 0 , t h us contradicts the entropic shape of z 1 . T h us the necessary condition is D + z 1 1 T .
Let us stress that this condition is not necessary for z 1 to be attainable by a general scheme, and relies only on the method introduced here. But this is trivially possible provided one chooses su ciently large.
Now w e h a ve obtained the conditions announced for z 1 to be, formally for the moment being, attainable.
Construction of the solution.
Now assume that the condition of Theorem 2.1 are ful lled. It is obvious that : ( t y) ! (t y (t) = y + ( t ; T)z 1 (y)) is a continuous function and that our assumption on uniqueness (2.4) shows that, if t > 0 is xed, it is a one-to-one mapping onto its image. Thus the converse map is also continuous and one-to-one (for t xed). This means that if t is xed then y depends continuously on y (t). It is also clear that We t h us are able to de ne in this region, that is to say u, b y means of the preceding formulas. This gives also an initial value.
Let us also remark that the initial value may not be continuous, this being the case if z 1 is a line of slope 1
T . H o wever, it is of no importance if one uses the following trick.
On the interval 2 ; Tz 1 (2) 2; T T+ 2] we de ne u(0 : ) to be the line joining the points (2;T z 1 (2) z 1 (2)) and (2; T T+ 2 2 T+ ). On the interval (;1 1; Tz 1 (1)) we de ne u(0 : ) t o b e 0 . N o w, for the points of 2;Tz 1 (2) 2; T T+ 2] which are attained by more than one characteristics, we impose to the initial value to have left and right limit at that point. This is possible, because that case occurs when there exists 1 y 0 < y 1 Thus we h a ve de ned the initial value, for the Cauchy problem. Moreover this method gives also u by means of , following the above manner. We have t o c heck that it is in fact a weak solution to the problem and that it satis es both nal and initial conditions. We h a ve ( y (t) t ) = ((t ; T)z 1 (y) + y t) = (y T): Put x = y (t), we get the formula for t 2 (0 T ] (x t) = ( ;1 x (t) T ) with x (t) = y if and only if x = y (t). Now i t i s w ell known that functions with bounded variations are almost everywhere di erentiable. Since y (t) = y+(t;T)z 1 (y) a n d t h a t y ! y (t) is one-to-one onto its image, and because of the assumption on D + z 1 we immediately see that is almost everywhere di erentiable with respect to x and also with respect to t, t h us it is a weak solution. It is by construction clear that u coincides with z 1 at times T. Indeed, for any x 2 I 2 there exists a unique maximal interval non reduced to a point, y 1 x y 2 x ] such that for any y 2 y 1 x y 2 x ] there holds x = y ; Tz 1 (y). Thus since for two di erent such x the corresponding intervals are distinct, I 2 is at most countable. It is then clear that I 1 is of the desired form. Now let x 2 I 1 . Assume that there exists a decreasing sequence of nonnegative n umbers (t n ) s u c h that t n ! 0 and such that (u(t n x )) does not tend to u(0 x ). Then we can determine a sequence (y n ) a n d y in 1 2] such that u(t n x ) = u(T y n ) a n d u(0 x ) = u(T y), but it is also clear that we h a ve y n ! y (eventually up to a subsequence) so that we h a ve a c o n tradiction.
It is also clear that u(t x) ! u(T x) = z 1 (x) a s t ! T. Proof: Let us denote I n = ( n n ) a n o p e n i n terval on which z 1 is continuous. By means of the trick used in the proof of the previous proposition, we immediately see that there exists an interval (a n b n ) with a n = n ; Tz 1 ( n +), b n = n ; Tz 1 ( n ;) such that we might de ne an initial data on (a n b n ) extended with the same preceding manner producing the desired value z 1 on the interval I n . But here we need to patch all such initial datas de ned on such i n tervals. We use the fact that z 1 is of entropic shape that is if y is a discontinuity p o i n t o f z 1 then there holds z 1 (y;) > z 1 (y+): So if we h a ve a singularity y, w e determine an interval y ; Tz 1 (y;) y ; Tz 1 (y+)] on which w e impose u(0 : ) to be an a ne function joining the point ( y ; Tz 1 (y;) z 1 (y;)) to the point ( y ; Tz 1 (y+) z 1 (y+)). Now outside the interval 1 ; Tz 1 (1+) 2 ; Tz 1 (2;)] we de ne u(0 : ) just as in the case when z 1 is continuous. 9) The classical theory of entropic solutions shows that there exist three curves, say, t ! x 1 (t) x 2 (t) x 3 (t) such that for a short time t t 1 one has (the subscripts are temporarily omitted in b p ) x 1 (t) = t + x 2 (t) = 1;p 2 t + 1 ; x 3 (t) = ;pt + 1 b(x t) = x t+ 0 x x 1 (t) t t 1 b(x t) = 1 x 1 (t) x x 2 (t) t t 1 b(x t) = ;p x 2 (t) x x 3 (t) b(x t) = x;1 t x 3 (t) x 1: In fact this holds as long as x 1 (t) < x 2 (t) < x 3 (t). One has x 1 (t) = x 2 (t) () t = 2(1 ; ; ) p + 1 and x 2 (t) = x 3 (t) () t = 2 p + 1 . Let us take < 1 ; 2 , this yields t 1 = 2 p+1 . For t > t 1 , one takes x 2 (t) = x 3 (t), and x 2 (t) is computed for t > t 1 We t h us assume that u(0 : ) restricted to 1 2] has to be z 0 . We x real nonnegative n umbers, and denote a 2 the following data a 2 (x) = if 1 ; < x < 1: We then consider u 1 the solution of (1.2) with initial value u 1 (0 x ) = a 2 (x) i f x 2 (1 ; 1) u 1 (0 x ) = z 0 (x) i f x 2 1 2] u 1 (0 x ) = 0 else: We will also denote a 2 the solution in the entropic class of (1.2) coinciding with its de nition at t = 0 . W e then have: Assertion 2.8. There exists a time T 1 and such that the solution of (1.2) u 1 is x ! x;1+ t on 1 2] for t > T 1 .
Proof: W e assume a priori that > jz 0 j 1 . L e t a = jjz 0= 1 2] jj 1 . It is then clear that u 1 is singular at least along a curve, which is Lipschitz denoted t ! (t) and satisfying (0) = 1 and d dt (t) 1 2 (a 2 (t (t)+) ; a) for a.e t:
Let us remark that this comes from the conservation of the mass of the entropic solutions of (1.2) and can also be interpreted by the characteristic method when the solutions are replaced by their regularization in the BV space. It will be clear that the claim will be true if one can show that for large enough the curve t ! (t) i n tersects the curve t ! at + 2 in the region x > 1. Let us point out (it will become clearer in the following) that one has to take as small as possible to obtain an optimal time of control. Let us also point out that this trick becomes unnecessary in the following if one has z 0 0 o n 1 2]. Now w e c hoose > 0 and assume than T 1 in the preceding claim is chosen so that ju 1 j L 1 ( 1 2]) (t) < if t > T 1 . This always is possible because of the asymptotic properties of solutions of (1.2) with nite mass.
We are now ready to give the nal proof to theorem 1.1.
We rst of all determine T 1 as before. We modify u 1 (T 1 : ) b y imposing that it is 0 outside the interval 1 ; 2 + ]. For the sake of simplicity l e t u s assume that z 1 satisfy the condition of Theorem 2. Now w e g l u e u(T 1 : ) w i t h u 1 (T 1 : ) and consider the solution u # of (1.2) with this initial value at the time t = T 1 .
We h a ve: Assertion 2.9. The solution u # coincides with z 1 on (1 x 0 ) at the time T + T 1 Moreover one has ju # (T + T 1 : ) ; z 1 (:)j L 1 ((1 2)) < (1 + Tjz 1 j L 1 ).
The proof is immediate. Indeed one has only to see that the singularity line issuing from the point ( T 1 1 ; ) di ers from the one if the initial value on 1; 2] was zero at the time T +T 1 of not more than T. Since the nal state on this interval is not larger than jz 1 j L 1 we h a ve the claim. Then this proves theorem 1.1, in the case when z 1 is nonnegative, by taking small enough. Now w e s k etch the case when z 1 can possibly take negative v alues. As in the preceding case one glues u 1 (t 1 : ) with the initial value giving z 1 outside 1 ; 2 + ]. Following the trajectory of the singularity line issuing from the point s h o ws that it also di ers from the one with vanishing initial value at the time T + T 1 of T we t h us have such an equality a s i n the preceding claim. Here, however we can not insure the coincidence of ESAIM: Cocv, April 1998, Vol. 3, 83{95 the nal state with z 1 on (x 0 2) but only on (x 0 + T 2) thus we require also that satis es (T) < 2 ; x 0 . W e h a ve then the desired result. This concludes the proof of the main result and the paper.
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