Introduction
As a bio-inspired computational paradigm, ant colony optimization (ACO) has been applied successfully to a large number of computationally hard problems. ACO simulates the collective behavior of ants, which communicate using pheromone trails. However, ACO has been mainly applied to discrete optimization problems such as the traveling salesman problem (TSP) [1] [2] [3] [4] , quadratic assignment [5] , scheduling [6] [7] , vehicle routing [8] , and routing in telecommunication networks [9] .
As discussed in [32] , many optimization algorithms have been originally developed for combinatorial or discrete oprimization and only afterwards adapted also to the continuous case. This is true for ACO. Although a direct application of the pheromone-trail metaphor to solving continuous optimization problems is difficult, some attempts were also made to use them for tackling continuous optimization problems. Up to now, only a few ant-colony based approaches for continuous optimization have been proposed in the literature. The first method called Continuous ACO (CACO) was proposed in [26] . CACO combines ACO with a real-coded GA which is similar to BLX-a [33] and the ACO approach was largely devoted to local search. CACO was extended in [27, 28] . In [29] , the behavior of an ant called Pachycondyla Apicalis was introduced as the base metaphore of the algorithm (API) to solve continuous problems. The Continuous Interacting Ant Colony (CIAC) in [30] also introduces an additional direct communication scheme among ants.
In contrast to the above studies, studies that have a pure pheromone based method were proposed independently in [31, 32, 10, 11] . In [31] , the pheromone intensity is represented by a single normal probability distribution function. The center of the normal distribution is updated to the place which has the best functional value at each iteration. Variance value is updated according to the current ant distribution. In [32] , a mixture of normal kernels was introduced so that it can solve multimodal functions. However, both of the above two approaches use marginal distribution models (although they can be extended to multivariate ones) and the pheromone update rules used are quite differnt from those of the original ACO methods [2, 3] .
In [10, 11] , the aggregation pheromone system (APS) was introduced. APS replaces pheromone trails with aggregation pheromones (see Section 2.2.1) and uses it as the base metaphore of the algorithm. The pheromone update rule is applied in a way similar to that of ACO. As a result, aggregation pheromon density is eventually represented by a mixture of multivariate normal distributions, and APS could solve even hard problems which have a tight linkage among parameters.
This paper gives an elaborate study of the existing APS [10, 11] , introduces a corresponding steady-state version, and compares the two using a set of common unimodal and multimodal continuous problems.
The remainder of this paper is organized as follows. Section 2 introduces APS and its variants. Section 3 presents experimental results. Finally, Section 4 concludes the paper. Each ant is first placed in a random city and then it traverses all the cities, laying a pheromone trail along the chosen tour. In each step of the traversal, the next city is chosen using a probability that is a function of the distance to the city and the amount of pheromone present on the direct path (edge) to the city. The probability of taking an edge decreases with the length of the edge and increases with the amount of pheromone on the edge.
Let ry(t) be the trail intensity on edge (i, j) between cities i andj at iteration t. When all ants complete their traversals, the trail intensity on each edge (i,j) is updated according to the following formula:
.Ti (t + l) = p -ry (t) + A i-ij (1) where p (0 < p < 1) is an evaporation coefficient, Arij = lk=1Ak= , and JiT are the amount of pheromone that is inversely proportional to the total length of the tour followed by the k-th ant so that larger values of Ai.k are given to the edges that belong to shorter tours. This process is iterated until termination criteria are met. 2.2 The Basic Model of the Aggregation Pheromone System 2.2.1 Appregation Pheromone Pheromones that cause clumping or clustering behavior in a species, which bring individuals into a closer proximity, are referred to as aggregation pheromones [12] . Many functions of aggregation behavior have been observed in nature, including foraging-site marking and mating [13] , finding a shelter, and defense. For example, cockroaches produce a specific pheromone with their excrement when they find a safe shelter and the pheromone attracts other members of their species [14] . Other members that are attracted to that shelter provide positive response in the form of the same pheromone, making the place even more attractive for other individuals.
Thus, aggregation pheromones cause individuals to aggregate around a good position which increasingly produces more pheromones to attract individuals of the same species. Since pheromones evaporate, aggregation at positions no longer eliciting a positive response slow down and, eventually, it stops completely.
The difference between ACO and APS is in how the pheromones function in the search space [11] . In ACO, pheromone intensity is assigned to each edge between two cities. On the other hand, in APS, the aggregation pheromone density is defined by a density function in the search space X in R'. Each iteration consists of two basic steps:
(1) Update the pheromone density.
(2) Generate new individuals using the current pheromone density.
The following two subsections describe these two steps in more detail. 2.2.2 Updating the pheromone intensity APS initializes the density of the aggregation pheromone to a constant so that new individuals are initially sampled according to a uniform distribution over the entire search space. In each iteration of APS, m individuals are generated based on the density of the aggregation pheromone. Individuals are attracted more strongly to the positions where the pheromone density is higher, whereas they are attracted less strongly to the positions where the density is lower. More specifically, APS generates new individuals using probabilities proportional to the values of the aggregation density function. Individuals increase the pheromone intensity in their neighborhood to increase the probability of generating more points in their neighborhood. To encourage the sampling of candidate solutions of higher quality, individuals with higher fitness emit more pheromone than those with lower fitness.
More formally, let Q(t,x) be the density function of the aggregation pheromone in iteration t. Initially (t=O), the aggregation pheromone is distributed uniformly, that is, r(O, x) = c, where c is an arbitrary positive constant. The probability density function used to generate new candidate solutions at iteration t, denoted by p, (t,x), is defined as fxJr(tx x)dx (2) Each individual emits aggregation pheromone in its neighborhood. The intensity of aggregation pheromone emitted by individual x is based on the following properties:
(1) The intensity of the pheromone emitted by x should depend on its fitnessAx) -the higher the fitness ofx, the higher the pheromone intensity emitted by x. There are many approaches that can be used to control the pheromone intensity. In order to maintain a reasonable selection pressure, we use ranking based on fitness to control pheromone intensity. First, individuals are ordered according to their fitness. Each individual is then assigned its rank; the best individual has a rank m, whereas the worst individual has a rank 1. Where m is the population size. (2) The intensity emitted by x should decrease with the distance from it so that the pheromone intensity of the points that are closer to x is increased more than the pheromone intensity of the points that are further from x. (3) In order to alleviate the effects of linear transformations of the search space, the intensity should consider the overall distribution of individuals in the population. To achieve this, the pheromone intensity emitted by x is chosen to be a Gaussian distribution with the covariance equal to the covariance of the entire population.
More formally, let us consider the individual xt,. with rank r at time t. The density of the pheromone intensity emitted by Xt,r at point x is given by a scaled normal distribution A z'(t, r,xtr , X) = r a N(x; xt,r ,/2y t), (3) and the total aggregation pheromone density emitted by the entire population of m individuals at iteration t is then given by Ar(t,x) = Ar A'(t,r,x,r ,x). (4) Here, N(x; xtr,I32X ) is a multivariate normal distribution function, Et is the covariance of the population of all individuals at time t, a (a >0) is a parameter to adjust the relative importance of rank, /1 (frt0) is the scaling factor, and C is the total pheromone intensity emitted by all individuals at time t, that is, fx A r(t, x)dx = C. (5) In this study, we assume that C is a constant for all t and |x A A(0,x)dx = JX cdx = C . (6) The sampling method in subsection 2.2.3 is based on the assumptions of Eqs. 5 and 6. The scaling factor fi controls exploration by reducing the amount of variation as the population converges to the optimum. Other approaches to scaling can be used and one of the interesting directions of future research is to introduce adaptive scaling similarly as in evolutionary strategies with adaptive mutation strength [22, 23] .
The total aggregation pheromone density is updated according to the following formula: r(t + 1, x) = p * v(t,x) + Ar(t,x), (7) where p (0 <p <1) controls the evaporation rate. The higher the value of p, the smaller the effect of the pheromone density emitted in the current iteration on the pheromone intensity used in the next iteration.
After the pheromone updating is performed, new individuals are generated based on the new pheromone density and the next iteration of APS is performed. Since the pheromone density updates increase pheromone intensity near individuals with higher fitness, the pheromone density in promising regions of the search space is expected to increase over time, eventually converging to global optima.
Sampling New Individuals
In this subsection, we discuss how to sample new individuals from the aggregation pheromone density function r(t + 1, x) obtained in Eq. 7 . As described in subsection 2.2.2, new individuals are sampled with probabilities proportional to the aggregation density r(t + l,x). To perform the sampling, we need to obtain probability density function p, (t + 1,x) from r(t + 1,x)
The term z(t + 1, x) in Eq. 7 can be rewritten as r(t + l,x) = pt+1r(0,X) + Zt, pAr(t -h,x). (1) Choose which mixture component f(x) should be used where a mixture componentf(x) is chosen with probability pi. (2) Generate a random point according to the density function of the chosen component Note that p (t+l,x) is indeed a mixture distribution of t multivariate Gaussian distributions and one uniform distribution. Therefore, we can sample it using the standard sampling procedure for mixture distributions where the probability of the i-th component of the mixture is pa c pon is g and the i-th mixture component is given by
This sampling is called cycle sampling.
Sampling according to the last mixture component f+1(x) is simple because f+1(x) is a constant and it thus represents a uniform distribution over the entire search Sampling according to f(x), where i<t, can be done analogically, i.e., sampling procedure for mixture distributions where the probability of the r-th component N(x;xr ixtj,r,gtit) of Eq. 13 is Pr = r /k=lk (14) We call this sampling the rank sampling. Since each component is a normal distribution, it can be sampled using Cholesky decomposition [15] .
To perform the sampling based on Eq. 9, using the above sampling method, we need a large amount of memory to store Xt -h vector values and covariance matrix 2 -th when cycle t becomes large. In 
APS Algorithm Description
The pheromone density is initialized uniformly to a constant. The initial pheromone density is used to generate the first population of m individuals; therefore, the initial population is generated randomly with a uniform distribution over all possible individuals. Next, the population is evaluated and the individuals are ranked according to their fitness. Then, the covariance matrix is computed for the current population and the pheromone density is updated based on the current population and individual rank.
We use two approaches for generating new individuals and incorporating them into the original population:
Generational approach (APS/G): Here m individuals are first generated based on the current pheromone density. Then, the best e x m individuals, where e<1, from the previous population are added to the newly generated solutions. The best m individuals are then selected from the combined population of (e+ 1) x m to create the next population of m individuals. The pseudo-code of APS/G is shown in Figure 1 .
Steady-state approach (APS/S): Here only e x m individuals are generated according to the current pheromone density where e<1. The new e x m individuals replace the worst e x m individuals in the original population, forming the new population of m solutions. The pseudo-code of APS/S is shown in Figure  2 . The difference between Figure 1 and 2 is only in the method to generate new population P(t+1) from the previous population P(t) and in Steps 6, 7, and 9 of the figures.
In both approaches, the value of e should be rather small, e.g. e = 0. We evaluated APS by measuring #OPT (the number of runs in which APS succeeded in finding the global optimum) and MNE (the mean number of function evaluations to find the global optimum in those runs where it did find the optimum). We assumed the solution to be successfully detected if the functional value is within a variation of n 1 0-6 from the actual optimum value.
Problem size n = 20 is used for all test functions. 20 runs were performed in each setting. For unimodal problems, each run continued until the global optimum is found or a maximum of 500,000 evaluations is reached; for multimodal problems, the runs are terminated after 2 million evaluations. For a comparison with a GA, the results obtained with the steady state and generational APS are also compared to the results obtained with SPX crossover [16] . To keep the similar condition with APS, for SPX mutation was applied to each solution with the probability of 0.0005 by adding a randomly generated number from a zero-mean, unit normal distribution. 3.3 Results 3.3.1 Results with fixed parameters Table 1 shows the results of APS using the parameter values described in Section 3.2. The results are compared with the results of SPX, which represents another crossover operator in real-coded GAs [16] .
The results clearly indicate that for all test problems, the average performance of the steady-state APS is better than that of the generational APS. Both variants outperform SPX in most cases, although on FRastrigin and Fschaffer, the generational APS is outperformed by SPX.
The steady-state APS provides the best performance for all test problems. The edge that the steady-state model has over the generational model was more prominent for the multimodal cases (FRasrgin amd FShaffer). This is possibly due to the fact that in steady-state GAs, only a few parent individuals are deleted and thus some promising solutions are not lost. Figure 3( Here a is parameter to adjust the relative importance of rank. From Figure 4 (a), we notice that although #OPT is the same for both the models, MNE, on the average, is smaller (varies from 22000 to 33000) for the steady state model compared to the generational model (whose minimum is 40000). Also MNE is more or less invariant over a.
From Figure 4 (b) we notice that NIE is smaller for the steady state model (75000 to 115000) compared to the generational model (100000-200000), #OPT falls drastically for large value of a for the generational model; but it maintains 100% accuracy in the steady state case. Thus for the strong epitasis case, #OPT is not sensitive at all and NIE is less sensitive on a for the steady state model.
For the multi-modal case (Figure 4(c) ) MNE is quite low (200000-300000) and #OPT is very high for all values of a for the steady state model; whereas MNE is quite high (600000-1000000) for the generational model and #OPT falls to a minimum of 0 very fast. Thus we can say from the results that the steady state model is much more robust with the variation of a.
Results with variation of scaling factor f: We do not claim that APS is the most efficient algorithm for solving the above test problems. However, it provides an alternative approach to using probabilistic model building and sampling in evolutionary algorithms [24, 25] for solving real-valued problems, which should be applicable to both unimodal and multimodal problems. There are many topics for future work in this area, many of which are possible only because APS uses an explicit probabilistic model to model and sample candidate solutions. One of the most interesting directions for future research is to use APS as the basis for building multivariate models of the population that can identify and exploit problem decomposition.
Although the results obtained with APS on standard test problems are promising, there are many important topics for future research in this area. First of all, it is important to identify classes of problems for which APS outperforms advanced evolutionary algorithms in the continuous domains, for example, the covariance matrix analysis evolution strategy (CMA-ES) [18] . Preliminary experiments show that for unimodal problems, APS is usually outperformed by CMA-ES, although on some multimodal problems, APS clearly outperforms CMA-ES. Since the model used in APS to sample new individuals can contain multiple attractors, it can be hypothesized that multimodal problems are indeed the most promising area of application for APS. Furthermore, this also indicates that in combination with niching, APS can be used to discover multiple optima of multimodal problems; this can often be beneficial in real-world applications.
Another interesting area for future research is to extend APS to deal with multiobjective problems in the continuous domain. For example, APS can be combined with the nondominated sorting selection GAs of NSGA-11 [19] .
Additionally, techniques can be designed to adaptively control APS parameters to maximize APS performance without having to manually tune its parameters. The most important candidates for adaptive parameter tuning are the evaporation rate, the shrinking factor, and the mutation strength.
Finally, although APS is capable of exploring multiple attractors simultaneously, APS is not capable of exploiting problem decomposition, which is an inherent feature of many difficult real-world problems. However, since APS uses a probabilistic model to model and sample candidate solutions, it is possible to incorporate machine learning methods to identify and exploit appropriate problem decomposition and deal with each sub-problem independently or quasi independently. APS might provide an interesting alternative to using standard mixtures of normal distributions for this purpose as is done in [20-211. 
