This paper investigates the issue of realistic plant species identification. The recognition is close to the condition of a real-world scenario and the dataset is at a large-scale level. A novel data augmentation method is proposed. The image is cropped in terms with visual attention. Different from general way, the cropping is implemented before the image is resized and fed to convolutional neural networks in our proposed method. To deal with the challenge of distinguishing target from complicated background, a method of multiple saliency detections is introduced. Extensive experiments are conducted on both traditional and specific datasets for real-world identification. We introduce the concept of complexity of image background to describe the background complicated rate. Experiments demonstrate that multiple saliency detections can generate corresponding coordinates of the interesting regions well and attention cropping is an efficient data augmentation method. Results show that our method can provide superior performance on different types of datasets. Compared with the precision of methods without attention cropping, the results with attention cropping data augmentation achieve substantial improvement.
Introduction
Plants play an irreplaceable role in our world. Plant species identification is the prerequisite for protection and there have been amounts of research 1 arXiv:1804.03853v1 [cs.CV] 11 Apr 2018 related to the issue. Method based on image classification is now considered to help improve the plant taxonomy. It is one of the most promising solutions among those related research work, as discussed in [12] .
Considering that flowers and fruits of plants are seasonal, some researchers believe that leaves are more suitable for identification. In the early time, leaves are frequently used for computer-aided plant species classification. Most image-based identification methods and evaluation data proposed were based on leaf images [18, 5, 7] . However, most leaf images are specimen or scanned at that time. The way to acquire samples is also strict. Afterwards, flowers begin to be employed [26, 4, 24] .
However, approaches only with leaves or flowers are insufficient. More diverse parts of plants have to be considered for accurate identification, especially because it is not possible for many plants to see their leaves all over the year. And the camera are closely to targets when people take pictures in some datasets such as Oxford flower. The background is relatively simple compared with the photos token by realistic way. We believe that those are not real-world plant identification task. In this paper, we focus on true realistic plant species identification. For a realworld plant identification task, plant images can include many parts such as fruits, branches, apart from leaves and flowers. At the same time, the way to create and acquire plant images should not be strict. They can be snapshotted by different users and at different time. Users can be at their own will. And some of these images can be with complicated background. Besides, the scene includes not only indoor but also field.
In the last few years, a number of projects or organizations such as iNaturalist, Botanica can generate large amounts of biodiversity data. We see more and more effective mobile search tools that allow the creation of large data acquisition platforms, such as PlantNet. Big biodiversity data can be available easier compared with the past [3] . The way to create and acquire plant images becomes easier and close to real-world. It is convenient for a vast majority of people to snapshot plant images with mobile phones. Besides, people like to share them and chat with each other on their personal social networks. At the same time, deep convolutional neural networks (CNNs) provide us a powerful tool for large-scale image classification. In this paper, we propose a novel data augmentation method for real-world plant species identification. Our method is based on visual attention. The salient objects which are to be recognized in a plant image are focused on. Generally, an image is resized directly to an uniform scale before fed to CNNs. Some data augmentations are then carried out such as random cropping, horizontal flipping. Different from the above, attention cropping is implemented first to abridge the redundancy in our method. The schematic diagram of our method is shown in Figure 1 . As we discussed above, real-world plant images are usually with complicated background. A method of multiple saliency detections is developed to address this problem. We first generate saliency map to make the image content simple. Second saliency detection is based on the first saliency map for generating corresponding coordinates of the regions of interest (ROI). We validate our proposed data augmentation method through a series of comparisons. We achieve significantly superior results comparing with those methods without attention cropping.
Related work
There are amounts of plant identification approaches that use digital images. As stated above, early algorithms are mainly with leaves. Flavia [1] and Swedish leaf database[2] are two typical leaf datasets. Samples of Flavia and Swedish leaf dataset are shown in Figure 2 . [35] employed Probabilistic Neural Network(PNN) with image and data processing techniques to implement a general purpose automated leaf recognition for plant classification. They provided the dataset of Flavia. Using Artificial Neural Network(ANN), [29] designed a computer vision classifier to identify the different Swedish tree classes in terms of their leaves. Many methods employed shape or curvature features as plants are basically classified according to the shapes of their leaves [6, 23, 11, 31, 21] . Shape or curvature features are relatively discriminative for leaf images according to the theory of plant shape taxonomy. It is efficient especially when image contents are extreme simple. Two-dimensional multifractal detrended fluctuation analysis is used for plant classification in [32] . Afterwards, flowers begin to be employed. Oxford flower dataset is applied in some related research [24, 25, 26, 27] . [24] developped a visual vocabulary that explicitly represents the various aspects(colour, shape, and texture) that distinguish one flower from another. [26] introduced Oxford flower dataset and investigated to what extent combinations of features can improve classification performance on a large dataset of flower classes. Samples of Oxford flower dataset are shown in the last row of Figure 2 . The work of [25] and [27] is similar. They focused on algorithms for automatically segmenting flowers in colour photographs.
Recently, an image-based plant identification task called PlantCLEF was initially conducted. More parts of a plant such as flowers, leaves, fruits, branches, stem are used for identification in the dataset images. It is near to many real-world conditions. The data is collected with a number of different contributors, cameras, areas, periods of the year, individual plants, etc. And the number of the species is up to large scale. [28] adopted modified AlexNet to fulfill the plant identification task. [10] utilized GoogLeNet and ensemble learning for the recognition. The method of [13] is based on ResNet50 model, which is proposed by [14] . Our work is also based on PlantCLEF dataset in this paper. Samples of the dataset are shown in Figure 3 . We employ deep CNNs, which has advantages in large-scale image classification task.
Image saliency detection is a hot research issue. Only several studies related to the method used in this paper are given here. A simple and fast algorithm called the Spectrum Residual was proposed in [15] . This paper argues that the spectrum residual corresponds to image saliency. Afterwards, [20] introduced a more preferable method based on scale-space analysis in the frequency domain. This paper is also related to spectrum residual analysis. [36] proposed a multi-layer approach and hierarchical model to detect saliency. [9] proposed an algorithm for locating and segmenting salient objects by analysing image collections. We experiment with methods proposed in [20] and [36] and find the results are satisfying. So we adopt the two saliency detection methods in this paper. The details are in Section 3.
As is well known, deep neural networks are hungry for data. They can work well if given large-scale training data. Data augmentation has become a fundamental technique in deep learning for now. Horizontal flipping, random cropping, and center cropping are common approaches [17] . They have been widely used. However, they are relatively easy and additional image translation and transformation are also frequently adopted to generate more training data. [16] investigated multiple techniques to improve upon the current state of the art deep convolutional neural network based image classification pipeline. In addition to those above general methods, they proposed additional color manipulations for training. They randomly manipulated the contrast, brightness and color. They generated additional predictions at multiple scale and views for testing. [33] proposed multi-scale cropping. However, the image scale itself is subject to the input size of CNNs and image resizing already leads to the change of image scale. It is not efficient. Qiao et al. employed a mass of cropping including scale jittering 1 . An important point is that more cropped samples are produced. They rank first at Scene Classification and second at Object Detection in the challenge of ImageNet2016. [38] introduced a novel work. They employed the generative adversarial network (GAN) for data augmentation. While the quality of those images generated by GAN will influence the final results.
We believe that there can be methods which can bring more superior performance. Our work is also related to data augmentation approaches and we focus on real-world plant species identification in this paper. The schematic diagram of our proposed method is shown in Figure 1 . We will describe our method in detail in the next section.
Attention cropping
Here, we base on an assumption that the salient objects what we pay attention to are to be recognized in a plants image. As is demonstrated in Figure 4 (a), the centered object indicated with a red box is our real interesting target and to be recognized. The left bottom one boxed with a black rectangle is not an object for recognition and it should be neglected. Considering our human recognition tactics, we focus on the most useful point with our attention at first sight for an given object such as an image.
For an image, visual attention facilitates our ability to rapidly locate the most important information in a scene [37, 22] . In addition to the interference of the non-target, there are also interferents and non-valuable redundance as demonstrated in Figure 4 (b) and (c). Sometimes, we can recognize the object only with the sketchy and concentrated screenage or info borne in our mind. Other non-salient parts are neglected or ignored. We even do not have any aware of the redundance especially during the first judgement.
Foreground separation is a typical research. It becomes challenging especially when the background is complicated, which is common in images taken in real-world ways. A real-world plant image contains more than one object, i.e. target plants and background objects(small stones, ruderals, branches, non-target leaves and other interferents). Moreover, target plants are possibly touching or covering the background objects. Making a preferable foreground segmentation from complicated background is a challenge at most time. Here, we adopt saliency detection ways to get salient regions where we attend. We introduce a method of multiple saliency detections. The image salience is detected twice in this paper. We detect saliency at first time to get a simple map . First saliency detection is with the method introduced in [20] . [20] shows that the convolution of an image amplitude spectrum with a low-pass Gaussian kernel of an appropriate scale is equivalent to an image saliency detector.
where P is the original phase spectrum, A S is the resulting smoothed amplitude. A S is as follows:
The saliency map is obtained by reconstructing the 2D signal using the original phase and the amplitude spectrum, filtered at a scale selected by minimizing saliency map entropy. And the paper employed Hypercomplex Fourier Transform (HFT) to replace standard Fourier Transform (FT) for spectrum scale-space analysis in order to fuse multidimensional feature maps. It is already okey for almost real-world plant images with the first saliency detection. To generate good enough saliency map when dealing with quite complicated background especially when the objects are with complex structures and the image contains small-scale highcontrast patterns, we introduce multiple saliency detections. We find that a good performance is achieved when dealing with the saliency map generated above using the method proposed in [36] . [36] proposed a multilayer approach and hierarchical model. An initial over-segmentation is performed to produce multiple layers. A single-layer saliency cues are computed as follows:
The details are described in [36] . Here, we adopt multiple saliency detections. After second saliency detection, we carry out image segmentation with k-means for generating the regions of interest (ROI) for recognition. We tailor out non-salient parts such as distant background, indistinct surroundings, and corners. The cropping operation is defined as:
where I seg is the segmentation result vector, th is a threshold which can control the degree of cropping, b s is the start position of the target area and b e is the end position. Given the cluster number N and parameter λ, which is the ratio of the clusters what we want to crop out to the total clusters. th can be computed as:
Here, we adopt a common technique which is k-means to perform segmentation. The cluster number N and parameter λ are set empirically. For other methods, these can be adaptive values. We get the corresponding coordinates of the ROI in accordance with the above results b s and b e . In the end, we crop the original image in terms of the generated corresponding coordinates to obtain the attended image regions. Here, we name our method attention cropping. Take a sample of flower (Anemone nemorosa L) for example, we illustrate attention cropping in Figure 5 . And the intermediate results are shown. In addition to flower, we also illustrate the attention cropping of a few other different view types such as leaf, leafscan, fruit, and et al. This is shown in Figure 6 . Comparisons between original images and final attention cropping results are shown in Figure 7 . We only demonstrate several comparisons here. More results are shown in Fig. 8 in Section 4. Deep convolutional neural networks (CNNs) demonstrate impressive results in image classification. An image should be resized to an uniform scale before fed to a CNN in general image classification. Resizing to 256 with subsequent cropping to 224 is a typical case. And the input size of most large-scale convolutional neural networks is 224. In addition, there are always with data augmentations such as horizontal flipping, random cropping. Different from the general way, we crop the images with our visual attention in advance. General operations will be carried out after attention cropping in our proposed method. We use attention cropping as a data augmentation method to generate more training samples. This is carried out in Section 4.
Experiments and analysis
We evaluate the performance of our method on PlantCLEF dataset. The employed dataset is composed of about one hundred thousand pictures belonging to 1000 species. Each picture belongs to one and only one of the seven types of views reported in the meta-data. These types are entire plant, fruit, leaf, flower, stem, branch, leaf scan. More parts apart from leaf are used for recognition. This dataset was collected by amounts of distinct contributors, as described in the related information of the dataset.
An originality of PlantCLEF dataset is that its "social nature" makes it closer to the conditions of a real-world identification scenario: (i) images of the same species come from distinct plants living in distinct areas, (ii) pictures are taken by different users that might not use the same protocol of image acquisition, (iii) pictures are taken at different periods in the year. It is worth mentioning that the latest version of the dataset is not for pure classification task. In addition to pure classification, it is for addressing the issuse of recognizing unknown and never seen categories as well. We do not adopt the latest dataset in this paper. Here, we merely focus on classification task and use PlantCLEF 2015, which is similar to ImageNet dataset.
Experiments
The experiments are conducted with two NVDIA Geforce GTX-1080 GPUs. The deep learning software tool is Pytorch. MATLAB is also used in our experiments. The preprocessing which is attention cropping is fulfilled with MATLAB. For simplicity, we set the total cluster number N = 3 and cropping ratio λ = 1/3. Figure 8 gives some results of attention cropping. There are several different view types and scenarios as shown.
Considerging the training efficiency, we carry out the image preprocessing off-line. Then, we perform the identification task. So, there are two different kinds of training datasets totally. One is the original and the other is got by using the data augmentation method of attention cropping. Then the training is carried out with normal procedures. The operation detail of the random cropping used in this paper is as follow: A crop of random size of (0.08 to 1.0) of the original size and a random aspect ratio of 3/4 to 4/3 of the original aspect ratio is made. This crop is finally resized to given size. This is popularly used to train networks in the vision community. We perform experiments on ResNet50, ResNet34, and Inception v3, which are popular and have preferable performance at present. Inception v3 is the updated version of GoogLeNet [30] . In addition, we also experiment on AlexNet, which is an old model relatively. These deep convolutional neural networks are from Pytorch Model Zoo and they have been pretrained on ImageNet dataset. Considering the factors of different deep learning platform and parameters, experiments are performed twice with the same platform and parameters to make fair comparisons. For other methods, we directly use paper-provided results. We set batch size 64 and use a linear decaying learning rate with a factor of 10 every 30 epochs. The initial learning rate is 0.1 and the total epochs are 90. Other parameters such as momentum and weight-decay are 0.9 and 1 × 10 −4 respectively. For AlexNet, we set the initial learning rate 0.01, batch size 128 and the total epochs 120. The loss function is cross-entropy loss. It is formulated as follows:
where p(k) ∈ [0, 1] is the predicted probability of the input belonging to class k, q(k) is the ground truth distribution. Evaluation metric is mean average precision. The general image size in PlantCLEF is about 600-900.
But not all images are such case. Some are smaller such as 300-600 and some are bigger than 900. Because pictures are taken by different users that might not use the same protocol of image acquisition.
In Table 1 , we show comparison results of different methods on the test set. Attention cropping is abbreviated as "AC" here. The results Le et al. [19] 0.194 Champ et al. [8] 0.267
Reyes et al. [28] 0.486 Choi et al. [10] 0 with attention cropping method are marked plus "AC" as shown in Table 1 .
Here, we provide supplementary experiments on Oxford flower and CUB-200 to prove that our augmentation technique can achieve substantial boost on both traditional and real-world datasets. Oxford flower consists of 102 different categories of flowers common to the UK. CUB-200 is a dataset for another domain. It includes 6033 annotated images of birds, belonging to 200, mostly North American, bird species. They are all traditional datasets and adopted in fine-grained classification research. Compared with the dataset for real-world identification, the objects to be recognized in Oxford flower dataset samples are nearly full of all the image and the background is very simple. The background in CUB-200 samples is a little more complicated. Here, We introduce the concept of complexity of image background to describe the background complicated rate. A real value denoted as C is used to define the complexity. C 1 is for Oxford flower, C 2 is for CUB-200, and C 3 is for PlantCLEF respectively. Obviously, C 1 < C 2 < C 3 . In the case of Oxford flower and CUB-200, saliency detection becomes easy. We only use the first detection result to segment the foregrounds. And we set cropping ratio λ = 1/2 in these experiments. Some other settings such as data splitting are kept same with [26] and [34] . The results are shown in Table 2 and Table 3 respectively. 
Analysis
From Figure 8 , we can see that the proposed multiple saliency detections can obtain the real interesting region which contains the targets to be recognized well overall. In general, it performs well on flower, leaf, leafscan, and fruits view types. Of course, the cropping results are mainly influenced by images themselves. If the background of the image is indistinct and blurry, the results are ideal. When the targets or foregrounds are highlighted or the surroundings are distant, our method performs nicely. Obviously, it is easy to deal with those images whose contents are simple. Corners, blear surroundings, and distant meaningless background are tailored out well in these above cases. There are some images whose targets are nearly full of the image or mix with surroundings. This is common in entire and branch view types images. The removed portion is little for these images. Take the second comparison of Figure 8 (a) for example, the picture is a view type of entire. Its original size is 533 × 800 , and the size after cropping is 533 × 726. The change is unconspicuous. And there is even hardly change in the last comparison of Figure 8 (b) , where the original image is 615 × 800 and the conducted one is 615 × 790. It is because that the results are more dominated by saliency detection. If the saliency is disperse or most regions of the image are detected to be salient, the above-mentioned situation will happen. It is noted that we empirically set N and λ in our experiments. While how to determine them is a point which is worth investigating. Besides, a practical technique is that attention cropping can be implemented multiply with different parameters. Different total cluster number and cropping ratio can lead to different cropping results. This technique can help to generate more samples. Table 2 and Table 3 show that using attention cropping data augmentation provides boost over the baseline (without AC). For Oxford flower, the general improvement is in range from 2.1% to 2.4%. Correspondingly, it is 2.2% ∼ 3.4% for CUB-200. The modest improvement is about 2.2% in Oxford flower and 3.0% in CUB-200 overall.
In terms of the results in Table 2, and Table 3 , in conjunction with that in Table 1 meanwhile, we can see that our method can provide superior performance on different types of datasets. It should be noted that the boost is a little different from the above. We can see that the boost is kept grow with the background complicated rate C to some extent. Compared with those recognition scenes where the background is relatively simple, attention cropping possesses greater advantage for real-world recognition where the background is complicated.
Conclusions
We propose a novel data augmentation method in this paper and name it attention cropping. To the best of our knowledge, it is the first attempt to crop images in terms of visual attention for data augmentation. Considering the complicated background in realistic plants images, multiple saliency detections approach is introduced to generate the region of interesting. Attention cropping makes a significant contribution to data augmentation, which has been a fundamental and important operation for deep learning. We apply attention cropping to real-world plant species identification. Our work can provide a helpful reference for real-world identification.
We validate our method with a series of comparable experiments. Experiments show that the results of methods with attention cropping are superior compared with those methods without attention cropping. Results demonstrate that our method can provide boost on different types of datasets. Attention cropping is in keeping with our human recognition strategy. What is worth mentioning is that although we mainly focus on real-world plant images in this paper, the method can be also applied to other recognition tasks and application scenes in the vision community.
