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1. INTRODUCTION
w x 2 w xLet f : 0, 1 = R ª R be a continuous function and let e: 0, 1 ª R be
1 .a function in L 0, 1 , a g R with all of the a 's having the same sign,i i
 .j g 0, 1 , i s 1, 2, . . . , m y 2, 0 - j - j - ??? - j - 1. We con-i 1 2 my2
sider the following second order ordinary differential equation,
x0 t s f t , x t , x9 t q e t , t g 0, 1 , 1.1 .  .  .  .  .  . .
subject to one of the following boundary value conditions:
my2
x9 0 s 0, x 1 s a x j , 1.2 .  .  .  . i i
is1
my2
x 0 s 0, x 1 s a x j . 1.3 .  .  .  . i i
is1
The above so-called ``nonlocal'' boundary value problem was studied by
w x w xIl'in and Moiseev 7 , S. A. Marano 8 , and more recently by Gupta and
w x w xco-authors 3]6 . It is known 3, 4 that the existence of a solution for these
 .BVPs can be studied via the existence of a solution for Eq. 1.1 subject to
one of the following three-point boundary value conditions,
x9 0 s 0, x 1 s a x h , 1.4 .  .  .  .
x 0 s 0, x 1 s a x h , 1.5 .  .  .  .
 .where a g R and h g 0, 1 are given.
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w x  .  .The authors of 4 proved existence results for the BVP 1.1 , 1.4 with
w x  .the condition a / 1 and in 3 , they obtained results for the BVP 1.1 ,
 .1.5 when ah - 1. These assumptions ensure that the linear part L is
invertible. They assume also that the nonlinear part f has linear growth.
 .  .In this paper, we shall prove existence results for BVP 1.1 , 1.4 and
 .  .BVP 1.1 , 1.5 which allow f to have nonlinear growth. We do this by
imposing a decomposition condition for f and by showing that the growth
of certain nonlinear terms is not restricted provided they satisfy a sign
condition. We obtain appropriate a priori bounds and apply degree theory.
Moreover, by using the coincidence degree theory of Mawhin, we are also
able to give existence results when the linear operator L is non-invertible
 .  .and f has nonlinear growth. This allows us to treat the BVP 1.1 , 1.4
 .  .with a s 1, and the BVP 1.1 , 1.5 with a s 1rh.
We give examples of equations which can be treated by our results but
w xthe results of 3]6, 11 cannot be applied.
2. NON-RESONANCE RESULTS
w x 1w x 2w x 1w xWe shall use the classical spaces C 0, 1 , C 0, 1 , C 0, 1 , and L 0, 1 .
1w x 5 5 <  . < 5 5For x g C 0, 1 , we use the norms x s max x t and x s` t gw0, 1x
5 5 5 5 4 1w x 5 5max x , x9 . We denote the norm in L 0, 1 by ? . We also use the` ` 1
2, 1 .Sobolev space W 0, 1 which may be defined by
2, 1 w x w xW 0, 1 s x : 0, 1 ª R: x , x9 are absolutely continuous on 0, 1 .
1w xwith x0 g L 0, 1 4
with its usual norm.
In our first result we show that the growth of certain nonlinear terms is
not restricted provided they satisfy a sign condition. This idea is similar to,
w xbut different from, one used in 1 .
w x 2THEOREM 2.1. Assume that f : 0, 1 = R ª R is continuous and has the
decomposition
f t , x , p s g t , x , p q h t , x , p .  .  .
such that
 .  .  . w x 21 pg t, x, p F 0 for all t, x, p g 0, 1 = R ;
 . <  . <  . < <  . < <  . < < r  . < < k  .2 h t, x, p F a t x q b t p q u t x q ¨ t p q c t for all
 . w x 2 1w xt, x, p g 0, 1 = R , where a, b, u, ¨ , c are in L 0, 1 and 0 F r, k - 1.
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1w x  .  .Then, for a / 1, there exists a solution x g C 0, 1 to BVP 1.1 , 1.4
pro¨ided that
5 5 5 5¡ a q b - 1r2 if a F 0, .1 1
a y h
5 5 5 5a q b - 1r2 if a ) 1,1 1~ a y 1 2.1 .
2 y a y h
5 5 5 5a q b - 1r2 if 0 - a - 1.1 1¢ 1 y a
1w xProof. Let X denote the Banach space C 0, 1 and Z denote the
1w x  .Banach space L 0, 1 . We define a linear mapping L: D L ; X ª Z by
setting
D L s x g W 2, 1 0, 1 : x9 0 s 0, x 1 s a x h , 4 .  .  .  .  .
 .  .and for x g D L , L x s x0.
Let N: X ª Z be the nonlinear mapping defined by
w xNx t s f t , x , x9 , t g 0, 1 . .  .  .
Since a / 1, L is a one-to-one linear mapping. Let K [ Ly1 so that KN:
X ª X is compact by the Arzela-Ascoli theorem. By the Leray-SchauderÂ
 .  .degree theory, to obtain the existence of a solution for BVP 1.1 , 1.4 in
1w xC 0, 1 it suffices to prove that the set of all possible solutions of the
following family of equations
x0 t s l f t , x , x9 q le t , t g 0, 1 , 2.2 .  .  .  .  .
x9 0 s 0, x 1 s a x h 2.3 .  .  .  .
1w x w xis bounded in C 0, 1 by a constant independent of l g 0, 1 .
 .  .  .To do this, suppose x is a solution of 2.2 , 2.3 , so that x g D L and
x9x0 s l x9 f t , x , x9 q l x9e. .





s l x9g s, x , x9 ds q l x9h s, x , x9 ds q l x9e s ds .  .  .H H H
0 0 0
1 1
< < < < < <F x9h t , x , x9 dt q x9 t e t dt .  .  .H H
0 0
5 5 5 5 5 5 5 5 5 5 5 5 5 5 r 5 5 5 5 k 5 5 5 5F x9 a x q b x9 q u x q ¨ x9 q c q e . 4` 1 ` 1 ` 1 ` 1 ` 1 1
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5 5Suppose x9 / 0, otherwise we are done since a / 1 implies that x ' 0.`
Then we have the inequality
1 r k5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5y b x9 F a x q u x q ¨ x9 q c q e .1 ` 1 ` 1 ` 1 ` 1 1 /2
2.4 .
 .  .Case 1. Assume that a F 0. Since x 1 and x h have opposite signs in
 x  .this case, there exists j g h, 1 such that x j s 0. Therefore for each
w xt g 0, 1 , we have
t
< < 5 5x t s x9 s ds F x9 , .  .H `
j
5 5 5 5 5 5 5 5  .and so x F x9 . Since a q b - 1r2, from 2.4 , we obtain` ` 1 1
1 r k5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5y a y b x9 F u x9 q ¨ x9 q c q e .1 1 ` 1 ` 1 ` 1 1 /2
5 5This implies that there exists M ) 0 such that x9 F M , hence also`1 1
5 5x F M .` 1
 .Case 2. Assume that 1 / a ) 0. By 1.4 and the mean value theorem
 .there exists j g h, 1 such that
1 y h
x h s x9 j , .  .
a y 1
w x w x4, Lemma 2.2 . Thus for every t g 0, 1 ,
1 y ht
x t s x9 s ds q x9 j , .  .  .H
a y 1h
and hence
< <a y 1 q 1 y h
5 5 5 5x F x9 . 2.5 .` `< <a y 1
 .By our assumption 2.1 ,
< <a y 1 q 1 y h 1
5 5 5 5C [ a q b - .1 1< <a y 1 2
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 .From 2.4 , we obtain
1
5 5y C x9 ` /2
r
< <a y 1 q 1 y h r k5 5 5 5 5 5 5 5 5 5 5 5F u x9 q ¨ x9 q c q e .1 ` 1 ` 1 1 /< <a y 1
5 5 5 5 4Hence max x , x9 F M .` ` 2
We will need the following simple lemma to deal with the second set of
boundary conditions.
1w x  .  .  .LEMMA 2.2. Let x g C 0, 1 satisfy x 0 s 0, x 1 s a x h , where h g
 .  .0, 1 , and a ) 1, a / 1rh. Then there exist z , and C g 0, 1 such that0
 .  .x9 z s C x 1 .0
 .  .Proof. If ah ) 1, let C s 1r ah . There exists z g 0, h with0
x h y x 0 .  .
x9 z s s C x 1 . .  .0h
 .   ..  .If ah - 1, let C s a y 1 r a 1 y h . There exists z g h, 1 with0
x 1 y x h a y 1 .  .
x9 z s s x h s C x 1 . .  .  .01 y h 1 y h
 .Remark 2.3. If a F 1 the lemma holds with C s 0. If a - 0, x 1 and0
 .x h have opposite signs so there are at least two zeros of x. The case
a s 0 is simple; the case a s 1 follows from the mean value theorem and
for 0 - a - 1, x has either a positive maximum or a negative minimum,
w xsee 3, Lemma 2 .
THEOREM 2.4. Assume that the mappings f , g, h are as in Theorem 2.1
1w x  .  .and a / 1rh. Then there exists a solution x g C 0, 1 to BVP 1.1 , 1.5
pro¨ided that
5 5 5 5¡ a q b - 1r2 if a F 1, .1 1
21 a y 1 1 .
5 5 5 5a q b - 1 y if 1 - a - ,1 1 2~ 2 /2 h 2.6 .a 1 y h .
1 1
2 25 5 5 5a q b - 1 y 1r a h if - a . . .1 1¢ 2 h
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Proof. By the same argument as in the proof of Theorem 2.1, it suffices
to show that all possible solutions of the following family of equations
x0 t s l f t , x , x9 q le t , t g 0, 1 , 2.7 .  .  .  .  .
x 0 s 0, x 1 s a x h 2.8 .  .  .  .
1w x w xare bounded in C 0, 1 by a constant independent of l g 0, 1 .
 .Suppose that x is a solution of 2.7 and let z be as in Lemma 2.2, or
5 5 5 5  .Remark 2.3, and write C s c q e . Multiplying both sides of Eq. 2.71 1
with x9 and integrating, we obtain
1 12 2 5 5 5 5 5 5 5 5 5 5x9 t F x9 z q x9 a x q b x9 .  . ` 1 ` 1 `2 2
5 5 5 5 r 5 5 5 5 kq u x q ¨ x9 q C .1 ` 1 `
1 2 2 5 5 5 5 5 5 5 5 5 5s C x9 1 q x9 a x q b x9 . ` 1 ` 1 `02
5 5 5 5 r 5 5 5 5 kq u x q ¨ x9 q C ..1 ` 1 `
5 5 5 5  .Since x F x9 and by 2.6 ,` `
1 25 5 5 5a q b - 1 y C . .1 1 02
5 5If x9 / 0, we have`
1 2 5 5 5 5 5 51 y C y a q b x9 . . .1 1 `02
5 5 5 5 r 5 5 5 5 k 5 5 5 5F u x9 q ¨ x9 q c q e .1 ` 1 ` 1 1
5 5This implies that x9 is bounded since 0 F r, k - 1; that is, there is`
5 5 5 5M ) 0 such that x F x9 F M. This completes the proof of the` `
theorem.
w xRemark 2.5. The assumptions of Theorem 2.3, Theorem 2.4 of 4 , and
w xTheorem 3, Theorem 4 of 3 are special cases of our Theorem 2.1 and
 .  .  .Theorem 2.4 when g t, x, p ' 0, u t ' 0, and ¨ t ' 0. But their results
5 5 5 5allow a q b - 1 and our results above, in these special cases, need1 1
5 5 5 5a q b - 1r2.1 1
 .Remark 2.6. Equation 1.1 subject to the boundary condition
x 0 s x9 1 s 0 2.9 .  .  .
 .can be considered as limiting case of the boundary conditions x 0 s 0,
 .  .x h s x 1 when h ª 1. Hence we have the following result.
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COROLLARY 2.7. Assume that the mappings f , g, h are as in Theorem 2.1.
1w x  .  .Then there exists a solution x g C 0, 1 to BVP 1.1 , 2.9 pro¨ided that
15 5 5 5a q b - .1 1 2
w xIn order to compare the above results with the results obtained in 3]6 ,
we consider the following simple examples.
EXAMPLE 2.8. The equation
x0 s yx92 nq1 y x92 mq1 x 2 ln 1 q x92 q sin tx9 .  .
 .  .  .  .subject to one of the boundary conditions 1.4 a / 1 , 1.5 a / 1rh ,
 .or 2.9 , has a solution by Theorem 2.1, 2.4, or 2.7, respectively. Since we
1w xcannot find p, q, r g L 0, 1 such that
< < < 2 nq1 2 mq1 2 2 <f t , x , p s yp y p x ln 1 q p q sin tp .  . .
< < < < 2w xF p t x q q t p q r t , for all t , x , p g 0, 1 = R .  .  .  .
 w x .take t g 0, 1 , x s 0, and let p ª q` we cannot apply the results of0
w x3]6 .
EXAMPLE 2.9. Consider the boundary value problem
2p ’x0 s 1 y x9 0 - t - 1 , x 0 s 0, x 1 s 2 x 1r2 . .  .  .  .
4
2’Here a s 2 and h s 1r2 so that a - 1rh. Let a s 0 and b s p r4.
Then
2 ’2 p 2 1 y ah .’5 5 5 5a q b s ) 2 y 2 s ,` `
p 4 a 1 y h .
w x  .5 5 5 5and Theorem 7 of 3 cannot be applied since it needs 2rp a q b -` `
’  .  .2 1 y ah ra 1 y h . But, there exists a solution to this boundary value
problem by Theorem 2.4.
EXAMPLE 2.10. By Corollary 2.7, there exists a solution to the following
boundary value problem
p 2 p
2x0 s y x x9 q sin t , x 0 s 0, x9 1 s 0. .  .
4 2
w xBut Corollary 1 and Corollary 2 of 5 do not apply to this problem.
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3. RESULTS AT RESONANCE
 .  .In the following, we shall prove existence results for BVP 1.1 , 1.4
 .  .with the condition a s 1 and BVP 1.1 , 1.5 when a s 1rh. In these
cases, the linear operator L is non-invertible and the Leray-Schauder
continuation theorem cannot be used. We shall apply the continuation
w xtheorem of Mawhin 10 . For the convenience of the reader, we recall this
theorem.
 .Let X and Z be real Banach spaces and L: D L ; X ª Z be a linear
  .  .operator which is Fredholm of index zero that is, im L the image of L
 .  .  . is closed in Z, and ker L the kernel of L and Zrim L the cokernel of
. .L are finite dimensional with equal dimension . Let P: X ª ker L and
 .Q: Z ª Z , where X s ker L [ X and Z s im L [ Z , be continuous1 1 1
 .projections. Let L denote L restricted to D L l X , an invertible1 1
 . y1operator into im L , and write K s L . Let V be a bounded, open subset1
 .of X such that D L l V / B and let N: V ª Z be an L-compact
 .mapping, that is, the maps QN: V ª Z and K I y Q N: V ª X are
compact.
w xTHEOREM 3.1 10, p. 84 . Let L be Fredholm of index zero and let N be
L-compact on V. Assume that the following conditions are satisfied.
 .  . w  . . x  .1 Lx q lNx / 0 for each x, l g D L _ ker L l ­ V = 0, 1 .
 .  .  .2 Nx f im L for each x g ker L l ­ V.
 .  <  . .3 deg QN , V l ker L , 0 / 0, where Q: Z ª Z is a continu-ker L
ous projection as abo¨e.
 .Then the equation Lx q Nx s 0 has at least one solution in D L l V.
Our first result in the resonance case deals with the boundary conditions
 .1.4 when a s 1.
w x 2THEOREM 3.2. Let f : 0, 1 = R ª R be a continuous function and
suppose f has the decomposition
f t , x , p s g t , x , p q h t , x , p . .  .  .
Assume that
 .1 There exists a constant M G 0 such that
< < w xx f t , x , 0 q e t ) 0, for x ) M , t g 0, 1 ; .  .
 .  .  . w x w x2 pg t, x, p F 0 for all t, x, p g 0, 1 = yM, M = R;
 . <  . <  . < <  . < <  . < < r  . < < k  .3 h t, x, p F a t x q b t p q u t x q ¨ t p q c t for
 . w x w xt, x, p g 0, 1 = yM, M = R, where 0 F r, k - 1 and a, b, u, ¨ , c g
1w xL 0, 1 .
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 .  . 1w xThen the BVP 1.1 , 1.4 with a s 1 has at least one solution in C 0, 1
5 5pro¨ided b - 1r2.1
Proof. Let X and Z be the Banach spaces as in the proof of Theorem
 .2.1. Define L to be the linear operator from D L ; X to Z with
D L s x g W 2, 1 0, 1 : x9 0 s 0, x 1 s x h 4 .  .  .  .  .
 .and Lx s x0, x g D L . We define N: X ª Z by setting
w xN x t s yf t , x t , x9 t y e t , t g 0, 1 . .  .  .  .  . .
 .  w x.Then L: D L ; X ª Z is Fredholm of index zero see 2 and the
 .continuous projections P: X ª ker L and Q: Z ª Z can be defined by1
Px t s x 0 .  .  .
and
t2 1
Qy s y s ds dt , .H H21 y h h 0
 .  . w xwhere ker L and im L are described in 2 . We shall prove that the
conditions of Theorem 3.1 are satisfied. Let
U s x g D L : Lx q lN x s 0, l g 0, 1 . 4 .  .  .1
w . <  . < <  . <Suppose x g U , and let t g 0, 1 be such that x t s max x t .1 0 0 t gw0, 1x
<  . <Assume that x t ) M. Then we have the following two cases,0
 .  .  .Case 1. t / 0. If x t ) M, then x9 t s 0, x0 t F 0, so we have0 0 0 0
0 G x t x0 t s l x t f t , x t , 0, q e t ) 0, .  .  .  .  . .0 0 0 0 0 0
 .  .  .a contradiction. If x t - yM, then x9 t s 0, x0 t G 0, and we have0 0 0
0 G x t x0 t s l x t f t , x t , 0 q e t ) 0, .  .  .  .  . .0 0 0 0 0 0
a contradiction again.
 .  .Case 2. t s 0. If x 0 ) M, then by condition 1 ,0
x0 0 s l f 0, x 0 , 0, q e 0 ) 0. .  .  . .
 .  .This implies that x9 t is increasing for t small enough. Since x9 0 s 0,
 .  .  .x9 t ) 0 for t small enough. Thus x t is increasing, contradicting x 0 s
<  . <max x t .t gw0, 1x
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 .  .If x 0 - yM, then a similar argument shows that x t is decreasing
and a contradiction is obtained. Thus we have shown
5 5x t F M , x g U . 3.1 .  .` 1
Next, for x g U ,1
x9x0 s l x9g t , x , x9 q l x9h t , x , x9 q l x9e t . .  .  .
w xThis implies that, for every t g 0, 1 ,
1 t t t2x9 t s l x9g t , x , x9 ds q l x9h t , x , x9 ds q l x9e s ds .  .  .  .H H H2 0 0 0
1
< < 5 5 5 5F x9h t , x , x9 dt q x9 e t .  .H ` 1
0
1
5 5 < < 5 5F x9 h t , x , x9 dt q e t . .  .` H 1 /0
5 5  .Assume that x9 / 0, then 3.1 ensures that`
1 k5 5 5 5 5 5 5 5 5 5x9 F b x9 q ¨ x9 q C ,` 1 ` 1 ` 12
5 5 5 5 r 5 5 5 5 5 5where C s a M q u M q c q e . By our assumption b -1 1 1 1 11
1r2, so
1 k5 5 5 5 5 5 5 5y b x9 F ¨ x9 q C .1 ` 1 ` 1 /2
5 5As 0 F k - 1, there exists M ) 0 such that x9 F M . Hence`1 1
5 5 5 5 5 5 4  4x s max x , x9 F max M , M ,` ` 1
and we have proved that U is bounded.1
  .4Let U s x g kerL: Nx g im L . Suppose that x g U and x ' C2 2 0
w xfor t g 0, 1 . Then C ) M implies that0
t1
f t , C , 0 q e t dt dt ) 0 .  . .H H 0
h 0
and C - yM implies that0
t1
f t , C , 0 q e t dt dt - 0. .  . .H H 0
h 0
 .  .  .  . 5 5 < <In both cases, N C s f t, C , 0 q e t f im L . Therefore x s C`0 0 0
F M.
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  .  .  .Next let U s x g ker L : H x, m s mQNx q 1 y m x s 0, m g3
w x40, 1 . For x ' C g U , we have0 3
t2m 1
f s, C , 0 q e s ds dt s y 1 y m C . .  .  . .H H 0 021 y h h 0
If m s 0, then C s 0. Otherwise, suppose C ) M. Then0 0
w xf s, C , 0 q e s ) 0 for all s g 0, 1 , .  .0
 .contradicting y 1 y m C F 0. On the other hand, if C - yM, then0 0
w xf s, C , 0 q e s - 0 for all s g 0, 1 , .  .0
 .contradicting y 1 y m C G 0. Thus,0
5 5U ; x g ker L : x F M . 4 .3
 .  . <Now, writing X s ker L [ X , Z s im L [ Z and L s L , theDL.l X1 1 1 1
y1  .  .operator K s L : im L ª D L l X is the linear operator defined by1 1
 w x.see 2
t
Ky t s t y s y s ds for y g im L . .  .  .  .  .H
0
w xBy the Arzela-Ascoli Theorem, it can be shown that K is compact 9 , so NÂ
3is L-compact. Let V be a bounded open subset of X such that D U; V.is1 i
The above bounds show that the hypotheses of Theorem 3.1 are satisfied.
 .Hence Lx q Nx s 0 has at least one solution in D L l V, and the BVP
 .  .1.1 , 1.4 with a s 1 has a solution.
If we let h ª 1 in Theorem 3.2, as in Corollary 2.7, we obtain the
following result:
COROLLARY 3.3. Let f , g, h be mappings as in Theorem 3.2. Then for
1w xe¨ery e g L 0, 1 , the following Neumann boundary ¨alue problem
x0 t s f t , x t , x9 t q e t , 3.2 .  .  .  .  . .
x9 0 s x9 1 s 0, 3.3 .  .  .
1w x 5 5has at least one solution in C 0, 1 pro¨ided b - 1r2.1
w xRemark 3.4. Comparing Corollary 3.3 with Theorem 2.1 of 11 , we can
see that these two results concerning Neumann BV problems are very
different. Neither contains the other. The following example shows that
there exist equations which can be treated by our Corollary 3.3 but their
Theorem 2.1 cannot be used.
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EXAMPLE 3.5. Consider the boundary value problem
x0 s yxX2 nq1 x 2 m q x q sin tx9 q cos tx , 3.4 .  .  .
x9 0 s x9 1 s 0. 3.5 .  .  .
 . X2 nq1 2 m  .  .  .Let g t, x, p s yx x , h t, x, p s x q sin tx9 q cos tx . Then
1w x  .  .Corollary 3.3 ensures that there exists a solution x g C 0, 1 to 3.4 , 3.5 .
w xBut, it is easily seen that Theorem 2.1 of 11 does not apply to the above
 .  .problem. Moreover, by Theorem 3.2, for h g 0, 1 , Eq. 3.4 subject to the
boundary conditions
x9 0 s 0, x 1 s x h , .  .  .
1w xhas at least one solution in C 0, 1 .
 .We now treat the boundary condition 1.5 . In the following, we assume
that the mapping N and the linear operator L are the same as in the proof
of Theorem 3.2 and let
1
2, 1D L s x g W 0, 1 : x 0 s 0, x 1 s x h . .  .  .  .  . 5h
 .THEOREM 3.6. Let e, f , g, h be as in Theorem 3.2 but with condition 1
of that theorem replaced by the following
 .  . <  . <1.1 There exists M ) 0 such that, for x g D L , if x9 t ) M for1 1
w xall t g 0, 1 , then
s1
f t , x t , x9 t q e t dt ds / 0; .  .  . . .H H
0 h s
 . < <1.2 There exists M ) 0, such that for all ¨ g R with ¨ ) M one2 2
has either
 .   .  .. w x1.2a ¨ f t, ¨t, ¨ q e t G 0 for a.e. t g 0, 1 , or
 .   .  .. w x1.2b ¨ f t, ¨t, ¨ q e t F 0 for a.e. t g 0, 1 .
 .  . 1w xThen the BVP 1.1 , 1.5 with a s 1rh has at least one solution in C 0, 1
pro¨ided that
5 5 5 5a q b - 1r2.1 1
Proof. Let
U s x g D L : Lx q lN x s 0, l g 0, 1 , 4 .  .  .1
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 .  .  w x.then for x g U , Nx g im L . By the characterisation of im L see 2 ,1
s1
f t , x t , x9 t q e t dt ds s 0. .  .  . . .H H
0 h s
 . w x <  . <So, by our assumption 1.1 , there exists j g 0, 1 such that x9 j F M .1
By a similar argument to that in the proof of Theorem 3.2 we have
1 1 12 2 5 5 < < 5 5 5 5x9 t F x9 j q x9 h t , x , x9 dt q x9 e .  .  .`H ` 12 2 0
1
2 5 5 5 5 5 5 5 5 5 5F M q x9 a x q b x9` 1 ` 1 `12
5 5 5 5 k 5 5 5 5 r 5 5q u x q ¨ x9 q e ..1 ` 1 ` 1
 . 5 5 5 5Since x 0 s 0, x F x9 , we obtain` `
1 12 kq1 rq125 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5y a y b x9 F M q x9 q ¨ x9 q x9 e .1 1 ` ` 1 ` ` 11 /2 2
5 5 5 5This implies that there exists M ) 0 such that x F x9 F M .` `0 0
Now, let
U s x g ker L : Nx g im L . 4 .  .2
 .For x g U , it is easy to see that x s C t for some C g R. Nx g im L2 0 0
implies that
s1
f t , C t , C q e t dt ds s 0. .  . .H H 0 0
0 h s
 . 5 5 < <  .By our assumption 1.1 , x s C F M . Under the assumption 1.2a ,` 0 1
we let
U s x s C t g ker L : mQNC q 1 y m C s 0 , 4 .  .3 0 0 0
 .and under the assumption 1.2b , we let
U s x s C t g ker L : mQNC y 1 y m C s 0 . 4 .  .3 0 0 0
 .Using 1.2 , it is easily proved that U is bounded. So, following the same3
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