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We investigate an approach for studying the ground state of a quantum many-body Hamiltonian
that is based on treating the correlation functions as variational parameters. In this approach, the
challenge set by the exponentially-large Hilbert space is circumvented by approximating the posi-
tivity of the density matrix, order-by-order, in a way that keeps track of a limited set of correlation
functions. In particular, the density-matrix description is replaced by a correlation matrix whose
dimension is kept linear in system size, to all orders of the approximation. Unlike the conventional
variational principle which provides an upper bound on the ground-state energy, in this approach
one obtains a lower bound instead. By treating several one-dimensional spin 1/2 Hamiltonians,
we demonstrate the ability of this approach to produce long-range correlations, and a ground-state
energy that converges to the exact result. Possible extensions, including to higher-excited states are
discussed.
I. INTRODUCTION
Systems comprising of many interacting quantum par-
ticles are encountered in various fields, from condensed-
matter and cold-atoms systems to quantum chemistry
and nuclear matter. The ability to analyze quantum
many-body systems, however, is severely limited by the
exponential amount of information needed to describe
the quantum wave-function. The challenge in studying
quantum many-body systems is, therefore, to access the
relevant physical observables without having to store and
manipulate the full wave function
In one dimension (1d), the Density Matrix Renormal-
ization Group (DMRG) method does that by employ-
ing the Matrix Product State representation that can
describe ground states using an amount of information
that scales only as a power law with the system size (and
for gapped ground states strictly linear) [1–3]. This is
not the case, however, for higher-dimensional systems or
for highly-excited states. Quantum Monte Carlo simula-
tions [4] are not limited to 1d. However, they are only
suitable for systems not suffering from the notorious “sign
problem” [5], leaving out many interesting physical sys-
tems. Recently, promising results have been achieved by
employing machine learning techniques to study quan-
tum many-body systems [6–8], and the full potential of
these methods is yet to be discovered.
In this paper, we discuss a method for numerically
studying the ground state of quantum many-body sys-
tems. This method relies on directly accessing a lim-
ited amount of physical information, involving the energy
and several correlation functions, instead of treating the
full quantum many-body wave function. This is done by
treating these correlation functions as variational param-
eters in the minimization of the ground-state energy. Im-
portantly, constraints are placed on the correlation func-
tions, in a way that approximates the condition of the
density-matrix being positive semidefinite. By gradually
keeping more correlation functions, this approximation
becomes increasingly better, and the resulting ground-
state energy approaches its exact value.
Our approach follows a similar logic to that of the
variational two-electron reduced density matrix (2-RDM)
method [9–20], developed in the context of quantum
chemistry. As in these past works, the method we discuss
involves a relaxation of the constraints on the many-body
wave-function, and it therefore yields a lower bound on
the ground-state energy. In the present work, an empha-
sis is put on limiting the amount of information kept in
a way that enables applying the approximation order by
order, without changing the scaling of the computation
with the system size. This allows for the treatment of
large systems, including in the absence of translational
invariance.
More specifically, this relaxation is achieved by sub-
stituting the density-matrix description of the system,
which requires an exponentially-large amount of informa-
tion, with a physical correlation matrix whose dimension
is only linear in the system size. To demonstrate the
variational-correlations approach, we treat several one-
dimensional spin-1/2 models, with and without disorder,
and show the method can achieve convergence towards
the exact ground-state energy, as well as to produce long-
range spin correlations.
II. THE VARIATIONAL CORRELATIONS
APPROACH
For simplicity, we present the formalism as it applies to
spin-1/2 chains with nearest neighbor interactions. An
extension to more general systems and higher dimensions
is straightforward. The Hamiltonian for such a system is
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2most generally given by
Hˆ =
N∑
n=1
∑
i∈{x,y,z}
∑
α∈{0,x,y,z}
Jniασˆ
i
nσˆ
α
n+1, (1)
where N is the number of spins, n runs over the chain’s
sites, σˆx,y,zn are the Pauli matrices on site n, and σˆ0n is
the identity matrix on site n. The system is assumed to
have periodic boundary conditions, namely σˆαN+1 should
be identified with σˆα1 .
A. The variational principle
We begin by formulating the conventional variational
principle in terms of the density matrix. The density
matrix for the system can most generally be written as
ρˆ =
1
2N
∑
α1,...,αN
pα1,...,αN σˆ
α1
1 σˆ
α2
2 . . . σˆ
αN
N , (2)
where each of the indices αn runs over 0, x, y, z. In this
representation the density matrix is parameterized by
the tensor pα1,...,αN , which contains 4N elements. For
ρˆ to be a valid density matrix it must obey ρ = ρ†,
Tr(ρ) = 1, and ρ  0 (positive semidefiniteness). The
first two conditions are enforced by pα1,...,αN = p∗α1,...,αN
and p0,...,0 = 1, respectively.
The variational principle states that the ground state
of Hˆ is described by the parameters, pgsα1,...,αN , satisfying
minimize
{p}
E({p}) = Tr(ρˆHˆ)
s.t. ρˆ({p})  0.
(3)
In the absence of ground-state degeneracy, the resulting
density matrix is guaranteed to describe a pure state,
while in the case of a degenerate ground state it can more
generally describe a classical mixture of several ground
states.
For a large system, obtaining pgsα1,...,αN through a
straight-forward numerical minimization is impractical
due to the exponentially-large number of parameters in
{p}. Notice, however, that the function to be minimized,
E({p}), only involves a small subset of the elements in
{p}. Specifically, it contains those elements that have the
form
Tr(ρˆσˆinσˆ
α
n+1) = p0
1
,0,...,0, i
n
,α,0,...,0
N
, (4)
whose number scales linearly with the system size, N .
Instead, it is the condition ρˆ  0 that limits the applica-
tion of the variational principle by coupling this subset
with the rest of the parameters in {p}.
With this in mind, we now look for a condition that
would approximate ρˆ  0 in a manner involving only a
subset of parameters in {p}. More specifically, we shall
formulate an ordered approximation to ρˆ  0 that in-
vokes a number of parameters scaling quadratically in
N , for any order of the approximation (and linearly in N
for translationally-invariant systems).
B. Approximating the positive-semidefiniteness
condition
To approximate the condition ρˆ  0, we rely on the
observation that ρˆ  0 if and only if
Var(Oˆ) = 〈(Oˆ − 〈Oˆ〉)2〉 ≥ 0 (5)
for any hermitian operator Oˆ, where 〈·〉 ≡ Tr(ρˆ ·).
The forward direction easily follows from noting that
Var(Oˆ) = Tr(ρˆAˆ) where Aˆ = [Oˆ − Tr(ρˆOˆ)]2 is posi-
tive semidefinite, because it is the square of a Hermi-
tian operator. Together with ρˆ  0 this readily ensures
Var(Oˆ) ≥ 0.
To prove the converse direction, let us denote by
{|l〉, wl}l the set of eigenstates and eigenvalues of ρˆ. If
Var(Oˆ) ≥ 0 for any hermitian Oˆ, it is in particular true
for Oˆ = |l〉 〈l|, from which it follows that
0 ≤ Var(|l〉 〈l|) = wl(1− wl), (6)
namely 0 ≤ wl ≤ 1. Since this is true for any l, one
concludes that all the eigenvalues of ρˆ are non-negative,
i.e. ρˆ  0.
The equivalence between ρˆ  0 and Eq. (5) suggests
a route towards approximating the condition ρˆ  0. In-
stead of requiring that all hermitian operators have a
non-negative variance, let us limit this requirement to
the subset of hermitian operators that have the form
Oˆ(k) =
∑
n,ν
cnνLˆ
(k)
n,ν , (7)
where cnν are real coefficients and {Lˆ(k)n,ν}3×4
k−1
ν=1 span
the space of range-k local hermitian zero-trace operators,
that is
{Lˆ(1)n,ν}ν = {σˆin}i ; {Lˆ(2)n,ν}ν = {σˆinσˆαn+1}i,α ;
{Lˆ(3)n,ν}ν = {σˆinσˆαn+1σˆβn+2}i,α,β ; . . .
(8)
where i ∈ {x, y, z} and α, β ∈ {0, x, y, z}. As k increases,
the condition Var(Oˆ(k)) ≥ 0 becomes a better approxi-
mation of ρˆ  0. While the two conditions are strictly
equivalent only when k = N , we shall see below that it
is often sufficient to consider the case k = 2 or k = 3.
The benefit of using the condition Var(Oˆ(k)) ≥ 0 in-
stead of the exact condition, ρˆ  0, is that it can be
enforced by constraining a relatively small set of the pa-
rameters, whose number scales only quadratically with
3the system size, N . To see this, let us substitute the ex-
pression for Oˆ(k), Eq. (7), in the condition Var(Oˆ(k)) ≥ 0.
This results in the condition∑
m,n,µ,ν
cmµM(k)mµ,nνcnν ≥ 0 ∀ {cnν}, (9)
where
M(k)mµ,nν ≡
1
2
〈{Lˆ(k)mµ, Lˆ(k)nν }〉 − 〈Lˆ(k)mµ〉〈Lˆ(k)nν 〉, (10)
is the correlation matrix considered in Ref. [21], which
is manifestly real and symmetric. Here, {·, ·} stands for
the anticommutator. The condition, Eq. (9), is equiva-
lent to M(k)  0. We thus approximate the condition
that ρˆ is positive semidefinite by the condition that the
correlation matrix, M(k), is positive semidefinite. Im-
portantly, while the dimension of ρˆ is dρ = 2N , making
it intractable, the dimension ofM(k) is dM = 3 · 4k−1N .
Had we not limited the range of the operators Lˆ(k)
in Eq. (7), the resulting constraint would be equivalent
to the so-called k-positivity conditions [22], which re-
quire that all k-body reduced density matrices (RDM)
are positive-semidefinite, and which are at the source of
the variational 2-RDM method [9–20]. The dimension of
the k-body RDM scales as Nk, which typically limits the
ability to increase accuracy by increasing k. In contrast,
by restricting the range of Lˆ(k) to be k, we force the di-
mension of the correlation matrixM(k) to remain linear
in N for any fixed k. In this regard, one should also note
Ref. [14], where restrictions on the range of considered
operators are placed using a different protocol, enabling
the authors to treat both 1d and 2d lattice systems. Fi-
nally, note that although the range Lˆ(k) is restricted to
k, the matrixM(k) contains also long-range correlations
since m and n in Eq. (10) are not restricted.
C. The variational-correlation procedure
We are now in a position to describe the variational-
correlation procedure for approximating the system’s
ground-state. We define the variational parameters as
the disconnected correlation functions
bnν ≡ 〈Lˆ(k)nν 〉 ; Cmµnν ≡ 〈Lˆ(k)mµLˆ(k)nν 〉 for (n ≥ m+ k),
(11)
collectively denoted by x = {bnν , Cmnµν }, whose number
scales quadratically with N . The approximate ground-
state energy and correlations are then obtained “to order
k” by solving the following optimization problem:
minimize
{x}
E({x}) = Tr(ρˆHˆ),
s.t. M(k)({x})  0.
(12)
The resulting energy, E({xmin}), sets a lower bound
on the true ground-state energy of the system. This is
because the constraint in Eq. (12) is a result of relaxing
the constraint in the original minimization problem of
Eq. (3). Namely, the minimum point of Eq. (3), which
describes the exact ground state, is contained within the
space of feasible points considered in the minimization
problem of Eq. (12). Alternatively stated, unlike the
conventional use of the variational principle where one
places additional constrains on the wave function, here
one relaxes the constraints on it (by replacing ρˆ  0 with
M(k)  0). While the former procedure yields an energy
which is greater than the ground state, the latter yields
an energy which is lower.
This, of course, comes at a price. First, we do not
possess all the information about the ground state, but
rather only correlation functions of the form given in
Eq. (11). Second, the resulting ground state is generally
not physical. In other words, the correlation functions
xmin = {b, C}min cannot arise from an exactly positive
semidefinite ρˆ. Nevertheless, as k increases these corre-
lations should approximate the true ground-state corre-
lation functions with increasing accuracy. In Sec. III, we
demonstrate this method up to order k = 3.
D. Interpretation of active constraints
Since the objective function in Eq. (12) is linear, the
minimum point is always at the boundary of the region
defined byM(k)  0. Namely, at the optimum, at least
some of the eigenvalues ofM(k) are zero; these represent
the active constraints of the problem. Each such zero
eigenvalue of M(k) corresponds to an eigenvector, with
elements ωnν , which can be used to define an operator
Ωˆ ∈ Oˆ(k),
Ωˆ =
∑
n,ν
ωnνLˆ
(k)
nν . (13)
Each such operator then obeys
〈Ωˆ2〉 − 〈Ωˆ〉2 =
∑
m,n,µ,ν
ωmµM(k)mµ,nνωnν = 0, (14)
due to ωmn being in the null space of M(k)mµ,nν . From
Eq. (14), one infers that the ground state is an eigenstate
of Ωˆ. This could suggest that the accuracy of the vari-
ational correlation approximation is determined by the
locality of the operators for which the ground-state is an
eigenstate. If these operators can be approximated by op-
erators in Oˆ(k), they would manifest as active constraints
in the minimization of Eq. (12), forcing the energy to in-
crease and thereby get closer to the exact ground state
energy.
4E. Translational Invariance
The variational procedure described above can be sig-
nificantly simplified when the Hamiltonian of Eq. (1) is
translationally-invariant, namely when Jniα is indepen-
dent of n. In this case, the ground state (and in fact any
eigenstate) of Hˆ is guaranteed to either be translation-
ally invariant or degenerate. In the latter case one can
always choose a superposition (or a classical mixture) of
the degenerate ground states that would itself be trans-
lationally invariant.
We can, therefore, impose translational invariance on
the variational correlations,
Cmµ;nν = C
(n−m)
µν ; bnν = bν . (15)
This reduces the number of variational parameters, now
denoted by x = {bν , C∆nµν }. In particular, the number of
elements in x scales only linearly with N .
III. NUMERICAL RESULTS
In this section, we demonstrate the application of the
variational correlation (VC) approximation, as defined
in Eq. (12), for studying 1d Hamiltonians of nearest-
neighbor interacting spin-1/2 particles. We focus on two
types of models: (i) the tilted-field Ising model and (ii)
the XXZ model.
We begin by examining the results for the ground state
energy within the k = 2 order of the approximation.
These results are compared with those obtained from the
density matrix renormalization group (DMRG), which
for the studied systems are essentially exact. Next, the
error within the k = 2 order is examined as a function
of the systems size and upon introducing disorder. We
then study the dependence of the ground-state energy
on k by comparing results for k = 1, 2, 3. Finally, we
examine the results for the correlation functions. De-
tails regarding the numerical implementation of the VC
approximation are found in Appendix A.
A. Ground-state energy
1. Tilted-field Ising model
The Ising model with a tilted-filed is described by the
Hamiltonian
HˆIsing =
N∑
n=1
(
hxσˆ
x
n + hzσˆ
z
n + Jzσˆ
z
nσˆ
z
n+1
)
, (16)
where periodic boundary conditions are assumed. This
Hamiltonian is a special case of the Hamiltonian consid-
ered in Eq. (1). The direction of the field in the xz plane
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Figure 1. Ground-state energy of the Ising model [see
Eq. (16)] within the variational-correlations (VC) approxima-
tion, to order k = 2, as a function of the field |~h|. The system
size is N = 80 spins. The VC method sets a lower-bound on
the exact ground state energy of the system. In (a), the field
angle is θ = 0, allowing for an exact analytical solution (solid
blue line) by virtue of the Jordan Wigner transformation. In
(b), the field angle is θ = pi/6 and results are compared with
a density matrix renormalization group (DMRG) calculation
(blue squares). Results are also compared with a mean-filed
calculation (dashed black line), which sets an upper bound on
the ground state energy.
is parameterized by the angle, θ, where hx = |~h| cos θ and
hz = |~h| sin θ.
In Figs. 1(a) and 1(b), we present the ground-state
energy for θ = 0 and θ = pi/6, respectively, calculated
using the VC approximation to order k = 2, for a system
of N = 80 spins. The results are shown as a function
of the field strength, |~h|, for fixed Jz = 1. In the case of
θ = 0, the Hamiltonian can be solved exactly by mapping
the problem to a system of free fermions by virtue of
the Jordan-Wigner transformation [23]. This solution is
marked by a solid blue line in Fig. 1(a). As can be seen,
the VC approximation is in reasonable agreement with
the exact solution already in the k = 2 order. Notice the
maximal discrepancy is at |~h| = Jz, where the system is
known to go through a continuous phase transition.
For a general field angle, an exact analytical calcu-
lation is not possible. Accordingly, the results of the
VC approximation for the case of θ = pi/6, shown in
Fig. 1(b), are compared with those of a DMRG calcu-
lation. The latter is implemented using the iTensor li-
brary [24]. The results are qualitatively similar to those
obtained for θ = 0. Importantly, we see that deviating
from integrability does not reduce the accuracy of the
approximation.
As explained in Sec. II C, the variational correlation
approximation sets a lower bound on the ground-state
energy, contrary to the conventional variational princi-
ple which allows one to obtain an upper bound. This is
manifested in comparing the results with those of a mean-
field calculation. The latter is obtained by considering a
product-state trial variational wave function, |ΨMF〉, and
minimizing 〈ΨMF|Hˆ|ΨMF〉. Indeed, the mean-field result
(dashed black line) bounds the exact result from above,
while the VC approximation bounds it from below.
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Figure 2. (a) Ground-state energy of the XXZ model with
N = 80 spins [see Eq. (17)], within the variational-correlations
(VC) approximation, calculated to order k = 2. Results are
compared with a DMRG calculation (blue squares) and with
a mean-filed calculation (dashed black line). At Jz = −1,
the system goes through a first-order quantum phase tran-
sition, above which a discrepancy of up to ∼ 12% develops
between the VC and the DMRG results. (b) Difference be-
tween the ground-state energy calculated by DMRG and by
the VC method to order k = 2, as a function of system size,
N , for fixed Jx = 1 and different values of Jz. Notice the
error does not increase with system size. As shown below, in
Fig. 4, this error of the VC approximation decreases signifi-
cantly upon going to the k = 3 order.
2. The XXZ model
The Hamiltonian describing the XXZ model is given
by
HˆXXZ =
N∑
n=1
[
Jx
(
σˆxnσˆ
x
n+1 + σˆ
y
nσˆ
y
n+1
)
+ Jzσˆ
z
nσˆ
z
n+1
]
,
(17)
where, as before, periodic boundary conditions are as-
sumed. The results for the ground-state energy as a func-
tion of the field Jz are shown in Fig. 2(a) for fixed Jx = 1
and N = 80. As before, we compare the variational cor-
relation method, calculated to order k = 2, with the
result of the variational mean-field state (dashed black
line) and of the DMRG calculation (blue squares).
For Jz < −1, the ground state is a symmetry-broken
ferromagnetic state with all spins pointing in the z di-
rection, and the energy is, therefore, linear in Jz. In
this phase the VC, DMRG, and mean-field calculations
all coincide. At Jz = −1, a first-order quantum phase
transition occurs signalled by the discontinuous deriva-
tive of the ground-state energy. For Jz > −1, the results
of the VC calculation start to deviate considerably from
the DMRG result. In Sec. IIID we shall see that this
discrepancy can be mitigated by increasing the approxi-
mation order to k = 3.
B. Scaling of the error with system size
Before moving on to study the effect of increasing the
order of approximation, k, it is important to examine
the error of the VC approximation as a function of the
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Figure 3. Effect of a disorder field in the z direction. The
ground-state energy is plotted versus the disorder strength,
as defined below Eq. (18), for (a) the transverse-field Ising
model at its critical point, hx = Jz, and (b) the Heisenberg
model, Jx = Jz. The plots correspond to a single disorder re-
alization. For both models, the variational correlation (VC)
approximation becomes better as the disorder strength in-
creases. Here, the system size was taken to be N = 80.
system size, for a fixed value of k.
In Fig. 2(b), we present the relative energy difference
∆E = (Edmrg −Evc)/|Edmrg| between the DMRG result
and the VC approximation, calculated to order k = 2, as
a function of the number of spins, N , for the XXZ model
of Eq. (17). Results are shown for several different values
of Jz. Importantly, the relative error in energy does not
increase with system size but rather goes to a constant.
C. Disorder
Next, let us examine the effect of introducing a disor-
dered field. This is done by adding a term
Hˆdis =
N∑
n=1
hdisn σˆ
z
n, (18)
to the Hamiltonians of Eqs. (16) and (17), where hdisn ∈
[−Wdis,Wdis] is a uniformly distributed random variable
and N = 80.
In Fig. 3, the ground-state energy is presented as a
function of the disorder strength, Wdis, for a single disor-
der realization, calculated using both DMRG and the VC
approximation to order k = 2. Figure 3(a) shows results
for the transverse-field Ising model at its critical point,
hx = Jz, and Fig. 3(b) shows results for the Heisenberg
model, obtained by setting Jx = Jz in Eq. (17).
Increasing the strength of disorder actually improves
the performance of the VC method at predicting true
ground-state energies (i.e. the DMRG result) in both
models. This could be related to the localization induced
by the disorder field (see also the discussion in Sec. IID).
D. Dependence on approximation order
We now study the dependence of the VC approxima-
tion on the order of approximation, k. We examine first
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Figure 4. (a) Ground-state energy within the variational
correlation (VC) approximation for the XXZ model with
N = 30 spins, for different values of the approximation or-
der, k = 1, 2, 3, with fixed Jx = 1. Upon increasing k, the
VC results approach those of the DMRG calculation, shown
in blue squares. In (b), the energy is plotted as a function of
k, for several values of Jz. Similar behavior is observed for
the the transverse-field Ising model in (c) and (d).
the XXZ model, for which the k = 2 results were pre-
sented in Fig. 2. In Fig. 4(a), we present the results for
the ground state energy with N = 30 spins, calculated
within the VC approximation to orders k = 1, 2, 3. As
k increases, the energy approaches the DMRG results,
shown in blue squares. This is emphasized in Fig. 4(b)
which presents the VC ground state energy, Evc, nor-
malized by Edmrg, for three values of Jz as a function of
k.
Similarly, In Figs. 4(c,d) the ground-state energy for
the transverse-field Ising model (θ = 0) with N = 30
spins is examined for three different approximation or-
ders, k = 1, 2, 3. Qualitatively similar behavior as in the
XXZ model is observed, although with a faster conver-
gence.
E. Correlation functions
The VC approach, as described in Sec. II C, allows
for obtaining not only the ground-state energy but also
correlation functions of the form Cmµnν ≡ 〈Lˆ(k)mµLˆ(k)nν 〉.
We now examine the correlation functions obtained from
the VC approximation, focusing on k = 3, for which
Lˆ
(k=3)
n;iαβ ≡ σˆinσˆαn+1σˆβn+2.
In Fig. 5, we present the 〈σˆznσˆzn+∆n〉 correlations for
the XXZ model studied in Figs. 4(a,b), for several values
of Jz, obtained from the k = 3 order of the VC approx-
imation. As before, the results are compared with those
of a DMRG calculation. The VC method captures cor-
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Figure 5. Correlation functions for the XXZ model with N =
30 spins, calculated to order k = 3 (red circles) and compared
with DMRG (blue squares), for (a) Jz = −2, (b) Jz = 0.5,
(c) Jz = 1, and (d) Jz = 1.5.
rectly the qualitative ferromagnetic [Fig. 5(a)] and anti-
ferromagnetic correlations [Fig. 5(b-d)]. For small ∆n,
good quantitative agreement is observed. However, that
slightly diminishes when increasing ∆n. The same level
of agreement is obtained when examining other kinds of
spin-spin correlations (e.g. 〈σˆxmσˆxn〉). Similar conclusions
can be drawn from Fig. 6, which presents the 〈σznσzn+∆n〉
correlations for the transverse-field Ising model, for sev-
eral fixed values of |~h|.
IV. DISCUSSION
We have investigated the variational correlations (VC)
approach for studying the ground state of interacting
many-body systems. In this approach, the elements of
a correlation matrix, whose dimension is linear in sys-
tem size, serve as the variational parameters, and replace
the density matrix in describing the system. The vari-
ational procedure then relies on using this correlation
matrix for obtaining an order-by-order approximation
of the positive semidefiniteness condition of the density
matrix. Since in this variational procedure one relaxes
the constraint on the density matrix rather than over-
constraining it, the resulting energy sets a lower bound
on the true ground state energy, similar to the variational
2-RDM method [9–20].
The VC approach was tested on several 1d systems
of spin 1/2 particles by comparing its results with those
of DMRG, which for 1d systems is essentially exact. It
was demonstrated that the VC approach is able to pro-
duce long-range correlations, as well as to provide a lower
bound on the ground-state energy that converges to the
exact result as the order of approximation is increased.
7-1
-0.5
0
0.5
1
-10 0 10
(a)
-1
-0.5
0
0.5
1
-10 0 10
(b)
-1
-0.5
0
0.5
1
-10 0 10
(c)
-0.5
0
0.5
1
-10 0 10
(d)
Figure 6. Correlation functions for the transverse-field Ising
model with N = 30 spins. Results are shown for the k = 3
order of the VC approximation (red circles) and for DMRG
(blue squares), for (a) |~h| = 0.2, (b) |~h| = 0.6, (c) |~h| = 1, and
(d) |~h| = 1.4. These correspond to the ordered, critical, and
disordered phases of the Ising model, respectively.
Interestingly, the VC approximation becomes better in
the presence of disorder. The fact that the VC approach
provides a lower bound could be used together with a con-
ventional variational ansatz (e.g. mean field) to bound
the ground state energy from both above and below.
In 1d, the VC method offers no advantage over DMRG
in terms of computational complexity, as both of them
scale polynomially [25], and for a gapped system DMRG
scales linearly. In 2d, however, DMRG scales exponen-
tially with the width of the system [26], while the VC
method remains polynomial. It will, therefore, be in-
teresting to examine the VC approach when applied to
models in 2d, where it has the potential to address some
outstanding challenges, both in condensed matter and
in cold atoms systems. Since the VC approximation
can be formulated as an Semidefinite Programming [27]
(SDP) problem, recent advances [28] in large-scale SDP
algorithms could help to achieve this goal, as well as
to attend higher-approximation orders. Interestingly,
it has been suggested that SDP is one of a few prob-
lems that could acquire a speedup from the introduction
of Noisy Intermediate-Scale Quantum (NISQ) technol-
ogy [29], through a recently-introduced algorithm dubbed
Quantum Semidefinite Programming [30–32].
As explained in Sec. II B, the VC approach is based
on relaxing the condition of Eq. (5), by requiring it is
obeyed for only a subset of operators, denoted Oˆ(k), of
range k-local operators. Clearly, one can choose a dif-
ferent subset of operators, amounting to a different way
of approximating the ground state. Two such examples
are the approximations employed in Refs. [9–13, 15–20]
and Ref. [14]. It will therefore be interesting to study
the effect of choosing different subsets of operators in
Eq. (7), and the physical meaning of their resulting ap-
proximations. In particular, it is reasonable to assume
that the optimal choice could depend on the properties
of the ground-state being targeted.
Finally, while the VC method targets the ground-state,
a possible extension might be to study excited states.
This could possibly be achieved using the fact that the
variance of the energy, 〈H2〉−〈H〉2, which is a linear func-
tion of the correlation matrix, is a non-negative quan-
tity that vanishes only for eigenstates. Minimizing it,
while constraining 〈H〉 to lie withing a narrow window,
could potentially yield an approximation for the correla-
tion functions at finite energy density.
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Appendix A: Implementation
To numerically solve the minimization problem of
Eq. (12), we first formulate it as a semidefinite program-
ming (SDP) problem [27]. To this end we write the cor-
relation matrix, defined in Eqs. (10) and (11), as
M(k)mµ;nν = Cmµ;nν − bmµbnν, (A1)
and use the fact that the conditionM(k)  0 is equivalent
to
X =
(
C b
bT 1
)
 0. (A2)
The objective function, E = 〈H〉 , can now be written
as a linear function of the positive-semidefinite matrix,
X. Notice also that the elements of Cmµ;nν = 〈Lˆ(k)mµLˆ(k)nν 〉
for |n − m| < k are not independent, and can be ex-
pressed as linear functions of the other matrix elements.
This therefore constitutes a SDP problem which we then
solve using the CVX package for specifying and solving
convex programs [33], with the MOSEK interior-point
solver [34].
For example, for k = 2, one has
bniα = 〈σinσαn+1〉 ; Cmniαjβ = 〈σimσαm+1σjnσβn+1〉. (A3)
8The energy can be written as
E = 〈Hˆ〉 =
∑
miα
Jmiαbmiα =
∑
miα
JmiαX12N+1;miα, (A4)
and the matrix X obeys the following linear constraints
Xmiα;m+1,jβ = Re(καjγ)κβl0κmiγ;m+2,l0 + Re(καjγ)δβ0X12N+1;miγ,
Xmiα;mjβ = Re(κijlκαβδ)X12N+1;mlδ + Re(κij0καβk)X12N+1;m+1,k0 + δijδαβ ,
(A5)
where the tensor κ is defined by σασβ = καβγσγ . Finally,
when solving for the ground-state energy and correla-
tion functions of Figs. 4-6 we first use the translational
invariance of the model in order to reduce the number
of parameters as explained in Sec. II E. The minimiza-
tion problem is then solved using an interior-point algo-
rithm for nonlinear optimization problems implemented
by MATLAB.
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