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1. Introduction
Here we consider some counting questions for integral matrices with restricted entries whose
determinant or eigenvalues satisfy some prescribed properties. We give a short literature overview,
prove several new results and also pose some open questions.
Let Mn(Z) be the set of all n × nmatrices over Z.
Given a matrix
K = (kij)ni,j=1 ∈ Mn(Z)
and a positive integer H, we denote by Mn(K , h) the set of all matrices X = (xij)ni,j=1 ∈ Mn(Z) such
that
|kij − xij| < h, 1 i, j n.
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Furthermore, for an integer a we denote by Mn(K , h; a) the set of all matrices X ∈ Mn(K , h) with
det X = a.
We also use Sn(Z) to denote the set of all symmetric n × n matrices over Z, and deﬁne Sn(K , h)
and Sn(K , h; a) similarly to Mn(K , h) and Mn(K , h; a).
Here we obtain the a tight upper bound on the cardinality of Mn(K , h; a).
In the case when K = On is the n × n zero matrix, using the asymptotic formulas of Duke et al. [9],
if a /= 0 and of Katznelson [14] when a = 0 we immediately obtain
#Mn(On, h; a) =
{
O(hn
2−n), if a /= 0,
O(hn
2−n log h), if a = 0, (1)
where the implied constant in ‘O’ may depend on n.
Similarly, the results of Duke et al. [9], if a /= 0 and of Eskin and Katznelson [10] when a = 0
implies that
#Sn(On, h; a) =
{
O(hn(n−1)/2), if a /= 0,
O(hn(n−1)/2 log h), if a = 0. (2)
A variety of asymptotic formulas and upper bounds for other counting problems for integral ma-
trices with restricted entries can be found in [2,5,10–15,18,19,25], however the question of uniform
(with respect to a, h and K) estimating Mn(K , h; a) and Sn(K , h; a) appears to be new. We then
apply our results to estimate the cardinalities of the sets Mn,Z(K , h) and Sn,Z(K , h) of matrices from
Mn(K , h) and Sn(K , h), respectively, having an integer eigenvalue. Martin and Wong [16] have given
the bound
#Mn,Z(On, h) hn
2−2+o(1) (3)
as h → ∞. It is easy to see that the bound (1) combined with the bound O(h) on the eigenvalues of
the matrices from Mn,Z(On, h) leads to the estimate
#Mn,Z(On, h) = O(hn2−n+1 log h)
which improves (3) for n 4. In fact it is also slightly more precise for n = 3 since the term ho(1)
in (3) comes from an estimate on the divisor function and thus cannot be replaced by a logarithmic
function. Furthermore, we remark that for n = 2 an asymptotic formula for #M2,Z(O2, h) is given in
[17].
In a different situation, when in the above counting questions, the dimension is ﬁxed by the size of
the entries is allowed to grow. The opposite situation has been studies as well. For example, a series of
very strong results can be found in [3,6,8,21–24] treating various counting questions for 0, 1-matrices.
The number of graph adjacency matrices (that is, symmetric 0, 1-matrices with zeros on the main
diagonal) of dimension nwith integral spectrum has been estimated in [1].
Here we obtain upper bounds on #Mn(K , h; a) and #Sn(K , h; a) for arbitrary K that we then apply
to get upper bounds on Mn,Z(K , h) and Sn,Z(K , h), which generalise the result of [16].
2. Preparations
2.1. Stability of eigenvalues
Werecall theWeyl theorem, see [4, TheoremIII.2.1] about the “stability”of eigenvaluesof symmetric
matrices. In fact we only need it in the following simpliﬁed form, which follows immediately from [4,
Theorem III.2.1].
Lemma 1. Let U and V be two Hermitian matrices with complex entries. Assume that the eigenvalues of V
are at most δ by absolute value. Then the eigenvalues of U + V belong to one of the intervals
[λi − δ, λi + δ], i = 1, . . . , n,
where λ1, . . . , λn are the eigenvalues of U.
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2.2. Integer points on hypersurfaces
We intend to use the upper bound of [7, Lemma 8] combined with the estimate of [7, Theorem 2]
on the number of integer points on afﬁne hypersurfaces, see also [20].
Given a polynomial f (X1, . . . , Xν) ∈ Z[X1, . . . , Xν] we denote by M(f ,H) the number of integer
solutions to
f (x1, . . . , xν) = 0, |x1|, . . . , |xν |H.
For an integer d 1, we denote by Jd,ν the set of polynomials
f (X1, . . . , Xν) ∈ Z[X1, . . . , Xν]
of degree d such that their highest form is irreducible.
For a real α > 0, we say that the property ASH(d,α) (Afﬁne Surface Hypothesis) holds if for any
ε > 0 there exists a constant C(ε, d), depending only on ε > 0 and d, such that for any polynomial
f (X1, X2, X3) ∈ Jd,3 we have
M(f ,H) C(ε, d)Hα+ε.
A special case of [7, Theorem 2] assert:
Lemma 2. For d 6, the property ASH(d, 1) holds.
Furthermore, by [7, Lemma 8] we also have
Lemma 3. Assume that the propertyASH(d,α) holds. Then for any ε > 0 and ν  3 there exists a constant
C(ε, d, ν), depending only on ε > 0, d and ν , such that for any polynomial f (X1, . . . , Xν) ∈ Jd,ν we have
M(f ,H) C(ε, d, ν)Hν−3+α+ε.
3. Main results
3.1. Matrices with a given determinant
As before we assume that the implied constant in ‘O’ may depend on n.
Theorem 4. Uniformly over a ∈ Z, h ∈ N and K ∈ Mn(Z), we have
#Mn(K , h; a) = O(hn2−n log h).
Proof. Assume X , Y ∈ Mn(Z) are obtained from an n × (n − 1)-matrix R by augmenting it by two
vectors x, y ∈ Zn, respectively. That is,
X = (R|x) and Y = (R|y).
If det(X) = det(Y) then putting
z = x − y and Z = (R|z)
we deduce that det Z = 0 (to see this it is enough to expand Z with respect to the last column).
Therefore, for any R and a, we have
# {x = (x1, . . . , xn) ∈Zn |
det(R|x) = a, |ki,n − xi| < h, i = 1, . . . , n}
#
{
z = (z1, . . . , zn) ∈ Zn |
det(R|z) = 0, |zi| < 2h, i = 1, . . . , n} .
(4)
Indeed if x1, . . . , xJ is the list of elements from the ﬁrst set in (4) then the vectors zj = x1 − xj , j =
1, . . . , J are distinct and belong to the second set in (4).
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Summing (4) over all (2h − 1)n2−n integral matrices R = (rij)n,n−1i,j=1 such that
|kij − rij| < h, 1 i n, 1 j n − 1,
we obtain
#Mn(K , h; a)#Mn(K1, 2h; 0), (5)
where K1 is obtained from K by replacing its nth column by a zero vector.
Repeating the same argument with respect to the (n − 1)th column of the matrix K1, we obtain
from (5)
#Mn(K , h; a)#Mn(K2, 4h; 0).
Continuing the same procedure, after n steps we arrive to the inequality
#Mn(K , h; a)#Mn(Kn, 2nh; 0),
where Kn = On is the zero matrix. Applying (1), we conclude the proof. 
Unfortunately the argument used in the proof of Theorem 4 does not apply to symmetric matrices.
In this case we apply the deep result from [7] on the number of integer points on algebraic varieties
given in Lemma 3.
Theorem 5. For n 6, uniformly over a ∈ Z, h ∈ N and K ∈ Sn(Z), we have
#Sn(K , h; a) = O(hn(n+1)/2−2+o(1)).
Proof. We deﬁne the following polynomial:
FK({Xij}1 i j n) = det({kij + Xij})ni,j=1
of degree n in n(n + 1)/2 variables Xij , 1 i j n, where we also deﬁne Xij = Xji for i > j.
We intend to use the upper bound of Lemma 3, thus we need to show that the highest form of HK
of FK is absolutely irreducible over Q.
It is easy to see that HK does not depend on K and in fact
HK = FOn .
We now prove the absolute irreducibility of
FOn({Xij}1 i j n) = det({Xij})ni,j=1
by induction on n (which we start with n = 1 rather than with n = 6).
For n = 1, we immediately see that det(X11) = X11 is absolute irreducible.
Assume that the absolute irreducibility is established for polynomials formed by (n − 1)-
dimensional symmetric matrices.
We write
det({Xij})ni,j=1 = X11G1 + G2,
where the polynomials G1 and G2 depend on all other variables Xij , 1 i j n, except for i = j = 1.
We also note that if
det({Xij})ni,j=1 = P({Xij}1 i j n)Q({Xij}1 i j n)
then only one of the non-constant polynomials P and Q may depend on X11. Assume that P = X11P1 +
P2, where now P1, P2and Q depend on all other variables Xij , 1 i j n, except for i = j = 1. Since
by the induction assumption on the polynomial G1 we see that P1 is constant, and thus we can assume
that P = X11 + P2 andQ = G1. Now, comparing the degreewe see that P2 has to be a linear polynomial
and G2 = P2G1, which is impossible as G2 has a term with X212 while G1 is independent of X12.
I.E. Shparlinski / Linear Algebra and its Applications 432 (2010) 155–160 159
Since deg HK = deg FOn = n 6,we see from Lemma2 that ASH(d, 1) holds.We nowapply Lemma
2 to conclude the proof. 
3.2. Matrices with an integer eigenvalue
Theorem 6. Uniformly over h ∈ N and K ∈ Mn(On, k), we have
#Mn,Z(K , h) = O((k + h)hn2−n log h).
Proof. Clearly, any eigenvalueλ of amatrixA ∈ Mn,Z(K , h) satisﬁesλ = O(h + k). Indeed, sinceAv =
λv for some nonzero vector v, considering the largest by absolute value entry on the right hand side,
we immediately obtain the above estimate. Thus if λ ∈ Z then it may take only O(h + k) values. Since
A − λIn ∈ Mn(K − λIn, h; 0), applying Theorem 4, we obtain the result. 
For symmetric matrices a much better bound on #Sn,Z(K , h) is possible which depends only on h.
Theorem 7. For n 6, uniformly over h ∈ N and K ∈ Sn(Z), we have
#Sn,Z(K , h) = O(hn(n+1)/2−1+o(1)).
Proof. As in the proof of Theorem 6 we see that all eigenvalues of K − A are O(h). Now, from Lemma
1 we conclude that for any eigenvalue λ of a matrix A ∈ Mn,Z(K , h) there is an eigenvalueμ of K such
thatλ − μ = O(h). Thus ifλ ∈ Z then itmay take onlyO(h) values. SinceA − λIn ∈ Sn(K − λIn, h; 0),
applying Theorem 5, we obtain the result. 
4. Open questions
Clearly, the bound of Theorem 4 is tight up to the logarithmic factor log h as
Mn(K , h; 0) hn(n−1)
for any matrix K ∈ Mn(Z) (we simply choose the ﬁrst n − 1 columns to be any “admissible” vectors,
and choose the last column to be one of the previous vectors). It is also tight, for K = On and a = 0
(which follows from the asymptotic formula of [14]. However, in the case of K = On and a /= 0 the
asymptotic formula of [9] shows that log h can be removed.
It is natural to expect that for a /= 0 the bounds of Theorems 4 and 5 can slightly be improved for
any matrix K .
Open Question 8. Is it true that for a /= 0 we have #Mn(K , h; a) = O(hn2−n) and #Sn(K , h; a) =
O(hn
2−n)?
Open Question 9. Obtain tight uniform bounds on the number of integral matrices X ∈ Mn(K , h) and
X ∈ Sn(K , h) of a given rank r.
Open Question 10. Obtain bounds on the number of integralmatricesX ∈ Mn(K , h) andX ∈ Sn(K , h)
withagiven characteristic polynomial orwith characteristic polynomials of a certain type (for example,
reducible over Z).
Finally, studying matrices with entries parameterised by polynomials is of interest too.
Open Question 11. For a givenmatrixK = (kij)ni,j=1 ∈ Mn(Z) and n2 polynomials fij(X) ∈ Z[X], i, j =
1, . . . , n, obtain tight uniform bounds on the number of solutions to the equation
det((fij(xij))
n
i,j=1) = a, kij  xij < kij + h, 1 i, j n.
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