T he Data-Correcting (DC) Algorithm is a recursive branch-and-bound type algorithm, in which the data of a given problem instance are "heuristically corrected" at each branching in such a way that the new instance will be as close as possible to polynomially solvable and the result satisfies a prescribed accuracy (the difference between optimal and current solution). In this paper the DC algorithm is applied to determining exact or approximate global minima of supermodular functions. The working of the algorithm is illustrated by an instance of the Simple Plant Location (SPL) Problem. Computational results, obtained for the Quadratic Cost Partition Problem (QCP), show that the DC algorithm outperforms a branch-and-cut algorithm, not only for sparse graphs but also for nonsparse graphs (with density more than 40%), often with speeds 100 times faster.
Introduction
Many combinatorial optimization problems have as an underlying model the minimization of a supermodular (or, equivalently, maximization of a submodular) function, among them being the simple plant location (SPL) problem, generalized transportation problems, the max-cut problem with nonnegative edge weights, set covering, and other well known problems involving the minimization of Boolean functions (Nemhauser et al. 1978 , Lovasz 1983 , Barahona et al. 1988 .
Although the general problem of the minimization of a supermodular function is known to be NP-hard, there has been a sustained research effort aimed at developing practical procedures for solving medium and large-scale problems in this class. Often the approach taken has been problem specific, and supermodularity of the underlying objective function has been only implicit to the analysis. For example, Barahona et al. (1988) have addressed the max-cut problem from the point of view of polyhedral combinatorics and developed a branch-and-cut algorithm, suitable for applications in statistical physics and circuit layout design. Beasley (1993) applies Lagrangean heuristics to several classes of location problems including SPL problems and reports results of extensive experiments on a Cray supercomputer. Recently, Lee et al. (1996) have made a study of the quadratic cost partition problem (QCP) of which max-cut with nonnegative edge weights is a special case, again from the standpoint of polyhedral combinatorics.
There have been fewer published attempts to develop algorithms for minimization of a general supermodular function. We believe that the earliest attempt to exploit supermodularity is the work of Petrov and Cherenin (1948) , who identified a supermodular structure in their study of railway timetabling. Their procedure was subsequently published by Cherenin (1962) as the "method of successive calculations." Their algorithm however is not widely known in the West (Babayev 1974) where, as far we are aware of, the only general procedures that have been studied in depth are the greedy approximation algorithm from Nemhauser et al. (1978) , and the algorithm for maximization of submodular functions subject to linear constraints (Nemhauser and Wolsey 1981) . Another greedy approach can be found in Minoux (1977) , where an efficient implementation is proposed, known as the "accelerated greedy algorithm" (Robertazzi and Schwartz 1989); it uses a bound already formulated in Khachaturov (1968) . For solving the so-called experimental optimal design problem, an accelerated greedy algorithm is applied in Robertazzi and Schwartz (1989) , while in Ko et al. (1995) an exact branch and bound type algorithm is developed, which is improved in Lee (1998) . In Genkin and Muchnik (1990) an optimal algorithm is constructed with exponential time complexity for the well-known Shannon max-min problem. This algorithm is applied to the maximization of submodular functions subject to a convex set of feasible solutions, and to the problem of what is known as decoding monotonic boolean functions.
In this paper we propose a branch-and-bound procedure for minimizing a general supermodular function that is based on a generalization of an exclusion principle first established in Cherenin (1962) . The proposed procedure improves on the greedy algorithm in finding either an exact or an approximate solution to within a prescribed accuracy bound. The approach we take is to develop what we term DataCorrecting (DC) algorithms, which form a class of algorithms, introduced in Goldengorin (1983 Goldengorin ( , 1995 for the solution of NP-hard problems. Crucial in these algorithms is the fact that the data of a given problem instance is "corrected," to obtain a new problem instance belonging to a polynomially solvable class. Actually, the polynomially solvable classes that we use are algorithmically determined.
For example, let us consider the DC algorithm applied to the Traveling Salesman Problem (TSP) with the following algorithmically defined polynomially solvable class. A nonnegative square n ϫ n-matrix H ϭ ʈh(i, j)ʈ is called a Hungarian matrix if the Hungarian Algorithm (Nering and Tucker 1993) with input H results in an optimal Hamiltonian cycle; notation H ʦ Ᏼ. If a nonnegative square n ϫ n-matrix C ϭ ʈc(i, j)ʈ is not Hungarian, then by correcting some entries of C we will try to find a Hungarian matrix H that is as close as possible to C for some proximity
We use the proximity measure (C, H) in the framework of the DC algorithm for finding, by means of a heuristic procedure, an instance H ʦ Ᏼ that is as "close" as possible to C. Usually, this heuristic can be easily constructed by a simple modification of a polynomial algorithm by which we define a polynomially solvable class. In case of the Hungarian algorithm we obtain the so-called Hungarian matrix by patching the subcycles (Lawler et al. 1985) .
In the following theorem, which is first published in Goldengorin (1995) , it is formulated that the proximity measure is an upper bound for the difference of the lengths of shortest Hamiltonian cycles of C and H, denoted by OPT TSP (C) and OPT TSP (H), respectively.
Let C, H ʦ R nϫn . Then the following holds:
is smaller than a prescribed accuracy ⑀ 0 , then the TSP solution with respect to H is also a solution with respect to C. Otherwise, the DC algorithm decreases the current value of (C, H) by means of a branching procedure.
Another example can be described as follows. Let ⌽ be a function defined on a set S and let ⌿ belong to a polynomially solvable class of functions which is a subclass of a given class of functions ⌽ defined also on S, and let (⌽, ⌿) ϭ max {͉⌽(s) Ϫ ⌿(s)͉: s ʦ S} be the proximity measure. If we denote the optimal values of ⌽ and ⌿ on S by ⌽*(S) and ⌿*(S), respectively, then an analogue of the above mentioned inequality is read as follows. Let ⌽ and ⌿ be functions on the set S with optimal values ⌽*(S) and ⌿*(S). Then the following holds: ͉⌽*(S) Ϫ ⌿*(S)͉ Յ (⌽, ⌿).
Again, if (⌽, ⌿) is smaller than a prescribed accuracy ⑀ 0 , then the problem of finding ⌽*(S) with the given prescribed accuracy ⑀ 0 is solved by ⌿*(S). More information about DC algorithms (general scheme, comparison with branch-and-bound type algorithms, steps of construction, methods, etc.) can be found in Goldengorin (1983 Goldengorin ( , 1995 . In this paper we present the DC algorithm for the minimization of supermodular functions.
We have organized our paper as follows. In § 2 we establish two symmetric upper bounds for subproblems of the original problem (Theorem 1) which are the base for constructing two preservation rules (Corollary 1) similar to the ones in Cherenin (1962) . We extend the preservation rules to the case where the conditions of Corollary 1 are violated. Corollary 2 is an attempt to explain what we can do in the case when the preservation rules are not applicable. We present the so-called Preliminary Preservation (PP) algorithm, which originally was constructed by Cherenin (1962) , and we use it for determining the relevant polynomial solvable class of supermodular functions.
Based on Khachaturov (1968) , we are able to present an interesting property of the algorithmically defined polynomially solvable class that is used in the DC algorithm of this paper; this property is in terms of strict local minima of supermodular functions.
In § 3 we describe the main idea of the DC algorithm. Together with Lemma 1 and Theorem 4, we obtain upper bounds for the current accuracy between an optimal and an ⑀-optimal value. The upper bound from Theorem 4 can be incorporated into any branch-and-bound type algorithm. For the supermodular functions case, we introduce a specific correction and show how an upper bound for the difference between ⑀-optimal and optimal values can be calculated. In § 4 we describe the DC algorithm for determining either an exact global minimum or an approximation of a global minimum with prescribed accuracy. In § 5 we illustrate the working of the DC algorithm by means of the SPL problem. We compare our computational results to results from Lee et al. (1996) in § 6. Computer experiments on random instances of the QCP show an improvement upon published results from Lee et al. (1996) , particularly when the data correspond to nonsparse graphs. We give some empirical classification on "easy" and "hard" instances of the QCP by using the concept of diagonal dominance. Section 7 gives a number of concluding remarks.
Supermodular Functions and the Preliminary Preservation (PP) Algorithm
Let ⌽ be a real-valued function defined on the power set 2 
Expressions of the form I‫{گ‬k} and ഫ {k} will for conciseness be written as I Ϫ k and ϩ k. Let [, I ] be an interval and k ʦ I‫.گ‬ The following theorem establishes a relationship between the unknown optimal values of ⌽ on the two parts of the partitioning [, 
The proof of (b) is similar. ᮀ Theorem 1 establishes the conditions for constructing the following rules for detecting subintervals containing at least one global minimum of ⌽ on [, I].
0 ], and let k ʦ I‫.گ‬ Then the following assertions hold.
Proof. (a). From Theorem 1 we have that
In Corollary 2 we present an extension of the rules from Corollary 1, appropriate to ⑀-minimization.
0 ], and k ʦ I‫.گ‬ Then the following assertions hold.
Proof. The proof of Part (a) is as follows. 
The Preliminary Preservation Algorithm
Procedure PP(, ; , I)
Step 1: if ϭ I then goto Step 4; Step 2: Calculate ␦ ϩ and r ϩ ; if ␦ ϩ Յ 0 {Corollary 1b} then begin call PP( ϩ r ϩ , I; , I); goto Step 4; end;
Step 3: Calculate ␦ Ϫ and r Ϫ ; if ␦ Ϫ Յ 0 {Corollary 1a} then begin call PP(, I Ϫ r Ϫ ; , I); goto Step 4; end;
GOLDENGORIN, SIERKSMA, TIJSSEN, AND TSO
The Data-Correcting Algorithm
Step 4 In §4 we will use Corollary 1 to make the interval
The following theorem can also be found in Goldengorin (1982) . It provides an upper bound for the worst case complexity of the PP algorithm; the complexity function is dependent only on the number of comparisons of values for ⌽(). Note that if the PP algorithm terminates with ϭ I, then is a global minimum of ⌽ on [, ] . Any supermodular function ⌽ on [, ] for which the PP algorithm returns a global minimum of ⌽ is called a PP-function. Note that PP-functions are "algorithmically" determined. In Goldengorin (1982 Goldengorin ( , 1995 an interesting property of PP-functions can be found; it will be explained here shortly.
A
We will use the Hasse diagram (Grimaldi 1994) 
0 ] and a pair (I, J) is an edge iff either I ʚ J or J ʚ I, and
Let V 0 be the subset of V consisting of all local minima of ⌽. Let H 0 ϭ (V 0 , E 0 , ⌽) be the subgraph of G induced by V 0 . This subgraph consists of at least one connected component. We denote the connected
. A local minimum is called a lower local minimum if there does not exist another local minimum L with L ʚ . Similarly, an upper local minimum can be defined. It can be easily seen that an STC is a maximal connected set of intervals whose end points are lower and upper local minima. Note that two vertices I and J with (I, J) ʦ E and ⌽(I) ϭ ⌽( J) are in one STC, if at least one of these vertices is in the STC. In Khachaturov (1968) it is shown that any global minimum is in an STC. This observation implies that we may restrict ourselves to STCs when searching a global minimum of a supermodular function. The following theorem gives a property of PP-functions in terms of STCs; the proof is in Goldengorin (1982) . 
and
are satisfied at termination of the PP algorithm. The basic idea of the DC algorithm is that if a situation occurs for which both (1) and (2) hold, then the data of the current problem will be "corrected" in such a way that a corrected function ⌿ violates at least one of the Conditions (1) or (2). In this paper we will restrict ourselves to the situation for which the supermodularity of the corrected function is easy to prove. Hence a situation is studied for which there is an element i ʦ I‫گ‬ such that either
Corollary 1 can be applied again, and we are in the situation that the PP algorithm can be applied. For all possible elements i, we try to choose one for which the correction procedure maintains a solution within the prescribed bound ⑀ 0 . If such an element i does not exist, we choose an arbitrary i ʦ I‫گ‬ and branch the current problem into two subproblems, one on [ ϩ i, I] and one on [, I Ϫ i]. We should in any case find answers to the following questions:
• How should the difference between the values of global minima of the corrected and the uncorrected functions be estimated, and how does this difference depend on the specific corrections?
• How should the above mentioned difference be decreased in case it does not satisfy the prescribed accuracy ⑀ 0 ?
The answers to these questions can be found below. To preserve the supermodularity we will use the following correcting rules.
Let A ʕ ʕ I ʕ I 0 , and r ϩ , r Ϫ ʦ I‫.گ‬ Moreover, let ⌽ be a supermodular function on [A, I 0 ]. For each ʦ [, I] define the following two correcting rules.
Correcting Rule 1:
Correcting Rule 2:
otherwise.
It can be easily seen that if ⌽ is supermodular on a certain interval, then so is ⌿. An extension of the PP algorithm is based on the statements of the following lemma.
Proof. The proof of (a) is as follow. From ␦ Յ 0 and Corollary 1(a) we obtain ⌽*[, I] ϭ ⌽*[,
Since the proof of (b) is similar to that of (a) we conclude with a proof of (c). From ␦ Ն 0 and Corollary 2(a) we obtain ⌽*[,
The following theorem defines the branching step, and shows how a current value of ␥ can be decreased.
Theorem 4. Let ⌽ be an arbitrary function defined on a finite set S and let S ϭ ഫ t ʦ P S t with min{⌽()͉ ʦ S t } ϭ ⌽*(S t ), for t ʦ P ϭ {1, . . . , p}. Then for any ⑀ Ն 0 the following assertion holds.
If ⌽( t ) Ϫ ⌽*(S t ) Յ ␥ t Յ ⑀ for some t ʦ S and for all t ʦ P, then min{⌽( t )͉t ʦ P} Ϫ ⌽*(S)
Note that ⌽ need not be supermodular in Theorem 4. It is clear from the proof of Theorem 4 that ␥ is independent on the order in which we combine pairs of {⌽( t ), ␥ t }.
Let us show now that ␥ may attain max{␥ t ͉t ʦ P}. For sake of simplicity, in case of binary branching, Theorem 4 can be formulated as follows.
, and therefore we can assert that the ␥ in Theorem 4 is best possible. For example, suppose that ⑀ ϭ 12, ⌽(
The main step of the DC algorithm, to be formulated in § 4, is called Procedure DC٩. Our choice for the branching variable k ʦ I‫گ‬ is motivated by the observation that
following straightforwardly from the supermodularity of ⌽. Hence, the values of ␦ ϩ , ␦ Ϫ , for given r ϩ , r Ϫ , are seen to decrease monotonically with successive branchings. Our choice is aimed at making the right hand sides ␦ ϩ , ␦ Ϫ as small as possible after branching (and if possible nonpositive), with the purpose of increasing the "probability" of satisfying the preservation rules (see Corollary 1). Moreover, this branching rule makes the upper bound for the difference between a ␥-minimum and a global minimum as small as possible. Note that in Procedure DC٩ need not be in the interval [, I] . Notice that in most branch and bound algorithms a solution for a subproblem is searched inside the solution space of that subproblem. From the proofs of Lemma 1 and Theorem 4 it can be seen that this is not necessary here. For any prescribed accuracy ⑀ the Procedure DC٩ reads now as follows. Step
In § 5 we will illustrate this algorithm by solving a Simple Plant Location (SPL) problem.
The Data-Correcting (DC) Algorithm
The DC algorithm is a branch-and-bound type algorithm, and is presented as a recursive procedure. It is possible to make the DC algorithm more efficient if we fathom subproblems by using lower bounds. For subproblems of the form min{⌽()͉ ʦ [, I]} ϭ ⌽*[, I], the following lemma, due to Khachaturov (1968) and Minoux (1977) , provides two lower bounds.
We next explain how to incorporate such a lower bound into the DC algorithm. During the running of the DC program we keep a global variable ␤ in the subset of I 0 that has the lowest function value found so far. Then we can include a Step 3a after
Step 3 in Procedure DC٩.
Step 3a The DC algorithm can also be used as a fast greedy heuristic. If the prescribed accuracy ⑀ 0 is very large, branchings never occur at Step 6; the interval [, I] is halved in every recursive call of the algorithm until ϭ I, and a "greedy" solution is found. Moreover, the calculated accuracy ␥ gives insight into the quality of the solution obtained, as it is an upper bound for the difference in value of the solution obtained and an optimal solution. Note that, thanks to Steps 2 and 3, the "greedy" solution found by the DC algorithm when a large ⑀ is specified, is in general better than one obtained by a standard or accelerated greedy algorithm like the ones described in Minoux (1977) .
The Simple Plant Location Problem: An Illustration
The DC algorithm is used for the determination of a global minimum (0-minimum) and a 2-minimum for the SPL problem of which the data are presented in Table 1 . This example is borrowed from Boffey (1982) . For solving the SPL problem it suffices to solve the
As usual for the SPL problem, r i is the fixed cost of opening a plant at location i, and c ij is the cost of satisfying the demand of customer j by plant i. The recursive solution trees for the cases ⑀ 0 ϭ 0 and ⑀ 0 ϭ 2 are depicted in Figure 1 and Figure 2 , respectively. Each subproblem is represented by a box in which the values of the input and the output parameters are shown. At each arc of the trees the corresponding steps of the Procedure DC٩ are indicated. In Figure 1 the prescribed accuracy ⑀ 0 ϭ 0 is not yet satisfied at the second level of the tree, so that a branching is needed. In the case of ⑀ 0 ϭ 2, the DC algorithm applies the branching rule at the third level because after the second level the value of the current accuracy is equal to 1 (⑀ ϭ 1).
The Quadratic Cost Partition Problem: Computational Experiments
For given real numbers p i and nonnegative real numbers q ij with i, j ʦ I 0 , the Quadratic Cost Partition Problem (QCP) is the problem of finding a subset T of I 0 such that the weight ¥ iʦT p i Ϫ 1 2 ¥ i, jʦT q ij is as large as possible. Let I 0 be the vertex set, E ʕ I 0 ϫ I 0 the edge set of the edge-weighted graph G ϭ (I 0 , E) with w ij Ն 0 the edge weights. For each T ʕ I 0 , the cut ␦(T) is defined as the edge set for which each edge has one end in T and the other one in I 0 ‫گ‬T. It is easy to see that the max-cut problem with nonnegative edge weights is a QCP where p i ϭ ¥ jʦI 0 w ij and q ij ϭ 2w ij , for i, j ʦ I 0 .
We have obtained computational results using randomly generated connected graphs with the number of vertices varying from 40 to 80 and edge density d varying from 10% to 100% (i.e., d ʦ [0.1, 1.0]). Here Table 1 The Table 2 . We have tested the DC algorithm on the QCP test problems from Lee et al. (1996) , and have made a comparison between our results and those from Lee et al. (1996) .
Each problem set is labeled by the number of vertices of the graph together with their densities d. For example, problem 50/7 refers to graphs with 50 vertices and density d ϭ 0.7 (or 70%), problem 40 refers to complete graphs with 40 vertices. For each combination of density and number of vertices, five random problems were solved. The column labeled " Lee et al." in Table 2 contains the average computational times for the problems on a RISC 6000 workstation as given in Lee et al. (1996) . The DC algorithm was coded by means of Turbo Pascal 6.0 and was executed on a PC with a 133 Mhz processor. Cells with "min.," "avg.," and "max." in Table 2 show minimum, maximum, and average performances of two statistics for the DC algorithm: "the number of generated subproblems" solved, and "the number of fathomed subproblems" indicating the number of subproblems discarded by means of the lower bounds lb 1 and lb 2 from Lemma 2. When the graph has at most 40 vertices, the problem is very easy, and the calculation times are less than 0.05 seconds. For problems with at least 40 vertices the average calculation times grow exponentially with decreasing values of the density d (see Figure 3) for all values of ⑀ 0 . This behavior differs from the results of the algorithm from Lee et al. (1996) ; their calculation times grow with increasing densities. For problems with density of more than 10%, our algorithm is faster than the algorithm from Lee et al. For one problem (80/1) with density equal to 10% our algorithm uses more time. Some typical properties of the behavior of the DC algorithm are shown in Figures 3, 4 , and 5. In Figure 4 it can be seen that the calculation time of the DC algorithm grows exponentially when the number of vertices increases. This is to be expected since general QCPs are NP-hard. Figure 5 shows how the calculation times of the DC algorithm depend on the value of ⑀ 0 . We have used different prescribed accuracies varying from 0% to 5% of the value of the global minimum.
In all experiments with ⑀ 0 Ͼ 0 the maximum value of the calculated ␥ (denoted by ␥ max ) is at most 0.01949 ϫ ⌽*[A, I 0 ], i.e., within 2% of a global minimum. Moreover, for all test problems with density at least 30% (d Ն 0.3), we obtained ␥ max ϭ 0, that is, we found an exact global minimum with a calculation time of at most 5 seconds. In Figure 6 , ␥ max is depicted for various values of ⑀ 0 .
One of the referees of this paper suggested that in case of the QCP the diagonal dominance of the matrix might have a great influence on the calculation times. Assuming that all p i are positive, the diagonal dominance (dd) is defined as dd i ϭ p i /(2 ¥ j i q ij ), i ʦ I 0 ,
i.e., it is the quotient of the "main diagonal entry" p i and the sum of the off diagonal entries in the ith row and column of Q ϭ ʈq ij ʈ. We have calculated the diagonal dominance values of the instances from Table 2 . The results of these calculations are presented in Table 3 . The first column shows that 78.8% of the We have studied the influence of the diagonal dominance on the average calculation time of the DC algorithm for the following randomly generated instances. The number of vertices m varies from 40 to 80, the edge densities d are chosen in the interval [0.1, 1.0], and the edge weights are randomly generated from the interval [1, 100], just as in Table 2 . The weights of the vertices p i however, are calculated from the edge weights by using a constant dd for all vertices in the same instance, namely p i ϭ 2dd ¥ j i q ij , i ʦ I 0 . The results for the case m ϭ 40 are shown in Figure 7 .
The calculation times grow exponentially with increasing values of the density d, and for fixed d they grow exponentially if dd comes close to 0.5. The maximum calculation time is attained for dd ϭ 0.5 and d ϭ 1.0. This is the case of a "pure" max-cut problem on a complete graph. Recall that for the instances from Lee et al. (1996) , as shown in Figure 3 , the calculation times decrease by increasing values of the density. Notice that this phenomenon does not occur in case of constant dd.
We may conclude that diagonal dominance is a good "yardstick" for measuring the intractability of instances of the QCP. For example, our randomly generated instances with a constant dd for all vertices from the interval union [0.05, 0.2] ഫ [0.8, 1.0] can be classified as "easy" instances of the QCP and from the interval [0.4, 0.6] as "hard" ones. In all our experiments with constant dd, the effect of exponentially increasing calculation times with increasing values of m (see Figure 4) , and the exponentially decreasing calculation times with increasing values of ⑀ 0 (see Figure 5 ) is preserved. Another keystone in the paper is Theorem 4. For any list of subsets S t , t ʦ P that cover the feasible region, for example, S ϭ ഫ tʦP S t , it enables us to derive a new upper bound between an upper bound on the optimal value of the objective function on S and the optimal value. This new and sharper upper bound, when implemented in the DC algorithm, yields an increase of the calculated accuracy, and a decrease in the value of the associated parameter ⑀. Moreover, this bound can also be built into other branch-and-bound type algorithms for increasing the calculated accuracy.
Conclusions
The DC algorithm presented in this paper is a recursive branch-and-bound type algorithm. This recursion makes it possible to present a short proof of its correctness; see Theorem 5.
We have tested the DC algorithm on cases of the QCP, enabling comparison with the results presented in Lee et al. (1996) . The striking computational result is the ability of the DC algorithm to find exact solutions for instances with densities larger than 30% and with a prescribed accuracy of 5% within fractions of second. For example, an exact global optimum of the QCP with 80 vertices and 100% density, was found within 0.22 seconds on a PC with a 133 Mhz processor. We point out that when the value of ⑀ 0 is very large, the DC algorithm behaves as a greedy algorithm. One of the referees has proposed a "measure" of intractability of the QCP in connection with the DC algorithm, namely the so called diagonal dominance. Our computational experiments with the DC algorithm show that instances of the QCP with diagonal dominances from the intervals union [0.05, 0.2] ഫ [0.8, 25] can be classified as "easy" instances, and instances with diagonal dominances from the interval [0.4, 0.6] as "hard" to solve.
Finally, we would like to remark that the DC algorithm can be used for broad classes of combinatorial optimization problems that are reducible to the minimization of a supermodular function. 
