Abstract. A simple way to calculate the number of k-matchings, k 5, in hexagonal systems is presented. Some relations between the coe cients of the characteristic polynomial of the adjacency matrix of a hexagonal system and the number of matchings are obtained.
Introduction
A hexagonal system is a 2-connected plane graph G such that every interior face of G is a regular hexagon. A k-matching (or a matching of order k) of a graph G is a set of k pairwise nonadjacent edges of G.
A hexagonal system has only vertices of degree 2 or 3. Note also that each hexagonal system H is a bipartite graph. It is also easy to see that H does not contain cycles of lengths 4; 8.
Let G be a hexagonal system. Throughout the paper, n will denote the number of vertices whereas m will stand for the number of edges of G. By A = fa ij g n i;j=1 we will denote the adjacency matrix of G, that is a ij = 0; ij = 2 E (G) 1; ij 2 E (G) :
Since every hexagonal system is bipartite, coe cients of the characteristic polynomial of A at x n?1 ; x n?3 ; : : : are zero.
The following result is also well known (cf. 1]) and easily follows from the permutation expansion of the determinant det (xI ? A). Let m k denote the number of k-matchings in a hexagonal system G. It is well known that in case when n is even m n=2 = p a n : This is the connection between the number of perfect matchings and the determinant of the adjacency matrix in hexagonal systems (see, for example 1] or 2]).
In Sections 1, 2, and 3 some further relations will be obtained among the coe cients a 2 ; a 4 ; a 6 We will need some additional notation. Let G be a hexagonal system. Let k be the number of paths in G that have exactly k edges. We will denote by X 1 the number of edges of G whose both endpoints have degree 3. Let X 2 be the number of paths in G that have exactly two edges and their endpoints both have degree 3. Further, let be the number of vertices of degree 3 whose all neighbors are of degree 3, see Figure 1 . All these quantities, except k , can be computed in linear time O (n) by a single search over all vertices of G. k can also be computed in linear time for k = 2; 3; 4; 5; 6. This can be done by starting the breadth-rst search at each vertex and counting how many di erent vertices we have reached after 2; 3; 4; 5;6 steps. Summing over all the vertices and dividing the sum by 2, gives us k for k = 2; 3; 4; 5; 6. 
Matchings of order two
In counting the matchings of order two we will derive some results valid for an arbitrary graph. Let G be a simple graph on n vertices and with m edges. Let G have n i vertices of degree i; i = 1; 2; : : :; n. Then n = The last sum is equal to m which yields the theorem. Proof. From n = n i + n j and 2m = in i + jn j we get n j = 2m ? in j ? i and n i = nj ? 2m j ? i :
Now we simply apply Proposition 2. From here on we will consider hexagonal systems only. Let G be an arbitrary hexagonal system with n vertices and m edges. The following theorem shows that n and m uniquely determine the number of 2-matchings. Clearly, n 2 + n 3 = n; 2n 2 + 3n 3 = 2m; n 2 + 3n 3 = 2 . This implies 2.1. Lemma. n 2 = 3n ? 2m; n 3 = 2m ? 2n; 2 = 4m ? 3n.
The number of 2-matchings is also related to the characteristic polynomial of a hexagonal system. 
Matchings of order three
Counting the number of 3-matchings is slightly more complicated. For each vertex i let k (i) denote the number of paths which have k edges and one of whose endpoints is the vertex i. We will refer to a path which has k edges as a k-path. Clearly
We also have 3.1. Lemma. For 2 k 5,
Proof. k being smaller than the length of a shortest cycle in G, any (k ? 1)-path P that has an end vertex v of degree i can be extended through v to exactly i ? 1 k?paths. Using this observation and the fact that in such a way we have counted each k-path twice, the result of the lemma follows. 
Matchings of order four
To count the number of matchings of order four, we will use the same method as developed in the proof of Theorem 3.1. Therefore only equations will be written down and the arguments for their proof omitted. Proof. Note that the coe cient in front of each gure is equal to the number of 2-paths in that gure minus 1. This is because one pattern must remain in subtracting the second term. Similarly we get From each of (4.2)-(4.4) we express the rst term on the right hand side and use this in (4.1). We apply expressions for 2 ; 3 ; 4 , and n 3 from previous sections. If we also use where Q denotes a graph consisting of a hexagon plus one pendant edge attached to a vertex of the hexagon.
To count ](Q), we observe that it depends only on vertices of degree 3. Let s 2 be the number of vertices of degree 3 belonging to 2 hexagons and similarly let s 3 be the number of vertices of degree 3 belonging to 3 hexagons. Observe that each vertex of degree 2 lies in exactly one hexagon. Recall that n i is the number of vertices of degree i. Therefore we get the following system of equations Putting (4.6), (4.7), and (4.8) together, we get the theorem.
Matchings of order ve
For 5-matchings we can apply the same method as in the proof of Theorem 4.1 but the task is more tedious. The proof is rather technical and therefore omitted. Proof. For a 2k we have a suitable representation in Lemma 1.1. All the terms in the sum are nonnegative and some terms of the sum represent k-matchings. Since each term is nonnegative, the theorem follows.
In Section 5 we did not relate m 5 and a 10 . It is`di cult' to calculate the number of subgraphs isomorphic to the graph . This number can still be of a hexagonal system G see 6, 7] .
