In this paper, we give two versions of Ky Fan's inequality for set-valued maps acting between normed vector spaces and we consider sufficient conditions to solve a variational inclusion problem concerning derivatives of set-valued maps. A selection result for set-valued maps between finite dimensional vector spaces and its contingent derivative is obtained as well; from this result we derive some conditions for the existence of a solution of a generalized variational inequality problem.
Introduction
Let X be a real normed vector space and R the set of the real numbers. In [1] some setvalued versions of Ky Fan's inequality for a set-valued map F : X ⇒ R are obtained and for this class of set-valued maps the following differential inclusion problem is proposed: F having compact nonempty values, for a given nonempty convex set K ⊂ X, find x ∈ K such that DF x, min F (x) (u − x) ⊂ R + for all u ∈ K, where DF (x, y) is the contingent derivative of F at the point (x, y) ∈ Gr F and R + := [0, ∞). In the present paper our aim is to discuss both above problems for setvalued maps which take values not in R but in a real normed vector space Y ordered by a nonempty convex cone with certain properties. The main tools used in our approach are two results: one is the celebrated Ky Fan's lemma and the other is a theorem due to Tian [4] .
These results are recalled in Section 2, along with the derivatives notions for set-valued maps which we deal with in the sequel. In Section 3 we present our results concerning the announced problems. The purpose of Section 4 is to present a continuous selection result for a set-valued map and its contingent derivative and to use some results from Section 3 to obtain an existence result for the following variational inequality problem which is more general than a problem considered in [3] : let F : R n ⇒ R n , (a, b) ∈ Gr F , K a nonempty compact convex subset of R n and ϕ : R n → R a continuous, convex function. Find x ∈ K, y ∈ F (x), z ∈ DF (a, b)(x) such that u − x, y + z + ϕ(u) − ϕ(x) 0 for every u ∈ K, where ·, · stands for the inner product in R n .
Preliminaries
Throughout the paper X and Y are two normed vector spaces, unless otherwise stated and Q is a nonempty convex cone in Y (i.e., αQ ⊂ Q for every α > 0 and Q + Q ⊂ Q; we do not suppose that 0 ∈ Q); we suppose that Q = {0} and Q = Y , Q ∪ {0} induces a partial order on Y given by y 1 y 2 iff y 2 − y 1 ∈ Q ∪ {0}. If C is a subset of Y the closure, the interior and the convex hull of C are denoted by cl C, intC and conv C, respectively. Let F : X ⇒ Y be a set-valued map between X and Y ; as usual, we write Gr F = {(x, y) ∈ X × Y | y ∈ F (x)} for the graph of F and Dom F = {x ∈ X; F (x) = ∅} for the domain of Definition 2.1. Let F : X ⇒ Y be a set-valued map and x ∈ Dom F . F is said to be lower semicontinuous (lsc for short) at x if for every open set V in Y with F (x) ∩ V = ∅ there exists a neighborhood U of x, such that F (u) ∩ V = ∅ for every u ∈ U ∩ Dom F . F is said to be lsc on a subset A ⊂ X if it is lsc at every point in A ∩ Dom F .
Of course, the preceding definition makes sense also if X and Y are topological vector spaces.
Let F : X ⇒ Y be a set-valued map between normed vector spaces X and Y and (x, y) ∈ Gr F ; the contingent derivative of F at (x, y) is the set-valued map DF (x, y) :
and this is equivalent with v ∈ DF (x, y)(u) if and only if there exist some sequences
for n large enough, where (t n ) ↓ 0 means that (t n ) ⊂ (0, ∞) and (t n ) → 0. In fact, DF (x, y) is the set-valued map whose graph is the contingent cone to Gr F at (x, y). For further details, see [2] . We define a derivative-like object of a set-valued map.
Definition 2.2. Let X and Y be normed vector spaces, F : X ⇒ Y a set-valued map and (x, y) ∈ Gr F . We consider a multifunction denoted
Proof. Let v ∈ D 1 F (x, y)(u) and take n > 0, a positive integer; then there exists δ n > 0 such that for all u ∈ B(u, δ n ), there exists t
there exists an increasing sequence of natural numbers (k n ), such that for all p k n , u p ∈ B(u, δ n ). Then for every n and for every p k n there exist
, . . . satisfy the requirements.
For the converse, we suppose by contradiction that for every sequence (u n ) → u, there exist the sequences (t n ) ↓ 0 and (v n ) → v such that, for n large enough,
But there exist (t n ) ↓ 0, (v n ) → v and n 0 such that for every n n 0 , y + t n v n ∈ F (x + t n u n ). We may suppose that t n < ε for all n n 0 . Then x , x ∈ B(x, r) we have
(ii) Lipschitz at x ∈ Dom F if there exist L > 0, r > 0 such that for all x , x ∈ B(x, r) we have
It is known (see [2] 
Proof. It is obvious that for all
and let (u n ) → u. For n large enough we have, using Definition 2.3(i),
Then, for every such n, there exists
We shall use in the sequel two intersection results; the first is due to Ky Fan [7] and is known in the literature as Ky Fan's lemma. Theorem 2.1 (Fan) . Let X be a Hausdorff topological vector space, K a subset of X and F : K ⇒ X be a set-valued map with closed values with the following properties:
The second intersection result we shall use is due to Tian [4] . We give first a definition.
Theorem 2.2 (Tian)
. Let X be a finite dimensional vector space, C ⊂ X be a convex, σ -compact subset of X and B ⊂ C a nonempty set. Suppose that F : B ⇒ C is a set-valued map with nonempty values such that
Then x∈B F (x) = ∅.
Variational inclusions
We present a variational inclusion result for set-valued maps based on Theorem 2.1. 
Proof. We consider the set-valued map S :
From (ii), S has nonempty values because, taking u ∈ K, there exists x ∈ K such that F (x, u) ⊂ M; taking into account that M is closed and the assumption (i), S has closed values (see, e.g., [2, 8] ). Since K is a compact set, S(u) is compact for every u. It is easy to see that the assumption (ii) implies condition (ii) from Theorem 2.1 with S instead of F . Consequently, the set-valued map S defined above meets all conditions from Theorem 2.1, hence u∈K S(u) = ∅ and this is the conclusion. 2 Theorem 2.2 provides a similar result, but the hypotheses are different.
Theorem 3.2. Let X be a finite dimensional real normed vector space, K a nonempty σ -compact and convex subset of X, Y a real normed vector space, M a nonempty set in Y and
Proof. The proof is similar with the proof of the preceding result. We show that the setvalued map S defined above satisfies conditions of Theorem 2.2. Indeed, with the notations of this theorem, take B = C = K; then
and is lsc on K from (i). From (ii) and (iii), S satisfies the conditions (ii) and (iii) from Theorem 2.2, respectively. The conclusion follows. 2
As a consequence of Theorem 3.1 and its proof we obtain an extension of Theorem 2.3 from [3] on a general topological vector space. 
Proof. Take m := sup x∈K f (x, x); if m = +∞ we may take x arbitrary. Consider m < +∞; we prove that the conditions needed in the proof of Theorem 3.1 hold with Y = R, F = f , and M := (−∞, m]. If x → f (x, y) is lsc on K for all y ∈ K does not imply that x ⇒ F (x, y) is lsc on K, but imply that f has closed level sets and this is enough taking into account the proof of Theorem 3.1. So, we only need to prove that assumption (ii) implies that (ii) from Theorem 3.1 holds. Suppose, by contradiction, that there exists a finite set {u 1 , u 2 , . . . , u n } ⊂ K and u 0 ∈ conv{u 1 , u 2 , . . . , u n } such that for
,n are positive numbers with n i=1 α i = 1; we also can suppose that α i > 0 for all i. From (ii) the set {y ∈ K | f (x, y) > m} is convex for every x ∈ K, hence we can write (taking into account that K is convex) f (u 0 , u 0 ) > m and this is a contradiction. 2
From Theorem 3.2 we can obtain the same conclusion but with different assumptions. 
Then there exists x ∈ K such that sup x∈K f (x, y) sup x∈K f (x, x).
Proof. It is easy to observe that the assumptions (ii) and (iii) ensure that the conditions (ii) and (iii) from Theorem 3.2 hold with the same notations as in the proof of the preceding corollary. The assumption (i) ensures that U : 
Definition 3.1. Let K be a convex subset of a vector space X, Y a vector space and F : X ⇒ Y a set valued map. F is said to be convex on K if for every x, u ∈ K and 
,n are positive numbers with n i=1 α i = 1; we also can suppose that α i > 0 for all i. As Q is a convex cone, In the rest of this section we give results concerning variational inclusions for derivatives of set-valued maps. First we present a lemma. 
Proof. Consider the set-valued map H :
Since Q is open, 0 ∈ Y \ Q, hence y ∈ H (y) for all y ∈ F (K). Moreover, H has closed values and from (ii), for at least one y ∈ F (K), H (y) is compact. For each finite set
Using a standard separation argument it is easy to prove that in our assumptions Y \ Q contains a closed homogeneous half-space and taking into account Lemma 3.1 and the convexity of F (K) we have that conv{y 1 , y 2 , . . . , y n } ⊂ n i=1 H (y i ). Thus we can apply Theorem 2.1 to the set-valued map H : there exists y ∈ y∈F H (y), i.e., y ∈ F (K) and y ∈ y − Y \ Q for all y ∈ F (K). Hence, F (K) ⊂ y + Y \ Q, i.e., y is a maximal element of F (K) with respect to the partial order induced by Q ∪ {0} on F (K). As y ∈ F (K), there exists x ∈ K such that (x, y) ∈ Gr F . Let u ∈ K and v ∈ D 2 F (x, y)(u − x); then there exists (t n ) ↓ 0 and (v n ) → v with
for all n large enough. As K is convex, x + t n (u − x) ∈ K, so y + t n v n ∈ y + Y \ Q, hence v n ∈ Y \ Q for n large enough. Since Y \ Q is closed it follows that v ∈ Y \ Q. The second part of the conclusion follows from Proposition 2.2. 2
The next result is based on Theorem 2.2. 
Then there exists
Proof. The set-valued map H defined in the proof of the preceding result meets, in our assumptions, the conditions of Theorem 2.2 and the rest of the proof is similar: we obtain that Remark 3.3. In [13] and [12] there are given several necessary conditions for a point (x, y) ∈ Gr F to be weak efficient in terms of Bouligand, Ursescu, Dubovitskij-Miljutin cones; all these results can complete the above theorems even in the case that K is not convex. We preferred here to consider also the derivative D 1 for its novelty.
In the preceding two results we did not assume further conditions on the cone Q. The next result is based on the following proposition from [11] . 
Proof. The set F (K) satisfies the conditions in Proposition 3.1, so there exists y ∈ F (K) such that F (K) ⊂ y + Y \ Q, and the proof is similar with the proofs of the preceding theorems. 2
A continuous selection result and application
This section is devoted to a continuous selection result for set-valued maps, acting between finite dimensional spaces, and their contingent derivatives and to a possible application of it to the problems which we deal with in this paper. It is obvious that the problem of existence of selections for a given multifunction has no sense if Dom F = X and in the contrary case the axiom of choice ensures the existence of at least a selection for F . This is the reason for which the problem is to find selections (when Dom F = X) with certain properties. The most common property for a selection is the continuity. The most celebrated result which ensures the existence of a continuous selection for a set-valued map is due to Michael [10] . 
Definition 4.2.
A nonempty subset A of a normed vector space X is called tangentially regular at x ∈ A if the Clarke and the contingent cones to A at x coincide (see [2] for further details).
We give now our selection result. For the contingent derivative of function f at x we use the notation Df (x). Proof. Since F is Lipschitz around x, v ∈ DF (x, y)(u) if and only if there exist (t n ) ↓ 0 and (v n ) → v such that for n large enough, y + t n v n ∈ F (x + t n u). First, we prove that Dom DF (x, y) = X. Let u ∈ X. For n large enough, we can write
As consequence, there exists y n ∈ F (x + t n u) such that y n − y Lt n u , hence t −1 n (y n − y) L u and this implies that χ n := t −1 n (y n − y) is a bounded sequence in Y , so has a cluster point, λ. As y + t n χ n ∈ F (x + t n u), we obtain that λ ∈ D 2 F (x, y)(u) =
DF (x, y)(u).
We prove now that in our conditions DF (x, y) is lsc on X. Take (u, v) ∈ Gr DF (x, y) and V a open set in Y such that v ∈ V . Suppose by contradiction that there exists a sequence
As V is open, there exists ε > 0 such that, for every γ n ∈ DF (x, y)(u n ), γ n − v > ε. As v ∈ DF (x, y)(u), there exist (t k ) ↓ 0 and (v k ) → v such that for k large enough and for every n we can write
Take n large enough such that L u − u n < ε/2. We can find w k n ∈ F (x + t k u n ) such that y + t k v k − w k n Lt k u − u n and this implies that 
for p large enough, and this is a contradiction. So DF (x, y) is lsc on X. DF (x, y) has nonempty, closed convex values because its graph is closed and convex being equal with the Clarke cone to the graph of F at (x, y), so we can apply Michael's theorem. Hence there exists a continuous selection g of DF (x, y) on X. To construct the selections with the announced properties, we use a method used by Dencheva in [6] . We can define
Of course, h is still a selection of DF (x, y) on X and is positively homogeneous. The function h is also continuous because g is bounded on U X , X being finite dimensional and g continuous.
Let
; then f is a continuous selection of F following a result due to Dontchev and Zollezzi (see [6, 9] ). Of course, f (x) = y.
We must prove the last assertion of the conclusion. Let v ∈ Df (x)(0); of course, 0 ∈ Df (x)(0); we shall prove that v = 0. There exists
y + t n v n ∈ pr y + t n h(u n ), F (x + t n u n ) and this means that
But, since h(u) ∈ DF (x, y)(u), F is Lipschitz at x and Gr F is tangentially regular at (x, y) one has (see [2, p. 186 
We can write
Passing to the limit in (1) we obtain that v = h(0) = 0. This means that Df (x)(0) = {0}. Taking into account Theorem 4.1 from [5] there exist l > 0, U and V neighborhoods of x and f (x) = y, respectively, such that
for all u ∈ U and f (u) ∈ V . Since f is continuous in x we can consider that relation (2) holds for every u ∈ U . This gives us the possibility to prove in the same way as for F that Dom Df (x) = X. Recalling again the above arguments we obtain that for every u ∈ X and v ∈ Df (x)(u), v = h(u). 2 Remark 4.1. If F (x) = {y} we do not need X to be finite dimensional. Indeed, in this case for u ∈ U X , g(u) ∈ DF (x, y)(u), hence there exist (t n ) ↓ 0 and (v n ) → g(u) such that for n large enough, y + t n v n ∈ F (x + t n u) ⊂ {y} + Lt n U Y , and this implies that v n L, hence g(u) L, so g is bounded on U X , i.e., h is continuous at 0.
As an application of this theorem we derive an existence result for the following generalized variational inequality problem: let F : R n ⇒ R n , (a, b) ∈ Gr F , K a nonempty compact convex subset of R n and ϕ : R n → R a convex function. Find x ∈ K, y ∈ F (x), z ∈ DF (a, b)(x) such that u − x, y + z + ϕ(u) − ϕ(x) 0 for every u ∈ K. We mention that if F is a linear operator and ϕ = 0, this problem becomes the classical variational inequality problem: find x ∈ K such that u − x, F (x) 0. 
