This paper describes a new hybrid regression method that combines the best features of conventional numerical regression techniques with the genetic programming symbolic regression technique. The key idea is to employ an evolutionary computing methodology to search for a model of the system/process being modelled and to employ parameter estimation to obtain constants using least squares. The new technique, termed Evolutionary Polynomial Regression (EPR) overcomes shortcomings in the GP process, such as computational performance; number of evolutionary parameters to tune and complexity of the symbolic models. Similarly, it alleviates issues arising from numerical regression, including difficulties in using physical insight and overfitting problems. This paper demonstrates that EPR is good, both in interpolating data and in scientific knowledge discovery. As an illustration, EPR is used to identify polynomial formulae with progressively increasing levels of noise, to interpolate the Colebrook-White formula for a pipe resistance coefficient and to discover a formula for a resistance coefficient from experimental data.
INTRODUCTION
The process of building mathematical models of complex systems based on observed data is usually called system identification. Colour coding of mathematical modelling is often used to classify models according to the level of prior information required, i.e. white-box models, black-box models and grey-box models (Ljung 1999; Giustolisi 2004 
):
Although there exist other general-purpose data-driven techniques, artificial neural networks (ANN) and genetic programming (GP) are probably the most well known. Based on our present understanding of the brain and its associated nervous systems, ANN use highly simplified models composed of many processing elements ('neurons') connected by links of variable weights (parameters) to form black-box representations of systems (Haykin 1999) . These models have the ability to deal with a great deal of information and to learn complex model functions from examples, i.e. by 'training' using sets of input and output data. The greatest advantage of ANN over other modelling techniques is their capability to model complex, non-linear processes without having to assume the form of the relationship between input and output variables. Learning in ANN involves adjusting the parameters (weights) of interconnections in a highly parametrised system. However, ANN require that the structure of a neural network is identified a priori (e.g. model inputs, transfer functions, number of hidden layers, etc). Furthermore, parameter estimation and over-fitting problems represent the principal disadvantages of model construction by ANN, as reported in Giustolisi & Laucelli (2005) . Another difficulty with the use of ANNs is that they do not allow knowledge derived from known physical laws to be incorporated into the learning process.
Genetic programming (GP) is another modelling approach that has recently increased in popularity. It is an evolutionary computing method that generates a 'transparent' and structured representation of the system being studied. The most frequently used GP method is so-called symbolic regression, which was proposed by Koza (1992) .
This technique creates mathematical expressions to fit a set of data points using the evolutionary process of genetic programming. Like all evolutionary computing techniques, symbolic regression manipulates populations of solutions (in this case mathematical expressions) using operations analogous to the evolutionary processes that operate in nature. The genetic programming procedure mimics natural selection as the 'fitness' of the solutions in the population improves through successive generations. The term 'fitness', in this instance, refers to a measure of how closely expressions fit the data points. The nature of GP allows global exploration of expressions and allows the user to resolve further information on the system behaviour, i.e.
gives an insight into the relationship between input and output data. However, the genetic-programming method of performing symbolic regression has some limitations.
Principally, these are that GP is not very powerful in finding constants and, more importantly, that it tends to produce functions that grow in length over time (Davidson et al. 1999 (Davidson et al. , 2000 . Some notable attempts to mitigate those disadvantages have been reported by Zhang & Muhlenbein (1995) , Soule & Foster (1999) and De Jong & Pollack (2003) .
From a modelling point of view, a physical system having an output value y dependent on a set of inputs X and parameters u, can be mathematically formalized as
where F is a function in the space dimensionally equal to the number of inputs. Data-driven techniques, i.e. ANNs and GP, aim at reconstructing F from input/output data. Therefore, GP generates formulae/models for F, coded in tree structures of variable size, performing a global search of the expression for F as symbolic relationships among X while parameters usually do not play a central role. On the other hand, ANNs derive their modelling properties from their ability to map F, maintaining at a lower level the knowledge of the functional relationships among X. Indeed, the ANN goal is to map F, rather than to find a feasible structure for F.
instead an evolutionary process based on genetic algorithms (Goldberg 1989 ) rather than following a hill-climbing method of stepwise regression.
Rule-based symbolic regression
One of the major advantages of GP, or more precisely symbolic regression, over numerical regression methods is A rule-based program consisting of 56 unique rules algebraically transforms all resulting expressions through the evolutionary process of GP to the form of the right hand side of Equation (2):
where:
y is the least squares estimate of the target value; a j is an adjustable parameter for the jth term; a 0 is an optional bias; m is the number of terms/parameters in the expression; z j is a transformed variable which is a function of the independent predictor variables, inputs,
x 1 x 2 …x k , evaluated at the jth data point; k is the number of independent predictor variables (inputs).
In addition to transforming all expressions to this form, the 
Model structure search
For the development of the new methodology, it is useful to transform Equation (2) into the following vector form: 
The key idea of the EPR is to start from Equation (3) and search first for the best form of the function, i.e. a combination of vectors of independent variables (inputs), X S ¼ 1:k , and then to perform least squares regression to find the adjustable parameters u for each combination of inputs.
To avoid the pitfalls of hill-climbing search methodologies, a global search algorithm is implemented for both the best set of input combinations and related exponents simultaneously, according to the user-defined cost function.
The matrix of inputs X is given as 
where the kth column of X represents the candidate variables for the jth term of Equation (3). Therefore, the jth term of Equation (3) 
where, Z j is the jth column vector whose elements are products of candidate-independent inputs and ES is a matrix of exponents. Therefore, the problem is to find the matrix ES k£m of exponents whose elements can assume values within user-defined bounds.
For example, if a vector of candidate exponents for columns (inputs) in X is chosen to be EX ¼ [2 1, 0, 1] and m ¼ 4 (the number of terms, bias excluded) and k ¼ 3 (the number of candidate-independent variables/inputs), the polynomial regression problem is to find a matrix of exponents ES 4 £ 3 . An example of such a matrix is given here: 
When this matrix is substituted into Equation (5) the following set of expressions is obtained:
Therefore, based on the matrix given in Equation (6), the expression of Equation (3) is given as
The adjustable parameters a j could now be computed by means of the linear Least Squares (LS) method using the minimisation of the sum of squared errors (SSE) as the cost function. Note that each row of ES determines the exponents of the candidate variables of the jth term in
Equations (2) and (3). Each of the exponents in ES corresponds to a value from the user-defined vector EX.
This allows the transformation of the symbolic regression problem into one of finding the best ES, i.e. the best structure of the EPR equation, e.g. in Equation (8).
The global search for the best form of Equation (8) is performed by means of a standard GA (Holland 1975; Goldberg 1989 ). The GA is an algorithmic model of Darwinian evolution that begins with the creation of a set of solutions referred to as a population of individuals. The parameters being optimised are coded using 'chromosomes', i.e. a set of character strings that are analogous to the chromosomes found in DNA. Standard GAs use a binary alphabet (characters may be 0's or 1's) to form chromosomes. Instead, integer GA coding is used here to determine the location of the candidate exponents of EX in the matrix ES. For example the positions in EX ¼ [2 1, 0, 1] correspond to the following string for the matrix of Equation (6) and the expression of Equation (8):
½1 2 3; 2 3 1; 3 2 2; 3 2 2 ð 9Þ
Additionally, it is clear that the presence of at least one zero in EX ensures the ability to exclude some of the inputs and/ or input combinations from the regression equation.
The following GA parameters were also used in the current EPR implementation:
1. Multiple-point crossover (Spears & De Jong 1991) ;
2. Single point mutation;
3. Ranking selection based on the normalised geometric distribution;
4. Termination criterion as a function of the length of the chromosome, the number of polynomial terms j and the number of inputs k in the matrix X.
Least squares solution by singular value decomposition
Computing a j in Equation (8) is an inverse problem that corresponds to solving an over-determined linear system as a LS problem. This problem is traditionally solved by Gaussian elimination. However, an evolutionary search procedure may generate candidate solutions (e.g. a combination of exponents of X) that correspond to an illconditioned inverse problem. This often means that the rectangular matrix Z N£d : For a given set of observations or data, a regression-based technique needs to search among a large if not an infinite number of possible models to explain those data. By varying the exponents for the columns of matrix X and by searching for the best-fit set of parameters u, the EPR methodology searches among all those models. It does, however, require an objective function that will ensure the best fit, without the introduction of unnecessary complexity. Unnecessary complexity is here defined as the addition of new terms or combinations of inputs that fit some noise in the raw data rather than the underlying phenomenon. Therefore, the key objective here is to find a systematic means to avoid the problem of over-fitting. There are three possible approaches to this problem: (1) to penalise the complexity of the expression by minimising the number of terms; (2) to control the variance of a j constants (the variance of estimates) with respect to the their values; and (3) to control the variance of a j ·Z j terms with respect to the variance of residuals.
Complexity penalisation
In order to choose a model of optimal complexity corresponding to the smallest prediction (generalisation) error for future data, one needs to be able to compare two models with different levels of complexity and model fit.
The sum of squared errors (SSE) is normally used to guide the search toward the best-fit model:
where y i are the target values in the training data set and y i (u,Z) are the model predictions computed by using the polynomial expression obtained by EPR. In order to allow the trade-off between the quality of fit (SSE) and the model complexity (number of input combinations), the following penalisation of complexity (PCS) fitness function is proposed:
where Nd ¼ k·m is the maximum number of inputs that can be considered, px is the actual number of inputs selected by the GA and a is an adjustable exponent, which controls the degree of pressure to control complexity. This form of the fitness function will be better understood if the derivative of the fitness function with respect to px is derived:
The fitness decreases with respect to px if the derivative in Equation (14) is negative (see Figure 1) . Therefore the following inequality should hold:
In other words, the addition of another combination of inputs X, needs not only to be justified on the basis of decreasing SSE, but also needs to take into account the terms (Nd-px) and a·SSE. The concept is shown in Figure 1 .
The bold line is the derivative of SSE with respect to px(P), while the curve is the natural SSE variation due to the increase in the number of input parameters. Equation (15) requires a value of the SSE derivative at P greater than or equal to the term on the left side of the inequality. Equation Therefore, the distribution of estimated constant values is used to eliminate those parameters whose value is not sufficiently larger than zero. Hence, we can write
where Pinv is the Moore-Penrose pseudo-inverse (Golub & Van Loan 1993) matrix (here used to be consistent with the SVD solution) of Z, l 0 is the noise variance estimated by Equation(12) and P N is its covariance matrix. It is assumed that the parameter variation follows the Gaussian probability density function N(a j0 , P N ). Hence, the following expression is used:
where ffiffiffi ffi P jj p is the standard deviation of the estimated constant a j from the diagonal elements of the covariance matrix and g is the standard score (from the Standard Normal Table) .
Equation (17) states that if, for example, the modulus of the estimated constant value is lower than 2.578 ffiffiffi ffi P jj p , which corresponds to a confidence level of 99%, the constant value is assumed to be equal to zero.
Variance of a j ·Z j EPR may control the polynomial term contribution to the variance of Y explained through evaluating a j ·Z j with respect to variance of the noise in the raw data during GA search. Indeed, a level of noise may exist under which the variance of the terms a j ·Z j will describe noise, causing over-fitting related problems. This level of noise is not known a priori and, therefore, the residual vector E could be used to estimate noise. In this manner, we can compare the standard deviation of E with the standard deviation of terms a j ·Z j , obtaining
where b is a user-selected tuning parameter. In point of fact, it is not easy to choose b, but it is possible to consider b ¼ 1 as giving a pressure to EPR for formulae having variance of each term greater than the variance of the residuals. (2) and (3), allowing structures such as 
EXTENSION OF EVOLUTIONARY POLYNOMIAL REGRESSION EPR allows pseudo-polynomial expressions as in Equations
Y¼a 0 þ X m j¼1 a
TESTING THE ABILITY OF EPR TO RETAIN MATHEMATICAL STRUCTURE OF PHENOMENA
EPR was tested by generating some artificial outputs Yi as
where X 1 , X 2 and X 3 , are three random variables (uniformly and error term e i , while Table 2 gives some error statistics.
The EPR approach was used to find the formula in Equation (21) starting from inputs (X 1 , X 2 , X 3 ) and output (six Y i ) data. The aim was to test the ability of EPR to get both the structure and constant values of Equation (21) with a progressively increasing level of noise N(0,s i )
introduced. The vector EX of candidate exponents was fixed to [0, 22, 2 1, 1, 2] and the PCS objective function (Equation (13)) was used. With respect to constants a j , EPR will find one model for each number of constants given, thus the user has to select the number of constants and whether to include the bias term. For example, if the user selects 3, 4 and 5 constants, the EPR algorithm will sequentially search for three models not exceeding the prescribed maximum number of terms. However, shorter models are likely to be found, as shown in Table 4 . The table
gives the results of the tests performed with the following requirements: 3 models with 3, 4 and 5 constants (plus the bias term) for output Y i¼0:4 ; 5 models with 3, 4, 5, 6, and 7
constants (plus the bias term) for output Y i¼4 ; and 11 models with 3 -13 constants (plus the bias term) for output Table 3 reports parameters for EPR evidencing the fact that EPR was forced to search in a larger model space (candidate structures through exponents and number of terms) than that of Equation (20).
The general conclusion that can be drawn from the results in Table 4 is that the agreement between the formulae found by EPR and that of Equation (20) is excellent with respect to both the structure and parameter values.
For example, for all 3 values for constants a j the expression of Equation (20) is accurately reproduced in the first row of Table 4 . Rows 2 and 3 give the resulting expressions for the variance of e equal to 2.6% and 15.9% of a 2 Z 2 variance, respectively. Despite the levels of noise introduced and the fact that the term a 2 Z 2 is very sensitive to it (see Table 2 ), Figure 2 | Outputs of Equation (20) and errors of Equation (21). Table 4 is the best fitting with respect to PCS in Equation (13) Crossover probability rate 0.4
Mutation probability rate 0.1 
SOME APPLICATIONS Interpolation of Colebrook -White formula
The objective of the example application was to find an explicit polynomial function for the friction factor f for Reynolds number R ranging from 100,000 to 1000,000 and relative roughness K from 0.001 to 0.01 as in Davidson et al. (1999) . The data set consists of a two-dimensional grid of 100 data points, created from ten Reynolds values selected in equal increments of 100,000 on the interval of 100 000 to 1000,000, and 10 relative roughness values selected in equal increments of 0.001 on the interval of 0.001 to 0.01. The target friction values for the 100 points are values obtained using the Colebrook-White formula (Colebrook & White 1937) :
Haaland (1983) provides Equation (23) as an explicit approximation to the Colebrook -White formula above:
In comparison to Equation (23) EPR searched for 12 potential formulae, using the parameters as shown in Table 6 . 
Figure 3(a) shows that the largest absolute value of errors for Equation (24) The EPR result was much better than that of R-BGP both from an interpolation and from a computing performance point of view, as can be seen from Table 8 . Moreover, EPR was easier to use from a numerical standpoint because it was not necessary to scale the input -output variables as in Davidson et al. (1999) .
A search for a formula like Equation (23) (Cunge 2003) .
Knowledge discovery based on data: friction factor of corrugated pipes GP was used to determine the Chè zy resistance coefficient for full circular corrugated channels (Giustolisi 2004) . Three corrugated plastic pipes were experimentally studied in order to generate test data. Experiments were undertaken to measure hydraulic parameters of the open-channel flow for some slopes, from 3.49-17.37% (2-108), in order to discover the dependence of channel resistance coefficient -or friction factor -when wake-interference flow occurs (Giustolisi et al. 2003) . Giustolisi (2004) presented a very parsimonious formula obtained by GP: Crossover probability rate 0.4 0.4
Mutation probability rate 0.1 0.1 where Cad is the dimensionless resistance coefficient of Chè zy, R is the hydraulic radius of flow, S is the pipe slope, d S is the longitudinal spacing of the wall-roughness elements and h S is the height of the wall-roughness elements. The formula in Equation (26) fits very well the whole set of data, see Table 10 and Figure 4 . This formula was obtained by 'physical post-refinement' (Giustolisi 2004) of the symbolic result of the GP strategy.
Equation (26) appears to explain better the role of roughness in the Chè zy resistance coefficient for corrugated channels with respect to its traditional expression for rough channels (Morris 1959; Giustolisi 2004) . Finally, Giustolisi's work stressed the fact that the GP hypothesis can be easily manipulated by means of 'human' physical insight (Keijzer & Babovic 2002 ). Therefore, GP should be considered more than a simple data-driven technique, especially when it is used to perform scientific knowledge discovery (Giustolisi 2004) .
A formula was sought by means of EPR with natural logarithm as shown in Table 9 . In this instance, the number of adjusting parameters was fixed to 4 (including bias 
Table 10 and Figure 4 show that the formula of Equation (27) fits the data from the training set extremely well, while the statistical performance on the test set of 'unseen data'
demonstrates that over-fitting did not occur. Indeed, the expression in Equation (27) has few parameters and an understandable structure from a physical point of view.
It should be emphasised that EPR performed far better than the classical GP algorithm. Moreover, both Equations (26) and (27) allow some physical interpretations of the roughness effect in corrugated pipes: for example, regarding the value of von Kà rmà n's universal turbulence constant (which is higher than 0.4, i.e. the value normally found in the literature), roughness index (hs/ds) and relative Crossover probability rate 0.4 Mutation probability rate 0.1 Giustolisi et al. (2003) and Giustolisi (2004) In order to test the ability of EPR to discover the mathematical structure of a phenomenon, an ad hoc artificial formula was used. The experiments conducted show that EPR is able to identify both the symbolic structure and constants from data which were generated by this formula corrupted with progressively increasing Gaussian noise. The efficiency of the algorithm is also high, which is attributed to EPR's evolutionary approach that transforms the general evolutionary (and often slow) search of GP into a very simplified evolutionary search for exponents. This is then performed by a simpler GA which is computationally more efficient.
Furthermore, the performance of EPR has been compared with Rule-Based Genetic Programming (Davidson et al. 1999 ) at interpolating the Colebrook -White formula and with Dimensionally Aware Genetic Programming (Babovic & Keijzer 2000) for performing scientific knowledge discovery from data for the resistance coefficient in corrugated pipes. In both cases EPR identified more accurate formulae than those found by the Rule-Based or Dimensionally-Aware GP algorithms. Moreover, the formulae obtained allow some physical interpretations of the phenomena studied: for example, regarding the value of von Kà rmà n's universal constant of turbulence.
The methodology described in this paper is implemented in a software program developed within the MATLAB environment. The program fills a need in the hydroinformatics research community for a freely available tool for developing and testing data-based models. The software is freely available for research and evaluation purposes from the authors or via its web site: http://www.
poliba.it/Taranto/software/hydroinformatics/index.htm.
