I. INTRODUCTION Beyer and Stein [l] proved the following metric property of period doubling for isosceles trapezoidal maps of an interval into itself: given any isosceles trapezoidal map
x/e (0 I x I e), g(x, e) = 1 (e I x I2 -e), (1.1) (2 --4/e (2-eIxI2), where 0 < e < 1. With H(x, e, A) = hg(x, e), 1 < X < 2, and A\ a root of H2k(1, e, A) = 1, where HP = H 0 H 0 . . . 0 H (H composed with itself p times), we call Hzk(l, e, A) the harmonic polynomial in z = A/e corresponding to a pattern R(k); see Section II below. Then for e I 0.99 the sequence { A', } is a convergent increasing sequence, and I%{ (xl+1 -xMxI+* -x2+1)} ,'%2 log{@; -Pn',-,)/(A',+, -Ag} =2 0. 2) which implies that {A\} is quadratically convergent. This result is based in part on numerical work done on a computer. Here, we generalize this result from the class of isosceles trapezoidal maps to that of nonisosceles trapezoidal maps, and we give a proof not involving estimates obtained by computer. For e I 0.82, Beyer and Stein's result becomes a corollary of ours. In addition, we prove our result for all x belonging to the interval (e,, 2 -e,), not only for x = 1; see Section II below.
Our main result is: for nonisosceles trapezoids, if 0 < e, < 1 < 2 -e2 < 2, X,(x, e,, r) is a root of fk(x, e,, r; z) = 0, where fk(x, e,, r; z) is defined by (2.4) below, and e2 < hn( max(2/(3e, + x), 12e,/(3e, + x)') ,max{ :, 8(5 -2x)/25}) (1.3) With 0 < e, < 1, then { h,,(x, e,, r)} is a convergent monotone increasing sequence and l%{(L+, (x, e,, r) -&(x7 el, r))/(h+2(x, elf I) -h+~(x, el, r))l f!EL log((h,(x,e,,r) -h,-l(x,el,r))/(X,+I(x,e,,r) -h(x,e,,r>>) = 2, (1.4) which implies {X.(x, e,, r)} is quadratically convergent. This generalization has the same form as Beyer and Stein's original result [l] for isosceles trapezoids. We prove (1.4) in Section IV below. We also show that the condition (1.3) is equivalent to a set of statements that relate x, ei, and e,; see Lemma 3.4 in Section III.
In Section II, we give a number of definitions and derive a general expression for harmonic polynomials HRtkj(x, ei, r; z), and a recursion formula for the trapezoidal polynomials fk(x, e,, r; z). In Section III, we prove four lemmas and some corollaries needed for the proof of our main result.
II. TRAPEZOIDAL POLYNOMIALS AND THEIR ELEMENTARY PROPERTIES
We study trapezoidal maps of the form i x/e1 (0 2 x I e,), g(x,e1,e2) = 1 (e, I x < 2 -e2), (2.1)
where 0 -C e,, e2 -C 1 and 0 -Z e, + e2 < 2. Let r = e1/e2, z = X/e,, and H(x, e,, r; z) = hg(x, e,, e2), 1 < X < 2, then IX (0 I x I e,),
H(x, e,, r; z) = A (e, I x I 2 -e2), (2.2) rz(2 -x) (2 -e2 5 x 5 2), For reference, we exhibit H(x, e,, r; z) in Fig. 1 . We always assume that x E (e,, 2 -e2).
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FIGURE 1
Following Metropolis, Stein, and Stein [9] , for x E (e,, 2 -e2) we define a pattern P to be the sequence generated by iterating the map H(x, e,, r; z) p + 1 times. The length of P is p. After each application of H an element of P is added to the right. It is an R or an L according as the image of x is to the right of 2 -e2 or to the left of e,. Next, we denote by R(k) the (k -1)st harmonic of the pattern R [9] . For example, R(1) = R, R(2) = RLR, R(3) = RLR3LR,. . . , R(n + 1) = R(n)PR(n), where P = L if R(n) contains an odd number of R's and P = R otherwise. Given x E (e,, 2 -e2), it can be shown that the pattern R(n) is realizable for some X [4, 11] , so that, for suitable h, we have f4ql)bY e1, r; z) = rz(2 -A) = -e1rz2 + 2rz, R HRc2)(x, e,, r; z) = rz(2 -z(rz(2 -A))) = e,r2z4 -2r2z3 + 2rz, RL R HRc3)(x, e,, r; z) = rz(2 -z(rz(2 -(rz(2 -(rz(2 -z(rz(2 -A) . . .),
HRo(x, e,, r; z) = e1r10z16 -2r1'z15 + 2r9z13 -2r8z12 + 2r7z" -2r6z9 + 2r5z7 -2r4z5 + 2r3z4 -2r2z3 + 2rz,. . . .
By induction, we see that the general expression for the (k -1)st harmonic of R is HRck)(x, e,, r; z) = ( -l)kelrY(k)z2* + 2 C ( -l)n-lrnzn+NL(n), (2.3)
where v(k) is the number of R's in the pattern R(k) and N,(n) is the number of L's before the nth R in R(k), counting from the righthand end of the pattern R(k). It is easy to verify that v(k) = (2k+' -2)/3 if k is even and v(k) = (2"+l -1)/3 if k is odd. Now we may define the trapezoidal polynomial fk(x, e,, r; t) in z corresponding to a pattern R(k) as fk(x, e,, r; z) = fRck,(x, e,, r; z) = HRck)(x, e,, r; z) -x. (2.4) Let X,(x, e,, r) be a root of the equation fR&x, e,, r; z) = 0 such that the pattern R(k) is realizable for x under the iteration of H(x, e,, r; zk), where zk = X,(x, e,, r)/e,; see [4, 8, 11] . Then we observe that fk(x, e,, r; z) = -z2~-'rv*(k-1)fk_l(l, e,, r; z)
+fkel(x, e,(k -I>, r; z), (2.5) where v,(k) = v(k) if k is odd and v,(k) = v(k) + 1 if k is even, and e,(k) = 1 if k is odd and e,(k) = r if k is even.
Next, we take note of two simple properties of f, that will be used in the sequel.
PROPERTY 2.1.
f,(x, e,(n), r; zn) = (-1)"2,2"r""'(e,(n) -e,). (2.6)
Proof. By (2.4), (2.3) and since fn(x, e,, r; z,) = 0, we have fn(xy e,(n), r; z,) = HRcnj(x, e,(n), r; zn) -x,
fn(x, e,, r; z,-J = (-1) n-lrv(n-l)z~l;'(el(n -1) -e,)
fn(x, el, r; z,-~) > 0 (n odd9 f,(x, eI, r; znml) < 0 (n even).
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In particular, if x = 1, then f,(l, el, r; znVl) = (-l)"-'r'("-')z,21-:(e,(n -1) -e,).
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By (2.5) and Property 2.1, we have fn( x, e,, r; znml) = -z~Im~rV*(n-l~~-l(l, e,, r; z,-~)
+fn-l(-c el(n -I), r; znel), = -z 2"~'ru*(n-1)(~~(n_I)(x, e,, r; z,-~) -1 -x + x) n-1 +fL1(xy e,(n -11, r; znel), = (1 -x)rY*(n-l)z~em~
It is not difficult to verify the second part of Property 2.2, which is used to obtain (4.10) from (4.5) (3.2), (3.5) and (3.6) below.
III. PRELIMINARY LEMMAS
LEMMA 3.1. For arbitrary e,, e2 E (0, l), rzi > 1 (i = 1,2,. . . ).
ProojI We consider rzl, where zi satisfies the equation fi(x, e,, r; ZJ = 0, that is, -e,rzf + 2rz, -x = 0. We get
which is real because x < 2 -e2 and -(e2 -l)* < 0 imply x < l/e,. Then rzl = [l + (1 -e2x)'/*]/e2 > 1. As is known [8, 9] , zi I z2 I . . . St,< *** ; a proof is given in [ll] . Therefore, rzi > 1 (i = 1,2,. . . ).
LEMMA 3.2. Suppose e, and e2 are given with 0 < el + e2 < 2, 0 < e,, e2 < 1 and x E (e,, 2 -e2) is fixed. Then rzz -3 > 0 if and only if e2 < max( 2/(3e, + x), 12e,/(3e, + x)*) ; In addition, put t, = 2x2/[3(5 -2x)], t, = (5 -2x)/6, yl(t) = 2/(3t + x), andy,(t) = 12t/(3t + x)*. Then y2(ti) = 8(5 -2x)/25.
Moreover, t, > t, and : > 8(5 -2x)/25 ifx > 2; t, < t, and: < 8(5 -2x)/25 ifx < 2; and t, = t,, 4 = 8(5 -2x)/25 if x = $. Prooj: rz 1" -3 > 0 is equivalent to -3 + (2rz, -x)/e1 > 0, i.e.,
(1 -e,x)l'* > e2(3el + x)/2 -1 is equivalent to either e2 < 2/(3ei + x) or e2 < 12e,/(3e, + x)~. Consequently rz: -3 > 0 if and only if e2 c max(2/(3e, + x), 12e,/(3e, + x,'>.
Similarly, 4rz, -5 > 0 is equivalent to (1 -e2x)'12 > $e2 -1, and this in turn is equivalent to either e2 < $ or e2 < 8(5 -2x)/25. Therefore 4rz, -5 > 0 if and only if e2 < max{:, 8(5 -2x)/25}, which is equivalent to e,<$ifxk+ and to e2 < 8(5 -2x)/25 if x < i. The last part of the lemma is trivially verified. Proof. We give the proof for even n, and we indicate the proof for odd n. For the remainder of the proof, n is even unless specifically stated to be odd. Taking the derivative of (2.4). We have f,l(x, e,, r; z) = elrY(~)2"z2"-1 -2r"(")(2" -1)22"-2
If n is odd, then fL(x, e,, r; z) = -elrY(n)2"zZn-1 + 2r"(")(2" -1)~~"~~ 4r~W1(2" -3)z2"-4 + . . .
We write fnl(x, el, r; z) = g!Jx, e,, r; z) + g,'(x, e,, r; 2) + h,(r; z), where gi(x, e,, r; z) It is easy to see that (3.5) is also true for odd n. The i%equaIity (3.7) is obvious for r 2 1 (note that z,-~ > 1). If r < 1, then r'b+lz,b_+i 2 (rz,-,)b+';
and, by Lemma 3.1, (3.7) is also true for r < I.
The inequality (3.7) obviously gives an upper bound for K,, which depends on r and e,, but is independent of n Finally, using (3.5) and (3.2), we complete the proof. for n suficiently large. Further, (3.8) holds if and only if one of the following three cases hol&, where x E (e,,2 -e2) and 0 < e, < 1 < 2 -e2 -C 2:
(1) x = a, either 0 < e, I & and 0 < e2 < :, or &S el < 1 and 0 < e2 < 12e,/(3e, + x)2; (2) x > 2, either 0 < e, I x/3 and 0 < e2 < min{:,2/(3e, + x)}, or x/3 I e, < 1 and 0 < e2 < 12e,/(3e, + x)~; which is required. Thus we need only to choose e2 so that (3.8) holds, and the first part of the lemma is proved. We recall from Lemma 3.2 that yl(t) = 2/(3t + x) and y2(t) = 12t/(3t + x)~: see Fig. 2 . We now show that the one of the statements (l), (2) , and
(3), in the lemma is equivalent to (3.8). First, if x = 2, then, by Lemma 3.2, : = 8(5 -2x)/25. Note that y2( 5) = : and y2(t) only achieves its maximum : at t = A. Therefore, (3.8) is equivalent to the following: if 0 < e, I r, then 0 < e2 < !, and if &I e, < 1, then 0 < e2 c 12e,/(3e, + x)~, &ich is the statement (1) in the lemma.
Next, if x > a, then, by Lemma 3.2, : > 8(5 -2x)/25 and t, > t,. The maximum l/x of y2(t) is less than 2. Thus (3.8) becomes
If we choose e2 -C mm{:, yi(e,)} for e, I x/3 and choose e2 < y,(ei) for x/3 I e, < 1, then we obtain the equivalence between (3.8) and the statement (2) In the notation of this paper fi(znml, e) = f,'(l, e, 1; z,-i). where z,-i < { < z,. We shah prove that 12f,"(x, el, r; S)fn(x, e,, r; z,-A/fn'(x, el, r; z,-$I < 1, (4.3) for sufficiently large n, so that we can write the Taylor expansion of the expression in the square root in (4. where K is some constant. The result (4.7) is obvious if r 2 1. If r -C 1, (4.7) also holds because rznT1 > 1 and v(n -1) < 2"-'. Thus for sufficiently large n, (4.3) holds and 1~1 can be made as small as desired. Remark.
Beyer and Ebanks [3] have indicated that the sequence {(A, -Llmn+l -A,)} diverges for unimodal functions which are constant in a neighborhood of x = 1. That means Feigenbaum's conjecture [6] fails for such maps. In fact, from (4.10), it follows that (A, -LVO,+1 -L> = (2, -z,&(z,+1 -I"> = (W,/W,+,)(zJz,-1~2"-1z~-'r(2n*1)/3 --f 00 asn+cc.
Beyer and Ebanks also claim that {(A "+ i -A,)/( X, -X "-1)2 } converges. But we do not see how to prove this. However, since W,,+J W,Z and (z,-~/z,,)~" are both bounded as n --, cc, X,,+i -A, < C(h, -h,-,)2 for some C > 0; i.e., the sequence {X,(x, e,, r)} is quadratically convergent.
