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Chapter A
Analysis of the Point P1
Philip Aston, Gianne Derks
The Problem
We start by considering the equations in the K1 chart with r1 = 0, which are given by
dx11
dt1
= λ1ε1 − x11(1− y1 − F (x11, y1, ε1)) (A.1)
dy1
dt1
= ε1 + y1F (x11, y1, ε1) (A.2)
dε1
dt1
= 2ε1F (x11, y1, ε1) (A.3)
where
F (x, y, ε) = (1− y)(1 + y − x) + λ2ε
The invariant plane ε1 = 0 has a line of steady states defined by y1 = 1. The eigenvalues of the
Jacobian matrix evaluated on this line are 0, 0 and x11 − 2. Thus, there is a two dimensional
centre manifold and the one non-zero eigenvalue changes sign at x11 = 2. We focus on the point,
P1 given by (x11, y1, ε1) = (2, 1, 0) and will consider whether or not a stable manifold exists for
ε1 > 0 that converges to this point.
3
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Blow Up
The Jacobian of equations (A.1)–(A.3) evaluated at the point (x11, y1, ε1) = (2, 1, 0) is given by
J =

0 2 λ1 + 2λ2
0 0 λ2 + 1
0 0 0

Clearly this Jacobian has three zero eigenvalues and so the dynamics in a neighbourhood of
this point is not obvious. We use a blow up transformation at this point in order to obtain
information regarding the local dynamics. In particular, we choose the blow up transformation
centred on our point of interest given by
(x11, y1, ε1) = (2 +RX, 1 +R
2Y,R3E) (A.4)
where R > 0 and E ≥ 0 with the requirement that
X2 + Y 2 + E2 = 1 (A.5)
The differential equations for the new variables are given by
dR
dt1
=
R2
2X2 + Y 2 − 3f1(R,X, Y,E)
dX
dt1
=
R
2X2 + Y 2 − 3f2(R,X, Y,E)
dY
dt1
=
R
2X2 + Y 2 − 3f3(R,X, Y,E)
dE
dt1
=
RE
2X2 + Y 2 − 3f4(R,X, Y,E)
for some complicated functions fi(R,X, Y,E), i = 1, 2, 3, 4. These equations are defined for
(R,X, Y,E) ∈ (0, R0] × S2+ where S2+ is the surface of the hemisphere defined by (A.5) with
E ≥ 0. All these equations have a factor of R on the right hand side and, since R > 0, we can
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define a new time variable τ [1, Sec. 7.7] such that
d
dτ
=
1
R
d
dt1
In terms of the new time variable, the equations become
dR
dτ
=
R
2X2 + Y 2 − 3f1(R,X, Y,E) (A.6)
dX
dτ
=
1
2X2 + Y 2 − 3f2(R,X, Y,E) (A.7)
dY
dτ
=
1
2X2 + Y 2 − 3f3(R,X, Y,E) (A.8)
dE
dτ
=
E
2X2 + Y 2 − 3f4(R,X, Y,E) (A.9)
We note that R = 0 is an invariant manifold for these equations, as is E = 0.
These four differential equations together with the constraint (A.5) are a system of differential
algebraic equations. This is easier to visualise by solving the constraint for E, which can be
done uniquely as E ≥ 0, giving
E(X,Y ) =
√
1−X2 − Y 2 (A.10)
We can then consider (R,X, Y ) ∈ (0, R0] × B where B is the closed unit ball in R2. We note
that the outer perimeter of the ball corresponds to E = 0 and that the centre of the ball
corresponds to E = 1 using (A.10). Thus, our phase space can be viewed as a cylinder in R3.
The bottom disk of the cylinder corresponds to the invariant manifold R = 0. We recall that
equations (A.6)–(A.9) have the invariant manifold E = 0 and this implies that the outer wall of
the cylinder is also invariant.
We now focus on the blown up equations on the invariant manifold R = 0. On this
manifold, equations (A.7)–(A.9) have four steady state solutions which are found by solving
f2(0, X, Y,E) = f3(0, X, Y,E) = Ef4(0, X, Y,E) = 0 and are given by
(X,Y,E) =
(
2
√√
5− 2,
√
5− 2, 0
)
, (X,Y,E) =
(
−2
√√
5− 2,
√
5− 2, 0
)
(X,Y,E) = (1, 0, 0), (X,Y,E) = (−1, 0, 0)
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We note that all four of these solutions are on the sphere S2+ and have E = 0 and so lie on the
unit circle that is the boundary of the ball B.
Two Hyperbolic Saddles
We will show that the first two steady states above are hyperbolic saddles. The analysis of these
steady states is more easily performed in the directional chart with Y = 1. Thus, we define the
directional blowup
(x11, y1, ε1) = (2 +R1X1, 1 +R
2
1, R
3
1E1) (A.11)
where R1 > 0 and E1 ≥ 0. After rescaling time by
d
dτ1
=
1
R1
d
dt1
the equations in this chart are given by
dR1
dτ1
=
R1
2
(X1 + (λ2 + 1)E1 −R1 + (λ2E1 +X1)R21 −R31) (A.12)
dX1
dτ1
=
1
2
(
4−X21 − (λ2 + 1)X1E1 + (7X1 + (2λ1 + 4λ2)E1)R1
+(λ2X1E1 +X
2
1 − 4)R21 −X1R31
)
(A.13)
dE1
dτ1
=
E1
2
(−3X1 − 3(λ2 + 1)E1 + 3R1 + (λ2E1 +X1(4Y1 − 3))R21 + (3− 4Y 21 )R31)(A.14)
Again, R1 = 0 and E1 = 0 are invariant manifolds. The two steady states of these equations
with R1 = 0, which correspond to the first two steady states of the polar blowup equations, are
given by
(R1, X1, E1) = (0, 2, 0), (R1, X1, E1) = (0,−2, 0)
The Jacobian of equations (A.12)–(A.14) evaluated at the first of these has eigenvalues 1, −2
and −3 and so the steady state is a hyperbolic saddle. The eigenvector associated with the first
eigenvalue is [3, 7, 0]T and is the only eigenvector with a non-zero first entry, and so there is a
one dimensional unstable manifold in the invariant plane E1 = 0 with R1 > 0. The eigenvector
associated with the eigenvalue −2 is [0, 1, 0]T and so the invariant line R1 = E1 = 0 in the
neighbourhood of the steady state is the stable manifold. The eigenvector associated with the
third eigenvalue −3 is [0, λ2 + 1, 1]T and so lies in the invariant plane R1 = 0 but with E1 > 0.
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Thus, the plane R1 = 0 is the two dimensional stable manifold for the steady state and there is
a one dimensional unstable manifold in the E1 = 0 plane.
The eigenvalues at the second steady state are the same except that they have the opposite
signs and with the same eigenvectors and so the situation is very similar but with the stable
and unstable directions reversed. Thus, the invariant line R1 = E1 = 0 between the two steady
states is a connecting heteroclinic orbit with direction of motion away from X1 = −2 and towards
X1 = 2.
For the first steady state, the unstable manifold is given by
R1 = 3α+O(α
2), X1 = 2 + 7α+O(α
2), E1 = 0
for α ≥ 0 (to ensure that R1 ≥ 0). Converting this back to the original coordinates using (A.11)
gives
x11 = 2 + 6α+O(α
2), y1 = 1 + 9α
2 +O(α3), ε1 = 0
Eliminating α, we obtain the trajectory
y1 = 1 +
1
4
(x11 − 2)2 +O((x11 − 2)3)
for x11 ≥ 2 in the ε1 = 0 plane. We rescaled time as part of the blowup transformation, but this
does not change the trajectories, only the dynamics on the trajectories. The direction of motion
is also preserved and so this is an unstable manifold emanating from the point (x11, y1, ε1) =
(2, 1, 0) which is contained in the invariant manifold ε1 = 0. A similar calculation for the
two dimensional stable manifold simply maps the whole manifold onto the point (x11, y1, ε1) =
(2, 1, 0) since it consists of the plane R1 = 0.
A similar calculation for the second steady state gives the same trajectory but for x11 ≤ 2.
In this case, it is a stable manifold.
Thus, there is a trajectory that touches the point (x11, y1, ε1) = (2, 1, 0) tangent to the line
y1 = 1 in the invariant plane ε1 = 0 which is stable to the left and unstable to the right of the
point of interest.
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Two Non-Hyperbolic Steady States
We now consider the third steady state of the polar blowup equations which is given by
(X,Y,E) = (1, 0, 0). The analysis of this point is more easily performed in the chart with
X = 1 and so we define the directional blowup
(x11, y1, ε1) = (2 +R2, 1 +R
2
2Y2, R
3
2E2) (A.15)
where R2 > 0 and E2 ≥ 0. After rescaling time by
d
dτ2
=
1
R2
d
dt1
the equations in this chart are given by
dR2
dτ2
= R2(2Y2 + (3Y2 + (λ1 + 2λ2)E2)R2 + (Y2(1− 2Y2) + λ2E2)R22 − Y 22 R32) (A.16)
dY2
dτ2
= Y2(1− 4Y2) + (λ2 + 1)E2 − (2(λ1 + 2λ2)E2 + 7Y2)Y2R2
−(Y2(1− 4Y2) + λ2E2)Y2R22 + Y 32 R32 (A.17)
dE2
dτ2
= −E2(6Y2 + 3(3Y2 + (λ1 + 2λ2)E2)R2 + (Y2(1− 6Y2) + λ2E2)R22 − Y 22 R32)(A.18)
As expected, R2 = 0 and E2 = 0 are both invariant manifolds. We also note for these equations
that setting Y2 = E2 = 0 gives dR2/dτ2 = dY2/dτ2 = dE2/dτ2 = 0 and so the line Y2 = E2 = 0,
R2 ≥ 0 is a line of steady states. The steady states of these equations with R2 = 0 are given by
(R2, Y2, E2) = (0, 0, 0), (R2, Y2, E2) = (0, 1/4, 0)
The second of these corresponds to one of the hyperbolic saddles that we have already considered
(and is also a hyperbolic saddle for these equations), and so we now consider only the first. The
Jacobian matrix evaluated at the first steady state is given by
J2 =

0 0 0
0 1 λ2 + 1
0 0 0

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This matrix has eigenvalues 1, 0, 0 and so there is a two dimensional centre manifold at this
steady state. The centre manifold is defined by
Y2 = h2(R2, E2)
On the invariant plane E2 = 0, the centre manifold will include the line Y2 = E2 = 0 of steady
states, which implies that h2(R2, 0) = 0 and so we express the centre manifold as
Y2 = E2h˜2(R2, E2) = E2[−(λ2 + 1) +O(R2, E2)]
Substituting for Y2 in equations (A.16) and (A.18) gives the dynamics on the centre manifold.
Rescaling time again by
d
dT2
=
1
E2
d
dτ2
then gives equations that have the steady state (R2, E2) = (0, 0). Note that Y2 = h2(0, 0) = 0
also. The eigenvalues of the Jacobian matrix evaluated at this steady state are −2(λ2 + 1),
6(λ2 + 1) and so it is a hyperbolic saddle provided that λ2 6= −1.
Thus, the centre manifold is repelling, due to the eigenvalue 1 of J2, but on the centre
manifold, the steady state (R2, Y2, E2) = (0, 0, 0) is a hyperbolic saddle with one invariant
manifold in the invariant plane R2 = 0 and the other in the invariant manifold E2 = 0. If
λ2 < −1 then the centre manifold restricted to the plane R2 = 0 is the stable manifold and the
centre manifold restricted to the plane E2 = 0 is the unstable manifold. The stability of these
manifolds is reversed for λ2 > 1.
The analysis of the steady state (X,Y,E) = (−1, 0, 0) of the polar blowup equations is very
similar. In this case, we define a chart with X = −1 which is given by
(x11, y1, ε1) = (2−R3, 1 +R23Y3, R33E3) (A.19)
The equations in the variables R3, Y3 and E3 again have a line of steady states given by Y3 =
E3 = 0, R3 ≥ 0 and at R3 = 0 have a steady state at (R3, Y3, E3) = (0, 0, 0). The Jacobian
evaluated at this steady state is the same as J2 except that the (2, 2) entry is −1. This implies
that the eigenvalues are −1, 0, 0 and so there is again a two dimensional centre manifold, which
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in this case is attracting. The centre manifold is given by
Y3 = E3h˜3(R3, E3) = E3[(λ2 + 1) +O(R3, E3)]
and the dynamics on the centre manifold, after a similar time rescaling, has a hyperbolic saddle
for λ2 6= 1 with the same eigenvalues of −2(λ2 + 1) and 6(λ2 + 1). The stable and unstable
manifolds for this saddle follow the same pattern with λ2 as in the previous case.
Periodic Orbits and Connecting Orbits
In addition to considering the steady states on the invariant ball R = 0, we also need to consider
the possibility of periodic orbits contained in this ball since, if such an orbit exists, it could have
an associated stable manifold in the interior of the cylinder. However, index theory [2] tells us
that any periodic orbit in a planar system must contain at least one steady state and since all
the steady states are on the (invariant) boundary of the ball, this is not possible. Thus, we
conclude that there are no periodic obits in the invariant ball R = 0.
The Poincare´-Bendixson Theorem then implies that on the invariant ball R = 0, there must
be connecting orbits across the ball linking the four steady states on the outer circle. These
connections can be easily evaluated in each case by noting the direction of flow on orbits leaving
the steady state and using the restrictions that there must be an orbit that connects to each of
the four steady states and that two such orbits cannot cross.
A Special Case
We recall that the analysis for the two non-hyperbolic steady states only applies when λ2 6= −1.
Thus, we now consider the dynamics in a neighbourhood of these points in the special case when
λ2 = −1. We note that this is the case when one of the solutions of the quadratic equation that
gives two steady states on the invariant circle is at x11 = 2, which is our point of interest. The
second solution to the quadratic equation in this case is λ1. In this section, we will assume that
λ1 6= 2 so that there are two distinct solutions of the quadratic equation. The case of λ1 = 2
will be considered in the next section.
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The first observation in this case is that setting λ2 = −1 in (A.8), the equation simplifies to
dY
dτ
=
Y
2X2 + Y 2 − 3 f˜3(R,X, Y,E)
and so Y = 0 is now an invariant manifold which corresponds to y1 = 1 being invariant in K1
(which can also be seen from (A.2) when λ2 = −1). This property is inherited by the appropriate
charts, and it can be seen that Y2 = 0 is an invariant manifold for equations (A.16)–(A.18) when
λ2 = −1 for the chart with X = 1. Similarly, Y3 = 0 is invariant for the chart with X = −1.
The plane Y2 = 0 is repelling in the normal direction, associated with the eigenvalue 1, and
the plane Y3 = 0 is attracting in the normal direction, associated with the eigenvalue −1. Thus,
it follows that the centre manifold which has the form Y2 = E2h˜2(R2, E2) must correspond to
the invariant plane Y2 = 0. Substituting λ2 = −1 and Y2 = 0 into equations (A.16), (A.18) and
rescaling time by
d
dT˜2
=
1
R2E2
d
dτ2
gives the two equations
dR2
dT˜2
= R2(λ1 − 2−R2) (A.20)
dE2
dT˜2
= E2(−3(λ1 − 2) +R2) (A.21)
These equations have the steady state (R2, E2) = (0, 0) and the eigenvalues of the Jacobian
evaluated at this point are λ1 − 2 and −3(λ1 − 2). Thus, since we are assuming that λ1 6= 2,
this point is a hyperbolic saddle. The invariant manifold R2 = 0, E2 > 0 is the stable manifold
if λ1 > 2 or the unstable manifold if λ1 < 2. Thus, we conclude that when λ1 > 2, the
invariant plane Y2 = 0 contains a stable manifold with E2 > 0 that connects to the steady state
(R2, Y2, E2) = (0, 0, 0). However, when λ1 < 2, this is an unstable manifold.
In the chart with X = −1, the plane Y3 = 0 is invariant and the eigenvalues of the Jacobian
evaluated at the steady state (R3, E3) = (0, 0) are the same but with opposite sign and so the
invariant plane contains a stable manifold with E3 > 0 when λ1 < 2 but not when λ1 > 2.
Clearly this implies that the line R = Y = 0, −1 ≤ X ≤ 1 in the polar equations is a
connecting orbit between the two non-hyperbolic steady states in this case. In fact, we note
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that in equations (A.7)–(A.9), we have
f2(0, X, 0, E) = f3(0, X, 0, E) = f4(0, X, 0, E) = 0
and so this line is in fact a line of steady states. To understand the dynamics on the invariant
plane, we consider another chart, namely that with E = 1. Thus, we now define the directional
blowup
(x11, y1, ε1) = (2 +R4X4, 1 +R
2
4Y4, R
3
4) (A.22)
where R4 > 0. After rescaling time by
d
dτ4
=
1
R4
d
dt1
the equations in this chart are given by
dR4
dτ4
= −2
3
R34(−X4Y4 − λ2 +R4Y 24 )
dX4
dτ4
= 2Y4 +R4(λ1 + 2λ2 + 3X4Y4)
+R24
(
1
3
X4(X4Y4 + λ2)− 2Y 24
)
− 1
3
R34X4Y
2
4
dY4
dτ4
= X4Y4 + λ2 + 1−R4Y 24 −
1
3
R24Y4(X4Y4 + λ2) +
1
3
R34Y
3
4
We note that there are no steady states of these equations with R4 = 0 if λ2 6= 1. Setting
λ2 = −1 in these equations gives
dR4
dτ4
= −2
3
R34(−X4Y4 + 1 +R4Y 24 ) (A.23)
dX4
dτ4
= 2Y4 +R4(λ1 − 2 + 3X4Y4)
+R24
(
1
3
X4(X4Y4 − 1)− 2Y 24
)
− 1
3
R34X4Y
2
4 (A.24)
dY4
dτ4
= Y4
(
X4 −R4Y4 − 1
3
R24(X4Y4 − 1) +
1
3
R34Y
2
4
)
(A.25)
which, as expected, has the invariant plane Y4 = 0 and the line of steady states R4 = Y4 = 0.
Setting Y4 = 0 in (A.23) and (A.24) gives the equations that determine the dynamics on the
CHAPTER A. ANALYSIS OF THE POINT P1 13
invariant plane which are given by
dR4
dτ4
= −2
3
R34 (A.26)
dX4
dτ4
= R4
(
λ1 − 2− 1
3
R4X4
)
(A.27)
From (A.26), we see that R4 is decreasing on the whole plane. Since ε1 = R
3
4, this implies that
ε1 is also decreasing on the whole of this plane in the original coordinates. To determine what
the orbits converge to, we rescale time again by
d
dT4
=
1
R4
d
dτ4
and equations (A.26) and (A.27) then become
dR4
dT4
= −2
3
R24 (A.28)
dX4
dT4
= λ1 − 2− 1
3
R4X4 (A.29)
The line of steady states given by R4 = Y4 = 0 in this formulation is still invariant but does not
consist of steady states. Instead, there is motion governed by the equation dX4/dT4 = λ1 − 2
and so X4 is uniformly increasing if λ1 > 2 or uniformly decreasing if λ1 < 2.
The solution of equations (A.28) and (A.29) is
R4(T4) =
3
2T4 + c1
, X4(T4) =
(
λ1 − 2
3
)
(2T4 + c1) + c2(2T4 + c1)
−1/2 (A.30)
where c1 and c2 are arbitrary constants. As expected, limT4→∞R4(T4) = 0 and
lim
T4→∞
X4(T4) =

−∞ λ1 < 2
0 λ1 = 2
∞ λ1 > 2
(A.31)
However, we also have
lim
T4→∞
R4(T4)X4(T4) = λ1 − 2
and so, substituting back into (A.22), we see that all orbits on the invariant plane y1 = 0
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converge to (x11, y1, ε1) = (λ1, 1, 0), which is of course the other steady state on the invariant
line y1 = 1, ε1 = 0. When λ1 < 2, this steady state is to the left of the point x11 = 2, which is
why X4(T4) converges to −∞, and when λ1 > 2, then it is to the right of x11 = 2 which is why
X4(T4) converges to ∞ in this case.
Thus, we conclude for our original problem that when λ2 = −1 and λ1 6= 2, all orbits on the
invariant plane y1 = 1 converge to the point (x11, y1, ε1) = (λ1, 1, 0) and that there are no orbits
that converge to the point (x11, y1, ε1) = (2, 1, 0). Of course this also implies that there are no
orbits not on the invariant plane that converge to this point either.
To complete the picture, we also consider the invariant plane R4 = 0 in this chart. In this
case, equations (A.24) and (A.25) become
dX4
dτ4
= 2Y4 (A.32)
dY4
dτ4
= X4Y4 (A.33)
and again Y4 = 0 is a line of steady states of these equations. Dividing (A.33) by (A.32) gives
dY4
dX4
=
1
2
X4
and this equation has solution
Y4 =
1
4
X24 + c
where c is an arbitrary constant. These are the orbits of equations (A.32) and (A.33) and they
have Y4 > 0 when c > 0 but when c < 0, they have both Y4 > 0 and Y4 < 0. We also note from
(A.32) that X4 is increasing/decreasing when Y4 is positive/negative. Converting back to the
variables of the polar blowup, and eliminating E, gives the implicit equation
Y =
1
4
X2 + c(1−X2 − Y 2)1/3
These orbits all connect to both of the hyperbolic saddles. Thus, we can now sketch the orbits
in the invariant plane R = 0.
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Another Special Case
Of course this still leaves one more special case, namely the point in the parameter plane given
by (λ1, λ2) = (2,−1). In this case, the quadratic equation to be solved for steady states on the
invariant circle has a double root at x11 = 2, which is our point of interest.
Since λ2 = −1, the plane Y4 = 0 is again invariant. Setting λ1 = 2 in equations (A.26) and
(A.27) and rescaling time by
d
dT˜4
=
1
R24
d
dτ4
now gives
dR4
dT˜4
= −2
3
R4 (A.34)
dX4
dT˜4
= −1
3
X4 (A.35)
These equations have a stable steady state at R4 = X4 = 0 (which can also be derived from
(A.30) and (A.31)) and so in this case, we conclude that all orbits on the invariant plane Y4 = 0
converge to this point.
We also note that (A.25) can be written as
dY4
dτ4
= Y4
(
X4 +
1
3
R24
)
+O(Y 24 )
and so the invariant plane is attracting when X4+R
2
4/3 < 0 and is repelling when X4+R
2
4/3 > 0.
Thus, there is a change of stability along the line X4 +R
2
4/3 = 0 which corresponds to the line
ε1 = −3(x11 − 2), x11 ≤ 2 in the original coordinates. The invariant plane is attracting when
ε1 < −3(x11 − 2).
Thus, there are orbits that can converge from below the invariant plane y1 = 1 to the point
(x11, y1, ε1) = (2, 1, 0) in this case.
Solving equations (A.34) and (A.35) and eliminating time we obtain orbits in the plane given
by
R4 = kX
2
4
where k ≥ 0 is an arbitrary constant. Thus, there is a one parameter family of quadratic orbits
that all converge to the point (R4, X4) = (0, 0). Converting back to the original coordinates,
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these orbits become
ε1 = k(x11 − 2)2
and ε1 is decreasing dynamically on all of these orbits. (These orbits can also be derived directly
from equations (A.1)–(A.3).)
Summary
The conclusions for the three cases considered are as follows:
• λ2 6= −1:
If λ2 < −1, then there is one entry point to the invariant unit ball R = 0 but three exit
points. One of the exit points is a saddle and so orbits will generally connect to one of the
other two exit points.
If λ2 ≥ −1, then there are three entry points to the invariant unit ball R = 0 but only one
exit point. Thus, all incoming orbits must connect to this one exit point.
In both cases, the four steady states of the polar blowup equations have E = 0 and the
invariant manifolds are contained either in the (invariant) wall of the cylinder, correspond-
ing to E = 0, or in the invariant ball R = 0. (In fact, the existence of these two invariant
manifolds makes this result very likely – or inevitable?) Thus, there are no invariant man-
ifolds contained in the interior of the cylinder that converge to one of the steady states,
and so there is no invariant manifold in the K1 equations (A.1)–(A.3) with ε1 > 0 that
converges to the singular point (x11, y1, ε1) = (2, 1, 0).
• λ2 = −1, λ1 6= 2:
In this case, the plane y1 = 1 is invariant and on this plane, all orbits connect to the point
(x11, y1, ε1) = (λ1, 1, 0), not to the singular point (x11, y1, ε1) = (2, 1, 0).
• λ2 = −1, λ1 = 2:
The plane y1 = 1 is again invariant and on this plane, all orbits converge to the singular
point (x11, y1, ε1) = (2, 1, 0). Moreover, the part of the plane that satisfies ε1 < −3(x11−2)
is attracting, and so there can be orbits that are not on the invariant plane that converge
to it and hence to the singular point.
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