Discontinuous Galerkin Finite Element (DGFE) methods offer a mathematically beautiful, computationally efficient, and efficiently parallelizable way to solve partial differential equations (PDEs). These properties make them highly desirable for numerical calculations in relativistic astrophysics and many other fields. The BSSN formulation of the Einstein equations has repeatedly demonstrated its robustness. The formulation is not only stable but allows for puncture-type evolutions of black hole systems. To-date no one has been able to solve the full (3+1)-dimensional BSSN equations using DGFE methods. This is partly because DGFE discretization often occurs at the level of the equations, not the derivative operator, and partly because DGFE methods are traditionally formulated for manifestly flux-conservative systems. By discretizing the derivative operator, we generalize a particular flavor of DGFE methods, Local DG methods, to solve arbitrary second-order hyperbolic equations. Because we discretize at the level of the derivative operator, our method can be interpreted as either a DGFE method or as a finite differences stencil with non-constant coefficients.
I. INTRODUCTION
In numerical relativity, Einstein's equations are typically decomposed in one of several ways. Drawing on the constraint damping proposed by Gundlach et al. [1] , the generalized harmonic (GH) formulation was originally developed in second-order form by Pretorious [2] . Pretorious used it with finite differences to provide the first successful evolution and merger of a binary black hole system [3] . Lindblom et al. [4] rewrote the generalized harmonic formulation in first-order form. Using pseudospectral methods, this formulation has successfully been used to accurately describe a wide variety of astrophysical situations. The literature is very extensive, but the interested reader can find much of the relevant work in [5] [6] [7] [8] and references therein.
The Baumgarte-Shapiro-Shibata-Nakamura (BSSN) formulation of the Einstein equations [9] [10] [11] [12] [13] is a secondorder formulation. Some key ingredients of the BSSN formulation are the conformal re-scaling of geometric quantities, treating the trace of the connection coefficients as independent variables, and the separation of the trace of the extrinsic curvature tensor from its other components. These ingredients not only make the formulation well-posed [14] but allow for so-called "moving puncture" evolutions, where the singularity within a black hole is not resolved on the computational grid, and where the thus non-physical interior of the black hole can be safely evolved thanks to the characteristic structure of the system [15, 16] . In three dimensions, puncture solutions are very desirable because they are significantly easier to implement than the other techniques for avoiding singularities. * jmiller@perimeterinstitute.ca † eschnetter@perimeterinstitute.ca
For these reasons, the BSSN formulation of the Einstein equations is used by many relativity groups and a great deal of expertise has been acquired. This is strong motivation for the development of efficient numerical methods for evolving the BSSN equations. For smooth problems, such as the Einstein equations, pseudospectral methods converge exponentially. They are therefore a very appealing approach to solving the Einstein equations. They have been successfully used with the GH formulation in a number of contexts, especially for compact binary mergers of all flavors [5] [6] [7] . They have also been enormously successful in generating initial data for numerical relativity [17] [18] [19] [20] [21] [22] [23] [24] [25] .
1 If one imposes appropriately flux-conservative penalty-type boundary conditions and uses many small spectral domains, these techniques become nodal discontinuous Galerkin finite element (DGFE) methods [26] .
DGFE methods combine the high-order accuracy of spectral methods with the flexibility and parallelizability of finite volume type methods [27] . In smooth regions they provide spectral accuracy and in non-smooth regions they can be combined with high-resolution shock capturing (HRSC) techniques to accurately resolve discontinuities. (See [28] [29] [30] [31] [32] [33] for some recent applications of DGFE combined with HRSC for relativistic hydrodynamics.) Importantly, DGFE methods allow for a domain decomposition which requires only a single layer of ghost points.
There are several extensions of DGFE methods for second-order and non flux-conservative systems. Using distributional theory, Vol'pert [34] , LeFloch and collaborators [35] [36] [37] [38] , and Colombeau and coworkers [39, 40] have all developed different techniques to define shock wave solutions for hyperbolic systems of the form ∂ t ψ ψ ψ + g(ψ ψ ψ)∂ i ψ ψ ψ = 0 ∀ i ∈ {1, 2, 3}, where ψ ψ ψ is a collection of variables, each of which may be discontinuous. These techniques have been applied numerically first in a finite volume context [41] [42] [43] [44] [45] and later in a discontinuous Galerkin setting [46, 47] .
In [48] , Teukolsky develops a formalism for DGFE methods in arbitrary curved spacetimes for both conservative and non-conservative first-order systems. In [49] , Taylor et al. derive a penalty method for the wave equation based on energy methods. Interior Penalty discontinuous Galerkin (IPDG) methods [50] [51] [52] [53] [54] [55] [56] discretize a second-order system by imposing additional penalty boundary terms. Local discontinuous Galerkin (LDG) methods, developed by Shu and collaborators [57] [58] [59] and based on the early work by Bassi et al. [60, 61] , introduce auxiliary variables to facilitate second-differentiation. These variables are evaluated at each time step but not evolved and allow penalty boundaries to be imposed as for a first-order system. For a review, see [62] .
DGFE methods exist within a rich ecosystem of penalty methods, including but not limited to: spectral penalty methods [63] [64] [65] , spectral finite volume methods [66] [67] [68] [69] [70] [71] , and spectral difference methods [72, 73] . Indeed, nodal DGFE methods (and likely pseudospectral penalty methods in general) can be cast as multi-domain summation-by-parts finite differences methods [74, 75] . In this formalism, the penalty boundary terms are called simultaneous approximation terms [76] [77] [78] .
In [79] and [80] , Tichy evolved a static black hole on a single spectral domain using the BSSN system and a pseudospectral scheme. Using a variational principle, Zumbusch developed a DGFE discretization in both space and time for the second-order GH formulation of the Einstein equations [81] . Field et al. developed a DGFE method for the second-order BSSN equations in spherical symmetry [82] . In [29] , Radice and Rezzola developed a DGFE formulation for fluids in a general relativistic setting. In the process, they use a DGFE method to solve the Einstein equations in spherical symmetry with maximal slicing and areal coordinates.
2 In [32] , Bugner et al. build on this work to combine DGFE methods with an HRSC scheme based on weighted essentially nonoscillatory (WENO) algorithms for fluids on a fixed, curved, spacetime background. Motivated by the first-order-in-space nature of DGFE methods, Brown et al. developed a fully first-order version of the BSSN system and evolved a binary black hole in-spiral using finite differences. They also evolved a reduction of the system to spherical symmetry using a DGFE scheme [83] .
It is desirable to evolve the second-order BSSN equations in full 3+1 dimensions via DGFE methods. Unfortunately, to-date this has not been possible. DGFE methods are typically formulated for manifestly flux-conservative systems of the form
where ψ ψ ψ is a collection of variables and f f f is a nonlinear flux, which is a function of ψ ψ ψ. In these systems, differentiation of the flux is the most natural operation. Therefore, one may discretize ∂ j f j all at once. In contrast, the BSSN system is roughly of the form
where L is a nonlinear operator that acts on ψ ψ ψ and its derivatives. In this case, the natural operation is to differentiate ψ ψ ψ directly. Therefore, there is no reason to discretize the entire operator L, which may be very cumbersome. Instead, it may be cleaner to discretize the differential operators ∂ i . There are then two related difficulties in evolving the BSSN equation using DGFE methods. First DGFE methods are usually formulated for manifestly fluxconservative systems, which are first-order in space and time. The penalty-type boundary conditions imposed in DGFE methods must therefore be generalized to secondorder systems. Second, DGFE methods are usually formulated at the level of the equations, not the level of the derivative operator. Given the complexity of the BSSN system, this is a serious impediment to the development of a working scheme.
In this work we develop a new generalization of DGFE methods, operator-based local discontinuous Galerkin (OLDG) methods, which address these problems and allows us to evolve the BSSN equations. We then subject our approach to a battery of community-developed tests for numerical relativity: the Apples-with-Apples tests [84, 85] . So that we can handle second-order systems, we base our scheme off of LDG methods. We draw particular inspiration from the work of Xing et al. [86] , where they develop a superconvergent energy-conserving LDG method for the wave equation.
To avoid the complications of discretizing the BSSN equations, we perform our discretization at the level of the derivative operator, rather than at the level of the equations. This requires a different formalism for describing the piecewise polynomial space. Our formalism uses distributional theory and is inspired by a pedagogical exercise in [27] , which we make rigorous. Because we focus our discretization at the level of the differential operator and not the equations, our method provides a drop-in solution for working relativity codes. All that is necessary to convert a finite differences code to a DGFE code is to replace the derivative operator with ours.
Discretizing at the level of the derivative requires special care with respect to the stability of our scheme. Integration by parts is often an integral step in proofs of the well-posedness of a continuum system of initial-value problems [87] . Essentially, one finds an energy norm and shows that it is non-increasing. Hyperbolic systems for which an energy norm exists are called symmetrizable hyperbolic. In their pioneering work, Sarbach et al. showed that the second-order BSSN system is a second-order version of a first-order strongly hyperbolic system [14] . Strong hyperbolicity is weaker than symmetrizable hyperbolicity, but both imply stability.
The discrete analog of integration by parts is summation by parts, developed by Kreiss and Scherer [88, 89] , and it tremendously simplifies proofs of numerical stability. Indeed, a summation-by-parts operator, combined with strong or symmetrizable hyperbolicity and appropriate conditions on initial and boundary data, is often enough to demonstrate stability.
Given the complicated nature of the BSSN equations and their discretizations, we do not seek to prove the stability of our scheme. Rather we insist that our discretized derivative operator satisfy summation by parts. Given the strongly hyperbolic nature of the BSSN system, we expect this restriction to provide linear stability. Nonlinear stability is enforced both by a truncation scheme we develop and by more traditional filtering techniques as needed.
Our paper is organized as follows. In section II, we develop the formalism for OLDG methods and define the OLDG operator. For brevity, we skip the details of our results regarding summation-by-parts, stability, and convergence. The interested reader can find these in appendices B, C and D respectively. In section III, we describe some of the computational properties of interest, such as computation, communication, and memory access costs. In section IV, we describe the numerical tests we perform and their results. Finally, in section V, we offer some concluding remarks.
II. METHODS
In the usual formulation of DGFE methods one replaces the conserved flux through the boundary of a fixed volume with a numerical flux, which takes information from within the volume and from the boundaries of neighbouring volumes [27] . Here we take a different approach. We use distributional theory to replace the derivative of a smooth function with the weak derivative of a piecewise smooth function, appropriately chosen to recover the small communication overhead characteristic of these types of methods.
This approach was first proposed by Hesthaven and Warburton [27] , who use it pedagogically to argue that the strong form of the canonical DGFE operator is just an encoding of the notion of a weak derivative. We make this assertion rigorous and argue that this weak derivative formulation provides a generic way to place arbitrary nonlinear hyperbolic equations into the DGFE framework, even if they are not manifestly flux-conservative.
Symbol
Meaning
The maximum polynomial order of the test functions {Φ The i
Weak boundary terms
The smooth and discontinuous extensions of ψ k outside its element respectively
Weights for the discrete inner product within an element
The change of basis matrix that maps the spectral coefficients for ψ k to those for its derivative This focus on the derivative operator has very practical consequences: It allows computer programmes that currently employ finite differences methods to replace the finite differences stencil with our OLDG stencil, converting a finite differences code to a DGFE code. This transition requires: implementing loop tiling (for efficiency) so that the band-diagonal finite differences operator can be replaced by our block-diagonal discontinuous Galerkin operator, implementing the truncation scheme described in section II I, and replacing the Kreiss-Oliger dissipation operator with the right-hand-side filter operator discussed in section II L. We discuss those issues in this section below. This change from a finite difference to a DGFE method should improve the parallel efficiency significantly, as we discuss in the next section III.
In a DGFE method, there are two levels of discretization. At the top level, one breaks the domain of interest Ω into many subdomains, or elements, {Ω k } K k=1 which overlap on a set of measure zero (see figure 1) . One must choose how to approximate the derivatives of a function that lives on this broken domain. At a lower level, one must choose how to approximate the piece of the global function that lives on each subdomain. From the perspective of a single element, one can think of the former as a choice of boundary conditions for the piece of the function living on the element and the latter as an ansatz for the types of functions that can live on the element. These two levels of discretization can be lumped into a single discretization step. However, making them explicit allows us to develop our discretization approach formally.
For the reader's convenience we provide a reference for the notation used in our construction in table I.
A. The Main Idea
Before we proceed with our construction, we present a toy problem which encapsulates some of the core ideas of our method. Consider two smooth functions:
each of which is defined on the interval [0, 1]. From these two functions, we can construct a third function
for some 0 < x 0 < 1. We wish to differentiate ψ. However, generically, ψ has a discontinuity at x 0 and is not a differentiable function. If we treat ψ as a distribution then its derivative can be defined weakly. To make this manifest, we write ψ as the sum of two distributions:
where
is the Heaviside function. Then the weak, or distributional derivative of ψ is given by
where we have used the fact that the distributional derivative of the Heaviside function Θ(x) is the Dirac delta function δ(x) [90] . Equation (8) is well defined under integration with any smooth test function that has compact support over the interval [0, 1] . In other words,
for all smooth functions Φ such that Φ(0) = Φ(1) = 0.
In the following sections, we will use a decomposition much like that given by equation (6) . In this toy example, our decomposition relied on the existence of functions φ and π which were defined on the entire interval [0, 1]. More generally, these functions may not be given to us a priori, but they can be constructed.
B. The Broken Domain
We now proceed with the main construction. For simplicity suppose that the domain of interest Ω is the real interval [X l , X r ], X l < X r ∈ R. For higher dimensions, we simply assume a Cartesian product topology. We break our domain Ω into K interior elements
for all k = 1, . . . , K and two boundary elements
with x 0 r = X l and x K+1 l = X r such that,
for all k = 1, . . . , K. (Note that these boundary elements are singleton sets.) We also demand that the union of all
K + 2 elements comprises the whole domain:
For convenience, we define the element width Figure 1 shows the structure of Ω for three elements, e.g., when K = 3.
On our domain Ω, we wish to represent the arbitrary function ψ(x). ψ may be either a scalar or vector quantity. For simplicity, we will assume here that it is a scalar. We call the restriction of ψ onto a given element Ω k , ψ k . We demand that each ψ k be smooth but we allow ψ to have jump discontinuities at the domain boundaries {x and Ω k+1 at exactly one point. These points of overlap are exactly the points where ψ k is allowed to be discontinuous and
can be thought of as the left-and right-hand limits of ψ respectively. These conditions are equivalent to the standard choices one makes for a typical one-dimensional DGFE method. For clarity, we define the following convention. Functions living on the domain Ω will be represented by lowercase Greek letters. Elements will be indexed by a superscript, and positions within an element will be denoted by a subscript.
We can formalize the restriction of ψ to ψ k by defining the characteristic function
such that
Note that product (16) is defined pointwise as a function. However, since the product of two distributions is in general not well-defined, it is not a proper distribution. The techniques Colombeau and coworkers [39] can be used to define such a distribution. However, we will not need to do so. We also introduce two inner products, one local to a subdomain Ω k and one for the entire domain. If ψ k and φ k are functions on Ω k , then the subdomain inner product is
where w k (x) is an as-of-yet undecided weight function. If ψ and φ are instead functions on the whole domain Ω, then the overall inner product is:
where w(x) is the weight function for the whole domain and ψ k and φ k are the appropriate restrictions of ψ and φ.
We will sometimes be interested in a slightly extended integral. Let
Then we define the extended domaiñ
and extended inner product
This extension is useful for handling the discontinuities at Ω 0 and Ω K+1 . Since we allow functions on Ω to be piecewise smooth and therefore not everywhere differentiable, we are interested in their properties in a weak or distributional sense.
Therefore for each k = 1, . . . , K and each element Ω k , we define a set of smooth test functions, {Φ
We demand that, for all i ∈ N and k = 1, . . . , K,
and that, for all φ k ∈ C ∞ (Ω k ), there exists a set of spectral coefficients {φ
In other words, every Φ k i has compact support on the interval [X l − ε, X r + ε] and, for each k, the set of restric-
forms an orthonormal basis for C ∞ (Ω k ). Other than insisting on smoothness and compact support, we do not need to constrain our test functions outside of their respective elements. (From now on, we will represent spectral coefficients with hats. ) The choice of weight function w k is tied to the choice of basis functions Φ k i . We may use it to ensure that our test functions are orthogonal. The weight function for the whole domain, w(x) must be chosen for compatibility with w k . Note that our basis functions are quite different from those defined in a standard discontinuous Galerkin method. In the usual DGFE approach one can define the test functions as a set of piecewise smooth functions on Ω with discontinuities at element boundaries. However, if the test functions themselves are discontinuous, we cannot rigorously apply distribution theory.
In our case we define a set of test functions on each element. However, each test function is defined outside the element, with compact support on an appropriately extended domain, as shown in figure 2 . This construction ensures that all our test functions are smooth and that the standard results from distributional theory hold.
In particular, if Θ(x) and δ(x) are the Heaviside and Dirac delta functions respectively, then
for all i ∈ N and k = 1, 2, . . . , K [90] .
For convenience, we define the shifted Heaviside and Dirac delta functions (26) which are centred on the element boundaries {x 
for all i ∈ N and all j, k = 1, 2, . . . , K.
For the remainder of this paper, the restrictions χ k Φ This means our element-wise weight function is w k = 1. We make this assumption partly to make contact with traditional nodal DGFE methods, where this is the norm, and partly for simplicity. Although we did not explore them, other choices such as Chebyshev polynomials are certainly possible and potentially desirable. Choice of (orthonormal) basis function and associated collocation points affect both the timestep and the conditioning of the linear operator that transforms between nodal and modal bases [27] (see section II D). For more details on some of the effects varying the basis or collocation points can have, see [27] or [91] .
As long as the collocation points include the boundaries of the element, as described appendix A, our main results are unchanged by the choice of basis or collocation points.
C. The Modified Derivative Operator
To take the derivative of an arbitrary distribution φ defined on Ω, we will decompose it into the sum of several distributions, just as in section II A. However, to follow this procedure, each φ k must be smoothly defined on the whole extended domainΩ. Therefore, for each ψ k , we define a smooth continuatioñ
In other words, within Ω k , ψ andψ k s must agree. However, outside of Ω k they generically do not. Armed with this machinery, we can perform a procedure analogous to that in section II A to compute the the derivative of a piecewise smooth function φ on Ω. To this end, consider the following discontinuous continuation of the restriction of ψ k :
where (ψ * ) We now approximate the derivative of ψ as the weak derivative ofψ
To calculate this weak derivative, we differentiate and take the inner product with an arbitrary test function Φ k i :
where in the first step we employ the product rule; in the second, we utilize equations (15), (27) , and (24); in the third, we utilize the definition of the Dirac delta function; and in the final step, we recognize φ, ψ ∂Ω k as the integral over the boundary of Ω k , defined in the usual way.
Note that, although ∂ xψ k d is well-defined as distribution, the product of distributions g(ψ)∂ xψ k d , for an arbitrary nonlinear function g, may not be. Therefore, although we have a distributional derivative, we may not be able to use it to weakly define a system of equations. This difficulty can be overcome on a system-bysystem basis via the work of, e.g., LeFloch et al. [35] [36] [37] [38] or Colombeau et al. [39, 40] . We are more interested in a general framework which may be used with any sufficiently well-behaved hyperbolic system. Therefore we do not address this issue here.
D. Moving to the Discrete
Our description of the derivative so far assumes that the restriction ψ k is an arbitrary smooth function. Therefore, to obtain a discrete scheme, we must make an ansatz about ψ k . We choose a pseudospectral ansatz. We briefly discuss some of the details of this ansatz in appendix A. For a review of pseudospectral methods, see [92] .
To make our method a Galerkin method, for each element Ω k , we choose some P k ∈ N and some subset
of the test functions Φ k i and demand that any function ψ k is a linear combination of the restriction of those test functions onto Ω k :
whereψ k i ∈ R are spectral coefficients. Note that since we have chosen our test functions to be the Legendre polynomials, P k is also the highest-order polynomial which can be represented within an element.
Then, we demand that the weak derivative relations (24) and (31) only hold for all 0 ≤ i ≤ P k , rather than for all k ∈ N. In this modal representation, we can relate
in the standard way,
where the spectral coefficients are given by
which can be thought of as a change-of-basis operation.
For convenience, we define the matrixd k , whose components are given bŷ
We also construct a nodal representation. Within each element, we assume a discrete set of points {x
In this nodal representation, the element-wise inner product is approximated by the Gauss-Lobatto quadrature rule
where w k i are the discrete weights of the inner product. We emphasize that even when the continuum weights are trivial, as they are for the Legendre polynomials, the discrete weights w k i will not be. Given a set of test functions and continuum weights, they are determined by the locations of collocation points, as described in appendix A. Figure 3 shows the approximate values of the weights and locations of the collocation points for an element of order P k = 4 and weight h k . If we collect the φ k i and ψ k i into vectors φ φ φ k and ψ ψ ψ k respectively, we can define the quadrature rule as a matrix operation:
The inner product over the whole domain remains the sum over the element-wise inner products as in equation (18). To move between the modal and nodal representations, we introduce the generalized Vandermonde matrix,
such that the vector of nodal coefficients is obtained by applying the Vandermonde matrix to the vector of modal coefficients:
This also gives us a nodal representation of element-wise differentiation. We define the element-wise derivative operator as
which is nothing more than the standard pseudospectral derivative operator for the domain Ω k . For reasons that will soon become clear, we call d k the narrow derivative operator.
At this point, we must make a choice about how to represent an inner product that integrates over the boundary of a domain. As a guiding principle, we will use the discrete analogue of integration by parts, summation by parts, for the inner product within a single element. In other words, we want the following to hold:
In the discrete case, we can write an inner product over the boundary of an element as a standard inner product where one of the operands is multiplied by a special matrix, b k , which we call the boundary operator :
The boundary operator is determined by equations (37) and (41) to be given by
where w k and d k are the element-wise weight and differentiation matrices respectively.
The matrix b k is essentially a discretization of the Dirac delta function centred on the boundary of Ω k . It has components given by where b 0 > 0 ∈ R depends on P k . The product w k b k has the particularly simple form
so that the integral over the boundaries of an element matches the continuum result,
Figure 4 provides an example of b k in matrix form for an element of width h k and order P k = 4. We now set about the task of defining the discrete analog of equation (31) which, in our scheme, will replace the pseudospectral derivative (40) . We must first choose a definition of ψ * , the quantity in equation (30) that represents the information we pull from a neighbouring element. There are a number of choices one can make. However, we make the following, relatively simple, choice. Let the suggestively named (
Note that the name (b k ) −1 F k is an abuse of notation, as b k has no inverse. We then define the fetch operator
which performs the same role as (b k ) −1 F k , but selects only boundary terms for integration, making any nonboundary properties of (
is essentially a discretization of a delta function centred at the boundary of Ω k . However, since functions are allowed to be discontinuous at element boundaries, there is an ambiguity. The boundary operator selects for the values of a function within an element, the "inside limit," while the fetch operator selects for values of a function outside an element, the "outside limit." If we introduce the shorthand
then the fetch operator has components
where ξ ∈ R. Combining this choice of (ψ * ) k with equation (31) results in the following discrete element-wise, weak derivative operator:
where we call D k the element-wise wide derivative operator because it takes information from neighbouring elements. D k is the differential operator for OLDG methods. In general we define the following convention. Any operator that takes information from a single element we call narrow. Any operator that takes information from an element and its nearest neighbours, we call wide. Narrow operators will be represented by lower-case Latin symbols while wide operators will be represented by upper-case Latin symbols. In the functional notation of equations (46) and (47), the addition of wide and narrow operators is unambiguous. In matrix notation, we simply pad the narrow operator with columns of zeros so that the matrices are the same shape.
E. Summation By Parts
We insist that our operator D k from equation (53) satisfy summation by parts. Given the strongly hyperbolic nature of the BSSN system [14] , we expect this restriction to provide linear stability.
By construction, summation-by-parts is satisfied within each element Ω k . However, stability proofs require integration over the whole domain Ω. We define the wide derivative operator over the whole domain D such that, for all ψ on Ω,
We then seek a value of ξ, defined in equation (53), such that, for all ψ, φ,
Note that there are two collocation points at the physical position X l : x 0 r and x 1 l , and similarly for X r . Therefore, we can reasonably expect summation by parts to average over these two values in some way. For example, we might accept the relationship
which is the mixed average of left-and right-hand limits of φ and ψ at the boundary. (This combination is arbitrary. Other relationships might also be acceptable.) We find that the only value of ξ that satisfies summation by parts is ξ = 1. (See appendix B for a proof.) Therefore, the final version of the derivative operator is
Note that ξ = 1 may not be the only stable choice. Depending on the continuum differential system, other values may result in a scheme that is dissipative at element boundaries so that the energy norm is non-increasing. Indeed, dissipation at element boundaries is typical of DGFE schemes [93] . However, we did not explore this possibility.
In appendix C, we provide an example of how summation-by-parts can be used to demonstrate the stability of an OLDG discretization of the wave equation in second-order form.
F. Properties
Given a set of collocation points
Physically, it maps a function on the exterior faces and interior of an element Ω k to a function defined only on the interior. In this picture the OLDG stencil can be thought of as a finite differences stencil with nonconstant coefficients and a special, weak, boundary operator. If we use our wide derivative to discretize the linear wave equation in first-order form, we recover a standard DGFE method in the strong formulation with a simple central flux. We demonstrate this in appendix E. Therefore OLDG methods are truly a generalization of current DGFE methods. Figures 5, 6 , and 7 show examples of D k for elements of width h k and order P k = 2, 3, and 4 respectively. Here we use the shorthand described in equation (49) such that i ranges from 0 to P k and j ranges from −1 to P k + 1. The first and last columns pull information from the neighbouring elements. Because of space constraints, with the exception of the P k = 2 case, we show only the approximate numeric values of the coefficients of D k . The full values are available in a public repository containing our supplemental materials [94] .
In the first column, only the first row is nonzero. And likewise in the last column, only the last row is nonzero. This indicates that collocation points in the neighbouring elements affect only the face of the element Ω k . The internal diagonal of the matrix vanishes, which indicates that
The wide derivative operator D k for elements with a Legendre basis, polynomial order P k = 2, and element width h k . the derivative of a function φ at a collocation point x is independent of the value of φ at x. Finally, because D k represents a first derivative with respect to x, D k φ → −D k φ as x → −x. This is reflected in the symmetry properties of the matrix, which obeys the relationship: (58) for all i = 0, 1, 2, . . . , P k and j = −1, 1, 2, . . . , P k + 1. These properties are generic in our scheme.
G. Consistency
It is important to check that, if we differentiate a smooth function, our OLDG derivative converges to the continuum derivative in the separate limits of h k → 0 and P k → ∞. We call this property consistency. To check consistency, suppose we seek to approximately differentiate a smooth function φ. Then
and our OLDG derivative reduces to a pseudospectral derivative within the domain Ω k . Therefore the standard results for spectral methods apply and, as long as the physical solution is smooth, equation (57) provides a consistent approximation of a derivative [27, 95, 96] .
More generally, if the continuum function φ is continuous at element boundaries, the spectral consistency results hold. If the continuum solution is discontinuous at element boundaries, then the wide component of our operator contributes and the issue is more delicate. We do not address it here.
H. Higher Derivatives
So far, we have only described how to approximate the continuum operator ∂ x . However, we'd also like to approximate higher derivatives. To approximate the second derivative ∂ 2 x ψ of a function ψ, we introduce an auxiliary variable
where D is the wide derivative operator defined in equation (54), which is not evolved, but calculated globally whenever a second derivative is required. We then calculate the second derivative as
This may not be the most efficient way of calculating higher derivatives. However, it was the only generic approach we could find that produced second derivatives compatible with the first derivatives defined in section II E in the summation by parts sense:
where D 2 refers to a wide second derivative operator. We note that this approach to higher derivatives does come at a price. Since we must know ∇φ on neighbouring elements before we can calculate ∂ 2 x φ, we must wait for this calculation to finish before proceeding with our calculation of the right-hand-side. This reduces the parallelism of the scheme.
I. Truncation
In this section, we make a connection to a recent development in the LDG methods of Shu and collaborators. Consider the linear first-order in time, second-order in space wave equation defined on the interval [X l , X r ],
where φ, ψ ∈ L 2 (Ω) are subject to appropriate initial and boundary conditions. We seek to discretize equations (62) using our DGFE scheme. This means replacing φ and ψ by approximate representations φ k and ψ k made up of the basis functions Φ k i . We abuse notation here and denote by ψ k not only the restriction to element Ω k but also the discretization.
Naively, one would use the same number of basis functions to represent φ and ψ within each element. And indeed this is precisely the procedure Cockburn and Shu propose in [57] . In [86] , Xing et al. show that if ψ is represented as a piecewise polynomial of order P k = p ∈ N in each element Ω k , but φ is represented only as a piecewise polynomial of order P k = p−1, it is possible to obtain an energy conserving method that is superconvergent such that the error in the solution is of order O (h k ) P k +3/2 . Whether or not a DGFE method is superconvergent depends strongly on the choice of numerical flux. For linear first-order systems, superconvergence is expected [27] but it is not always achieved in LDG methods [62] .
Motivated by this choice, we represent φ as a polynomial of order P k = p but we represent ψ as a polynomial of order P k = p − 1. This matches with the observation due to Richardson [97] that in the numerical solution of a hyperbolic PDE, the (h k ) −n term in the solution introduced by differentiation n times is exactly cancelled by multiplications by h k due to time integration (with a CFL factor). φ is ψ integrated, so it is multiplied by h k , reducing the error. We do not obtain superconvergence, but we have found this procedure to significantly improve convergence and stability.
More generally, given a system of equations,
we call all variables with no spatial derivatives in their right-hand-sides primary variables and all other variables conjugate variables. Within an element, we represent all variables as linear combinations of the P k basis functions. However, at each integrator substep and for each conjugate variable, we set the spectral coefficient associated with the (P k ) th mode of a conjugate variable to zero. We call this procedure truncation. The process of truncation acts as artificial dissipation, improving the nonlinear stability of our scheme. (OLDG methods are linearly stable, so the stability cannot be improved.) Truncation also eliminates terms of order O (h k ) P k +1 in our pointwise error estimates, providing cleaner convergence results.
J. Time Integration
With our derivatives defined, we integrate our scheme via the method of lines and an explicit time integrator such as the fourth-order total variation diminishing Runge-Kutta scheme proposed by Gottlieb and Shu [98] or the 8(7) scheme due to Dormand and Prince [99, 100] .
Unfortunately, the timesteps for a DGFE method must be smaller than for a finite differences method. Although there is no proof for high-order elements [101] , the time step size for DGFE methods for global timestepping is believed to obey
where C CFL > 0 ∈ R is a constant that depends on the system being solved [27] . (The bound was proven for polynomial order P k = 1 [102] .) In our simulations we choose
however larger timesteps may be possible. There exist several techniques for increasing the CFL factor beyond that implied by equations (63) and (64), which we do not explore but which may be of use to the interested reader. For more details on these techniques, see [101, 103, 104] and references therein. Local timestepping in the context of DGFE methods is discussed in [105] . We do not implement local time-stepping, however the implementation for OLDG methods should be the same as for standard DGFE methods.
K. Convergence
We do not prove convergence for the BSSN system. However, we know from section II G and appendix C that an OLDG discretization of the linear wave equation is both consistent and stable. Therefore by the Lax-Richtmyer theorem [106] , it is convergent, with error bounded by the standard pseudospectral consistency bounds [27, 95, 96] .
We can also obtain stronger, pointwise bounds. In appendix D we show that, for the linear, second-order wave equation (62) with arbitrary initial conditions, we have
where φ k i is the numerical solution in element Ω k with element width h k and element order P k at collocation point x k i . φ is the true solution, and E k is a function, which may depend on the location of the collocation points x k i but is independent of h k and P k , that determines the error. In this proof we show that convergence does not depend on whether or not we truncate as described in section II I.
We argue that these convergence results provide analytic evidence that discretizations of more general systems are convergent to the appropriate order when discretized with our OLDG stencil. The numerical experiments discussed in section IV support our claim.
L. Filtering
It is well known that a numerical scheme that is linearly stable may become unstable when used to solve a nonlinear system of equations, even when those equations are well-posed. In spectral and DGFE methods, we can interpret the loss of stability as emerging from the fact that the interpolating polynomial representing the derivative of a function is not the same as the derivative of an interpolating polynomial. This is usually called aliasing error. Stability can often be restored by filtering the spectral coefficients to remove energy from the shortwavelength modes [107] .
These filtering techniques were originally motivated by the need to capture shocks in nonlinear flux-conservative systems and, more generally, to efficiently represent discontinuous functions spectrally [108] . However, they are often required even when the solution is smooth. If the system is nonlinear, aliasing error can drive an instability. The BSSN equations are no exception [79, 80] .
One can think of the truncation scheme described in section II I as a type of filter and we have found that, in many situations it provides all the required dissipation. However, since truncation is a projection-type operation, it is not tunable. We therefore develop a more traditional, tunable, filtering scheme which can be utilized if necessary.
We choose a modification of the spectral viscosity technique developed by Tadmor and collaborators for pseudospectral methods [109] [110] [111] [112] . Consider the semi-discrete system of the form
where L is some nonlinear operator that acts on φ φ φ and its first two wide OLDG derivatives, as defined in equation (57) , subject to appropriate initial and boundary data.
To make contact with traditional pseudospectral methods, we initially assume that K = 1 such that there is a single element, of width h k = h and order P k = p. In this limit, our discontinuous Galerkin scheme becomes a pseudospectral method with weak boundary conditions. Once we have developed filtering in this setting, we will generalize to the full case.
Tadmor modifies equation (67) by including an artificial dissipation term which vanishes in the continuum limit:
where s is the so-called order of the dissipation and strength of dissipation, and p varies as
The constant C s depends on the regularity of the solution φ φ φ. Roughly, it should be
where φ φ φ ∞ is the infinity-norm of φ φ φ. Under these conditions, Tadmor shows that equation (68) converges spectrally to the true solution. By inspection, we can see that
Tadmor's spectral viscosity technique is the spectral analog to the artificial dissipation proposed by Kreiss and Oliger [113] . Tadmor's spectral viscosity technique is roughly equivalent to filtering the modesφ φ φ of φ φ φ via the exponential filter first proposed by Vandeven [108] . In this case, the spectral representation of φ
where Φ i are the test functions, becomes
where ∆t is the discrete time step used in evolution.
On the other hand, applying an exponential filter to the modesφ is equivalent to solving equation (67) but also solving the ordinary differential equation
for all 0 ≤ i ≤ p at each time step. We claim that equations (67) and (72) need not be solved in separate steps and that the artificial viscosity formulation of Tadmor (68) can be well approximated by "filtering the righthand-side" as
where V is the Vandermonde matrix defined in equation (38) and
is a diagonal matrix defining the decay coefficients of the modal representation of φ. Alternatively, we can use a modified version of F:
where 0 ≤ η crit < 1 [27] . Equation (75) does not precisely correspond to the viscosity term provided in equation (68) . Rather, it filters only the higher-order modes. Ideally, this is less destructive to the accuracy of the solution. We are currently using equation (75) in our implementation, but further investigation is necessary to determine what approach is best.
Of course, a DGFE method usually has more than one element, and we would like the dissipation term in equation (73) to scale appropriately with the number of elements. We therefore modify our dissipation term to the final form
where we have re-introduced the indexing for the element Ω k . In the full DGFE scheme, C s remains a global quantity, independent of the grid and F k generalizes to multiple elements in the obvious way. Since the average distance between nodes is approximately ∆x k := h k /P k , the right-hand-side of equation (76) manifestly has the appropriate units of 1/∆x k for a hyperbolic problem.
III. ASYMPTOTIC PROPERTIES
In this section we analyze the computational costs of OLDG methods and compare them to finite differences.
A. Floating Point Operations for First Derivatives
Here we ask how many floating point operations are required to approximate ∂ x φ for some function φ. For simplicity, suppose a three-dimensional domain with K elements on a side, for K 3 elements total. To make contact with finite differences, each element is of the same order P k = p, p even, such that the number of collocation points on a side is n = (p + 1)K. Further suppose that we are evolving only one variable.
Our in-element wide derivative operator is dense with vanishing diagonal. Therefore, in one dimension, a first derivative requires
floating point operations per element for the multiplication of the length p + 3 in-element state vector by our differentiation matrix. (The overall factor of 2 comes from the fact that add and multiply are separate operations.) In three dimensions and over the whole domain, this translates to
floating point operations. In contrast, a p th -order finite differences stencil requires
floating point operations for a first derivative. 
FD , which tells us how much more a DGFE derivative costs compared to a finite differences derivative. To leading order, both DGFE and finite differences stencils require a number of operations equal to O n 3 p . However, the DGFE method has sub-leading terms which will contribute significantly when p is small and which become negligible when p is large.
B. Floating Point Operations for First and Second Derivatives
For most wave-like systems such as the BSSN system, we need both the first and second derivatives of variables in the state vector. We therefore ask how many floating point operations are required to approximate both
for some continuum variable φ. We make the same assumptions here as in section III A.
In the OLDG case, we take a first derivative, store it, and calculate a second derivative. Therefore the cost to approximate quantity (79) is just the cost of calculating the three first derivatives of φ and then the cost of differentiating each of those quantities for a total of
floating point operations.
Finite differences differentiation could be performed the same way, but it is typically not done. Usually ∂ (1)
operations. FD , which tells us how much more (or less) it costs to calculate both first and second derivatives using our OLDG stencil compared to finite differences. For p ≥ 3, the cost of calculating all first and second derivatives for a function is larger for finite differences as usually implemented than for OLDG methods.
The standard finite differences implementation trades computational cost for memory and communication overhead. We note that finite differences implementations could calculate first derivatives and store them, just as we do in OLDG methods. See e.g. [114] for much more advanced FD stencil algorithms that greatly reduce memory access cost. We are unable to make this trade-off in our OLDG scheme because we need to respect both the weak boundary conditions between elements and summationby-parts over the whole domain.
C. Communication Cost
We now investigate the communication costs in a distributed memory environment. We are interested in strong scaling: given a three-dimensional problem of fixed size S 3 , where S is the number of collocation points in a single dimension, across how many separate memory domains can we efficiently distribute the calculation?
To differentiate at a collocation point g, a finite differences stencil of order p, p even, needs p/2 collocation points on each side. For distributed memory, this translates to a layer of unevolved "ghost cells," p cells deep around the border of the memory domain, as shown in figure 9 . These cells are synchronized whenever differentiation is required and cause a bottleneck for parallelization.
In contrast, a DGFE method requires a layer of ghost cells only one cell deep, no matter the order of the method, as shown in figure 9 . This stems from the fact that, to differentiate within an element, one only needs data from the boundaries of neighbouring elements. The distributional derivative of the DGFE approximation couples the elements only weakly.
We quantify communication overhead by calculating the ratio
or the number of ghost cells divided by the number of interior cells. This depends on the total problem size S 3 and the number of memory domains D across which we want to distribute our problem. Additionally, in the finite differences case, it depends on the order of the method. The number of interior cells is always S 3 /D . (It is impossible to have a fractional number of interior cells. However, for brevity of notation, we will suppress the floor term from now on.) This translates to an overhead of
for finite differences. At scale, S 3 and D are of the same order, so even a moderate p such as p = 4 can produce very large overheads. In contrast, DGFE methods have an overhead of
independent of the order of the element. Since our method is an LDG method, we introduce extra communication steps. We communicate when we calculate both first and second derivatives and when we perform the truncation operation described in section II I. This does not change the ratio of ghost to interior cells, but is an additional communication cost.
As a concrete example we plot in figure 10 the overhead associated with a fixed problem size of S 3 = 1000 3 cells compared between DGFE methods and fourth-and eighth-order finite differences methods. For comparison, we also include the unrealistic cost for an approach that scales perfectly.
with discontinuous Galerkin methods of any order. Perfect strong scaling has a constant overhead of 0 (blue line). If one arbitrarily assumes a maximum acceptable overhead of 1.0, meaning we have as many ghost cells as interior cells, then the eighth-order stencil scales to about D = 3.5 × 10 4 domains, fourth-order to D = 2.7 × 10 5 , and DGFE to D = 2.2 × 10 6 . In this particular situation, DGFE stencils of any order scale about ten times further than fourth-order finite differences.
D. Memory Access Cost
Loading values from memory is a costly operation; accessing memory has on today's systems a latency more than a hundred times larger than a floating point operation. It is thus important that as many memory load operations as possible can be served from a cache. To allow this, one simple optimization method arranges loops in such a way that one first loads a block of collocation points into the cache, and then performs as many operations as possible on this block without requiring additional memory accesses. This is called loop blocking.
Here we assume ideal loop blocking, and then calculate how many memory accesses are necessary to calculate a derivative. The small number of ghost zones required by DGFE methods also serves to improve performance.
To calculate a derivative at a collocation point g, its respective neighbours must also be present. This means that when we calculate a derivative within a block of collocation points, we once again have interior and ghost cells. To quantify the additional memory access cost due to ghost cells, we define a memory access overhead
Here we calculate the memory access overhead for an idealized L3 cache of fixed size C per process for OLDG methods and for finite differences. A double-precision number requires 8 Bytes, so a cache of size C can contain
total points, where V is the total number of variables required. If we define l such that
then the total number of cells is
for a finite differences stencil of order p and
for DGFE methods at any order. If we solve for l we find that
for finite differences and
for DGFE methods. This gives us a memory access overhead of
for DGFE methods.
As a concrete example, we calculate the memory access overhead for the BSSN system and a realistic cache size of C = 1.5 MByte per core. Here we ignore details of a realistic cache and assume a simple 1.5 MB "container." The Einstein Toolkit [115] [116] [117] implementation of the BSSN system has 24 evolved variables [12, 13] . The cache must also contain the right-hand-side and everything we need to calculate it. In the case of finite differences, this is just the state vector and the right-hand-side. In the case of our discontinuous Galerkin scheme, this includes both (94) for finite differences and OLDG stencils respectively. Given these assumptions, we plot the memory access overhead points as a function of the stencil order for both finite differences and DGFE stencils in figure 11 . At secnd-order, and for this cache size, finite differences utilizes the cache slightly better. But at higher order, our dicontinuous Galerkin scheme becomes significantly more efficient.
IV. NUMERICAL TESTS
We have implemented our OLDG scheme as a thorn in the Einstein Toolkit [115] [116] [117] , using Kranc for code generation [118, 119] . We provide our implementation, which is based on the McLachlan thorn [120, 121] , in a public repository [122] . We emphasize that our implementation is a proof-of-concept implementation and has not yet been optimized for performance. We are currently testing a more efficient implementation.
To establish the basic numerical properties of our method, we first investigate its applicability in the context of the second-order wave equation (62) of section IV A. We then investigate in the context of the BSSN equations by performing some of the standard ApplesWith-Apples tests [84, 85] , which we discuss in sections IV C, IV D, and IV E.
The original Apples With Apples tests were intended to test not only the stability and convergence of a code, but also the formulation of the Einstein equations on which that code is based. In this work, we are interested only in establishing the numerical properties of our scheme. Thus we only perform those Apples with Apples tests which probe the numerical scheme rather than the formulation.
We discuss both stability and convergence. All our numerical tests are performed with truncation as described in section II I but without the filtering described in section II L.
A. The Second-Order Equation
Recall the second-order wave equation (62):
A DGFE method has two types of resolution: the order of the polynomial interpolant within each element and the total number of elements in the domain K. In appendix D, we show that the pointwise error obeys equation (66):
however, because DGFE methods are defined only in a weak sense, and because the positions of collocation points change with resolution, equation (66) best translates to the following statement over the whole domain
where φ 2 is the 2-norm of φ over the domain. (Here we abuse notation and allow φ k to not only represent the restriction of φ onto the element Ω k but the numerical solution.)
To investigate convergence of OLDG methods, we numerically solve equation (62) with different numbers of elements and different in-element orders (the order stays fixed to P k = p over the whole grid.) The former is called h-refinement. The latter is called p-refinement. We solve equation (62) 
where ω = √ k 2 c 2 for some amplitude A and wavenumber k. For simplicity, we fix c = k = A = 1. We plot our error at t = 0.75. Figure 12 shows the convergence under h-refinement using fourth-order elements. When we double the number of elements, we halve the element width h. Equation (95) (62) under h-refinement for fourth-order elements at time t = 0.75. (62) under p-refinement with a fixed number of 8 elements at time t = 0. 75. tells us that we should see the error scale as h −p , or h −4 in this case. And indeed measurements confirm this prediction. Figure 13 shows the convergence under p-refinement with a fixed element width h = 1/8. The convergence given in equation (95) now translates to exponential decay with p. This rapid convergence rate is often called "spectral" or "evanescent" convergence. Our measured convergence agrees with this expectation. We measure the convergence rate to be our OLDG approach with the pointwise error of a finite differences scheme. For figure 14 , we use a fourth-order stencil and 40 collocation points (or 8 elements). For figure 15, we use an eighth-order stencil and 36 collocation points (or 4 elements). The curves are generated by using fourth-order and eighth-order interpolation respectively. In the OLDG case, this interpolation corresponds to the modal representation within an element. The dots are measured values at the collocation points. For the OLDG stencil, the vertical lines show element boundaries. For consistency, all simulations were run with the same CFL factor and time integrator.
For the OLDG stencil, element boundaries are visible by eye as locations where the function is no longer smooth. We find the pointwise error for the OLDG stencil is worse than for the finite differences stencil of the same order and resolution. For fourth-order stencils, the OLDG error is about ten times worse than the finite differences error. For eighth-order stencils it is almost fifty times worse at element boundaries. This error can be mitigated somewhat by the post-processing technique discussed in section IV B below.
We also find that the error for the OLDG stencil is significantly higher frequency than the error for the finite differences stencil, even in the linear case. The highfrequency nature of the error indicates that artificial dissipation may reduce error, even in the linear case when it is not required for stability. However, we did not investigate this possibility. Our experiments indicate that these traits are roughly generic, although the factor by which the finite differences error is smaller may depend on the order of the method. This is a weakness of our OLDG method compared to both traditional DGFE methods and finite differences methods. Traditional DGFE methods have significantly more freedom with their numerical flux and they can, for example, employ upwinding to reduce their error.
However, we emphasize that we have been "fair" to finite differences methods by comparing stencils of the same order. At first glance, one might assume that a spectral method would have less error than a finite differences method. However this is only true if the spectral method is allowed to utilize arbitrarily high-order polynomials. In the comparisons shown in figures 14 and 15, we have restricted our discontinuous Galerkin elements to use polynomials of order fixed to that of the finite differences stencil.
In the fixed order case, we need about 14 fourth-order elements (or 70 collocation points) to do as well as the fourth-order finite differences stencil with 40 points. (See the top panel in figure 16 .) However, if we vary the polynomial order within elements, we can get comparable accuracy to the finite differences stencil at similar computational cost and, as discussed in section III, significantly improved communication and cache properties.
The bottom panel of figure 16 shows the pointwise error for the wave equation with 7 fifth-order elements, or 42 collocation points. The error is comparable to the fourth-order finite differences case shown in figure 14 . And if our code were optimized, the computational cost would be similarly comparable. This example highlights how, even though the pointwise error for OLDG methods may seem inferior to finite differences in a "fair" comparison, they will perform better in realistic situations. The simulation for the fourthorder stencil was run with 14 elements and the simulation for the fifth-order stencil was run with seven. Note that the errors are comparable to the finite differences calculation in figure  14 .
B. Post-processing Element Boundaries
The pointwise error shown in figure 15 highlights a conceptual difficulty with DGFE methods. The "continuum" function recovered by modal representation is not continuous. Rather, it is piecewise smooth. However, we often know from physical considerations that the function that we solve for should be smooth over the whole domain. How then do we recover a continuous function?
Given the collocation points φ 
where φ φ φ k wide is a length P k +3 vector containing the points
and A k is a wide operator that maps φ k wide to a length P k + 1 vector which represents φ k but with the left-and right-hand limits of φ k at element boundaries mapped to their average. A k ij has components for all i = 0, 1, 2, . . . , P k and j = −1, 0, 1, . . . , P k + 1. Here we use the shorthand introduced in equation (49) . Figure 17 shows an example of A k for polynomial order
If we solve equation (98) to generate our interpolation, we produce a function that is continuous everywhere, though it may not be smooth everywhere. Figure  18 shows the effects of this averaging scheme on pointwise errors for a simulation run with four eighth-order elements. As usual, the curves are the interpolated solution and the points are the collocation points. This procedure reduces pointwise error near element boundaries, but otherwise does not significantly change the pointwise error.
C. The Robust Stability Test
Our goal, of course, is not to solve the wave equation but to solve equations as complex as the BSSN system. To test our scheme's properties in this more realistic and demanding setting, we perform the Apples-with-Apples tests developed by the community [84, 85] .
The most basic of the Apples-with-Apples tests is the robust stability test. The robust stability test is an experimental and numerical analog to the stability condition for hyperbolic systems. It discerns whether the numerical approximation of our formulation of the continuum equations is stable to linear perturbations.
We take a constant-time slice of vacuum Minkowski space and introduce random noise. We choose the amplitude of the noise such that the Hamiltonian constraint is linearly satisfied. We then evolve the spacetime and watch the deviation from Minkowski space for various resolutions. A method passes the test if the deviation grows at most exponentially in time, such that the maximum rate is independent of the resolution. Practically this means that the rate of growth in the deviation must not increase with increased resolution. Figures 19 and 20 show the results of the robust stability test under h-and p-refinement respectively. We plot the xy-component of the spatial metric γ, which should vanish in the continuum. Therefore we measure error in the linear regime as a function of time. We find our discretization of the Einstein equations to be stable. By eye, the growth rate is at most linear and decreases with resolution under both kinds of refinement. For this test, we use a three-dimensional domain Ω = [−0.5, 0.5] 3 .
D. Gauge Wave Test
As a test of the accuracy and convergence of our scheme for the BSSN system, we perform the gauge wave test [84, 85] . The gauge wave test is a periodic coordinate transformation of Minkowski space, which provides a metric with a known analytic solution against which we can compare. The metric for the one-dimensional gauge wave test is
with
for some amplitude A and wavelength d. This can be converted to a three-dimensional wave by rotating about the y-and z-axes by π/4 each. Figure 21 shows a twodimensional slice of xx-component of the spatial metric for the 3D gauge wave. The boundaries of the cells are the collocation points and the value in the cell is is the average value in that region. We have chosen a deliberately low resolution to highlight the structure of the grid. The non-uniform position of the collocation points can be seen in the varying cell sizes. In all of our gauge wave simulations, we use an amplitude of A = 0.01 and a period of d = 1. In one dimension our domain is the interval x ∈ [−0.5, 0.5]. In three dimensions, our domain is the box (x, y, z) ∈ [−0.5, 0.5] 3 . For the one-dimensional gauge wave, we use fourth-order elements. For the three-dimensional gauge wave, we use eighth-order elements. For time integration we use an explicit fourth-order or eighth-order Runge-Kutta integrator, as appropriate. Figure 22 shows the error in the xx-component of the metric for the one-dimensional gauge wave at t = 3.75 light crossing times, rescaled by h −4 , where h is the element width for each element. As in figure 14 , we generate the curves by interpolation using the modal representation within an element. The curves do not line up perfectly, but they are all contained within an envelope function, which converges at fourth-order, as expected. again re-scale the error by h −4 . The fact that the curves overlap demonstrates fourth-order convergence for the system as it evolves in time. Figure 24 shows the L 2 -norm of the error for the threedimensional gauge wave, using eighth-order elements. We now rescale by h −8 and, again, the fact that the curves overlap demonstrates convergence of the appropriate order under h-refinement. At eighth order, we need very few elements before we see good convergence.
We note that since the y-axis is rescaled in figures 23 and 24, it does not represent the true error. In particular, although the rescaled error is large, the absolute error is comparable to or better than that in [84, 85] .
E. Gamma Driver Gauge Wave Test
The gauge wave prescription given in equation (101) has a harmonic lapse and vanishing shift. We would like to test more realistic lapse and shift conditions in this simplified context, so we seek a generalization of the gauge wave. In [85] , Babiuc et al. propose the shifted gauge wave, which generalizes the original gauge wave to include a nonzero shift.
This nonzero shift is harmonic however and, as discussed in [85] , the BSSN system performs poorly in this setting. Physical evolutions of the BSSN system typically use the Gamma driver shift condition of the form [13] 
where β i are the components of the shift, L β is the Lie derivative in the β-direction, ζ, η ∈ R are constants, and
is the conformally rescaled connection for spatial metric γ and conformal factor ψ. The Gamma driver shift is combined with the 1+log slicing condition, first developed by Bernstein [123] and Anninos et al. [124] . This is of the form [12, 13] :
where α is the lapse and K is the trace of the extrinsic curvature tensor.
Motivated by these observations, we propose a new version of the shifted gauge wave test, the Gamma driver gauge wave, which tests our method using the gauge conditions typically used with the BSSN system. We use the same domains and initial conditions as the gauge wave test, but we impose 1+log slicing and a simplified version of the Gamma driver shift condition:
where we choose ζ = η = 3/4 [12, 13] . We do not know the analytic solution to this system of gauge conditions, but we can study convergence in this setting by comparing several coarse resolutions to a fine resolution instead of an analytic solution. This type of convergence test, which is weaker than convergence to a known solution, is called a self-convergence test. In self-convergence, one must take care to rescale the error by the correct amount. A system is self-convergent to order P if
where i indexes three resolutions, such that i = 1 is the coarsest and i = 3 is the finest. For notational simplicity, we assume all elements have the same width and order and we therefore suppress the element index k. We also suppress dependence on x and t. For details of where equation (108) comes from, see appendix F. Figure 25 shows the self-convergence for the onedimensional Gamma driver gauge wave with fourth-order elements. We plot the L 2 -norm over space of equation (108) . Because our implementation is not yet optimized for performance, the 3D self-convergence test was too expensive. Therefore we do not perform the Gamma driver gauge wave test in 3D.
As an additional check, we can treat P in equation (108) as a free variable, the convergence order, and solve for it numerically. If convergence is as we expect, we will recover that P is the same as the order of the element. Indeed, we can perform this calculation globally by taking the L 2 -norm of (γ xx ) i − (γ xx ) 3 for i = 1, 2 at each timestep and solving for P . We then obtain a measure of convergence as a function of time. Figure 26 shows the result of this procedure for the Gamma driver gauge wave using both 4 th -and 8 th -order elements. The measured convergence order agrees very well with our expectations. 
V. CONCLUDING REMARKS
By performing an LDG discretization at the level of the differential operator, rather than at the level of the equations, we have developed a novel DGFE scheme that can be used to discretize arbitrary second-order hyperbolic equations, in particular also the BSSN formulation of Einstein's equations. In the process, we have made the formalism proposed by Hesthaven and Warburton [27] rigorous and combined it with summation by parts.
We analyzed and tested our scheme and its stability and accuracy for a series of standard test problems in numerical relativity, and find the expected polynomial (for h-refinement) and exponential (for p-refinement) convergence. Compared to finite differencing methods, the solution error is larger when using the same number of collocation points, but as for other DGFE methods, our OLDG scheme requires significantly fewer memory accesses and has a significantly lower communication overhead, and is thus more scalable on current high performance computing architectures.
Moreover, our focus on the derivative operator allows codes that currently employ finite differences methods to straightforwardly replace the finite differences stencil with our OLDG stencil, converting a finite differences code to a DGFE code. This should improve the parallel efficiency of such codes. We are grateful to the countless developers contributing to open source projects on which we relied in this work, including Cactus [125, 126] and the Einstein Toolkit [115] [116] [117] , Kranc [118, 119] , HDF5 [127] , Python [128] , numpy and scipy [129, 130] , Matplotlib [131] , and the yt-project [132] .
This research used computing facilities at the Perimeter Institute, the Center for Computation & Technology at LSU, the Shared Hierarchical Academic Research Computing Network (SHARCNET) and Compute Canada, the Extreme Science and Engineering Discovery Environment (XSEDE) (TG-PHY100033), and the Blue Waters sustained-petascale computing project (PRAC jr6). The following treatment can be found in standard textbooks such as [91] or [27] . Consider the domain Ω = [−1, 1] and a function ψ ∈ L 2 (Ω). We wish to approximate the continuum function ψ and its derivatives in a reasonable way. One such approximation is that
where P ∈ N, each Φ i is some polynomial basis function such that {Φ i } ∞ i=0 forms a complete orthonormal basis of L 2 (Ω), and eachψ i is a constant in x defined by the projectionψ
Since the Φ i 's form a complete basis, equation (A1) becomes exact in the limit P → ∞. The demand that each Φ i is a polynomial is crucial, as we will soon see. We can also approximate ψ in a so-called nodal basis, where we treat it as the polynomial that interpolates between known points ψ(x i ) for some set of points x i ∈ Ω, i = 0, 1, . . . , N , with N ∈ N. We can write this as where ψ i = ψ(x i ) and l i (x) are the P th -order Lagrange polynomials,
Interpolating polynomials are unique. So in the special case N = P , the two representations (A1) and (A3) in fact describe the same polynomial. Suppose N = P . Crucially, if equations (A1) and (A3) are different representations of the same function, there should be a way to transform between them. This is the Vandermonde matrix defined by its action as a transformation operator
From equation (A5), it is easy to show that
In a realistic calculation, we will need both the Vandermonde matrix and its inverse V −1 . Therefore, the matrix should be well-conditioned.
One basis for which V is well conditioned is the basis of Legendre polynomials. The Legendre polynomials are solutions to Legendre's differential equation
but they are most easily defined recursively as:
In general, we may not be able to compute the integral in equation (A1) with perfect accuracy or efficiency. Therefore, we would like to find a quadrature rule that allows us to efficiently calculate approximate integrals:
for some set of weights w i and collocation points x i . Choosing a quadrature rule involves a choice both of weights w i and abscissas x i . There are several good choices for quadrature rules. Because we are interested in using this discretization for a DGFE method, we want a rule where the abscissas include the endpoints of the domain Ω. We therefore use Gauss-Lobatto quadrature.
where roots Φ P −1 is the set of solutions to the equation
The weights are then defined as the solutions to the linear system
for all j = 0, 1, . . . , P . In table II, we provide approximate values for some of the Gauss-Lobatto quadrature points and their associated weights for different values of P . A procedure for calculating these points precisely can be found in any standard numerical text such as [91] . By setting the collocation points in equation (A3) equal to the abscissas defined by equation (A12), we obtain the discrete approximation of L 2 (Ω). This representation is exact for all polynomials of order no greater than P .
We are interested in performing this discretization within a DGFE element
which is related to the interval [−1, 1] by a simple linear coordinate transformation. This transformation introduces a factor of h k /2 into each of the weights:
where the weights must be computed for the element order P k . This coordinate transformation also introduces a factor of 2/h k into the modal derivative operator defined in equation (34) . In this section, we prove that the scheme described in section II satisfies summation by parts if and only if ξ = 1, as asserted in section II E. We begin with the element-wise derivative operator defined in equation (53) :
where d k and b k are the element-wise differentiation and boundary operators respectively and the fetch operator F k produces information about the boundary of neighbouring elements as defined in equation (48) . We seek the conditions on it such that equation (55) holds:
where D is the derivative operator defined on the whole domain as given by equation (54):
In terms of the element-wise inner product, we demand that
(or some equivalent relation) for all test functions φ and ψ in L 2 (Ω). For convenience, we define
for the boundary elements Ω 0 = {X l } and Ω K+1 = {X r }. Now, if we plug definition (53) into condition (B1), we find that
where we have split the sum over elements into two sums
and
for all φ and ψ and for all elements Ω k . Therefore, every term in the sum S 1 vanishes and
We now focus our attention on S 2 . Recall from equation (48) that the fetch operator is (46) and (47) such that
equation.
Strategy
The strategy of our proof is as follows. We use our discontinuous Galerkin scheme to solve the linear wave equation given arbitrary initial conditions and compare to the analytic solution. We write both the analytic solution and the "numerical" solution in terms of element width h and element order p so that we can write the error as a function of these two quantities. (As usual, we assume that all elements are the same width and order.)
We use Wolfram Mathematica [133] to symbolically carry out the OLDG differentiation and Runge-Kutta integration, as described in section II. In this way, our initial conditions can be truly arbitrary, and we only need to provide it in terms of a finite number of arbitrary constants. We have made our Mathematica code public and placed it in an online repository, where it can be examined [94] .
The Continuum Problem
Consider the one-dimensional domain Ω = R and the interval
We seek functions ψ(t, x) and π(t, x) which satisfy the linear wave equation in its first order in time reduction (62) ,
for all x ∈ Ω and all t ∈ T . Without loss of generality, we assume that c = 1. If φ is analytic in x, then at any time t it can be wellapproximated by a power series
where a i and b i , 0 ≤ i ≤ N are arbitrary constants that determine the initial profile. Of course, the solution to the wave equation given this initial condition is known. On the real line, ψ is a superposition of right-and lefttravelling waves that advect in each direction with speed c:
with time-derivative
Therefore our initial condition for ψ is given by
Note that the initial condition for ψ contains one fewer modes than the initial condition for φ. Enforcing this at each time step is equivalent to applying the truncation procedure discussed in section II I.
The Discrete Setup
To test the OLDG method developed in section II, we use it to calculate a numerical approximation to the solution given by equations (D3) and (D4) with equations (D2) and (D5) as initial conditions. Crucially, we do not want to specify a i and b i . Rather we want our solution in terms of them.
For simplicity we break Ω into a uniform "grid" of elements, all of the same width h and order p ≤ N . For initial data that is truly arbitrary, initial conditions (D2) and (D5) are accurate up to order h N and h N −1 respectively. To simulate a realistic situation, where the initial conditions introduce error equivalent to the order of the discretization scheme, we set N = p.
In principle, we have an infinite number of elements since our domain is the real line. In practice, however, we can examine a finite number K of elements, spanning some interval I = [−A, A] ⊂ Ω as long as that number is sufficiently large so that no information from elements near the boundary of I has time to propagate to elements near the centre of I in time T .
We then write the positions of the nodes within elements, x k i as a multiple of the element width h, which can be calculated by finding how many elements away from the origin the element Ω k is and the "local" coordinates of x k i within Ω k . We also define φ 
Comparing to the Continuum Solution
Once we define our fields, we integrate them using a p th -order explicit Runge-Kutta scheme and compare to the analytic solution. We perform this calculation for both second-and fourth-order stencils and the results seem to be generic. We use an explicit integrator of the same order as the OLDG stencil we wish to test. Our implementation of a second-order Runge-Kutta, for example, integrator is given by the following code. Since the initial conditions are arbitrary, we only need to integrate by one time step. After integration, we subtract the true solution, given by equations (D3) and (D4), from the integrated solution and calculate the error. Because the wave equation is homogeneous, it is sufficient to study an element in the center of I. For second-order elements (for example), this error is of the form for ψ, where α is the Courant-Friedrichs-Lewy factor in this context. For a second-order element, initial conditions (D2) and (D5) also have errors of leading order h 2 and h 1 respectively, so convergence is retained. More generally, we find that the error in φ is of order O (h p ) and that the error in ψ is of order O h p−1 .
Appendix E: Making Contact with Standard Discontinuous Galerkin Methods
In this section we provide an example of how our wide derivative operator relates to more traditional DGFE formulations. This calculation also provides a simple example of how OLDG methods can be used to discretize more complicated systems.
Consider the linear wave equation in first-order, fluxconservative, form
where we have introduced the complex variable for all elements Ω k and all i = 0, . . . , P k , where P k is the order of the element. If we expand the wide derivative operator D k , we obtain
where we have now suppressed the dependence of f on φ.
To obtain the usual representation of a DGFE method, we must take the inner product with respect to a test function Φ k j (x), which is its own interpolant. Recall from equation (38) that k of polynomials of order P k and lower are exact, since this is how the narrow derivative operator is defined. We thus have 
are the mass and stiffness matrices from standard dis-continuous Gaklerkin methods and where we have suppressed the index notation to recover a matrix form within each element. The last term in equation (E5) still requires some massaging, however. Recall from equation (45) that w k b k is nonzero only on the boundary and it is always ±1. Then we can do away with the integral over the boundary and recover
where f We recognize equation (E7) as a standard DGFE method in strong form with a simple central numerical flux
for the interior and exterior values of φ at the boundary of Ω k . Therefore, in the simplest cases at least, our scheme matches traditional DGFE methods.
Appendix F: Calculating Self-Convergence
Here we derive the test for self convergence (108) given in section IV E. We follow a procedure first proposed by Richardson [97] . Suppose we are evolving the BSSN equations. Based on equation (66) , suppose that the error in the xx-component of the metric is of the form:
where i indexes three resolutions, such i = 1 is the coarsest and i = 3 is the finest. γ xx is the true solution, E is an "error" function, and h and P are the element width and order as usual. For notational simplicity, we assume all elements have the same width and order and we therefore suppress the element index k. We also suppress dependence on x and t.
We now combine formula (F1) for different values of i:
and similarly
(F3) If we combine equations (F2) and (F3), we find equation (108):
, so we can check for self convergence by constructing the left-and right-hand-sides of equation (108) and comparing them. Self-convergence is a weaker statement than convergence, since it does not guarantee that a numerical solution converges to the true solution. It could, in principle, converge to something else.
