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Abstract
We establish the variational principle of Kolmogorov-Petrovsky-
Piskunov (KPP) front speeds in temporally random shear flows inside
an infinite cylinder, under suitable assumptions of the shear field. A
key quantity in the variational principle is the almost sure Lyapunov
exponent of a heat operator with random potential. The variational
principle then allows us to bound and compute the front speeds. We
show the linear and quadratic laws of speed enhancement as well as a
resonance-like dependence of front speed on the temporal shear corre-
lation length. To prove the variational principle, we use the compari-
son principle of solutions, the path integral representation of solutions,
and large deviation estimates of the associated stochastic flows.
1 Introduction
Reaction-diffusion front propagation in strongly time dependent random me-
dia arises in premixed flame propagation problems ([13, 23, 31, 32, 38, 39] and
references), interacting particle systems ([25, 11] and references) and popu-
lation biology ([33] and references). A fundamental issue is to characterize,
bound and compute the large time front speed, an upscaled quantity that
∗Department of Mathematics, University of Texas at Austin, Austin, TX 78712
(jnolen@math.utexas.edu).
†Department of Mathematics, University of California at Irvine, Irvine, CA 92697.
(jxin@math.uci.edu).
1
depends on statistics of the random media in a highly nontrivial manner.
In combustion literature, ad hoc and formal procedures abound for approx-
imation, such as closures and renormalization group methods [31, 39]. In
this paper, we establish variational principles of propagation speeds of KPP
reaction-diffusion fronts through temporally random shear flows inside an
infinite cylinder. The variational characterization then allows us to estimate
and compute the statistical properties of front speeds with both accuracy
and ease.
The model equation is:
ut =
1
2
∆zu+B · ∇zu+ f(u), (1.1)
where u = u(z, t), z = (x, y) ∈ R × Ω, Ω a bounded open subset of Rn−1
with Lipschitz continuous boundary, n ≥ 2; B = (b(y, t), 0, . . . , 0), b(y, t)
is a stationary Gaussian process in t, with a given deterministic profile in
y, to be made more precise later. The nonlinear function f(u) ∈ C1([0, 1])
is a KPP nonlinearity: f(u) > 0 for u ∈ (0, 1), f(0) = f(1) = 0, f ′(0) =
supu∈(0,1) f(u)/u. An example is f(u) = u(1− u).
For compactly supported initial data bounded between 0 and 1, solutions
of (1.1) develop into propagating fronts separating the cylindrical domain
into a region where u ≈ 1 and the rest where u ≈ 0, which correspond to
burned (hot) and unburned (cold) states in combustion. In case B is periodic
in z and t, KPP type front dynamics and speeds have been recently studied
for both shear and more general incompressible flows [20, 22, 23, 27, 28, 26].
Exact traveling front solutions exist [27, 28, 26], extending those in spatially
periodic media, [4, 5, 36, 35], see also [3] and [37] for reviews.
For temporally random shear flows, it is more efficient to study front so-
lutions asymptotically without constructing exact traveling fronts. This line
of work goes back to Freidlin [14] where variational principles of KPP front
speeds in spatially periodic media are obtained by combining the large devia-
tion techniques and Feynman-Kac representation formulas of KPP solutions.
We shall further develop this approach to treat the temporally random shear
flows which generate more complexities in path integrals and unbounded
variations in time.
Let us make precise our assumptions on the shear field. The function
b(y, t) = b(y, t, ωˆ) is a mean zero Gaussian random field over (y, t), periodic
in y with period L for each fixed t, and stationary in t for each fixed y. The
field b is defined over probability space (Ωˆ, Fˆ , Q) and has covariance function
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Γ(y1, y2, t1, t2) = EQ[b(y1, tt)b(y2, t2)]. The following assumptions hold on
b(y, t):
A1: (Periodicity in y) Let C0,1P (D) denote the space of Lipschitz continuous
functions that are periodic on the period cell D = [0, L]n−1. For each
ωˆ ∈ Ωˆ, there is a continuous map J(·, ωˆ) : [0,+∞) → C0,1P (D) such
that b(·, t, ωˆ) = J(t, ωˆ).
A2: (Stationarity in t) For each s ∈ R+ there is a measure preserving trans-
formation τs : Ωˆ → Ωˆ such that b(y, · + s, ωˆ) = b(y, ·, τsωˆ). Hence, Γ
depends only on y1, y2 and |t− s|.
A3: (Ergodicity) The transformation τs is ergodic: if a set A ∈ Fˆ is invari-
ant under the transformation τs, then either Q(A) = 0 or Q(A) = 1.
A4: The field b is mean zero, almost surely continuous in (y, t), and has
uniformly bounded variance:
E[b(y, t)] = 0 E[b(y, t)2] ≤ σ2 for all y ∈ D, t ≥ 0. (1.2)
A5: The function Γˆ(r) = supy1,y2 Γ(y1, y2, 0, r) is integrable over [0,∞):∫ ∞
0
Γˆ(r) dr = p1 <∞ (1.3)
for some finite constant p1 > 0.
A6: There is a finite constant p2 > 0 such that
|Γ(y1, y2, s, t)− Γ(y1, y3, s, t)| ≤ p2|y3 − y2|Γˆ(|s− t|).
For example, a field satisfying Assumptions A1-A6 might have the form
b(y, t) =
∑N
j=1 b
j
1(y)b
j
2(t), where the functions b
j
1(y) are deterministic, Lip-
schitz continuous and periodic over D, and the functions bj2(t) are mean
zero, stationary Gaussian fields in t.
Before stating the main results, let us define the family of Markov pro-
cesses associated with the linear part of the operator in (1.1). For a fixed
ωˆ ∈ Ωˆ and for each z ∈ Rn, t ≥ 0, let Zz,t(s) = (Xz,t(s), Y z,t(s)) ∈ Rn solve
the Itoˆ equation:
dXz,t(s) = dW1(s) + b(W2(s), t− s) ds
dY z,t(s) = dW2(s) (1.4)
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with initial condition Zz,t(0) = z = (x, y) ∈ Rn, whereW (s) = (W1(s),W2(s)) ∈
Rn is the n-dimensional Wiener process with W (0) = 0. Let P z,t denote the
corresponding family of measures on C([0, t];Rn). As we will see, the KPP
front speed depends on large deviations of the random variable
ηtz(κt) =
x−Xz,t(κt)
κt
(1.5)
which is the first component of the average speed of a trajectory over time
interval [0, κt]. We consider only the first component since we are concerned
only with propagation in the x direction. The need for the parameter κ
results from the time dependence of the field b(y, t) and will become more
apparent later.
Now we state the main results. First, the following lemma allows us to
characterize the speed of propagation:
Lemma 1.1 Assume that A1-A6 hold for the process b(y, t). Then for each
λ ∈ R, the limit
µ(λ, z) = µ(λ) = f ′(0) + lim
t→∞
1
t
logE
[
e−λX
z,t(t)
]
(1.6)
exists and is a finite constant, almost surely with respect to measure Q and
independent of z ∈ Rn. Moreover, µ(λ) is a convex, positive, and even
function of λ. Also, µ(λ)/|λ| → +∞ as |λ| → ∞.
If we let H(c) be the Legendre transform of µ(λ)
H(c) = sup
λ∈R
[c · λ− µ(λ)],
then we find that the speed of propagation can be bounded above in terms
of H .
Theorem 1.1 (Upper bound on front speed) Let b(y, t, ωˆ) satisfy assump-
tions A1 - A6. Let u(x, y, t, ωˆ) solve (1.1) with initial condition u(x, y, 0, ωˆ) =
u0(x), where u0(x) ∈ [0, 1] has compact support and is independent of ωˆ.
Then, for any closed set F ⊂ {c ∈ R| H(c) > 0},
lim
t→∞
sup
y∈D
u(ct, y, t, ωˆ) = 0
uniformly in c ∈ F , for almost every ωˆ ∈ Ωˆ.
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Therefore, if we define the constant c∗ > 0 by the variational formula
c∗ = inf
λ>0
µ(λ)
λ
, (1.7)
we see from the definition of H that the front spreads asymptotically with
speed no greater than c∗ in the positive x direction and with speed no greater
than c∗ in the negative x direction. Although the solution u depends on ωˆ ∈ Ωˆ
since B is a random variable over Ωˆ, the function H(c) and the speed c∗ are
independent of ωˆ. They are almost surely constant with respect to Qˆ, a
consequence of the ergodicity assumption A3. We will generally suppress the
dependence of u on ωˆ for clarity of notation.
The constant c∗ is also almost surely a lower bound on the speed of
propagation:
Theorem 1.2 (Lower bound on front speed) Let b(y, t, ωˆ) satisfy assump-
tions A1 - A6. Let u(x, y, t, ωˆ) solve (1.1) with initial condition u(x, y, 0, ωˆ) =
u0(x), where u0(x) ∈ [0, 1] has compact support and is independent of ωˆ.
Then, for any compact set K ⊂ {c ∈ R| H(c) < 0},
lim
t→∞
inf
y∈D
u(ct, y, t, ωˆ) = 1
uniformly in c ∈ K, for almost every ωˆ ∈ Ωˆ.
Theorems 1.1 and 1.2 extend our recent results on KPP front speeds
in temporally periodic incompressible flows [28, 26] and a classical result
of Freidlin (Theorem 7.3.1, p. 494 of [14]) where he treated the case of
spatially periodic advecting flows. Our proofs are built on his, with additional
ingredients to handle both the time-dependence and the stochastic nature of
the field B. For example, in the periodic case, µ(λ) is the principal eigenvalue
of a periodic-parabolic operator [28, 26], and perturbation theory [17] implies
that µ(λ) is differentiable in λ. It then follows from Theorem 7.1.1 and
Theorem 7.1.2 of [14] that the random variables ηtz(t) satisfy a large deviation
principle with convex rate function S(c) given by (4.3). However, if µ(λ) is
not known to be differentiable, the large deviation property needs a new
proof. In the present case, µ(λ) is not an eigenvalue of a linear operator, so
we cannot readily apply the perturbation theory [17] to get differentiability.
Instead, we will show that a rate function exists and is convex, and that it
continues to satisfy (4.3). In fact, µ(λ) is related to the almost sure principal
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Lyapunov exponent of a heat operator with random potential [38], known as
the parabolic Anderson problem ([10, 12] and references). Dynamical aspects
of principal Lyapunov exponents as an extension of principal eigenvalues are
recently studied in [24]. Regularity of µ(λ) is an interesting problem in itself.
The paper is organized as follows. In Section 2, we prove Theorem 1.1.
In Section 3, we adapt Freidlin’s method to prove Theorem 1.2, assuming
a few technical estimates as well as a crucial lower bound stated in Lemma
3.1. In Sections 4 and 5 we will prove the lower bound of Lemma 3.1 and
necessary large deviation estimates. It is in these sections that we resolve
the main difficulties that result from the additional stochastic time depen-
dence. We will make frequent use of the subadditive ergodic theorem and
the Borell inequality for Gaussian fields [1, 2, 19]. In Section 6, we use the
variational formula (1.7) to numerically compute the front speed c∗ in an
example where the temporal random process is Ornstein-Uhlenbeck (O-U).
We study the dependence of front speeds on the covariance of the random
media as well as their growth laws in small and large advection limits. The
speed grows linearly in the limit of large advection, and quadratically in
the limit of small advection. The variational principle also yields analytical
bounds on c∗, demonstrating the enhancement by random shear flows and
that small temporal correlation reduces the front speed. This is analogous
to the decrease of front speeds with increasing frequency of temporally os-
cillating periodic shear flows [20, 27, 28]. Furthermore, there is an optimal
correlation length that maximizes the enhancement. Linear and quadratic
speed growth laws are known for deterministic flow patterns with channel
structures ([3, 4, 6, 8, 16, 18, 34] and references), also for spatially random
shears inside infinite cylinders [29, 30] or white in time Gaussian shears in the
entire space [38]. The speed growth laws known to date are not sensitive in
the form of nonlinearities as long as fronts propagate out of the initial data.
In this sense, KPP plays the role of solvable model and KPP front speeds
carry universal properties. In Section 7, we make concluding remarks. Fi-
nally in the two Appendices, we prove Lemma 1.1 and several key technical
bounds.
Though the arguments in our proofs rely on the periodicity of b(y, t) in
y to provide compactness in the y dimensions, they can be easily modified
to solve the same problem in an infinite cylinder with the zero Neumann
boundary condition on the sides of the cylinder. The compactness property
remains, and the process Xz,t(s) just needs to be reflected when it hits the
boundary R × ∂Ω. It is also not necessary for the process b(y, t) to be
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Gaussian. Our proofs of the bounds in Sections 4 and 5 shall rely on the
powerful Borell inequality for Gaussian process, yet it is easy to see that if
the estimates of Lemma 3.2 and the Appendices hold for a given process,
and if assumptions A1 - A6 hold, the main results extend.
2 Proof of Theorem 1.1
The proof of Theorem 1.1 is based on the assumption that f(u) ≤ f ′(0)u.
This allows us to construct a super-solution to equation (1.1) as follows. Note
that the integral form of (1.4) is
Xz,t(s) = x+
∫ s
0
b(W y2 (τ), t− τ) dτ +W 01 (s) (2.1)
Y z,t(s) = W y2 (s)
where W z(s) denotes a Wiener process starting at W z(0) = z, P -a.s. Using
(2.1), we can express (1.6) as
µ(λ) = f ′(0) + lim
t→∞
1
t
logEz
[
e−λ
∫ t
0
b(W y2 (s),t−s) dse−λW
0
1 (t)
]
= f ′(0) +
λ2
2
+ lim
t→∞
1
t
logEy
[
e−λ
∫ t
0 b(W
y
2 (s),t−s) ds
]
. (2.2)
Here we have used the independence of W1 and W2. Note that we will
sometimes use ρ(λ) = µ(λ)−f ′(0)−λ2 to refer to the limit on the right hand
side of (2.2). Using the Feynman-Kac formula, we see that µ(λ) is just
lim
t→∞
1
t
logEy
[
e
∫ t
0 λ
2/2+f ′(0)−λb(W y2 (s),t−s) ds
]
= lim
t→∞
1
t
log Φ(y, t)
where Φ = Φ(y, t) > 0 is periodic in y and solves the auxiliary initial value
problem
Φt =
1
2
∆yΦ+ (λ
2/2 + f ′(0)− λb(y, t))Φ.
Φ(y, 0) ≡ 1.
Suppose c > c∗ (i.e. H(c) > 0). Then for ǫ > 0 sufficiently small, there
exists λ > 0 such that µ(λ) < (c− ǫ)λ. By Lemma 1.1 µ(λ) is finite, so that
lim
t→∞
1
t
log Φ(y, t) = µ(λ),
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and there is a function R = R(y, t) such that |R| → 0 as t → ∞, uniformly
in y, such that
Φ(y, t) = eµ(λ)t+R(y,t)t < eλ(c−ǫ)t+R(y,t)t.
Defining ψ(x, y, t) = e−λxΦ(y, t), we see that ψ solves the equation
ψt =
1
2
∆x,yψ + bψx + f
′(0)ψ
ψ(x, y, 0) = e−λx.
By the properties of f , we then have
ψt ≥ 1
2
∆x,yψ + bψx + f(ψ)
when ψ ∈ [0, 1]. Multiplying ψ by a constant C if necessary, we may assume
ψ(z, 0) > u0(z), and by the maximum principle we must have u(z, t) ≤ ψ(z, t)
for all t ≥ 0. If we define the half-space
Σ+r = {(x, y) ∈ Rn | x > r}
we now see that
lim
t→∞
sup
z∈Σ+ct
u(x, t) ≤ lim
t→∞
sup
z∈Σ+ct
ψ(z, t)
= lim
t→∞
sup
z∈Σ+ct
e−λxφ(y, t)
≤ lim
t→∞
sup
y∈D
e−λcteλ(c−ǫ)t+R(y,t)t = 0
since |R(y, t)| < ǫλ
2
for t sufficiently large. A similar argument holds for
propagation in the −x direction. This completes the proof of Theorem 1.1.

3 Proof of Theorem 1.2
Proving Theorem 1.2 is more difficult, and we will need the following impor-
tant estimates. The first is a lower bound analogous to Lemma 7.3.3 of [14]:
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Lemma 3.1 For any compact set K ⊂ {c ∈ R| H(c) > 0},
lim inf
t→∞
1
t
log inf
c∈K,y∈D
u(ct, y, t) ≥ −max
c∈K
H(c). (3.3)
The second estimate gives a coarse bound on very large excursions of the
random process Xz,t:
Lemma 3.2 There are constants K1, K2 > 0 independent of κ ∈ (0, 1] such
that, except on a set of Q-measure zero,
sup
z∈Rn
P
(
sup
s∈[0,κt]
|Xz,t(s)− x| ≥ ηt
)
≤ K1e−K2η2t/κ
for any κ ∈ (0, 1], η > 0, and for t sufficiently large depending on ωˆ, κ, and
η.
These lemmas represent the main technical difficulty in extending the
work of [14] to the present case with a stochastic time dependence in b(y, t).
For the moment, however, we delay the proof of these lemmas and show how
these bounds lead to Theorem 1.2. Lemma 3.1 is proved in the next section;
Lemma 3.2 is proved in the appendix. The proof of Theorem 1.2 is based
on the observation that when u < h < 1, the reaction rate can be bounded
below. For each u ∈ (0, 1], define the reaction rate ζ by
ζ(u) =
f(u)
u
and ζ(0) = f ′(0). Now equation (1.1) can be written
ut =
1
2
∆zu+ b(y, t)ux + ζ(u)u. (3.4)
By the properties of f(u) we see that ζ(u) > 0 for u ∈ [0, 1), ζ(u) is contin-
uous for u ∈ [0, 1], and ζ(0) ≥ ζ(u) for any u ∈ [0, 1]. If h ∈ (0, 1) we define
a lower bound on ζ :
ζh = inf
u∈(0,h)
ζ(u) > 0.
So, in regions where u is bounded away from one, the reaction rate can be
bounded below by ζh > 0.
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For a fixed ωˆ ∈ Ωˆ, we can estimate u(z, t) using the Feynman-Kac formula
for the solution of (3.4):
u(z, t) = E
[
e
∫ t
0
ζ(t−s,u(Zz,t(s),t−s))dsu0(Z
z,t(t))
]
, (3.5)
where the expectation is with respect to measure P z,t. If τ is any stopping
time, we also have
u(z, t) = E
[
e
∫ t∧τ
0 ζ(t−s,u(Zz,t(s),t−s))dsu(Zz,t(t− (t ∧ τ)), t− (t ∧ τ))
]
, (3.6)
where t∧τ = min(t, τ). Therefore, we can obtain estimates on u by carefully
choosing stopping times and restricting the expectation to certain sets of
paths. The exponential term inside the expectation will be large when the
path Zz,t(s) passes through regions where u is small and the reaction rate is
large. On the other hand, if u(Zz,t(t− (t∧ τ)), t− (t∧ τ)) is too small, then
the expectation as a whole may be small.
Now we present the argument of [14] (see p. 494). For s ∈ R, define the
set
Ψ(s) = {c ∈ R| H(c) = s} and Ψ(s) = {c ∈ R| H(c) ≤ s}
and then for any δ > 0 and T > 1,
ΓT =
(
[{1} ×Ψ(δ)] ∪ [
⋃
1≤t≤T
{t} × (tΨ(δ))]
)
×Rn−1.
This defines the boundary of a region that spreads outward in x, linearly in
t. Outside this region u may be close to zero, but on the boundary of this
region, we have the crucial lower bound from Lemma 3.1:
u(x, y, s) ≥ e−2δt for all (x, y, s) ∈ Γt (3.7)
for t sufficiently large.
For h ∈ (0, 1), and z fixed, t, η > 0, define the Markov times
σh(t) = min{s ∈ [0, t]| u(Zz,t(s), t− s) ≥ h}
σΓ(t) = min{s ∈ [0, t]| (Zz,t(s), t− s) ∈ Γt}
τη(t) = min{s ∈ [0, t]| |Xz,t(s)− x| > ηt}
(We set these variables equal to +∞ if the sets on the right are empty.) Then
P z,t(σh(t) ≤ t) is the probability that a particle starting at z will encounter
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the “hot region”, u ≥ h, at or before time t. Since ζ ≥ 0, it is clear from
(3.6) that
u(ct, y, t) ≥ hP ct,y,t(σh(t) ≤ t). (3.8)
For simplicity, we will write P ct,t or just P ct to denote P (ct,y),t when the y
and t dependence is clear. If we choose c too large, we expect that this
probability will be small, since x = ct would be far beyond the spreading
front, beyond the region where u ≥ h. On the other hand, we want to
show that the probability is large for c ∈ K (i.e. |c| < c∗), for if we can
show that for each h, P ct,t(σh(t) ≤ t) → 1 uniformly over c ∈ K, then (3.8)
implies the desired result: u(ct, y, t) → 1 uniformly over c ∈ K. Note that
P ct,t(σh(t) > t) = P
ct,t(σh(t) > t, τη(t) > t) + P
ct,t(σh(t) > t, τη(t) < t). By
Lemma 3.2,
sup
z∈Rn
P z,t (τη(t) < t)→ 0 (3.9)
as t→∞ except on a set of Q−measure zero. So, it suffices to show that
P ct,t(σh(t) > t, τη(t) > t)→ 0 (3.10)
uniformly in c ∈ K. Note that in [14], estimate (3.9) followed from the
uniform boundedness of the field B, a property that we do not have in the
stochastic case. The rest now follows exactly as in [14]. Choosing η small
and then r ∈ (0, 1) sufficiently small, we have
rt < σΓ(t) ≤ t− 1
whenever τη(t) > t. Now,
P ct,t(σh(t) > t, τη(t) > t) ≤ P ct,t(A)
where A is the set A = {ω ∈ Ω| rt < σΓ ≤ σh(t)}. This probability is
bounded above by
P ct,t(A) ≤
eδtEct
[
e
1
2
∫ σΓ
0 ζ(u(Z,t−s))dse−
1
2
∫ σΓ
0 ζ(u(Z,t−s))ds(u(Z(σΓ), t− σΓ))1/2χA
]
.
Here we have used the crucial lower bound (3.7). The expression on the right
is bounded by
eδtEct
[
e
1
2
∫ σΓ
0 ζ(u(Z,t−s))dse−
1
2
rtζh(u(Z(σΓ), t− σΓ))1/2χA
]
.
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Then using Ho¨lder’s inequality, we have
P ct,t(σh(t) > t, τη(t) > t) ≤ eδt[u(ct, t)]1/2e− 12 ζhrt
≤ et(δ− 12 ζhr) (3.11)
The last term goes to zero if δ is sufficiently small, depending on h. This
completes the proof of Theorem 1.2. 
Note that the only difference between this argument and that of Freidlin
in the periodic case is the manner in which (3.7) and (3.9) are obtained.
4 Proof of Lemma 3.1
The main issue in proving the estimate of Lemma 3.1 (and thus the lower
bound (3.7)) is whether the random variable
ηtz(κt) =
x−Xz,t(κt)
κt
(4.1)
satisfies a large deviation principle with a convex rate function that can be
characterized by µ(λ), almost surely with respect to Q. The variable ηtz(κt)
is the first component of the average speed of a trajectory over time interval
[0, κt].
Definition 4.1 For fixed ωˆ ∈ Ωˆ, the random variables ηtz(κt) satisfy a large
deviation principle with a convex rate function S(c) if there exists a convex
function S(c), independent of z ∈ Rn, such that
(i) For each s ≥ 0, the set Φ(s) = {c ∈ R| S(c) ≤ s} is compact.
(ii) For any δ, h > 0, there exists t0 > 0 such that for all t > t0
P
(
d(ηtz(κt),Φ(s)) > δ
) ≤ e−κt(s−h).
(iii) For any δ, h > 0, there exists t0 > 0 such that for all t > t0
P
(
ηtz(κt) ∈ Uδ(c)
) ≥ e−κt(S(c)+h). (4.2)
If such a function S(c) exists, it might depend on the parameter κ ∈ (0, 1],
and it might depend on ωˆ ∈ Ωˆ. However, we will show that
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Proposition 4.1 Suppose that assumptions A1-A6 hold. Then almost surely
with respect to Q, the random variables ηtz(κt) satisfy a large deviation prin-
ciple (with respect to P ) with a convex rate function S(c) that is independent
of κ and ωˆ ∈ Ωˆ.
We postpone the proof for the moment while we finish the proof of Lemma
3.1. By Lemma 1.1, the quantity
µ¯(λ) = µ(λ)− f ′(0)
is well defined and is almost surely constant with respect to Q for λ ∈ R,
independently of κ. Since, by our assumption of Proposition 4.1, the variables
ηtz(κt) have a convex rate function, it follows that S(c) has the following
characterization (see Section 5.1 of [15]):
S(c) = sup
λ∈R
[cλ− µ¯(λ)]. (4.3)
This characterization does not hold if S(c) is not convex. Let us emphasize
that S(c) is independent of κ ∈ (0, 1] and ωˆ ∈ Ωˆ, although the constants t0
in Definition 4.1 may depend on κ, ωˆ.
Now, by definition of S(c),
lim inf
t→∞
1
κt
log inf
z∈Rn
P
{
ηtz(κt) ∈ Uδ(c)
} ≥ −S(c) > −∞, (4.4)
and the lower bound (3.3) of Lemma 3.1 can be written
lim inf
t→∞
1
t
log inf
c∈K,y∈D
u(ct, y, t) ≥ f ′(0)−max
c∈K
S(c). (4.5)
To prove the lower bound we now use the Feynman-Kac formula to relate
(4.5) to (4.4), as in the arguments of Freidlin in Lemma 7.3.2 in [14]. The
compactness of K implies that it suffices to show that given any ǫ > 0, and
any c for which H(c) > 0,
lim inf
t→∞
(
1
t
log inf
c˜∈Uδ(c), y∈D
u(c˜t, y, t)
)
≥ f ′(0)− S(c)− ǫ (4.6)
for δ > 0 sufficiently small. Without loss of generality, we assume that
u0(x) ≥ χUδ(0)(x) (4.7)
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for δ sufficiently small. That is, u0 = 1 whenever, |x| < δ. We define q to be
the limit on the left hand side of (4.6):
q = lim inf
t→∞
(
1
t
log inf
x∈Uδt(ct),y∈D
u(x, y, t)
)
.
Without loss of generality, we assume 0 < c∗ < c where c∗ is defined by (1.7).
Step 1: The first step is essentially the same as in [14]. Suppose for the
moment that we known q is finite. By the representation (3.6) we have for
any κ ∈ (0, 1]
inf
c˜∈Uδ(c),y∈D
u(tc˜, y, t) ≥ inf
c˜∈Uδ(c),y∈D
E
[
e
∫ κt
0 ζ(t−s,u(Z(s),t−s))dsu(Z(t− κt), t− κt)χA
]
(4.8)
for any set Fs≤t-measurable set A. Recall that when u ≤ h, the reaction
rate ζ(u) is bounded below by ζh > 0. If we choose A to be the set of paths
satisfying both
Xz,t(κt) ∈ U(1−κ)δt((1− κ)tc) (4.9)
and
u(Zz,t(s), t− s) ≤ h for all s ∈ [0, κt], (4.10)
then from (4.8) and the assumption that q is finite we have a lower bound
q ≥ ζh + lim inf
t→∞
1
κt
log inf
c˜∈Uδ(c),y∈D
P (A), (4.11)
provided that the limit on the right also exists and is finite.
Step 2: Now we bound the right hand side of (4.11) and show how
it relates to (4.4). Let δ be sufficiently small so that we can pick c′ with
c∗ < c′ < c − 6δ. By Theorem 1.1, for any h ∈ (0, 1) there is a constant
t0 > 0 such that
u(x, y, t) ≤ h for all x ≥ c′t, y ∈ Rn−1, t ≥ t0.
Now if κ < 1/2 and
sup
s∈[0,κt]
|Xz,t(s)− (t− s)c| ≤ 3δt, (4.12)
then Xz,t(s) > c′(t− s) for all s ∈ [0, κt]. Thus, (4.10) is achieved along such
paths when t > 2t0. Next, if c˜ ∈ Uδ(c) is written c˜ = c+ δe1 for some e1 with
|e1| < 1, then define cˆ = c+ 2δe1. Then for any |e2| < 1
c˜t− κtcˆ + κtδe2 ∈ U(1−κ)δt((1− κ)ct). (4.13)
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It follows that for each c˜ ∈ Uδ(c) there is a cˆ ∈ U2δ(c) such that (4.9) is
achieved whenever ηtz(κt) ∈ Uδ(cˆ), where η is defined by (4.1). This gives
us a lower bound on P (A) in terms of the ηtz(κt), the average speed of a
trajectory over [0, κt]:
inf
c˜∈Uδ(c),y∈D,z=ct
P (A) ≥ (4.14)
inf
cˆ∈U2δ(c),y∈D,z=cˆt
P
(
sup
s∈[0,κt]
|Xz,t(s)− (t− s)c| ≤ 3δt, ηtz(κt) ∈ Uδ(cˆ)
)
For κ sufficiently small, κ < (2δ)/(3max(1, |c|)), we see that
sup
cˆ∈U2δ(c),y∈D,z=cˆt
P
(
sup
s∈[0,κt]
|Xz,t(s)− (t− s)c| ≥ 3δt
)
≤ sup
z∈Rn
P
(
sup
s∈[0,κt]
|Xz,t(s)− x| ≥ δt/3
)
.
By Lemma 3.2 there are constants K1, K2 > 0 independent of κ such that
(except possibly on a set of Q-measure zero)
sup
z∈Rn
P
(
sup
s∈[0,κt]
|Xz,t(s)− x| ≥ δt/3
)
≤ K1e−K2δ2t/κ (4.15)
for t sufficiently large depending on ωˆ. Therefore, for anyM > 0, by choosing
κ arbitrarily small, we can make K2δ
2/κ2 > M , so that
lim sup
t→∞
1
κt
log( sup
z∈Rn
P
(
sup
s∈[0,κt]
|Xz,t(s)− (t− s)c| ≥ 2δt
)
) ≤
≤ lim
t→∞
1
κt
log(K1e
−K2δ2t/κ) ≤ −M.
Therefore, from (4.14) and (4.11) we now see that for κ sufficiently small,
q ≥ ζh + lim inf
t→∞
1
κt
inf
cˆ∈U2δ(c),z∈Rn
P
(
ηtz(κt) ∈ Uδ(cˆ)
)
(4.16)
provided that the limit on the right is finite and bounded below, indepen-
dently of κ. However, this follows immediately from Proposition 4.1 and the
lower bound (4.4). Then (4.6) follows by letting h→ 0 so that ζh → f ′(0).
Step 3: It remains to establish the initial claim that q > −∞. To see
this, define for any c1 ∈ R
qˆδ(c1, t) = inf
x∈Uδ(tc1), y∈D
Px
(
Xz,t(t) ∈ Uδ(0)
)
, (4.17)
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a random variable over Ωˆ. Let use write Xx,y,t(s) as
Xz,t(s) = x+ Iy,t(s) +W1(s)
where Iy,t is the first integral term in (2.1) and W1(0) = 0. For ωˆ ∈ Ω fixed,
let M > 0 and define the set
AM = {w| sup
y∈D,s∈[0,t]
|Iy(s)| ≤Mt}.
Using the fact that W1 and W2 are independent, we derive the lower bound
for x ∈ Uδ(c1t)
P (Xz,tt ∈ Uδ(0)) ≥ P (W1(t) ∈ Uδ(0)− Iy(t)− x; A)
≥ P (W1(t) ∈ Uδ(0) +Mt + |c1|t+ δ)P (AM)
≥ δ√
2πt
e−
(Mt+|c1|t+2δ)
2
2t P (AM). (4.18)
By Lemma 3.2, P (AM) ≥ 1/2 for t sufficiently large, depending on ωˆ and
M . Therefore, there is a finite constant K1 > 0 depending only on c1 and M
such that
lim inf
t→∞
1
t
log qˆδ(c1, t) = −K1 (4.19)
is finite almost surely with respect to Q. Now for c1 < c2, we get two
constants K1 and K2 such that the limit (4.19) holds almost surely with
respect to Q. Let c1 = c− δ and c2 = c + δ and define the Markov time
π(z, t) = inf
s
{
s > 0| Xz,t(s) ∈ (−∞, c1(t− s)] ∪ [c2(t− s),∞); or s ≥ t
}
which is the first exit time of the process Xx,t(s) from the region defined by
{(x, y, τ)| x ∈ (c1τ, c2τ), τ ≥ 0, y ∈ D}. By formula (3.5), we have
inf
c˜∈Uδ(c),y∈D
u(c˜t, y, t) = inf
x∈(c1t,c2t),y∈D
u(x, y, t) (4.20)
≥ inf
x∈(c1t,c2t),y∈D
E
[
u(Zz,t(π), t− π)]
≥
(
inf
s∈[0,t],y∈D
u(c1s, y, s)
)
∧
(
inf
s∈[0,t],y∈D
u(c2s, y, s)
)
.
It follows from (4.7) and (4.19), that there are constants C1, C2 > 0 (depend-
ing on ωˆ) such that
u(c1s, y, s) ≥ C1e−2K1s and u(c2s, y, s) ≥ C2e−2K2s (4.21)
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for all s ≥ 0. Combining (4.20) with (4.21), it is clear that q ≥ −2(K1∨K2) >
−∞. Having shown that q is finite, we have completed the proof of Lemma
3.1. 
For later use, let us show that for all t > 0, log(qˆδ(c, t)) is integrable with
respect to Q. Using (4.18) we see that
1
t
log qˆδ(c, t) ≥ 1
t
log
(
δ√
2πt
e−
(Mt+|c1|t+2δ)
2
2t P (AM)
)
(4.22)
≥ −C1 + 1
t
log
(
e−
(Mt+|c1|t+2δ)
2
2t P (AM)
)
for a constant C1 > 0 independent of c, for t ≥ 1. Let gˆ be the term inside
the logarithm:
gˆ = e−
(Mt+|c1|t+2δ)
2
2t P (AM). (4.23)
Then for α ≥ 2C1,
Q
(
1
t
log qˆδ(c, t) ≤ −α
)
≤ Q
(
1
t
log gˆ ≤ −α/2
)
= Q
(
gˆ ≤ e−αt/2)
= Q
(
P (AM) ≤ e−αt/2e
(Mt+|c1|t+2δ)
2
2t
)
.(4.24)
Also, from Lemma 9.2,
Q
(
P (AM) ≤ 1− e−K2M2t/2
)
≤ K1e−K2M2t/2. (4.25)
With a little algebra, one can see that there exist constant K3, K4 > 0
independent of t such that whenever t > 1, M = K3
√
α, and α ≥ K4c2 , we
have
e−αt/2e
(Mt+|c1|t+2δ)
2
2t ≤ 1/2 ≤ 1− e−K2M2t/2.
By combining (4.24) and (4.25), we now conclude that
Q
(
1
t
log qˆδ(c, t) ≤ −α
)
≤ K1e−K2K23αt/2 (4.26)
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whenever α ≥ K4c2 and t > 1. It follows that for t sufficiently large, inde-
pendent of ωˆ,
EQ[|1
t
log qˆδ(c, t)|] =
∫ ∞
0
Q
(
|1
t
log qˆδ(c, t)| ≥ α
)
dα
≤ K4c2 +
∫ ∞
K4c2
K1e
−K2K23αt/2 dα <∞. (4.27)
This is bounded uniformly in t, for t > 1.
5 Proof of Large Deviation Estimates
In this section we prove Proposition 4.1. We work first with the case κ = 1.
Because b is independent of x, it suffices to show that the proposition holds
for x = 0. Define for c ∈ R and r < s < t
qyδ (c, r, t) = P (−X0,y,t(t− r) ∈ Uδ(t−r)(c(t− r))) = P (ηty(t− r) ∈ Uδ(c))
and
q+δ (c, r, t) = sup
y
qyδ (c, r, t)
q−δ (c, r, t) = infy
qyδ (c, r, t).
We will use the subadditive ergodic theorem to show that (1/t) log q−δ (c, 0, t)
and (1/t) log q+δ (c, 0, t) converge almost surely to a finite constant. Define
the events
A =
{−X0,y,t(t− r) ∈ Uδ(t−r)(c(t− r))} = {ηty(t− r) ∈ Uδ(c)}
B =
{−X0,y,t(t− s) ∈ Uδ(t−s)(c(t− s))} = {ηty(t− s) ∈ Uδ(c)} .
Note that event B is Fs≤τ measurable for τ ≥ t−s, where Fτ is the σ-algebra
generated by (Zz,t(s))s≤τ . By the Markov property of the Wiener process we
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have:
q−δ (c, 0, t) = infy
P (A) ≥ inf
y
P (A ∩B)
≥ inf
y
P (
{−X0,y,t(t− r) +X0,y,t(t− s) ∈ Uδ(r−s)(c(s− r))} ∩ B)
= inf
y
E
[
χBP [
{−X0,y,t(t− r) +X0,y,t(t− s) ∈ Uδ(s−r)(c(s− r))} | Ft−s]]
= inf
y
E
[
χBP [
{−X0,y,t(t− r) +X0,y,t(t− s) ∈ Uδ(s−r)(c(s− r))} | X0,y,t(t− s)]]
≥ inf
y
E
[
χB inf
y
P [
{−X0,z,s(s− r) ∈ Uδ(s−r)(c(s− r))}]
]
= inf
y
P (
{−X0,z,s(s− r) ∈ Uδ(s−r)(c(s− r))}) inf
y
P (B)
= q−δ (c, r, s)q
−
δ (c, s, t).
Therefore, log(q−δ (c, s, t)) is super-additive for each c ∈ R. By the stationarity
of b,
τhq
−
δ (c, r, t) = τh infy
P (−X0,y,t(t− r) ∈ Uδ(t−r)(c(t− r)))
= inf
y
P (−X0,y,t+h(t− r) ∈ Uδ(t−r)(c(t− r)))
= q−δ (c, r + h, t+ h).
For any ǫ > 0, we can bound q below by translating in x and using (4.17):
q−δ (c, r, t) ≥ τrqˆǫ(c, t− r) = inf
y∈D,x∈Uǫ(ct)
P (Xx,y,t(t− r) ∈ Uǫ(cr)) (5.28)
for t − r sufficiently large. Hence, log(q−δ (c, r, t)) is integrable by (4.27).
Kingman’s ergodic theorem [19] now implies that the limit
lim
n→∞
1
n
log q−δ (c, 0, n) = sup
n>0
1
n
EQ[log q
−
δ (c, 0, n)] = −Sδ(c) (5.29)
exists and is a finite constant, Q-a.s, because of the ergodicity assumption A3.
Using an idea in [2], we can now extend convergence in (5.29) to continuous
time. Let
g(ωˆ) = sup
r,t∈[0,2]
|r−t|≥1
|log(q−δ (c, r, t))|.
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Let Υ(ωˆ) = supy∈D,t∈[0,2]|b(y, t)|. Then for all 0 ≤ r < t ≤ 2,
sup
y∈D
|
∫ t−r
0
b(W y(τ), t− τ)dτ | ≤ Υ|t− r|.
As in (4.18),
P (−X0,y,t(t− r) ∈ Uδ(t−r)(c(t− r))) ≥ P (W1(t− r) ∈ Uδ(t−r)(0) + Υ(t− r) + |c|(t− r))
≥ δ|t− r|√
2π|t− r|e
− (t−r)2(Υ+|c|+δ)2
2(t−r) .
Therefore,
0 ≥ g(ωˆ) ≥ −K1 −K2Υ2
for some constants K1, K2 > 0 that depend on δ and c. Hence g(ωˆ) is
integrable with respect to Q. By the super-additivity of q−δ (c, r, t),
q−δ (c, 0, n− 1)− τn−1g ≤ q−δ (c, 0, t) ≤ q−δ (c, 0, n+ 2) + τng (5.30)
whenever t ∈ (n, n + 1), n ∈ Z. As in the proof of Theorem 2.5 of [2], one
can show that 1
n
τng → 0 almost surely as n → ∞ since g is integrable. It
now follows from (5.30) that
lim
t→∞
1
t
log q−δ (c, 0, t) = −Sδ(c)
almost surely with respect to Q.
For each c ∈ R, Sδ(c) can be bounded above independently of δ > 0 using
(5.28) and (4.19). From the definition, it is clear that Sδ(c) ≥ 0 for all δ, and
Sδ1(c) ≤ Sδ2(c) whenever δ1 > δ2. Therefore, we define for each c ∈ R
S(c) = lim
δ→0
Sδ(c) = sup
δ>0
Sδ(c) ∈ [0,+∞).
Lemma 5.1 For all δ > 0, the functions Sδ(c) are continuous and convex
in c. Also, S(c) is continuous and convex in c.
Proof: The continuity and convexity of S(c) follows immediately from the
continuity and convexity of Sδ(c), since the functions Sδ(c) converge pointwise
to the finite limit S(c). The convexity of Sδ(c) follows from the Markov
property of the process Xz,t, as follows.
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Let p ∈ (0, 1) and c0 = pc1 + (1 − p)c2. Let t > 0 and denote t1 = pt,
t2 = (1− p)t. Then we see that
q−δ (c0, 0, t) = infy
P
(−X0,y,t(t) ∈ Uδt(c0t))
≥ inf
y
P
(−X0,y,t(t) ∈ Uδt(c0t) , −X0,y,t(t1) ∈ Uδt1(c1t1))
≥ inf
y
P
(−X0,y,t−t1(t2) ∈ Uδt2(c2t2)) inf
y
P
(−X0,y,t(t1) ∈ Uδt1(c1t1))
= q−δ (c2, 0, t2)q
−
δ (c1, t2, t).
Hence
− 1
t
log q−δ (c0, 0, t) ≤ −
1
t
log q−δ (c2, 0, (1− p)t)−
1
t
log q−δ (c1, (1− p)t, t)(5.31)
= −1
t
log q−δ (c2, 0, (1− p)t)− τ(1−p)t
(
1
t
log q−δ (c1, 0, pt)
)
.
By the stationarity of b, the random variable
−τ(1−p)t
(
1
t
log q−δ (c1, 0, pt)
)
converges in distribution to pSδ(c1). Therefore, there is a set M ⊂ Ωˆ with
Q(M) = 0 such that for each ωˆ ∈ Ωˆ\M and each ǫ > 0, there is an increasing
sequence {tj}∞j=1, tj →∞ as j →∞, such that for j sufficiently large,
−τ(1−p)tj
(
1
tj
log q−δ (c1, 0, ptj)
)
≤ pSδ(c1) + ǫ. (5.32)
Note that the other two terms in (5.31) are random variables that converge
to constants (Q-a.s.) as t → ∞. For fixed ωˆ ∈ Ωˆ and ǫ < 0, we can pick t
sufficiently large so that
−1
t
log q−δ (c2, 0, (1− p)t) ≤ (1− p)Sδ(c2) + ǫ, (5.33)
and
−1
t
log q−δ (c0, 0, t) ≥ Sδ(c0)− ǫ. (5.34)
Now by (5.31) and (5.32)-(5.34) we have
Sδ(c0)− ǫ ≤ (1− p)Sδ(c2) + pSδ(c1) + 2ǫ.
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Since ǫ > 0 was arbitrarily chosen, we infer that
Sδ(c0) ≤ (1− p)Sδ(c2) + pSδ(c1). (5.35)
So, Sδ(c) is convex and must also be continuous in c, since it is finite for
every c ∈ R. 
This establishes the existence and convexity of the function S(c). Part
(iii) of the Definition 4.1 follows from the definition of Sδ(c) and the fact that
Sδ(c)ր S(c).
To finish the proof of Proposition 4.1 for κ = 1, we must establish a
Harnack-type inequality to relate the quantities
P (−X0,y,t(t) ∈ Uδt(ct)) and P (−X0,y′,t(t) ∈ Uδt(ct))
for y, y′ ∈ D. This will allow us to remove the infy in the definition of q
and S(c) and to establish parts (i) and (ii) of Definition 4.1. We prove the
following lemma
Lemma 5.2 There are constants K1, K2, K3 > 0 such that for all κ ∈ (0, 1],
c ∈ R, ǫ > 0, and δ > 0,
inf
z
P
(
ηtz(κt) ∈ U(1+ǫ)δ(c)
) ≥ K3 sup
z
P
(
ηtz(κt) ∈ Uδ(c)
)−K1e−K3ǫ2δ2κ2t2
Proof: For clarity we let κ = 1. Extension to κ < 1 is straightforward, as
in the proof of Lemma 3.2 in the appendix. First, note that
Xx,y,t(t) = x0 + I
y,t(t) +W1(t), W
1
0 = 0
and
Xx,y,t(t)−Xx,y,t(s) = Iy+W2(s),s(t− s) +W1(t)−W1(s).
With out loss of generality, we assume x0 = 0. Therefore,
P (X0,y,t(t) ∈ Uδt(−ct))
= P (X0,y,t(t)−X0,y,t(s) ∈ Uδt(−ct−X0,y,t(s)))
= E
(
P (Iβ,s(t− s) +W1(t)−W1(s) ∈ Uδt(−ct− α)|X0,y,t(s) = α, W2(s) = β − y)
)
= E
(
P (Iβ,s(t− s) + W˜1(t− s) ∈ Uδt(−ct− α)|X0,y,t(s) = α, W2(s) = β − y)
)
.
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Here we used W˜1(τ) to denote a Wiener process, W˜1(0) = 0, P-a.s. Now we
see that
P (X0,y,t(t) ∈ Uδt(−ct), |X0,y,t(s)| ≤ M)
≤ E
(
P (Iβ,t−s(t− s) + W˜1(t− s) ∈ Uδt+M (−ct)|W2(s) = β − y)
)
and
P (X0,y,t(s) ∈ Uδt(−ct), |X0,y,t(s)| ≤M)
≥ E
(
P (Iβ,t−s(t− s) + W˜1(t− s) ∈ Uδt−M (−ct)|W2(s) = β − y)
)
.
For any y, y′ ∈ D, we have for fixed s ∈ (0, t]
P (X0,y
′,t(t) ∈ Uδt+2M (−ct), |X0,y′,t(s)| ≤M)
≥ E
(
P (Iβ,t−s(t− s) + W˜1(t− s) ∈ Uδt+M (−ct)|W2(s) = β − y′)
)
=
∫
D
ρs(β − y′)P (Iβ,t−s(t− s) + W˜1(t− s) ∈ Uδt+M (−ct)) dβ
≥ C1
∫
D
ρs(β − y)P (Iβ,t−s(t− s) + W˜1(t− s) ∈ Uδt+M (−ct)) dβ
= C1E
(
P (Iβ,t−s(t− s) + W˜1(t− s) ∈ Uδt+M (−ct)|W2(s) = β − y)
)
≥ C1P (X0,y,t(t) ∈ Uδt(−ct), |X0,y,t(s)| ≤M) (5.36)
where ρs(r) denotes density function for distribution of W2(s) on the torus,
and C1 is a positive constant depending on s. Using this inequality, we see
that
P (X0,y
′,t(t) ∈ Uδt+2M (−ct)) = P (X0,y′,t(t) ∈ Uδt+2M (−ct), |X0,y′,t(s)| ≤M)
+ P (X0,y
′,t(t) ∈ Uδt+2M (−ct), |X0,y′,t(s)| > M)
≥ C1P (X0,y,t(t) ∈ Uδt(−ct))
− C1P (X0,y,t(t) ∈ Uδt(−ct), |X0,y,t(s)| > M)
+ P (X0,y
′,t(t) ∈ Uδt+2M (−ct), |X0,y′,t(s)| > M).
(5.37)
For ǫ > 0, let s = 1 and M = ǫδt/2 (M = ǫδκt/2 when κ < 1). It follows
from the Borell inequality, as in proof of Lemma 3.2, that
P
(
sup
τ∈[0,1],y∈D
|X0,y,t(τ)| > M
)
≤ K1e−K2M2 = K1e−K2ǫ2δ2t2/4 (5.38)
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for t sufficiently large. Now the lemma follows from (5.37). 
Since ǫ > 0 is arbitrary, the lemma implies that
Corollary 5.1
Sδ(c) = lim
t→∞
1
t
log q−δ (c, 0, t) = limt→∞
1
t
log q+δ (c, 0, t) (5.39)
almost surely with respect to Q.
Now, using this estimate, we can establish parts (i) and (ii) from Defini-
tion 4.1. From Lemma 3.2 there are constants K1, K2 > 0 such that for t
sufficiently large,
P (|ηtz(t)| ≥ c) ≤ K1e−K2c
2t. (5.40)
This implies that lim|c|→∞ S(c)/|c| = +∞. Hence, Φ(s) is a bounded set, for
each s ≥ 0. Then by continuity of S(c), Φ(s) is compact. Let A be the set
A = {c ∈ R| d(ηtz(t),Φ(s)) > δ}.
We must show that for any fixed δ > 0, h > 0, there is a t0 > 0 such that for
t ≥ t0,
P (ηtz(t) ∈ A) ≤ e−t(s−h). (5.41)
Because of the bound (5.40), it suffices to show that (5.41) holds with A re-
placed by any compact subset A′ of A (becauseK2c2 > s when c is sufficiently
large). Pick ǫ > 0 small enough (at most ǫ < δ) so that
inf
c′∈A′
Sǫ(c
′) > s− h. (5.42)
This is possible since A′ is compact and Sδ(c′) ր S(c′) as δ → 0, for any
c′ ∈ A′. Cover A′ with a finite number of ǫ-balls. Because the number of
balls is finite, we conclude from (5.39) and (5.42) that for t sufficiently large
P (η ∈ A′) ≤ e−t(s−h).
This establishes Proposition 4.1 in the case that κ = 1. Now we extend the
result to κ < 1, as well. If κ ∈ (0, 1) and δ > 0, the stationarity of b(y, t)
implies that for any z ∈ Rn
− 1
κt
logP
(
ηtz(κt) ∈ Uδ(c)
)
= − 1
κt
log qyδ ((1− κ)t, t)→ Sδ(c) (5.43)
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in distribution (with respect to Q) as t→∞, but this does not imply point-
wise convergence.
By definition, q−δ (s, t) ≤ qyδ (s, t) ≤ q+δ (s, t) for all y, s, t. Also, as we have
already shown, the Markov property implies sub and superadditivity:
log q−δ (0, t) ≥ log q−δ (0, r) + log q−δ (r, t)
and
log q+δ (0, t) ≤ log q+δ (0, r) + log q+δ (r, t)
for all r, t > 0. In the same way, we also have
log qyδ (0, t) ≥ log q−δ (0, r) + log qyδ (r, t) (5.44)
and
log qyδ (0, t) ≤ log q+δ (0, r) + log qyδ (r, t) (5.45)
for all y ∈ D, and all r, t > 0. For fixed κ, let r = (1 − κ)t. Then plugging
into (5.44) we have
1
t
log qyδ (0, t) ≥
1− κ
(1− κ)t log q
−
δ (0, (1− κ)t) +
κ
κt
log qyδ ((1− κ)t, t). (5.46)
We have already shown that
lim
t→∞
1
t
log q−δ (0, t) = limt→∞
1
t
log q+δ (0, t) = −Sδ(c).
It follows from (5.46) that
− Sδ(c) = lim sup
t→∞
1
t
log qyδ (0, t)
≥ lim
t→∞
1− κ
(1− κ)t log q
−
δ (0, (1− κ)t) + lim sup
t→∞
κ
κt
log qyδ ((1− κ)t, t)
= −(1− κ)Sδ(c) + κ lim sup
t→∞
1
κt
log qyδ ((1− κ)t, t).
Thus
lim sup
t→∞
1
κt
log qyδ ((1− κ)t, t) ≤ −Sδ(c). (5.47)
An analogous argument with (5.45) shows that
lim inf
t→∞
1
κt
log qyδ ((1− κ)t, t) ≥ −Sδ(c). (5.48)
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Therefore, for each y ∈ D,
lim
t→∞
1
κt
log qyδ ((1− κ)t, t) = −Sδ(c) (5.49)
almost surely with respect to Q. Now we need to show that for each ωˆ, the
limit is uniform in y ∈ D. By Lemma 5.2, there are constants K1, K2, and
K3 such that
q+δ ((1− κ)t, t) ≤ K1q−(1+ǫ)δ((1− κ)t, t) +K2e−K3ǫ
2δ2κ2t2 .
It follows from (5.49) that for any y0 fixed and any ǫ > 0 and δ
′ = δ/(1 + ǫ),
we have
lim inf
t→∞
1
κt
log q−δ ((1− κ)t, t) ≥ lim inft→∞
1
κt
log
(
K1q
+
δ′ ((1− κ)t, t)−K2e−K3ǫ
2δ2κ2t2
)
≥ lim inf
t→∞
1
κt
log
(
K1q
y0
δ′ ((1− κ)t, t)−K2e−K3ǫ
2δ2κ2t2
)
≥ −Sδ′(c) = −Sδ/(1+ǫ)(c). (5.50)
Since Sδ(c)ր S(c), inequality (5.50) implies that for any δ > 0 and h > 0,
inf
z∈Rn
P (ηtz(κt) ∈ Uδ(c)) ≥ e−κt(S(c)+h)
for t sufficiently large. This proves part (iii) of Definition 4.1 for κ ∈ (0, 1].
Using Lemma 5.2 and (5.49) we also have
lim sup
t→∞
1
κt
log q+δ ((1− κ)t, t) ≤ lim sup
t→∞
1
κt
log
(
K1q
−
(1+ǫ)δ((1− κ)t, t) +K2e−K3ǫ
2δ2κ2t2
)
≤ lim sup
t→∞
1
κt
log
(
K1q
y0
(1+ǫ)δ((1− κ)t, t) +K2e−K3ǫ
2δ2κ2t2
)
≤ −S(1+ǫ)δ(c). (5.51)
Then letting δ → 0, S(1+ǫ)δ(c)ր S(c), so that (5.49) and (5.51) imply
P (ηtz(κt) ∈ Uδ(c)) ≤ e−κt(S(c)−h)
for t sufficiently large and δ sufficiently small. Now using Lemma 3.2 as in
the case of κ = 1, part (ii) of Definition 4.1 follows. This completes the proof
of Proposition 4.1. 
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6 Computing with Variational Formula
In this section, we use formula (1.7) to compute the propagation speed c∗.
We also derive some analytical bounds on c∗ and compare them with our
numerical results. In our numerical simulations we consider a specific case
of b(y, t) = b1(y)b2(t), y ∈ R1, where b1(y) is a smooth periodic function of y
and b2(t) is stationary Gaussian field. For b2 we use the Ornstein-Uhlenbeck
process which solves the Itoˆ equation
db(t) = −a b(t) dt+ r dW (t), t ≥ 0, (6.1)
where W (y, ω) is the standard Wiener process, X(0, ω) = X0(ω) is a Gaus-
sian random variable with mean zero, and variance ρ = r2/(2a). This is a
mean zero stationary Gaussian process with covariance function
EQ[b2(t)b2(s)] = Γ(|t− s|) = r
2
2a
e−a|t−s|.
In most computations, we will choose r =
√
2α3/4 so that the covariance is
EQ[b2(t)b2(s)] =
√
αe−α |t−s| = V (|t− s|) . (6.2)
By this choice of r, the L2 norm of V (z) remains constant as α changes,
so that the total energy in the power spectrum of the b2 remains constant.
Because b1(y) is periodic and because of the rapid decay of the covariance
function V , it is easy to verify that b(y, t) = b1(y)b2(t) satisfies the assump-
tions A1-A5. Assumption A6 follows from the Lipschitz continuity of b1(y).
6.1 Numerical Computation of µ(λ)
To compute µ(λ) = λ2/2 + f ′(0) + ρ(λ) (see 2.2), we discretize the auxiliary
initial value problem
φt =
1
2
∆φ− λb1(y)b2(t)φ,
φ(y, 0) ≡ 1 (6.3)
using the Crank-Nicholson scheme:
φn+1m − φnm
∆t
=
1
2
(D2φn+1m +D
2φnm) +
1
2
(F n+1m φ
n+1
m + F
n
mφ
n
m), (6.4)
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where D2φnm denotes the standard second order discretization of the Lapla-
cian (or 1
2
∆y) centered at the discrete point (ym, tn). The term F
n
m corre-
sponds to the reaction term λb1(y)b2(t) evaluated at discrete points (ym, tn).
This scheme is implicit, second-order in both time and space. In all simula-
tions we use b1(y) = δ sin(6πy), where δ > 0 is a scaling parameter, and we
compute on the domain y ∈ [0, 1] with discrete grid spacing ∆y = 0.01. We
use an adaptive time step, since the implicit treatment of the reaction term
requires that ∆t < 2/(F n+1). To generate realizations of b2(t) we integrate
the Itoˆ equation (6.1) using an implicit order 2.0 strong Taylor scheme (see
[21]) with a discrete spacing ∆tb2 ≤ 0.1(∆t), where ∆t is the adapting time
step for the PDE evolution.
To approximate µ(λ), we iterate (6.4) for a very long time t = Tf and
approximate
µ(λ) ≈ µt(λ) = λ2/2 + f ′(0) + 1
t
log(‖φ‖1). (6.5)
By the results of the previous sections, µt converges to µ almost surely, so
we need only generate one realization of the process. Alternatively, we could
generate N realizations of b2(t), evolve (6.4), and approximate
µ(λ) ≈ EQ[µt(λ, ωˆ)] = λ2/2 + f ′(0) + EQ[1
t
log(‖φ‖1)]
= λ2/2 + f ′(0) +
1
N
N∑
i=1
1
t
log(‖φi‖1). (6.6)
In practice, we observe that Tf can be chosen much smaller when using (6.6)
instead of (6.5), since the mean converges must faster than an individual
sample. In Figure 1, we show one realization of the approximation µt(λ) com-
pared with the ensemble mean (6.6). After a very short time, the mean shows
relatively little fluctuation compared to the individual realization µt(λ, ωˆ).
The variance of µt(λ), shown in Figure 2, decays like O(1/t). However, the
need to compute a large number of realizations in (6.6) makes this approach
no less computationally expensive than evolving only one sample for a very
large time. So, we generally use (6.5) to approximate µ(λ). Typically we use
a final time of Tf = 30, 000. Figure 3 shows the convergence of µ computed
by (6.5). In Figure 4 we show the distribution of µt at different points in
time. For this simulation we used N = 40, 000 realizations.
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Figure 1: One realization of ρt =
1
t
log(‖φ(y, t)‖1) = µt − λ2/2− f ′(0). The
nearly flat curve shows the sample mean, N = 40, 000 realizations.
6.2 Computation of c∗
Computing the speed c∗ is quite simple: we use the above method to evaluate
µ(λ) at different points on the curve λ 7→ µ(λ)
λ
and then minimize in λ. Direct
simulation of c∗ would require evolution of (1.1), a nonlinear, time-dependent
PDE in two space dimensions. Finding c∗ by computing the curve µ(λ)/λ,
however, reduces the PDE computation to one dimension. The trade-off is
that we now have a minimization problem in λ, but this is easily accomplished
with a standard algorithm [7]. From the representation (10.2), one can see
that the curve µ(λ)/λ has the following properties:
Lemma 6.1 The infimum of the curve µ(λ)
λ
over (0,∞) is achieved at a
unique point λ∗ ∈ (0, λ0] where λ0 =
√
f ′(0)/2. Moreover, there are no other
local minima.
Proof: This follows from the fact that µ(λ) = λ2/2 + f ′(0) + ρ(λ) with ρ
being convex in λ and ρ(0) = 0 (see discussion leading to (10.15)). The point
λ0 is the value of λ where the infimum of the curve λ/2+f
′(0)/λ is attained.

Next we consider the scaling b(y, t) 7→ δb(y, t) and the resulting enhance-
ment of the corresponding speed c∗ = c∗(δ). It is known [28] that if b(y, t)
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Figure 2: Variance of λ2/2+f ′(0)+ 1
t
log(‖φ(y, t)‖1), N = 40, 000 realizations.
is periodic in both space and time that c∗(δ) = c∗(0) + O(δ2) for δ small
and c∗(δ) = c∗(0) + O(δ) for δ as δ → ∞. The following proposition gives
analytical upper bounds consistent with this asymptotic behavior.
Proposition 6.1 (Bounds on c∗) For all δ ≥ 0, c∗(δ) satisfies the bounds
(i) c∗(δ) ≥ c∗(0).
(ii) c∗(δ) ≤ c∗(0) + δ‖b1‖∞EQ[|b2|].
(iii) c∗(δ) ≤ c∗(0)
√
1 + δ2p1.
(iv) c∗(δ) = c∗(0) if b(y, t) = b(t).
From (iii), we also have
c∗(δ) ≤ c∗(0)(1 + δ
2p1
2
) +O(δ3)
when δ is small.
Proof: The first bound follows from (10.15) and the formula
c∗(δ) = inf
λ>0
µ(λ)
λ
≥ inf
λ>0
λ
2
+
f ′(0)
λ
= c∗(0).
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Figure 3: Convergence of ρt =
1
t
log(‖φ(y, t)‖1) = µt − λ2/2 − f ′(0). Tf =
30, 000.
The function ψ = log(φ) satisfies
ψt =
1
2
∆ψ +
1
2
|∇yψ|2 − λb(y, t) (6.7)
ψ(y, 0) ≡ 0.
Integrating (6.7) over D × [0, t], we have
1
t
∫
D
ψ(y, t) dy =
1
2t
∫ t
0
∫
D
|∇yψ|2 dy dt− λ
t
∫ t
0
∫
D
b(y, t) dy dt. (6.8)
Now let t→∞:
ρ(λ) = lim
t→∞
1
t
∫
D
ψ(y, t) dy ≥ −λ lim
t→∞
1
t
∫ t
0
∫
D
b(y, t) dy dt
= −λEQ
[∫
D
b(y, t) dy
]
= 0,
almost surely with respect to Q. If b(y, t) = b(t), then the first integral on
the right hand side of (6.8) vanishes since |∇yψ|2 ≡ 0. Then taking the limit
as t→∞ we have equality:
ρ(λ) = EQ
[∫
D
δb(t) dy
]
= 0.
Hence c∗(δ) = c∗(0). This proves (iv).
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Figure 4: Distribution of 1
t
log(‖φ(y, t)‖1) at different times.
For the linear upper bound (ii), note that
1
t
logE[eλδ
∫ t
0 b1(W (s))b2(t−s) ds] ≤ 1
t
logE[eλδ‖b1‖∞
∫ t
0 |b2(t−s)| ds]
=
|λ|δ‖b1‖∞
t
∫ t
0
|b2(s)| ds.
As t→∞, this last term converges almost surely to |λ|δ‖b1‖EQ[|b2|]. There-
fore, c∗(δ) always satisfies the linear upper bound
c∗(δ) = inf
λ>0
µ(λ)
λ
≤ inf
λ>0
λ
2
+
f ′(0)
λ
+ δ‖b1‖EQ[|b2|]
= c∗(0) + δ‖b1‖EQ[|b2|]. (6.9)
Finally, for the quadratic upper bound, observe that under the scaling b 7→
λδb, the constant p1 defined in A5 can be replaced by p1 7→ λ2δ2p1. Then by
(10.7) and (10.14),
ρ(λ) ≤
√
2λ2δ2p1
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and
c∗(δ) = inf
λ>0
µ(λ)
λ
≤ inf
λ>0
λ
2
+
f ′(0)
λ
+
λ2δ2p1
2
= c∗(0)
= 2
√
(1 + δ2p1)f ′(0)/2
= c∗(0)
√
(1 + δ2p1) (6.10)
= c∗(0)(1 +
δ2p1
2
) +O(δ3).

If we make some additional restriction on the form of b(y, t) we also have
a linear lower bound on the growth of c∗(δ) as δ →∞.
Proposition 6.2 (Linear growth of c∗) Let b(y, t) have the form
b(y, t) =
N∑
j=1
bj1(y)b
j
2(t)
where bj1(y) are Lipschitz continuous and periodic in y, and b
j
2(t) are station-
ary centered Gaussian fields such that the Assumptions A1-A6 are satisfied
for b(y, t). Then the constant C¯ ∈ [0,+∞) defined by
lim inf
δ→∞
c∗(δ)
δ
= C¯ (6.11)
is equal to zero if and only if b(y, t) ≡ b(t).
Proof: The fact that C¯ ∈ [0,+∞) follows from Proposition 6.1. Also, if
b(y, t) ≡ b(t) then C¯ = 0 since c∗(δ) = c∗(0) for all δ > 0. By Lemma 6.1
there is a unique λ = λδ ∈ (0, λ0] such that
c∗(δ) = inf
λ>0
µ(λ)
λ
=
µ(λδ)
λδ
.
Let δj → ∞ as j → ∞ and suppose that lim supj→∞(λδjδj) ≤ M . This
implies that
lim inf
j→∞
c∗(δj)
δj
= lim inf
j→∞
µ(λδj)
λδjδj
≥ lim inf
j→∞
f ′(0)
λδjδj
≥ f
′(0)
M
> 0.
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So, in this case the result holds with C¯ = f ′(0)/M .
Now suppose λδjδj is unbounded as j → ∞. By Proposition 10.1, there
is a positive constant K such that
ρ(λδjδj) ≥ Kλδjδj > 0
for j sufficiently large. Note that Proposition 10.1 treats the case of δ = 1;
this is why we use ρ(λδjδj) instead of ρ(λδj ). Therefore,
lim inf
j→∞
c∗(δj)
δj
= lim inf
j→∞
λδj
2δj
+
f ′(0)
λδjδj
+
ρ(λδjδj)
λδjδj
≥ K > 0
since λδj ∈ (0, λ∗] and λδjδj →∞. Hence C¯ ≥ K > 0. 
The results of our numerical computations suggest that c∗(δ) is a mono-
tone increasing function of δ, and they confirm both the quadratic and linear
growth of c∗(δ) for small and large δ, respectively. In Figure 5, we plot
c∗(δ) − c∗(0) on a log-log scale for a few values of the covariance parameter
α. We observe a transition form quadratic scaling in the small δ regime to
linear scaling in the large δ regime. We also plot the upper bounds g1 and
g2 given by (ii) and (iii) of Proposition 6.1 using α = 16.0. We observe that
these bounds are at least an order of magnitude greater than the numerically
computed enhancement.
Next, by varying the parameter α in (6.2), we consider the effect of tem-
poral correlations on the enhancement of the speed c∗. Because of the simple
structure of the field b1(y)b2(t) we can compute the constant p1 appearing in
Assumption A5 and Proposition 6.1. Using (6.2),
sup
y1,y2
Γ(y1, y2, 0, r) = ‖b1‖2∞EQ[b2(0)b2(r)] =
√
α‖b1‖2∞e−αr.
Hence p1 = α
−1/2‖b1‖2∞. Therefore, from (iii) of Proposition 6.1,
c∗ ≤ c∗(0)
√
(1 + δ2α−1/2‖b1‖2∞) (6.12)
So, as α → ∞, c∗ → c∗(0). This limit corresponds to the correlation length
1/α becoming very small and is consistent with the case of periodic time
dependence: faster temporal oscillation of the shear tends to decrease the
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Figure 5: Log-log plot of front speed c∗(δ) versus δ. For comparison, the
solid lines on the bottom have slope p = 2.0 and p = 1.0. The data sets g1
and g2 represent the upper bounds (6.9) and (6.10), respectively, contained
in Proposition 6.1. Both bounds were computed for α = 16.0.
enhancement of the front speed [20, 27, 28]. As α → 0, the bound (6.12)
blows up. From (ii) of Proposition 6.1, however, we also have
c∗ ≤ c∗(0) + δ‖b1‖EQ[|b2|]
= c∗(0) + δα1/4‖b1‖EQ[|Z|] (6.13)
where Z is a normally distributed random variable. This implies that c∗ →
c∗(0) as α → 0, as well. So for α ∈ (0,∞), there must be some optimal
correlation length 1/α so that enhancement is maximal.
For α ∈ [1/10, 216/10], we computed the expected speed c∗(δ) for fixed
amplitudes δ = 2.0 and δ = 40. Note that for each α, we must choose the ini-
tial points b2(0) to have variance E[b2(0)
2] =
√
α so that the process remains
stationary for each α. Also, as α becomes large, we adjust the PDE time
step so that ∆t ≤ 0.5/α, in addition to other restrictions already mentioned.
Otherwise, the numerical method cannot resolve the fast oscillations of the
shear process, and the speeds diverge as α grows.
In Figure 6, we plot c∗ versus α on a log-log scale. We also plot the upper
bounds g1 and g2 given by (6.13) and (6.12) for δ = 40. In general, these
bounds are rather coarse, an order of magnitude larger than the numerically
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Figure 6: Log-log plot of c∗ vs. covariance parameter α (δ = 2.0, 40.0).
For comparison, the solid lines have slope p = 1/2. The data sets g1 and
g2 represent the upper bounds (6.9) and (6.10), respectively, contained in
Proposition 6.1. Both bounds were computed for δ = 40.0.
computed enhancement, but as α → ∞, the bound g2 lies relatively close
to the data. As α → 0, g1 is the better bound, predicting that c∗ → c∗(0),
although the scaling of the bound is different from the scaling observed in the
data. By computing the slope of a best-fit line through the points on the log-
log plot, we find that for δ = 2.0, c∗ scales according to c∗ = c∗(0)+O(α0.50)
and for δ = 40, c∗ = c∗(0) + O(α0.44). So in both cases, |c∗ − c∗(0)| → 0
much faster than the O(α0.25) convergence predicted by the bound g1 in
(6.13). This scaling behavior can be understood by analogy with the periodic
case. Note that δb1(y)b2(t) = α
1/4δb1(y)bˆ2(t) where bˆ2 has unit variance
and correlation length 1/α. If b(y, t) = b1(y)bˆ2(t) and bˆ2 is periodic with
very long wavelength, then the enhancement is approximately equal to the
enhancement caused by b1 only (a steady shear). The very slow oscillations in
the shear field do not significantly slow the front. In the random case, when
α is small the correlation length is very large. So by analogy, we expect that
in the random case, when α is very small, c∗ will behave as if the shear were
just α1/4δb1. In the small amplitude regime, c
∗ scales quadratically with
amplitude. Hence c∗ ≈ c∗(0) + O((α1/4δ)2) = c∗(0) + O(α1/2δ2), which is
consistent with our numerical computations for α small. Figure 7 shows the
data for δ = 40.0 in terms of correlation length 1/α.
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Figure 7: Dependence of c∗ on correlation length 1/α (δ = 40.0).
7 Conclusions
We have considered the propagation of KPP reaction fronts in temporally
random shear flows inside an infinite cylinder. We showed that, under as-
sumptions A1-A6 on a Gaussian shear field, the fronts speeds obey a varia-
tional formula that extends the known variational formula in the case of pe-
riodic media. We performed analysis and computation of front speeds based
on the variational principle. When the shear field is Ornstein-Uhlenbeck in
time, we numerically demonstrated the quadratic and linear speed growth
laws in the shear root mean square amplitude, and speed dependence on the
shear temporal correlation length. We also derived basic bounds on the front
speeds and compared them with the computed speeds. Developing methods
to improve these bounds will be left as a future work.
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9 Appendix A: Estimates on Xz,t(s)
In this section we derive some technical estimates on the family of processes
Xz,t(s) that follow from our assumptions on the field b and the Borell in-
equality for Gaussian fields. In particular, we prove Lemma 3.2 which is
needed for the bounds (3.9) and (4.15). Let use first note that by changing
variables r = s− t, v = s + t, it is easy to see from Assumption A5 that
∫ T
0
∫ T
0
sup
y1,y2
Γ(y1, y2, s, t) ds dt ≤ 2
∫ √2T
0
∫ T/√2
0
Γˆ(r) dr dv
≤ 2
√
2p1T (9.1)
and for H ∈ [0, T ],
∫ T
0
∫ T
H
sup
y1,y2
Γ(y1, y2, s, t) ds dt ≤
√
2|T −H|
∫ T/√2
0
Γˆ(r) dr
≤
√
2|T −H|p1. (9.2)
Let ρ(s) ∈ C([0,+∞),Rn−1) with ρ(0) = 0 be fixed. For y ∈ D, define
ρy(s) = y + ρ(s). For fixed t > 0, the integral
f(y, s) =
∫ s
0
b(ρy(τ), t− τ) dτ (9.3)
is a Gaussian random field over M = D × [0, t], with respect to the mea-
sure Qˆ. The Borell inequality for Gaussian fields states that if ‖f‖ =
sup(x,s)∈M f(x, s) is almost surely finite, then E[‖f‖] <∞ and for any u > 0,
Q (‖f‖ −E[‖f‖] > u) ≤ e−
u2
2σ2t (9.4)
where σ2t = sup(x,s)∈M EQ[f
2] (see [1]). By (9.1), σ2t ≤ 2
√
2p1t. Using in-
equality (9.4), we can control deviations of ‖f‖, if we bound the growth of
E[‖f‖].
Lemma 9.1 There is a finite constant C > 0 such that
E[‖f‖] ≤ Ct1/2. (9.5)
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Proof: The expectation E[‖f‖] can be bounded by the metric entropy rela-
tion [1]
E[‖f‖] ≤ C
∫ δ
0
(logN(ǫ))1/2 dǫ
where δ = diam(M)/2 in the metric
d((x, s), (y, z)) = E
[
(f(x, s)− f(y, z))2]1/2
and N(ǫ) is the minimum number of ǫ balls required to coverM . Using (9.1),
(9.2), and Assumption A6, a straightforward computation shows that
E
[
(f(x, s)− f(y, s))2] ≤ C|x− y|t
and
E
[
(f(y, s)− f(y, z))2] ≤ C|s− z|
for some finite constant C, independent of ρ. Therefore,
d((x, s), (y, z)) ≤ C1
(|s− z|)1/2 + C2(|x− y|t)1/2 ,
and there is a constant C3 independent of t and ǫ such that d((x, s), (y, z)) ≤ ǫ
whenever |s− z| ≤ C3ǫ2 and |x− y| ≤ C4ǫ2t . For ǫ ∈ (0, diam(M)/2], we have
the bound
N(ǫ) ≤ max(C5 t
2
ǫ4
, 1)
and
E[‖f‖] ≤ C
∫ C−1/45 t−1/2
0
(log(C5
t2
ǫ4
))1/2 dǫ
= C6t
1/2
∫ 1
0
(log(
1
ǫ4
))1/2, dǫ ≤ C7t1/2. (9.6)

Note that the constants depend on the assumed properties of the process
b and the size of the domain D, but not on the particular function ρ(s). If
u ≥ 2C7t1/2, then by (9.4),
Q (‖f‖ > u) ≤ e−(u−E‖f‖)2/2σ2t ≤ e−u2/8σ2t ≤ e−u2/8p1t.
It now follows that
39
Lemma 9.2 For any η > 0 and for t ≥ t0 = t0(η) = (2C7/η)2,
Q
(
sup
y∈D, s∈[0,t]
∫ s
0
b(y + ρ(τ), t− τ) dτ > ηt
)
≤ e−η2t/8p1 .
for any ρ ∈ C([0,∞), Rn), ρ(0) = 0.
In applying this lemma, the continuous function ρ will be a realization of the
Wiener process W y2 (s).
Lemma 9.3 For η > 0, z ∈ Rn, define the Markov time
τη,z(t) = min{s ≥ 0| |Xz,t(s)− x| ≥ ηt}.
with τη,z(t) = +∞ if the set on the right is empty. Then there are constants
K1, K2 such that
Q
(
P
(
inf
z∈Rn
τη,z(t) ≤ t
)
> e−K2η
2t/2
)
≤ K1e−K2η2t/2
for all t > 0.
Proof: Note that for the Wiener process W1(s) with W1(0) = 0
P
(
sup
s∈[0,t]
|W1(s)| ≥ ηt
)
≤ 2
√
2
π
∫ ∞
η
√
t
e−x
2/2 dx
≤ K1e−η2t/2. (9.7)
The point of the lemma is that at large times, and almost surely with respect
to Q, the process Xz,t(s) still behaves like a Wiener process, even though the
drift term b(y, t) is not uniformly bounded in t. By definition of τη,z(t),
P
(
inf
z∈Rn
τη,z(t) ≤ t
)
= P
(
sup
s∈[0,t],z∈Rn
|ft(y, s) +W1(s)| ≥ ηt
)
.
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Using Tchebyshev’s inequality, (9.7), and Lemma 9.2 we see that for any
η > 0, α > 0:
Q
(
P
(
inf
z∈Rn
τη,z(t) ≤ t
)
> α
)
≤ α−1EQP
(
sup
s∈[0,t],z∈Rn
|ft(y, s) +W1(s)| ≥ ηt
)
= α−1EPQ
(
sup
s∈[0,t],z∈Rn
|ft(y, s) +W1(s)| ≥ ηt
)
≤ α−1EPQ
(
sup
s∈[0,t],z∈Rn
|ft(y, s)| ≥ ηt/2
)
+α−1P
(
sup
s∈[0,t],z∈Rn
|W1(s)| ≥ ηt/2
)
≤ α−1(2e−η2t/32p1 +K1e−η2t/8) ≤ α−1K1e−K2η2t
for t sufficiently large, for some constants K1, K2 > 0. The result now follows
from a choice of α = e−K2η
2t/2. 
Corollary 9.1 There are constants K1, K2 > 0 such that, except on a set of
Q-measure zero,
sup
z∈Rn
P (τη,z(t) ≤ t) ≤ K1e−K2η2t (9.8)
for t sufficiently large depending on ωˆ and η.
Proof: Note that this is Lemma 3.2 in the case that κ = 1. Lemma 9.3 and
the Borel-Cantelli lemma imply that outside a set of Q-measure zero
P
(
inf
z∈Rn
τη,z(k) ≤ k
)
≤ e−K2η2k/2 (9.9)
if k ∈ Z is sufficiently large. Now we want to extend this to all real t
sufficiently large. Let t ∈ [k, k + 1], t = k + τ , τ ∈ [0, 1].
sup
z∈Rn
P
(
sup
s∈[0,t]
|Xz,t(s)− x0| ≥ tη
)
≤ sup
z∈Rn
P
(
sup
s∈[0,τ ]
|Xz,t(s)− x0| ≥ tη/2
)
+
+ sup
z∈Rn
P
(
sup
s∈[τ,t]
|Xz,t(s)−Xz,t(τ)| ≥ tη/2
)
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By the Markov property, this is bounded by
≤ sup
z∈Rn
P
(
sup
s∈[0,τ ]
|Xz,t(s)− x0| ≥ tη/2
)
+
+ sup
z¯∈Rn
P
(
sup
s∈[0,k]
|X z¯,k(s)− x¯0| ≥ tη/2
)
≤
≤ P
(
sup
z∈Rn,t∈[k,k+1],s∈[0,1]
|Xz,t(s)− x0| ≥ kη/2
)
+
+P
(
sup
z¯∈Rn,s∈[0,k]
|X z¯,k(s)− x¯0| ≥ kη/2
)
(9.10)
By (9.9), the second term on the right side of (9.10) is bounded (Q-a.s.) by
P
(
sup
z¯∈Rn,s∈[0,k]
|X z¯,k(s)− x¯0| ≥ kη/2
)
≤ e−K3η2k (9.11)
for k ∈ Z sufficiently large. To bound the other term in (9.10), it suffices to
show that
P
(
sup
y∈D,r∈[0,1],s∈[0,1]
|fk(y, s, r)| ≥ kη/2
)
≤ e−K4η2k (9.12)
for k ∈ Z sufficiently large, where
fk(y, s, r) =
∫ s
0
b(W y2 (τ), r + k − τ) dτ.
Note that fk(y, s, r) is a centered Gaussian field over D × [0, 1]× [0, 1], and
its distribution is invariant with respect to k > 0, due to the stationarity of
b(y, t). For any fixed path W y2 (ω), the Borell inequality implies that for k
sufficiently large
Q
(
sup
y∈D,r∈[0,1],s∈[0,1]
|fk(y, s, r)| ≥ kη/2
)
≤ K5e−K6η2k2
for some constants K5, K6 > 0, independent of k and the realization W
y
2 (ω).
Therefore, proceeding as in the proof of Lemma 9.2, we see that
Q
(
P ( sup
y∈D,r∈[0,1],s∈[0,1]
|fk(y, s, r)| ≥ kη/2) ≥ e−K6η2k2/2
)
≤ K7e−K6η2k2/2.
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Now (9.12) follows from the Borel-Cantelli lemma. We complete the proof
by combining (9.11) and (9.12). 
Proof of Lemma 3.2: We have just proved Lemma 3.2 in the special
case that κ = 1. For κ < 1, modify the preceding bounds for the field
f(y, s) =
∫ s
0
b(ρy(τ), t− τ) dτ
considered over Mκ = D × [0, κt]. Now we have σ2t = sup(x,s)∈M EQ[f 2] ≤
p1κt, so we find that E[‖f‖] ≤ C
√
κt for some constant C > 0. Then, just
as in Lemma 9.3, we have
Q
(
P
(
sup
s∈[0,κt],z∈Rn
|Xz,t(s)− x| ≥ ηt
)
> e−K2η
2t/2κ
)
≤ K1e−K2η2t/2κ.
The rest follows as in the preceding corollary. 
10 Appendix B: Lyapunov Exponent µ(λ)
In this section we prove Lemma 1.1 assuming that A1-A6 hold for the random
field b(y, t). We study the limit
µ(λ, z) = f ′(0) + lim
t→∞
1
t
logE
[
e−λX
z,t(t)
]
= f ′(0) +
λ2
2
+ lim
t→∞
1
t
logEy
[
e−λ
∫ t
0
b(W y2 (s),t−s) ds
]
= f ′(0) +
λ2
2
+ ρ(λ, y). (10.1)
By the Feynman-Kac formula
ρ(λ, y) = lim
t→∞
1
t
logφ(y, t) (10.2)
where φ(y, t) > 0 solves that auxiliary initial value problem
φt =
1
2
∆φ− λb(y, t)φ (10.3)
φ(y, 0) ≡ 1.
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The equation (10.3) is called the parabolic Anderson problem (see [10] and
[12]). The proof that ρ(λ) exists (and µ(λ)) almost surely with respect to Q,
independent of z, relies on the subadditive ergodic theorem and a recent result
in [12], provided we assume the necessary decay of time correlation of the
process b(y, t). For simplicity of notation we ignore the dependence on −λ,
−λb 7→ b. Following [12], we define for any continuous path X ∈ C([0, t], R)
the exponential
ξ(t, X) = e
∫ t
0 b(Xs,t−s) ds.
For any fixed path X , ξ(t, X) is lognormal with mean and variance
EQ[ξ(t, X)] = e
σˆ2
2 , V ar[ξ(t, X)] = e2σˆ
2 − eσˆ2
where
σˆ2 =
∫ t
0
∫ t
0
Γ(Xs, Xr, s, r) ds dr ≤ 2
√
2p1t, (10.4)
by (9.1). Note that σˆ2 is bounded independently of the particular path X .
For 0 ≤ s < t, define the random variables
qI(s, t) = inf
y
Ey[e
∫ t−s
0
b(W (τ),t−τ) dτ ]
qS(s, t) = sup
y
Ey[e
∫ t−s
0
b(W (τ),t−τ) dτ ].
Using the subadditive ergodic theorem, we will show that the limits
lim
t→∞
1
t
log qI(0, t) = ρI (10.5)
and
lim
t→∞
1
t
log qS(0, t) = ρS (10.6)
exists and are finite, almost surely with respect to Q. Then we will show
ρI = ρS. By the Markov property of the Wiener process we have for and
s < z < t:
qI(s, t) = inf
y
Ey
[
e
∫ t−z
0 b(W (τ),t−τ) dτe
∫ t−s
t−z b(W (τ),t−τ) dτ
]
= inf
y
Ey
[
e
∫ t−z
0 b(W (τ),t−τ) dτE[e
∫ t−s
t−z
b(W (τ),t−τ) dτ |Wt−z]
]
≥ inf
y
Ey
[
e
∫ t−z
0
b(W (τ),t−τ) dτ inf
q
Eq[e
∫ z−s
0
b(W (τ ′),z−τ ′) dτ ′ ]
]
= qI(s, z)qI(z, t).
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Therefore, log(qI(s, t)) is super-additive:
log(qI(s, t)) ≥ log(qI(s, z)) + log(qI(z, t))
for any 0 ≤ s < z < t. Similarly, the function log(qS(s, t)) is subadditive. By
the stationarity of b,
τz log(qI(s, t)) = log(qI(s+ z, t + z))
for any z ≥ 0. Moveover, log(qI(s, t)) is integrable:
EQ[log(qI(s, t))] ≤ logEQ[qI(s, t)] ≤ log inf
y
EPEQ[e
∫ t−s
0 b(W (τ),t−τ) dτ ]
≤ log eσ
2
2 ≤
√
2p1|t− s|, (10.7)
and
EQ [log(qI(s, t))] ≥ EQ
[
log(EP e
infy
∫ t−s
0
b(W y(τ),t−τ) dτ )
]
≥ EPEQ
[
inf
y
∫ t−s
0
b(W y(τ), t− τ) dτ)
]
. (10.8)
This last term is finite, by the Borell inequality. Note also that
sup
s,t∈[0,1]
|log qI(s, t)| ≤ sup
t∈[0,1],y∈D
|b(y, t)|,
and the latter is integrable with respect to Q. It now follows from the sub-
additive ergodic theorem (Theorem 2.5 of [2]) and the continuity of q(0, t)
with respect to t that the limit (10.5) exists almost surely and is finite:
lim
t→∞
1
t
log inf
y
φ(y, t) = lim
t→∞
log(qI(0, t))
t
= sup
t
EQ [log(qI(0, t))]
t
= ρI (10.9)
Also, by (10.7), ρI ≤
√
2p1.
In order to apply the ergodic theorem to (1/t) log(qS(0, t), we need to
show that (1/t) log(qS(0, t) is integrable. By Jensen’s inequality,
EQ [log qS(s, t)] ≥ sup
y
EQEy[
∫ t−s
0
b(W (τ), t− τ) dτ ] = 0. (10.10)
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Also, it follows from the Borell inequality and Theorem 3.2 of [1] (p. 63, let
α = 1) that there is a finite constant K0 > 0 such that
EQe
supy
∫ t−s
0
b(W y(τ),t−τ) dτ < K0 <∞ (10.11)
if σˆ2 < 1
2
. Thus by (10.4), there is a constant K1 > 0 such that (10.11)
holds when |t − s| ≤ K1. Now for any s < t, let N be the smallest integer
greater than |t− s|/K1 and s = t0 < t1 < t2 < · · · < tN = t with |ti+1− ti| =
∆t = |t − s|/N ≤ K1 for all i = 0, . . . , N − 1. Using the subadditivity of
log(qS(s, t)) and Jensen’s inequality, we see that
EQ log(qS(s, t)) ≤
N−1∑
i=0
EQ log(qS(ti, ti+1))
≤
N−1∑
i=0
log(EPEQe
supy
∫ ti+1−ti
0 b(W
y(τ),ti+1−τ) dτ ).
By (10.11), this right side is bounded by N log(K0) <∞. Moreover,
sup
s,t∈[0,K1]
|log qS(s, t)| ≤ K1 sup
t∈[0,K1],y∈D
|b(y, t)| (10.12)
which is integrable. Hence, we can apply the subadditive ergodic theorem to
conclude that the limit
lim
t→∞
log(qS(0, t))
t
= inf
t
EQ [log(qS(0, t))]
t
= ρS, (10.13)
holds almost surely with ρS a constant, ρS ∈ [0,∞). Note that convergence
along continuous time follows from (10.12), the continuity of qS(0, t) and
Theorem 2.5 of [2].
Clearly ρI ≤ ρS. To show that ρI = ρS, we will need a kind of Harnack
inequality to compare the quantities qI(0, t) and qS(0, t). Such a result has
been obtained in [12] in the case that b(y, t) is Gaussian in both space and
time, with a white-noise temporal dependence. Under the assumptions A5-
A6, however, the arguments of [12] imply that the following estimate also
holds in the present case.
Theorem 10.1 [12] For any fixed M > 0, there are positive constants c1, c2
such that outside an event of Q−probability e− 14n5/6, one has
inf
y∈D
Ey [ξ(n,X)] ≥ c1e−c2n11/12
(
sup
y∈D
Ey [ξ(n,X)]− e− 14n7/6
)
.
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From this result it follows immediately that
lim
n→∞
1
n
log inf
y
φ(y, n) = ρI = ρS,
and by (10.9) and (10.13), we see that this extends to continuous time
lim
t→∞
1
t
log inf
y
φ(y, t) = ρI = ρS = µ(λ)− f ′(0)− λ
2
2
. (10.14)
We have now shown that ρ(λ) (and thus µ(λ)) in (10.1) is well-defined,
independent of z ∈ Rn, almost surely with respect to Q.
The convexity of µ(λ) follows from the convexity of ρ(λ). Let r ∈ (0, 1),
λ1, λ2 ∈ R. By Ho¨lder’s inequality,
E[erλ1I+(1−r)λ2I ] ≤ E[eλ1I ]rE[eλ2I ]1−r.
Applying this to (10.1), we conclude that
ρ(rλ1 + (1− r)λ2) ≤ rρ(λ1) + (1− r)ρ(λ2).
Clearly ρ(0) = 0. Since b(y, t) has the same distribution as −b(y, t), we see
that ρ(−λ) = ρ(λ) for all λ ∈ R. Hence ρ and µ are even functions of λ.
Since ρ(0) = 0 and ρ is convex and even, we conclude that
ρ(λ) ≥ 0 and µ(λ) ≥ λ2/2 + f ′(0), ∀λ ∈ R. (10.15)
This completes the proof of Lemma 1.1.
We conclude this section by demonstrating that ρ(λ) grows linearly with
λ as λ→∞.
Proposition 10.1 Let b(y, t) have the form
b(y, t) =
N∑
j=1
bj1(y)b
j
2(t) (10.16)
where bj1(y) are Lipschitz continuous and periodic in y, and b
j
2(t) are station-
ary centered Gaussian fields such that the Assumptions A1-A6 are satisfied
for b(y, t). Then there is a constant K > 0 such that for λ sufficiently large,
ρ(λ) ≥ Kλ.
Proof: In the case that b(y, t) is a Gaussian field with white-noise time
dependence, the authors of [12] studied the behavior of ρ(κ) as κ→ 0, where
κ > 0 is a diffusion constant (replace ∆/2 with κ∆/2 in (10.3)). Here we
modify some of their ideas to treat the large advection limit when b has the
form (10.16).
Let At be the set of continuous, piecewise linear functions g such that
g(0) = 0, g is linear on the intervals [it/k, (i+ 1)t/k], and
g((i+ 1)t/k)− g(t/k) = ±t/k, i = 0, 1, 2, . . . , k − 1
where k > 0 is a large integer that will depend on t. Using the subadditivity
arguments of [12] one can show that there is a constant c1 > 0 such that
Q
(
sup
f∈At
∫ t
0
b(f(s), t− s) ds ≥ (c1 − ǫ)t
)
≥ 1− ǫ (10.17)
if k is chosen to be sufficiently large, depending on t. This implies that by
choosing ǫ small there is a set of probability at least 1/2 such that we can
find f(s) = f(s, ωˆ) ∈ At satisfying∫ t
0
b(f(s, ωˆ), t− s, ωˆ) ds ≥ c1t
2
, (10.18)
and we expect that Brownian paths staying close to f will make a significant
contribution to the exponential in the definition of ρ(λ). For a constant γ > 0
to be determined and f ∈ At, we let Bt(f, γ) be the γ-neighborhood of f in
C([0, t], Rn−1):
Bt(f, γ) =
{
X ∈ C([0, t], Rn−1) | ‖X − f‖C0 < γ
}
.
Then there are constants K1, K2 independent of t and of f ∈ At such that
P (Bt(f, γ)) ≥ K1e−K2(1+1/γ2)t
for t > 1 (see [12]). Now using assumption A6, we see that for any path
X ∈ Bt(f, γ),
|
∫ t
0
b(X(s), t− s) ds−
∫ t
0
b(f(s), t− s) ds| < γM
N∑
j=1
∫ t
0
|bj2(s)| ds (10.19)
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whereM is the maximum of the Lipschitz constants for the functions {bj1(y)}Nj=1.
By (10.18) and (10.19) with ǫ > 0 sufficiently small, there is a set of Q-
probability at least 1/2 such that
EP
[
eλ
∫ t
0 b(W
y
s (s),t−s) ds
]
≥ EP
[
eλ
∫ t
0 b(W
y
s (s),t−s) dsχBt(f,γ)
]
= eλc1t/2e−λγMV P (Bt(f, γ))
≥ eλc1t/2e−λγMVK1e−K2(1+1/γ2)t, (10.20)
where V =
∑N
j=1
∫ t
0
|bj2(s)| ds and f ∈ At is chosen to satisfy (10.18). For t
large, independently of λ and γ, V can be bounded by
V ≤ t(
N∑
j=1
E[|bj2(0|] + 1)
except on a set of probability less than 1/4. Therefore, we can choose γ small
so that
γ ≤ c1
4M(
∑N
j=1E[|bj2(0|] + 1)
.
Then by choosing λ large we obtain from (10.20)
EP
[
eλ
∫ t
0
b(W ys (s),t−s) ds
]
≥ eλc1t/8
with Q-probability at least 1/4, for t sufficiently large, independently of
λ. Since the limit defining ρ(λ) exists Q-almost surely, this establishes the
lemma with K = c1/8. 
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