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Abstract
In this research, I focus on I) the mean field analysis of algorithms for scale-free networks
in molecular biology and II) the analysis of biological networks using random walks and
related algorithms.
I: Many systems in nature and society are described by means of complex networks.
Research indicates that these complex networks exhibit scale-free properties. Studying the
organizing principles of scale-free networks has significant implications in different fields
including developing better drugs, defending the internet from hackers, halting the spread
of deadly epidemics, developing marketing strategies, etc.
The sampling of scale-free networks in molecular biology is usually achieved by grow-
ing networks from a seed using recursive algorithms with elementary moves which include
the addition and deletion of nodes and bonds. These algorithms include the Barabasi-
Albert algorithm [1]. Later algorithms, such as the Duplication-Divergence algorithm
[27, 29], the Sole´ algorithm [25, 26] and the iSite algorithm [15, 16], were inspired by biologi-
cal processes underlying the evolution of protein networks, and the networks they produce
differ essentially from networks grown by the Barabasi-Albert algorithm. The mean field
analysis of these algorithms is reconsidered, and extended to variant and modified imple-
mentations of the algorithms.
II: The second part of this research focuses on improving biological networks using
random walks and related algorithms.
ii
I use different algorithms with the goal of finding highly connected hubs and clusters
of proteins which are closely related to one another. This is done by building up protein-
protein interaction networks and miRNA-gene interaction networks which are then sub-
jected to the action of two algorithms.
The first algorithm used is the random walk with resistance algorithm. As an alter-
native, I am proposing solving the lattice laplacian on a network as a method to discover
clusters of biologically related genes. These approaches seek to find ways of solving com-
plex pathway membership problems in protein interaction databases. The clusters obtained
provide more biological insight as opposed to a process of local pairwise comparison be-
tween interacting proteins. They may also predict new members in functional pathways or
clusters. Underlying these algorithms are simulated biased random walks on the network
for determining membership of proteins in given clusters.
iii
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This dissertation consists of two parts: A) Mean field analysis of algorithms for scale-free
networks in molecular biology and B) Analysis of biological networks using random walks
and related algorithms.
The contributions in this dissertation consist in modifying algorithms (modified Barabasi-
Albert, modified Duplication-Divergence and iSite algorithms) to create denser networks
and developing their mean field analyses in ways not done before in the literature. The
contributions in the second part of the dissertation include introducing and implementing
the lattice laplacian algorithm as an alternative to the random walk algorithm with the
goal of improving biological networks, finding clusters of biologically related proteins and
suggesting new targets of miRNAs.
A. Mean field analysis of algorithms for scale-free networks in molecular biology
Many systems in nature and society are described by means of complex networks [9]. Some
of these systems include the cell [19], chemical reactions [17], the world wide web [6], social
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interactions [7], etc. It is generally found that many systems, though different in nature,
produce networks which are scale-free and exhibit similar properties [1, 3].
Knowledge about scale-free networks is important for understanding the spread of com-
puter viruses, diseases and providing pharmaceutical researchers with new strategies for
selecting drug targets, potentially leading to cures that would kill only harmful cells or
bacteria by selectively targeting their hubs, while leaving healthy tissue unaffected [83].
The main property of scale-free networks is that their degree distribution decays as a
power law [1, 4] – this shows that there is no characteristic scale for the degrees, which is
why the networks are called scale-free. The average degree of a scale-free network offers
little insight into the real topology of the network [3] since most nodes have degrees which
are far away from the average degree of the network. Nodes of high degree are called hubs
and though small in number for realistic networks, they are statistically overrepresented
compared to the number of hubs in random networks. These hubs play an important role
in dynamical processes which occur in scale-free networks.
For example, hubs are important in social networks. The fact that biological viruses
spread in social networks, which in many cases appear to be scale-free, suggests that sci-
entists should take a second look at the interplay of network topology and epidemics. In a
scale-free network, the traditional public health approach of random immunization could
easily fail because it would very likely neglect a number of the hubs [83].
A vaccination for measles, for instance, must reach 90% of the population to be effec-
tive. Instead of random immunizations, though, what if doctors targeted the hubs, or the
most connected individuals? Research in scale-free networks indicates that this alternative
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approach could be effective even if the immunizations reached only a small fraction of the
overall population, provided that the fraction contained the hubs. Targeting hubs could
be a solution for distribution of vaccines in countries and regions that do not have the
resources to treat the entire population [83].
Dezso and Barabasi [84] studied the diffusion and spreading of viruses on a scale-
free network, including both biological and computer based viruses. Methods designed
to eradicate viruses usually aim at reducing the spreading rate of the virus. Even when
the virus has a zero epidemic threshold, there is little guarantee that it will eradicate it
[84]. This is because in scale-free networks, the hubs are in contact with a large number
of nodes, and are therefore easily infected. Once the hubs are infected, they pass the virus
to a significant fraction of nodes in the system. Thus even weakly infectious viruses can
spread and prevail on a scale-free network. This negates what diffusion studies used to
believe prior to the scale-free network theory that viruses whose spreading rate exceeds a
critical threshold will persist, while those under the threshold will die out shortly. Dezso
and Barabasi argued that hub-biased curing policies (curing with higher probability the
hubs than the less connected nodes) can restore the epidemic threshold, which can stop the
virus spreading [84].
Hubs are important in marketing techniques as well. Popular influencer marketing
techniques (closely related to word-of-mouth or viral marketing), are based on the premise
that a large number of people are connected to everyone else through a small number of
hubs. Thus, identifying and focusing marketing activities around these hubs could increase
the likelihood of initiating a cascading adoption of products or services- a type of social
3
epidemic [85].
Determining if a network is scale-free is important in understanding the system’s be-
haviour, but it is not the only parameter which deserves attention [83]. The knowledge
of a network’s general topology is only one aspect in understanding the overall character-
istics and behaviour of such systems. When it comes to social interactions, even though
the networks that model these interactions are scale-free, ties between household members
are much stronger than connections to casual acquaintances, so diseases are more likely to
spread through such linkages. In the case of biological networks, the strength of the interac-
tion between molecules does affect the network’s dynamical behaviour as well. Therefore,
the nature of the nodes and their interactions plays an important role in the behaviour of
the systems.
Unexplained by previous network theories, hubs offer convincing proof that various
complex systems have a strict architecture, ruled by fundamental laws, laws that appear
to apply equally to cells, computers, languages and society [83]. Furthermore, these orga-
nizing principles have significant implications for developing better drugs, defending the
internet from hackers, and halting the spread of deadly epidemics [84].
Scale-free networks also exhibit an unexpected degree of robustness – this is the prop-
erty that such networks maintain their dynamic properties even when many nodes and
bonds fail to transmit signals (suffer high failure rates) [9]. In the case of protein-protein
interaction networks, it is difficult to disrupt the network: despite a high level of random
mutations being introduced, the remaining proteins will continue to work together.
However, these networks remain vulnerable to failure of hub nodes, since these nodes
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play a significant role in maintaining the network’s connectivity. The presence of scale-free
emerging properties in many real-world networks provides initial evidence that these self-
organizing phenomena do not only depend on the characteristics of individual systems, but
are general laws of evolving networks [83]. The responsible mechanisms for the emergence
of scale-free networks are important in understanding why different systems converge to
networks with similar architecture [4].
In the first part of this research I describe four evolutionary algorithms able to generate
scale-free networks in molecular biology, with a focus on their mean field analysis. These
algorithms are the Barabasi-Albert [1], Duplication-Divergence [27, 29], Sole´ [25, 26] and
iSite [15, 16] algorithms.
The Duplication-Divergence, Sole´ and iSite algorithms were inspired by modelling net-
works in biological models of protein-protein interaction evolution, and all these algorithms
are based in one way or another on two ideas: growth by preferential attachment [12], and
growth and changes (mutations) in networks induced by the duplication, deletion or re-
placement of nodes or bonds (these are elementary moves which mutate the network by
adding, deleting or moving some of its bonds or nodes).
Growth by preferential attachment is implemented by adding bonds preferentially to
nodes of high degree. This increases the probability that a node will grow to be a hub
in the network, and the resulting network has an increased probability that it will contain
hubs [4]. The Barabasi-Albert algorithm uses preferential attachment to grow scale-free
networks by attaching bonds to nodes with a probability which is proportional to the
degrees of nodes [1]. A mean field analysis of the Barabasi-Albert algorithm was done in
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reference [5].
The Duplication-Divergence algorithm [27, 29] generates scale-free networks by imple-
menting elementary moves which mutate and grow the network. These are duplication (the
duplication of existing nodes and bonds) and divergence (local changes made to existing
bonds and nodes) elementary moves. These moves model processes which are thought
to underlie the evolutionary mechanisms by which protein interaction networks evolve
[25, 27, 29]: The duplication of genes is a mechanism which generates genes coding for new
proteins during evolution and the divergence step is a model for the mutation of duplicated
genes. After a duplication of a gene, two genes (one the progenitor gene, the other the
progeny gene) coding for the same protein are obtained, and these mutate over time to drift
away from one another in gene space, giving rise to modified proteins when translated
by cellular machinery [25]. Biologically, the duplication step may result in a new protein
interaction between two mutating copies of the same gene (this is called heteromerization),
and the divergence step is a model of subfunctionalization (a process whereby interactions
between proteins are lost).
Closely related to the Duplication-Divergence algorithm is the Sole´ algorithm [25, 26].
This algorithm grows networks by duplication of nodes, and mutates the network by
rewiring it (this algorithm does not implement the heteromerization of the duplicated
genes) [6]. It then implements a process of deleting some bonds on the duplicated nodes
(modelling evolutionary changes due to subfunctionalization).
The iSite algorithm [15, 16] is a refinement of the Duplication-Divergence and Sole´ algo-
rithms. This algorithm introduces more complex nodes which each contain interaction sites
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as models of protein and protein complexes with localized interaction sites where the inter-
actions with other proteins take place. These localized interaction sites are iSites. Such iSites
may be involved in many interactions, but each interaction is related to only two iSites, one
on each of the proteins involved. That is, iSites are models of the concept of domains on
protein surfaces where the actual interactions take place between two proteins. The imple-
mentation of the algorithm on nodes containing iSites proceeds by duplication of nodes,
and the mutation of iSites through subfunctionalization and heteromerization (namely, the
subfunctionalization of iSites leading to loss of protein interactions, and heteromerization
where new interactions are introduced between existing iSites). In this model the subfunc-
tionalization is of iSites, leading to the loss of all bonds incident with the iSite (contrary to
the situation in other algorithms, for example the Duplication-Divergence algorithm, where
subfunctionalization leads to the loss of bonds, rather than nodes).
The first part of this dissertation is organized as follows. I first consider the general
properties of scale-free networks, including their scaling and connectivity properties. These
ideas are then applied to the analysis of particular algorithms. The Barabasi-Albert model
is considered first together with a modified version of the algorithm, and a variant of the
algorithm. Mean field theory for the modified and variant algorithms is developed, giving
mean field values for the scaling exponent γ. These results are compared to numerical
results obtained by generating networks using implementations of the algorithms.
The Duplication-Divergence algorithm and networks generated by it are considered
next. The algorithm is also modified, and mean field theory is developed to find mean
field values for the scaling exponent. The mean field predictions are then compared to
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numerical results generated by implementing the algorithm and sampling networks.
A similar approach is followed for the Sole´ algorithm. However, in this model the degree
distribution may not be integrable, and our results indicate that the networks generated by
this algorithm are not scale-free. Modifying the distribution of degrees gives a testable
scaling hypothesis for Sole´ networks, which is tested numerically by generating networks
and examining their scaling, as well as by computing the connectivity of Sole´ networks and
comparing it to the mean field predictions. This shows that the size of Sole´ networks of
order n is O(n2), while the connectivity is O(n) – this implies that Sole´ networks are dense.
Finally, the iSite algorithm is presented and examined developing a mean field approach
to determine its scaling properties. The algorithm is also modified, and the resulting mean
field results are tested numerically.
The first part of the research is completed in section 4.5, where our main results are
briefly considered and reviewed.
B. Analysis of biological networks using random walks and related algorithms.
The second part of this dissertation focuses on improving the analysis of biological
networks using random walks and related algorithms. Algorithms in molecular biology
are used to predict new interactions between molecules, assign functions to previously
unknown molecules, discover clusters of molecules which are closely related to one another,
or predict new targets of a molecule. We study two important biological networks, protein-
protein interaction networks (PINs) and microRNA-gene interaction networks (MGINs).
MicroRNAs (miRNAs) are small noncoding RNAs which are involved in post tran-
scriptional regulation of gene expression usually through cleavage of messenger RNA [66].
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MiRNAs are involved in diverse cellular functions such as development, differentiation,
proliferation, apoptosis and metabolism. The input data used in this research was pro-
vided as microarray data by the Peng Lab [37] at York University. In addition we have
downloaded miRNA-protein and protein-protein interaction data from the miRTarBase [39]
and the STRING [38] databases.
Two network topology-based algorithms are presented with the goal of discovering
pathways in protein-protein interaction networks and to suggest new targets of miRNAs in
miRNA-gene interaction networks. The underlying idea in network based analysis is the
discovery of cluster structures (of complexes and pathways) in PINs and MGINs. These
structures give information on biologically related proteins and their functions. The key
idea is that two proteins sharing higher “topological” similarities are likely interacting with
each other and might belong to the same protein complex and cluster in the network. We
test two algorithms. The first is to estimate similarities of the proteins in a network by using
a Random Walk with Resistance (RWR) algorithm [36]. The second algorithm is to solve the
Lattice Laplacian with Resistance (LLR) on a network, or its modifications, namely Weighted
Lattice Laplacian with Resistance (WLLR) and Double Weighted Lattice Laplacian with Resistance
(DWLLR) algorithms as an alternative to RWR.
Using data on upregulated and downregulated genes by the human miRNA hsa-miR-
218-5p provided by the Peng lab [37], PINs were constructed by examining the environment
of the genes in the STRING [38] database of protein-protein interactions. The structure
of the networks was discovered with the RWR and LL algorithms, and visualized using
Cytoscape [11]. Protein clusters are discovered by joining two proteins in a network when
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there is a higher value of the Pearson correlation coefficient between their corresponding
columns in the RWR probability matrix, or the LL solution matrix.
The algorithms do not produce identical networks, but both show similar networks of
biologically related clustered proteins. Clusters can be examined individually by RWR and
LL algorithms to predict novel protein functions and reaction pathways. The clusters corre-
spond to complexes of functionally related proteins and in the case of the RWR a reaction
pathway involving protein clusters is revealed. All these algorithms simulate biased ran-
dom walks on the network. This places the algorithms in a class of random walk algorithms
examined in the literature.
The focus of this research is on biological networks of the cell, hence in the next chapter
we are giving a review of the cell structure and function.
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Chapter 2
Cell structure and function
2.1 The structure of a cell
Cells are the basic unit of structure and function in living organisms [51]. Cells contain
tiny compartments called organelles. Each organelle carries out a specific function within
the cell. Cells contain hereditary material and are able to make copies of themselves [51].
Some of the structures and organelles of the cell are:
Cell membrane: The cell membrane is an outer layer that surrounds the cell and con-
trols which substances enter or leave the cell. It is considered to be the security guard of the
cell. It is sometimes called the plasma membrane or the cytoplasmic membrane. It sepa-
rates the interior of the cell from the outside environment. The cell membrane is selectively
permeable to ions and organic molecules. The basic function of the cell membrane is to
protect the cell from its surroundings. It consists of a phospholipid bilayer with embedded
proteins. The cell membrane is involved in a variety of processes such as cell adhesion, ion
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conductivity and cell signalling [51].
Figure 2.1: Cell organelles
The cell consists of the nucleus and the cytoplasm. The cell membrane surrounds the cell. Cytoplasm
contains the organelles and the space between them, called the cytosol. Inside the nucleus are the nucleolus
and the DNA. Some of the organelles in the cell include mitochondria, rough ER, smooth ER, Golgi
apparatus, lysosomes, ribosomes, peroxisomes, etc.
Nucleus: The nucleus contains the hereditary information of a cell. It provides chemical
instructions that direct all the cell’s activities. It serves as the cell’s command centre, send-
ing directions to the cell to grow, mature, divide, or die. It houses DNA (deoxyribonucleic
acid), the cells’ hereditary material. It is surrounded by a membrane called the nuclear
membrane or the nuclear envelope. The membrane protects the DNA and separates the
nucleus from the cytoplasm. It contains most of the cell’s genetic material, but not all of it.
The genetic material is organized as multiple long linear DNA molecules in combination
with a large variety of proteins such as histones. DNA in combination with proteins forms
the chromosomes. The genes within these chromosomes form the cell’s nuclear genome.
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The function of the nucleus is to maintain the integrity of the genes and to control the cell
activity by regulating gene expression [51].
Cytoplasm: The cytoplasm is the region between the cell membrane and the nucleus. In
organisms without a nuclear membrane, it is the region located inside the cell membrane. It
is made up of a jelly-liked fluid, called the cytosol which contains other structures outside
the nucleus. The cytoplasm is composed of about 80% water and it is usually colourless.
Most cellular activities occur within the cytoplasm. The cytoplasm is made up of the inner,
granular mass and the outer, clear and glassy layer. The inner mass is called the endoplasm
and the outer one is called the ectoplasm [51].
Mitochondria: Mitochondria are rod-shaped cell structures that convert the energy in
food molecules to energy that cells can actually use to carry out their functions. Mitochon-
dria are complex organelles and they do have their own genetic material, separate from
the DNA in the nucleus. They can copy themselves. Mitochondria are found in most eu-
karyotic cells and are thought to have been free living organisms which were incorporated
into cells over the evolutionary era. The dimensions of mitochondria range from 0.5 to 1.0
micrometer in diameter. They supply the cell with adenosine triphosphate (ATP), which is
used as a source of chemical energy. Mitochondria are involved in supplying the cellular
energy, signalling, cellular differentiation, cell death, as well as the control of cell cycle and
cell growth. They have been implicated in several human diseases, including mitochon-
drial disorders and cardiac dysfunction. They play a role in the aging process as well. Each
mitochondria is composed of compartments that carry out specialized functions. These
compartments are the outer membrane, the intermembrane space, the inner membrane,
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the cristae and the matrix [51].
Endoplasmic reticulum (ER): There are two different types of the endoplasmic retic-
ulum, the smooth type and the rough type. The smooth endoplasmic reticulum lacks
ribosomes. The rough endoplasmic reticulum contains ribosomes on its surface. The
smooth endoplasmic reticulum is involved in lipid metabolism, carbohydrate metabolism
and detoxification. The rough endoplasmic reticulum is prominent in hepatocytes where
active protein synthesis occurs. The endoplasmic reticulum helps process molecules created
by the cell. It also transports these molecules to their specific destinations inside or out-
side the cell. The endoplasmic reticulum forms an interconnected network of membrane-
enclosed sacs or tubes known as cisternae. The membranes of the endoplasmic reticulum
are a continuation of the outer membrane of the nuclear envelope [51].
Golgi apparatus: Golgi apparatus is composed of stacks of membrane-bound structures
known as cisternae. Each cisterna comprises a flat, membrane enclosed disc that includes
special Golgi enzymes. The functions of Golgi apparatus involve packaging molecules
processed by the endoplasmic reticulum that are meant to be transported out of the cell.
It helps in moving material within the cell and out of the cell. It is found in both animal
and plant cells. The role of Golgi enzymes is to modify cargo proteins that travel through
this organelle depending on where they reside. Golgi apparatus is integral in modifying,
sorting and packaging macromolecules. It is involved in the transport of lipids around the
cell and the creation of lysosomes [51].
Ribosomes: Ribosomes are small crucial organelles that process the cell’s genetic in-
structions. Ribosomes are made of protein and ribosomal RNA. These organelles can float
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freely in the cytoplasm or can be connected to the endoplasmic reticulum. Each cell con-
tains thousands of these organelles. Ribosomes are large and complex molecular machines,
found within all living cells. Ribosomes link amino acids together in the order specified by
messenger RNA. Ribosomes consist of two major components, the small ribosomal subunit
and the large ribosomal subunit. The small ribosomal subunit reads the messenger RNA
and the large subunit joins amino acids to form a polypeptide chain. Each subunit is com-
posed of one or more ribosomal RNA molecules and a variety of proteins. Ribosomes are
part of the translational apparatus. When a ribosome finishes reading an mRNA molecule,
the two subunits of the ribosome split apart. The ribosomal RNA performs the catalytic
peptidil transferase activity that links the amino acids together [51].
Lysosomes: Lysosomes are membrane-bound cell organelles found in animal cells. They
are spherical vesicles that contain hydrolytic enzymes. These enzymes are capable of break-
ing down all kinds of biomolecules, including proteins, nucleic acids, carbohydrates and
lipids. These organelles are the recycling center of the cell. They digest foreign bacteria that
invade the cell. They rid the cell of toxic substances and recycle worn-out cell components.
Lysosomes contain around 50 different enzymes which are active at an acidic environment
of about pH 5. They act as waste disposal systems of the cell. They digest unwanted mate-
rial in the cytoplasm. Lysosomes are responsible for cellular homeostasis because of their
involvement in secretion, cell signalling, energy metabolism and plasma membrane repair
[51].
Peroxisomes: Peroxisomes are also known as the microbodies. They are found in all
eukaryotic cells. They are involved in the catabolism of very long chain fatty acids. Per-
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oxisomes break down very long chain fatty acids and convert them to medium chain fatty
acids, which are shuttled to mitochondria where they eventually break down to carbon
dioxide and water [51].
Cytoskeleton: The cytoskeleton is a network of fibres that make up the cell’s structural
framework. It is a dynamic system, parts of which are constantly destroyed, renewed or
newly constructed. The cytoskeleton has three major elements. These elements are micro-
filaments, microtubules and intermediate filaments. Microfilaments are composed of the
protein actin. Microtubules are composed of the protein tubulin and the intermediate fila-
ments consist of more than 60 different building block proteins. The cytoskeleton gives the
cell shape and mechanical resistance to deformation. The contraction of the cytoskeleton
allows the cell to deform and migrate. It also provides a track-like system that directs the
movement of organelles and other substances within the cell. The structure, function and
dynamic behaviour of the cytoskeleton depends on the organism and cell type. The struc-
ture and function of cytoskeleton changes depending on its association with other proteins
[51].
2.2 Inside the nucleus
The nucleus is the largest organelle in animals. It occupies around 10% of the total volume
of the cell. The viscous liquid within the nucleus is called the nucleoplasm and is similar
in composition with the cytosol. The nucleus appears as a dense spherical organelle.
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Figure 2.2: Cell nucleus
The nucleus is made of the nuclear envelope, the nucleolus, the nucleoplasm and the chromatin. The nuclear
envelope separates the nucleus from the cytosol. The nuclear envelope contains pores through which different
molecules get in and out of the nucleus.
The nucleus consists of the nuclear envelope, the nucleolus, the nucleoplasm and the
chromatin or chromosomes.
The nuclear envelope is otherwise known as the nuclear membrane. It consists of two
cellular membranes, the inner and the outer membrane. They are parallel to one another
with a space of 10 to 50 nanometers in between. The nuclear envelope completely encloses
the nucleus and separates the genetic material from the cytoplasm. It serves as a barrier to
prevent macromolecules from diffusing freely between the nucleoplasm and the cytoplasm.
The outer nucleus membrane is continuous with the membrane of the rough endoplasmic
reticulum, and is similarly embedded with ribosomes. The space between the membranes
is called the perinuclear space and is continuous with the rough endoplasmic reticulum lu-
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men. The nuclear envelope has many nuclear pores in it. They provide aqueous channels
through the envelope. The nuclear pores are made of multiple proteins and are referred
to as nucleoporins. They consist of approximately several hundred proteins in vertebrates.
Their diameter is about 100 nanometer. However, the gap in nuclear pores through which
molecules diffuse freely is about 9 nanometer wide due to the presence of regulatory sys-
tems within the center of the pores. These pores allow small water-soluble molecules to
pass through them. They prevent large molecules, such as nucleic acids and larger proteins
from inappropriately entering or exiting the nucleus. These large molecules can only be
actively transported into the nucleus [51].
The nucleolus is a densely stained structure. It doesn’t have a membrane around it. The
main function of the nucleolus is to synthesize ribosomal RNA and assemble ribosomes
[51].
The nuclear lamina consists of two networks of intermediate filaments. It provides the
nucleus with mechanical support. The nuclear lamina forms an organized meshwork on
the internal face of the envelope. If forms a less organized support on the cytosolic face
of the envelope. It provides structural support for the nuclear envelope and anchoring
sites for nuclear pores and chromosomes. The nuclear lamina is composed mostly of lamin
proteins. These proteins are synthesized in the cytoplasm and after transported to the
interior of nucleus [51].
Chromosomes are structures made of DNA, protein and RNA. The chromosome is a
single piece of coiled DNA containing many genes, regulatory elements and other nu-
cleotide sequences. Chromosomes contain DNA-bound proteins, which package the DNA
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and control its functions. The DNA in chromosomes encodes most or all of the genetic
information in an organism. Each human cell contains roughly two meters of DNA. Most
of the cell cycle, the DNA is in the form of a DNA-protein complex known as chromatin.
During cell division the chromatin forms well-defined structures called chromosomes. A
small fraction of the genes is located in the mitochondria. There are two types of chro-
matin, the euchromatin and the heterochromatin. The euchromatin is the less compact
DNA form and contains genes that are expressed by the cell. The heterochromatin is the
more compact form and contains DNA that is infrequently transcribed. During interphase
both types of chromatin can be distinguished. The interphase is the period of the cell cycle
where the cell is not dividing [51]. Chromosomes in humans can be divided into two types:
autosomes and sex chromosomes. Human cells have 22 pairs of autosomes and one pair of
sex chromosomes giving a total of 46 chromosomes per cell. Sequencing of human genome
has provided a great deal of information about each chromosome. Each chromosome has
one centromere and one or two arms projecting from the centromere. The centromere is
the part of the chromosome that links sister chromatids [51].
Deoxyribonucleic acid (DNA) is a molecule that encodes the genetic information. DNA
is a nucleic acid. The three major molecules essential for all forms of life are nucleic acids,
proteins and carbohydrates. Most DNA molecules consist of two biopolymer strands coiled
around each other to form a double helix. The DNA strands are known as polynucleotides.
The units from which they are formed are called nucleotides. Each nucleotide is composed
of a nitrogen-containing nucleobase, a monosaccaride sugar and a phosphate group [51].
The nucleobase linked to a sugar is called a nucleoside. The nucleobase linked to a
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Figure 2.3: Double helix DNA
Double helix DNA structure. It contains two strands of DNA which are hybridized together. Hybridization
is the process of complementary base pairs binding to form a double helix. The nitrogenous bases of the two
separate polynucleotide strands are bound together, according to base pairing rules (A with T, and C with G),
with hydrogen bonds to make double-stranded DNA.
sugar and one or more phosphate groups is called a nucleotide. There are four nitrogen-
containing nucleobases: guanine (G), adenine (A), thymine (T), and cytosine (C). The
monosaccharide sugar is called deoxyribose. The sugar is a pentose (five carbon sugar).
The sugars are joined together by phosphate groups that form phosphodiester bonds be-
tween the third and fifth carbon atoms that are in two adjacent sugar rings. The nucleotides
are joined to one another by means of covalent bonds. The covalent bonds are formed be-
tween the sugar of one nucleotide and the phosphate group of the other giving so an
alternating sugar-phosphate backbone. These asymmetric bonds make the strands of DNA
have a direction. The direction of the nucleotides in one strand is opposite to their direc-
tion in the other strand. The strands are antiparallel. The asymmetric ends of the DNA are
called the 5’ end and the 3’ end. The 5’ end has a terminal phosphate group and the 3’ end
has a terminal hydroxyl group [51].
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Figure 2.4: DNA structure
The two DNA strands (polynucleotides) are composed of monomer units called nucleotides. Each nucleotide
is composed of one of four nitrogen-containing nucleobases - cytosine (C), guanine (G), adenine (A), or
thymine (T) - a sugar called deoxyribose, and a phosphate group. The nucleotides are joined to one another in
a chain by covalent bonds between the sugar of one nucleotide and the phosphate of the next, resulting in an
alternating sugar-phosphate backbone. The nitrogenous bases of the two separate polynucleotide strands are
bound together, according to base pairing rules (A with T, and C with G), with hydrogen bonds to make
double-stranded DNA.
The nitrogenous bases of two nucleotides in the two separate polynucleotide strands
are bound together by means of hydrogen bonds. This forms the double-stranded DNA.
Adenine is bounded to thymine through 2 hydrogen bonds and guanine is bounded to
cytosine through 3 hydrogen bonds [51].
The DNA backbone is resistant to cleavage. Both strands of the double-stranded struc-
ture store the same biological information. The two strands are separated when the bi-
ological information is replicated. 98% of DNA is noncoding, which means these parts
of DNA don’t encode proteins. The two strands run in opposite directions to each other,
therefore antiparallel. One strand is in the 3’-5’ direction, while the other strand is in the
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5’-3’ direction. The nucleobases are attached to each sugar. It is the sequence of these four
nucleobases that encodes biological information [51].
Ribonucleic acid (RNA) is a family of large biological molecules that perform multiple
vital roles in the coding, regulation and expression of genes. There are different types of
RNAs. There are messenger RNA (mRNA), transfer RNA (tRNA), ribosomal RNA (rRNA),
microRNA (miRNA), small nuclear RNA (snRNA), etc. RNA is a polynucleotide strand.
It contains a ribose sugar, a base and a phosphate group. The differences between DNA
and RNA are: First, DNA is a double stranded helix, while the RNA molecule consists of
one polynucleotide strand only. The sugar in DNA is a deoxyribose sugar, while in RNA
is a ribose sugar. RNA has the same nitrogen nucleobase as DNA with the exception of
thymine being replaced by uracil (U). Adenine and guanine are purines. Cytosine and
uracil are pyrimidines. A phosphate group is attached to the 3’ position of one ribose and
the 5’ position of the next. The phosphate groups have a negative charge, making RNA a
charged molecule [51].
Messenger RNA conveys genetic information from DNA to the ribosome, where they
specify the amino acid sequence of the protein products. The genetic information in the
messenger RNA is in the sequence of nucleotides. The nucleotides are arranged in codons
consisting of three bases each. Each codon encodes for a specific amino acid, except the
stop codons, which terminate the protein synthesis. Messenger RNA is a single stranded
molecule that is complementary to one of the DNA strands of a gene. It is an RNA version
of the gene that leaves the cell nucleus and moves to the cytoplasm where proteins are
made. During protein synthesis, the ribosome moves along the mRNA, reads its base se-
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quence, and uses the genetic code to translate each three-base triplet, into its corresponding
amino acid [51].
Transfer RNA is an RNA molecule usually 73 to 79 nucleotides in length. It serves
as a physical link between the nucleotide sequence in messenger RNA and the amino acid
sequence in the protein. It carries an amino acid to the ribosome as directed by the codon
in the messenger RNA. Thus transfer RNAs are crucial components in protein translation.
The codon in mRNA specifies which amino acid is incorporated into the protein product
of the gene from which mRNA is transcribed. The role of transfer RNA is to specify which
sequence from the genetic code corresponds to which amino acid. One end of the transfer
RNA is called the anticodon. It matches the codon in the messenger RNA. The other end
of the tRNA is a covalent attachment to the amino acid that corresponds to the anticodon
sequence. Each type of transfer RNA can be attached to only one type of amino acid. Thus
there are many types of transfer RNA in each organism [51].
Ribosomal RNA is the RNA component of the ribosomes. Ribosomes are cell or-
ganelles made of proteins and ribosomal RNA. Ribosomes contain 60% ribosomal RNA
and 40% protein in weight. They contain two major ribosomal RNAs and 50 different
types of proteins. The ribosomal RNAs form two subunits, the large subunit and the small
subunit. The large subunit acts as a ribozyme. It catalyses the peptide bond formation in
proteins. The messenger RNA is sandwiched between the large and the small subunits of
the ribosome [51].
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2.2.1 Transcription and translation
Transcription is the process in which segments of DNA are copied into RNA by the enzyme
RNA polymerase. It is the first step of gene expression. A gene is a stretch of DNA that
encodes information.
There is a particular region in DNA that helps initiating the transcription process. This
region of DNA is called the promoter. It is located near the transcription start site of a gene,
towards the 5’ region of the sense strand. The sense strand is the segment of the double-
stranded DNA that runs from the 5’ to 3’ direction. The antisense strand of DNA is the
strand that runs in the 3’ to 5’ direction. The enzyme that produces the primary transcript
of messenger RNA is called RNA polymerase. In eukaryotes transcription is done by
three different RNA polymerases. RNA polymerase II is responsible for transcription of
protein coding genes and some other noncoding RNAs, like miRNAs. RNA polymerase
creates a transcription bubble. It separates the two strands of the DNA helix. This is
done by breaking the hydrogen bonds between complementary DNA nucleotides. RNA
polymerase adds matching RNA nucleotides to the complementary nucleotides of the DNA
strand. RNA polymerase forms the sugar-phosphate backbone in the newly created RNA
strand. The hydrogen bonds of the untwisted RNA-DNA helix break and in this way the
newly synthesized RNA strand is released. The primary transcript of RNA undergoes other
processes like polyadenylation, capping and splicing. The RNA strand exits the nucleus
through the nuclear pore complex. The part of DNA transcribed into an RNA is called a
transcription unit. It encodes at least one gene. If the gene transcribed encodes a protein,
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the RNA formed is called messenger RNA. The transcribed gene, if not coding for a protein,
will encode for a non-coding RNA like miRNA, ribosomal RNA, transfer RNA, or other
ribozymes.
Figure 2.5: Transcription
Transcription is the first step of gene expression. A particular segment of DNA is copied into RNA by the
enzyme RNA polymerase. Both DNA and RNA are nucleic acids, which use base pairs of nucleotides as a
complementary language. During transcription, a DNA sequence is read by an RNA polymerase, which
produces a complementary, antiparallel RNA strand. RNA polymerase creates a transcription bubble, which
separates the two strands of the DNA helix. This is done by breaking the hydrogen bonds between
complementary DNA nucleotides.
The primary transcript produced by RNA polymerase II is called the pre-mRNA, which
undergoes several modifications to become mature mRNA. These include 5’capping which
is a set of enzymatic reactions that add 7-methylguanosine to the 5’ end of the pre-mRNA.
It protects the RNA from degradation of exonucleases. This G cap is then bounded to a cap
binding complex. Another modification done is the polyadenylation at the 3’ end of the
pre-mRNA. This occurs if the polyadenylation signal sequence (5’-AAUAAA-3’) is present
in the pre-mRNA. This signal is usually in between protein-coding sequence and termina-
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tor. The pre-mRNA is first cleaved and after around 200 adenines A are added to form
the poly(A) tail, which protects RNA from degrading. Another modification of pre-mRNA
is RNA splicing. The majority of pre-mRNAs are made up of alternating segments called
exons and introns. During splicing, spliceosomes, which are RNA-protein catalytic com-
plexes, catalyze two transesterification reactions. They remove and release an intron and
splice neighbouring exons together. Sometimes introns and exons can be either removed or
retained in mature mRNA, called alternative splicing creating series of different transcripts
originating from a single gene [51].
Figure 2.6: Transcription and translation
In most eukaryotic genes, coding regions (exons) are interrupted by noncoding regions (introns). During
transcription, the entire gene is copied into a pre-mRNA, which includes exons and introns. During the
process of RNA splicing, introns are removed and exons joined to form a coding sequence. This ”mature”
mRNA is ready for translation into proteins.
Translation is the process where messenger RNA is read and translated into a string of
amino acids. This process takes place at ribosomes. Ribosomes are organelles in the cyto-
plasm. Some of them are attached to the endoplasmic reticulum and some stand freely in
the cytoplasm. Ribosomes bind and slide along the messenger RNA and serve as a frame-
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work for translating the genetic message. As each triplet is read, a transfer RNA molecule
brings a specific amino acid to the ribosome. This amino acid is then chemically joined to
the previous amino acid by a peptide bond. These tRNA molecules are like waiters. Each
is trained to take a specific order from a certain codon. One arm of the tRNA contains
an anticodon loop containing the complementary triplet codon. For example, if the codon
in the messenger RNA is ACG, the corresponding anticodon in the transfer RNA will be
UGC. On another arm is an acceptor stem that attaches to the amino acid corresponding to
the triplet codon. After the transfer RNA delivers its amino acid to the translation complex,
it floats away to carry another amino acid. The enzyme aminoacyl-tRNA synthetase (ARS),
recognizes both the anticodon loop and the acceptor stem of tRNAs. This enzyme attaches
the corresponding amino acid to the transfer RNA. These aminoacyl-tRNA synthetase en-
sure that the transfer RNAs pick up the right amino acids [51].
Translation involves three stages: initiation, elongation, and termination.
Initiation of translation. The start codon that initiates translation is the codon AUG.
The region between the start codon and the first codon that is being translated is called
the untranslated region or the UTR. The purpose of the untranslated region is important
since it contains a ribosome binding site. The translation process begins after the formation
of a complex structure. Three initiation factor proteins known as IF1, IF2, and IF3 bind
to the small subunit of the ribosome. The pre-initiation complex and a transfer RNA
carrying methionine bind to the messenger RNA, near the AUG start codon. This forms
the initiation complex. Methionine is always the first amino acid incorporated into any
protein but it is not always the first amino acid in mature proteins. It is removed after
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translation. Once the initiation complex is formed the large subunit of the ribosome binds
to this complex. This causes the release of the initiation factors. The large subunit of
the ribosome has three sites where transfer RNA can bind. The A site, or amino acid
site is where aminoacyl-tRNA anticodon base pairs up with the messenger RNA codon.
This ensures that the correct amino acid is added to the growing polypeptide chain. The
polypeptide site, or the P site is where the amino acid is transferred from its transfer RNA
to the growing polypeptide chain. The third site is the exit site or the E site. It is the
location where the empty tRNA sits before it is released back into the cytoplasm. The only
transfer RNA that can bind in the P site of the ribosome, is the methionine -tRNA. The A
site is aligned with the second codon of messenger RNA. The ribosome is ready to bind
the second aminoacyl-tRNA at the A site. This amino acid will be joined to the initiator
methionine by the first peptide bond [51].
Elongation of translation. The next phase is the elongation phase. The ribosome moves
along the messenger RNA in the 5’ to 3’ direction. The ribosome shifts or translocates
leaving the A site empty for the second amino acid. The transfer RNA that corresponds to
the second codon, can after bind to the A site of the ribosome. A peptide bond is formed
between the first and the second amino acid. The peptidyl transferase activity that ensures
the bonding between the amino acids is a catalytic activity of the ribosome. After the
peptide bond is formed, the ribosome shifts, or translocates again. The tRNA occupies the
exit site. Then the tRNA is released in the cytoplasm to pick up another amino acid. The A
site of the ribosome is empty and ready to receive the next tRNA for the next codon. This
process is repeated till all the codons in the messenger RNA are been read by transfer RNA.
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The amino acids are linked together in the growing polypeptide chain in the proper order.
After all codons are read, translation is terminated and the polypeptide chain is released
from the messenger RNA and ribosome [51].
Figure 2.7: Ttranslation
Translation is the process in which ribosomes create proteins, following transcription of DNA to RNA in the
cell’s nucleus. In translation, messenger RNA (mRNA) is decoded by a ribosome, outside the nucleus, to
produce a specific amino acid chain, or polypeptide. The ribosome facilitates decoding by inducing the
binding of complementary tRNA anticodon sequences to mRNA codons. Ribosomes contain the small
subunit, which reads the RNA, and the large subunit, which joins amino acids to form a polypeptide chain.
The tRNAs carry specific amino acids that are chained together into a polypeptide as the mRNA passes
through and is “read” by the ribosome.
Termination of translation. There are three terminating codons in the messenger RNA.
They are UAA, UAG and UGA. No transfer RNAs recognize these three codons. Thus,
instead of the tRNA, it’s one of the several proteins, called release factors, which binds




Network Classification and Properties
3.1 Network Classification
Network biology provides a description of networks that characterize different biological
systems [20]. Complex networks are compared using some basic network measures. These
measures include, but are not limited to, average degree, degree distribution, shortest path
length and clustering coefficient.
The degree of a node is defined as the number of bonds connected to each node. The
number of nodes in a network is called the network order and the number of bonds is called
the network size. The average degree of a network is defined by 〈k〉 = 2LN , where L is the
total number of bonds in the network and N is the number of nodes in the network. In the
network shown in figure 3.1, the degree of node i is 7 since it is adjacent to 7 other nodes.
The order of the network is 9 since there are 9 nodes and the size of the network is 14 since
there are 14 bonds. The average degree of the network can be computed: 〈k〉 = 2×149 = 3.1.
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Figure 3.1: Network
The degree distribution of a network P(k) is the probability distribution of the degrees
of the nodes over the whole network. The degree distribution is calculated by counting the
number of nodes with 0, 1, 2, 3... bonds and dividing it by the total number of nodes. The
degree distribution of the network shown in figure 3.1 is [0, 0, 39 ,
5
9 , 0, 0, 0,
1
9 ] since there are
no nodes of degree 0, no nodes of degree 1, 3 nodes of degree 2, 5 nodes of degree 3, no
nodes of degrees 4, 5 or 6 and one node of degree 7.
Two nodes can be connected to each other through different paths. A shortest path is
one that involves the fewest number of bonds between any two given nodes. The mean
path length is calculated as the average over shortest paths between all pairs of nodes.
The clustering coefficient for a particular node i is defined as 〈ci〉 = 2niki(ki−1) , where ni is
the number of neighbours of i that are adjacent to each other and ki is the degree of node
i. Taking the average of these individual clustering coefficients over all nodes i gives the
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average clustering coefficient. The clustering coefficient of node i in the network shown in
figure 3.1 can be calculated as 〈ci〉 = 2×57×6 = 0.24 since five neighbours of node i are linked
to each other as well. In other words, there are five triangles formed with i being one of
the vertices of these triangles. The denominator in the clustering coefficient formula gives
the maximum possible number of triangles formed if all neighbours of node i were linked
to each other. Thus ki×(ki−1)2 gives the possible number of triangles formed around node i.
An alternative way of measuring the average clustering coefficient is by using the formula
〈C〉 = 3TN3 , where T is the total number of triangles present in the network and N3 is the
number of connected triplets. Connected triplets are paths of length 2.
Networks can be classified as follows:
Random Networks are networks in which the node degree distribution follows a bino-
mial distribution with probability distribution: P(k) ∼ (n−1k )pk(1− p)n−1−k. In this case
each of n nodes is connected (or not) with independent probability p (or 1-p) (Bernoulli






log(1−p)k, where λ = − log(1− p) (Poisson distribution). Nodes with large
degrees are very rare. Random networks are also called exponential, because the probabil-
ity that a node is connected to k other nodes decreases exponentially for large k.
The clustering coefficient of random networks does not depend on the nodes’ degrees.
Thus, the graph that expresses the relationship between C(k) and k is a horizontal line.
Random networks also exhibit the small world property: They are characterized by a small
average path length between nodes. The average path length is given by 〈l〉 ∼ log N, where
N is the order of the network [20].
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The degree distribution P(k) of scale-free networks decays as a powerlaw. That is, the
probability that a node is connected to k other nodes in the network is given by P(k) ∼ k−γ
where γ is the scale-free exponent. This means nodes of large degree are over-represented
in scale-free networks. Nodes of large degrees are called hubs and are adjacent to many
other nodes (while the majority of nodes have only a few bonds attached to them). The
average degree of the network is not a significant indicator of the network topology since
most nodes have degrees which vary considerably from the average degree. On a log - log
scale, power law distributions are straight lines. Scale-free networks are also characterized
by the small world property: Their average path length is given by 〈l〉 ∼ log log N, thus
much smaller than log N, which characterizes average path lengths in random networks.
3.2 Scale-free networks
Scale-free networks of order n are characterized by degree sequences {dk} which follow a
power law distribution (where dk is the number of nodes of degree k and 1n dk is the fraction
of nodes of degree k).
If 〈dk〉 is the average degree distribution over randomly generated scale-free networks,
then 1n 〈dk〉 is proportional to the probability P(k) that a node has degree k. In scale-free
networks, the probability P(k) decays like a powerlaw with exponent γ:
P(k) ' C−1o k−γ. (3.1)
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As n→ ∞, it is necessary that γ > 1 for P(k) to be summable (and Co < ∞). In this case Co
converges to a constant as n → ∞. Thus, if γ > 1 then the network is said to be integrable
with scaling exponent γ (in this event equation (3.1) is the scaling of the limiting degree
distribution with Co > 0 finite and P(k)→ 0 as k→ ∞).
The case that γ = 1 gives rise to a logarithmic correction. Since ∑nk=1 k
−1 ∼ log n, this
gives the distribution
P(k) ∼ 1log n k−1 (3.3)
for networks of (large) order n. This network is said to be not integrable, but for asymptotic
values and fixed values of n the decay of P(k) will appear to be proportional to k−1.
Since P(k) is the probability that a node in a network has degree k, the average degree
sequence {〈dk〉n} over randomly generated networks of order n is given approximately by
〈dk〉 ∼ nP(k), for n large. It is not known that the degree sequence is self-averaging (that
is, that the degree sequence {dk} has asymptotic distribution dk ∼ nP(k) as n → ∞ for a
single randomly generated scale-free network).
The powerlaw decay of degree sequences shows that nodes of large degree (that is,
for large k) are more common in scale-free networks (compared to randomly generated
networks, where they are exponentially rare). These nodes of large degree are called hubs.
A precise definition of a hub in a network is somewhat arbitrary, but for the purpose of this
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research, a “hub” in a network of order n is defined as a node of degree bigger or equal to
b√nc.
The exponent γ can be estimated from numerical data by computing the average degree
sequence {〈dk〉} and then plotting log P(k)/ log k against 1/ log k (for networks of order
n  k). Extrapolating the data to k = ∞ using a linear or a quadratic regression gives the
value of γ as the y-intercept of the graph. This method works well if P(k) scales with k as
in equation (3.1). However, strong corrections to the powerlaw behaviour may make the
extrapolation difficult or inaccurate.
A second method to estimate γ is to note that if γ > 1 and if equation (3.1) holds, then
for a fixed value of α > 0,
ζ(k) = log P(α k)− log P(k) = −γ log α+ o(1). (3.4)
Experimentation with numerical data shows that by plotting ζ(k) against 1k log k good re-
sults are obtained, and linear or quadratic regressions of ζ(k) against 1k log k can be used to
estimate γ.
If it is assumed that P(k) is well approximated by equation (3.1) for all k ≥ 1, then the
average connectivity of a network of order n with average degree distribution proportional
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, if γ > 2.
(3.5)
Observe that the asymptotic estimate is very poor if γ ≈ 2, and if n is small.




log n , if γ = 1;
log n, if γ = 2.
(3.6)
The coefficient γ−1γ−2 may be modifed if P(k) is not well approximated by the powerlaw
decay for smaller values of k in equation (3.1). These results, however, do show that the
connectivity is a constant independent of n (for large n) if γ > 2.








n3−γ, if 1 < γ < 2;
n log n




n, if γ > 2.
(3.7)
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Of course, if γ < 1, then En = Θ(n2) and since a complete network has 12 n(n− 1) bonds,
this implies that these networks are dense in the sense that lim infn→∞ 1n2 En > 0. For all
values of γ ≥ 1 the above shows that lim supn→∞ 1n2 En = 0, and the networks are sparse.
These results are useful in examining numerical data for scale-free networks. For exam-
ple, γ can be estimated by examining degree sequences averaged over randomly sampled
networks (from equation (3.1)), or alternatively by using equation (3.4). The connectivity
〈k〉n approaches a constant if γ > 2 (as in equation (3.5)) or grows as a powerlaw with n if
γ < 2, and with logarithmic corrections if γ = 1 or γ = 2 (as in equation (3.6)). Alterna-
tively, the average size En (the number of bonds in a network of order n) can be considered,
using the results in equation (3.7).
3.3 Protein-protein Interaction Networks (PINs)
Proteins are large, complex molecules that play many critical roles in the body. They do
most of the work in cells and are required for the structure, function, and regulation of the
body’s tissues and organs. Proteins are made up of hundreds or thousands of smaller units
called amino acids, which are attached to one another in long chains. There are 20 different
types of amino acids that can be combined to make a protein. The sequence of amino
acids determines each protein’s unique 3-dimensional structure and its specific function.
Proteins function as antibodies, enzymes, structural components, messenger molecules, etc.
Physical and chemical processes in the molecular biology of living cells are largely con-
trolled by proteins. Some proteins function independently, but most of them interact with
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each other in order to perform biological activities. These interactions are very complex for
even the simplest organisms. Knowing the interactions between proteins may help deter-
mine the functions of certain proteins which were unknown before. Since the majority of
proteins interact with each other, their functions should be studied in the context of these
interactions to fully understand their role in the cell. The bonds that keep the proteins
together are hydrophobic bonding, van der Waals forces and salt bridges at particular do-
mains on each protein. The binding domains differ in size. They can be a few peptides
long or consist of hundreds of amino acids. The size of the binding domains have a direct
impact on the strength of interactions.
Protein-protein interactions can be physical interactions or functional associations. Pro-
teins interact physically, meaning they can bind in specific ways and sites, and this binding
can produce changes in those same proteins (like conformational changes), which alter
their properties.
Two proteins are physically interacting if some of their residues are in physical contact
at some point in time. The physical contacts between proteins are specific, occur between
defined binding regions in the proteins, and have a particular biological meaning (i.e.,
they serve a specific function). Often a conformational change in a protein induced by
an interaction with another protein activates or inactivates it. For example, an interaction
can create a conformational change that enables (activates) or disables (inactivates) the
protein to catalyze a given reaction, and so the referred interaction plays an important
function in regulating the protein’s activity. The results of a physical interaction between
two proteins can be diverse. They involve altering the kinetic properties of enzymes (due to
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subtle changes in substrate binding), creating new binding sites, inactivating or destroying
a protein, changing the specificity of a protein for its substrate through the interaction with
different binding partners (demonstrating a new function that neither protein can exhibit
alone).
Functional associations do not require physical contact between the associated proteins.
Assume that protein A activates protein B at time T1, separates from protein B at time T2
and protein B regulates protein C at time T3. Proteins A and C do not interact, instead,
they are associated (functional association). Even for T1 = T2 and the three proteins form a
somehow stable complex, proteins A and C are still considered to functionally (not phys-
ically) interact. Protein B can undergo conformational changes after its interaction with
protein A which are necessary for its interaction with protein C. Therefore, proteins A and
C even though not physically interacting are functionally associated with each other.
Protein-protein interactions (PPIs) can be visualized using networks. Protein-protein
interaction networks (PINs) are mathematical representations of the physical/functional
interactions between proteins in the cell.
The data currently available indicate that protein interaction networks are characterized
by degree heterogeneity, the small-world property, and modularity [82]. The first two prop-
erties imply the resilience of the network to random disruptions of proteins or interactions
due to mutations. They also imply the fragility of these networks to the disruption of hub
proteins. The modularity is thought to be both the cause and effect of evolution [82]. The
modules represent protein complexes, signaling cascades, and other cell components that
evolve partially independently.
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The average connectivity in protein interaction networks is small. The networks exhibit
the small world property meaning it takes only a handful of links to get from one node
to another. The connectivity of different nodes varies considerably. While there are plenty
of nodes with very low degree, there is a handful of super connected hubs that have very
many connections.
Protein interaction network evolution models based on the concept of gene duplication
and divergence provide a good explanation to the observed network properties. Thus,
rather than unexpected, the three properties mentioned above are the natural outcome of
evolution [82].
3.3.1 Degree distributions of PINs
If protein-protein interaction networks are scale-free, then their degree distribution follows
a power law distribution, namely P(k) ∼ Ck−γ. We use data downloaded from the STRING
[38] database to show that protein-protein interaction networks are scale-free networks.
STRING stands for search tool for the retrieval of interacting genes/proteins. It contains
known and predicted protein-protein interactions. STRING aims to provide a critical as-
sessment and integration of protein-protein interactions, including direct (physical) as well
as indirect (functional) associations [38].
The files downloaded on the STRING database were: ”protein.links.v9.1.txt.gz” and
”protein.links.v10.txt.gz”. These files consist of three columns. The first two columns are
the identifiers of the two interactors and the third one is the confidence score. Confidence
scores show the probability that there is an interaction between the two proteins. Those
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probabilities are multiplied by 1, 000. If the confidence score is above 700, it means there’s
high confidence that the two proteins interact with each other. If the confidence score is
between 300 and 700, it shows a medium confidence and a score below 300 is an indicator
of a low confidence that there is an interaction between the two proteins.
The degree sequences {〈dk〉} of the proteins in each of the files were computed and
then log P(k)/ log k against 1/ log k was plotted. Extrapolating the data to k = ∞ using a
linear or a quadratic regression gives the value of γ as the y-intercept of the graph. This
method works well if P(k) scales with k as in equation (3.1). However, strong corrections
to the powerlaw behaviour may make the extrapolation difficult or inaccurate.
log P(k) ∼ C− γ log k (3.8)






First, interactions in the ”proteins.links.v9.1.txt.gz” file downloaded from the STRING [38]
database were considered (figure 3.2). Extrapolating the data to k = ∞ using a quadratic
regression gives the value of γ = 2.7 as the y-intercept of the graph. Next, interactions
in the ”proteins.links.v10.txt.gz” file downloaded from the STRING [38] database were
considered (figure 3.3). Extrapolating the data to k = ∞ using a quadratic regression gives
the value of γ = 2.5 as the y-intercept of the graph.
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Figure 3.2: log P(k)/ log k vs 1/ log k for protein-protein interactions on ”pro-
teins.links.v9.1.txt.gz” file
Figure 3.3: log P(k)/ log k vs 1/ log k for protein-protein interactions on ”pro-
teins.links.v10.txt.gz” file
The scaling exponent γ is greater than 2 in both the above networks. Comparing these
results with equations (3.5) and (3.7), indicates that the connectivity of the protein-protein
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interaction networks is a constant independent of n for large n. The expected number
of bonds in these networks should grow linearly in n for large n. This indicates protein-
protein interaction networks are sparse networks. They are characterized by a large number




Mean Field Analysis of Algorithms for
Scale-free Networks in Molecular Biology
The scale-free networks model is considered a significant discovery because it has been suc-
cessfully applied to many complex real-world networks and proved valid. The successful
application of this model deemed the other model, the random network model, question-
able. The presence of scale-free emerging properties in many real-world networks provides
initial evidence that these self-organizing phenomena do not only depend on the character-
istics of individual systems, but are general laws of evolving networks [83]. The responsible
mechanisms for the emergence of scale-free networks are important in understanding why
different systems converge to networks with similar architecture [4].
Four evolutionary algorithms able to generate scale-free networks are described below,
with a focus on their mean field analysis.
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4.1 Barabasi-Albert networks and the Barabasi-Albert algo-
rithm
The Barabasi-Albert algorithm is a recursive algorithm which grows networks (or clusters
of nodes and bonds) from a seed node. This algorithm was introduced in reference [4]
and reviewed in 2002 in a seminal paper [1], and its elementary move was inspired by
processes underlying the (presumed) evolution of scale-free networks seen in the physical
world. The elementary move is a preferential attachment of new nodes (and bonds) to hubs
(nodes of high degree) in the network. Thus the two main ideas of the model are growth and
preferential attachment. Growth means that the number of nodes in the network increases in
time. Preferential attachment means that new nodes have a tendency to connect to nodes
with high degree.
A social network modelled by the Barabasi-Albert model is the co-authorship network of
scientists. Barabasi-Albert captured the dynamic and the structural mechanisms that gov-
ern the evolution and topology of this complex system by mapping the electronic database
containing all relevant journals in mathematics and neuroscience for an 8-year period (1991-
98). Each node in the network represents an author and a bond between two nodes means
those authors have published together. The network constantly expands by the addition
of new authors to the database and the addition of new internal links representing pa-
pers co-authored by authors that were part of the database, as well as external links, links
representing papers for authors that were not in the database.
The two main ideas that underlie the evolution of the co-authorship network are growth
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and preferential attachment. The network continuously grows as new authors publish their
papers. For a new author, who appears for the first time on a publication, preferential
attachment has a simple meaning: it is more likely that the first paper will be co-authored
with somebody that already has a large number of co-authors (links) than with somebody
less connected. As a result old authors with more bonds will increase their number of
co-authors at a higher rate than those with fewer bonds [1]. A large number of new links
appear between old nodes as the network evolves, representing papers written by authors
that were part of the network, but did not collaborate before. Such internal links are known
to effect both the topology and dynamics of the network [5]. These internal links are also
subject to preferential attachment.
The Barabasi-Albert Algorithm is described below. The algorithm is initiated by a single
node, and then new nodes and bonds are recursively attached, with new bonds preferen-
tially attached to existing nodes of large degree.
A Barabasi-Albert network of order N nodes is grown as follows:
Barabasi-Albert algorithm:
1. Initiate the network with one node x0;
2. Suppose that the network consists of nodes {x0, x1, . . . , xn−1} of degrees {k0, k1, . . . , kn−1};
3. Append a new node xn by executing step (a) or step (b):
(a) With probability p: Select xj uniformly and attach xn to it by inserting the bond
〈xj∼xn〉;
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4. Repeat step 3 until a network of order N is grown.
Step 3(a) is a random attachment of a node and bond, and step 3(b) attaches a node with
bonds preferentially to existing nodes of high degree. The algorithm has a single parameter
p. If p = 1 then the algorithm grows acyclic (and connected) networks of order N (these
are random trees).
On the other hand, if p = 0, then step 3(b) is executed on each iteration. New bonds
are created with probabilities qj =
kj
∑j kj
for j = 0, 1, . . . , n− 1 when the n-th node is added.
This shows that the expected number of bonds added in this step is on average ∑j qj = 1.
That is, on average 1 bond is added in each iteration, and the average sum of degrees ∑j k j
should be equal to 2n by handshaking after n iterations. This suggests that the algorithm
grows a sparse graph with increasing n. However, since bonds are appended preferentially
on growing hubs, the largest clusters in the network should be dominated by growing
hubs.
For values of p ∈ (0, 1) the algorithm adds either (with probability p) a single bond
randomly, or it adds a collection of bonds (on average one bond) preferentially. This grows
simple networks of order N and size N − 1, typically not connected unless acyclic.
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Figure 4.1: Barabasi-Albert networks with p = 0:
The network on the left was grown to order n = 122. It has 5 hubs of degrees {12, 17, 18, 19, 31} exceeding√
122. The network on the right was grown to order n = 380. This network has 3 hubs of degrees
{29, 47, 63} exceeding √380. The arrangement of nodes and bonds in these networks was created using the
prefuse force directed layout in Cytoscape 3.4.0 [11].
In figure 4.1 an example of a Barbasi-Albert network of order 122 with p = 0 is shown
(left) and the right is a network of size 380. The appearance of hubs in these networks is
clearly seen: In the network on the left there are 5 nodes of degrees exceeding
√
122, the
largest of degree 31, and in the network on the right there are 3 hubs of degrees exceeding
√
380, the largest of degree 63.
4.1.1 Modified Barbasi-Albert networks
Barabasi-Albert networks are relatively sparse networks. A modification of the algorithm
can be introduced to grow denser networks. For example, one may replace step 3(b) by
3(b). With default probability 1− p: Attach xn by adding bonds 〈xj∼xn〉 with prob-
ability qj = min{λ kj+A∑j kj , 1} (where λ and A are non-negative parameters of the
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algorithm);
Since k j  ∑j k j in Barabasi-Albert networks, one may assume that λk j + A ≤ ∑j k j for
values of λ and A which are not too large (and so qj ≤ 1).
In the modifed Barabasi-Albert Model, the effect of the parameter λ is to increase the
density of the network if λ > 1 and decrease it otherwise. Every node has an initial
attractiveness A. This means even the isolated nodes will have a chance to connect to the
new nodes entering the system. In the Barabasi-Albert Model, the isolated nodes were not
able to receive any new links during the growth process and remained isolated regardless
the growth of the network.
Figure 4.2: Modified Barabasi-Albert networks:
The network on the left was grown with λ = 0.5 to order n = 201. It has two hubs of degrees {15, 17}
which exceed
√
201. The network on the right was grown with λ = 2 to order n = 172. This network
contains hubs of degrees {15, 15, 16, 17, 19, 27, 33} exceeding √172. In both cases the algorithm was
implemented with p = 0. The arrangement of nodes and bonds in these networks was created using the
prefuse force directed layout in Cytoscape 3.4.0 [11].
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In figure 4.2 two examples of Modified Barabasi-Albert networks are shown, one a
sparse network with λ = 0.5, A = 0 and p = 0, and the second a denser network with
λ = 2.0, A = 0 and p = 0. In both cases the algorithm was iterated 200 times; the sparse
network has order 201 and two hubs of degrees {15, 17}, and the dense network has order
172 with seven hubs of degrees {15, 15, 16, 17, 19, 27, 33}.
4.1.2 Variant Barbasi-Albert networks
A variant Barbasi-Albert algorithm can be introduced by changing step 3(b) in the Barbasi-
Albert algorithm to
3(b). With default probability 1− p: Attach xn by adding bonds 〈xj∼xn〉 with prob-
ability qj = min{
kαj +A
∑j kj
, 1}, (where α and A are non-negative parameters of the
algorithm);
The effect of the parameter α is to increase the probability of adding bonds to the hubs
of the network if α > 1, and to decrease this probability if α < 1.
In the variant Barabasi-Albert Model every node has an initial attractiveness A. This
means even the isolated nodes will have a chance to connect to the new nodes entering
the system. In the Barabasi-Albert Model, the isolated nodes were not able to receive any
new links during the growth process and remained isolated regardless the growth of the
network.
In the case that α > 1 networks dominated by a single very large hub are obtained (see
figure 4.3 (right network)), while networks with α < 1 are more sparse and not dominated
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by a few hubs (see figure 4.3 (left network)). The left network in figure 4.3 was grown by
putting α = 0.15 and A = 0 and has order 327. None of the nodes in this network has
degree which exceeds
√
327, and so none qualify as hubs. A denser network is obtained
if α = 1.15 and A = 0, as shown in figure 4.3 on the right. This network is dominated by
hubs of degrees {22, 24, 26, 42, 43, 116} and has order 351.
Figure 4.3: Variant Barabasi-Albert networks:
The network on the left was grown using α = 0.15 and A = 0 to a total of n = 327 nodes. This graph is
very sparse, and none of its nodes qualify as hubs. The network on the right was grown to order n = 351
with α = 1.15 and A = 0. This is a dense network with several nodes qualifying as hubs of degrees
{22, 24, 26, 42, 43, 116}. The arrangement of nodes and bonds in these networks was created using the
prefuse force directed layout in Cytoscape 3.4.0 [11].
4.1.3 Mean field theory for Modified Barabasi-Albert networks
Let k j(n) be the degree of node j after n iterations of the modified Barabasi-Albert algo-
rithm. A mean field calculation of k j(n) is done by assuming that k j(n) is equal to its
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expected value for each n; that is, k j(n) = 〈k j(n)〉 for each j and n.
The modified Barabasi-Albert algorithm appends bonds to a network of order n as
follows: Step 3(a) is executed with probability p, and a bond (and the (n + 1)-th node) is
appended with uniform probability on one of the n existing nodes. The probability that
node j gets a bond in this way is pn and on average one bond is attached with probability p.




= λ+ nA∑j kj(n)




by handshaking. Thus, the increment in the number of bonds when the next node is
appended is
∆En = p + (1− p)λ+ (1− p) nA2En . (4.2)
Approximate this by a differential equation
2En ddn En = 2(p + (1− p)λ)En + (1− p)nA. (4.3)
This can be solved to obtain
En = n2 ((p + (1− p)λ) +
√
(p + (1− p)λ)2 + 2(1− p)A) = Cn, (4.4)
where C is a function of (p,λ, A) defined by this expression. Notice that En grows approx-
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imately linearly in n, so that modified Barabasi-Albert networks will be necessarily sparse
as n→ ∞ (and by equation (3.7) the scaling exponent is γ > 2).
To determine the value of γ, a recurrence for k j(n) can be written. With each iteration
the mean field value of k j(n) (the degree of the j-th node after n iterations) increments by










This can again be approximated by a differential equation: Take n → t, a continuous time
variable, and let k j(n)→ k j(t), the continuous mean field degree of node j. Then
d





The initial condition is to assume that node j is added at time tj. Putting A = 0 and λ = 1
gives C = 1 and the equation
d





which was also derived in reference [5]. In this event the solution is (assuming the initial




(1−p)/2 − 2p1−p (4.8)
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More generally, equation (4.6) can be cast in the general form
d




t k j(t) (4.9)
where Q = p + (1−p)A2C and P =
(1−p)λ





(t/tj)P − QP (4.10)
using again the initial condition k j(tj) = 1.
The mean field degree distribution can be determined from this solution. The probabil-
ity that node j has degree k j(t) smaller than κ at time t is denoted by P[k j(t) < κ]. Since

















. If the node tj is chosen uniformly
from the n available, then













The mean field degree distribution is the derivative of this to κ:




For large κ this shows that the modified Barbasi-Albert network is scale-free with expo-
nent








This is the mean field exponent of a modified Barabasi-Albert network. Putting A = 0
gives the exponent
γ = 3+ 2p(1−p)λ . (4.14)
For small λ < 1 the exponent is large, indicating a network with few nodes (if any) of high
degree. For large λ > 1, γ ↘ 3+. This is a lower bound on γ for modified Barabasi-Albert
networks.
If λ = 1, then the exponent γ is given by




In this model one similarly finds that γ ≥ 3, and in fact, if p = 0, then γ = 2 +√1+ 2A.
The parameter A may be used to tune the exponent γ for any given p.






Notice that γ ≥ 3 and that γ = 3 if p = 0 [5].
The connectivity of modified Barabasi-Albert networks is given by
〈k〉n '
∫ n
1 k P(k) dk∫ n
1 P(k) dk
' 2C
2C− (1− p)λ , (4.17)
where 2C = ((p + (1− p)λ) +√(p + (1− p)λ)2 + 2(1− p)A). Since 2− γ = 1− 1P ,
equation (3.5) gives 〈k〉n ' 11−P . Inserting the value of P gives the result above as well.
Figure 4.4: Scaling of Barabasi-Albert networks with p = 0:
Data on networks generated by the Barabasi-Albert algorithm with p = 0. In each case 100 networks were
grown and the average degree sequence Pn(k) computed. The curves above are plots of log Pn(k)/ log(k + 1)
against 1/ log(k + 1) for n ∈ {6250, 12500, 25000, · · · , 200000}. Least squares fit to the data using a
quadratic model gives the y-intercepts which averages to 3.026. This is very close to the value γ = 3
predicted for the scaling exponent in this model by the mean field approach.
In figure 4.4, the probability P(k), the normalized degree distribution, with the probability
that the degree of a node is equal to k, is examined by plotting log P(k)/ log(k + 1) against
1/ log(k + 1) where P(k) was estimated for values n ∈ {6250, 12500, 25000, 50000, 100000,
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200000} and for p = 0. The curves should intersect the vertical axis at −γ. Least squares fit
of the data to quadratic curves gives 6 estimates for γ, which average to γ = 3.026± 0.076,
very close to the theoretical value γ = 3 (see equation (4.14) for p = 0 and λ = 1).
Data collected for the same values of n and for p = 0.5 cannot be successfully analyzed
by regressions with quadratic curves, but cubic curves give the average value γ = 5.161±
0.068, which is not equal to but still fairly well approximated by γ = 5 prediced by equation
(4.14) for p = 0.5 and γ = 1.
When p = 0.8 the plots are strongly curved and extrapolation to estimate γ is more
difficult. In this case a different approach is needed. Putting α = 12 in equation (3.4) gives
log P(k)− log P(12 k) = −γ log 2+O(1) (4.18)
so that a plot of ζ(k) = (log P(k) − log P(12 k))/ log 2 → −γ as k → ∞. That is, plotting
ζ(k) against 1k gives a curve with y-intercept equal to −γ. Better results are obtained when
plotting against 1k log k. In this case a linear extrapolation gives γ = 11.67± 0.41 and a
quadratic extrapolation gives γ = 11.6 ± 2.6. These results are close to the mean field
prediction γ = 11 for p = 0.8. Incidentally, if p = 0.5 then this kind of analysis shows
that γ = 5.47± 0.14 (linear extrapolation) or γ = 4.4± 1.0 (quadratic extrapolation), and
if p = 0, then the results are γ = 3.088± 0.022 (linear extrapolation) and γ = 2.86± 0.18
(quadratic extrapolation).
If λ = 2 and p = A = 0 then the algorithm grows modified Barabasi-Albert networks
with γ = 3 (the mean field estimate given by equation (4.13)). Estimating γ by plotting
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ζ(k) against 1k log k gives the estimate γ = 3.019 ± 0.098 (linear extrapolation) and γ =
2.62± 0.33 (quadratic extrapolation).
The connectivity of Modified Barabasi-Albert networks should converge quickly to a
constant with increasing n (by equation (3.5)) since γ > 2. Computing it for Barabasi-
Albert networks (with λ = 1 and A = 0) gives 〈k〉n ≈ 3.16 for p = 0, 〈k〉n ≈ 2.28 for p = 0.5
and 〈k〉n ≈ 2.08 for p = 0.8, and for n = 12500. Increasing n does not change these results.
4.1.4 Mean field theory for Variant Barabasi-Albert networks
In this model the increment in the number of bonds when the (n+ 1)-th node is appended
is given by




Approximating this with a differential equation gives
2En ddn En = 2pEn + (1− p)nA + (1− p)∑
j
(k j(n))α. (4.20)
The right hand side can be approximated as follows: For α > 1 the algorithm should grow
dense networks with nodes of high degree. Assuming that k j(n) ≈ k`(n) for all ` shows
that ∑j(k j(n))α ≈ n(k j(n))α ≈ n
(
1
n ∑j k j(n)
)α
= n1−α(2En)α. Using this approximation
gives
2En ddn En ≈ 2pEn + (1− p)nA + (1− p)n1−α(2En)α. (4.21)
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If A = p = 0, then the differential equation can be solved directly to obtain En '
2(α−1)/(2−α)n, provided that α > 1. This shows that En is linear in n, which may be ex-
pected if α is not too much larger than 1.
Numerical experimentation shows that En grows linearly in n for values of α not too
much larger than 1. For example, if p = 0.5, A = 1 and α = 1 then 1n En → 1.207 . . ., if
α = 1.5 then 1n En → 1.539 . . ., but if α = 2 then 1n En increases slowly with n. Similarly,
if p = 0, and A = 1, then, if α = 1, 1n En → 1.366 . . ., and if α = 1.5, 1n En → 2.399 . . .,
but if α = 2 then 1n En increases slowly with n and for even larger values of n this growth
accelerates.
The recurrence for the degree of the j-th node may be approximated by a differential
equation similar to equation (4.6): Assuming that En = Dnβ, replacing n→ t (a continuous
time variable), gives the recurrence






This can be approximated by the differential equation
d






If α = 1 and β = 1 then the solution of this equation gives the Barabasi-Albert case with
γ = 3. Proceed by considering the case A = p = 0 and the initial condition k j(tj) = 1.
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dt k j(t) = (k j(t))
e. (4.24)
A perturbative approach for small e can be done by expanding (k j(t))e = exp(e log k j(t)) =
1 + e log k j(t) + 12e
2 log2 k j(t) + · · · . Truncating this at O(e2) and putting g(t) = log k j(t)
gives the differential equation



























, if β > 1.
(4.26)
In the case β > 1 suppose that δ = β− 1 and that δ is small. Then approximate
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, if β > 1.
Proceed by solving the above quadratics for log( ttj ) in terms of g(t). Expand the solution
in e and δ and keep only the first few terms. In the case that β = 1 this gives
log( ttj ) ≈ 2D g(t)− eD g
2(t). (4.27)
Since g(t) = log k j(t), the probability that k j(t) < κ is given by






≈ 1− κeD log κ−2D. (4.28)
Taking the derivative with respect to κ gives the distribution function in the case that β = 1:
P(k) ∼ D(2− De log k) k−1−2D+De log k. (4.29)
These networks are not scale-free. For small values of k the log k terms are slowly varying,
and the networks will appear to be scale-free with γ = 1+ 2D. However, with increasing k
the exponent reduces in value and the connectivity of the network will become dependent
on k in the way seen in equation (3.5) for small values of γ.
Notice that if D = 1 and e = 0 (or α = 1), then the above reduces to P(k) ∼ k−3, as
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expected for Barabasi-Albert networks.
If β > 1, then a similar approach to the above may be considered. Solving the
expression for g(t) above for log( ttj ) and keeping only terms to O(e) and O(δ) gives
log( ttj ) ≈ 2D g(t)− eD g
2(t) + δ(2D2g2(t) + g(t) log tj). (4.30)
This shows that




eD log κ−2D−2D2δ log κ−δ log tj
)
≈ 1− κeD log κ−2D−2D2δ log κ−δ log tj .
This shows that
P(k) ∼ (2D(1+ 2Dδ log k− e log k)) k−1−2D−δ log tj−D(2Dδ−e) log k. (4.31)
This gives an effective exponent γk = 1+ 2D + δ log tj + D(2Dδ− e) log k which decreases
in size if 2Dδ− e < 0 and increases in size if 2Dδ− e > 0. Since δ = β− 1 and e = α− 1, and
for small α numerical simulations show that β ≈ 1, it is normally the case that 2Dδ− e < 0.
This means that the networks will first appear scale-free with constant connectivity until k
becomes large enough in which case the connectivity will increase with k, as seen above.
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4.1.5 Numerical results on Variant Barabasi-Albert networks
Figure 4.5: Variant Barabasi-Albert networks with p = 0:
Data on networks generated by the variant Barabasi-Albert algorithm with p = 0 and α = 1.1 (red curves)
and α = 0.5 (blue curves). In each case 100 networks were grown and the average degree sequence Pn(k)
computed. The curves above are plots of log Pn(k)/ log(k + 1) against 1/ log(k + 1) for
n ∈ {6250, 12500, 25000, · · · , 200000}.
In figure 4.5 data for networks with p = 0 and α = 1.1 and α = 0.5 is shown. Since
α = 1.1 is still very close to 1, the results above show that these networks should still
appear scale-free, and with connectivity a constant. This is indeed the case. For n = 6250
the data gives 〈k〉n = 3.149, and increasing n to n = 200000 gives 〈k〉n = 3.176. That is,
the connectivity of the networks is insensitive to n over this range. Least squares fits to the
curves with quadratic polynomials in order to determinate the value of γ give the average
γ = 2.857± 0.068. This result is consistent with a constant value of the connectivity of
networks of these size ranges. With increasing n, it is expected that γ will decrease in value
(that is, the value given here is an effective value), and eventually, the connectivity will
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start to increase.
Networks generated with p = 0 and α = 0.5 turned out to be sparse with low connec-
tivity. For example, for n = 100000, the connectivity is 〈k〉n = 1.036 and this decreases even
further for n = 200000, where 〈k〉n = 1.020. Attempts to extract an exponent γ from the
data for these networks were not successful, the regressions did not settle on a value, but
are strongly dependent on n. Notice that the mean field analysis above does not apply to
networks with α < 1.
Putting α = 2 gives networks with average connectivity which increases with n. For
example, if n = 100, then 〈k〉n = 43, for n = 500, 〈k〉n = 260 and for n = 1000, 〈k〉n = 527.
On the other hand, if α = 32 , then 〈k〉n = 3.08 if n = 100, 〈k〉n = 3.27 if n = 500, and
〈k〉n = 3.31 if n = 1000, and it appears that for small values of n the connectivity does not
change quickly with increasing n.
4.2 Duplication-Divergence networks
Biological models of protein evolution are usually presented in terms of two processes,
namely (1) a duplication event involving a gene sequence in DNA, and (2) a (random) mu-
tation of duplicated genes which then drift from one another in genetic space [8, 18, 32].
The mutations of duplicated and mutated genes change the proteome and the network of
protein interactions: If the protein is self-interacting, then the duplicated proteins interact,
and the mutated genes code for proteins with altered interactions (some gained, others
weakened or lost) with other proteins.
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The Duplication-Divergence algorithm models these processes in order to grow a net-
work, and was used to estimate the rates of duplication and mutation in the protein in-
teraction networks [29]. There is a rich and large literature reporting on modeling protein
interaction networks using models which include processes of duplication and divergence
[14, 21, 24, 28].
Since proteomic networks appear to be scale-free [13, 22], it seems likely that duplica-
tion and divergence processes should grow scale-free networks and that this should also
be seen in computer algorithms which grow networks using duplication and divergence
elementary moves. Duplication can be implemented by selecting nodes and duplicating
them, and their incident bonds, in a network. Divergence is implemented by altering the
bonds incident on particular nodes, namely either by deleting, adding or moving bonds.
In the Duplication-Divergence algorithm these moves are implemented by selecting
nodes uniformly for duplication to progenitor-progeny pairs, and by deleting bonds in-
cident to either the progenitor node or its progeny. Notice that since nodes of high degree
have a larger probability of being adjacent to a node selected for duplication, these nodes
have a larger probability of receiving new bonds in the duplication process – in this way
there are events of preferential attachment in this algorithm [12, 25].
The basic elementary moves of the Duplication-Divergence algorithm (duplication and
divergence) are illustrated in figure 4.6.
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Figure 4.6: The Duplication-Divergence algorithm:
Duplication-Divergence iterations: A node i and its incident bonds are duplicated to create a node j
with its incident bonds. The bond 〈i∼j〉 is added with probability p. In the divergence step one of
the pair of bonds (〈i∼m〉, 〈j∼m〉) is deleted with probability q, for each value of m ∈ {1, 2, 3}.
The algorithm is implemented as follows:
Duplication-Divergence algorithm:
1. Initiate the network with one node x0 and apply the following steps iteratively;
2. Duplication: Choose a node υ uniformly and duplicate by creating node υ′;
3. For all bonds 〈w∼υ〉 incident with υ, add the bonds 〈w∼υ′〉;
4. With probability p add the bond 〈υ∼υ′〉;
5. Divergence: delete one bond of the pair {〈w∼υ〉, 〈w∼υ′〉} incident with υ or with its
duplicated node υ′ with probability q (for each w adjacent to both υ and υ′ indepen-
dently);
6. Stop the algorithm when a network of order N is grown.
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The algorithm has two parameters (p, q). The parameter p is the probability that the
protein corresponding to the progenitor node υ is self-interacting. If it is (with probability
p) then the bond 〈υ∼υ′〉 is added to the network and it represents the interaction between
υ and υ′.
The parameter q controls the divergence in this algorithm. As υ and υ′ diverge from
one another, one bond in each pair of bonds incident with υ and υ′ is lost independently,
with probability q. The result is that the network mutates as bonds (interactions) are lost
(while they are created by the duplication process).
A slightly modified algorithm is found by changing step 5 in the algorithm to find
a modification of the Duplication-Divergence algorithm which assumes that one of the
duplicated pair mutates, while the other remains stable.
5. Divergence: Consider all bonds 〈w∼υ′〉 incident with the duplicated node υ′ and
delete these independently with probability q.
The Duplication-Divergence algorithm tends to grow disconnected networks, while the
Modified Duplication-Divergence algorithm is more likely to grow networks with a single
component (that is, connected networks).
4.2.1 Mean field theory for Duplication-Divergence networks
Let k j(n) be the degree of node j after n iterations. The algorithm appends nodes by
duplicating them (the probability that a node υ is duplicated in a network of order n is
1
n ), adds bonds by inserting a bond between a node and its duplicate with probability p,
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and removes bonds by selecting one bond between node-duplicate pairs and other nodes
independently and deleting it with probability q. Let 2En = ∑j k(n) be twice the total
number of bonds after n iterations. Then, if k j(n) is the degree of node j at time n, and
node j is duplicated, the number of bonds in the network En increases in the mean field by
En+1 = En + p + k j(n)− q k j(n). (4.32)
This follows since k j(n) bonds are created in the duplication move in the mean field, and
another bond is created between the j-th node and its duplicate with probability p. The
number of deleted bonds in the mean field is q k j(n).
Notice that 2En = ∑j k j(n) = nan where an = 〈k j(n)〉 is the average degree. In the mean
field approximation one substitutes k j(n) in the recurrence (4.32) by its network average an.
Then equation (4.32) can be casted as a recurrence for an:
(n + 1) an+1 = n an + 2p + 2(1− q) an. (4.33)
Let n → t, where t is a continuous time variable, and approximate this recurrence by the
differential equation
t ddt at = 2p + (1− 2q) at. (4.34)




1−2q − 2p1−2q . (4.35)
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2(1−q) − pn1−2q . (4.36)
Comparison to equation (3.7) shows that, if q < 12 ,
γ = 1+ 2q. (4.37)
In this case En = O(n2(1−q)) +O(n) and that while 2(1− q) > 1, the term O(n) is a strong
correction to the growth in En for even large values of n. In other words, the degree
distribution P(k) of the network will be strongly corrected from the powerlaw distribution
in equation (3.1).
If q = 12 , then by solving equation (4.34), at = 1 + 2p log t (so that a1 = 1). Since
En = 12 n an, this shows that
En = 12 n + pn log n, if q =
1
2 . (4.38)
In this case γ = 2 by equation (3.7), but notice the subtle domination by the n log n term.
In numerical work this will be very hard to see.
The case q > 12 is considered by noting that at ' 2p2q−1 as t→ ∞. This shows that
En ' p n2q−1 , if q > 12 . (4.39)
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This shows that γ ≥ 2 by equation (3.7).
Putting the above together gives
γ

= 1+ 2q, if q ≤ 12 ;
≥ 2, if q > 12
(4.40)
with a logarithmic correction if q = 12 .
Comparing the coefficient in equation (3.7) with equation (4.39) gives a refined estimate
γ = 1 + 2p1+2p−2q ≥ 2, provided that 2q < 1 + 2p. For example, if q = 0.75 then p > 0.25.
However, numerical work shows this estimate to be too small, and estimating γ in this
regime for this model remains an open question.
The power law decrease in P(k) in equation (3.1) is only asymptotic for this algorithm;
and there should be corrections in particular for q < 12 . From the results above the average





1−2q − 2p1−2q , if q < 12 ;
2p log n + 1, if q = 12 ;
Constant, if q > 12 .
(4.41)
From these results P(k) can be calculated. Since 〈k〉n '
∫ n




n P(n). Thus, using this approach gives
P(k) ∼

(1− 2(q− p)) k−1−2q, if q < 12 ;
2p k−2, if q = 12 ;
C0 k−γ, if q > 12 ,
(4.42)
where the case q > 12 is unknown since the dependence of the exponent γ on the parameters
(p, q) is not known. Notice the change in behaviour at the critical value q = 12 ; this was
already observed numerically in reference [29].
The modified Duplication-Divergence algorithm has the same recurrence (4.35), and
so the values for γ and relations for 〈k〉n and P(k) remain unchanged for this algorithm.
Notice that this implementation preserves the degree of the selected node, and tends to
give a duplicated node with lower degree (while the (unmodified) implementation tends
to lower the degrees of both the selected and duplicated nodes). As a result, networks
generated with the modified algorithm have, on average, more nodes of degree equal to
one (and so appear more tree-like).
4.2.2 Numerical results on Duplication-Divergence networks
In figure 4.7 two networks grown with the Duplication-Divergence algorithm are shown.
Both networks were grown with p = 1 and have order 300. The network on the left was
grown with divergence parameter q = 0.4, and that on the right, with the higher mutation
rate q = 0.6.
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Figure 4.7: Duplication-Divergence network:
The network on the left is a network generated with p = 1 and q = 0.40. It has order 300 and it has 114
nodes with degrees exceeding
√
300 and so qualify as hubs. The largest few of these hubs have degrees
{43, 45, 47, 47, 50}. The network on the right is similarly a network generated with p = 1 and q = 0.60. It
is more extended but has only three nodes of degree equal to one. Its order is 300, and it has 5 nodes of
degrees {18, 18, 19, 20, 23} which qualify as hubs. Networks generated with the Modified
Duplication-Divergence algorithm have a similar appearance, with the exception that more nodes of degree 1
are seen. The arrangement of nodes and bonds in these networks was created using the prefuse force directed
layout in Cytoscape 3.4.0 [11].
In figure 4.8 data for networks grown with p = 0.75 and q = 0.4 are shown. The curves
on the right were obtained by plotting log P(k)/ log(k + 1) averaged over 100 networks of
sizes {3125, 6250, 12500, 25000, 50000, 100000, 200000} against 1/ log(k + 1). The mean field
value of γ is denoted by the bullet on the left-hand axis. These data show that convergence
to this value is very slow – this indicates strong corrections to scaling arising in equation
(4.36), and noted after equation (4.37).
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Figure 4.8: The distribution of degrees in Duplication-Divergence networks with p = 0.75 and
q = 0.40:
Data on networks generated by the Duplication-Divergence algorithm. In each case 100 networks were
grown and the average degree sequence Pn(k) computed. The curves on the right are plots of
log Pn(k)/ log(k + 1) against 1/ log(k + 1) for n ∈ {3125, 6250, 12500, · · · , 200000}, while those on the
left are plots of (log P(2k)− log P(k))/ log 2 as a function of log(k + 1)/k. The mean field estimate for the
exponent γ is marked at −γ = −1.8 on the left hand axis. The strong correction to scaling evident in these
curves makes it difficult to extrapolate to the mean field value for γ.
An alternative approach is to estimate γ by plotting ζ(k) = (log P(2k)− log P(k))/ log 2
as a function of log(k + 1)/k (see equation (3.4) with α = 2). The results are also strongly
curved data (left in figure 4.8), and while the results are not inconsistent with the mean
field value γ ≈ 1.8 in this model, however, it seems difficult to extrapolate these curves
to a limiting value of γ. 2). The turnover of the curves around large k happens when k
approaches n in these figures.
If q = 0.60 > 12 then the results in figure 4.9 are seen.
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Figure 4.9: The distribution of degrees in Duplication-Divergence networks with p = 0.75
and q = 0.60:
Data on networks generated by the Duplication-Divergence algorithm. In each case 100 networks were
grown and the average degree sequence Pn(k) computed. The curves on the right are plots of
log Pn(k)/ log(k + 1) against 1/ log(k + 1) for n ∈ {3125, 6250, 12500, · · · , 200000}, while those on the
left are plots of (log P(2k)− log P(k))/ log 2 as a function of log(k + 1)/k. Each of these curves can be
extrapolated by a quadratic least squares fit to obtain estimates of γ. This gives the estimates γn for
n = 3125× 2` for ` = 0, 1, 2, . . . , 6.
The curves of ζ(k) = (log P(2k) − log P(k))/ log 2 as a function of log(k + 1)/k have
straightened considerably, and each can be extrapolated by a quadratic least squares to
obtain an estimate γn for each value of n = 3125× 2` (for ` = 0, 1, 2, . . . , 6). This gives
estimates {9.68, 8.52, 7.99, 7.95, 7.82, 7.58, 7.05} which can be extrapolated by a least squares
fit of γn = γ + A/ log n, giving the estimate γ ≈ 2.87, which is slightly larger than the
value predicted by the mean field formula γ = 1 + 2p1+2p−2q (see the paragraph following
equation (4.40)). This suggests that the approach to limiting behaviour in this model is
quite slow, consistent with the remarks after equation (4.40) in the previous section.
The average connectivity 〈k〉n is expected to behave according to equation (4.41). In
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table 4.1 〈k〉n is listed for p = 0.75 and q = 0.40, q = 0.50 and q = 0.60.
Table 4.1: Connectivity data for Duplication-Divergence Networks.
n q = 0.4 q = 0.5 q = 0.6
3125 25.9 11.4 5.93
6250 31.3 12.6 6.14
12500 37.3 13.6 6.33
25000 44.8 14.4 6.55
50000 51.9 15.5 6.64
100000 60.1 16.8 6.75
200000 70.3 17.7 6.88
If q = 0.4, then equation (4.41) suggests that 〈k〉n ' 8.5 n0.2. Computing 〈k〉n × n−0.2
from the data in table 4.1 gives {5.18, 5.45, 5.65, 5.91, 5.96, 6.01, 6.12}. Plotting these results
against 1/ log n and then linearly extrapolating as n → ∞ gives 7.98, close to the value of
8.5 predicted in equation (4.41).
If q = 0.5, then equation (4.41) suggests that 〈k〉n ' 1.5 log n since p = 0.75. Dividing the
results in table 4.1 by log n for each value of n gives the results {1.42, 1.44, 1.44, 1.42, 1.43,
1.46, 1, 45}. The average of this is close to the predicted value of 1.5.
Finally, if q = 0.6 then the data appear to approach a constant. Extrapolating these
results using the model A + B/ log n gives the estimated limiting value 8.72. By equation
(3.5) this indicates that γ = 2.13, a value which is quite close to 2.15, the value predicted
by the formula γ = 1+ 2p1+2p−2q in the paragraph following equation (4.40).
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4.3 Sole´ evolutionary networks
The Sole´ model [25, 26] modifies the Duplication-Divergence model by using duplication
and network rewiring as the basic elementary moves. As before, the duplication of nodes
is an implementation of gene duplication, and the network rewiring is based on the loss
and gain of protein interactions in the bulk of the network [6]. Thus, the algorithm grows
networks based on a model of gene duplication and the rewiring of protein interactions;
both these processes drive the evolution of the interactome.
The elementary move of the algorithm is as follows: A node in the network is chosen
uniformly and randomly, and duplicated to form a progenitor-progeny pair. The progeny
will have the same interactions as the progenitor. This network is updated in the rewiring
step which has two parts: Bonds incident with the progeny protein are deleted with prob-
ability δ, and new bonds, added in the network between nodes (excluding the progenitor
protein) are created with probability α. This implementation differs in two ways from the
Duplication-Divergence algorithm. In the Sole´ model there are no self-interacting nodes,
and the formation of new bonds in the rewiring steps only occurs in the Sole´ model.
The basic iterative step of the Sole´ algorithm is shown in figure 4.10 and a Sole´ evolu-
tionary network of order N nodes is grown as follows:
Sole´ evolutionary algorithm:
1. Initiate the network with one node x0 and apply the following steps iteratively;
2. Choose a node υ uniformly and duplicate it to a new node υ′;
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3. For each bond 〈w∼υ〉 incident with the chosen node υ, add the bond 〈w∼υ′〉 incident
with the duplicated node υ′;
4. Delete each bond 〈w∼υ′〉 added in step 3 with probability δ independently;
5. For all nodes u not adjacent to the chosen node υ, create the bond 〈u∼υ′〉 with prob-
ability α;
6. Stop the algorithm when a network of order N is grown.
Figure 4.10: The Sole´ evolutionary algorithm:
The duplication-deletion-creation iterations of the Sole´ algorithm. A node is duplicated, some bonds incident
on it are deleted with probability δ and new bonds incident on it are created with probability α.
The algorithm has two parameters (δ, α). If δ = 0 and α = 1 then the algorithm grows
complete simple networks. More generally, if α > 0 then on average roughly αN bonds
are added to a network of order N. This shows that the algorithm grows networks of size
O(N2) – that is, Sole´ networks are dense.
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4.3.1 Mean field theory for Sole´ networks
Let En be the total number of bonds in a Sole´ network after n iterations of the algorithm,
and let 〈k〉n be the connectivity of the network (that is, the average degree of nodes) after n
iterations (so that 2 En = n〈k〉n). In the mean field approximation the node in step 2 of the
algorithm has degree 〈k〉n and this number of bonds is added in step 3, while, in a similar
way, δ〈k〉n bonds are removed in step 4. In step 5 there are n− 〈k〉n choices in the mean
field for the node u not adjacent to υ′ and each bond 〈u∼υ′〉 is added with probability
α. This shows that the number of bonds after n + 1 iterations is given by the recurrence
relation
En+1 = En + (1− δ)〈k〉n + α(n− 〈k〉n). (4.43)
Since 2 En = n〈k〉n this becomes
En+1 − En = αn + 2n (1− δ− α) En, (4.44)
which is a mean field recurrence relation for En.
Taking n → t, a continuous time variable, and approximating En by Et, and approx-
imating the finite difference as a derivative, gives the following differential equation for
En:
d
dt Et = αt +
2
t (1− α− δ) Et. (4.45)








Equation (4.46) shows that the number of bonds is proportional to αn2, so that networks
created by this algorithm are dense, except when α = 0 and δ→ 0. Comparison to equation
(3.7) suggests that γ ≤ 1 in this model if α > 0. Notice that there is no logarithmic factor
in the denominator, and that En = Θ(n2). This is consistent with a mean field value
γ < 1 (and this requires that Pn(k) be modified so that it is a normalizable probability
distribution). With these results, it is reasonable to expect that, in the mean field,
γ ≤ 1. (4.47)
If α = 0 then equation (4.46) gives En ∼ n2−2δ and comparison to equation (3.7) gives
γ = 1+ 2δ, if α = 0 (4.48)
since the algorithm grows clusters which are not O(n2) in this case.
4.3.2 Numerical results for Sole´ networks
Similar to Barabasi-Albert and Duplication-Divergence networks, Sole´ networks can be
grown numerically by implementing the algorithm as given above, using sparse matrix
routines to efficiently store the adjacency matrix of the network. The larger size of networks
makes these more difficult to grow, and our algorithms sampled efficiently to networks of
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size 51, 200 bonds.
Sole´ networks are rich in bonds. This is seen, for example, in equation (4.46), which
shows that En ∝ n2 if α > 0. In figure 4.11 two examples of networks generated by the Sole´
algorithm are shown. If δ < 0.5, then the networks have a dense appearance dominated
by a few hubs. If δ > 0.5, then the networks appear more extended, often with no nodes
qualifying as hubs under the definition that the degree of a hub in a network of order n is
at least b√nc. The networks in figure 4.11 were generated with α = 0.005, and increasing
the value of α quickly increases the number of bonds.
Figure 4.11: Sole´ evolutionary networks:
The network on the left was generated with δ = 0.25 and α = 0.005. Its has order 279 and has 47 nodes
with degrees exceeding
√
279 and so qualify as hubs. The largest few of these hubs have degrees
{40, 41, 62, 80}. This algorithm creates dense networks as seen here, even for small values of α. Increasing
the value of δ gives more extended networks. The network on the right was generated with δ = 0.75 and
α = 0.005 and grown to order 230. None of its nodes qualify as hubs. The arrangement of nodes and bonds
in these networks was created using the prefuse force directed layout in Cytoscape 3.4.0 [11].
The mean field result that γ ≤ 1 has implications for the scaling of Sole´ networks. In
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particular, Pn(k) in equation (3.1) is not normalizable for infinite networks if γ ≤ 1 and so
is not a valid candidate degree distribution in this model. The degree distribution can be
modified to
P(k) ' Co k−γD(n−φk) (4.49)
where D(x) is a function of the combined (or scaled) variable x = n−φk. That is, as n→ ∞,
k is rescaled by n−φ and kγP(k) approaches a limiting distribution proportional to D(x).
This can be tested numerically by plotting kγP(k) as a function of x = n−φk. For the
proper choices of γ and φ it is expected that kγP(k) ' CoD(x) for a wide range of values
of n (that is, the data should approach a limiting curve as n → ∞). The result is shown in
figure 4.12 for (δ = 0.25, α = 0.005) and (δ = 0.75, α = 0.005). These are plots on the same
graph for n = 100× 2n for n ∈ {6, 7, 8, 9} (other curves at smaller values of N are left away
to give a clearer picture).
The data for δ = 0.75 are the cluster of peaks to the left (blue curves), rescaled by
choosing φ = 1 and γ = 12 , while the cluster of peaks to the right is for δ = 0.25 with
φ = 1 and γ = 23 . With increasing n the data appear to approach a single underlying
curve if γ = 12 in the one instance, and γ =
2
3 in the other instance. Both these values are
consistent with the mean field expectation that γ ≤ 1 in this model. Further refinements
in this scaling assumption may be necessary, since the curves are still becoming narrower
with increasing n. It is not clear that these approach a limiting curve as n → ∞, although
the data for δ = 0.75 suggest this to be the case. In these cases the curves are sharply
peaked with a mean of about 0.02 if δ = 0.25 and about 0.007 if δ = 0.75.
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Figure 4.12: Scaling of Sole´ evolutionary networks:
Plotting kγPN(k) against N−φk for networks generated by the Sole´ Evolutionary algorithm gives the
distributions above. On the left the results are shown for networks grown with δ = 0.75 and α = 0.005. The
choices γ = 1/2 and φ = 1 uncovers a distribution as shown where the order of the networks are
N = 100× 2n for n = 6, 7, 8, 9. A similar distribution, but with γ = 2/3 and φ = 1, is seen when
networks are grown with δ = 0.25 and α = 0.005. It is not known that the value of γ changes
discontinuously as δ increases from 0.25 to 0.75.
Since the curve D(x) is sharply peaked at a constant value co of the rescaled variable x,
the connectivity of Sole´ networks is estimated by treating D(x) as concentrated at co and











In other words, the connectivity of Sole´ networks should increase linearly with nφ (and
since φ = 1, linearly with n). In table 4.2 the connectivities of Sole´ networks for δ = 0.25
and δ = 0.75 (with α = 0.005) are listed.
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Table 4.2: Connectivity data for Sole´ Networks.











Non-linear least squares fits to the data show that φ = 1.01 when δ = 0.25
and φ = 0.99 when δ = 0.75. That is, these results are consistent with the value φ = 1
seen above.
4.4 The iSite model of network evolution
Protein interaction networks evolve by mutations in proteins which change the interactions
of the proteins in the network. In the Duplication-Divergence algorithm, a mutated protein
loses its interactions randomly. This random deletion of interactions is a good first order
approximation to the evolution of networks. The iSite model refines this by giving structure
to nodes in the network by introducing iSites on nodes as localities of the interaction sites on
a protein [15, 16]. Subfunctionalization of interaction sites in the iSite model is implemented
by silencing iSites, and adding interactions with reduced probability if the iSite is not
silenced.
The implementation of the iSite algorithm relies in the first place on duplication of
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nodes, and then subfunctionalization of iSites on the nodes. The subfunctionalization of
iSites is implemented by randomly deleting of bonds incident to duplicated iSites, and by
the silencing of iSites by turning them off. These processes are models of random mutations
which cause the loss of information in the genome (and leave behind non-coding remnants
of genes). A process of spontaneously creating new iSites is not in the iSites algorithm,
although this is a possible refinement which may be introduced. The elementary move of
the iSite algorithm is illustrated schematically in figure 4.13.
Figure 4.13: The iSite evolutionary algorithm:
The duplication-deletion iterations of the iSite algorithm. A node together with its iSites is duplicated, and
some bonds incident with the duplicated iSites are deleted with probability r. New bonds between a
self-interacting iSite and its duplicate are inserted with probability p, and iSites are silenced with probability
q.
A uniformly chosen node is duplicated into a progenitor-progeny pair (and so also
duplicating the iSites of the progenitor onto the progeny). If the duplicated iSite is self-
interacting, then bonds are added between the iSite on the progenitor and the duplicated
iSite on the progeny with probability p – this allows for subfunctionalization of the dupli-
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cated iSites. Bonds incident with the iSites on the progenitor are duplicated with reduced
probability 1− r, and iSites on the progenitor or progeny nodes are silenced with proba-
bility q. If an iSite is silenced, then all bonds incident with it are deleted. Notice that sub-
functionalization enters in several ways, both in the duplication of self-interacting iSites, in
the duplication of bonds, and in the silencing of iSites.
iSite evolutionary algorithm:
1. Initiate the network with one node x0 with I active iSites (each of which is self-
interacting with probability p) and iterate the following steps;
2. Choose a progenitor protein υ uniformly in the network and duplicate it, and its
associated iSites A, to a successor protein υ′ with duplicated iSites A′;
(a) A duplicated iSite A′ ∈ υ′ is active with probability 1− q if it is duplicated from
an active iSite on A ∈ υ, and silenced otherwise;
(b) An active duplicated iSite A′ ∈ υ′ is self-interacting with probability p if it is du-
plicated from a self-interacting iSite on A ∈ υ, and not self-interacting otherwise;
(c) If a silenced iSite A is duplicated to iSite A′, then A′ is also silenced;
3. Add bonds as follows:
(a) If iSite A ∈ υ is self-interacting and A is duplicated to iSite A′ ∈ υ′, then add the
bond 〈A∼A′〉 if A′ is not silenced;
(b) If 〈A∼B〉 is a bond incident with iSite A on the progenitor υ, and A is dupli-
cated to iSite A′ on the duplicate υ′, then 〈A∼B〉 is duplicated to 〈A′∼B〉 with
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probability 1− r provided that A′ is not silenced;
4. Iterate the algorithm from step (2) and stop the iterations when a network of order N
is grown.
4.4.1 Mean field theory for the iSite model
Let nodes in the network correspond to proteins, and let ij(n) be the number of active iSites
on node j after n iterations of the algorithm. Denote the degree of node j by k j(n) (that
is the total number of bonds with one end-point in node j), and let En be the number of
bonds of the network. Then 2En = ∑j k j(n).
The average number of active iSites per node is i(n) = 1n ∑j ij(n). With each iteration i(n)
iSites are created, of which qi(n) are silenced, in the mean field. This gives the following
recurrence relation for i(n):
(n + 1) i(n + 1) = n i(n) + (1− q) i(n). (4.51)
The exact solution of this recurrence is
i(n) = i(0) Γ(1−q+n)n! Γ(1−q) (4.52)
where Γ is the gamma function with the property that Γ(x + 1) = x Γ(x) and Γ(1) = 1.
Notice that i(0) = I, where I is the number of iSites on the source node x0.
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For large n the Γ-function and the factorial have well known asymptotics (namely the
Stirling approximation [31]), so that
i(n) ' I n−qΓ(1−q) . (4.53)
This shows that with increasing n the total number of iSites grows proportionally to n1−q.
If q = 0, then this is linear in n since no iSites become silenced, and if q = 1, then the
number approaches a constant.
The total number of bonds in the network increases after n iterations by the recurrence
En+1 = En +
2(1−r)
n En + p i(n), (4.54)
since there are on average 2n En bonds incident to each node, and the probability that each
one of them is duplicated is 1− r, and there are on average i(n) iSites per node, and the
probability that each of these is self-interacting is p.


















Thus, the average degree of a node is equal to 2n En, so that the connectivity of iSite evolu-
tionary networks is given by





in the mean field. This shows that the large n value of 〈k〉n is dominated by the larger of −q
and 1− 2r. In particular, if r < 12(1+ q), then 〈k〉n ∼ n1−2r. If r > 12(1+ q), then 〈k〉n ∼ n−q.
By equation (3.7) one may determine the mean field value of γ for this model:
γ =

1+ 2r, if r < 12(1+ q);
2+ q, if r > 12(1+ q).
(4.58)




1−q log t. (4.59)
This shows that γ = 2 + q in this case as well, but there is also a logarithmic correction to
the growth of E(t), and so there is a logarithmic factor in the expression for 〈k〉n.
4.4.2 Modified iSite evolutionary algorithm
The subfunctionalization of proteins can be refined by introducing in the iSite algorithm the
probability of creating new iSites on the progeny node with a probability s. This changes
the algorithm as follows.
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Modified iSite evolutionary algorithm: Implement the algorithm as above but introduce
the parameter s and create new active iSites by replacing step 2 in the iSite evolutionary
algorithm by
2. Choose a progenitor node υ uniformly in the network and duplicate it, and its asso-
ciated iSites A, to a progeny node υ′ with duplicated iSites A′;
(a) A duplicated iSite A′ ∈ υ′ is active with probability 1− q if it is duplicated from
an active iSite on A ∈ υ, and silenced otherwise;
(b) An active duplicated iSite A′ ∈ υ′ is self-interacting with probability p if it is du-
plicated from a self-interacting iSite on A ∈ υ, and not self-interacting otherwise;
(c) If a silenced iSite A is duplicated to iSite A′, then A′ is also silenced;
(d) With probability s create an active iSite C on the progeny node υ′, where C is
self-interacting with probability p.
The recurrence for the average number of active iSites per node i(n) (see equation (4.52))
is modified to
(n + 1) i(n + 1) = n i(n) + (1+ s− q) i(n) (4.60)
in the Modified iSite evolutionary algorithm. The exact solution is obtained by replacing q
by q− s in equation (4.52), and the asymptotic approximation of the solution is given by
i(n) ' I ns−qΓ(1+s−q) , (4.61)
as seen in equation (4.53).
89
The total number of bonds in the network, En, still satisfies equation (4.54), and so it
follows from equations (4.56), (4.57) and (4.58), that for the modified iSite evolutionary








This shows that the connectivity of Modified iSite networks is given by





The value of the scaling exponent is seen from above to be given by
γ =

1+ 2r, if r < 12(1+ q− s);
2+ q− s, if r > 12(1+ q− s)
(4.64)
with a correction factor in the expression for 〈k〉n if 2r = (1+ q− s).
4.4.3 Numerical results for iSite networks
The iSite algorithm was coded and networks were grown to compute averaged statistics.
Examples of iSite networks generated by the algorithm are shown in figure 4.14.
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Figure 4.14: iSite evolutionary networks:
The network on the left was generated with 4 iSites per node, p = 0.5, q = 0.1 and r = 0.8, and the network
on the right was generated with 2 iSites per node, and with p = 0.5, q = 0.1 and r = 0.8. The order of the
network on the left is 501 and on the right, 491. The network on the left has two nodes qualifying as hubs, of
degrees {23, 25}, while the network on the right has none. The arrangement of nodes and bonds in these
networks was created using the prefuse force directed layout in Cytoscape 3.4.0 [11].
The algorithm was then used to sample networks of order up to 200, 000. The connec-
tivity 〈k〉n of iSite networks for I = 3 iSites per node, and with p = 0.5, q = 0.4 and r = 0.3,
is shown in table 4.3. By equation (3.5), log〈k〉 ' log γ−12−γ + (2− γ) log n. Least squares fit
to the data in Column 2 gives log γ−12−γ ≈ 1.0211, and (2− γ) = 0.258. Solving for γ gives in
the first instance γ = 1.735 and in the second γ = 1.742. Since 2r < 1 + q in this case, the
mean field value of γ is γ = 1+ 2r = 1.6, close to these estimated values.
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Table 4.3: Connectivity data for iSite Networks.
n Column 2 Column 3 Column 4 Column 5
3125 22.385 20.701 4.756 6.648
6250 26.524 25.752 4.770 6.556
12500 31.395 29.137 4.677 6.579
25000 37.808 35.308 4.733 6.358
50000 45.931 42.244 4.579 6.299
100000 54.830 50.035 4.584 6.204
200000 64.668 59.284 4.649 6.071
Column 2: I = 3, p = 0.5 q = 0.4, r = 0.3
Column 3: I = 5, p = 0.5 q = 0.4, r = 0.3
Column 4: I = 3, p = 0.5 q = 0.05, r = 0.8
Column 5: I = 5, p = 0.5 q = 0.05, r = 0.8
Data for I = 5 and with the same values of (p, q, r) = (0.5, 0.4, 0.3) are shown in table
4.3 as well. Changing the value of I (the number of iSites per node) should not change the
value of γ, and this appears to be the case here. A least squares fit to the data in Column 3
and determining γ as above gives γ = 1.737 and γ = 1.7498, very close to the values above.
If p = 0.5, q = 0.05 and r = 0.8, then 2r > 1 + q, and in this case γ = 2 + q. If the
number of iSites per node is I = 3, then the data in table 4.3 gives a constant value for 〈k〉,
and for I = 5 a slightly decreasing numerical estimate. The mean field value of γ in these
cases is 2.05, and a least squares fit gives γ ≈ 2.009 if I = 3 and γ ≈ 2.022 if I = 5 (where
the coefficient of log n in the least squares fit is 2− γ). These results are consistent with the
mean field results obtained above, since it shows that the value of γ is close to 2+ q.
Data on networks generated by the iSite evolutionary algorithm with parameters I =
3, p = 0.5, q = 0.4, r = 0.3 were collected. In each case 500 networks were grown and the
average degree sequence Pn(k) computed.
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Figure 4.15: iSite evolutionary networks with I = 3, p = 0.5, q = 0.4 and r = 0.3:
Data on networks generated by the iSite evolutionary algorithm. In each case 500 networks were grown and
the average degree sequence Pn(k) computed. The curves are plots of log Pn(k)/ log(k + 1) against
1/ log(k + 1) for n ∈ {3125, 6250, 12500, · · · , 200000}. As k→ ∞, then the curves are expected to pass
through −γ on the y-axis, and its mean field value is γ = 1+ 2r = 1.6 – this value is marked on the y-axis.
The curves in figure 4.15, are plots of log Pn(k)/ log(k + 1) against 1/ log(k + 1) for
n ∈ {3125, 6250, 12500, · · · , 200000}. As k → ∞, then the curves are expected to pass
through −γ on the y-axis, and its mean field value is γ = 1 + 2r = 1.6 – this value is
marked on the y-axis. As seen from the graph, the curves are approaching well to the
mean field γ degree exponent. This indicates good agreement between the mean field
analysis and numerical results for the iSite evolutionary algorithm.
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4.5 Conclusions
In this research a number of algorithms used for generating networks in molecular biology
were examined. Mean field theory for the algorithms was in some cases reviewed, and
in other cases (Modified Barabasi-Albert, Modified Duplication-Difergence, iSite) newly
presented, and also refined. The algorithms include the Barabasi-Albert [1], Duplication-
Divergence [27], Sole´ [26] and iSite algorithms [15, 16], and these were in some cases mod-
ified by the introduction of more general elementary moves.
The efficient implementation of these algorithms was also examined, and sparse matrix
routines (or, more general, hash-coding; see for example reference [23]) were used to opti-
mize the implementation. This gives computer algorithms which can generate very large
networks efficiently, and networks of order 200, 000 nodes were routinely sampled. We
also explored even larger networks, up to order 3 million, but did not use those in our data
analysis.
The adjacency matrix of a network of size E bonds can be stored (using sparse matrix
routines) in an array of size O(E). This means that the implementation of these network
growth algorithms has average case space complexity O(E).
Hash coding allows for the efficient implementation of routines which search, insert or
delete entries in arrays storing the networks. These routines have average time complexity
O(1) [10], (and worst case time complexity O(E) for searches, inserting and deleting bonds,
due to collisions if a hash table is densely populated).
Generally, the time complexity of algorithms should grow as O(Eτ) if networks of size
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E are grown (where τ is an exponent dependent on the particular algorithm). For exam-
ple, networks of size E bonds can be generated using O(E) computer memory, and the
Duplication-Divergence and iSite algorithms can be implemented with O(nτ) time com-
plexity to grow networks of order n nodes (and where n ≤ E). An examination of these
algorithms (the Duplication-Divergence and iSite algorithms) suggests that an optimal im-
plementation will have τ ≈ 1 (if the size of the hash tables is much larger than n).
The Barabasi-Albert and Sole´ algorithms (with their modified and variant implemen-
tations) should have average time complexity of O(n2) for growing networks of order n
nodes. This follows because each iteration of the algorithms has to explore all nodes in the
current network for the possible insertion of new bonds. Data on the time complexity of
the algorithms are shown in table 4.4.
Table 4.4: Computational Time Complexity of Implemented Algorithms.
Algorithm n = 6250 n = 12500 n = 25000 n = 50000 τ
Bar-Alb (p = 0) 0.602 2.51 9.03 38.0 1.97
Mod Bar-Alb (λ = 2, p = A = 0) 0.618 2.55 10.1 36.3 1.96
Var Bar-Alb (α = 2, a = 0) 1.35 4.46 16.4 −− −−
Dupl-Div (p = 1, q = 0.4) 0.349 0.862 2.04 5.01 1.28
Dupl-Div (p = 1, q = 0.6) 0.155 0.319 0.635 1.31 1.02
Mod Dupl-Div (p = 1, q = 0.4) 0.340 0.891 2.45 7.09 1.46
Mod Dupl-Div (p = 1, q = 0.6) 0.165 0.338 0.699 1.44 1.04
Sole´ (δ = 0.25, α = 0.005) 4.84 20.5 91.0 436.0 2.16
Sole´ (δ = 0.75, α = 0.005) 6.10 20.0 79.5 323.2 1.92
iSite (p = 0.5, q = 0.01, r = 0.8, I = 1) 0.114 0.234 0.454 0.925 1.00
iSite (p = 0.5, q = 0.01, r = 0.8, I = 2) 0.110 0.216 0.458 0.878 1.01
iSite (p = 0.5, q = 0.01, r = 0.8, I = 3) 0.106 0.217 0.432 0.857 1.00
iSite (p = 0.5, q = 0.01, r = 0.8, I = 4) 0.107 0.231 0.422 0.848 0.98
iSite (p = 0.25, q = 0.01, r = 0.8, I = 4) 0.104 0.249 0.415 0.844 0.98
iSite (p = 0.75, q = 0.01, r = 0.8, I = 4) 0.108 0.216 0.437 0.867 1.00
Mod iSite (p = 0.5, q = 0.1, r = 0.8, s = 0.1, I = 4) 0.288 0.560 1.102 2.53 1.04
The data displayed are the average time T to grow one network of order n. Assuming
that T = C0nτ and fitting log T to log n, least squares estimates of τ can be obtained. For
example, it is expected that τ = 2 for the Barabasi-Albert algorithm, while the estimate
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obtained in the table is τ ≈ 1.97. This is consistent with the expectation that the time
complexity of the algorithm is O(n2) in an optimal implementation. This is similarly seen
for the modified and variant implementation of the Barabasi-Albert algorithm, and for the
Sole´ algorithm. The time complexity of the remaining algorithms is O(n), and this is found
consistently, except for the Duplication-Divergence algorithm for p = 1 and q = 0.4 (and
also for the modified implementation of this algorithm). In these cases the algorithm sam-
ples denser networks (see figure 4.7) which takes up larger amounts of memory, making
the implementation less efficient.
The results in this research raise some questions about the sampling of scale-free net-
works by random iterative growth algorithms:
• In some cases, see for example reference [29], the parameters of the algorithms were
set to grow networks with properties similar to that of real protein interaction net-
work. The values of the parameters are then used to estimate the rate of subfunction-
alization (or mutation) in the genome. The results are dependent on the algorithm,
and so further refinement of algorithms may be needed before useful estimates can
be made.
• The mean field approaches are useful in some models (for example the Barabasi-
Albert algorithm, and the iSite algorithm), but are poorer approximations in other
models (the variant Barabasi-Albert algorithm, the Duplication-Divergence algorithm
and its modification, and the Sole´ algorithm). Can the mean field approach be im-
proved to give a better approximation to these algorithms?
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• Investigation of some numerical properties of the networks (for example the con-
nectivity) suggests that the algorithms may be self-averaging. That is, networks are
generated with properties which converge to the statistical averages of these prop-
erties over a sample of networks generated by the algorithm. This is, for example,
illustrated in figure 4.16 for the connectivity of Barabasi-Albert networks. As the net-
work is grown, its connectivity appears to approach the average connectivity over a
large sample of networks.
Figure 4.16: Self-averaging of the connectivity of Barabasi-Albert networks:
The connectivity of a single network grown with the Barabasi-Albert algorithm with p = 0.6 as a function of
the size of the network is given by the noisy red curve as the network is grown to order n = 10000. The blue
curve is the average connectivity of Barabasi-Albert networks, plotted as a function of n. Notice that the red
data appear to converge, with increasing n to the average, so that the connectivity of a randomly grown
Barabasi-Albert network appears to converge to its average.
• In this research some algorithms were modified in ways not done before in the litera-
ture (this includes the modified Barabasi-Albert, the Duplication-Divergence, the Sole´
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and iSite models). Exploring the properties of these modified algorithms, including
their usefulness as models of networks in molecular biology, will be the subject of
future investigation.
Lastly, these algorithms grow networks using a probabilistic set of rules to implement
an elementary move. Each realized network Nn of order n is obtained with some proba-
bility p(Nn), so that the function p(Nn) is a probability distribution over networks of order
n. Determining p(Nn) for any of the algorithms presented here seems difficult, and gen-
eral properties of p(Nn) remain unknown (other than averages of network properties over





The study of the presence of molecules and their interactions at the cellular and sub-cellular
level is the focus of molecular biology. Different algorithms and tools are developed to
model these interactions. Their goal is to predict yet unobserved interactions, assign func-
tions to unknown molecules using their relations with known molecules or simply build
up biological knowledge in a structured way. These algorithms can be applied to solve a
particular biological problem, such as predicting protein interaction/complex formation,
but also to derive systems behaviour by breaking down networks into modules or motifs
with certain characteristics.
I use different algorithms in this research with the goal of finding highly connected
hubs and clusters of genes which are closely related to one another. I start by building
up protein-protein interaction networks and miRNA-gene interaction networks which are
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then subjected to the action of two algorithms. The first algorithm is the random walk
with resistance algorithm on a network. As an alternative, I am proposing the lattice
laplacian on a network as a method to discover clusters of biologically related proteins.
These approaches seek to find ways of solving complex pathway membership problems
in protein interaction databases. The clusters obtained provide more biological insight as
opposed to a process of local pairwise comparison between interacting proteins. They may
also predict new members in functional pathways or clusters. These algorithms simulate
biased random walks on the network for determining membership of proteins in given
clusters.
The biological network I am considering is the protein-protein interaction environment
of miRNA hsa-miR-218-5p.
5.1 Hsa-miR-218-5p
MicroRNAs (miRNAs) are small RNA molecules involved in various important biological
processes inside the cell. They control the expression of many genes both directly and
indirectly. There are over 1, 000 miRNAs coded by the human genome [39]. MiRNAs
are implicated in numerous disease states and various miRNAs based therapies are being
investigated [55].
Hsa-miR-218-5p is a small non-coding RNA that regulates gene expression by antisense
binding. Hsa-miR-218-5p appears to be a vertebrate specific miRNA and has now been
predicted and experimentally confirmed in a wide range of vertebrate species. Hsa-miR-
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218-5p plays key roles in tumor metastasis. It inhibits invasion and metastasis of gastric
cancer [33]. Hsa-miR-218-5p inhibits cancer cell proliferation in lung cancer [34]. Hsa-miR-
218-5p, along with hsa-miR-585, has been found to be silenced by DNA methylation in oral
squamous cell carcinoma [46]. It is downregulated in nasopharyngeal carcinoma [48], with
artificially-induced expression serving to slow tumour growth. Hsa-miR-218-5p has been
found to be implicated in epilepsy [49].
5.2 MicroRNAs structure and function
A miRNA is a small, non-coding RNA molecule containing around 22 nucleotides [52].
It is found in plants, animals and some viruses. The human genome encodes over 1, 000
miRNAs [39] which target about 60% of the genes. A given miRNA may have hundred
different messenger RNA targets and a given target may be regulated by multiple miRNAs
[52].
Figure 5.1: MiRNA hairpin structure
After transcription into a single stranded miRNA molecule in the nucleus, the miRNA will fold around itself
and form a hairpin loop structure.
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MiRNAs are first transcribed to pri-miRNAs [53]. The transcripts then undergo several
processing steps like endonucleolytic cleavage [66], nuclear export and a strand selection
procedure, to yield the single stranded mature miRNA product [54]. Transcription and
processing of miRNAs determine the abundance and sequence of mature miRNAs and
have important implications for their functions. MiRNAs’ genes encode for long hairpin
structure RNAs [54]. When processed by a series of RNase III enzymes (Drosha and Dicer),
they form a miRNA duplex of 22 nucleotides with 2 nucleotides overhangs on the 3’ end
[58]. Only one strand of this duplex is incorporated in a protein complex that includes a
member of Argonaute family of proteins [62]. MiRNA functions as a guide for this complex
to the target messenger RNA. It accelerates messenger RNA deadenylation which causes
messenger RNA degradation and translation repression.
Transcription of miRNAs takes place in the nucleus [53]. The primary transcripts of
miRNAs are generally long (more than 1kb) and contain a 5’ 7methyl guanosine cap and
a 3’ poly A tail [60]. The enzyme that transcribes the information from the genes to the
miRNA is RNA polymerase II [53]. It is the same polymerase that transcribes messenger
RNA [53]. The promoters that direct the miRNA transcription also bear the hallmark of
Polymerase II promoters. Most miRNAs are products of Polymerase II, although RNA
Polymerase III may also be involved. MiRNAs diverge in their expression levels since
Polymerase II promoters are highly regulated and can vary greatly in strength. Since
50% of mammalian miRNAs are located within the intronic regions of protein coding or
nonprotein-coding genes, these miRNAs could use their host gene transcripts as carriers
[53]. Another possibility is that some will be transcribed separately using internal promot-
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ers.
Figure 5.2: MiRNA processing
MiRNA is first transcribed in a single stranded miRNA by means of RNA polymerase II. The single
stranded miRNA folds around itself to form a pri-miRNA around 120 nucleotides long. The partial
complementarity between the base pairs in the pri-miRNA cause the formation of miRNA hairpin structure.
The pri-miRNA undergoes the cleavage of the endounuclease Drosha in the nucleus and a pre-miRNA
around 70 nucleotides long is formed. Pre-miRNA is exported outside the nucleus in the cytosol by means of
Exportin 5 Ran-GTP. GTP is hydrolyzed to GDP and Exp 5/Ran-GTP releases its cargo in the cytosol. In
the cytosol the pre-miRNA undergoes a second cleavage by the Dicer enzyme. A miRNA-miRNA* duplex
with around 22 nucleotides is formed. Dicer, PACT and TRBP form the RISC complex (RNA induced
silencing complex). Mature miRNAs are transferred to Argonaute proteins. One strand is released in the
cytosol as a passenger strand and the other one serves as a guiding strand. The guiding strand is the one
which will interact with messenger RNA and control its translation into proteins.
From a primary miRNA transcript with more than 1kb, to a mature miRNA with ap-
proximately 22 nucleotides, the miRNA must go through a series of processing steps. The
first step of processing of the miRNA in animal cells is the production of a miRNA approx-
imately 70 nucleotides long inside the nucleus called the precursor miRNA or pre-miRNA
[60]. The precursor is excised from the primary transcript by Drosha enzyme [56]. Drosha
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is a RNase III type endonuclease which produces duplex RNA containing a 5’- phosphate
and a 3’ -OH, with a 2 nucleotide overhang at the 3’ end. Drosha by itself doesn’t have any
enzymatic activity [56]. It requires a subunit called DGCR8 in humans or Pasha in flies.
DGCR8 contains two double-stranded RNA-binding domains that help the Drosha subunit
to recognize the correct substrate [56]. An extension of several base-paired residues is re-
quired beyond the final pre-miRNA product. A flanking, single stranded RNA is required
for efficient processing and at the other end of the hairpin a large terminal loop is preferred
by Drosha. Drosha recognizes the local structure of a relevant hairpin, but doesn’t utilize
the property of a 5’ 7-methyl guanosine cap or a 3’ polyA tail [56]. Thus the processing of
miRNA might happen before the primary transcript is completely synthesized.
Pre-miRNAs are produced in the nucleus, and afterwards Exportin 5 and its Ran-
guanosine triphosphate (GTP) cofactor transport them from the nucleus to the cytoplasm.
Exportin 5 binds to a minihelix containing RNAs with a 3’ overhang. The Exportin 5/Ran-
GTP complex has a very high affinity for pre-miRNAs [57]. In the cytoplasm, GTP is
hydrolyzed to GDP and Exp 5/Ran-GDP releases its cargo [57].
After being exported to the cytoplasm, pre-miRNAs are processed to mature miRNAs
by means of the endonuclease Dicer [58]. Dicer also initiates the formation of the RISC
(RNA induced silencing complex) composed of the Argonaute proteins [63]. Dicer is an-
other RNase III type enzyme and it cleaves pre-miRNAs in the cytoplasm. Dicer proteins
have a PAZ domain approximately 130 amino acids long [58]. It binds to single-stranded 3’
ends of double stranded RNAs [59]. As a pre-miRNA generated by Drosha [56], it already
contains a 2 nucleotide 3’ overhang. Dicer recognizes the 3’ overhang via its PAZ domain
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and cleaves the double-stranded region approximately 20 nucleotides away [59]. This pro-
duces a miRNA duplex containing approximately 2 nucleotide 3’ overhangs at both ends.
Dicer acts as a ruler to cleave double stranded RNA substrates at a set distance from one
end [59]. Proteins like TRBP and PACT in humans bind to Dicer and contribute to its func-
tion. TRBP is the transactivation response RNA binding protein [64]. PACT is the protein
kinase RNA activator [65]. They enhance the affinity of Dicer for RNAs and participate in
the selection of mature miRNA strands and/or the transfer of miRNAs to their final stop,
the Argonaute proteins [63]. PACT, TRBP and Dicer form the RISC (RNA induced silenc-
ing complex) complex [61]. Dicer produces a miRNA duplex intermediate [59]. One of
the two strands can be detected in cells. The strand with the less stable hydrogen bonding
at its 5’ end within the original duplex is stabilized and becomes the mature miRNA. The
other complementary strand is lost. Many miRNAs have a U residue at their 5’ends. These
miRNAs have the highest chance of being selected, since a U:G base pair is less stable than
a U:A pair, which in turn is less stable than a G:C pair.
Dicer interacts with a family of conserved proteins called Argonautes. Mature miRNAs
are eventually transferred to Argonaute proteins and serve as guides in RNA silencing
[63]. The transcription of miRNAs is the same as that of pre-messenger RNA [53], and
the differential expression pattern of miRNAs mirrors that of mRNAs. Different cell types
produce some but not the entire miRNA repertoire encoded by the same genome. The pro-
cessing of a small number of miRNAs may be under the control of specific RNA-binding
proteins. These proteins can block or allow processing until an appropriate time, or mod-
ulate cleavage sites to influence strand selection. Drosha is a key determinant of which
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part of a primary transcript will become the mature miRNA [56]. The cleavage sites chosen
by Drosha dictate where Dicer will cleave and hence, after strand selection, which RNA
strand remains as the final product [58]. Understanding where Drosha and Dicer cleave
is important. First, the cleavage sites determine the sequence of mature miRNAs. Second,
the cleavage sites directly impact the function of miRNAs.
Figure 5.3: Protein synthesis inhibition by miRNA
After the transcription process, messenger RNA is translated into proteins in the ribosomes. When miRNA
binds to messenger RNA through complementary base pairing, the translation of messenger RNA into
proteins is blocked.
The functions of miRNA include: RNA silencing and post-transcriptional regulation of
gene expression. MiRNAs are encoded by nuclear DNA and they function via base-pairing
with complementary sequences within messenger RNA molecules. MiRNAs silence the
expression of mRNAs through one or more of the following processes [54]: 1) cleavage of
the mRNAs strand into two pieces [66] 2) destabilization of the mRNAs through shortening
its poly-A tail 3) decreasing the translation efficiency of mRNAs into proteins by ribosomes.
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MiRNAs control the expression of thousands of target mRNAs [67]. Each messenger
RNA is believed to be targeted by multiple miRNAs. There is a sub cellular structure called
the PB (processing bodies) which is linked to the miRNA pathway in down-regulating the
target mRNA [77]. MiRNAs production is altered in cancer cells [67]. This suggests an
impact that miRNAs might have in causing cancer. MiRNAs might form another strand
of the regulatory system that exists in the cell. MiRNAs, when perfectly base-paired to
their target messenger RNA, direct cleavage of a single phosphodiester bond in the target
messenger RNA. This cleavage is the result of the Slicer activity of the RISC (RNA-induced
silencing complex) [63].
Figure 5.4: MiRNA and translation
In animal cells the match ups between mRNA and miRNA are not perfect. Depending on the level of
complementarity between the nucleotides on the positions 2-7 on the 5’ end of the miRNA and the 3’ end of
the UTR region on the mRNA, either mRNA degradation (left) or destabilization and blocking of translation
(right) occurs.
MiRNAs control gene expression. MiRNAs are complementary to part of one or more
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messenger RNAs. If the base pairing between miRNA and messenger RNA is perfect or
almost perfect then cleavage of messenger RNA is promoted. This is the main way plant
miRNAs function [69]. In animal cells the match ups are not perfect. For these miRNAs, in
order to recognize the messenger RNA it’s important that nucleotides 2-7 still be perfectly
complementary [68].
Animal miRNAs action by inhibiting the translation of messenger RNAs into proteins.
MiRNAs that are partially complementary to a target can speed up deadenylation causing
messenger RNA to degrade sooner [60]. Depending on the level of complementarity be-
tween the nucleotides on the positions 2-7 of the 5’ end of the miRNA and the 3’ end of the
UTR region on the messenger RNA either messenger RNA destabilization or degradation
of the messenger RNA can occur [68]. Animal miRNAs have a diverse set of target genes.
But genes involved in common functions such as gene expression have fewer miRNA target
sites and seem to be under selection to avoid targeting by miRNAs [70].
Micro RNAs and diseases
MiRNAs bind to messenger RNAs before they are translated to proteins. They might turn
the translation machinery off, blocking the production of proteins [67]. Several miRNAs
have been found to have influence in some types of cancer [71].
MiRNAs are related to heart disease. The expression of miRNAs in diseased human
hearts is altered. Several studies have indicated that miRNAs play a role not only in heart
disease but in its development as well [72]. MiRNAs regulate important factors of car-
diogenesis and cardiac conductance [73]. MiRNAs are involved in kidney diseases [74].
They appear to regulate the development and function of nervous systems [75]. MiRNAs
108
play crucial roles in the regulation of stem cell progenitors differentiating into adipocytes,
having an impact on obesity [76].
5.3 Graphical Representation of MicroRNA-Gene Interac-
tions
The graphs in this section are created using Cytoscape. Cytoscape is an open source soft-
ware which can be used to visualize the interactions between different proteins [11].
The input data used in this research was provided by the Peng Lab [37] at York Uni-
versity. Figures 5.5 and 5.6 show pictures of part of the microarray data provided by the
lab, including data on upregulated and downregulated proteins. The entire microarray
data is included at the end of this dissertation as an appendix. The microarray contains
hsa-miRNA-218-5p along with the upregulated and downregulated messenger RNAs by
hsa-miR-218-5p. Changes in messenger RNA levels reflect changes in the protein levels. If
a protein has increased expression in the presence of hsa-miR-218-5p, then we say it is “up-
regulated” (i.e. the mRNA transcript of the gene coding for that protein is upregulated). If
a protein’s expression decreases in the presence of hsa-miR-218-5p, then we say it is “down-
regulated” (i.e. the mRNA transcript of the gene coding for that protein is downregulated).
Despite the actual interactions seen in the cell are between the miRNA and messenger
RNAs, since messenger RNAs are transcripts (copies) of the genes and the changes in mes-
senger RNA levels are reflected in protein level changes, we will refer to these interactions
as miRNA-protein interactions. Fold change is a measure describing how much a quantity
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changes going from an initial to a final value. Fold changes are defined directly in terms of
ratios [86]. If the initial value of a substance is A and the final value is B, the fold change
is defined as B/A. In genomics, log ratios are often used for analysis and visualization of
fold changes. The log 2 (log with base 2) is most commonly used [86].
Figure 5.5: Microarray data negative fold change
A picture of the microarray data showing the most downregulated gene products (proteins) by
hsa-miR-218-5p (the expression of the genes is decreased in the presence of hsa-miR-218-5p).
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Figure 5.6: Microarray data positive fold change
A picture of the microarray data showing the most upregulated gene products (proteins) by hsa-miR-218-5p
(the expression of the genes is increased in the presence of hsa-miR-218-5p).
Figure 5.7: All gene products (proteins) controlled by hsa-miR-218-5p
All gene products (proteins) controlled by hsa-miR-218 on the microarray data provided by the Peng’s lab at
York University are shown.
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A graphical representation of all proteins controlled by hsa-miR-218-5p is shown in
figure 5.7. Graphs depicting proteins that are downregulated and upregulated by hsa-miR-
218-5p are shown in figures 5.8 and 5.9 respectively.
Figure 5.8: Downregulated gene prod-
ucts (proteins) by hsa-miR-218-5p
All downregulated gene products (proteins)
by hsa-miR-218 on the microarray data pro-
vided by the Peng’s lab at York University
are shown.
Figure 5.9: Upregulated gene products
(protesin) by hsa-miR-218-5p
All upregulated gene products (proteins) by
hsa-miR-218 on the microarray data pro-
vided by the Peng’s lab at York University
are shown.
Next, we are considering separately only those proteins which are the most downregu-
lated or upregulated by hsa-miR-218-5p. We are using a cutoff fold change of 2, meaning
those proteins whose expression is increased twice or more in the presence of hsa-miR-
218-5p or those proteins whose expression is decreased twice or more in the presence of
hsa-miR-218-5p. Using a cutoff value of 2 is large and this may ignore some useful data but
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the purpose of choosing this cutoff is to make the networks tractable. These interactions
are shown in figures 5.10 and 5.11. There are 24 proteins which are downregulated and 38
proteins which are upregulated by fold change of 2 or more by hsa-miR-218-5p.
Figure 5.10: The most downregulated
gene products (proteins) by hsa-miR-
218-5p
Gene regulation by hsa-miRNA-218-5p re-
sults in up or downregulation of proteins
in protein interaction networks. 24 most
downregulated gene products (proteins) by
hsa-miR-218 on the microarray data pro-
vided by the Peng’s lab at York University
(fold change of 2 or more) are shown.
Figure 5.11: The most upregulated
gene products (proteins) by hsa-miR-
218-5p
Gene regulation by hsa-miRNA-218-5p re-
sults in up or downregulation of proteins in
protein interaction networks. 38 most up-
regulated gene products (proteins) by hsa-
miR-218 on the microarray data provided
by the Peng’s lab at York University (fold
change of 2 or more) are shown.
Figures 5.12 and 5.13 include data downloaded from the miRTarBase. MiRTarBase [39]
is a database that contains experimentally validated miRNA-target interactions. It contains
more that 50, 000 miRNA-target interactions. These interactions are collected by manually
surveying literature. The collected miRNA-target interactions (MTIs) are experimentally
validated by reporter assay, western blot, microarray and next-generation sequencing ex-
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periments. For each of the most upregulated (figure 5.13) or downregulated (figure 5.12)
proteins by hsa-miR-218-5p, the set of their interacting miRNAs is downloaded from miR-
TarBase [39] and the networks in figures 5.12 and 5.13 are created using Cytoscape [11].
Figure 5.12: MiRNAs controlling the most donwnregulated gene products (proteins)
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. For each of the most downregulated gene products (proteins) by hsa-miR-218, the set of the
miRNAs controlling these proteins is downloaded from the miRTarBase database [39] and Cytoscape [11] is
used to create the network. Hsa-miR-218-5p is shown in yellow. The arrangement of nodes and bonds in this
network was created using the prefuse force directed layout in Cytoscape 3.3.0.
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The networks show that one miRNA controls several proteins and one protein is con-
trolled by many miRNAs. In figure 5.12, the proteins which have the most interactions
with miRNAs are: ATP2A2 (15 miRNAs), THBS1 (13 miRNAs) and IER3IP1 (9 miRNAs).
The miRNAs which have the largest number of interacting proteins in figure 5.12 are hsa-
miR-155-5p (4 proteins) and hsa-miR-124-3p (4 proteins) .
Figure 5.13: MiRNAs controlling the most upregulated gene products (proteins)
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. For each of the most upregulated gene products (proteins) by hsa-miR-218, the set of the miRNAs
controlling these proteins is downloaded from the miRTarBase database [39] and Cytoscape [11] is used to
create the network. Hsa-miR-218-5p is shown in yellow. The arrangement of nodes and bonds in this
network was created using the prefuse force directed layout in Cytoscape 3.3.0.
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In figure 5.13, the proteins which have the most interactions with miRNAs are: CDK6
(31 miRNAs), HIST1H2BK (13 miRNAs) and HIST1H2BK (9 miRNAs). The miRNAs which
have the largest number of interacting proteins are hsa-miR-16-5p (5 proteins), hsa-miR-
335-5p (4 proteins) and hs-miR-1243p (4 proteins).
For each of the proteins controlled by hsa-miR-218-5p with a fold change of 2 or more,
the set of their interacting proteins was downloaded from the STRING [38] database and
networks in figures 5.14, 5.15 and 5.16 were created using Cytoscape [11].
STRING stands for search tool for the retrieval of interacting genes/proteins. It is a
database of known and predicted protein-protein interactions. The interactions described
in STRING [38] include direct (physical) and indirect (functional) interactions. The interac-
tions between proteins are derived from different sources. These sources include genomic
context, high-throughput experiments, conserved gene coexpression and previous knowl-
edge [38]. STRING database currently covers 5, 214, 234 proteins from 1, 133 organisms.
The database aims to simplify access to information about protein associations. The associ-
ations are derived from experimental data, mining of databases and literature and genomic
context analysis. The STRING database is searched up to 2 steps from hsa-miR-218-5p and
the downloaded data was used to create the networks in figures 5.14, 5.15 and 5.16. The
networks were visualized using Cytoscape [11].
Figure 5.14 shows protein interactions of the most downregulated proteins by hsa-miR-
218-5p and figure 5.15 the protein interaction environment of the most upregulated proteins
by hsa-miR-218-5p. In each of the networks, hsa-miR-218-5p is shown in yellow. The
most downregulated proteins are shown in blue in figure 5.14, while the most upregulated
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proteins are shown in green in figure 5.15. A graphical representation of most up and down
regulated proteins combined, controlled by hsa-miR-218-5p, along with their interacting
proteins downloaded from STRING database is presented in figure 5.16.
Figure 5.14: PPI environment of the downregulated proteins by hsa-miR-218-5p
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The protein-protein interaction environment of proteins downregulated by hsa-miR-218-5p was
downloaded from the STRING database [38] and Cytoscape [11] was used to create the network.
Hsa-miR-218 is shown in yellow and the most downregulated proteins are shown in blue. The arrangement
of nodes and bonds in this network was created using the prefuse force directed layout in Cytoscape 3.3.0.
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Figure 5.15: PPI environment of the upregulated proteins by hsa-miR-218-5p
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The protein-protein interaction environment of proteins upregulated by hsa-miR-218-5p was
downloaded from the STRING database [38] and Cytoscape [11] was used to create the network.
Hsa-miR-218 is shown in yellow and the most upregulated proteins are shown in green. The arrangement of
nodes and bonds in this network was created using the prefuse force directed layout in Cytoscape 3.3.0.
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Figure 5.16: PPI environment of proteins controlled by hsa-miR-218-5p
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The protein-protein interaction environment of proteins controlled by hsa-miR-218-5p was
downloaded from the STRING database [38]. The arrangement of nodes and bonds in this network was
created using the prefuse force directed layout in Cytoscape 3.3.0 [11]. Hsa-miR-218-5p is shown in yellow.
The most upregulated proteins are shown in green and the most downregulated proteins in blue.
The final network in figure 5.16 was subjected to the action of the various algorithms
described in the next chapter. The network in figure 5.16 has 1, 112 nodes and 1, 741 bonds.
The most upregulated proteins are shown in green. The most downregulated proteins are
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shown in blue and hsa-miR-218-5p is shown in yellow. When applying different algorithms
on the protein-protein interaction environment of hsa-miR-218-5p, the cutoff value is tuned
so that the reconstructed networks contain roughly the same number of bonds as this
original one (figure 5.16).
Figure 5.17: PPI environment of proteins controlled by hsa-miR-218-5p (nodes of degree 1 removed)
The nodes of degree 1 are removed from the network in figure 5.16. Hsa-miR-218-5p is shown in yellow. The
upregulated proteins are shown in green and the downregulated ones in blue. The arrangement of nodes and
bonds in this network was created using the prefuse force directed layout in Cytoscape 3.3.0.
From the network in figure 5.16, nodes of degree 1 are removed to clear up the clutter
in the figure and the network in figure 5.17 is created.
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Chapter 6
Analysis of Biological Networks Using
Random Walks and Related Algorithms
Two network topology-based algorithms are presented with the goal of discovering clusters
of closely related proteins in protein-protein interaction networks, and suggesting new
targets of hsa-miR-218-5p. The underlying idea in network based analysis is the discovery
of cluster structures (of complexes and pathways) in protein-protein interaction networks.
These structures give information of biologically related proteins and their functions. The
key idea is that two proteins sharing higher topological similarities are likely interacting
with each other and might belong to the same protein complex and cluster in the network.
I test two algorithms. The first is to estimate similarities of the proteins in a network
using a random walk with resistance [1] (RWR) algorithm. The second algorithm is to
solve the lattice laplacian (LL) on a network, or its modifications WLLR (weighted lattice
laplacian with resistance) and DWLLR (double weighted lattice laplacian with resistance).
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Data on up and downregulated proteins by miRNA hsa-miR-218-5p were provided
by the Peng lab [37]. Protein-protein interaction networks were constructed on these by
examining the environment of these proteins in the STRING [38] database of PINs.
The structure of the networks was discovered with the RWR and LL algorithms, and
visualized using Cytoscape [11]. Protein clusters are discovered by joining two proteins
in a network when there is a higher value of the Pearson correlation coefficient between
their corresponding columns in the RWR probability matrix, or in the LL solution matrix.
The algorithms do not produce identical networks, but both show similar networks of
biologically related clustered proteins. Clusters can be examined individually by RWR and
LL algorithms to predict novel protein functions and reaction pathways.
6.1 Random Walk with Resistance (RWR)
The random walk with resistance algorithm was introduced in reference [36] as a method of
improving protein-protein interaction networks. A random walk on nodes of the network
is a particle stepping on nodes by choosing the next node uniformly at random from the
set of neighbours of that node. Let i be the current node where the random walk is at time
k and denote the probability of the random walk to be at node i at time k by q(k)i . The
probability of the random walk to take the path from node i to node j is denoted by Pij.
If 〈i, j〉 is a bond, then clearly Pij = 1d(i) , where d(i) is the degree of node i (the number
of nodes that node i is adjacent to). The probability of a random walk to go from a node i
at time k to a node j at time k + 1 is given by:
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f (k+1)ij = q
(k)
i Pij. (6.1)
The probability of the random walk to arrive at a node j is obtained by adding up the





When applying the random walk approach to a network, probability vectors are gener-
ated for every node in the network. The probability vector for a given node j gives the
probabilities that random walks arrive at node j.
Random Walk with Resistance Algorithm: RWR Algorithm:
Parameters e = |V||E|2 , β =
1
|E| and threshold t:
1 : G a network with V = 1, 2, ..., N and M = |E| bonds.
2 : The transition probability matrix is Pij and it is uniform, meaning if 〈i, j〉 is a bond,
then Pij = 1d(i) where d(i) is the degree of node i (the number of nodes that node i is
adjacent to) and 0 otherwise. The probability of starting at node v and being at node
i at time k is q(k)v,i .
3 : Initiate a random walk at node v at time k = 0. Update q(k)v,j as follows: Compute the
123
stepping probabilities f (k+1)ij depending on e and β:
f (k+1)ij =

max(0, q(k)v,i Pij − e), if q(k)v,j > 0,
max(0, q(k)v,i Pij − e), if q(k)v,j = 0
& maxt(q
(k)
v,t Ptj) ≥ β,
0, otherwise.
(6.3)














4 : Repeat step 3 for nodes v for n = 1 to n = |V|.
5 : Construct probability matrix Ψij with rows qi : Ψij = [qi,j].
6 : Compute Hj=median j-th column of Ψ.
7 : Compute Θ = Ψ− H.
8 : Compute Pearson correlation coefficients Cij between columns i and j of Θ.
9 : Join nodes i and j if Cij > t.
Two parameters are introduced, e and β. The probability vectors for each node i are calcu-
lated as in equation (6.3).
First, the algorithm checks if the next node in the random walk is already a node of
the walk. If this is the case, then the probability to get from node i to node j will be equal
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to q(k)v,i Pij − e. If this value is negative, the probability is set to 0. If the next node on the
random walk is not a node of the walk already, then the parameter β controls this step:
If there exists a path from the initial node v to a node j such that the probability of the
random walk to take that path is greater than or equal to β, then node j will be the next
node of the walk with probability q(k)v,i Pij − e, or 0 if the later is negative. If node j is a new
node in the random walk and there exists no path from the initial node v to node j with
probability greater than or equal to β, then the probability of the random walk to get from
node i to node j will be 0.
The first parameter e is a resistance term which ensures that the random walk stays
close to the initial node. This will ensure that probability vectors will be different for every
different starting node.
The second parameter β of the algorithm makes it difficult for new nodes, which were
never visited by the random walk to be part of it. Those nodes that are new to the walk and
have some sort of connection to the initial node through some paths have a higher chance
to be visited by the random walk than nodes which don’t. This is particularly important
for the hubs in the network. A hub node is a node that is adjacent to many other nodes
in the network. Not all the nodes linked to the hub node can be biologically relevant. By
introducing the β parameter, it is ensured that the random walk travels only from the hub
node to those nodes that are linked to the initial node of the random walk not only through
the hub but also through some other paths.
The values of the parameters used in the RWR algorithm are: e = |V||E|2 and β =
1
|E| .
The probability to start at a node v and arrive at a node j is calculated by adding up the
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probabilities to arrive at that particular node through different paths. The probabilities are








The above procedure is applied to every node of the network. A probability matrix Ψij
of dimensions | V | x | V | is generated. The matrix describes the probability of a random
walk to start at node i and be at node j in the network. Each column vector represents
the probabilities of a random walk to start at different nodes i of the network and end at a
node j. The row vector of the matrix represents the probabilities of a random walk to start
at a node i of the network and end at all nodes j of the network. Thus, the column vector
represents the information passed from all the nodes to the current node. The row vector
represents the information passed from a given node to all the other nodes in the network.
The column vector better represents the topological profile of a given node in the network.
To further magnify the difference between the probability vectors, the median vector Hj
of the j-th column is generated. Hj =median (ψi=1∼|V|,j). The difference between the ψij
matrix and the median vector Hj is taken to obtain the offset matrix Θ. Θij = ψij − Hj. The
first term of the vector Hj is subtracted from the first column of matrix Θ, the second term
of Hj is subtracted from the second column of matrix Θ and so on.
In the offset matrix Θ, the Pearson correlation coefficient is calculated between every
pair of columns. These calculations give the correlation matrix. In the correlation matrix,
nodes with similar topological profiles exceeding a given threshold are deemed to interact
with each other and joined by a bond in the new reconstructed network. This is imple-
mented in steps 5→ 9 in the RWR algorithm.
In 2012, Lei and Ruan in reference [36] introduced and applied the above procedure to
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a yeast protein interaction network. In this study, the original yeast PIN network had 2, 708
nodes and 7, 123 bonds. After generating the offset matrix Θij, and the correlation matrix
Cij, the new network is created. The pairs of nodes which have the highest topological
similarity are linked together and a new network with the same number of bonds as the
original network is created by choosing the threshold suitably.
It is found in the study that 40% of the bonds in the new reconstructed network are
new bonds which did not exist in the original network. The new interactions generated in
the reconstructed networks were verified to be more relevant biologically and functionally
compared to the old (removed) bonds in the old network [36]. It was seen that the proteins
which are linked by new bonds/interactions in the new reconstructed network have similar
biological functions. Moreover, if two proteins are interacting with each other and one of
them is (not) an essential protein, then the other one is also expected to be (not) an essential
protein as well. The new interactions in the new reconstructed network share a high degree
of essentiality compared to the proteins in the removed interactions in the old network.
I consider networks generated based on the data provided by the Peng lab [37] at York
University. The data contains hsa-miR-218-5p and the set of proteins which are upregulated
and donwregulated by hsa-miR-218-5p. For each of the upregulated and downregulated
proteins by hsa-miR-218-5p with a fold change of 2 or more, the protein interactions were
downloaded from the STRING [38] database. The network created is shown in figure 5.16.
The network contains 1, 112 nodes and 1, 741 bonds. It was created using Cytoscape [11]
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and was subjected to the action of different algorithms.
Figure 6.1: RWR network
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The reconstructed network of PPIs of proteins controlled by hsa-miR-218-5p using the random
walk with resistance (RWR) algorithm is shown. The network in figure 5.16 was subjected to the action of
the RWR algorithm. The threshold was chosen to keep the number of bonds at roughly the same value as in
the network in figure 5.16. The network obtained has a clustered structure. The main clusters are labelled
using either the protein of the highest degree in the cluster or the proteins which appear the most in the
cluster. The arrangement of nodes and bonds in this network was created using the prefuse force directed
layout in Cytoscape 3.3.0.
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The random walk with resistance algorithm was applied in the network shown in figure
5.16. A new network is reconstructed retaining roughly the same number of bonds as the
old network. The new reconstructed network is shown in figure 6.1. The new created
network has a clustered structure. The clusters are labelled in the network in figure 6.1.
For each cluster, the labelling was done using either the protein of the highest degree in
the cluster (ALDOC cluster, QPRT cluster, etc), or the proteins which appear the most in
the cluster (histone cluster, cadherins cluster, etc).
6.2 Lattice Laplacian with Resistance (LLR) Algorithm
As an alternative to the random walk with resistance (RWR) algorithm, I am proposing
solving the lattice laplacian with resistance (LLR) algorithms as a method to analyze bio-
logical networks. Laplace’s equation is a second-order partial differential equation.
∇2H = 0. (6.4)
Let G = (V, E) be a graph with nodes V and bonds E. Let H : V → R be a function of the
vertices taking values in R. Then the discrete laplacian ∆ acting on H is defined by:
(∆H)(i) = ∑
j:〈i,j〉is a bond
(H(i)− H(j)) = 0. (6.5)
Thus, this sum is over the adjacent nodes of the node i. If the graph has weighted bonds




αij(H(i)− H(j)) = 0, (6.6)








Steps of solving the lattice laplacian in a network:
1. The boundary conditions are specified.
2. Interior points are assigned arbitrary starting potentials H(i) (values of the solution on
the nodes). The potentials H(i) are first guessed at 0 except on one node and fixed at 1
on another. The final solution doesn’t depend on these initial values, but the solution may
converge faster if a good guess is made.
3. The network is swept through, updating the values of the potentials H(i) for every node
in the network iteratively.
4. Repeat step 3 until converged within a specified accuracy. The information received
from the solution of the lattice laplacian is used to reconstruct a new network.
Solving the Lattice Laplacian with Resistance Algorithm (LLR) is described below:
Solving Lattice Laplacian with Resistance Algorithm: Parameter e:
1 : Network G with N = |V| nodes and M = |E| bonds.
2 : Fix the potential of the node corresponding to hsa-miR-218-5p to be 0.
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3 : Iterate for all nodes i in the network:
3a : Fix y0i = 1.






deg j+e , for j 6= i, for t until converged.
3c : Repeat 3b until all yj are converged.
3d : Put qi(j) = yj for i e V.
4 : Collect the potentials qi(j) into rows of matrix Ψ.
5 : Update network as in steps 6-9 of the RWR algorithm.
If e = 0, then the LL (lattice laplacian) algorithm is recovered. The lattice laplacian al-
gorithm was applied in the protein interactions of proteins controlled by hsa-miR-218-5p
described in the previous section. A new network is reconstructed. The threshold value is
chosen so that the number of bonds is kept at roughly the same value as the number of
bonds in the original network (figure 5.16). The results of implementing the above algo-
rithm for different values of the parameter e are shown in figures 6.2, 6.3 and 6.4. In the
networks in figures 6.2, 6.3 and 6.4, the most upregulated proteins are shown in green and
the most downregulated proteins are shown in blue.
The reconstructed network of protein-protein interactions of proteins controlled by hsa-
miR-218-5p using the lattice laplacian with resistance (LLR) algorithm with e = 0 is shown
in figure 6.2. The network was created using Cytoscape [11]. The network obtained has a
clustered structure. The main clusters are labelled.
In figure 6.3, the value of the parameter e used is −0.1.
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In figure 6.4, the reconstructed network of protein-protein interactions of proteins con-
trolled by hsa-miR-218-5p using the lattice laplacian with resistance (LLR) algorithm with
e = −0.05 is shown.
Figure 6.2: LLR network with e = 0
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The reconstructed network of protein-protein interactions of proteins controlled by hsa-miR-218-5p
using the lattice laplacian with resistance (LLR) algorithm with e = 0 is shown. The network in figure 5.16
was subjected to the action of the LLR algorithm with e = 0. The threshold was chosen to keep the number
of bonds at roughly the same value as in the network in figure 5.16. The arrangement of nodes and bonds in
this network was created using the prefuse force directed layout in Cytoscape 3.3.0. The network obtained has
a clustered structure. The main clusters are labelled.
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Figure 6.3: LLR network with e = −0.1
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The reconstructed network of protein-protein interactions of proteins controlled by hsa-miR-218-5p
using the lattice laplacian with resistance (LLR) algorithm with e = −0.1 is shown. The network in figure
5.16 was subjected to the action of the LLR algorithm with e = −0.1. The threshold was chosen to keep the
number of bonds at roughly the same value as in the network in figure 5.16. The arrangement of nodes and
bonds in this network was created using the prefuse force directed layout in Cytoscape 3.3.0. The network
obtained has a clustered structure. The main clusters are labelled.
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Figure 6.4: LLR network with e = −0.05
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The reconstructed network of protein-protein interactions of proteins controlled by hsa-miR-218-5p
using the lattice laplacian with resistance (LLR) algorithm with e = −0.05 is shown. The network in figure
5.16 was subjected to the action of the LLR algorithm with e = −0.05. The arrangement of nodes and bonds
in this network was created using the prefuse force directed layout in Cytoscape 3.3.0. The network obtained
has a clustered structure. The main clusters are labelled using either the protein of the highest degree in the
cluster or the proteins which appear the most in the cluster.
RWR algorithm produces more clusters compared to the LLR algorithm. In general,
clusters seen in the networks produced by these two algorithms are the same.
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6.3 Weighted Lattice Laplacian with Resistance (WLLR) Al-
gorithm
In this section, I modify the LLR algorithm by assigning weights to the interactions be-
tween hsa-miR-218-5p and the proteins depending on the nature of the interaction between
them. If the protein is upregulated by hsa-miR-218-5p, a weight of +1 is assigned to the
interaction between hsa-miR-218-5p and the protein. If the protein is downregulated by
hsa-miR-218-5p, then a weight of −1 is assigned to the interaction. The purpose of includ-
ing the weights is to refine and improve the LLR algorithm so that better predictions of
protein-protein interactions and miRNA-gene interactions can be obtained.
The weighted lattice laplacian with resistance algorithm (WLLR) works as follows:
Weighted Lattice Laplacian with Resistance Algorithm: Parameter e:
1 : Network G with N = |V| nodes and M = |E| bonds.
2 : Fix the potential of the node corresponding to hsa-miR-218-5p to be 0.
3 : Iterate for all nodes i in the network:
3a : Fix y0i = 1.











, for j 6= i, for t until converged.
3c : Repeat b until all yj are converged.
3d : Put qi(j) = yj for i e V.
4 : Collect the potentials qi(j) into rows of matrix Ψ.
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5 : Update network as in steps 6-9 of RWR algorithm.
The case where e = 0 gives the WLL (weighted lattice laplacian algorithm). The results
of implementing the WLLR algorithm for values of the parameter e = 0 and ±0.1 are
presented in figures 6.5, 6.6 and 6.7.
Figure 6.5: WLLR network with e = 0
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The reconstructed network of PPIs of proteins controlled by hsa-miR-218-5p using the weighted
lattice laplacian (WLLR) algorithm with e = 0 is shown. The network in figure 5.16 was subjected to the
action of the WLLR algorithm with e = 0. The threshold was chosen to keep the number of bonds at roughly
the same value as in the network in figure 5.16. The arrangement of nodes and bonds in this network was
created using the prefuse force directed layout in Cytoscape 3.3.0. The network obtained has a clustered
structure.
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Figure 6.6: WLLR network with e = 0.1
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The reconstructed network of PPIs of proteins controlled by hsa-miR-218-5p using the weighted
lattice laplacian with resistance (WLLR) algorithm with e = 0.1 is shown. The network in figure 5.16 was
subjected to the action of the WLLR algorithm with e = 0.1. The threshold was chosen to keep the number
of bonds at roughly the same value as in the network in figure 5.16. The network obtained has a clustered
structure. The main clusters are labelled. The arrangement of nodes and bonds in this network was created
using the prefuse force directed layout in Cytoscape 3.3.0.
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Figure 6.7: WLLR network with e = −0.1
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The reconstructed network of PPIs of proteins controlled by hsa-miR-218-5p using the weighted
lattice laplacian with resistance (WLLR) algorithm with e = −0.1 is shown. The network in figure 5.16 was
subjected to the action of the WLLR algorithm with e = −0.1. The threshold was chosen to keep the number
of bonds at roughly the same value as in the network in figure 5.16. The arrangement of nodes and bonds in
this network was created using the prefuse force directed layout in Cytoscape 3.3.0. The network obtained has
a clustered structure.
Clusters generated are similar in the case of WLLR algorithm as in the network gener-
ated by the RWR algorithm. There are fewer clusters generated by WLLR algorithm than
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by LLR algorithm, which in turn generates fewer clusters than the RWR algorithm.
6.4 Double Weighted Lattice Laplacian with Resistance
(DWLLR) Algorithm
In this section, I modify the WLLR algorithm by assigning weights to both nodes and
bonds in the network and the weighted lattice laplacian with resistance algorithm (WLLR)
is modified to the double weighted lattice laplacian with resistance (DWLLR) algorithm.
Let yi be the potential on node i, wij be the weight on bond i ∼ j and si be the weight
on node i. The weight si for each node i is set to be equal to si = 1deg(i) , where deg(i)
is the degree of node i. If the protein is upregulated by hsa-miR-218-5p, a weight of +1
is assigned to the interaction between hsa-miR-218-5p and the protein. If the protein is
downregulated by hsa-miR-218-5p, then a weight of −1 is assigned to the interaction. The
purpose of including weights to both the nodes and bonds in the network is to refine and
improve the WLLR algorithm so that better predictions of protein interactions and miRNA-
gene interactions can be obtained.
The double weighted lattice laplacian with resistance algorithm (DWLLR) works as follows:
Double Weighted Lattice Laplacian with Resistance Algorithm: Parameter e:
1 : Network G with N = |V| nodes and M = |E| bonds.
2 : Fix the potential of the node corresponding to hsa-miR-218-5p to be 0.
3 : Iterate for all nodes i in the network:
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3a : Fix y0i = 1.









, for j 6= i, for t until converged.
3c : Repeat b until all yj are converged.
3d : Put qi(j) = yj for i e V.
4 : Collect the potentials qi(j) into rows of matrix Ψ.
5 : Update network as in steps 6-9 of RWR algorithm.
If e = 0, then the DWLL algorithm is recovered. The results of implementing the above
algorithm are presented in figures 6.8, 6.9 and 6.10 for cases: e = 0, e = 0.1, and e = −0.1.
The reconstructed network of PPIs of proteins controlled by hsa-miR-218-5p using the
double weighted lattice laplacian with resistance (DWLLR) algorithm with e = 0 is pre-
sented in figure 6.8. The network in figure 5.16 was subjected to the action of the DWLLR
algorithm with e = 0. The threshold was chosen to keep the number of bonds in the newly
reconstructed network at roughly the same value as the number of bonds in the original
network, shown in figure 5.16. The network was created using Cytoscape [11]. The network
obtained has a clustered structure. The main clusters are labelled.
In figure 6.9, the newly reconstructed network is obtained using parameter e = 0.1.
The reconstructed network of PPIs of proteins controlled by hsa-miR-218-5p using the
double weighted lattice laplacian with resistance (DWLLR) algorithm with e = −0.1 is
presented in figure 6.10.
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Figure 6.8: DWLLR network with e = 0
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The reconstructed network of PPIs of proteins controlled by hsa-miR-218-5p using the double
weighted lattice laplacian with resistance (DWLLR) algorithm with e = 0 is shown. The network in figure
5.16 was subjected to the action of the DWLLR algorithm with e = 0. The threshold was chosen to keep the
number of bonds at roughly the same value as in the network in figure 5.16. The arrangement of nodes and
bonds in this network was created using the prefuse force directed layout in Cytoscape 3.3.0. The network
obtained has a clustered structure. The main clusters are labelled.
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Figure 6.9: DWLLR network with e = 0.1
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The reconstructed network of PPIs of proteins controlled by hsa-miR-218-5p using the double
weighted lattice laplacian with resistance (DWLLR) algorithm with e = 0.1 is shown. The network in figure
5.16 was subjected to the action of the DWLLR algorithm with e = 0.1. The threshold was chosen to keep
the number of bonds at roughly the same value as in the network in figure 5.16. The arrangement of nodes
and bonds in this network was created using the prefuse force directed layout in Cytoscape 3.3.0. The main
clusters are labelled.
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Figure 6.10: DWLLR network with e = −0.1
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The reconstructed network of PPIs of proteins controlled by hsa-miR-218-5p using the double
weighted lattice laplacian with resistance (DWLLR) algorithm with e = −0.1 is shown. The network in
figure 5.16 was subjected to the action of the DWLLR algorithm with e = −0.1. The threshold was chosen
to keep the number of bonds at roughly the same value as in the network in figure 5.16. The arrangement of
nodes and bonds in this network was created using the prefuse force directed layout in Cytoscape 3.3.0. The
network obtained has a clustered structure. The main clusters are labelled.
DWLLR algorithm produces more clusters in general compared to WLLR algorithm.
Only the case where e = −0.1 produces the fewest number of clusters amongst all algo-
rithms described above. There are only 5 clusters in that case.
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6.5 Common and sparse clusters
A summary of the most common and sparse clusters seen in the networks generated by
different algorithms is presented in table 6.1. Clusters which appear in 3 or more networks
described above are listed under the “common clusters” and the others under the ”sparse
clusters”.
Table 6.1: Network clusters




















The most common clusters seen in the networks described in this chapter are clusters of
histones, cadherines, WNT, ITGB2, MKX, PCDH7, SS18, GNG 11, QPRT, etc. Some of them
share common biological functions. Clusters of WNT, GNG11, IL1B and cadherines have
in common their involvement in signalling pathways which impact cell proliferation and
development. Histones play a central role in transcription regulation, DNA repair, DNA
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replication and chromosomal stability. Clusters like PCDH7 and cadherines are involved
in cell-cell recognition and adhesion processes.
Some of the sparse clusters, share similar biological functions as well. For example,
SMAD6 and LPAR clusters are involved in processes that mediate signaling pathways.
Other sparse clusters like DSG2 cluster, SPOCK1 cluster and THBS1 cluster include proteins
that mediate cell-cell interactions.
6.6 Results
6.6.1 BiNGO analysis
The network in figure 5.16 was subjected to the action of the RWR and LL algorithms de-
scribed in the previous sections. The cutoff used for all these algorithms was 0.9. Networks
in figures 6.11, 6.12 and 6.13 were created using Cytoscape [11]. The number of iterations
used in each algorithm was 2, 000. All networks created have a clustered structure.
BiNGO [80] analysis in Cytoscape [11] was used to identify the main biological path-
ways and biological processes that proteins in each of the clusters are involved in. BiNGO
[80] is a tool to determine which Gene Ontology (GO) [81] categories are statistically over-
represented in a set of genes or a subgraph of a biological network. Gene Ontology (GO)
[81] defines concepts/classes used to describe gene functions. It classifies functions of
genes in three aspects: molecular function (the elemental activities of a gene product at the
molecular level, such as binding or catalysis), cellular component (where gene products are
active) and biological processes (pathways and larger processes made up of the activities of
145
multiple gene products).
The percentages given beside each cluster in figures 6.11, 6.12 and 6.13 give the portion
of the proteins in the cluster that have the molecular function or are involved in the bio-
logical process indicated. The top biological processes or molecular functions are given for
every cluster in the networks generated by RWR, LLR and DWLLR algorithms.
A) Random Walk Network
The network in figure 5.16 was subjected to the action of the random walk with resistance
algorithm and the network in figure 6.11 was obtained. The cutoff used was 0.9. The new
network was created using Cytoscape [11] and it has a clustered structure. BiNGO [80]
analysis in Cytoscape [11] was used to identify the main biological pathways and biological
processes that proteins in each of the clusters are involved in.
Top pathways, that clusters in RWR network are involved in, include: cell adhesion,
signaling, G-protein coupled receptor protein signaling pathway, WNT-receptor signaling
pathway, etc. The top enriched biological process terms associated with the proteins were
transcription regulation and nucleic acid metabolism, chromatin organization, regulation
of transcription, regulation of gene expression, response to stimulus, muscle contraction,
protein transport, etc.
B) Lattice laplacian with Resistance, e = 0.1:
The network in figure 5.16 was subjected to the action of the LLR algorithm and the network
in figure 6.12 was generated. The cutoff used was 0.9 and e = 0.1. The number of iterations
performed was 2, 000. The new network was created using Cytoscape [11] and it has a
clustered structure. BiNGO [80] analysis in Cytoscape [11] was used to identify the main
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biological pathways and biological processes that genes in each of the clusters are involved
in.
Top pathways, that clusters in LLR network are involved in, include cell adhesion, sig-
naling pathway, cell surface receptor linked signaling pathway, G-protein coupled receptor
protein signaling pathway, WNT-receptor signaling pathway, etc. The top enriched biolog-
ical process terms associated with the proteins were regulation of transcription, regulation
of gene expression, regulation of nucleobase, nucleoside and nucleotide, and nucleic acid
metabolism, chromatin organization, regulation of transcription, regulation of gene expres-
sion, response to stimulus, nervous system development, muscle organ development, etc.
C) Double weighted lattice laplacian with resistance, e = 0.1
The network in figure 5.16 was subjected to the action of the DWLLR algorithm and the
network in figure 6.13 was generated. The cutoff used was 0.9 and e = 0.1. The number of
iterations performed was 2, 000. The new network was created using Cytoscape [11] and it
has a clustered structure. BiNGO [80] analysis in Cytoscape [11] was used to identify the
main biological pathways and biological processes that proteins in each of the clusters are
involved in.
Top pathways that clusters in DWLLR network are involved in, include: cell adhe-
sion, WNT-receptor signaling pathway, signaling pathways etc. The top enriched biolog-
ical process terms associated with the genes were: nucleoside phosphate metabolic pro-
cesses, nucleobase, nucleoside and nucleotide metabolic processes, chromosome organiza-
tion, chromatin organization, response to chemical stimulus, muscle organ development,
microtubule based process, protein transport, etc.
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Figure 6.11: RWR network (BiNGO analysis)
The network in figure 5.16 was subjected to the action of the random walk with resistance algorithm. The
cutoff used was 0.9. The arrangement of nodes and bonds in this network was created using the prefuse
force directed layout in Cytoscape 3.3.0. BiNGO [80] analysis in Cytoscape was used to identify the main
biological pathways and biological processes that proteins in each of the clusters are involved in. These
analyses revealed that the top pathways in which hsa-miR-218-5p target proteins were involved include: cell
adhesion, G-protein coupled receptor protein signaling pathway, WNT-receptor signaling pathway, etc. Most
of these pathways are cancer related pathways. The top enriched biological process terms associated with
the genes were transcription regulation and nucleic acid metabolism, chromatin organization, regulation of
transcription, regulation of gene expression, response to stimulus, muscle contraction etc. Most of these
biological processes are related to cancer development.
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Figure 6.12: LLR network with e = 0.1 (BiNGO analysis)
The network in figure 5.16 was subjected to the action of the LLR algorithm. The cutoff used was 0.9 and
e = 0.1. The number of iterations performed was 2, 000. The arrangement of nodes and bonds in this
network was created using the prefuse force directed layout in Cytoscape 3.3.0. BiNGO [80] analysis in
Cytoscape [11] was used to identify the main biological pathways and biological processes that proteins in
each of the clusters are involved in. These analyses revealed that the top pathways in which hsa-miR-218-5p
target proteins were involved include: cell adhesion, signaling pathway, cell surgace receptor linked signaling
pathway, G-protein coupled receptor protein signaling pathway, WNT-receptor signaling pathway, etc. Most
of these pathways are cancer related pathways. The top enriched biological process terms associated with the
proteins were regulation of transcription, regulation of gene expression, regulation of nucleobase, nucleoside
and nucleotide, and nucleic acid metabolism, chromatin organization, regulation of transcription, regulation
of gene expression, response to stimulus, nervous system development, etc. Most of these biological processes
are related to cancer development.
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Figure 6.13: DWLLR network with e = 0.1 (BiNGO analysis)
The network in figure 5.16 was subjected to the action of the DWLLR algorithm. The cutoff used was 0.9 and
e = 0.1. The arrangement of nodes and bonds in this network was created using the prefuse force directed
layout in Cytoscape 3.3.0. BiNGO [80] analysis in Cytoscape [11] was used to identify the main biological
pathways and biological processes that proteins in each of the clusters are involved in. These analyses revealed
that the top pathways in which hsa-miR-218-5p target proteins were involved include: cell adhesion, WNT-
receptor signaling pathway, signaling pathways etc. Most of these pathways are cancer related pathways. The
top enriched biological process terms associated with the genes were: nucleoside phosphate metabolic processes,
nucleobase, nucleoside and nucleotide metabolic processes, chromosome organization, chromatin organization,
response to stimulus, muscle organ development, etc. Most of these biological processes are related to cancer
development.
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Although different algorithms do not produce identical networks, they all show similar
networks of biologically related clustered proteins. Most biological processes and pathways
that clusters of proteins are involved in are repeatedly seen in all algorithms analyzed
(RWR, LLR, DWLLR). These analyses revealed that the top pathways in which hsa-miR-
218-5p target proteins were involved included cell adhesion and cancer related pathways.
The top enriched biological process terms associated with the genes were transcription
regulation and nucleic acid metabolism, which are related to cancer development.
6.6.2 The protein-protein interaction environment of hsa-miR-218-5p
The network in figure 5.16 was subjected to the action of the DWLLR algorithm with e = 0.
Some of the most upregulated and downregulated proteins (explained in section 5.3) by
hsa-miR-218-5p were not picked up by the algorithm in the newly reconstructed network.
I reinserted those proteins again in the network presented in figure 6.14. The 24 most
downregulated proteins are shown in red and the 38 most upregulated proteins are shown
in green. Hsa-miR-218-5p is shown in yellow.
Using BiNGO [80] analysis in Cytoscape [11], the main molecular functions and biolog-
ical processes of the proteins in each cluster are identified. If beside a cluster the biological
process indicated is “cell-cell adhesion 40%”, it means, in that particular cluster 40% of the
proteins are involved in cell-cell adhesion processes.
151
Figure 6.14: PPI environment of hsa-miR-218-5p
Gene regulation by hsa-miRNA-218-5p results in up or downregulation of proteins in protein interaction
networks. The reconstructed network of PPIs of proteins controlled by hsa-miR-218-5p using the double
weighted lattice laplacian with resistance (DWLLR) algorithm is shown. The network in figure 5.16 was
subjected to the action of the DWLLR algorithm with e = 0. The 24 most downregulated (red) proteins and
38 most upregulated (green) proteins by hsa-miR-218-5p were reinserted again in the network. The network
has 1, 128 nodes and 81, 524 bonds. The arrangement of nodes and bonds in this network was created using
the prefuse force directed layout in Cytoscape 3.3.0. Hsa-miR-218-5p is shown in yellow. The network
obtained has a clustered structure. Using BiNGO [80] analysis in Cytoscape [11], the main biological
functions of the proteins in each cluster were identified. These analyses revealed that the top pathways in
which hsa-miR-218-5p target proteins were involved included cell adhesion and cancer related pathways. The
top enriched biological process terms associated with the proteins were transcription regulation and nucleic
acid metabolism, which are related to cancer development.
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Figure 6.15: PPI environment of hsa-miR-218-5p (clusters removed)
The clusters of proteins in the network in figure 6.14 are removed for better clarity. I am replacing the
clusters of proteins with the corresponding pathways and biological processes that most proteins in the
cluster are involved in. The percentage beside each biological process or pathway shows the percentage of
proteins in the cluster that are involved in that particular function.
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For simplicity, I am replacing the clusters of proteins with the corresponding pathways
and biological processes that most proteins in the cluster are involved in. The percentages
given beside each cluster in figures 6.14 and 6.15 give the portion of the proteins in the
cluster that have the molecular function or are involved in the biological process indicated.
As seen from the networks in figures 6.14 and 6.15, some of the biological pathways
and processes that clusters of proteins in the PPIs of hsa-miR-218-5p are involved in in-
clude cell adhesion, signaling pathways, G-protein coupled receptor signaling pathway,
WNT-receptor signaling pathway, chromosome organization, response to stress, response
to stimulus, muscle organ development, immune system processes, alcohol metabolic pro-
cesses, membrane lipid metabolic processes, etc.
Finally, we performed the BiNGO analysis in Cytoscape on the entire network in figure
6.14, instead of on individual clusters. The top biological processes (pathways and larger
processes made up of the activities of multiple gene products), molecular functions (the
elemental activities of a gene product at the molecular level) and cellular components (where
gene products are active) of proteins in the PPIs of hsa-miR-218-5p are given in tables 6.2,
6.3 and 6.4.
The results in tables 6.2, 6.3 and 6.4 indicate that signaling pathway was one of the top
pathways identified as a main biological process of proteins in the PPIs of hsa-miR-218-5p.
Protein binding, DNA binding and nucleotide binding were amongst the top molecular
functions of proteins in the PPIs of hsa-miR-218-5p. About 36.8% of proteins in PPIs of
hsa-miR-218-5p perform their biological functions in the organelles of the cell and 38.2% in
the nucleus.
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Table 6.2: Biological processes of proteins in hsa-miR-218-5p PPIs environment
Biological process Percentage of genes in the network
cellular process 82.5%
biological regulation 66.7%
regulation of cellular process 60.9%
multicellular organismal process 47.9%
response to stimulus 47.3%
signaling 45.3%
regulation of metabolic process 40.9%
signaling pathway 38.7%
developmental process 35.9%
Table 6.3: Molecular functions of proteins in hsa-miR-218-5p PPIs environment
Molecular Function Percentage of genes in the network
binding 90.9%
protein binding 70.8%
signal transducer activity 27.4%




Table 6.4: Cellular components of proteins in hsa-miR-218-5p PPIs environment
Cellular Components Percentage of genes in the network
intracellular part 70.6%
membrane-bounded organelle 55.1%





In conclusion, these analyses revealed that the top processes that hsa-miR-218-5p target
proteins were involved included immune system processes, muscle organ development,
response to stress and cancer development.
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6.6.3 Identifying hubs
The networks described in the previous section were analyzed with the goal of identifying
hubs (proteins of high degrees) in each cluster. These hubs are shown in figures 6.16, 6.17
and 6.18.
The network in figure 5.16 was subjected to the action of the RWR, LLR and DWLLR al-
gorithms. The cutoff used was 0.9. The number of iterations was 2, 000. The new networks
were created using Cytoscape [11] and they all show clustered structures. Hubs (nodes of
high degrees) were identified for each cluster. The results are summarized in table 6.5.













Some of the identified hubs in the RWR network include: HIST1H2BD (degree 76), HIST1H2BK
(degree 75) and IL6 (degree 27). In the LLR network, some of the hubs identified are:
H2AFJ (degree 78), HIST2H2BD (degree 78), HIST1H2BK (degree 78) and ALDOC (degree
46). Identified hubs in the DWLLR network include: NPY (degree 308), GALR2 (degree
267), RGS4 (degree 267), CXCL1 (degree 267), PRGER3 (degree 252) and GRM3 (degree
252). Out of the above genes, the only one which is already a target of hsa-miR-218-5p in
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miRTarBase [39] is HIST1H2BK. The other genes might be potential targets of hsa-miR-218-
5p.
Figure 6.16: RWR network (Hubs)
The network in figure 5.16 was subjected to the action of the random walk with resistance algorithm. The
cutoff used was 0.9. The arrangement of nodes and bonds in this network was created using the prefuse force
directed layout in Cytoscape 3.3.0. Hubs (nodes of high degrees) are identified for each cluster. Some of the
hubs are HIST1H2BD (degree76), HIST1H2BK (degree 75), IL6 (degree 27), etc.
157
Figure 6.17: LLR network with e = 0.1 (Hubs)
The network in figure 5.16 was subjected to the action of the LLR algorithm. The cutoff used was 0.9 and
e = 0.1. The number of iterations performed was 2, 000. The arrangement of nodes and bonds in this network
was created using the prefuse force directed layout in Cytoscape 3.3.0. Hubs (nodes of high degrees) are
identified for each cluster. Some of the hubs are H2AFJ (degree 78), HIST2H2BD (degree 78), HIST1H2BK
(degree 78), ALDOC (degree 46), etc.
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Figure 6.18: DWLLR network with e = 0.1 (Hubs)
The network in figure 5.16 was subjected to the action of the DWLLR algorithm. The cutoff used was 0.9
and e = 0.1. The number of iterations performed was 2, 000. The arrangement of nodes and bonds in this
network was created using the prefuse force directed layout in Cytoscape 3.3.0. Hubs (nodes of high degrees)
are identified for each cluster. Some of the hubs are: NPY (degree 308), GALR2 (degree 267), RGS4 (degree
267), CXCL1 (degree 267), PRGER3 (degree 252), GRM3 (degree 252), etc.
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Network analysis in Cytoscape [11] was used to identify important proteins (hubs) in
the PPI environment of hsa-miR-218-5p network in figure 6.14 and the results are shown
in table 6.6.
















The above genes might be potential targets of hsa-miR-218-5p. None of them is a veri-
fied or predicted target of hsa-miR-218-5p in the miRTarBase [39] database.
6.6.4 Hsa-miR-218-5p target genes implicated in diseases
In this case study, the upregulated and downregulated proteins by hsa-miR-218-5p were
taken as source proteins for a search in the STRING [38] database to generate a network
which was then subjected to the action of the algorithms. In general the algorithms above
reveal a clustered structure in the networks. The clusters correspond to complexes of func-
tionally related proteins and in the case of the RWR reveals a reaction pathway involving
160
protein clusters.
These approaches seek to find ways of solving complex pathway membership problems
in protein interaction databases. The clusters obtained provide more biological insight as
opposed to a process of local pairwise comparison between interacting proteins. They may
also predict new members in functional pathways or clusters.
Underlying these algorithms are simulated biased random walks on the network for
determining membership of proteins in given clusters. This places the algorithms in a class
of random walk algorithms examined in the literature.
The output consists in many cases of identifiable clusters of functionally related proteins
or pathways. Several of the genes seen in the final network (figure 6.14) were identified
as targets of hsa-miR-218-5p in several studies in the literature (discussed below). These
proteins were implicated in different states of several diseases.
Hsa-miR-218-5p and metastatic bone disease of breast cancer
In 2016, Yu Xin et al [41], found that levels of hsa-miR-218-5p are positively correlated
with the activation of WNT signaling pathway in breast cancer cells. WNT signaling is
implicated in bone formation and activated in breast cancer cells promoting primary and
metastatic tumor growth [41]. The WNT cluster is seen in the networks in figures 6.1 and
6.2.
Hsa-miR-218-5p is highly expressed in bone metastases from breast cancer patients.
Inhibition of this miRNA impaired the growth of bone metastases from breast cancer cells
in the bone microenvironment in vivo [41]. Hsa-miR-218-5p targets the WNT inhibitors
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Sclerostin (SOST) and sFRP-2, which highly enhance WNT signaling. Contrary, delivery of
antimiR-218-5p decreases WNT activity and the expression of metastasis-related proteins,
including bone sialoprotein (BSP/IBSP), osteopontin (OPN/SPP1) and CXCR-4 [41].
Most of the proteins discussed in the above study, involved in hsa-miR-218-5p action
mechanisms in metastatic bone disease of breast cancer cell like WNT, FRP-2, SSP1, IBSP,
CXCR-4 are also seen in our final networks generated by solving the DWLLR on the PPI
environment of hsa-miR-218-5p (figure 6.14).
A subset of the final network containing the above mentioned proteins is shown in
figure 6.19. The full network with the marked proteins is shown in figure 6.20. The proteins
shown in green are the ones involved in metastatic bone disease of breast cancer cells.
The WNT cluster of genes consists of structurally related genes which encode secreted
signaling proteins [79]. These proteins have been implicated in oncogenesis and in several
developmental processes, including regulation of cell fate and patterning during embryo-
genesis. They are very conserved in evolution [79].
The CXCR-4 gene encodes a CXC chemokine receptor specific for stromal cell-derived
factor-1. The protein has 7 transmembrane regions and is located on the cell surface. It acts
with the CD4 protein to support HIV entry into cells and is also highly expressed in breast
cancer cells [79].
SPP1 codes for a protein which is involved in the attachment of osteoclasts to the min-
eralized bone matrix. The encoded protein is secreted and binds hydroxyapatite with high
affinity. This protein is also a cytokine that upregulates expression of interferon-gamma
and interleukin-12 [79].
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IBSP encodes a major structural protein of the bone matrix. This protein binds to cal-
cium and hydroxyapatite via its acidic amino acid clusters, and mediates cell attachment
[79].
Figure 6.19: Hsa-miR-218-5p implications in metastatic bone disease of breast cancer cells
The network is a subset of the network in figure 6.14. The proteins involved in hsa-miR-218-5p action
mechanisms in metastatic bone disease of breast cancer are shown in green. These proteins are WNT, SSP1,
IBSP, CXCR-4.
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Figure 6.20: Hsa-miR-218-5p implications in metastatic bone disease of breast cancer cells (full
network)
The network in figure 6.14 with proteins in figure 6.19 marked. The proteins involved in hsa-miR-218-5p
action mechanisms in metastatic bone disease of breast cancer are shown in green. These proteins are WNT,
SSP1, IBSP, CXCR-4. The arrangement of nodes and bonds in this network was created using the prefuse
force directed layout in Cytoscape 3.3.0.
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Hsa-miR-218-5p and prostate cancer
In 2015, Sanchez et al showed that a group of 19 miRNAs were overexpressed in prostate
cancer [42]. Hsa-miR-218-5p was one of them. The different prostate cancer cell popula-
tions (bulk and cancer stem cells, CSCs) release exosomes that contain miRNAs that could
modify the local or premetastatic niche [42]. The analysis of the differential expression
of miRNAs in exosomes (cell-derived vesicles) allows evaluating the differential biological
effect of both populations in the niche, and the identification of potential biomarkers and
therapeutic targets [42]. 1839 miRNAs were identified in the exosomes. Of these, 990 were
known miRNAs, from which only 19 were significantly differentially expressed: 6 were
overexpressed in CSCs and 13 in bulk cells exosomes [42]. One of the 13 main miRNAs
that is overexposed in bulk cells is hsa-miR-218-5p. One of the effects of the overexpression
of these miRNAs was increased levels of metalloproteinases MMP2, MMP9 and MMP13.
Metalloproteinases are zinc-dependent enzymes capable of cleaving components of the ex-
tracellular matrix and molecules involved in signal transduction [79].
In prostate cancer, secreted frizzled-related protein 1 (SFRP1), TGFβ1 and stromal cell-
derived factor 1 (SDF-1/CXCL12) are all candidate molecules for inducing tumourigenicity
[43]. Members of SFRP family of proteins act as soluble modulators of WNT signaling;
silencing of SFRP genes leads to deregulated activation of the WNT-pathway which is
associated with cancer [79]. SDF-1 is a cell adhesion molecule and a member of the im-
munoglobulin superfamily. The receptor for SDF-1 (SDFR-1, or neuroplastin) is expressed
by prostate stem cells 48, indicating that in cancer SDF-1 signaling pathways are likely to
be important. SDF-1 - CXCR4 signaling can induce cancer-like behaviour, such as activa-
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tion of anti-apoptotic pathways 53, motility, homing and adhesion during embryogenesis,
organogenesis and metastasis [43].
The above are two separate studies, one describing the different miRNAs involved in
prostate cancer and the second different proteins which produce candidate molecules for
inducing tumourigenicity in prostate cancer. Some of these genes like SFRP1, CXCR4,
CXCL12, MMP2, MMP9 were also seen in our final PPI environment of hsa-miR-218-5p
network (figure 6.14) generated by applying the DWLLR algorithm on the network in figure
5.16. The subset of this network containing the above proteins is extracted from the full
network and is given in figure 6.21. The proteins involved in prostate cancer are shown in
green. The full network is shown in figure 6.22.
Figure 6.21: Hsa-miR-218-5p implications in prostate cancer
The network is a subset of the network in figure 6.14. Hsa-miR-218-5p target proteins implicated in
metastatic prostate cancer are shown in green. These proteins are SFRP1, CXCR4, CXCL12, MMP2,
MMP9.
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Figure 6.22: Hsa-miR-218-5p implications in prostate cancer (full network)
The network in figure 6.14 with proteins in figure 6.21 marked. The target proteins of hsa-miR-218-5p
implicated in prostate cancer are shown in green. These proteins are SFRP1, CXCR4, CXCL12, MMP2,
MMP9. The arrangement of nodes and bonds in this network was created using the prefuse force directed
layout in Cytoscape 3.3.0.
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Hsa-miR218-5p and gallbladder cancer
Gallbladder cancer is the fifth most frequent gastrointestinal malignancy [41]. Colon
cancer-associated transcript-1 (CCAT1) is a long non-coding RNA [41]. Its expression is
higher in gallblader cancer tissues compared with adjacent normal tissues. CCAT1 over-
expression increased the expression of Bmi1, a target gene of hsa-miR-218-5p [41]. The
knockdown (experimental technique by which the expression of one or more of an organ-
ism’s genes are reduced) of CCAT1 inhibited the proliferation of gallbladder cancer cells,
partially through regulation of Bmi1 and involvement of hsa-miR-218-5p [41].
The Bmi1 expression interacts with several signaling containing WNT, AKT, NOTCH,
Hedgehog and receptor tyrosine kinase (RTK) pathway [44]. In Ewing sarcoma family of
tumors (ESFT), the knockdown of the Bmi1 gene would greatly influence the Notch and
WNT signaling pathway which are important for ESFT formation and development [44].
Protein kinase B (PKB), also known as AKT, is a serine/threonine-specific protein ki-
nase. The NOTCH signaling pathway is a highly conserved cell signaling system present in
most multicellular organisms. Mammals possess four different NOTCH receptors, referred
to as NOTCH1, NOTCH2, NOTCH3, and NOTCH4 [45].
Even though Bmi1, the gene overexpressed by hsa-miR-218-5p in gallbladder cancer
is not found in our final graphs, the genes involved in the signaling pathways controlled
by Bmi1 like AKT, NOTCH and WNT genes are seen on it. The subset of the network
containing these genes is given in figure 6.23. The proteins in green are the ones involved
in the gallbladder cancer. The full network is shown in figure 6.24.
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Figure 6.23: Hsa-miR-218-5p implications in gallbladder cancer
The graph is a subset of the network in figure 6.14. The proteins involved in the signalling pathways
controlled by Bmi1 in gallbladder cancer are AKT, NOTCH and WNT genes, shown in green.
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Figure 6.24: Hsa-miR-218-5p implications in gallbladder cancer (full network)
The network in figure 6.14 with proteins in figure 6.23 marked. The target proteins of hsa-miR-218-5p
implicated in gallbladder cancer are shown in green. These proteins are AKT, NOTCH and WNT. The




There is increasing evidence that expression of miRNAs is dysregulated in neuronal
disorders, including epilepsy, a chronic neurological disorder characterized by sponta-
neous recurrent seizures [49]. A miRNA screen was performed in hippocampal focal and
non-focal brain tissue samples obtained from the temporal neocortex of Mesial Temporal
Lobe Epilepsy patients. Recent reports from screening studies in animal epilepsy mod-
els and from human specimens of MTLE (mesial temporal lobe epilepsy) patients show
that miRNA expression is also altered in epilepsy [49]. In 2015, Haenisch et al suggested
that differential miRNA expression in neurons could contribute to an altered function of
the transcription factor SOX11 and other proteins in the setting of epilepsy, resulting not
only in impaired neural differentiation, but also in imbalanced neuronal excitability and
accelerated drug export.
After screening genome-wide miRNA expression in hippocampal focal and non-focal
brain tissue from the temporal neocortex of MTLE patients who underwent temporal lobec-
tomy, the interaction between dysregulated miRNAs and predicted target genes potentially
involved in hippocampal cellular remodeling during epileptogenesis was investigated [49].
Hsa-miR-218-5p is amongst the top 40 expressed miRNAs in healthy hippocampus. The
intention underlying this filtering approach was to use the most highly expressed miRNAs
to uncover genes that are more likely to be critical for normal brain function and to result
in crucial functional impairments as a result of altered miRNA expression. The targets of
hsa-miR-218-5p are ADCY1, BSN, MECP2 and SOX11. Only one of these proteins (shown
in figure 6.25), the ADCY1, is observed in our final network in figure 6.14 generated with
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the DWLLR algorithm. The full network is shown in figure 6.26.
Figure 6.25: Hsa-miR-218-5p implications in epilepsy
The graph is a subset of the network in figure 6.14. One of the target proteins of hsa-miR-218-5p, involved in
epilepsy and also seen in our final graph is ADCY1 (shown in green).
172
Figure 6.26: Hsa-miR-218-5p implications in epilepsy (full network)
The network in figure 6.14 with proteins in figure 6.25 marked. The target protein of hsa-miR-218-5p
implicated in epilepsy (ADCY1) is shown in green. The arrangement of nodes and bonds in this network was
created using the prefuse force directed layout in Cytoscape 3.3.0.
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Chapter 7
Discussion and Future Work
7.1 Research Outcomes
7.1.1 Mean field analysis of algorithms for scale-free networks in molec-
ular biology
In this research a number of algorithms used for generating networks in molecular biology
were examined. Mean field theory for the algorithms was in some cases reviewed, and
in other cases newly presented, and also refined. The algorithms include the Barabasi-
Albert [1], Duplication-Divergence [27], Sole´ [26] and iSite algorithms [15, 16], and these
were in some cases modified by the introduction of more general elementary moves. The
mean field theory was newly presented in the cases of modified Barabasi-Albert, modified
Duplication-Divergence and iSite algorithms. The above work sets a pattern for analyzing
algorithms which generate scale-free networks in molecular biology. The majority of algo-
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rithms described in this research model evolutionary processes which are thought to be the
underlying mechanisms by which protein-protein interaction networks evolve. The same
framework can be used to analyze other biological algorithms that model these evolution-
ary processes.
7.1.2 Random walk and laplacian analysis of microRNA-protein interac-
tion networks
Analysis of biological networks (hsa-miR-218-5p protein-protein interaction environment)
was considered and two different algorithms (random walk and lattice laplacian) were used
with the goal of finding clusters of biologically related proteins and important genes (hubs)
in the network.
Although different algorithms do not produce identical networks, they all show similar
networks of biologically related clustered proteins. They reveal a cluster structure in the
networks. Most biological processes and pathways that identified clusters of genes are
involved in are repeatedly seen in the networks generated by all algorithms analyzed (RWR,
LLR, WLLR, DWLLR).
Both the random walk and lattice laplacian algorithms are diffusive processes on a
lattice. The RWR algorithm is a method aiming to improve the quality of the protein-protein
interaction networks purely based on the topology of the network, with no additional
biological information involved.
In the lattice laplacian with resistance algorithms, in addition to the basic idea of com-
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paring the topological similarities of the nodes in the network, biological information ob-
tained from the microarray data is involved as well. By including the weights on the bonds,
according to the biological information provided by the microarray data, the aim is to im-
prove the algorithms and provide networks which are biologically more meaningful.
The protein-protein interaction networks are usually sparse. The reconstruction of the
networks relies on the information of the original networks. Since the networks of PPIs
contain many false positive and false negatives, this will affect the completeness and the
accuracy of the networks reconstructed by the algorithms.
The cutoff value we are using in the original data provided as microarray data by the
Peng’s lab is a fold change of 2. This means we are leaving out a large number of genes
which might have important biological relevance and be possible targets of hsa-miR-218-5p.
The size of the networks obtained using this cutoff value is around 2, 000 edges. Changing
the cutoff value of the considered proteins beyond 2 will significantly increase the sizes of
the networks obtained.
These analyses revealed that the top pathways in which hsa-miR-218-5p target genes
were involved included cell adhesion and cancer related pathways. The top enriched bio-
logical process terms associated with the genes were transcription regulation and nucleic
acid metabolism, which are related to cancer development.
Some of the genes which seem important in the network (hubs of high degrees) include
HIST1H2BD, HIST1H2BK, IL6, H2AFJ, ALDOC, NPY, GALR2, RGS4, CXCL1, PRGER3 and
GRM3. Out of the above genes, the only one which is already a target of hsa-miR-218-5p




7.2.1 Mean field analysis of algorithms for scale-free networks in molec-
ular biology
The results in this research raise some questions about the sampling of scale-free networks
by random iterative growth algorithms:
• In some cases, see for example reference [29], the parameters of the algorithms were
set to grow networks with properties similar to that of real protein interaction net-
works. The values of the parameters are then used to estimate the rate of subfunction-
alization (or mutation) in the genome. The results are dependent on the algorithm,
and so further refinement of algorithms may be needed before useful estimates can
be made.
• The mean field approaches are useful in some models (for example the Barabasi-
Albert algorithm, and the iSite algorithm), but are poorer approximations in other
models (the variant Barabasi-Albert algorithm, the Duplication-Divergence algorithm
and its modification, and the Sole´ algorithm). Can the mean field approach be im-
proved to give a better approximation to these algorithms?
• Investigation of some numerical properties of the networks (for example the con-
nectivity) suggests that the algorithms may be self-averaging. That is, networks are
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generated with properties which converge to the statistical averages of these prop-
erties over a sample of networks generated by the algorithm. This is, for example,
illustrated in figure 4.16 for the connectivity of Barabasi-Albert networks. As the net-
work is grown, its connectivity appears to approach the average connectivity over a
large sample of networks.
• In this research some algorithms were modified in ways not done before in the litera-
ture (this includes the modified Barabasi-Albert, the Duplication-Divergence, the Sole´
and iSite models). Exploring the properties of these modified algorithms, including
their usefulness as models of networks in molecular biology, will be the subject of
future investigation.
Lastly, these algorithms grow networks using a probabilistic set of rules to implement an
elementary move. Each realized network Nn of order n is obtained with some probabil-
ity p(Nn), so that the function p(Nn) is a probability distribution over networks of order
n. Determining p(Nn) for any of the algorithms presented here seems difficult, and gen-
eral properties of p(Nn) remain unknown (other than averages of network properties over
p(Nn) are scale-free if the algorithm grows scale-free networks).
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7.2.2 Random walk and laplacian analysis of microRNA-protein interac-
tion networks
Future work regarding MGINs includes being able to predict functions of miRNAs using
recursive algorithms. Both the random walk and solving the lattice laplacian algorithms are
diffusive processes on a lattice. The random walk algorithm diffuses and looks at proba-
bility of ending somewhere, which is basically the same idea involved in solving the lattice
laplacian on a network. Are there different ways of doing it?
Some of the genes which seem important in the networks generated using the above
algorithms include HIST1H2BD, HIST1H2BK, IL6, H2AFJ, ALDOC, NPY, GALR2, RGS4,
CXCL1, PRGER3, GRM3. Out of the above genes, the only one which is already a target
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