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Summary
We are in the big data era. The explosive growth of data makes the data understanding
more and more challenging. Looking for the compact representation of data by exploiting the
intrinsic structures of data/signal is crucial. It is generally effective in improving the learn-
ing performances by using the structures priors. In this thesis, we focus the study on three
interesting structures of signals: low-rank matrix, block diagonal matrix and low-rank tensor,
which have many applications in computer vision. We are also interested in the optimization
of models by efficient solvers.
The first interesting structure is the low-rank matrix. Considering the low-rank matrix
recovery problem, the nuclear norm is widely used as the convex surrogate of the rank func-
tion. But it may be a loose approximation and the learning performance may be unsatisfactory.
We propose to use a family of nonconvex rank surrogates which are tighter. The price is to
face the challenging nonconvex optimization issue. We show that if the nonconvex surrogate
satisfies certain conditions, the solution to the Generalized Singular Value of Thresholding
(GSVT) problem, which is a key nonconvex subproblem in nonconvex low-rank optimization,
is computable. GSVT plays the same role as the known SVT which is a key subproblem for
nuclear norm minimization. With GSVT, we then are able to solve the nonconvex low-rank
minimization problems and prove the convergence.
The second interesting structure is the block diagonal matrices which are important for
subspace clustering. Given some data points drawn from a union of subspaces, the goal is to
group these data points into their underlying subspaces. Many subspace clustering methods
have been proposed and among which sparse subspace clustering and low-rank representation
are two representative ones. Despite the different motivations, we observe that many existing
methods own the common block diagonal property, which possibly leads to correct clustering,
yet with their proofs given case by case. We consider a general formulation and provide a uni-
fied theoretical guarantee of the block diagonal property. The block diagonal property of many
viii
existing methods reduces to our special case. Second, we observe that many existing meth-
ods approximate the block diagonal representation matrix by using different structure priors,
e.g., sparsity or low-rankness, which are indirect. We propose the first block diagonal matrix
induced regularizer for directly pursuing the block diagonal matrix. With this regularizer, we
solve the subspace clustering problem by Block Diagonal Representation (BDR). The BDR
model is nonconvex and we solve it by alternating minimization and prove its convergence.
Experiments on real datasets demonstrate the effectiveness of BDR.
The third structure is the low-rank tensor which forms a generalization of low-rank matrix.
Motivated by the recently proposed tensor-tensor product (or t-product), we solve the tensor
completion and tensor robust PCA by convex optimization. Induced by the t-product, we first
rigorously define the tensor spectral norm, tensor nuclear norm and tensor average rank and
show that the tensor nuclear norm is the convex envelop of the tensor average rank within the
unit ball of the tensor spectral norm. These definitions, their relationships and properties are
consistent with the matrix cases. Equipped with the tensor nuclear norm, we then solve the
tensor completion and tensor robust PCA problems by solving convex programs and provide
the theoretical bound for the exact recovery. Similar to the matrix based models, our methods
are also simple and enjoy the order optimal bound. Numerical experiments on image and video
recovery corroborate our theoretical results.
Finally, we are also interested in optimization methods, specially the Alternating Direction
Method of Multipliers (ADMM) which has become the most widely used solver for linearly
constrained convex problems with separable objective functions. We observe that many ex-
isting ADMMs update the primal variable by minimizing different majorant functions, but
their convergence proofs are given case by case. Inspired by the principle of majorization
minimization, we present the unified frameworks of Gauss-Seidel ADMMs and Jacobian AD-
MMs, which use different historical information for the current updating. Our frameworks
generalize previous ADMMs to solve problems with non-separable objectives. We also show
that ADMMs converge faster when the used majorant function is tighter. We then propose the
Mixed Gauss-Seidel and Jacobian ADMM (M-ADMM) which alleviates the slow convergence
issue of Jacobian ADMMs by absorbing merits of the Gauss-Seidel ADMMs. M-ADMM can
be further improved by backtracking and judicious variable partition. We also propose to solve
multi-block problems by Proximal Gauss-Seidel ADMM which is of the Gauss-Seidel type. It
is the first Gauss-Seidel type ADMM which converges for non-strongly convex objective. We
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As we embark on the big data era – in which the amount of the generated and collected
data increases quickly, the data processing and understanding are more and more challenging.
Looking for the compact representation of data by exploiting the structure of data is crucial
in understanding the data with minimal storage. For example, it is now widely known that a
large amount of high dimensional data, e.g., motion trajectories in a video [3], face images
[4], and hand-written digits [5] can be modeled as samples drawn from the union of multiple
low-dimensional linear subspaces. Learning by using the data/signal structure as a prior is
effective in improving the performance for different tasks. In this thesis, we focus the study
on the following three interesting structures of data/signal: low-rank matrix, block diagonal
matrix and low-rank tensor. See Figure 1.1 for intuitive illustrations of these structured signals.
Fig. 1.1. Illustrations of four interesting structures: sparse vector, low-rank matrix, block diagonal
matrix and low-rank tensor. The first one is very well studied before and this thesis instead focuses on
the pursuit of the other three ones.
1.1 Low-rank Matrix
The low-rankness of a matrix is the sparsity of its singular values. The low-rank matrix re-
covery problem [6, 1] based on linear measurements is an extension of the known compressed
sensing problem [7, 8]. Similar to the `0-norm regularized problems, the rank regularized
1
(a) Rank (b) Nuclear norm (c) `p-norm (d) SCAD
(e) Logarithm (f) MCP (g) Geman (h) Laplace
Fig. 1.2. Manifold of constant penalty for a symmetric 2 × 2 matrix X = [x, y; y, z] for (a)
rank penalty, (b) nuclear norm, (c-h)
∑
i g(σi(X)) with different the choices of the nonconvex
g.
problems are generally challenging to solve (even NP-hard). The nuclear norm is used as a
convex surrogate and thus the corresponding convex problems can be solved. Under certain
conditions, the obtained solutions from convex models recover the underlying low-rank so-
lutions [6]. However, the required conditions are difficult to verify and they may not hold
in practice. This limits the applications of the convex approximation by using nuclear nor-
m. In this thesis, we consider the nonconvex approximation of the rank function. We use∑m
i=1 g(σi(X)), where σi(X) denotes the singular values of a matrix X and g is a nonconvex
function satisfying certain conditions. Note that we can use g as the nonconvex surrogate of the
`0-norm, e.g., `p-norm (0 < p < 1) [9], Smoothly Clipped Absolute Deviation (SCAD) [10],
Logarithm [11], Minimax Concave Penalty (MCP) [12], Capped L1 [13], Geman [14] and
Laplace [15]. Figure 1.2 plots the manifolds of rank, nuclear norm and several nonconvex







g(σi(X)) + f(X), (1.1)
where f can be some loss funciton. If nuclear norm is used, we usually need to solve the
following problem







where B is any matrix and Proxσ∗ (·) is known as the Singular Value Thresholding (SVT)
operator. For problem (1.1) with nonconvex g, we need to solve the following problem which
is more challenging








Here, Proxσg (·) is called as the Generalized Singular Value Thresholding (GSVT) operator.
Now, the questions left are
1. When can we compute the optimal solution to (1.3)? Any assumptions on the choice of
g? How to compute?
2. If (1.3) is solvable, how to solve (1.1) with the convergence gaurantee?
We will give the positive answers to the above open problems.
1.2 Block Diagonal Matrix
The block diagonal matrix plays a central role in subspace clustering. Assume that we are
given some data points drawn from k linear subspaces, the goal of subspace clustering is to
group all these data points into their underlying subspaces. A key step by using the spectral
clustering is to construct an affinity matrix which is k block diaognal in the ideal case. The
most recent works compute the affinity matrix based on the solutions to the following problem
min
Z
f(Z,X), s.t. X = XZ,Z ∈ Ω, (1.4)
where Ω is some set and Z is the representation matrix. Several existing subspace clustering
methods use different objective function f based on different motivations [16, 17, 18, 19, 20,
21]. A common property is that, they obtain block diagonal solutions under certain subspace
assumptions. However, their proofs are given case by case. This motivates the following
interesting questions:
1. What kind of objective function f leads to a block diagonal solution? Is it possible to
give a unified proof of the block diagonal solution guarantee?
2. How to design a soft block diagonal regularizer which encourages a matrix to be or
close to be k-block diagonal? When applying it to subspace clustering, how to solve the
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block diagonal regularized problem efficiently with the convergence guarantee?
We will give positive answers to the above open problems.
1.3 Low-rank Tensor
The real data are usually multidimensional in nature: the information is stored in multiway
arrays, known as tensors. For example, a color image is a 3-way object with column, row and
color modes; a greyscale video is indexed by two spatial variables and one temporal variable.
There are many applications which involve the tensor representation and operation, including
signal processing [22], computer vision [23], data mining [24], and many others. A common
approach in these applications is to manipulate the tensor data by taking the advantage of its
multi-dimensional structure.
In this thesis, we are interested in the recovery of low-rank tensor. As extensions of the
matrix completion [6] and Robust PCA (RPCA) [1] problems, we consider the tensor comple-
tion and Tensor Robust PCA (TRPCA) problems. See Figure 1.3 for intuitive illustrations of
RPCA and our TRPCA. The matrix completion and RPCA can be solved exactly by convex
optimization under certain conditions and the recovery bounds are tight. An intuitive reason
is that the used nuclear norm is the convex envelop of the matrix rank within the unit ball.
However, there does not exist a computable tensor nuclear norm which is the convex envelop
of certain tensor rank and this make the tensor completion and tensor RPCA challenging.
Different from the matrix rank, the definition of tensor rank is not unique. The known
CP rank is NP-hard to compute and this makes the low CP rank tensor recovery challenging.
Instead, the Tucker rank is more widely used and the Sum of Nuclear Norm (SNN) is con-
sidered as its convex surrogate. However, SNN is a loose approximation and this makes the
the recovery bound of the convex model based on SNN far from optimal [25]. This is quite
different from the case of low-rank matrix which can be recovered nearly optimal [26]. The
gap between the matrix and tensor cases motivates the following questions:
Matrix of corrupted observations Underlying low-rank matrix Sparse error tensor 
(a) Robust PCA [1]
















































































Tensor of corrupted observations Underlying low-rank tensor Sparse error tensor 
(b) Our tensor robust PCA
Fig. 1.3. Illustration of the robust PCA problem [1] and our tensor robust PCA extension
(low-rank and sparse tensor decomposition from noisy observations).
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1. How to define a proper tensor rank such that there exists a computable tensor nuclear
norm which is the convex envelop?
2. Considering the low-rank tensor completion and tensor robust principal component anal-
ysis problems, can we recover the underlying low-rank tensors exactly with tight bounds
as those in matrix cases?
We will give new definitions of tensor rank and tensor nuclear norm and provide parallel
recovery guarantees for low-rank tensors as the matrix cases.
1.4 A Unified ADMM Framework
Beyond the structured sparsity regularized models, we also consider how to solve these relat-
ed problems efficiently. We are interested in the Alternating Direction Method of Multipliers
(ADMM) which is a general solver for convex optimization with linear constraint. In particu-
lar, we are interested in the following convex problem
min
x
f(x) = f(x1,x2, · · · ,xn), s.t. Ax =
n∑
i=1
Aixi = b, (1.5)
where f is convex, x = [x1; · · · ; xn] with xi ∈ Rpi , and A = [A1, · · · ,An] with Ai ∈
Rd×pi . Problem (1.5) is very general and many problems and applications in computer vision
and signal processing fall into this formulation, e.g., sparsity based face recognition [27, 28],
saliency detection [29], motion segmentation [30, 19, 31], image denoising [32, 33], video
denoising [34], texture repairing [35] and many others [36, 37, 38, 39, 40]. Considering dif-
ferent structures and property of f , many variants of ADMM have been proposed and they can
be categorized into two types: Gauss-Seidel ADMM and Jacobian ADMM. The Gauss-Seidel
ADMM updates xi’s in a sequential way while Jacobian ADMM updates xi’s in a parallel
way. The Gauss-Seidel ADMM may diverse when the number of blocks n > 2 and the Ja-
cobian ADMM is able to fix the convergence issue [41]. Note that different ADMMs can be
regarded as variants of the traditional Augmented Lagrangian Method (ALM) [42]. Actual-
ly, we observe that different ADMMs just use different majorant functions which are related
to the updating rule of ALM. However, their convergence proofs are given case by case by
using different propoerties of the used majorant functions. These observations motivate the
following problems:
1. What kind of majorant functions can be used in ADMMs?
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2. Is is possible to give a unified convergence analysis of ADMMs which use different majo-
rant functions?
3. What is the connection between the convergence speed of ADMMs and the used majorant
functions?
4. How to choose the proper majorant functions for designing efficient ADMMs?
5. For (1.5) with n > 2, is there any convergent Gauss-Seidel type ADMM without the strong-
ly convex objective assumption?
In this thesis, we will propose a unified framework of ADMM from the perspective of ma-
jorization minimization. Figure 1.4 shows the relationship of our proposed method and exist-








Our work: M-ADMM, Prox-GSADMM 
non-separable objective    ,  
separable objective  
Gauss-Seidel ADMMs 
Jacobian ADMMs 
𝑛 ≥ 2 
Fig. 1.4. The problems which can be solved by our proposed ADMMs are much more general.
1.5 Main Contributions
This theis contains four parts: the studies of the models related to the block diagonal matrix,
low-rank matrix, low-rank tensor and the optimization based on ADMM. We summarize the
contributions as follows:
1. Generalized Singular Value Thresholding
The nuclear norm is a convex but loose approximation of the rank function. We instead
consider a nonconvex and tighter approximation. This leads to a challenging problem of
computing the Generalized Singular Value Thresholding (GSVT) operator Proxσg (·),









for nonconvex g which satisfies come conditions. We prove that GSVT can be obtained
by performing the proximal operator of g (denoted as Proxg(·)) on the singular values
since Proxg(·) is monotone when g is lower bounded. If the nonconvex g satisfies some
conditions (many popular nonconvex surrogate functions, e.g., `p-norm, 0 < p < 1, of
`0-norm are special cases), a general solver to find Proxg(b) is proposed for any b ≥ 0.
GSVT greatly generalizes the known Singular Value Thresholding (SVT) which is a basic
subroutine in many convex low rank minimization methods. Then we are able to solve the
nonconvex low rank minimization problem by using GSVT in place of SVT.
2. Subspace clustering by block diagonal representation
(1) Considering the subspace clustering problem, we propose the Enforced Block Diago-
nal (EBD) conditions and prove in a unified manner that if the objective function in
(1.4) satisfies the EBD conditions, the solutions to obey the block diagonal property
when the subspaces are independent. This framework involves many existing subspace
clustering methods as special cases.
(2) We propose a k-block diagonal regularizer which encourages a nonnegative symmetric
matrix to be k-block diagonal. This is the first soft regularizer for pursuing such a
structure. It plays a similar role as the `0- or `1-norm for pursuing sparsity and the rank
function or nuclear norm for pursuing low-rankness.
(3) We propose the Block Diagonal Representation (BDR) method for subspace clustering
by using the block diagonal regularizer. BDR is a direct method as it uses the block
diagonal structure prior. We propose to solve the BDR model by alternating mini-
mization and prove the convergence. Experimental analysis on several real datasets
demonstrates the effectiveness of our approach.
3. Low-rank tensor completion and tensor robust PCA (TRPCA)
Motivated by the recently proposed tensor-tensor product [43], we propose a new and rigor-
ous way to define the tensor nuclear norm. First, the tensor spectral norm can be induced by
the operator norm [44] when treating the t-product as an operator. Then the tensor nuclear
norm is defined as the dual norm of the tensor spectral norm. We further propose the tensor
average rank and prove that its convex envelop is the tensor nuclear norm winthin the unit
ball of the tensor spectral norm. It is interesting that all these concepts and their relation-
ships are consistent with the ones for the matrix cases. Equipped with these definitions, we
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solve the tensor completion problem and tensor robust PCA by convex optimizations, and
provide sharp analysis on conditions and performance guarantees for exact recovery. We
corroborate our main results on synthesis data. We also apply the low-rank tensor models
to real data and show that our methods outperform existing ones.
4. A unified framework of ADMM by majorization minimization
We show many interesting findings about ADMMs through the lens of Majorization Min-
imization (MM). First, for a multivariable function, we propose the majorant first-order
surrogate function which involves many existing used functions in ADMMs as special
cases. Second, we present the unified frameworks of Gauss-Seidel ADMMs and Jaco-
bian ADMMs based on our majorant first-order surrogate and give the unified conver-
gence guarantee. They not only draw connections with existing ADMMs, but also ex-
tend them to solve new problems with non-separable objective. Third, we show that the
bound which measures the convergence speed of ADMMs depends on the tightness of
the used majorant function. The tighter, the faster. Fourth, we develop several useful
techniques to tighten the majorant surrogates and thus improve the efficiency of ADMM-
s. Consider (1.5) with n > 2, we propose the Mixed Gauss-Seidel and Jacobian AD-
MM (M-ADMM) algorithm which improves Jacobian ADMMs by using tighter majo-
rant surrogates. In addition, we show how to partition n blocks of variables into two
super blocks wisely, which is crucial in the efficient implementation of ADMMs. Fifth,
we propose to solve problem (1.5) with n > 2 blocks by Proximal Gauss-Seidel AD-
MM (Prox-GSADMM) and prove that it converges without the strongly convex objec-
tive assumption. To the best of our knowledge, this is the first convergent Gauss-Seidel
type ADMM for such a problem. The last contribution is the developed toolbox which






In this chapter, we give the Generalized Singular Value Thresholding (GSVT) operator Proxσg (·),








associated with a nonconvex function g defined on the singular values of X. We prove that
GSVT can be obtained by performing the proximal operator of g (denoted as Proxg(·)) on
the singular values since Proxg(·) is monotone when g is lower bounded. If the nonconvex
g satisfies some conditions (many popular nonconvex surrogate functions, e.g., `p-norm, 0 <
p < 1, of `0-norm are special cases), a general solver to find Proxg(b) is proposed for any
b ≥ 0. GSVT greatly generalizes the known Singular Value Thresholding (SVT) which is a
basic subroutine in many convex low rank minimization methods. We are able to solve the
nonconvex low rank minimization problem by using GSVT in place of SVT.
2.1 Introduction
The sparse and low rank structures have received much attention in recent years. There have
been many applications which exploit these two structures, such as face recognition [27],
subspace clustering [45, 46] and background modeling [1]. To achieve sparsity, a principled
approach is to use the convex `1-norm. However, the `1-minimization may be suboptimal,
since the `1-norm is a loose approximation of the `0-norm and often leads to an over-penalized
problem. This brings the attention back to the nonconvex surrogate by interpolating the `0-
9
Table 2.1. Popular nonconvex surrogate functions of `0-norm (||θ||0).
Penalty Formula g(θ), θ ≥ 0, λ > 0
`p-norm λθp, 0 < p < 1.
SCAD

λθ, if θ ≤ λ,
−θ2+2γλθ−λ2
2(γ−1) , if λ < θ ≤ γλ,
λ2(γ+1)
2 , if θ > γλ.
Logarithm λlog(γ+1) log(γθ + 1)
MCP
{
λθ − θ22γ , if θ < γλ,
1
2γλ
2, if θ ≥ γλ.
Geman λθθ+γ .
Laplace λ(1− exp(− θγ )).


























































(b) SCAD Penalty [10]




























(c) Logarithm Penalty [11]




























(d) MCP Penalty [12]






























(e) Geman Penalty [14]






























(f) Laplace Penalty [15]
Fig. 2.1. Illustration of the popular nonconvex surrogate functions of ||θ||0 (left) and their
supergradients (right). For `p-norm, p = 0.5. For all these penalties, λ = 1 and γ = 1.5.
norm and `1-norm. Many nonconvex penalities have been proposed, including `p-norm (0 <
p < 1) [9], Smoothly Clipped Absolute Deviation (SCAD) [10], Logarithm [11], Minimax
Concave Penalty (MCP) [12], Geman [14] and Laplace [15]. Their definitions are shown
in Table 2.1. Numerical studies [47] have shown that the nonconvex optimization usually
outperforms convex models.
The low rank structure is an extension of sparsity defined on the singular values of a
matrix. A principled way is to use the nuclear norm which is a convex surrogate of the rank
function [48]. However, it suffers from the same suboptimal issue as the `1-norm in many
cases. Very recently, many popular nonconvex surrogate functions in Table 2.1 are extended
on the singular values to better approximate the rank function [49]. However, different from
the convex optimization, the nonconvex low rank minimization is much more challenging than
the nonconvex sparse minimization.
In this chapter, we focus following nonconvex (possibly nonsmooth) low-rank minimiza-
tion problem The Iteratively Reweighted Nuclear Norm (IRNN) method is proposed to solve
10
(a) Rank (b) Nuclear norm (c) `p-norm (d) SCAD
(e) Logarithm (f) MCP (g) Geman (h) Laplace
Fig. 2.2. Manifold of constant penalty for a symmetric 2 × 2 matrix X = [x, y; y, z] for (a)
rank penalty, (b) nuclear norm, (c-h)
∑
i g(σi(X)), where the choices of the nonconvex g are
listed in Table 2.1. For λ in g, we set λ = 1. For other parameters, we set (c) p = 0.5, (d)
γ = 0.6, (e) γ = 5, (f) γ = 1.5, (g) γ = 0.5 and (h) γ = 0.8. Note that the manifold will be
different for g with different parameters.






g(σi(X)) + h(X), (2.1)
where σi(X) denotes the i-th singular value of X ∈ Rm×n (we assume m ≤ n in this work),
g : R+ → R+ is continuous, concave and nonincreasing on [0,+∞), h : Rm×n → R+ is the
loss function which has Lipschitz continuous gradient. We are interesting in the case that g
is a nonconvex surrogate of the `0-norm. Popular examples of nonconvex surrogate functions
are shown in Table 2.1. Figure 2.1 plots these functions and their gradients (or supergradient
for nonsmooth functions). Based on the above choice of g,
∑m
i=1 g(σi(X)) can be regarded
as a nonconvex surrogate of the rank function. It is expected that it approximates the rank
function better than the convex nuclear norm. To see this more intuitively, we show the balls
of constant penalties for a symmetric 2 × 2 matrix in Figure 2.2. In our previous work [49],
we propose to solve (2.1) by Iteratively Reweighted Nuclear Norm (IRNN). It updates Xk+1
by minimizing a surrogate function which upper bounds the objective function in (2.1). The
surrogate function is constructed by linearizing g and h at Xk, simultaneously. In theory,
IRNN guarantees to decrease the objective function value of (2.1) in each iteration. However,
it may decrease slowly since the upper bound surrogate may be quite loose. It is expected that
minimizing a tighter surrogate will lead to a faster convergence.
A possible tighter surrogate function of the objective function in (2.1) is to keep g and relax
11
h only. This leads to the following updating rule which is named as Generalized Proximal
Gradient (GPG) method in this work



















where µ > L(h), L(h) is the Lipschitz constant of h, guarantees the convergence of GPG as
shown later. It can be seen that solving (2.2) requires solving the following problem








In this work, the mapping Proxσg (·) is called the Generalized Singular Value Thresholding
(GSVT) operator associated with the function
∑m
i=1 g(·) defined on the singular values. If
g(x) = λx,
∑m
i=1 g(σi(X)) is degraded to the convex nuclear norm λ||X||∗. Then (2.3) has a
closed form solution Proxσg (B) = UDiag(Dλ(σ(B)))VT , where Dλ(σ(B)) = {(σi(B) −
λ)+}mi=1, and U and V are from the SVD of B, i.e., B = UDiag(σ(B))VT . This is the
known Singular Value Thresholding (SVT) operator associated with the convex nuclear norm
(when g(x) = λx) [50]. More generally, for a convex g, the solution to (2.3) is
Proxσg (B) = UDiag(Proxg(σ(B)))V
T , (2.4)
where Proxg(·) is defined element-wise as follows,
Proxg(b) = arg min
x≥0
fb(x) = g(x) +
1
2
(x− b)2, 1 (2.5)
where Proxg(·) is the known proximal operator associated with a convex g [51]. That is to
say, solving (2.3) is equivalent to performing Proxg(·) on each singular value of B. In this
case, the mapping Proxg(·) is unique, i.e., (2.5) has a unique solution. More importantly,
Proxg(·) is monotone, i.e., Proxg(x1) ≥ Proxg(x2) for any x1 ≥ x2. This guarantees to
preserve the nonincreasing order of the singular values after shrinkage and thresholding by the
mapping Proxg(·). For a nonconvex g, we still call Proxg(·) as the proximal operator, but
note that such a mapping may not be unique. It is still an open problem whether Proxg(·) is
1For x < 0, g(x) = g(−x). If b ≥ 0, Proxg(b) ≥ 0. If b < 0, Proxg(b) = −Proxg(−b). So we only need
to discuss the case b, x ≥ 0 in this work.
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monotone or not for a nonconvex g. Without proving the monotonity of Proxg(·), one cannot
simply perform it on the singular values of B to obtain the solution to (2.3) as SVT. Even if
Proxg(·) is monotone, since it is not unique, one also needs to carefully choose the solution
pi ∈ Proxg(σi(B)) such that p1 ≥ p2 ≥ · · · ≥ pm. Another challenging problem is that
there does not exist a general solver to (2.5) for a general nonconvex g.
It is worth mentioning that some previous works studied the solution to (2.3) for some
special choices of nonconvex g [52, 53, 54]. However, none of their proofs was rigorous since
they ignored proving the monotone property of Proxg(·). See the detailed discussions in











where wi ≥ 0, i = 1, · · · ,m. Problem (2.6) is a little more general than (2.3) by taking
different gi(x) = wix. It is claimed in [55] that the solution to (2.6) is
X∗ = UDiag ({Proxgi(σi(B)), i = 1, · · · ,m}) VT , (2.7)
where B = UDiag(σ(B))VT is the SVD of B, and Proxgi(σi(B)) = max{σi(B)−wi, 0}.















where X∗ is obtained by (2.7). The solution X∗ is not optimal to (2.6) since there exists X̂
shown above such that fw,B(X̂) = 0.2262 < fw,B(X∗) = 0.2393. The reason behind is that
(Proxgi(σi(B))−Proxgj (σj(B)))(σi(B)− σj(B)) ≥ 0, (2.8)
does not guarantee to hold for any i 6= j. Note that (2.8) holds when 0 ≤ w1 ≤ · · · ≤ wm,
and thus (2.7) is optimal to (2.6) in this case.
In this work, we give the first rigorous proof that Proxg(·) is monotone for any lower
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bounded function (regardless of the convexity of g). Then solving (2.3) is degenerated to
solving (2.5) for each b = σi(B). The Generalized Singular Value Thresholding (GSVT)
operator Proxσg (·) associated with any lower bounded function in (2.3) is much more general
than the known SVT associated with the convex nuclear norm [50]. In order to compute
GSVT, we analyze the solution to (2.5) for certain types of g (some special cases are shown in
Table 2.1) in theory, and propose a general solver to (2.5). At last, with GSVT, we can solve
(2.1) by the Generalized Proximal Gradient (GPG) algorithm shown in (2.2). We test both
Iteratively Reweighted Nuclear Norm (IRNN) and GPG on the matrix completion problem.
Both synthesis and real data experiments show that GPG outperforms IRNN in terms of the
recovery error and the objective function value.
2.2 Generalized Singular Value Thresholding
2.2.1 Problem Reformulation
A main goal of this work is to compute GSVT (2.3), and uses it to solve (2.1). We will show
that, if Proxg(·) is monotone, problem (2.3) can be reformulated into an equivalent problem
which is much easier to solve.
Lemma 2.1. (von Neumann’s trace inequality [56]) For any matrices A, B ∈ Rm×n (m ≤ n),
Tr(ATB) ≤ ∑mi=1 σi(A)σi(B), where σ1(A) ≥ σ2(A) ≥ · · · ≥ 0 and σ1(B) ≥ σ2(B) ≥
· · · ≥ 0 are the singular values of A and B, respectively. The equality holds if and only if
there exist unitaries U and V such that A = UDiag(σ(A))VT and B = UDiag(σ(B))VT
are the SVDs of A and B, simultaneously.
Theorem 2.1. Let g : R+ → R+ be a function such that Proxg(·) is monotone. Let B =
UDiag(σ(B))VT be the SVD of B ∈ Rm×n. Then an optimal solution to (2.3) is
X∗ = UDiag(%∗)VT , (2.9)
where %∗ satisfies %∗1 ≥ %∗2 ≥ · · · ≥ %∗m, i = 1, · · · ,m, and





(%i − σi(B))2. (2.10)
















By using the von Neumann’s trace inequality in Lemma 2.1, we have






















Note that the above equality holds when X admits the singular value decomposition X =
UDiag(σ(X))VT , where U and V are the left and right orthonormal matrices in the SVD of












Since Proxg(·) is monotone and σ1(B) ≥ σ2(B) ≥ · · · ≥ σm(B), there exists %∗i ∈
Proxg(σi(B)), such that %∗1 ≥ %∗2 ≥ · · · ≥ %∗m. Such a choice of %∗ is optimal to (2.12),
and thus (2.9) is optimal to (2.3).
From the above proof, it can be seen that the monotone property of Proxg(·) is a key
condition which makes problem (2.12) separable conditionally. Thus the solution (2.9) to
(2.3) shares a similar formulation as the known Singular Value Thresholding (SVT) operator
associated with the convex nuclear norm [50]. Note that for a convex g, Proxg(·) is always
monotone. Indeed,
(Proxg(b1)−Proxg(b2)) (b1 − b2)
≥ (Proxg(b1)−Proxg(b2))2 ≥ 0, ∀ b1, b2 ∈ R+.
The above inequality can be obtained by the optimality of Proxg(·) and the convexity of g.
The monotonicity of Proxg(·) for a nonconvex g is still unknown. There were some
previous works [52, 53, 54] claiming that the solution (2.9) is optimal to (2.3) for some special
choices of nonconvex g. However, their results are not rigorous since the monotone property
of Proxg(·) is not proved. Surprisingly, we find that the monotone property of Proxg(·)
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holds for any lower bounded function g.
Theorem 2.2. For any lower bounded function g, its proximal operator Proxg(·) is monotone,
i.e., for any p∗i ∈ Proxg(xi), i = 1, 2, p∗1 ≥ p∗2, when x1 > x2.
Note that it is possible that σi(B) = σj(B) for some i < j in (2.10). Since Proxg(·) may
not be unique, we need to choose %∗i ∈ Proxg(σi(B)) and %∗j ∈ Proxg(σj(B)) such that
%∗i ≤ %∗j . This is the only difference between GSVT and SVT.
2.2.2 Proximal Operator of Nonconvex Function
So far, we have proved that solving (2.3) is equivalent to solving (2.5) for each b = σi(B),
i = 1, · · · ,m, for any lower bounded function g. For a nonconvex g, only for some special
cases, the candidate solutions to (2.5) have a closed form [57]. There does not exist a general
solver for a more general nonconvex g. In this section, we analyze the solution to (2.5) for a
broad choice of the nonconvex g. Then a general solver will be proposed in the next section.
Assumption 2.1. g : R+ → R+, g(0) = 0. g is concave, nondecreasing and differentiable.
The gradient∇g is convex.
In this work, we are interested in the nonconvex surrogate of `0-norm. Except the dif-
ferentiablity of g and the convexity of ∇g, all the other assumptions in Assumption 2.1 are
necessary to construct a surrogate of `0-norm. As shown later, these two additional assump-
tions make our analysis much easier. Note that the assumptions for the nonconvex function
considered in Assumption 2.1 are quite general. It is easy to verify that many popular surro-
gates of `0-norm in Table 2.1 satisfy Assumption 2.1, including `p-norm, Logarithm, MCP,
Geman and Laplace penalties. Only the SCAD penalty violates the convex∇g assumption, as
shown in Figure 2.1.
Proposition 2.1. Given g satisfying Assumption 2.1, the optimal solution to (2.5) lies in [0, b].
The above fact is obvious since both g(x) and 12(x − b)2 are nondecreasing on [b,+∞).
Such a result limits the solution space, and thus is very useful for our analysis. Our general
solver to (2.5) is also based on Proposition 2.1.
Note that the solutions to (2.5) lie in 0 or the local points {x|∇fb(x) = ∇g(x)+x−b = 0}.
Our analysis is mainly based on the number of intersection points of D(x) = ∇g(x) and the
line Cb(x) = b − x. Let b¯ = sup{b | Cb(x) and D(x) have no intersection}. We have the
solution to (2.5) in different cases. Please refer to the appendix for the detailed proofs.
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Algorithm 1 A general solver to problem (2.5) in which g satisfying Assumption 2.1
Input: b ≥ 0.
Output: Identify an optimal solution, 0 or xˆb = max{x|∇fb(x) = 0, 0 ≤ x ≤ b}.
if ∇g(b) = 0 then
return xˆb = b
else
// find xˆb by fixed point iteration.
x0 = b. // Initialization.
while not converge do
xk+1 = b−∇g(xk) if xk+1 < 0 then




Compare fb(0) and fb(xˆb) to identify the optimal one.
Proposition 2.2. Given g satisfying Assumption 2.1 and∇g(0) = +∞. Restricted on [0,+∞),













2. If there does not exist b > b¯ such that fb(0) = fb(x
b
2),
then Proxg(b) = 0 for all b ≥ 0. If there exists b > b¯ such that fb(0) = fb(xb2), let





= xb2, if b > b
∗,
3 0, if b ≤ b∗.
(2.13)
Proposition 2.3. Given g satisfying Assumption 2.1 and∇g(0) < +∞. Restricted on [0,+∞),
if we have C∇g(0)(x) = ∇g(0) − x ≤ ∇g(x) for all x ∈ (0,∇g(0)), then Cb(x) and D(x)





= xb, if b > ∇g(0),
3 0, if b ≤ ∇g(0).
(2.14)
Suppose there exists 0 < xˆ < ∇g(0) such that C∇g(0)(xˆ) = ∇g(0) − xˆ > ∇g(xˆ). Then,
when ∇g(0) ≥ b > b¯, Cb(x) and D(x) have two intersection points, which are denoted as














2. When ∇g(0) < b, Cb(x) and D(x)
have only one intersection point (xb, yb). Also, there exists b˜ such that ∇g(0) > b˜ > b¯ and
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Fig. 2.3. Plots of b v.s. Proxg(b) for different choices of g: convex `1-norm and popular









= xb, if b > ∇g(0),
= xb2, if ∇g(0) ≥ b > b∗,
3 0, if b ≤ b∗.
(2.15)
Theorem 2.3. Given g satisfying Assumption 2.1. Denote xˆb = max{x|∇fb(x) = 0, 0 ≤
x ≤ b} and x∗ = arg minx∈{0,xˆb} fb(x). Then x∗ is optimal to (2.5).
The results in Proposition 2.2 and 2.3 give the solution to (2.5) in different cases, while
Theorem 2.3 summarizes these results. It can be seen that one only needs to compute xˆb which
is the largest local minimum. Then comparing the objective function value at 0 and xˆb leads
to an optimal solution to (2.5).
2.3 Algorithms
In this section, we first give a general solver to (2.5) in which g satisfies Assumption 2.1. Then
we are able to solve the GSVT problem (2.3). With GSVT, problem (2.1) can be solved by
Generalized Proximal Gradient (GPG) algorithm as shown in (2.2). We also give the conver-
gence guarantee of GPG.
2.3.1 A General Solver to (2.5)
Given g satisfying Assumption 2.1, as shown in theorem 2.3, 0 and xˆb = max{x|∇fb(x) =
0, 0 ≤ x ≤ b} are the candidate solutions to (2.5). The left task is to find xˆb which is the
largest local minimum point near x = b. So we can start searching for xˆb from x0 = b by
the fixed point iteration algorithm. Note that it will be very fast since we only need to search
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within [0, b]. The whole procedure to find xˆb can be found in Algorithm 1. In theory, it can be
proved that the fixed point iteration guarantees to find xˆb.
If g is nonsmooth or ∇g is nonconvex, the fixed point iteration algorithm may also be
applicable. The key is to find all the local solutions with smart initial points. Also all the
nonsmooth points should be considered as the candidates.
All the nonconvex surrogates g except SCAD in Table 2.1 satisfy Assumption 2.1, and
thus the solution to (2.5) can be obtained by Algorithm 1. Figure 2.3 illustrates the shrinkage
effect of proximal operators of these functions and the convex `1-norm. The shrinkage and
thresholding effect of these proximal operators are similar when b is relatively small. How-
ever, when b is relatively large, the proximal operators of the nonconvex functions are nearly
unbiased, i.e., keeping b nearly the same as the `0-norm. On the contrast, the proximal op-
erator of the convex `1-norm is biased. In this case, the `1-norm may be over-penalized, and
thus may perform quite differently from the `0-norm. This also supports the necessity of using
nonconvex penalties on the singular values to approximate the rank function.
2.3.2 Generalized Proximal Gradient Algorithm for (2.1)
Given g satisfying Assumption 2.1, we are now able to get the optimal solution to (2.3) by
(2.9) and Algorithm 1. Now we have a better solver than IRNN to solve (2.1) by the updating










The above updating rule is named as Generalized Proximal Gradient (GPG) for the nonconvex
problem (2.1), which generalizes some previous methods [58, 57]. The main per-iteration cost
of GPG is to compute an SVD, which is the same as many convex methods [59, 60]. In theory,
we have the following convergence results for GPG.
Theorem 2.4. If µ > L(h), the sequence {Xk} generated by (2.2) satisfies the following
properties:
(1) F (Xk) is monotonically decreasing. Indeed,
F (Xk)− F (Xk+1) ≥ µ− L(h)
2
||Xk −Xk+1||2F ≥ 0;
(2) lim
k→+∞
(Xk −Xk+1) = 0;
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(3) If F (X)→ +∞ when ||X||F → +∞, then any limit point of {Xk} is a stationary point.
It is expected that GPG will decrease the objective function value faster than IRNN since
it uses a tighter surrogate function. This will be verified by the experiments.
2.4 Experiments









||PΩ(X)− PΩ(M)||2F , (2.16)
where Ω is the index set, and PΩ : Rm×n → Rm×n is a linear operator that keeps the entries
in Ω unchanged and those outside Ω zeros. Given PΩ(M), the goal of matrix completion
is to recover M which is of low rank. Note that we have many choices of g which satisfies
Assumption 2.1, and we simply test on the Logarithm penalty, since it is suggested in [49, 47]
that it usually performs well by comparing with other nonconvex penalties. Problem (2.16)
can be solved by GPG by using GSVT (2.9) in each iteration. We compared GPG with IRNN
on both synthetic and real data. The continuation technique is used to enhance the low rank
matrix recovery in GPG. The initial value of λ in the Logarithm penalty is set to λ0, and
dynamically decreased till reaching λt.
2.4.1 Low-Rank Matrix Recovery on Random Data
We conduct two experiments on synthetic data without and with noises [49]. For the noise free
case, we generate M = M1M2, where M1 ∈ Rm×r, M2 ∈ Rr×n are i.i.d. random matrices,
and m = n = 150. The underlying rank r varies from 20 to 33. Half of the elements in M
are missing. We set λ0 = 0.9||PΩ(M)||∞, and λt = 10−5λ0. The relative error RelErr=
||X∗ −M||F /||M||F is used to evaluate the recovery performance. If RelErr is smaller than
10−3, X∗ is regarded as a successful recovery of M. We repeat the experiments 100 times for
each r. We compare GPG by using GSVT with IRNN and the convex Augmented Lagrange
Multiplier (ALM) [60]. Figure 2.4 (a) plots r v.s. the frequency of success. It can be seen
that GPG is slightly better than IRNN when r is relatively small, while both IRNN and GPG
fail when r ≥ 32. Both of them outperform the convex ALM method, since the nonconvex
logarithm penalty approximates the rank function better than the convex nuclear norm.
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Fig. 2.4. Experimental results of low rank matrix recovery on random data. (a) Frequency of
Success (FoS) for a noise free case. (b) Relative error for a noisy case. (c) Convergence curves
of IRNN and GPG for a noisy case.
For the noisy case, the data matrix M is generated in the same way, but are added some
additional noises 0.1E, where E is an i.i.d. random matrix. For this task, we set λ0 =
10||PΩ(M)||∞, and λt = 0.1λ0 in GPG. The convex APGL algorithm [61] is compared in
this task. Each method is run 100 times for each r ∈ {15, 18, 20, 23, 25, 30}. Figure 2.4
(b) shows the mean relative error. It can be seen that GPG by using GSVT in each iteration
significantly outperforms IRNN and APGL. The reason is that λt is not that small as in the
noise free case. Thus, the upper bound surrogate of g in IRNN will be much more loose than
that in GPG. Figure 2.4 (c) plots some convergence curves of GPG and IRNN. It can be seen
that GPG without relaxing g will decrease the objective function value faster.
2.4.2 Applications on Real Data
Matrix completion can be applied to image inpainting since the main information is dominated
by the top singular values. For a color image, assume that 40% of pixels are uniformly missing.
They can be recovered by applying low rank matrix completion on each channel (red, green
and blue) of the image independently. Besides the relative error defined above, we also use
the Peak Signal-to-Noise Ratio (PSNR) to evaluate the recovery performance. Figure 2.5
shows two images recovered by APGL, IRNN and GPG, respectively. It can be seen that GPG
achieves the best performance, i.e., the largest PSNR value and the smallest relative error.
We also apply matrix completion for collaborative filtering. The task of collaborative fil-
tering is to predict the unknown preference of a user on a set of unrated items, according to
other similar users or similar items. We test on the MovieLens data set [62] which includes
three problems, “movie-100K”, “movie-1M” and “movie-10M”. Since only the entries in Ω of
M are known, we use Normalized Mean Absolute Error (NMAE) ||PΩ(X∗)−PΩ(M)||1/|Ω|
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(f) PSNR & error
Fig. 2.5. Image inpainting by APGL, IRNN, and GPG.
Table 2.2. Comparison of NMAE of APGL, IRNN and GPG for collaborative filtering.
Problem size of M: (m,n) APGL IRNN GPG
moive-100K (943, 1682) 2.76e-3 2.60e-3 2.53e-3
moive-1M (6040, 3706) 2.66e-1 2.52e-1 2.47e-1
moive-10M (71567, 10677) 3.13e-1 3.01e-1 2.89e-1
to evaluate the performance as in [61]. As shown in Table 2.2, GPG achieves the best perfor-
mance. The improvement benefits from the GPG algorithm which uses a fast and exact solver
of GSVT (2.9).
2.5 Chapter Summary
This chapter studied the Generalized Singular Value Thresholding (GSVT) operator associated
with the nonconvex function g on the singular values. We proved that the proximal operator
of any lower bounded function g (denoted as Proxg(·)) is monotone. Thus, GSVT can be
obtained by performing Proxg(·) on the singular values separately. Given b ≥ 0, we also
proposed a general solver to find Proxg(b) for certain type of g. At last, we applied the gen-
eralized proximal gradient algorithm by using GSVT as the subroutine to solve the nonconvex
low rank minimization problem (2.1). Experimental results showed that it outperformed pre-
vious method with smaller recovery error and objective function value.
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Chapter 3
Subspace Clustering by Block
Diagonal Representation
In this chapter, we consider the subspace clustering problem. The goal is to group the data
from their underlying subspaces. Many existing methods own the block diagonal property
which may lead to correct clustering. We give a unified framework for block diagonal solution
guarantee for a more general model. Then we propose the first block diagonal matrix regular-
izer and apply it for subspace clustering. Experiments on real datasets show the effectiveness
of our new method.
3.1 Introduction
As we embark on the big data era – in which the amount of the generated and collected data
increases quickly, the data processing and understanding become impossible in the raw form.
Looking for the compact representation of data by exploiting the structure of data is crucial
in understanding the data with minimal storage. It is now widely known that many high di-
mensional data can be modeled as samples drawn from the union of multiple low-dimensional
linear subspaces. For example, motion trajectories in a video [3], face images [4], hand-written
digits [5] and movie ratings [63] can be approximately represented by subspaces, with each
subspace corresponding to a class or category. Such a subspace structure has been very widely
used for the data processing and understanding in supervised learning, semi-supervised learn-
ing and many other tasks [64, 65, 1, 6]. In this work, we are interested in the task of subspace
clustering, whose goal is to group (or cluster) the data points which approximately lie in linear
subspaces into clusters with each cluster corresponding to a subspace. Subspace clustering
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has many applications in computer vision [66, 67], e.g., motion segmentation, face clustering
and image segmentation, hybrid system identification in control [68], community clustering in
social networks [69], to name a few. Note that subspace clustering is a data clustering task but
with the additional assumption that the sampled data have the approximately linear subspace
structure. Such data points are not necessarily locally distributed. The traditional clustering
methods, e.g., spectral clustering [70], which use the spatial proximity of the data in each
cluster are not applicable to subspace clustering. We need some more advanced methods for
subspace clustering by utilizing the subspace structure as a prior.
Notations. In this chapter, the following notations will be used. We denote matrices by
boldface capital letters, e.g., A, vectors by boldface lowercase letters, e.g., a, and scalars by
lowercase letters, e.g., a. We denote aij or Aij as the (i, j)-th entry of A. The matrix columns
and rows are denoted by using [·] with subscripts, e.g., [A]i,: is the i-th row, and [A]:,j is the
j-th column. The absolute matrix of A, denoted by |A|, is the absolute value of the elements
of A. We denote diag(A) as a vector with its i-th element being the i-th diagonal element
of A ∈ Rn×n, and Diag(a) as a diagonal matrix with its i-th element on the diagonal being
ai. The all one vector is denoted as 1. The identity matrix is denoted as I. If A is positive
semi-definite, we denote A  0. For symmetric matrices A,B ∈ Rn×n, we denote A  B
or B  A if B −A  0. If all the elements of A are nonnegative, we denote A ≥ 0. The
trace of a square matrix A is denoted as Tr(A). We define [A]+ = max(0,A) which gives
the nonnegative part of the matrix.
Some norms will be used, e.g., `0-norm ‖A‖0 (number of nonzero elements), `1-norm
‖A‖1 =
∑







j ‖[A]:,j‖, `1,2-norm ‖A‖1,2 =
∑
i ‖[A]i,:‖, spectral norm ‖A‖2 (largest sin-
gular value), `∞-norm ‖A‖∞ = maxij |aij | and nuclear norm ‖A‖∗ (sum of all singular
values).
3.1.1 Related Work
Due to the numerous applications in computer vision and image processing, during the past
two decades, subspace clustering has been extensively studied and many algorithms have been
proposed to tackle this problem. According to their mechanisms of representing the subspaces,
existing works can be roughly divided into four main categories: mixture of Gaussian, matrix
factorization, algebraic, and spectral-type methods. The mixture of Gaussian based methods
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model the data points as independent samples drawn from a mixture of Gaussian distributions.
So subspace clustering is converted to the model estimation problem and the estimation can
be performed by using the Expectation Maximization (EM) algorithm. Representative meth-
ods are K-plane [71] and Q-flat [72]. The limitations are that they are sensitive to errors and
the initialization due to the optimization mechanism. The matrix factorization based method-
s, e.g., [3, 73], tend to reveal the data segmentation based on the factorization of the given
data matrix. They are sensitive to data noise and outliers. Generalized Principal Component
Analysis (GPCA) [74] is a representative algebraic method for subspace clustering. It fits the
data points with a polynomial. However, this is generally difficult due to the data noise and
its cost is high especially for high-dimensional data. Due to the simplicity and outstanding
performance, the spectral-type methods attract more attention in recent years. We give a more
detailed review of this type of methods as follows.
The spectral-type methods use the spectral clustering algorithm [70] as the framework.
They first learn an affinity matrix to find the low-dimensional embedding of data and then
k-means is applied to achieve the final clustering result. The main difference among different
spectral-type methods lies in the different ways of affinity matrix construction. The entries
of the affinity matrix (or graph) measure the similarities of the data point pairs. Ideally, if
the affinity matrix is block diagonal, i.e., the between-cluster affinities are all zeros, one may
achieve perfect data clustering by using spectral clustering. The way of affinity matrix con-
struction by using the typical Gaussian kernel, or other local information based methods, e.g.,
Local Subspace Affinity (LSA) [75], may not be a good choice for subspace clustering since
the data points in a union of subspaces may be distributed arbitrarily but not necessarily lo-
cally. Instead, a large body of affinity matrix construction methods for subspace clustering by
using global information have been proposed in recent years, e.g., [16, 17, 18, 19, 20, 76, 21].
The main difference among them lies in the used regularization for learning the representation
coefficient matrix.
Assume that we are given the data matrix X ∈ RD×n, where each column of X belongs to
a union of k subspaces {S}ki=1. Each subspace i contains ni data samples with
∑k
i=1 ni = n.
Let Xi ∈ RD×ni denote the submatrix in X that belongs to Si. Without loss of generality,
let X = [X1,X2, · · · ,Xk] be ordered according to their subspace membership. We discuss
the case that the sampled data are noise free. By taking advantage of the subspace structure,
the sampled data points obey the so called self-expressiveness property, i.e., each data point
25
in a union of subspaces can be well represented by a linear combination of other points in the
dataset. This can be formulated as
X = XZ, (3.1)
where Z ∈ Rn×n is the representation coefficient matrix. The choice of Z is usually not unique
and the goal is to find certain Z such that it is discriminative for subspace clustering. In the
ideal case, we are looking for a linear representation Z such that each sample is represented
as a linear combination of samples belonging to the same subspace, i.e., Xi = XiZi, where




Z1 0 · · · 0





0 0 · · · Zk

, Zi ∈ Rni×ni . (3.2)
So the above Z reveals the true membership of data X. If we apply spectral clustering on the
affinity matrix defined as (|Z| + |Z>|)/2, then we may get correct clustering. So the block
diagonal matrix plays a central role in the analysis of subspace clustering, though there has no
“ground-truth” Z (or it is not necessary). We formally give the following definition.
Definition 3.1. (Block Diagonal Property (BDP)) Given the data matrix X = [X1,X2, · · · ,Xk]
drawn from a union of k subspaces {Si}ki=1, we say that Z obeys the Block Diagonal Property
Property if Z is k-block diagonal as in (3.2), where the nonzero entries Zi correspond to only
Xi.
Note that the concepts of the k-block diagonal matrix and block diagonal property have
some connections and differences. The block diagonal property is specific for subspace clus-
tering problem but k-block diagonal matrix is not. A matrix obeying the block diagonal prop-
erty is k-block diagonal, but not vice versa. The block diagonal property further requires that
each block corresponds one-to-one with each subject of data.
Problem (3.1) may have many feasible solutions and thus the regularization is necessary
to produce the block diagonal solution. Motivated by the observation that the block diagonal
solution in (3.2) is sparse, the Sparse Subspace Clustering (SSC) [16] finds a sparse Z by `0-
1In this work, we say that a matrix is k-block diagonal if it has at least k connected components (blocks). The
block diagonalty is up to a permutation, i.e., if Z is k-block diagonal, then P>ZP is still k-block diagonal for any
permutation matrix P. See also the discussions in Section 3.3.1.
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Table 3.1. A summary of existing spectral-type subspace clustering methods based on
different choices of f and Ω.
Methods f(Z,X) Ω
SSC [16] ‖Z‖1 {Z|diag(Z) = 0}
LRR [17] ‖Z‖∗ -






LSR [18] ‖Z‖2 -
CASS [19]
∑
j ‖XDiag([Z]:,j)‖∗ {Z|diag(Z) = 0}
1Ω is not specified if there has no restriction on Z.
norm minimizing. However, this leads to an NP-hard problem and the `1-norm is used as the
convex surrogate of `0-norm. This leads to the following convex program
min
Z
‖Z‖1 , s.t. X = XZ, diag(Z) = 0. (3.3)
It is proved that the optimal solution Z by SSC satisfies the block diagonal property when the
subspaces are independent.
Definition 3.2. (Independent subspaces) A collection of subspaces {Si}ki=1 is said to be in-
dependent if dim(⊕ni=1Si) =
∑n
i=1 dim(Si), where ⊕ denotes the direct sum operator.
Another important spectral-type method is Low-Rank Representation (LRR) [17]. It seeks
a low-rank coefficient matrix by nuclear norm minimization
min
Z
‖Z‖∗ , s.t. X = XZ. (3.4)
The above problem has a unique closed form solution Z = VV>, where V is from the skinny
SVD of X = USV>. This matrix, termed Shape Interaction Matrix (SIM) [3], has been
widely used for subspace segmentation. It also enjoys the block diagonal property when the
subspaces are independent [17].
Beyond SSC and LRR, many other subspace clustering methods, e.g., [20, 21, 18, 19],
have been proposed and they all fall into the following formulation
min f(Z,X), s.t. X = XZ,Z ∈ Ω, (3.5)
where Ω is some matrix set. The main difference lies in the choice of the regularizer or objec-
tive. For example, the Multi-Subspace Representation (MSR) [21] combines the idea of SSC
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and LRR, while the Least Squares Regression (LSR) [18] simply uses ‖Z‖2 and it is efficient
due to a closed form solution. See Table 3.1 for a summary of existing spectral-type methods.
An important common property for the methods in Table 3.1 is that their solutions all obey the
block diagonal property under certain subspace assumption (all require independent subspaces
assumption except SSQP [20] that requires orthogonal subspaces assumption). Their proofs
use specific properties of their objectives.
Beyond the independent subspaces assumption, some other subspaces assumptions are
proposed to analyze the block diagonal property in different settings [77, 16, 78, 79, 80].
However, the block diagonal property of Z does not guarantee the correct clustering, since each
block may not be fully connected. For example, the work [16] shows that the block diagonal
property holds for SSC when the subspaces are disjoint and the angles between subspace pairs
are large enough. Such an assumption is weaker than the independent subspaces assumption,
but the price is that SSC suffers from the so-called “graph connectivity” issue [81]. This
issue is also related to the correlation of the columns of the data matrix [18]. As will be seen
in Theorem 3.3 given later, the `1-minimization in SSC makes not only the between-cluster
connections sparse, but also the inner-cluster connections sparse. In this case, the clustering
results obtained by spectral clustering may not be correct. Nevertheless, the block diagonal
property is the condition that verifies the design intuition of the spectral-type methods. If
the obtained coefficient matrix Z obeys the block diagonal property and each block is fully
connected (Z is not “too sparse”), then we immediately get the correct clustering.
The block diagonal property of the solutions by different methods in Table 3.1 is common
under certain subspace assumptions. However, in real applications, due to the data noise or
corruptions, the required assumptions usually do not hold and thus the block diagonal property
is violated. By taking advantage of the k-block diagonal structure as a prior, the work [82]
considers SSC and LRR with an additional hard Laplacian constraint, which enforces Z to be
k-block diagonal with exact k connected blocks. Though such a k-block diagonal solution may
not obey the block diagonal property without additional subspace assumption, it is verified to
be effective in improving the clustering performance of SSC and LRR in some applications.
Due to the nonconvexity, this model suffers from some issues: the used stochastic sub-gradient
descent solver may not be stable; and the theoretical convergence guarantee is relatively weak
due to the required assumptions on the data matrix.
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3.1.2 Contributions
In this work, we focus on the most recent spectral-type subspace clustering methods due to
their simplicity and effectiveness. From the above review, it can be seen that the key difference
between different spectral-type subspace clustering methods (as given in Table 3.1) is the used
regularizer on the representation matrix Z. Their motivations for the design intuition may be
quite different, but all have the common property that their solutions obey the block diagonal
property under certain subspace assumption. However, their proofs of such a property are
given case by case by using specific properties of the models. Moreover, existing methods
in Table 3.1 are indirect as their regularizers are not induced by the block diagonal matrix
structure. The method in [82] that enforces the solution to be k-block diagonal with exact k
connected blocks by a hard constraint is a direct method. But such a constraint may be too
restrictive since the k-block diagonal matrix is not necessary for correct clustering when using
spectral clustering. A soft regularizer instead of the hard constraint may be more flexible.
Motivated by these observations, we raise several interesting questions:
1. Consider the general model (3.5), what kind of objective f guarantees that the solutions
obey the block diagonal property?
2. Is it possible to give a unified proof of the block diagonal property by using common
properties of the objective f?
3. How to design a soft block diagonal regularizer which encourages a matrix to be or close
to be k-block diagonal? When applying it to subspace clustering, how to solve the block
diagonal regularized problem efficiently with the convergence guarantee?
We aim to address the above questions and in particular we make the following contribu-
tions2:
1. We propose the Enforced Block Diagonal (EBD) conditions and prove in a unified manner
that if the objective function in (3.5) satisfies the EBD conditions, the solutions to (3.5)
obey the block diagonal property when the subspaces are independent. We show that the
EBD conditions are not restrictive and a large family of norms and their combinations
satisfy these conditions. The block diagonal property of existing methods in Table 3.1 falls
into our special case.
2Part of this work is extended from our conference paper [18].
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Fig. 3.1. Illustrations of three interesting structures of matrix: sparse, low-rank and block diagonal
matrices. The first two are extensively studied before. This work focuses on the pursuit of block
diagonal matrix.
2. We propose a k-block diagonal regularizer which encourages a nonnegative symmetric
matrix to be k-block diagonal. Beyond the sparsity and low-rankness, we would like to
emphasize that the block diagonal matrix is another interesting structure and our proposed
block diagonal regularizer is the first soft regularizer for pursuing such a structure. The reg-
ularizer plays a similar role as the `0- or `1-norm for pursuing sparsity and the rank function
or nuclear norm for pursuing low-rankness. See Figure 3.1 for intuitive illustrations of the
three structured matrices.
3. We propose the Block Diagonal Representation (BDR) method for subspace clustering
by using the block diagonal regularizer. Compared with the regularizers used in existing
methods, BDR is more direct as it uses the block diagonal structure prior. A disadvantage
of the BDR model is that it is nonconvex due to the block diagonal regularizer. We solve
it by an alternating minimization method and prove the convergence without restrictive
assumptions. Experimental analysis on several real datasets demonstrates the effectiveness
of our approach.
3.2 Theory of Block Diagonal Property
In this section, considering problem (3.5), we develop the unified theory for pursuing solutions
which obey the block diagonal property. We first give an important property of the feasible
solution to (3.5). This will lead to our EBD conditions.
Theorem 3.1. Consider a collection of data points drawn from k independent subspaces
{Si}ki=1 of dimensions {di}ki=1. Let X = [X1, · · · ,Xk] ∈ RD×n, where Xi ∈ RD×ni denotes
the data point drawn from Si, rank(Xi) = di and
∑k
i=1 ni = n. For any feasible solution
Z∗ ∈ Rn×n to the following system
X = XZ, (3.6)
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decompose it into two parts, i.e., Z∗ = ZB + ZC , where
ZB =

Z∗1 0 · · · 0









0 ∗ · · · ∗





∗ ∗ · · · 0

, (3.7)
with Z∗i ∈ Rni×ni corresponding to Xi. Then, we have XZB = X, or equivalently XiZ∗i =
Xi, i = 1, · · · , k, and XZC = 0.
Theorem 3.1 gives the property of the representation matrix Z∗ under the independent
subspaces assumption. The result shows that, to represent a data point [X]:,j in Sl, only the
data points Xl from the same subspace Sl have the real contributions, i.e., X = XZB , while
the total contribution of all the data points from other subspaces⊕i 6=lSi is zero, i.e., XZC = 0.
So Theorem 3.1 characterizes the underlying representation contributions of all data points.
However, such contributions are not explicitly reflected by the representation matrix Z∗ since
the decomposition Z∗ = ZB + ZC is unknown when ZC 6= 0. In this case, the solution
Z∗ to (3.6) does not necessarily obey the block diagonal property, and thus it does not imply
the true clustering membership of data. To address this issue, it is natural to consider some
regularization on the feasible solution set of (3.6) to make sure that ZC = 0. Then Z∗ = ZB
obeys the block diagonal property. Previous works show that many regularizers, e.g., the `1-
norm and many others shown in Table 3.1, can achieve this end. Now the questions is, what
kind of functions leads to a similar effect? Motivated by Theorem 3.1, we give a family of
such functions as below.
Definition 3.3. (Enforced Block Diagonal (EBD) conditions) Given any function f(Z,X)
defined on (Ω,∆), where Ω is a set consisting of some square matrices and ∆ is a set con-
sisting of matrices with nonzero columns. For any Z =
Z1 Z3
Z4 Z2
 ∈ Ω, Z 6= 0, Z1,




 ∈ Ω. Assume that all the matrices are of compatible dimensions. The
EBD conditions for f are
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(1) f(Z,X) = f(P>ZP,XP), for any permutation matrix P, P>ZP ∈ Ω.
(2) f(Z,X) ≥ f(ZB,X), where the equality holds if and only if Z = ZB (or Z3 = Z4 =
0).
(3) f(ZB,X) = f(Z1,X1) + f(Z2,X2).
We have the following remarks for the EBD conditions:
1. The EBD condition (1) is a basic requirement for subspace clustering. It guarantees that
the clustering result is invariant to any permutation of the columns of the input data matrix
X. Though we assume that X = [X1,X2, · · · ,Xk] is ordered according to the true mem-
bership for the simplicity of discussion, the input matrix in problem (3.5) can be Xˆ = XP,
where P can be any permutation matrix which reorders the columns of X. Let Z be feasible
to X = XZ. Then Zˆ = P>ZP is feasible to Xˆ = XˆZˆ. The EBD condition (1) guarantees
that f(Z,X) = f(Zˆ, Xˆ). Thus, Zˆ is equivalent to Z up to any reordering of the input data
matrix X. This is necessary for data clustering.
2. The EBD condition (2) is the key which enforces the solutions to (3.5) to be block diagonal
under certain subspace assumption. From Theorem 3.1, we have X = XZ = XZB . So
the EBD condition (2) guarantees that Z = ZB when minimizing the objective. This will
be more clear from the proof of Theorem 3.3.
3. The EBD condition (3) is actually not necessary to enforce the solutions to (3.5) to be block
diagonal. But through the lens of this condition, we will see the connection between the
structure of each block of the block diagonal solutions and the used objective f . Also, we
find that many objectives in existing methods satisfy this condition.
The EBD conditions are not restrictive. Before giving the examples, we provide some
useful properties discussing different types of functions that satisfy the EBD conditions.
Proposition 3.1. If f satisfies the EBD conditions (1)-(3) on (Ω,∆), then it does on (Ω1,∆),
where Ω1 ⊂ Ω and Ω1 6= ∅.
Proposition 3.2. Assume that f(Z,X) =
∑
ij gij(zij), where gij is a function defined on Ωij ,
and it satisfies that gij(zij) ≥ 0, gij(zij) = 0 if and only if zij = 0. Then f satisfies the EBD
conditions (1)-(3) on (Ω,RD×n), where Ω = {Z|zij ∈ Ωij}.
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Proposition 3.3. Assume that f(Z,X) =
∑
j gj([Z]:,j ,X), where gj is a function defined on
(Ωj ,∆). Assume that X = [X1,X2], w = [w1; w2] ∈ Ωj , wB = [w1; 0] ∈ Ωj , and their
dimensions are compatible. If gj satisfies the following conditions:
(1) gj(w,X) = gj(P>w,XP), for any permutation matrix P, P>w ∈ Ωj ,
(2) gj(w,X) ≥ gj(wB,X), where the equality holds if and only if w = wB ,
(3) gj(wB,X) = gj(w1,X1),
then f satisfies the EBD conditions (1)-(3) on (Ω,∆), where Ω = {Z|[Z]:,j ∈ Ωj}.
Proposition 3.4. Assume that f(Z,X) =
∑
i gi([Z]i,:,X), where gi is a function defined on
(Ωi,∆). Assume that X = [X1,X2], w> = [w1; w2]> ∈ Ωi, (wB)> = [w1, 0]> ∈ Ωi, and
their dimensions are compatible. If gi satisfies the following conditions:
(1) gi(w>,X) = gi(w>P,XP), for any permutation matrix P, w>P ∈ Ωi,
(2) gi(w>,X) ≥ gi((wB)>,X), where the equality holds if and only if w = wB ,
(3) gi((wB)>,X) = gi(w>1 ,X1),
then f satisfies the EBD conditions (1)-(3) on (Ω,∆), where Ω = {Z|[Z]i,: ∈ Ωi}.
Proposition 3.5. If fi satisfies the EBD conditions (1)-(3) on (Ωi,∆), i = 1, · · · ,m, then∑m
i λifi (for positive λi) also satisfies the EBD conditions (1)-(3) on (Ω,∆) when Ω =
∩mi=1Ωi and Ω 6= ∅.
Proposition 3.6. Assume that f1 satisfies the EBD conditions (1)-(3) on (Ω1,∆), f2 satisfies
the EBD conditions (1)(3) on (Ω2,∆) and f2(Z,X) ≥ f2(ZB,X), where Z, ZB and X are
the same as those in Definition 3.3. Then, f1 + f2 satisfies the EBD conditions (1)-(3) on
(Ω,∆) when Ω = Ω1 ∩ Ω2 and Ω 6= ∅.
Theorem 3.2. Some functions of interest which satisfy the EBD conditions (1)-(3) are shown
in Table 3.2.
Theorem 3.2 gives some functions of interest which satisfy the EBD conditions. They can
be verified by using Propositions 3.2-3.6. An intuitive verification is discussed as follows and
the detailed proofs can be found in the appendix.
1. Proposition 3.2 verifies the EBD conditions of functions which are separable w.r.t. each
element of a matrix, e.g., ‖Z‖0, ‖Z‖1, ‖Z‖2 and
∑
ij λij |zij |pij .
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Table 3.2. Some functions of interest which satisfy the EBD conditions (1)-(3).
Function f(Z,X) (Ω,∆)
`0- and `1-norm ‖Z‖0 and ‖Z‖1 -
square of ‖Z‖2 -
Frobenius norm






Ω = {Z|Z ≥ 0}








ij λij |zij |pij -
1Ω (resp. ∆) is not specified if there has no restriction on Z (resp. X).
2For the parameters, λ > 0, λij > 0, pij ≥ 0.
2. Proposition 3.3 verifies the EBD conditions of functions which are separable w.r.t. each
column of a matrix, e.g., ‖Z‖2,1 and
∑
i ‖XDiag([Z]:,i)‖∗.
3. Proposition 3.4 verifies the EBD conditions of functions which are separable w.r.t. each
row of a matrix, e.g., ‖Z‖1,2.
4. Proposition 3.5 shows that the function which is a positive linear combination of functions
that satisfy the EBD conditions still satisfies the EBD conditions, e.g., ‖Z‖1 + λ ‖Z‖2




λ6 ‖Z‖∗ + λ7
∑
i ‖XDiag([Z]:,i)‖∗, where λi > 0. So Proposition 3.5 enlarges the family
of such type of functions and shows that the EBD conditions are not restrictive.
5. Proposition 3.6 shows that f1 +f2 satisfies the EBD conditions (1)-(3) when f1 satisfies the
EBD conditions (1)-(3) and f2 satisfies the EBD conditions (1)(3) and the first part of EBD
condition (2). An example is ‖Z‖1 + λ ‖Z‖∗. See more discussions about ‖Z‖∗ below.
There are also some interesting norms which do not satisfy the EBD conditions. For
example, considering the infinity norm ‖Z‖∞, the EBD condition (1) holds while the other
two do not. The nuclear norm ‖Z‖∗ satisfies the EBD condition (1)(3). But for the EBD














= ‖Z1‖∗ + ‖Z2‖∗ .
But the equality may hold when Z3 6= 0 and Z4 6= 0. A counterexample is that, when both
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Z and ZB are positive semidefinite, ‖Z‖∗ =
∑




B) =∥∥ZB∥∥∗, where λi(Z)’s denote the eigenvalues of Z. As will be seen in the proof of Theorem
3.3, this issue makes the proof of the block diagonal property of LRR which uses the nuclear
norm different from others. We instead use the uniqueness of the LRR solution to (3.4) to fix
this issue.
Theorem 3.3. Consider a collection of data points drawn from k independent subspaces
{Si}ki=1 of dimensions {di}ki=1. Let Xi ∈ RD×ni denote the data points in Si, rank(Xi) = di
and
∑k
i=1 ni = n. Let X = [X1, · · · ,Xk] ∈ ∆, where ∆ is a set consisting of matrices with
nonzero columns. Considering problem (3.5), assume that {Z|X = XZ}∩Ω is nonempty and
let Z∗ be any optimal solution. If one of the following cases holds,
Case I: f satisfies the EBD condition (1)-(2) on (Ω,∆),
Case II: f satisfies the EBD condition (1) on (Ω,∆) and Z∗ is the unique solution,
then Z∗ satisfies the block diagonal property, i.e.,
Z∗ =

Z∗1 0 · · · 0





0 0 · · · Z∗k

, (3.8)
with Z∗i ∈ Rni×ni corresponding to Xi. Furthermore, if f satisfies the EBD conditions (1)-(3),
then each block Z∗i in (3.8) is optimal to the following problem:
min
W
f(W,Xi) s.t. Xi = XiW,W ∈ Ω. (3.9)
We have the following remarks for Theorem 3.3:
1. Theorem 3.3 gives a general guarantee of the block diagonal property for the solutions
to (3.5) based on the EBD conditions. By Theorem 3.2, the block diagonal properties of
existing methods (except LRR) in Table 3.1 are special cases of Theorem 3.3 (Case I). Note
that some existing models, e.g., SSC, have a constraint diag(Z) = 0. This does not affect
the EBD conditions due to Proposition 3.1. Actually, additional proper constraints can be
introduced in (3.5) if necessary and the block diagonal property still holds.
2. The nuclear norm used in LRR does not satisfy the EBD condition (2). Fortunately, the
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LRR model (3.4) has a unique solution [83]. Thus the block diagonal property of LRR is
another special case of Theorem 3.3 (Case II). If we choose Ω = {Z|X = XZ}, then the
nuclear norm satisfies the EBD conditions (1)(2) on (Ω,Rd×n) due to the uniqueness of
LRR. So, in some cases, the Case II can be regarded as a special case of Case I in Theorem
3.
3. The SSQP method [20] achieves the solution obeying the block diagonal property under
the orthogonal subspace assumption. However, the EBD conditions and Theorem 3.3 show
that the weaker independent subspace assumption is enough. Actually, if the subspaces are
orthogonal, X>X already obeys the block diagonal property.
4. Theorem 3.3 not only provides the block diagonal property guarantee of Z∗ (there are no
connections between-subspaces), but also shows what property each block has (the property
of the connections within-subspace). Let us take the SSC model as an example. The i-th
block Z∗i of Z
∗, which is optimal to (3.3), is the minimizer to
Z∗i = arg min
W
‖W‖1 s.t. Xi = XiW, diag(W) = 0.
So SSC not only finds a sparse representation between-subspaces but also within-subspace.
Hence, each Z∗i may be too sparse (not fully connected) especially when the columns of
Xi are highly correlated. This perspective provides an intuitive interpretation of the graph
connectivity issue in SSC.
5. Theorem 3.3 not only provides a good summary of existing methods, but also provides the
general motivation for designing new subspace clustering methods as the EBD conditions
are easy to verify by using Proposition 3.1-3.6.
3.3 Subspace Clustering by Block Diagonal Representation
Theorem 3.3 shows that it is not difficult to find a solution obeying the block diagonal property
under the independent subspaces assumption as the EBD conditions are not restrictive. Usual-
ly, the solution is far from being k-block diagonal since the independent subspaces assumption
does not hold due to data noise. The more direct method [82] enforces the representation co-
efficient matrix to be k-block diagonal with exact k connected blocks. However, in practice,
the k-block diagonal affinity matrix is not necessary for correct clustering when using spectral
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clustering. Similar phenomenons are observed in the pursuits of sparsity and low-rankness.
The sparsity (or low-rankness) is widely used as a prior in many applications, but the exact
sparsity (or rank) is not (necessarily) known. So the `1-norm (or nuclear norm) is very wide-
ly as a regularizer to encourage the solution to be sparse (or low-rank). Now, considering
the k-block diagonal matrix, which is another interesting structure, what is the corresponding
regularizer?
In this section, we will propose a simple block diagonal regularizer for pursuing such an
interesting structure. By using this regularizer, we then propose a direct subspace clustering
subspace method, termed Block Diagonal Representation (BDR). We will also propose an
efficient solver and provide the convergence guarantee.
3.3.1 Block Diagonal Regularizer
In this work, we say that a matrix is k-block diagonal if it has at least k connected components











is fully connected. We can say that B is 3-block diagonal (this is what we expect intuitively).
But by the definition, we can also say that it is 1- or 2-block diagonal. Thus, we need a more
precise way to characterize the number of connected components.
Assume that B is an affinity matrix, i.e., B ≥ 0 and B = B>, the corresponding Laplacian
matrix, denoted as LB, is defined as
LB = Diag(B1)−B.
The number of connected components of B is related to the spectral property of the Laplacian
matrix.
Theorem 3.4. [84, Proposition 4] For any B ≥ 0, B = B>, the multiplicity k of the eigenval-
ue 0 of the corresponding Laplacian matrix LB equals the number of connected components
(blocks) in B.
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For any affinity matrix B ∈ Rn×n, let λi(LB), i = 1, · · · , n, be the eigenvalues of LB
in the decreasing order. It is known that LB  0 and thus λi(LB) ≥ 0 for all i. Then, by
Theorem 3.4, B has k connected components if and only if
λi(LB)

> 0, i = 1, · · · , n− k,
= 0, i = n− k + 1, · · · , n.
(3.11)
Motivated by such a property, we define the k-block diagonal regularizer as follows.
Definition 3.4. (k-block diagonal regularizer) For any affinity matrix B ∈ Rn×n, the k-block





It can be seen that ‖B‖ k = 0 is equivalent to the fact that the affinity matrix B is k-block
diagonal. So ‖B‖ k can be regarded as the block diagonal matrix structure induced regularizer.
It is worth mentioning that (3.11) is equivalent to rank(LB) = n − k. One may consider
using rank(LB) as the k-block diagonal regularizer. However, this is not a good choice. The
reason is that the number of data points n is usually much larger than the number of clusters
k and thus LB is of high rank. It is generally unreasonable to find a high rank matrix by
minimizing rank(LB). More importantly, it is not able to control the targeted number of
blocks, which is important in subspace clustering. Another choice is the convex relaxation
‖LB‖∗, but it suffers from the same issues.
It is interesting that the sparse minimization in the SSC model (3.3) is equivalent to mini-
mizing ‖LB‖∗. Indeed,
‖LB‖∗ = Tr(LB) = Tr(Diag(B1)−B) = ‖B‖1 − ‖diag(B)‖1 ,




‖LB‖∗ , s.t.X = XZ, diag(Z) = 0, B = (|Z|+ |Z>|)/2.
This perspective shows that the approximation of the block diagonal matrix by using sparse
prior in SSC is loose. In contrast, our proposed k-block diagonal regularizer (3.12) not only
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directly encourages the matrix to be block diagonal, but is also able to control the number of
blocks, which is important for subspace clustering. A disadvantage is that the k-block diagonal
regularizer is nonconvex.
3.3.2 Block Diagonal Representation
With the proposed k-block diagonal regularizer at hand, we now propose the Block Diagonal
Representation (BDR) method for subspace clustering. We directly consider the BDR model





‖X−XB‖2 + γ ‖B‖ k , s.t. diag(B) = 0,B ≥ 0,B = B>,
where γ > 0 and we simply require the representation matrix B to be nonnegative and sym-
metric, which are necessary properties for defining the block diagonal regularizer on B. But
the restrictions on B will limit its representation capability. We alleviate this issue by intro-







‖Z−B‖2 + γ ‖B‖ k ,
s.t. diag(B) = 0,B ≥ 0,B = B>.
(3.13)
The above two models are equivalent when λ > 0 is sufficiently large. As will be seen in
Section 3.3.3, another benefit of the term λ2‖Z−B‖2 is that it makes the subproblems involved
in updating Z and B strongly convex and thus the solutions are unique and stable. This also
makes the convergence analysis easy.
Example 1. We give an intuitive example to illustrate the effectiveness of BDR. We gen-
erate a data matrix X = [X1,X2, · · · ,Xk] with its columns sampled from k subspaces with-
out noise. We generate k = 5 subspaces {Si}ki=1 whose bases {Ui}ki=1 are computed by
Ui+1 = TUi, 1 ≤ i ≤ k, where T is a random rotation matrix and U1 ∈ RD×r is a random
orthogonal matrix. We set D = 30 and r = 5. For each subpace, we sample ni = 50 data
vectors by Xi = UiQi, 1 ≤ i ≤ k, with Qi being an r × ni i.i.d. N (0, 1) matrix. So we
have X ∈ RD×n, where n = 250. Each column of X is normalized to have a unit length. We
then solve (3.13) to achieve Z and B (we set λ = 10 and γ = 3). Note that the generated
data matrix X is noise free. So we also compute the shape interaction matrix VV> (here V is
from the skinny SVD of X = USV>), which is the solution to the LRR model (3.4), for com-
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(a) VV> (b) binarized VV> (c) Z (d) binarized Z
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Fig. 3.2. Plots of the shape interaction matrix VV>, Z and B from BDR and their binarized versions
respectively for Example 1.
parison. We plot VV>, Z and B and their binarized versions in Figure 3.2. The binarization
Zˆ of a matrix Z is defined as
Zˆij =

0, if |Zij | <= τ,
1, otherwise,
where we use τ = 10−3. From Figure 3.2, it can be seen that both VV> and its binarized
version are very dense and neither of them obeys the block diagonal property. This implies
that the generated subspaces are not independent, though the sampled data points are noise
free. In contrast, the obtained B by our BDR and its binarized version are not only k-block
diagonal but they also obey the block diagonal property (this observation does not depend on
the choice of the binarization parameter τ ). This experiment clearly shows the effectiveness of
the proposed k-block diagonal regularizer for pursuing a solution obeying the block diagonal
property in the case that the independent subspaces assumption is violated. Moreover, we
observe that Z is close to but denser than B. From the binarized version, we see that Z is
not a k-block diagonal matrix. However, when applying the spectral clustering algorithm on
Z and B, we find that both lead to correct clustering while VV> does not. This shows the
robustness of spectral clustering to the affinity matrix which is not but “close to” k-block
diagonal. When γ is relatively smaller, we observe that B may not be k-block diagonal, but it
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Algorithm 2 Solve (3.14) by Alternating Minimization
Initialize: k = 0, Wk = 0, Zk = 0, Bk = 0.
while not converged do
1. Compute Wk+1 by solving (3.15);
2. Compute Zk+1 by solving (3.16);
3. Compute Bk+1 by solving (3.17);
4. k = k + 1.
end while
still leads to correct clustering. This shows that, for the subspace clustering problem, the soft
block diagonal regularizer is more flexible than the hard constraint in [82].
3.3.3 Optimization of BDR
We show how to solve the nonconvex problem (3.13). The key challenge lies in the nonconvex
term ‖B‖ k . We introduce an interesting property about the sum of eigenvalues by Ky Fan to
reformulate ‖B‖ k .





〈L,W〉, s.t. 0 W  I, Tr(W) = k.
Then, we can reformulate ‖B‖ k as a convex program
‖B‖ k = min
W
〈LB,W〉, s.t. 0 W  I, Tr(W) = k.








s.t. diag(B) = 0,B ≥ 0,B = B>, 0 W  I,Tr(W) = k.
(3.14)
There are 3 blocks of variables in problem (3.14). We observe that W is independent from Z,
thus we can group them as a super block {W,Z} and treat {B} as the other block. Then (3.14)
can be solved by alternating updating {W,Z} and {B}.
41
First, fix B = Bk, and update {Wk+1,Zk+1} by







s.t. 0 W  I,Tr(W) = k.
This is equivalent to updating Wk+1 and Zk+1 separably by
Wk+1 = arg min
W









Second, fix W = Wk+1 and Z = Zk+1, and update B by





s.t. diag(B) = 0,B ≥ 0,B = B>. (3.17)
Note that the above three subproblems are convex and have closed form solutions. For (3.15),
Wk+1 = UU>, where U ∈ Rn×k consist of k eigenvectors associated with the k smallest
eigenvalues of Diag(B1)−B. For (3.16), it is obvious that
Zk+1 = (X>X + λI)−1(X>X + λB). (3.18)
For (3.17), it is equivalent to








s.t. diag(B) = 0,B ≥ 0,B = B>.
(3.19)
This problem has a closed form solution given as follows.






‖B−A‖2, s.t. diag(B) = 0,B ≥ 0,B = B>, (3.20)
42






The whole procedure of the alternating minimization solver for (3.14) is given in Algo-
rithm 2. We denote the objective of (3.14) as f(Z,B,W). Let S1 = {B|diag(B) = 0,B ≥
0,B = B>} and S2 = {W|0 W  I,Tr(W) = k}. Denote the indicator functions of S1
and S2 as ιS1(B) and ιS2(W), respectively. We give the convergence guarantee of Algorithm
2 for nonconvex BDR problem.
Proposition 3.8. The sequence {Wk,Zk,Bk} generated by Algorithm 2 has the following
properties:
(1) The objective f(Zk,Bk,Wk)+ιS1(B
k)+ιS2(W




≤f(Zk,Bk,Wk) + ιS1(Bk) + ιS2(Wk)−
λ
2
∥∥∥Zk+1 − Zk∥∥∥2 − λ
2
∥∥∥Bk+1 −Bk∥∥∥2 ;
(2) Zk+1 − Zk → 0, Bk+1 −Bk → 0 and Wk+1 −Wk → 0;
(3) The sequences {Zk}, {Bk} and {Wk} are bounded.
Theorem 3.6. The sequence {Wk,Zk,Bk} generated by Algorithm 2 has at least one limit
point and any limit point (Z∗,B∗,W∗) of {Zk,Bk,Wk} is a stationary point of (3.14).
Please refer to the appendix for the proof of the above theorem. Generally, our proposed
solver in Algorithm 2 for the nonconvex BDR model is simple. The convergence guarantee in
Theorem 3.6 for Algorithm 2 is practical as there have no unverifiable assumptions.
3.3.4 Subspace Clustering Algorithm
We give the procedure of BDR for subspace clustering as previous works [16, 17, 18]. Given
the data matrix X, we obtain the representation matrix Z and B by solving the proposed BDR
problem (3.13) by Algorithm 2. Both of them can be used to infer the data clustering. The
affinity matrix can be defined as W = (|Z|+ |Z>|)/2 or W = (|B|+ |B>|)/2, and then the
traditional spectral clustering [70] is applied on W to group the data points into k groups. As
will be seen in the experiments, the clustering performance on Z and B is comparable.
It is worth mentioning that our BDR requires to know the number of subspaces k when
computing the affinity matrix and using the spectral clustering to achieve the final result. Such
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a requirement is necessary for all the spectral-type subspace clustering methods, e.g., [16, 17,
18], though it is only used in the spectral clustering step. If the number of subspaces is not
known, some other techniques can be used for the estimation, e.g., [17, 86]. This work only
focuses on the case that the number of subspaces is known.
3.4 Experiments
In this section, we conduct several experiments on real datasets to demonstrate the effective-
ness of our BDR. The compared methods include SCC [87], SSC [16], LRR [17], LSR [18],
S3C [88], BDR-B (our BDR model by using B) and BDR-Z (our BDR model by using Z).
For the existing methods, we use the codes released by the authors. We test on three datasets:
Hopkins 155 database [89] for motion segmentation, Extended Yale B [90] for face clustering
and MNIST [5] for handwritten digit clustering. For all the compared methods, we tune the
parameters (for some methods, we use the parameters which are given in their codes for some
datasets) and use the ones which achieve the best results in most cases for each dataset. Note
that BDR-B and BDR-Z use the same parameters3.
For the performance evaluation, we use the usual clustering error defined as follows





where pi and qi represent the output label and the ground truth one of the i-th point respective-
ly, δ(x, y) = 1 if x = y, and δ(x, y) = 0 otherwise, and map(qi) is the best mapping function
that permutes clustering labels to match the ground truth labels.
3.4.1 Motion Segmentation
We consider the application of subspace clustering for motion segmentation. It refers to the
problem of segmenting a video sequence with multiple rigidly moving objects into multiple
spatiotemporal regions that correspond to the different motions in the scene. The coordinates
of the points in trajectories of one moving object form a low dimensional subspace. Thus,
the motion segmentation problem can be solved via performing subspace clustering on the
trajectory spatial coordinates. We test on the widely used Hopkins 155 database [89]. It
consists of 155 video sequences, where 120 of the videos have two motions and 35 of the
3We will release the codes of our BDR and the used datasets soon.
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Table 3.3. Clustering errors (%) of different algorithms on the Hopkins 155 database with the
2F -dimensional data points.
method SCC SSC LRR LSR S3C BDR-B BDR-Z
2 motions
mean 2.46 1.52 3.65 3.24 1.73 1.00 0.95
median 0.00 0.00 0.22 0.00 0.00 0.00 0.00
3 motions
mean 11.00 4.40 9.40 5.94 4.76 1.95 0.85
median 1.63 1.63 3.99 2.05 0.93 0.21 0.21
All
mean 4.39 2.18 4.95 3.85 2.41 1.22 0.93
median 0.00 0.00 0.53 0.45 0.00 0.00 0.00
videos have three motions. The feature trajectories of each video can be well modeled as data
points that approximately lie in a union of linear subspaces of dimension at most 4 [16]. Each
sequence is a sole dataset (i.e., data matrix X) and so there are in total 155 subspace clustering
tasks.
We consider two settings to construct the data matrix X for each sequence: (1) use the
original 2F -dimensional feature trajectories, where F is the number of frames of the video
sequence; (2) project the data matrix into 4k-dimensional subspace, where k is the number of
subspaces, by using PCA. Most of the compared methods are spectral-type methods, except
SCC. For spectral-type methods, they used different post-processing on the learned affinity
matrices when using spectral clustering. We first consider the same setting as [16] which
defines the affinity matrix by W = (|Z|+ |Z>|)/2, where Z is the learned representation co-
efficient matrix, and no additional complex post-processing is performed. In the Hopkins 155
database, there are 120 videos of two motions and 35 videos of three motions. So we report
the mean and median of the clustering errors of these videos. Table 3.3 and Table 3.4 report
the clustering errors of applying the compared methods on the dataset when we use the orig-
inal 2F -dimensional feature trajectories and when we project the data into a 4k-dimensional
subspace using PCA, respectively. Figure 3.3 gives the percentage of sequences for which the
clustering error is less than or equal to a given percentage of misclassification. Furthermore,
consider that many subspace clustering methods achieve state-of-the-art performance on the
Hopkins 155 database by using different techniques for pre-processing and post-processing.
So we give a direct performance comparison of the subspace clustering methods with their re-
ported settings on all 155 sequences in Table 3.5. Based on these results, we have the following
observations:
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Table 3.4. Clustering errors (%) of different algorithms on the Hopkins 155 database with the
4k-dimensional data points by applying PCA.
method SCC SSC LRR LSR S3C BDR-B BDR-Z
2 motions
mean 3.58 1.83 4.22 3.35 1.81 1.26 1.04
median 0.00 0.00 0.29 0.29 0.00 0.00 0.00
3 motions
mean 7.11 4.40 9.43 6.13 5.01 1.22 1.22
median 0.47 0.56 3.70 2.05 1.06 0.21 0.20
All
mean 4.37 2.41 5.40 3.97 2.53 1.25 1.08
median 00.00 0.00 0.53 0.53 0.00 0.00 0.00
























































Fig. 3.3. Percentage of sequences for which the clustering error is less than or equal to a given per-
centage of misclassification. Left: 2F -dimensional data. Right: 4n-dimensional data.
• From Table 3.3 and Table 3.4, it can be seen that our BDR-B and BDR-Z achieve close per-
formance and both outperform the existing methods in both settings, though many existing
methods already perform very well. Considering that the reported results are the means of
the clustering errors of many sequences, the improvements (from the existing best result
2.18% to our 0.93% in Table 3.3 and from the existing best result 2.41% to our 1.08% in
Table 3.4) by our BDR-B and BDR-Z are significant.
• From Figure 3.3, it can be seen that there are many more sequences which are almost
correctly segmented by our BDR-B abd BDR-Z than existing methods. This demonstrates
that the improvements over existing methods by our methods are achieved on most of the
sequences.
• For most methods, the clustering performance using the 2F -dimensional feature trajecto-
ries in Table 3.3 is slightly better than using the 4k-dimensional PCA projections in Table
3.4. This implies that the feature trajectories of k motions in a video almost perfectly lie in
a 4k-dimensional linear subspace of the 2F -dimensional ambient space.
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Table 3.5. The mean clustering errors (%) of 155 sequences on Hopkins 155 dataset by
state-of-the-art methods.
LSA [75] SSC [16] LRR [17] LatLRR [30] LSR [18]
4.52 2.18 1.59 0.85 1.71
CASS [19] SMR [91] BD-SSC [82] BD-LRR [82] BDR-Z
1.47 1.13 1.68 0.97 0.93
• From Table 3.5, it can be seen that our BDR-Z performed on the 2F -dimensional data
points still outperforms many existing state-of-the-art methods which use various post-
processing techniques. LatLRR [30] is slightly better than our method. But it requires
much more complex pre-processing and post-processing, and much higher computational
cost.
3.4.2 Face Clustering
We consider the face clustering problem, where the goal is to group the face images into
clusters according to their subjects. It is known that, under the Lambertian assumption, the
face images of a subject with a fixed pose and varying illumination approximately lie in a linear
subspace of dimension 9 [4]. So, a collection of face images of k subjects approximately lie
in a union of 9-dimensional subspaces. Therefore the face clustering problem can be solved
by using subspace clustering methods.
We test on the Extended Yale B database [90]. This dataset consists of 2,414 frontal
face images of 38 subjects under 9 poses and 64 illumination conditions. For each subject,
there are 64 images. Each cropped face image consists of 192×168 pixels. To reduce the
computation and memory cost, we downsample each image to 32 × 32 pixels and vectorize
it to a 1,024 vector as a data point. Each data point is normalized to have a unit length. We
then construct the data matrix X from subsets which consist of different numbers of subjects
k ∈ {2, 3, 5, 8, 10} from the Extended Yale B database. For each k, we randomly sample
k subjects face images from all 38 subjects to construct the data matrix X ∈ RD×n, where
D = 1024 and n = 64k. Then the subspace clustering methods can be performed on X and
the clustering error is recorded. We run 20 trials and the mean, median, and standard variance
of clustering errors are reported.
The clustering errors by different subspace clustering methods on the Extended Yale B
database are shown in Table 3.6. It can be seen that our BDR-B and BDR-Z achieve similar
performance and both outperform other methods in most cases. Generally, when the number
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Table 3.6. Clustering error (%) of different algorithms on the Extended Yale B database.
2 subjects 3 subjects 5 subjects
method mean median std mean median std mean median std
SCC 24.02 19.92 17.82 42.19 41.93 8.93 61.36 62.34 6.10
SSC 1.64 0.78 2.91 3.26 0.52 7.69 6.30 4.22 5.43
LRR 5.39 0.39 14.50 6.04 1.04 12.34 8.13 2.34 9.61
LSR 3.16 0.78 10.18 3.96 1.56 8.72 7.85 6.72 8.72
S3C 1.29 0.00 2.69 2.79 0.52 7.38 4.66 1.88 5.15
BDR-B 3.28 0.78 10.15 3.02 1.30 7.78 4.45 2.19 6.29
BDR-Z 2.97 0.00 10.23 1.15 1.04 0.95 3.00 2.66 2.25
8 subjects 10 subjects
method mean median std mean median std
SCC 71.87 72.27 4.72 72.48 73.28 6.14
SSC 8.94 9.67 6.18 10.09 11.33 4.59
LRR 6.79 3.42 6.50 9.49 12.58 5.38
LSR 28.14 31.05 12.32 33.27 33.12 4.57
S3C 6.37 6.35 5.32 6.87 6.17 3.67
BDR-B 3.08 2.93 1.18 2.95 2.81 1.09
BDR-Z 4.46 4.20 2.39 4.04 3.52 1.52






















Fig. 3.4. Average computational time (sec.) of the algorithms on the Extended Yale B database as a
function of the number of subjects.

































Fig. 3.5. Clustering error (%) of BDR-Z as a function of λ when fixing γ = 1 (left) and γ when fixing
λ = 50 (right) for the 10 subjects problems from the Extended Yale B database.
of subjects (or subspaces) increases, the clustering problem is more challenging. We find that
the improvements by our methods are more significant when the number of subjects increases.
This experiment clearly demonstrates the effectiveness of our BDR for the challenging face
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clustering task on the Extended Yale B database. S3C [88] is an improved SSC method and
it also performs well in some cases. However, it needs to tune more parameters in order
to achieve comparable performance and it is very time consuming. Figure 3.4 provides the
average computational time of each method as a function of the number of subjects. It can be
seen that S3C has the most highest computational time, while LSR, which has a closed form
solution, is the most efficient method. Our BDR-B (BDR-Z has as similar running time and
thus is not reported) is faster than most methods except LSR (LSR is much faster than BDR).
So our BDR is the best choice when considering the trade-off between the performance and
computational cost. Furthermore, we consider the influence of the parameters λ and γ on the
clustering performance. On this dataset, we observe that λ = 50 and γ = 1 perform well in
most cases. We report the average clustering error on the 10 subjects problem based on two
settings: (1) fix γ = 1 and choose λ ∈ {10, 20, 30, 40, 50, 60, 70}; (2) fix λ = 50 and choose
γ ∈ {0.001, 0.01, 0.1, 0.5, 1, 2, 3, 5, 10, 50}. The results are shown in Figure 3.5. It can be
seen that the clustering error increases when λ and γ are relatively too small or too large.
The reason for the performance degeneration in the “too small” case is that the regularization
effect is relatively weak. On the other hand, if λ and γ are relatively large, Z and B in the
early iterations are not discriminative due to relatively large loss ‖X−XZ‖2. This issue
may accumulate till the algorithm converges due to the nonconvexity of the problem and the
non-optimal solution guarantee issue of our solver.
3.4.3 Handwritten Digit Clustering
We consider the application of subspace clustering for clustering images of handwritten digits
which also have the subspace structure of dimension 12 [5]. We test on the MNIST database
[92]4, which contains grey scale images of handwritten digits 0 ∼ 9. There are 10 subjects of
digits. We consider the clustering problems with the number of subjects k varying from 2 to
10. For each k, we run the experiments for 20 trials and report the mean clustering error. For
each trial and each k, we consider random k subjects of digits from 0 ∼ 9, and each subject
has 100 randomly sampled images. Each grey image is of size 28× 28 and is vectorized as a
vector of length 784. Each data point is normalized to have a unit length. So for each k, we
have the data matrix of size 784× 100k.
Figure 3.6 (a) plots the clustering errors as a function of the number of subjects on the
MNIST database. It can be seen that our BDR-B and BDR-Z achieve the smallest clustering
4We use the version at https://www.csie.ntu.edu.tw/˜cjlin/libsvmtools/datasets/.
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Fig. 3.6. Results on the MNIST database. (a) Plots of clustering errors v.s. the number of subjects;
(b) Plots of average computational time (sec.) v.s. the number of subjects; (c) Plots of the objective
function value of (3.14) v.s. iterations on a 5 subjects subset.
errors in most cases, though the improvements over the best compared method are different on
different numbers of subjects. Figure 3.6 (b) gives a comparison on the average running time
and it can be seen that our BDR-B (similar to BDR-Z) is much more efficient than most meth-
ods except LSR. The clustering performance of SSC and S3C is close to our BDR-B in some
cases, but their computational cost is much higher than ours. So this experiment demonstrates
the effectiveness and high-efficiency of our BDR. Furthermore, to verify our theoretical con-
vergence results, we plot of the objective function value of (3.14) in each iteration obtained in
Algorithm 2 for all iterations on a 5 subjects subset of the MNIST database in Figure 3.6 (c). It
can be seen that the objective function value is monotonically decreasing and this phenomenon
is consistent with our convergence analysis in Proposition 3.8.
3.5 Chapter Summary
This chapter studies the subspace clustering problem which aims to group the data points ap-
proximately drawn from a union of k subspaces into k clusters corresponding to their underly-
ing subspaces. We observe that many existing spectral-type subspace clustering methods own
the same block diagonal property under certain subspace assumption. We consider a general
problem and show that if the objective satisfies the proposed Enforced Block Diagonal (EBD)
conditions or its solution is unique, then the solution(s) obey the block diagonal property. This
unified view provides insights into the relationship among the block diagonal property of the
solution and the used objectives, as well as to facilitate the design of new algorithms. Inspired
by the block diagonal property, we propose the first k-block diagonal regularizer which is
useful for encouraging the matrix to be k-block diagonal. This leads to the Block Diagonal
Representation (BDR) method for subspace clustering. A disadvantage of the BDR model is
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that it is nonconvex due to the k-block diagonal regularizer. We propose to solve the BDR
model by a simple and generally efficient method and more importantly we provide the con-
vergence guarantee without restrictive assumptions. Numerical experiments well demonstrate




Tensor Nuclear Norm and Tensor
Completion
In this chapter, we consider the low-rank tensor completion problem by using convex opti-
mization. We propose a new tensor nuclear norm induced by the tensor-tensor product. It
enjoys similar properties as the matrix nuclear norm. Then we solve the tensor completion by
minimizing the tensor nuclear norm and provide its exact recovery guarantee. Experiments on
several real datasets show that our new method outperforms existing methods.
4.1 Introduction
With the availability of cheap memory and the advances in modern computer technology, it
is now possible to collect, store and process more data for science and engineering applica-
tions than ever before. The real data are usually multidimensional in nature: the information
is stored in multiway arrays, known as tensors [93], whose entries are indexed by several
continuous or discrete variables. For example, a color image is a 3-way object with column,
row and color modes; a greyscale video is indexed by two spatial variables and one temporal
variable. There are many applications which involve the tensor representation and operation,
including signal processing [22], computer vision [23], data mining [24], and many others.
A common approach in these applications is to manipulate the tensor data by taking the ad-
vantage of its multi-dimensional structure. Collapsing the multiway data to matrices usually
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leads to information loss and would cause performance degradation. It is observed that the
real tensor data are often of extremely high-dimension. But the tensor of interest is frequently
low-rank, or approximately so [94], and hence has much lower-dimensional structure. This
motivates the low-rank tensor estimation and recovery problem which is gaining significan-
t attention in many different areas, both theoretically and practically: e.g., estimating latent
variable graphical models [95], classifying audio [96], image and video completion [97, 98],
to name a few.
In this chapter, we focus on the low-rank tensor completion problem, which aims to exactly
recover a low-rank tensor from an incomplete observation. Such a problem can be regarded
as an extension of the low-rank matrix completion problem [6, 26], which has been applied to
image denoising [49] and multi-label image classification [99]. It is shown that under certain
incoherence conditions, the rank r matrixM ∈ Rn×n with O(nr log2 n) observations, can be
recovered with high probability by solving the following convex optimization [26]
min
X
‖X‖∗, s.t. PΩ(X) = PΩ(M), (4.1)
where PΩ(X) denotes the projection of X on the observed set Ω, and ‖X‖∗ is the nuclear
norm ofX , defined as the sum of its singular values. The nuclear norm is the convex envelop
of the matrix rank within a certain set. This leads to the order-wise optimal sampling complex-
ity O(nr log2 n) for (4.1), compared with the degrees of freedom O(nr) for a rank r matrix
[26].
It is expected to extend the method and analysis from the low-rank matrix completion to
the tensor case. However, this is not easy since the numerical algebra of tensors is fraugh-
t with hardness results [100]. A main issue is that the tensor rank is not very well defined
with a tight convex relaxation. Several different definitions of tensor rank and their con-
vex surrogates have been proposed but each has its limitation. For example, the CP rank
[94], defined as the smallest number of rank one tensor decomposition, is generally NP-
hard to compute. Also its convex relaxation is intractable. Thus, the low CP rank tensor
recovery is challenging. The tractable Tucker rank [94] and its convex relaxation are more
widely used. For a k-way tensor X , the Tucker rank is a vector defined as ranktc(X ) :=(
rank(X{1}), rank(X{2}), · · · , rank(X{k})), where X{i} is the mode-i matricization of X
[94]. Motivated by the fact that the nuclear norm is the convex envelop of the matrix rank
within the unit ball of the spectral norm, the Sum of Nuclear Norms (SNN) [97], defined as
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∑
i‖X{i}‖∗, is used as a convex surrogate of
∑
i rank(X
{i}). Then the work [25] considers





λi‖X{i}‖∗, s.t. PΩ(X ) = PΩ(M), (4.2)
where λi > 0, PΩ(X ) denotes the projection of X on the observed set Ω. The effectiveness
of this approach for image processing has been well studied in [97, 101, 102, 103]. However,
SNN is not the convex envelop of
∑
i rank(X
{i}) [104]. Actually, the above model can be
substantially suboptimal [25]: reliably recovering a k-way tensor of length n and Tucker rank
(r, r, · · · , r) from Gaussian measurements requires O(rnk−1) observations. In contrast, a
certain (intractable) nonconvex formulation needs only O(rK + nrK) observations. The
work [25] further proposes a better convexification based on a more balanced matricization of
X and improves the bound to O(rb k2 cnb k2 c). It may be better than (4.2) for small r and k ≥ 4.
But it is still far from optimal compared with the nonconvex model.
More recently, based on the tensor-tensor product (t-product) and tensor SVD (t-SVD)
[43], a new tensor nuclear norm was proposed and applied for tensor completion [98]. This
tensor nuclear norm is defined as the nuclear norm of a block diagonal matrix obtained by per-
forming the discrete Fourier transformation on the tensor along the 3-rd dimension. However,
the motivation and the physical meaning of this definition are not clear. Intuitively, one may
have many different definitions of tensor nuclear norm based on t-SVD. How can we define a
proper one? More importantly, as will be seen later, the role of tensor nuclear norm defined
in [98] is different from the matrix nuclear norm and thus many properties and useful tools
cannot be extended into the tensor cases. Furthermore, when applying it to tensor completion,
the theoretical conditions and guarantees for the exact tensor recovery are not clear.
In this work, we observe that the t-product [43] is a natural generalization of matrix-matrix
product and some related operations, e.g., SVD, on matrices are preserved in the tensor cases.
We give a new and rigorous way to define the tensor nuclear norm induced by the t-product.
First, the tensor spectral norm can be induced by the operator norm [44] when treating the
t-product as an operator. Then the tensor nuclear norm is defined as the dual norm of the
tensor spectral norm. We further propose the tensor average rank and prove that its convex
envelop is the tensor nuclear norm winthin the unit ball of the tensor spectral norm. It is
interesting that all these concepts and their relationships are consistent with the ones for the
matrix cases. Equipped with these definitions, we solve the tensor completion problem by
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minimizing the proposed tensor nuclear norm, and provide sharp analysis on conditions and
performance guarantees for exact recovery. Beyond the tensor completion, we also provide
the exact and robust tensor recovery bound based on the Gaussian measurements. Finally, we
corroborate our main results on synthesis data. We also apply the tensor completion model
to color image and video recovery problems and show that our method outperforms previous
matrix completion model and other tensor completion models.
The rest of this chapter is structured as follows. Section 4.2 gives the notations and prelim-
inaries which will be frequently used. Section 4.3 gives the definitions of the tensor nuclear
norm induced by the tensor-tensor product. Section 4.4 solves the low-rank tensor completion
problem by minimizing the tensor nuclear norm and provides the exact recovery guarantee in
theory. Numerical experiments conducted on both synthesis and real world data are presented
in Section 4.5. We finally conclude this work in Section 4.6.
4.2 Notations and Preliminaries
4.2.1 Notations
Throughout this chapter, we denote tensors by boldface Euler script letters, e.g.,A. Matrices
are denoted by boldface capital letters, e.g., A; vectors are denoted by boldface lowercase
letters, e.g., a, and scalars are denoted by lowercase letters, e.g., a. We denote In as the n×n
sized identity matrix. The filed of real number and complex number are denoted as R and
C, respectively. For a 3-way tensor A ∈ Cn1×n2×n3 , we denote its (i, j, k)-th entry as Aijk
or aijk and use the Matlab notation A(i, :, :), A(:, i, :) and A(:, :, i) to denote respectively
the i-th horizontal, lateral and frontal slice. More often, the frontal slice A(:, :, i) is denoted
compactly as A(i). The tube is denoted as A(i, j, :). The inner product of A and B in
Cn1×n2 is defined as 〈A,B〉 = Tr(A∗B), where A∗ denotes the conjugate transpose of A
and Tr(·) denotes the matrix trace. The inner product ofA and B in Cn1×n2×n3 is defined as
〈A,B〉 = ∑n3i=1 〈A(i),B(i)〉.
Some norms of vector, matrix and tensor are used. We denote the `1-norm as ‖A‖1 =∑
ijk |aijk|, the infinity norm as ‖A‖∞ = maxijk |aijk| and the Frobenius norm as ‖A‖F =√∑
ijk |aijk|2. The above norms reduce to the vector or matrix norms if A is a vector or a
matrix. For v ∈ Cn, the `2-norm is ‖v‖2 =
√∑
i |vi|2. The spectral norm of a matrix A
is denoted as ‖A‖ = maxi σi(A), where σi(A)’s are the singular values of A. The matrix




4.2.2 Discrete Fourier Transformation
The Discrete Fourier Transformation (DFT) plays a core role in tensor-tensor product intro-
duced later. We give some related background knowledge and notations here. The DFT on
v ∈ Rn is given as
v¯ = F nv ∈ Cn, (4.3)
where F n is the DFT matrix defined as
F n =

1 1 1 · · · 1






1 ωn−1 ω2(n−1) · · · ω(n−1)(n−1)

∈ Cn×n,
where ω = e−
2pii
n is a primitive n-th root of unity in which i =




F ∗nF n = F nF
∗
n = nIn. (4.4)
Thus F−1n = F
∗




v1 vn · · · v2





vn vn−1 · · · v1

∈ Rn×n.
Then it can be diagonalized by the DFT matrix, i.e.,
F n · circ(v) · F−1n = Diag(v¯), (4.5)
where Diag(v¯) denotes a diagonal matrix with its i-th diagonal entry as v¯i. For the computing
of v¯ in (4.3), the Fast Fourier Transform (FFT) is used with cost O(n log n). By using the
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Matlab command fft, we have v¯ = fft(v).
Now we consider the DFT on tensors. For A ∈ Rn1×n2×n3 , we denote A¯ ∈ Cn1×n2×n3
as the result of DFT on A along the 3-rd dimension, that is, performing the DFT on all the
tubes ofA. By using the Matlab command fft, we have
A¯ = fft(A, [], 3).
In the same fashion, one can also compute A from A¯ via ifft(A¯, [], 3) using the inverse
FFT. In particular, we denote A¯ ∈ Cn1n3×n2n3 as a block diagonal matrix with each block on
the diagonal as the frontal slice A¯(i) of A¯, i.e.,








where bdiag(·) is an operator which maps the tensor A¯ to the block diagonal matrix A¯. Also,
we define the block circulant matrix bcirc(A) ∈ Rn1n3×n2n3 ofA as
bcirc(A) =

A(1) A(n3) · · · A(2)





A(n3) A(n3−1) · · · A(1)

.
Just as the circulant matrix which can be diagonalized by DFT, the block circulant matrix can
be block diagonalized, i.e.,
(F n3 ⊗ In1) · bcirc(A) · (F−1n3 ⊗ In2) = A¯, (4.6)
where ⊗ denotes the Kronecker product and (F n3 ⊗ In1)/
√
n3 is orthogonal. By using (4.4),
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4.2.3 T-product and T-SVD








, fold(unfold(A)) = A,
where the unfold operator maps A to a matrix of size n1n3 × n2 and fold is its inverse
operator.
Definition 4.1. (T-product) [43] LetA ∈ Rn1×n2×n3 and B ∈ Rn2×l×n3 . Then the t-product
A ∗B is defined to be a tensor of size n1 × l × n3,
A ∗B = fold(bcirc(A) · unfold(B)). (4.9)
One can understand the t-product from following two perspectives. First, in the original
domain, a 3-way tensor of size n1 × n2 × n3 can be regarded as an n1 × n2 matrix with
each entry as a tube that lies in the third dimension. Thus, the t-product is analogous to the
matrix multiplication except that the circular convolution replaces the multiplication operation
between the elements. Note that the t-product reduces to the standard matrix multiplication
when n3 = 1. This is a key observation which makes our tensor completion model shown
later involve the matrix completion as a special case. Second, the t-product is equivalent to the
matrix multiplication in the Fourier domain; that is, C = A ∗B is equivalent to C¯ = A¯B¯ due
to (4.6). This also gives an efficient way of computing C instead of using (4.9):
1. Compute A¯ = fft(A, [], 3) and B¯ = fft(B, [], 3) with cost O((n1 + l)n2n3 log n3);
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Fig. 4.1. Illustration of the t-SVD of an n1 × n2 × n3 tensor [2].
2. Compute C¯ = A¯B¯ with cost O(n1n2n3l);
3. Compute C = ifft(C¯) with cost O(n1ln3 log n3).
We also need some other concepts before introducing the t-SVD.
Definition 4.2. (Conjugate transpose) The conjugate transpose of a tensor A of size n1 ×
n2 × n3 is the n2 × n1 × n3 tensorA∗ obtained by conjugate transposing each of the frontal
slice and then reversing the order of transposed frontal slices 2 through n3.
Definition 4.3. (Identity tensor) [43] The identity tensor I ∈ Rn×n×n3 is the tensor whose
first frontal slice is the n× n identity matrix, and other frontal slices are all zeros.
Definition 4.4. (Orthogonal tensor) [43] A tensorQ ∈ Rn×n×n3 is orthogonal if it satisfies
Q∗ ∗Q = Q ∗Q∗ = I.
Definition 4.5. (F-diagonal Tensor) [43] A tensor is called f-diagonal if each of its frontal
slices is a diagonal matrix.
Theorem 4.1. (T-SVD) [43] LetA ∈ Rn1×n2×n3 . Then it can be factored as
A = U ∗ S ∗ V∗, (4.10)
where U ∈ Rn1×n1×n3 , V ∈ Rn2×n2×n3 are orthogonal, and S ∈ Rn1×n2×n3 is a f-diagonal
tensor.
Figure 4.1 illustrates the t-SVD factorization. Note that (4.10) is equivalent to A¯ =
U¯ S¯V¯ ∗, or equivalently A¯(i) = U¯ (i)S¯(i)V¯ (i)∗ , i = 1, . . . , n3, where U¯ (i), S¯(i) and V¯ (i)
are frontal slices of U¯ , S¯ and V¯ , respectively. Thus, t-SVD in (4.10) can be computed as
1. Compute A¯ = fft(A, [], 3);
2. Compute matrix SVD A¯(i) = U¯ (i)S¯(i)V¯ (i)
∗
, i = 1, . . . , n3;
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3. Compute U = ifft(U¯ , [], 3), S = ifft(S¯, [], 3), and V = ifft(V¯ , [], 3).
Note that the matrix rank is equivalent to the number of nonzero singular values. This
motivates to define the tensor rank based on T-SVD which plays a similar role to the matrix
SVD.
Definition 4.6. (Tensor tubal rank) [105] ForA ∈ Rn1×n2×n3 , the tensor tubal rank, denoted
as rankt(A), is defined as the number of nonzero singular tubes of S, where S is from the t-
SVD ofA = U ∗ S ∗ V∗. We can write
rankt(A) = #{i,S(i, i, :) 6= 0}. (4.11)
Define Ak =
∑k
i=1U(:, i, :) ∗ S(i, i, :) ∗ V(:, i, :)∗ for some k < min(n1, n2). Then
Ak = arg minrankt(A˜)≤k‖A− A˜‖F . This means thatAk is the approximation ofA with the
tubal rank at most k. It is known that the real color images can be well approximated by low-
rank matrices [49] on the three channels independently. If we treat a color image as a three way
tensor with each channel corresponding to a frontal slice, then it can be well approximated by
a tensor of low tubal rank. Similar observation was found in [2] and the application in facial
recognition. See Figure 4.2 (also Figure 4.5 and 4.9) for an illustration.
In Section 4.4, we will consider the tensor completion problem based on the low tubal
rank assumption. But we do not minimize the tensor tubal rank or its convex relaxation. We
instead minimize the convex envelop of the following tensor average rank.
Definition 4.7. (Tensor average rank) ForA ∈ Rn1×n2×n3 , the tensor average rank, denoted




The tensor average rank may not be an integer due to the factor 1/n3. Intuitively, this
factor is due to the fact that each element of A is repeated n3 times in bcirc(A). Note that
this factor is crucial in this work, since it guarantees that the convex envelop of the tensor
average rank within a certain set is the tensor nuclear norm proposed in Section 4.3.
There have some connections between different tensor ranks and these properties imply
that the low tubal rank or low average rank assumptions are reasonable for their applications
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(a) original image (b) k = 100 (c) k = 50
Fig. 4.2. Illustration of the low tubal rank approximation of a color image. (a) a color image of size
512× 512× 3; (b) approximation with tubal rank k = 100; (c) approximation with tubal rank k = 50.






where the first equality uses (4.6). This indicates that a tensor with low tubal rank always





where A{i} is the mode-i matricization of A, be the Tucker rank of A. Then ranka(A) ≤
rank(A{1}). This implies that a tensor with low Tucker rank has low average rank. The appli-
cations, e.g., image completion [97], based on low Tucker rank assumption is applicable to the
low average rank assumption. Third, if the CP rank ofA is r, then its tubal rank is at most r.
LetA = ∑ri=1 a(1)i ◦ a(2)i ◦ a(3)i , where ◦ denotes the outer product, be the CP decomposition
of A. Then A¯ = ∑ri=1 a(1)i ◦ a(2)i ◦ a¯(3)i , where a¯(3)i = fft(a(3)i ). So A¯ has the CP rank at
most r, and each frontal slice of A¯ is the sum of r rank-1 matrices. Thus, the tubal rank ofA
is at most r. In a summary, the above properties implies that the low average rank assumption
is weaker than the low Tucker rank and low CP rank assumptions.
4.3 Tensor Nuclear Norm (TNN)
In this section, we propose the tensor nuclear norm which is a convex relaxation of tensor
average rank. Based on t-SVD, one may have many different ways to define the tensor nuclear
norm. In this section, we give a new and rigorous way to deduce the tensor nuclear norm from
the t-product, such that the concepts and their properties are consistent with the matrix cases.
Note that this is important, since this guarantees that the theoretical analysis of the tensor
nuclear norm based tensor completion model in Section 4.4 can be done in a similar way as
the matrix completion [26]. Figure 4.3 summarizes the way for the new definitions and their
relationships. It begins with the known operator norm [44] and t-product. First, the tensor
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spectral norm is induced by the tensor operator norm by treating the t-product as an operator.
Then the tensor nuclear norm is defined as the dual norm of the tensor spectral norm. Finally,
we show that the tensor nuclear norm is the convex envelop of the tensor average rank winthin
the unit ball of the tensor spectral norm.
Let us first recall the concept of operator norm [44]. Let (V, ‖·‖V ) and (W, ‖·‖W ) be
normed linear spaces and L : V → W be the bounded linear operator between them. The




Let V = Cn2 , W = Cn1 and L(v) = Av, v ∈ V , where A ∈ Cn1×n2 . Based on different
choices of ‖·‖V and ‖·‖W , many matrix norms can be induced by the operator norm in (4.13).
For example, if ‖·‖V and ‖·‖W are ‖·‖2, then the operator norm (4.13) reduces to the matrix
spectral norm.
Now, consider the normed linear spaces (V, ‖·‖F ) and (W, ‖·‖F ), where V = Rn2×1×n3 ,
W = Rn1×1×n3 , and L : V →W is a bounded linear operator. In this case, (4.13) reduces to




As a special case, if L(V) = A ∗ V , where A ∈ Rn1×n2×n3 and V ∈ V . Then the tensor






‖bcirc(A) · unfold(V)‖F (4.15)
=‖bcirc(A)‖, (4.16)
where (4.15) uses (4.9), and (4.16) uses the definition of matrix spectral norm.
Definition 4.8. (Tensor spectral norm) The tensor spectral norm ofA ∈ Rn1×n2×n3 , denoted
as ‖A‖, is defined as ‖A‖ := ‖bcirc(A)‖.
1We use the same notation of the tensor operator norm and tensor spectral norm since the latter one is induced
by the former one.
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Tensor-Tensor Product 
Tensor Operator Norm 
T-product is an operator 
Tensor Nuclear Norm 
dual norm 
Tensor Average Rank 
convex envelop 
Operator Norm 
Tensor Spectral Norm 
Tensor 
Matricization 
Fig. 4.3. Some concepts of a tensor and their relationships. The operator norm reduces to the tensor
operator norm for the tensor operator. The tensor spectral norm is induced by the tensor operator norm
by treating the tensor-tensor product as an operator. Then the tensor nuclear norm is defined as the dual
norm of the tensor spectral norm. Finally, we define the tensor average rank and show that its convex
envelop is the tensor nuclear norm winthin a certain set. As detailed in Section 4.3, the tensor spectral
norm, tensor nuclear norm and tensor average rank are defined on the matricization of the tensor.
By (4.4) and (4.6), we have
‖A‖ = ‖bcirc(A)‖ = ‖A¯‖. (4.17)
This property is frequently used in this work. It is known that the matrix nuclear norm is the
dual norm of the matrix spectral norm. So we define the tensor nuclear norm, denoted as ‖A‖∗,























where (4.19) is from (4.8), (4.20) is due to the fact that B¯ is a block diagonal matrix in
Cn1n3×n2n3 while B˜ is an arbitrary matrix in Cn1n3×n2n3 , (4.21) uses the fact that the matrix
nuclear norm is the dual norm of the matrix spectral norm, and (4.22) uses (4.6) and (4.4).
Now we show that there exists B ∈ Rn1×n2×n3 such that the equality (4.20) holds and thus
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‖A‖∗ = 1n3 ‖bcirc(A)‖∗. Assume that the t-SVD ofA isA = U ∗S ∗V∗. LetB = U ∗V∗.
Then
























Combing (4.18) and (4.23)-(4.24) implies that ‖A‖∗ = 1n3 ‖bcirc(A)‖∗. On the other hand,
by (4.23)-(4.24), we have
‖A‖∗ =〈U ∗ S ∗ V∗,U ∗ V∗〉






where r = rankt(A) is the tubal rank. Thus, we have the following definition of tensor nuclear
norm.
Definition 4.9. (Tensor nuclear norm) LetA = U ∗S ∗V∗ be the t-SVD ofA ∈ Rn1×n2×n3 .
The tensor nuclear norm ofA is defined as ‖A‖∗ :=
∑r
i=1 S(i, i, 1), where r = rankt(A).
From (4.25), it can be seen that only the information in the first frontal slice of S is used
when defining the tensor nuclear norm due to the definition of the identity tensor definition.
It is known that the matrix nuclear norm ‖A‖∗ is the convex envelop of the matrix rank
rank(A) within the set {A|‖A‖ ≤ 1} [106]. Now we show that the tensor average rank and
tensor nuclear norm have the same relationship.
Theorem 4.2. On the set {A ∈ Rn1×n2×n3 |‖A‖ ≤ 1}, the convex envelop of the tensor
average rank ranka(A) is the tensor nuclear norm ‖A‖∗.
We would like to emphasize that the proposed tensor spectral norm, tensor nuclear norm
and tensor ranks are not arbitrarily defined. They are rigorously induced by the t-product and
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Table 4.1. Parallelism of sparse vector, low-rank matrix and low-rank tensor.
Sparse vector Low-rank matrix Low-rank tensor (this work)
Degeneracy of 1-D signal x ∈ Rn 2-D correlated signalsX ∈ Rn1×n2 3-D correlated signalsX ∈ Rn1×n2×n3
Parsimony concept cardinality rank tensor average rank2
Measure `0-norm ‖x‖0 rank(X) ranka(X )
Convex surrogate `1-norm ‖x‖1 nuclear norm ‖X‖∗ tensor nuclear norm ‖X‖∗
Dual norm `∞-norm ‖x‖∞ spectral norm ‖X‖ tensor spectral norm ‖X‖
2Strictly speaking, the tensor tubal rank, which bounds the tensor average rank, is also the parsimony concept of the low-rank tensor.
t-SVD. These concepts and their relationships are consistent with the matrix cases. Note that
this is important for the proofs, analysis and optimization. Table 4.1 summarizes the parallel
concepts in sparse vector, low-rank matrix and low-rank tensor. With these elements in place,
the existing proofs of low-rank matrix recovery provide a template for the more general case
of low-rank tensor recovery.






It is interesting to understand the tensor nuclear norm from the perspective of bcirc(A)
and A¯. The block circulant matrix can be regarded as a new way of matricization of A
in the original domain. The frontal slices of A are arranged in a circulant way, which is
expected to preserve more spacial relationships across frontal slices, compared with previous
matricizations along a single dimension. Also, the block diagonal matrix A¯ can be regarded
as a matricization ofA in the Fourier domain. Its blocks on the diagonal are the frontal slices
of A¯, which contains the information across frontal slices of A due to the DFT on A along
the third dimension. So bcirc(A) and A¯ play a similar role as matricizations of A. Both
of them capture the spacial information within and across frontal slices ofA. This intuitively
supports our tensor nuclear norm definition.
Let A = USV ∗ be the skinny SVD of A. It is known that any subgradient of the
nuclear norm at A is of the form UV ∗ +W , where U∗W = 0, WV = 0 and ‖W ‖ ≤ 1
[107]. Similarly, for A ∈ Rn1×n2×n3 with tubal rank r, we also have the skinny t-SVD, i.e.,
A = U ∗ S ∗ V∗, where U ∈ Rn1×r×n3 , S ∈ Rr×r×n3 , and V ∈ Rn2×r×n3 , in which
U∗ ∗ U = I and V∗ ∗ V = I . The skinny t-SVD will be used throughout this chapter.
With skinny t-SVD, we introduce the subgradient of the tensor nuclear norm, which plays an
important role in the proofs.
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Theorem 4.3. (Subgradient of tensor nuclear norm) LetA ∈ Rn1×n2×n3 with rankt(A) = r
and its skinny t-SVD beA = U ∗S ∗V∗. The subdifferential (the set of subgradients) of ‖A‖∗
is ∂‖A‖∗ = {U ∗ V∗ +W |U∗ ∗W = 0,W ∗ V = 0, ‖W‖ ≤ 1}.
4.4 Tensor Recovery based on TNN
In this section, we consider the low tubal rank tensor recovery problems based on two different
mappings: uniformly random sampling and random Gaussian mapping. We are interested in
the number of generic measurements required for the exact recovery of models from partial
information. We show that our estimates are sharp compared with the degrees of freedom of a
tensor with tubal rank r.
Theorem 4.4. A n1 × n2 × n3 sized tensor with tubal rank r has at most r(n1 + n2 − r)n3
degrees of freedom.
4.4.1 Tensor Completion based on TNN
We first consider the low rank-tensor completion problem. Suppose M ∈ Rn1×n2×n3 is an
unknown tensor with tubal rank r, which is much smaller than min(n1, n2). Note that this
implies that each element of the tensor multi rank and tensor average rank of M are small.
We consider the Bernoulli model in this work: the entries of M are independently observed
with probability p. We denote the set of the indices of the observed entries as Ω. Or we
simply denote Ω ∼ Ber(p). Then, the tensor completion problem asks for recovering M
from the observations {Mij , (i, j, k) ∈ Ω}. Intuitively, one may consider minimizing the
tensor average rank directly, i.e.,
min
X
ranka(X ), s.t. PΩ(X ) = PΩ(M). (4.27)
Problem (4.27) is challenging to solve. Similar to the matrix completion model (4.1) which
uses the nuclear norm as the rank surrogate, we use the tensor nuclear norm instead. This leads
to the following convex programming
min
X
‖X‖∗, s.t. PΩ(X ) = PΩ(M), (4.28)
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which is solvable. Now, the question is, when can we exactly recoverM by solving (4.28)? It
is observed that the recovery is almost impossible for a low-rank matrix which is equal to zero
in nearly all of rows or columns [6]. Thus the incoherence conditions are introduced to avoid
such pathological situations. For tensor completion, we suffer from the same issue. To avoid
the case thatM is too sparse, we need the following standard tensor incoherence conditions
max
i=1,··· ,n1












where e˚i denotes the tensor column basis, which is a tensor of size n×1×n3 with its (i, 1, 1)-
th entry equaling 1 and the rest equaling 0. We also define the tensor tube basis e˙k, which is a
tensor of size 1× 1× n3 with its (1, 1, k)-th entry equaling 1 and the rest equaling 0. Denote
n(1) = max(n1, n2) and n(2) = min(n1, n2). Then n3 ≤ µ ≤ n(1)n3r .
Theorem 4.5. Let M ∈ Rn1×n2×n3 with rankt(M) = r and the skinny t-SVD be M =
U ∗ S ∗ V∗. Suppose that the indices Ω ∼ Ber(p) and the tensor incoherence conditions
(4.29)-(4.30) hold. There exist universal constants c0, c1, c2 > 0 such that if




thenM is the unique solution to (4.28) with probability at least 1− c1(n1 + n2)−c2 .
The above result shows that, to recover the tensorM ∈ Rn1×n2×n3 with high probability,
the sampling complexity is O(rn(1)n3 log
2(n(1)n3)). Such a bound is tight compared with
O(rn(1)n3), which is the degree of freedom for a tubal rank r tensor. If n3 = 1, our convex
program (4.28) reduces to the matrix completion model (4.1) and our Theorem 4.5 reduces to
the Theorem 1 in [26].
It is interesting to understand the above achieved sampling complexity from the perspec-
tive of the matrix completion. By the property (4.26), problem (4.28) is equivalent to the





‖bcirc(X )‖∗, s.t. PΩ(X ) = PΩ(M). (4.32)
Note that the size of bcirc(X ) is n1n3×n2n3. The sampling complexityO(rn(1)n3 log2(n(1)n3))
is similar to the result in matrix completion [26]. However, for the proof of Theorem 4.5, we
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do not treat the tensor completion problem as its equivalent matrix completion problem (4.32).
We follow the idea of [26] which establishes the unique solution based on a dual certificate.
But note that our proof has some key differences from [26]. See Section 4.4.3.
It is worth mentioning that the t-product is orientation dependent, and so is the tensor
nuclear norm. Thus the value of the tensor nuclear norm may be different if the tensor is
rotated. For example, a 3-channels color image of size h × w can be formated as three types
of tensors, i.e., M1 ∈ Rh×w×3, M2 ∈ Rh×3×w and M∗2 ∈ R3×h×w. Note that ‖M1‖∗ 6=
‖M2‖∗ = ‖M∗2‖∗. This implies that the tensor completion results to (4.28) may be quite
different when the input tensors are constructed in different ways from the same image. Thus,
with one more dimension, the tensor completion model (4.28) is a bit more complex than the
matrix completion (4.1). Therefore, when using the tensor nuclear norm, one has to format
the data into tensors in a proper way by leveraging some priori knowledge, e.g., the low tubal
rank tensor property.
4.4.2 Compressive Sensing based on Gaussian Measurements
Suppose we have a known linear map Φ : Rn1×n2×n3 → Rn, and the following observation
aboutM which has tubal rank r:
y = Φ(M),
Now, the goal is to reconstruct M given y. We consider the following convex program for
this task
Xˆ = arg min
X
‖X‖∗, s.t. y = Φ(X ). (4.33)
Moreover, we also consider the recovery problem with noisy measurements: y = Φ(M) + e
where e represents the noise term. A natural convex formulation is one in which the constraint
of (4.33) is replaced by the relaxed constraint ‖y − Φ(X )‖2 ≤ δ, for some bound δ on the
noise level ‖e‖2:
Xˆ = arg min
X
‖X‖∗, s.t. ‖y − Φ(X )‖2 ≤ δ. (4.34)
Problem (4.33) or (4.34) are natural extensions of the compressive sensing of sparse vector
[108] and low-rank matrix [109].
Now, we are interested in the required number of measurements for the exact recovery in
the noise-free case (Xˆ = M in (4.33)), and robust recovery in the noisy case (‖Xˆ −M‖F is
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small in (4.34)). Recent work by Chandrasekaran et al. [110] formulates a general framework
for compressive sensing problem, in which the complexity of an arbitrary structured signal is
encoded in the geometric properties of a norm used to estimate the signal. It is shown that
n = ω2(Tsig ∩ Sp−1) + 1 measurements suffice to recover the signal in Rp exactly. Here, Tsig
is a convex cone in Rp induced by the signal and the used norm, Sp−1 is the unit sphere, and








where g is a vector of independent zero-mean unit-variance Gaussians. In the noisy setting,
the same analysis shows that O(ω2(Tsig ∩ Sp−1)) measurements suffice to recover the signal
stably, that is, with error proportional to the noise level. In this work, we show that the above
models (4.33)-(4.34) fall into the general framework in [110] with a careful choice of the cone
Tsig for TNN. We prove that (see the appendix)
ω(Tsig ∩ Sn1n2n3−1) ≤
√
3r(n1 + n2 − r)n3, (4.35)
Then, by Corollary 3.3 of [110], we have
Theorem 4.6. Let Φ : Rn1×n2×n3 → Rn be a random map with i.i.d. zero-mean Gaussian
entries having variance 1n and M ∈ Rn1×n2×n3 be a tubal rank r tensor. Then, with high
probability, we have: (1) Xˆ = M, where Xˆ is optimal to (4.33), provided that n ≥ 3r(n1 +
n2 − r)n3 + 1; (2) ‖Xˆ −M‖F ≤ 2δ , where Xˆ is optimal to (4.34), provided that n ≥
3r(n1+n2−r)n3+3/2
(1−)2 .
The above theorem shows that the tensor with low tubal rank can be recovered exactly by
(4.33) or approximately by (4.34), and the required number of measurements isO(r(n1+n2−
r))n3, which has the same order as the degrees of freedom.
4.4.3 Difference from Prior Work
We would like to discuss some connections with prior works and emphasize some key differ-
ences.
• Consider the tensor completion problem based on t-SVD, a very related work is [98], which
gives another definition of tensor nuclear norm ofA as ‖A‖TNN = ‖A¯‖∗. This is different
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from ours in Definition 4.9 which has the property ‖A‖∗ = 1n3 ‖A¯‖∗. We would like to
emphasize that the factor 1n3 , which is rigorously deduced from the t-product, is crucial. It
guarantees that the algebra of tensors are consistent with the matrix case, e.g., the tensor
nuclear norm is dual to the tensor spectral norm, the subgradient of tensor nuclear norm is
given in the same formulation as the matrix case. These new properties are crucial in prov-
ing the exact recovery guarantees in Theorem 4.5 by the dual certificate construction. Also,
it is worth mentioning that Theorem 2.4.1 in [98] claims a similar result as our Theorem
4.2. However, without specifying the domain, their result and proof are not rigorous.
• The report [111] provides a theoretical guarantee for tensor completion based on ‖A‖TNN =
‖A¯‖∗. However, their proofs have many fundamental errors and these errors cannot be sim-
ply fixed in their ways. Different from [111], our tensor spectral norm and tensor nuclear
norm are dual. We then give the subgradient of tensor nuclear norm, which is crucial in
proving Theorem 4.5 by the dual certificate construction. Theorem 4.6 is also the first result
which gives the exact tensor recovery based on random Gaussian measurement.
• Some parts of proof of Theorem 4.5 are generalizations of [26]. But there have some
key differences. Our proofs requires proving several bounds of norms on random tensors.
Theses results and proofs, which have to use the properties of block circulant matrices and
the Fourier transformation, are completely new. Some proofs are challenging due to the
dependent structure of bcirc(X ) for X with independent elements. Similar differences
lie in the proof of Theorem 4.6.
• When considering the video recovery by using tensor completion, we achieve much better
performances (see the improvement of TNN2 over TNN1 in Table 4.3) than [98, 111]. The
tensor nuclear norm is orientation dependent. TNN1, which is equivalent to the model in
[98], simply uses the Type I tensor (see Figure 4.9) as the input. We show that TNN2,
which uses the Type II tensor as the input, may significantly ourperform TNN1 since the
information across frames are more redundant than that within frames.
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Algorithm 3 Solve (4.28) by ADMM
Input: Observation samplesMijk, (i, j, k) ∈ Ω, of tensorM ∈ Rn1×n2×n3 .
Initialize: Y0 = E0 = 0, ρ = 1.1, µ0 = 10−3, µmax = 1010,  = 10−8, k = 0.
while not converged do
1. Update X k+1 by X k+1 = argminX ‖X‖∗ + µk2
∥∥∥X + Ek −M− Ykµk ∥∥∥2F ;
2. Update Ek+1 by Ek+1 = piΩc(M−X k+1 +Yk/µk);
3. Yk+1 = Yk + µk(M−X k+1 − Ek+1);
4. Update µk+1 by µk+1 = min(ρµk, µmax);
5. Check the convergence conditions
‖X k+1 −X k‖∞ ≤ , ‖Ek+1 − Ek‖∞ ≤ , ‖M−X k+1 − Ek+1‖∞ ≤ ;
6. k = k + 1.
end while
p








(a) n = 40
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(b) n = 50
Fig. 4.4. Correct recovery for varying tubal rank r and sampling rate p. Fraction of correct recoveries
is across 10 trials, as a function of tubal rank r (y-axis) and sampling rate p (x-axis). The results are
shown for different sizes ofM ∈ Rn×n×n: (a) n = 40 and (b) n = 50.
4.5 Experiments
In this section, we conduct numerical experiments to corroborate our main results. We first
investigate the ability of the convex program (4.28) to recover tensors with various tubal ranks
and sampling rates. We then apply it for image and video recovery. Problem (4.28) can be
solved by ADMM, as shown in Algorithm 3. All the simulations are conducted and timed
on the same workstation with an Intel Xeon E5640 2.67GHz CPU that has 4 cores and 24GB
memory, running Windows 7 and Matlab 2015a. The codes of our method can be found at
https://github.com/canyilu.
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(a) A color im-
age
(b) Type I tensor
M1
(c) Type II ten-
sorM2
















(d) Singular values of
M¯1
Index of the singular values













(e) Singular values of
M¯2
Fig. 4.5. A color image with 3 channels can be formated as two types of 3-way tensors. (a) A color
image of size h × w; (b) type I tensor M1 ∈ Rh×w×3, where the frontal slices correspond to the R,
G, B channels; (c) type II tensor M2 ∈ Rh×3×w, where the lateral slices correspond to the R, G, B
channels; (d) plot of the singular values of M¯1; (e) plot of the singular values of M¯2.
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LRMC LRTC TMac TNN1 TNN2
Fig. 4.6. Comparison of the PSNR values obtained by using LRMC, LRTC, TMac, TNN1 and TNN2.
The rate of observed entries is p = 0.3.
4.5.1 Exact Recovery on Random Data
We conduct two experiments to demonstrate the practical applicability of the tensor nuclear
norm heuristic for recovering low-rank tensors from their entries. We first verify the correct
recovery guarantee in Theorem 4.5 on random data with different sizes of tensors. For sim-
plicity, we consider the tensors of size n × n × n, with varying dimension n = 50, 100, 200
and 300. We generate a tubal rank r tensor M = P ∗Q, where r = 0.1n and the entries
of P ∈ Rn×r×n and Q ∈ Rr×n×n are independently sampled from an N (0, 1/n) distribu-
tion. Then we sample m = pn3 (p ∈ {0.5, 0.7, 0.8}) elements uniformly from M to form
the known samples. A useful quantity for reference is dr =
∑n
i=1 ri(2n − ri), which is the
number of degrees of freedom in an n × n × n tensor of multi rank r = (r1, . . . , rn), where
ri ≤ r. With PΩ(M), we solve the convex problem (4.28) and obtain the solution Xˆ . Then
we report the tubal rank of Xˆ , relative errors ‖Xˆ −M‖F /‖M‖F , number of iterations of
Algorithm 3 and running time (in seconds) in Table 4.2. It can be seen that our convex pro-
gram (4.28) gives the correct rank estimation ofM in all cases and also the relative errors are
small, less than 10−5. These results well verify the correct recovery phenomenon as claimed
in Theorem 4.5 for (4.28).
The results in Theorem 4.5 show the perfect recovery for incoherent tensor based on
rankt(M) and the sampling rate p. Now we examine the recovery phenomenon with vary-
72
Image ID















LRMC LRTC TMac TNN1 TNN2
Fig. 4.7. Comparison of the PSNR values obtained by using LRMC, LRTC, TMac, TNN1 and TNN2.
The rate of observed entries is p = 0.5.
Table 4.2. Correct recovery on random data of varying size.
r = rankt(M) = 0.1n, m = pn3
n r p mdr rankt(Xˆ )
‖Xˆ−X‖F
‖X‖F #iter time (s)
50 5 0.5 2.63 5 5.8e−7 146 19.7
50 10 0.7 1.94 10 5.0e−7 142 18.4
50 15 0.8 1.57 15 5.3e−7 151 18.3
100 10 0.5 2.63 10 1.3e−6 137 81.0
100 20 0.7 1.94 20 9.9e−7 134 89.3
100 30 0.8 1.57 30 1.0e−6 144 83.6
200 20 0.5 2.63 20 2.3e−6 134 668.7
200 40 0.7 1.94 40 1.9e−6 127 618.7
200 60 0.8 1.57 60 2.0e−6 140 745.8
300 30 0.5 2.63 30 3.5e−6 128 2545.9
300 60 0.7 1.94 60 2.8e−6 125 2531.5
300 90 0.8 1.57 90 2.6e−6 138 2895.5
ing tubal rank of M and varying sampling rate p. We consider two sizes of M ∈ Rn×n×n:
(1) n = 40; (2) n = 50. We generate M = P ∗Q, where the entries of P ∈ Rn×r×n and
Q ∈ Rr×n×n are independently sampled from an N (0, 1/n) distribution. Then we sample
m = pn3 elements uniformly fromM to form the known samples. We set p as all the choices
in [0.01 : 0.01 : 0.99], r = 1, 2, . . . , 30 for the case n = 40 and r = 1, 2, . . . , 35 for the
case n = 50. For each (r, p) triple, we simulate 10 test instances and declare a trial to be
successful if the recovered Xˆ satisfies ‖Xˆ −M‖F /‖M‖F ≤ 10−3. Figure 4.4 plots the
fraction of correct recovery for each triple (black = 0% and white = 100%). It can be seen that
there is a large region in which the recovery is correct. Interestingly, the experiments reveal
very similar plots for different n, suggesting that our asymptotic conditions for recovery may
be conservative. Such a phenomenon is also consistent with the result in Theorem 4.5 which
shows that the recovery is correct when the sampling rate p is not small and the tubal rank r is
relatively low.
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4.5.2 Application to Image Recovery
A color image has 3 channels, and thus it is a 3-way tensor in nature. It is observed that each
channel can be approximated by low-rank matrix [112]. Thus the matrix completion can be
applied to recover the missing information of images, which may be corrupted by some noises,
e.g., logos. However, applying matrix completion on each channel independently may degrade
the performance. We consider tensor completion for color image recovery in this section.
Consider that the proposed tensor nuclear norm is orientation dependent. The recovery
performance may be different for different tensors constructed from a color image. We con-
sider two ways to construct the 3-way tensors from a color image with size h × w: (1) type I
tensorM1 ∈ Rh×w×3, where the frontal slices correspond to the R, G, B channels, see Figure
4.5 (b); (2) type II tensor M2 ∈ Rh×3×w, where the lateral slices correspond to the R, G, B
channels, see Figure 4.5 (c). We plot the singular values of M¯1 (or bcirc(M1)) and M¯2 (or
bcirc(M2)) in Figure 4.5 (d) and (e), respectively. It can be seen that most of these singular
values are very close to 0, and thus M1 and M2 can be well approximated by the low tubal
rank tensors. Note that the low tubal rank property of M1 and M2 implies the information
redundancy within channels and between channels, respectively3.
We randomly select 100 color images from the Berkeley Segmentation Dataset [113] for
the test. For a tensor M ∈ Rn1×n2×n3 constructed from a color image, we randomly set
m = pn1n2n3 entries to be observed, where we consider p = 0.3 and p = 0.5 in this
experiment. See Figure 4.8 (b) for some sample images with missing values. Then we apply
the following five methods for image recovery and compare their performance.
• LRMC: apply the low-rank matrix completion method [6] on each channel separably and
combine the results.
• LRTC: apply the low-rank tensor completion method in (4.2) on the type I tensor data. We
set [λ1 λ2 λ3] = α/‖α‖1, where α = [1 1 10−3] as suggested in [97].
• TMac: apply the tensor completion by parallel matrix factorization method in [114] on the
type I tensor data. The codes from the authors’ homepage are used.
• TNN1: apply our tensor nuclear norm based model (4.28) on the type I tensor data. Note
that TNN1 is equivalent to the method in [98].
3There is a type III tensor M∗2 which is constructed from the color image by treating each channel as a
horizontal slice. Note that ‖M2‖∗ = ‖M∗2‖∗. So we only need to report the results on the type I and II tensor
data.
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(a) orignal (b) observed (c) LRMC (d) LRTC (e) TMac (f) TNN1 (g) TNN2
LRMC LRTC TMac TNN1 TNN2
24.4 26.3 24.6 26.8 29.1
28.4 30.5 27.4 30.2 33.9
25.2 28.2 25.3 29.8 32.0
LRMC LRTC TMac TNN1 TNN2
27.8 30.8 29.5 33.9 34.7
33.0 36.5 36.0 38.6 35.9
31.3 34.7 33.9 36.6 37.7
Fig. 4.8. Examples for image recovery performance comparison. The first three rows are the results
with p = 0.3 and the last three rows are the results with p = 0.5. (a) Original image; (b) observed
image; (c)-(g) recovered images by LRMC, LRTC, TMac, TNN1 and TNN2, respectively; (h) and (i)
show the PSNR values obtained by the compared methods corresponding to the first thee rows and the
last three rows, respectively.
• TNN2: apply our tensor nuclear norm based model (4.28) on the type II tensor data.
We use the Peak Signal-to-Noise Ratio (PSNR), defined as








to evaluate the recovery performance. The higher PSNR value implies better recovery per-
formance. Figure 4.6 and 4.7 show the PSNR values of the compared methods on all 100
images with the rate of observed entries p = 0.3 and p = 0.5, respectively. Some examples
with the recovered images are shown in Figure 4.8. From these results, we have the following
observations:
• The tensor based methods, including LRTC, TMac, TNN1 and TNN2, usually perform
much better than the matrix completion method LRMC. The reason is that LRMC, which
performs the matrix completion on each channel independently, is not able to use the infor-



























































(b) Type II tensorM2














(c) Singular values of
M¯1














(d) Singular values of
M¯2
Fig. 4.9. A grayscale video can be formated as two types of 3-way tensors. (a) Type I tensor M1 ∈
Rh×w×f , where the frontal slices correspond to the frames (size of frame h×w, number of frames f );
(b) type II tensorM2 ∈ Rh×f×w, where the lateral slices correspond to the frames; (c) plot of the first
103 singular values of M¯1 ; (d) plot of the first 103 singular values of M¯2.
advantage of the multi-dimensional structure of data. Such a phenomenon has also been
observed in previous work [97, 114].
• Our tensor nuclear norm based method, TNN1 and TNN2, achieve better recovery perfor-
mance than LRTC and TMac. This not only demonstrates the superiority of the proposed
methods, but also validates our recovery guarantee in Theorem 4.5 on image data. Both
LRTC and TMac are sum of nuclear norm based methods and one needs some additional
effort to tune the weighted parameters λi’s in (4.2) empirically. The obtained solution by L-
RTC in (4.2) is optimal, but it does not guarantee the lowest rank properties of the unfolded
matrices of the tensor along different dimensions, since the sum of nuclear norm is a loose
convex surrogate of the sum of rank. TMac solves the sum of nuclear norm based model
more efficiently by matrix factorization, but it requires estimating the underlying ranks of
the unfolded matrices. This is generally difficult without priori knowledge. There is no
recovery guarantee of TMac either. In contrast, similar to the matrix nuclear norm, our
TNN is a tight convex relaxation of the tensor average rank, and the recovery performance
of the obtained optimal solutions has the theoretical guarantee.
• Since TNN is orientation dependent, the performance of TNN1 and TNN2, which are based
on different ways of tensor data construction, is different. It is interesting that TNN2
achieves higher PSNR values than TNN1 in most cases. A possible reason is that the
across channel information is highly correlated and thus more redundant (each channel can
represent the image separably). Thus, the low tubal rank assumption on the type II tensor
data is more reasonable than the type I tensor data. See Figure 4.5 (b) and (c).
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Table 4.3. PSNR values of the compared methods.
ID Videos LRMC LRTC TMac TNN1 TNN2
1 Highway 13.8 18.0 19.2 19.2 20.8
2 Coastguard 9.6 11.2 13.1 13.7 17.5
3 Hall 9.3 17.4 18.7 22.5 22.0
4 Carphone 10.9 16.7 18.3 18.4 20.3
5 Bridge (close) 10.5 17.8 17.6 23.5 20.9
6 News 8.6 15.4 16.7 19.2 20.3
7 Grandma 11.2 20.1 20.2 25.5 25.7
8 Suzie 14.5 17.4 19.9 18.6 19.7
9 Miss America 15.8 21.4 24.8 24.1 25.7
10 Container 8.4 17.8 17.3 27.2 29.0
11 Foreman 9.3 14.0 16.1 16.2 18.6
12 Mother-daughter 12.7 18.8 19.8 22.2 22.9
13 Silent 11.5 17.6 19.1 21.1 22.9
14 Akiyo 11.2 20.2 20.4 25.9 27.0
15 Claire 14.5 23.2 25.7 26.5 27.4
4.5.3 Application to Video Recovery
A grayscale video is a 3-way tensor in nature. In this section, we consider the video recovery
problem by low-rank tensor completion from partially observed entries. We use 15 videos
from http://trace.eas.asu.edu/yuv/ for the test. See Table 4.3 for all these 15
video sequences. For each sequence, we use the first 150 frames for the test due to the com-
putational limitation. Note that the given videos are color videos. We convert them into
grayscale, and thus they can be formated as 3-way tensors4. For the sequences in Table 4.3,
we use the file in the provided QCIF format, in which each frame has the size 144× 176.
Similar to the image recovery problem in the above section, there are two ways to construct
the 3-way tensors from a grayscale video with the frame size h×w and the number of frames
f : (1) type I tensor M1 ∈ Rh×w×f , where the frontal slices correspond to the frames, see
Figure 4.9 (a); (2) type II tensor M2 ∈ Rh×f×w, where the lateral slices correspond to the
frames, see Figure 4.9 (b). We plot the first 103 (from 21,600) singular values of M¯1 (or
bcirc(M1)) and M¯2 (or bcirc(M2)) in Figure 4.9 (c) and (d), respectively. It can be
seen that there is a large fraction of singular values which are very close to 0, due to a lot of
redundancy among frames. Thus, M1 and M2 can be well approximated by the low tubal
rank tensors. Note that the low tubal rank property of M1 and M2 implies the information
redundancy within frames and between frames, respectively (the footnote #4 in Page 9 is
applicable here).
4One may consider to treat color videos as three 3-way tensors, one for each channel.
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(a) a sample (b) observed (c) LRMC (d) LRTC (e) TMac (f) TNN1 (g) TNN2
Fig. 4.10. Examples for video recovery performance comparison. (a) Sample frames from the se-
quences Coastguard, Hall, Akiyo and Mobile; (b) frames with partially observed entries (the rate is
p = 0.5); (c)-(g) recovered frames by LRMC, LRTC, TMac, TNN1 and TNN2, respectively.
Video ID















LRMC LRTC TMac TNN1 TNN2
Fig. 4.11. Running time comparison on all 15 tested video sequences.
For a tensorM ∈ Rn1×n2×n3 constructed from a video, we randomly set m = pn1n2n3
entries to be observed, where we consider p = 0.5. See Figure 4.10 (b) for some sample frames
with missing values. Then we apply LRMC, LRTC, TMac, TNN1 and TNN2 to complete
PΩ(M). In LRMC, we use the same solver as Algorithm 3 but with µ0 = 10−6. This will
lead to more iterations but we find that the recovery performance will be better. In LRTC, we




3 ]. TNN1 and TNN2 denote the model (4.28) applied on the type I
and II tensor data, respectively. We evaluate the performance by using the PSNR values in
(4.36). Table 4.3 shows the PSNR values of the compared methods on all 15 video sequences
and the recovery results of some frames can be found in Figure 4.10. Figure 4.11 further
gives the running time of the compared methods. From these results, we have the following
observations:
• The tensor based methods perform much better than the matrix completion method LRMC.
This is consistent with the results in image recovery and some previous work, e.g., [114,
98].
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• Similar to the results in image recovery, our tensor nuclear norm based methods, TNN1 and
TNN2, achieve the best recovery performance for video recovery. Moreover, TNN2 out-
performs TNN1 in most cases. This implies that the type II tensor data construction from
videos may better satisfy the low tubal rank (or low tensor average rank) assumption. The
underlying reason is that the changes of neighbouring frames are usually smooth and thus
they are highly correlated. Thus, the information across frames may be more redundant
than that within frames.
• We report the running time of the compared methods in Figure 4.11. Notice that the results
rely heavily on the implementations (e.g., the choice of some parameters and the stopping
criteria). LRTC and TMac are more efficient than other methods. But they have more
parameters to tune, and this leads to additional effort. Both LRMC and TNN use the same
solver in Algorithm 3. TNN is expected to be slower than LRMC due to the additional fast
Fourier transformation. But this is not observed in Figure 4.11, since we run LRMC for
more iterations (by setting µ0 = 10−6) in order to obtain better results.
4.6 Chapter Summary
Based on the recently developed tensor-tensor product, which is a natural extension of the
matrix-matrix product, we rigorously defined the tensor spectral norm, tensor nuclear norm
and tensor average rank, such that their properties and relationships are consistent with the
matrix cases. Furthermore, we studied the low-rank tensor completion problem by solving a
convex program which minimizes the tensor nuclear norm. We then established a theoretical
bound for the exact low-rank tensor recovery. Numerical experiments verified our theory and




Tensor Robust Principal Component
Analysis
In this chapter, we study the Tensor Robust Principal Component (TRPCA) problem which
extends the known Robust PCA [1] to the tensor case. Our model is based on the new tensor
nuclear norm proposed in Chapter 4. Consider that we have a 3-way tensor X ∈ Rn1×n2×n3
such that X = L0 + S0, where L0 has low tubal rank and S0 is sparse. We prove that under
certain suitable assumptions, we can recover both the low-rank and the sparse components
exactly by simply solving a convex program whose objective is a weighted combination of the
tensor nuclear norm and the `1-norm, i.e.,
min
L,E
‖L‖∗ + λ‖E‖1, s.t. X = L+ E,
where λ = 1/
√
max(n1, n2)n3. Interestingly, TRPCA involves RPCA as a special case
when n3 = 1 and thus it is a simple and elegant tensor extension of RPCA. Also numerical
experiments verify our theory and the application for the image denoising demonstrates the
effectiveness of our method.
Note that we use the same notations as Chapter 4.
5.1 Introduction
The problem of exploiting low-dimensional structure in high-dimensional data is taking on in-
creasing importance in image, text and video processing, and web search, where the observed
data lie in very high dimensional spaces. The classical Principal Component Analysis (PCA)
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Tensor of corrupted observations Underlying low-rank tensor Sparse error tensor 
Fig. 5.1. Illustration of the low-rank and sparse tensor decomposition from noisy observations.
[115] is the most widely used statistical tool for data analysis and dimensionality reduction.
It is computationally efficient and powerful for the data which are mildly corrupted by small
noises. However, a major issue of PCA is that it is brittle to grossly corrupted or outlying
observations, which are ubiquitous in real world data. To date, a number of robust versions of
PCA were proposed. But many of them suffer from the high computational cost.
The recent proposed Robust PCA [1] is the first polynomial-time algorithm with strong
performance guarantees. Suppose we are given a data matrix X ∈ Rn1×n2 , which can be
decomposed as X = L0 + E0, where L0 is low-rank and E0 is sparse. It is shown in [1]
that if the singular vectors of L0 satisfy some incoherent conditions, L0 is low-rank and S0




‖L‖∗ + λ‖E‖1, s.t.X = L+E, (5.1)
where ‖L‖∗ denotes the nuclear norm (sum of the singular values of L), ‖E‖1 denotes the
`1-norm (sum of the absolute values of all the entries in E) and λ = 1/
√
max(n1, n2).
RPCA and its extensions have been successfully applied for background modeling [1], video
restoration [116], image alignment [117], et al.
One major shortcoming of RPCA is that it can only handle 2-way (matrix) data. However,
the real world data are ubiquitously in multi-dimensional way, also referred to as tensor. For
example, a color image is a 3-way object with column, row and color modes; a greyscale
video is indexed by two spatial variables and one temporal variable. To use RPCA, one has
to first restructure/transform the multi-way data into a matrix. Such a preprocessing usually
leads to the information loss and would cause performance degradation. To alleviate this
issue, a common approach is to manipulate the tensor data by taking the advantage of its
multi-dimensional structure.
In this work, we study the Tensor Robust Principal Component (TRPCA) which aims to
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exactly recover a low-rank tensor corrupted by sparse errors, see Figure 5.1 for an illustration.
More specifically, suppose we are given a data tensorX , and know that it can be decomposed
as
X = L0 + E0, (5.2)
where L0 is low-rank and E0 is sparse; here, both components are of arbitrary magnitude.
Note that we do not know the locations of the nonzero elements of E0, not even how many
there are. Now we consider a similar problem as RPCA. Can we recover the low-rank and
sparse components exactly and efficiently from X ?
It is expected to extend the tools and analysis from the low-rank matrix recovery to the
tensor case. However, this is not easy since the numerical algebra of tensors is fraugh-
t with hardness results [100]. The main issue for low-rank tensor estimation is the defini-
tion of tensor rank. Different from the matrix rank which enjoys several “good” proper-
ties, the tensor rank is not very well defined. Several different definitions of tensor rank
have been proposed but each has its limitation. For example, the CP rank [94], defined as
the smallest number of rank one tensor decomposition, is generally NP-hard to compute.
Also its convex relaxation is intractable. Thus, the low CP rank tensor recovery is chal-
lenging. Another direction, which is more popular, is to use the tractable Tucker rank [94]











, · · · , rank (X(k))), whereX(i) is the mode-ima-
tricization ofX . The Tucker rank is based on the matrix rank and thus computable. Motivated
from the fact that the nuclear norm is the convex envelop of the matrix rank within the unit ball
of the spectral norm, the Sum of Nuclear Norms (SNN) [97], defined as
∑
i‖X(i)‖∗, is used
as a convex surrogate of the Tucker rank. The effectiveness of this approach has been well
studied in [97, 101, 102, 103]. However, SNN is not a tight convex relaxation of the Tucker
rank [104].
In this work, we study the TRPCA problem which aims to recover the low tubal rank
component L0 and sparse component E0 from X = L0 + E0 ∈ Rn1×n2×n3 (this work
focuses on the 3-way tensor) by convex optimization
min
L,E
‖L‖∗ + λ‖E‖1, s.t. X = L+ E. (5.3)
We prove that under certain incoherence conditions, the solution to the above problem perfect-
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ly recovers the low-rank and the sparse components, provided, of course that the tubal rank of
L0 is not too large, and that E0 is reasonably sparse. A remarkable fact as that in TRPCA is
that (5.3) has no tunning parameter either. Our analysis shows that λ = 1/
√
max(n1, n2)n3
guarantees the exact recovery no matter what L0 and E0 are. Actually, as will be seen later,
if n3 = 1 (X is a matrix in this case), our TRPCA in (5.3) reduces to RPCA in (5.1), and
also our recovery guarantee in Theorem 5.1 reduces to Theorem 1.1 in [1]. Another advantage
of (5.3) is that it can be solved by polynomial-time algorithms, e.g., the standard Alternating
Direction Method of Multipliers (ADMM) [118].
5.2 Tensor RPCA and Our Results
As in low-rank matrix recovery problems, some incoherence conditions need to be met if
recovery is to be possible for tensor-based problems. Hence, in this section, we first introduce
some incoherence conditions of the tensor L0 extended from [111, 1]. Then we present the
recovery guarantee of TRPCA (5.3).
5.2.1 Tensor Incoherence Conditions
As observed in RPCA [1], the exact recovery is impossible in some cases. TRPCA suffers
from a similar issue. For example, suppose X = e˚1 ∗ e˙1 ∗ e˚∗1 (xijk = 1 when i = j = k = 1
and zeros everywhere else). Then X is both low-rank and sparse. We are not able to identify
the low-rank component and the sparse component in this case. To avoid such pathological
situations, we need to assume that the low-rank component L0 is not sparse. To this end, we
assume L0 to satisfy some incoherence conditions.
Definition 5.1. (Tensor Incoherence Conditions) ForL0 ∈ Rn1×n2×n3 , assume that rankt(L0) =
r and it has the skinny t-SVD L0 = U ∗ S ∗ V∗, where U ∈ Rn1×r×n3 and V ∈ Rn2×r×n3
satisfy U∗ ∗ U = I and V∗ ∗ V = I , and S ∈ Rr×r×n3 is a f-diagonal tensor. Then L0 is
said to satisfy the tensor incoherence conditions with parameter µ if
max
i=1,··· ,n1



















As discussed in [1, 6], the incoherence condition guarantees that for small values of µ,
the singular vectors are reasonably spread out, or not sparse. As observed in [26], the joint
incoherence condition is not necessary for low-rank matrix completion. However, for RPCA,
it is unavoidable for polynomial-time algorithms. In our proofs, the joint incoherence (5.6)
condition is necessary.
Another identifiability issue arises if the sparse tensor has low tubal rank. This can be
avoided by assuming that the support of S0 is uniformly distributed.
5.2.2 Main Results
Now we show that, the convex program (5.3) is able to perfectly recover the low-rank and
sparse components. We define n(1) = max(n1, n2) and n(2) = min(n1, n2).
Theorem 5.1. Suppose L0 ∈ Rn×n×n3 obeys (5.4)-(5.6). Fix any n × n × n3 tensor M of
signs. Suppose that the support set Ω of S0 is uniformly distributed among all sets of cardi-
nality m, and that sgn ([S0]ijk) = [M]ijk for all (i, j, k) ∈ Ω. Then, there exist universal
constants c1, c2 > 0 such that with probability at least 1 − c1(nn3)−c2 (over the choice of
support of S0), {L0,S0} is the unique minimizer to (5.3) with λ = 1/√nn3, provided that
rankt(L0) ≤ ρrnn3
µ(log(nn3))2
and m ≤ ρsn2n3, (5.7)
where ρr and ρs are positive constants. If L0 ∈ Rn1×n2×n3 has rectangular frontal slices,
TRPCA with λ = 1/√n(1)n3 succeeds with probability at least 1 − c1(n(1)n3)−c2 , provided
that rankt(L0) ≤ ρrn(2)n3µ(log(n(1)n3))2 and m ≤ ρsn1n2n3.
The above result shows that for incoherent L0, the perfect recovery is guaranteed with
high probability for rankt(L0) on the order of nn3/(µ(log nn3)2) and a number of nonzero
entries in S0 on the order of n2n3. For S0, we make only an assumption on the random
location distribution, but no assumption about the magnitudes or signs of the nonzero entries.
Also TRPCA is parameter free. Moreover, since the t-product of 3-way tensors reduces to the
standard matrix-matrix product when the third dimension is 1, the tensor nuclear norm reduces
to the matrix nuclear norm. Thus, RPCA is a special case of TRPCA and the guarantee of
RPCA in Theorem 1.1 in [1] is a special case of our Theorem 5.1. Both our model and
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Table 5.1. Correct recovery for random problems of varying size.
r = rankt(L0) = 0.1n, m = ‖S0‖0 = 0.1n3
n r m rankt(Lˆ) ‖Sˆ‖0 ‖Lˆ−L0‖F‖L0‖F
‖Sˆ−S0‖F
‖S0‖F
100 10 1e5 10 101,952 4.8e−7 1.8e−9
200 20 8e5 20 815,804 4.9e−7 9.3e−10
300 30 27e5 30 2,761,566 1.3e−6 1.5e−9
r = rankt(L0) = 0.1n, m = ‖S0‖0 = 0.2n3
n r m rankt(Lˆ) ‖Sˆ‖0 ‖Lˆ−L0‖F‖L0‖F
‖Sˆ−S0‖F
‖S0‖F
100 10 2e5 10 200,056 7.7e−7 4.1e−9
200 20 16e5 20 1,601,008 1.2e−6 3.1e−9
300 30 54e5 30 5,406,449 2.0e−6 3.5e−9
theoretical guarantee are consistent with RPCA. Compared with the SNN model [119], our
tensor extension of RPCA is much more simple and elegant.
It is worth mentioning that this work focuses on the analysis for 3-way tensors. But it
may not be difficult to generalize our model in (5.3) and results in Theorem 5.1 to the case of
order-p (p ≥ 3) tensors, by using the t-SVD for order-p tensors in [120].
5.3 Experiments
In this section, we conduct numerical experiments to corroborate our main results. We first
investigate the ability of TRPCA for recovering tensors of various tubal rank from noises of
various sparsity. We then apply TRPCA for image denoising. Note that the choice of λ in
(5.3) is critical for the recovery performance. To verify the correctness of our main results, we
set λ = 1/√n(1)n3 in all the experiments. But note that it is possible to further improve the
performance by tuning λ more carefully. The suggested value in theory provides a good guide
in practice.
5.3.1 Exact Recovery from Varying Fractions of Error
We first verify the correct recovery guarantee in Theorem 5.1 on random data with different
fractions of error. For simplicity, we consider the tensors of size n × n × n, with varying
dimension n =100, 200 and 300. We generate a rankt-r tensorL0 = P ∗Q, where the entries
ofP ∈ Rn×r×n andQ ∈ Rr×n×n are independently sampled from anN (0, 1/n) distribution.
The support set Ω (with size m) of S0 is chosen uniformly at random. For all (i, j, k) ∈ Ω,
let [S0]ijk = [M]ijk, whereM is a tensor with independent Bernoulli ±1 entries.
We test on two settings. Table 5.1 (top) gives the results of the first scenario with setting
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(a) n1 = n2 = 100, n3 = 50
rankt/n







(b) n1 = n2 = 200, n3 = 50
Fig. 5.2. Correct recovery for varying rank and sparsity. Fraction of correct recoveries across 10
trials, as a function of rankt(L0) (x-axis) and sparsity of S0 (y-axis). The experiments are test on two
different sizes of L0 ∈ Rn1×n2×n3 .
r = rankt(L0) = 0.1n and m = ‖S0‖0 = 0.1n3. Table 5.1 (bottom) gives the results for
a more challenging scenario with r = rankt(L0) = 0.1n and m = ‖S0‖0 = 0.2n3. It can
be seen that our convex program (5.3) gives the correct rank estimation of L0 in all cases and
also the relative errors ‖Lˆ−L0‖F /‖L0‖F are small, less than 10−5. The sparsity estimation
of S0 is not exact as the rank estimation. The reason may be that the sparsity of errors is
much larger than the rank of L0. But note that the relative errors ‖Sˆ − S0‖F /‖S0‖F are
all small, less than 10−8 (actually much smaller than the relative errors of the recovered low-
rank component). These results well verify the correct recovery phenomenon as claimed in
Theorem 5.1 for (5.3) with the chosen λ in theory.
5.3.2 Phase Transition in Rank and Sparsity
The results in Theorem 5.1 shows the perfect recovery for incoherent tensor with rankt(L0)
on the order of n/(µ(log nn3)2) and the sparsity of S0 on the order of n2n3. Now we exam
the recovery phenomenon with varying rank of L0 and varying sparsity of S0. We consider
two sizes of L0 ∈ Rn×n×n3 : (1) n = 100, n3 = 50; (2) n = 100, n3 = 50. We generate
L0 = P ∗Q, where the entries ofP ∈ Rn×r×n andQ ∈ Rr×n×n are independently sampled
from an N (0, 1/n) distribution. For S0, we consider a Bernoulli model for its support and
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(a) (b) (c) (d)
Fig. 5.3. Removing random noises from face images. (a) Original image; (b)-(d): Top: noisy
images with 10%, 15% and 20% pixels corrupted; Middle: the low-rank component recovered
by TRPCA; Bottom: the sparse component recovered by TRPCA.




0, w.p. 1− ρs,
−1, w.p. ρs/2.
(5.8)
We set r/n as all the choices in [0.01 : 0.01 : 0.5], and ρs in [0.01 : 0.01 : 0.5]. For each
(r, ρs)-pair, we simulate 10 test instances and declare a trial to be successful if the recovered
Lˆ satisfies ‖Lˆ−L0‖F /‖L0‖F ≤ 10−3. Figure 5.2 plots the fraction of correct recovery for
each pair (black = 0% and white = 100%). It can be seen that there is a large region in which
the recovery is correct. These results are quite similar as that in RPCA, see Figure 1 (a) in [1].
5.3.3 TRPCA for Image Recovery
We apply TRPCA for image recovery from the corrupted images with random noises. We will
show that the recovery performance is still satisfied with the choice of λ = 1/√n(1)n3 on real
data.
We conduct two experiments. The first one is to recover face images (of the same person)
with random noises as that in [121]. Assume that we are given n3 gray face images of size
h × w. Then we can construct a 3-way tensor X ∈ Rh×w×n3 , where each frontal slice is a
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Fig. 5.4. Comparison of the PSNR values of RPCA, SNN and TRPCA for image denoising on
50 images.
face image1. An extreme situation is that all these n3 face images are all the same. Then the
tubal rank ofX will be 1, which is very low. However, the real face images often violate such
low-rank tensor assumption (the same observation for low-rank matrix assumption when the
images are vectorized), due to different noises. Figure 5.3 (a) shows an example image taken
from the Extended Yale B database [122]. Each subject of this dataset has 64 images, and
each has resolution 192 × 168. We simply select 32 images with different illuminations per
subject, and construct a 3-way tensor X ∈ R192×168×32. Then, for each image, we randomly
select a fraction of pixels to be corrupted with random pixel values. Then we solve TRPCA
with λ = 1/√n(1)n3 to recover the face images. Figure (5.3) (b)-(d) shows the recovered
images from different proportions of corruption. It can be seen that it successfully removes
the random noises. This also verifies the effectiveness of our choice of λ in theory.
The second experiment is to apply TRPCA for image denoising. Different from the above
face recovery problem which has many samples of a same person, this experiment is tested on
the color image with one sample of 3 channels. A color image of size n1 × n2, is a 3-way
tensor X ∈ Rn1×n2×3 in nature. Each frontal slice of X is corresponding to a channel of
the color image. Actually, each channel of a color image may not be of low-rank. But it is
observed that their top singular values dominate the main information. Thus, the image can
be approximately recovered by a low-rank matrix [49]. When regarding a color image as a
tensor, it can be also well reconstructed by a low tubal rank tensor. The reason is that t-SVD
is capable for compression as SVD, see Theorem 4.3 in [43]. So we can apply TRPCA for
image denoising. We compare our method with RPCA and the SNN model [119] which also
own the theoretical guarantee.
1We also test TRPCA based on different ways of tensor data construction and find that the results are similar.
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(a) (b) (c) (d) (e)
Fig. 5.5. Comparison of Image recovery. (a) Original image; (b) Noisy image; (c)-(e) Recovered
images by RPCA, SNN and TRPCA, respectively.
We randomly select 50 color images from the Berkeley Segmentation Dataset [113] for the
test. For each image, we randomly set 10% of pixels to random values in [0, 255]. Note that
this is a challenging problem since at most there are 30% of pixels corrupted and the positions
of the corrupted pixels are unknown. We use our TRPCA with λ = 1/√n(1)n3. For RPCA
(5.1), we apply it on each channel independently with λ = 1/√n(1). For SNN, we find that
its performance is very bad when λi’s are set to the values suggested in theory [119]. We
empirically set λ1 = λ2 = 15 and λ3 = 1.5 which make SNN perform well in most cases.
For the recovered image, we evaluate its quality by the Peak Signal-to-Noise Ratio (PSNR)
value. The higher PSNR value indicates better recovery performance. Figure 5.4 shows the
PSNR values of the compared methods on all 50 images. Some examples are shown in Figure
5.5. It can be seen that our TRPCA obtains the best recovery performance. The two tensor
methods, TRPCA and SNN, also perform much better than RPCA. The reason is that RPCA,
which performs the matrix recovery on each channel independently, is not able to use the
information across channels, while the tensor methods improve the performance by taking the
advantage of the multi-dimensional structure of data.
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5.4 Chapter Summary
In this chapter, we study the Tensor Robust Principal Component (TRPCA) problem which
aims to recover a low tubal rank tensor and a sparse tensor from their sum. We show that the
exact recovery can be obtained by solving a tractable convex program which does not have any
free parameter. We establish a theoretical bound for the exact recovery as RPCA. Benefit from
the ”good” property of t-SVD, both our model and theoretical guarantee are natural extension
of RPCA. Numerical experiments verify our theory and the applications for image denoising
shows its superiority over previous methods.
This work verifies the remarkable ability of convex optimizations for low-rank tensors and
sparse errors recovery. This suggests to use these tools of tensor analysis for other applications,
e.g., image/video processing, web data analysis, and bioinformatics. Also, consider that the
real data usually are of high dimension, the computational cost will be high. Thus developing
the fast solver for low-rank tensor analysis is an important direction. It is also interesting to
consider nonconvex low-rank tensor models [49, 123].
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Chapter 6
A Unified Alternating Direction
Method of Multipliers by
Majorization Minimization
In this chapter, we propose a unified framework of many existing ADMM methods and pro-
vide the unified convergence. Several existing ADMMs are special cases by using different
majorant surrogate functions. We further observe that the algorithm converges faster when
the used majorant function is tighter. Then we propose several new methods to improve the
convergence by tightening the majorant functions. Numerical experiments demonstrate the
effectiveness of our methods.
6.1 Introduction
We consider to solve the following convex problem
min
x
f(x) = f(x1, · · · ,xn), s.t. Ax =
n∑
i=1
Aixi = b, (6.1)
where f : Rp1×···×pn → R is convex and n (≥ 2) denotes the block number of variables. We
denote x = [x1; · · · ; xn] with xi ∈ Rpi , and A = [A1, · · · ,An] with Ai ∈ Rd×pi . Problem
(6.1) has drawn increasing attention recently for the emerging applications of compressive
sensing in computer vision and signal processing, e.g., sparsity based face recognition [27, 28],
saliency detection [29], motion segmentation [30, 19, 31], image denoising [32, 33], video
denoising [34], texture repairing [35] and many others [36, 37, 38, 39, 40].
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To solve (6.1), the popular Augmented Lagrangian Method (ALM) [42] updates the primal
variable x by
xk+1 = arg min
x
L(x,λk, β(k)) = arg min
x
f(x) + rk(x), (6.2)
where L is the augmented Lagrangian function defined as







∥∥∥∥Ax− b + λkβ(k)
∥∥∥∥2 . (6.3)
Then the dual variable λ is updated to minimize −L by gradient descent with the step size
β(k), i.e.,
λk+1 = λk + β(k)(Axk+1 − b). (6.4)
However, (6.2) may not be easily solvable, since rk is non-separable. The Alternating Direc-
tion Method of Multipliers (ADMM) [124] instead solves (6.2) inexactly by updating xi’s in
an alternating way and thus the per-iteration cost can be much lower. Many variants of AD-
MM have been proposed by using different properties of f and A. We will review the most
related works in Section 6.1.1, and claim our contributions in Section 6.1.2.
Notations. The `2-norm of a vector and Frobenius norm of a matrix are denoted as ‖ · ‖.
The spectral norm and the smallest singular value of a matrix A are denoted as ‖A‖2 and
σmin(A), respectively. The identity matrix is denoted as I without specifying its size. The
all-one vector is denoted as 1. We denote S and S+ as the set of symmetry and positive
semidefinite matrices respectively and define 〈a,a〉A = ‖a‖2A = a>Aa for A ∈ S. If A−B
is positive semi-definite, then we denote A  B. The block diagonal matrix Diag{Ai, i =
1, · · · , n} has Ai as its i-th block on the diagonal. A function f : Rp → R is said to be
L-smooth (or∇f is Lipschitz continuous), if
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖, ∀x,y ∈ Rp. (6.5)
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6.1.1 Review of ADMMs
Most of ADMMs are only able to solve (6.1) with separable f ; i.e., there exist fi’s such
that f(x) =
∑n
i=1 fi(xi). They can be categorized into Gauss-Seidel ADMMs and Jacobian
ADMMs. The Gauss-Seidel ADMMs update xi’s in a sequential way, i.e., update xk+1i by
fixing others as their latest versions, while the Jacobian ADMMs update xi’s in a parallel way,
i.e., update each xk+1i by fixing xj = x
k
j , for all j 6= i. We review these two types of ADMMs
respectively. The difference between ADMMs lies in the updating of xi’s, while λ is updated
in the same way by (6.4).
Gauss-Seidel ADMMs solve (6.1) with n = 2 blocks. The standard ADMM [118] solves
(6.2) inexactly by updating x1 and x2 in a sequential way, i.e.,
xk+11 = arg minx1
L([x1; xk2],λk, β(k)) = arg minx1 f1(x1) + r
k
1(x1), (6.6)
xk+12 = arg minx2












∥∥∥∥A1xk+11 + A2x2 − b + λkβ(k)
∥∥∥∥2 . (6.9)
By using different properties of f1 and A1, x1 (the same discussion is also applicable to







where fˆ1(x1) = f(xk1) + 〈∇f1(xk1),x1 − xk1〉 + L12 ‖x1 − xk1‖2. The motivation is that fˆ1
is a majorant (upper bound) function of f1, i.e., fˆ1 ≥ f1 [58]. If f1 = g1 + h1, where g1
is convex and h1 is convex and L1-smooth, then x1 can be updated by (6.10) with fˆ1(x1) =
g(x1) + h(x
k
1) + 〈∇h1(xk1),x1 − xk1〉+ L12 ‖x1 − xk1‖2. In this case, fˆ1 ≥ f1. We name the
method using (6.10) as Proximal ADMM (P-ADMM) for these two cases. Similar techniques
have been used in [58, 125].
If the columns of A1 are not orthogonal, solving (6.6) is usually very expensive especially
when f1 is nonsmooth. Then Linearized ADMM (L-ADMM) [126][127] instead updates x1
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1) + 〈∇rk1(xk1),x1 − xk1〉+ η12 ‖x1 − xk1‖2 with η1 > ‖A1‖22. Note that
rˆk1 ≥ rk1 since rk1 is ‖A1‖22-smooth. For some nonsmooth f1, e.g., the `1-norm, (6.11) can be
solved efficiently with a closed form solution.
If f1 is a sum of a nonsmooth function and an L1-smooth function, then we can simul-
taneously use the majorant function fˆ1 of f1 as P-ADMM and rˆk1 of r
k
1 as L-ADMM. Thus
fˆ1 + rˆ
k
1 ≥ f1 + rk1 . This motivates the Proximal Linearized ADMM (PL-ADMM) which
updates x1 by




For (6.1) with n > 2 blocks of variables, the naive extension of Gauss-Seidel ADMMs
may diverge [41]. To address this issue, several Jacobian ADMMs have been proposed by
using different properties of fi and Ai. The Linearized ADMM with Parallel Splitting (L-
ADMM-PS) [128] solves (6.2) inexactly by linearizing rk in (6.3) at xki ’s and updates xi’s in
parallel by









‖xi − xki ‖2, (6.13)
where ηi > n‖Ai‖22. Proximal Jacobian ADMM (Prox-JADMM), a more general method in
[129], updates xi’s in parallel by

















‖xi − xki ‖2Gi ,
(6.14)
where Gi  (n−1)A>i Ai. Actually (6.13) is a special case of (6.14) when Gi = ηiI−A>i Ai
with ηi > n‖Ai‖22. If fi = gi + hi, where gi is convex and hi is convex and Li-smooth, then
the Proximal Linearized ADMM with Parallel Splitting (PL-ADMM-PS) [33] updates xi’s in
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parallel by









‖xi − xki ‖2, (6.15)
where fˆi(xi) = g(xi) + h(xki ) + 〈∇hi(xki ),xi − xki 〉+ Li2 ‖xi − xki ‖2 and ηi > n‖Ai‖22. As
we will show later, the updating rules (6.14) and (6.15) are equivalent to minimizing different
majorant functions of f(x) + rk(x) in (6.2).
For the convergence guarantee, all the above ADMMs own the convergence rate O(1/K)
[130, 126, 128, 33] (o(1/K) in [129] for Prox-JADMM), where K is the number of itera-
tions. There are also some other works which consider different special cases of our problem
(6.1) and give different convergence rates of ADMMs. For example, the works [131, 132]
propose fast ADMMs with better convergence rate. But their considered problems are quite
specific and their convergence guarantees require several additional assumptions. For (6.1)
with separable objective and n > 2, the works [133, 134, 135] prove the convergence of the
naive multi-blocks extension of ADMM under various assumptions, e.g., full column rank of
Ai, strong convexity or Lipschitz continuity of some fi and some others which may be hard
to be verified in practice. The work [136] reformulates the multi-blocks problem into a two-
block one by variable splitting and solves it by ADMM. But it is verified to be slower than
Prox-JADMM in [129] since there are many more number of variables.
6.1.2 Contributions
From the above discussions, we observe that different ADMMs can be regarded as variants
of inexact ALM in the sense that the primal variable xk+1 in ADMMs is updated by solving
(6.2) in ALM approximately. This actually slows the convergence, but the per-iteration cost is
lower. So there is a trade-off between the exactness of the subproblem optimization and the
convergence speed. In practice, we balance both to choose the proper solver. Generally, if f is
not very simple, e.g., sum of several nonsmooth functions, ADMMs are much more efficient
than ALM. ADMMs use two main techniques for approximation and update xk+1 in an easier
way than ALM: Alternating Minimization (AM) and Majorization Minimization (MM) [137].
AM, which updates one block each time when fixing others, makes the subproblems easier
to solve. For example, the updating of [xk+11 ; x
k+1
2 ] in ADMM (6.6)-(6.7) is easier than the
one in ALM (6.2). But the cost of the one block updating may be still high and it can be
further reduced by using MM, which minimizes a majorant function instead of the original
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objective to find an approximate solution. For example, as reviewed in Section 6.1.1, different
Gauss-Seidel ADMMs update x1 by minimizing different majorant functions of the objective
in standard ADMM (6.6), while different Jacobian ADMMs update xi’s by minimizing dif-
ferent majorant functions of the objective in ALM (6.2). Actually, Gauss-Seidel ADMMs first
use AM and then apply MM to update each block, while Jacobian ADMMs first use MM and
then AM to update each block (though this is equivalent to updating all blocks simultaneous-
ly). Besides the primal variables, the dual variable λk+1 updating in (6.4) is also equivalent to
minimizing a majorant function of −L(xk+1,λ, β(k)), i.e.,
λk+1 = argmin
λ
−L(xk+1,λ, β(k)) + 1
2β(k)
∥∥∥λ− λk∥∥∥2 . (6.16)
These observations suggest that MM provides a new insight to interpret ADMMs. The conver-
gences of ADMMs which use different majorant functions are guaranteed, but they are proved
case by case. It is not clear what is the role of MM in ADMMs. Another issue is that, in prac-
tice, one can develop many ADMMs for the same problem. But it is generally difficult to see
which one converges faster. The proved same rate O(1/K) in the worst case fails to charac-
terize the different speeds of ADMMs in practice. We lack practical principles and guidelines
for designing efficient ADMMs. In this work, we raise several crucial questions:
1. What kind of majorant functions can be used in ADMMs?
2. Is is possible to give a unified convergence analysis of ADMMs which use different majo-
rant functions?
3. What is the connection between the convergence speed of ADMMs and the used majorant
functions?
4. How to choose the proper majorant functions for designing efficient ADMMs?
5. For (6.1) with n > 2, is there any convergent Gauss-Seidel type ADMM without the strong-
ly convex objective assumption?
In this work, we show many interesting findings about ADMMs through the lens of MM.
We aim to address the above questions and in particular we make the following contributions.
First, for a multivariable function f , we propose the majorant first-order surrogate function fˆ ,
which requires three conditions to be satisfied: majorization, proximity and separability. The
first two guarantee that fˆ is a reasonable approximation of f , while the last one makes the
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minimizing of fˆ easy. Note that the objective f in (6.1) can be non-separable since we only
need to minimize fˆ . Second, we present the unified frameworks of Gauss-Seidel ADMMs
and Jacobian ADMMs based on our majorant first-order surrogate and give the unified con-
vergence guarantee. They not only draw connections with existing ADMMs, but also extend
them to solve new problems with non-separable objective. Third, we show that the bound
which measures the convergence speed of ADMMs depends on the tightness of the used ma-
jorant function. The tighter, the faster. This explains our previous intuitive observation that
ADMMs converge faster when (6.2) in ALM is solved more accurately. Fourth, we develop
several useful techniques to tighten the majorant surrogates and thus improve the efficiency
of ADMMs. Consider (6.1) with n > 2, we propose the Mixed Gauss-Seidel and Jacobian
ADMM (M-ADMM) algorithm. It divides n blocks of variables into two super blocks, and
then updates them in a sequential way as Gauss-Seidel ADMMs, while the variables in each
super block are updated in a parallel way as Jacobian ADMMs. M-ADMM takes the structure
of A, e.g., 12 ‖Ax− b‖2 that may be partially separable, into account to compute a tighter
majorant surrogate, while previous Jacobian ADMMs fail to do so. In addition, we show how
to partition n blocks of variables into two super blocks wisely, which is crucial in the efficient
implementation of ADMMs. Fifth, we propose to solve problem (6.1) with n > 2 blocks
by Proximal Gauss-Seidel ADMM (Prox-GSADMM) and prove that it converges without the
strongly convex objective assumption. To the best of our knowledge, this is the first convergent
Gauss-Seidel type ADMM for such a problem. The last contribution is the developed toolbox
which implements efficient ADMMs for many popular problems in compressed sensing. See
https://github.com/canyilu/LibADMM.
Though there are already many toolboxes in compressed sensing, the solved problems are
more or less limited due to the applicability of the used solvers, e.g., SPAMS [138] and SLEP
[139] focus more on sparse models and non-constrained problems. We instead focus on the
constrained problem (6.1), which is much more general. See a list of problems in our toolbox
in the Appendix.
6.2 Majorant First-Order Surrogate of a Multivariable Function
In this section, we propose the majorant first-order surrogate of the multivariable functions
which enjoy some “good” properties.
Definition 6.1. (Lipschitz Continuity) Let f : Rp1 × · · · × Rpn → R be differentiable. Then
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∇f is called Lipschitz continuous if there exist Li  0, i = 1, · · · , n, such that




‖xi − yi‖2Li , (6.17)
for any x = [x1; · · · ; xn] and y = [y1; · · · ; yn] with xi,yi ∈ Rpi . In this case, we say that f
is {Li}ni=1-smooth.
The Lipschitz continuity of the multivariable function is crucial in this work. It is different
from the single variable case defined in (6.5). For n = 1, (6.17) holds if (6.5) holds (Lemma
1.2.3 in [140]), but not vice versa. This motivates the above definition.




i=1 ‖xi − yi‖2Pi be convex for any yi. If Pi  0, we say that f is {Pi}ni=1-convex. If
Pi  0, we say that f is {Pi}ni=1-strongly convex.
Definition 6.3. (Majorant First-Order Surrogate) A function fˆ : Rp1 × · · · × Rpn → R is
a majorant first-order surrogate of f : Rp1 × · · · × Rpn → R near κ = [κ1; · · · ;κn] with
κi ∈ Rpi when the following conditions are satisfied:
• Majorization: fˆ is a majorant function of f , i.e., fˆ(x) ≥ f(x) for any x.






‖xi − κi‖2Li . (6.18)
• Separability: fˆ is separable w.r.t. xi’s; i.e., there exist fˆi’s such that fˆ(x) =
∑n
i=1 fˆi(xi).
We denote by S{Li}ni=1(f,κ) the set of such surrogates, and by S{Li,Pi}ni=1(f,κ) the subset of
{Pi}ni=1-convex surrogates.
In MM, one aims to find an approximate solution to minx f(x) by solving minx fˆ(x),
which is easier. To this end, the above three conditions on fˆ look reasonable. Majorization
guarantees that f(x) tends to be minimized when fˆ(x) is minimized. Proximity means that
fˆ(x) cannot be too loose and this guarantees a controllable approximation to f(x). The sep-
arability makes the optimization on fˆ(x) easier than f(x), which can be non-separable. This
is important for multi-blocks optimization.
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Note that Li measures the difference fˆ − f , or the tightness of the majorant surrogate fˆ .
If ‖Li‖2 is smaller, then the majorant surrogate is tighter. This plays an important role in this
work.
Lemma 6.1. If the approximation error h(x) = fˆ(x)− f(x) satisfies the following Smooth-
ness assumption, i.e.,
h(x) is {Li}ni=1-smooth, h(κ) = 0 and ∇h(κ) = 0, (6.19)
then the Proximity assumption in (6.18) holds.
Lemma 6.1 can be obtained by using (6.17) for h at κ. Lemma 6.1 is useful to verify the
Proximity assumption. Some widely used majorant first-order surrogates are (see Lemma E.2
in Appendix):
• Proximal Surrogates. Let f be a separable function. Define fˆ(x) = f(x) + 12
∑n
i=1 ‖xi−
κi‖2Li , where Li  0. Then, fˆ ∈ S{2Li,Li}ni=1(f,κ). If f is convex, fˆ ∈ S{Li,Li}ni=1(f,κ).
If f is {Qi}ni=1-strongly convex, fˆ ∈ S{Li,Li+Qi}ni=1(f,κ).
• Lipschitz Gradient Surrogates. Let f be {Li}ni=1-smooth. Define fˆ(x) = f(κ) +
〈∇f(κ),x − κ〉 + 12
∑n
i=1 ‖xi − κi‖2Li . Then, fˆ ∈ S{2Li}ni=1(f,κ). If f is convex,
fˆ ∈ S{Li,Li}ni=1(f,κ). If f is {Qi}ni=1-strongly convex, fˆ ∈ S{Li−Qi,Li}ni=1(f,κ).
• Proximal Gradient Surrogates. Let f = f1 + f2, where f1 is {Li}ni=1-smooth. Define
fˆ(x) = f1(κ) + 〈∇f1(κ),x−κ〉+ 12
∑n
i=1 ‖xi −κi‖2Li + f2(x). If f1 and f2 are convex,
fˆ ∈ S{Li,Li}ni=1(f,κ). Then, fˆ ∈ S{2Li}ni=1(f,κ). If f1 is {Qi}ni=1-strongly convex and f2
is convex, fˆ ∈ S{Li−Qi,Li}ni=1(f,κ).
If Li = 0, the proximal surrogates reduce to fˆ = f . Some other examples of majorant
functions, e.g., Jensen surrogates, can be found in [141]. Also, the positive linear combination
of majorant surrogates is still a majorant surrogate. See more discussions in the Appendix.
Lemma 6.2. (Key Property of theMajorant First-Order Surrogate) Let fˆ ∈ S{Li,Pi}ni=1(f,κ).
Then, we have




(‖yi − κi‖2Li − ‖yi − xi‖2Pi) , ∀x,y, (6.20)
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where u ∈ ∂fˆ(x) is any subgradient of the convex function fˆ . If f is {Q}ni=1-convex, we
have










where u ∈ ∂fˆ(x) and v ∈ ∂f(y).
The majorant first-order surrogate given in Definition 6.3 is motivated by [141]. However,
they have many key differences:
1. Our majorant surrogate is defined based on the multivariable function and it is much more
general than the single variable case in [141]. The Lipschitz continuity of the multivariable
function is different; the Separability of fˆ is new.
2. For approximation error h = fˆ − f , we use the Proximity assumption in (6.18) which is
less restrictive than the Smoothness assumption in (6.19). We only require the error h to
be bounded, and it needs not necessarily be smooth.
3. The properties in Lemma 6.2 are new and they play a central role in our convergence
analysis. Lemma 2.1 in [141] also introduces some properties of the majorant first-order
surrogate. But their bounds are too loose and are not applicable to our proofs due to the
constraint of (6.1) considered in this work.
4. The considered constrained problem in this work is different from the non-constrained
problem in [141]. When proving Proposition 2.3 in [141], they use a key property f(xk+1) ≤
f(xk), while this does not hold in ADMMs.
At the end of this section, we discuss some properties of 12 ‖Ax− b‖2 which are important
for in ADMMs.
Lemma 6.3. Let r(x) = 12‖Ax − b‖2, where x = [x1; · · · ; xn], A = [A1, · · · ,An] and b
are of compatible sizes. We have
(1) r(x) is {L′i}ni=1-smooth. The choice of L′i depends on the structure of A.























for any y = [y1; · · · ; yn] and Gi  L′i −A>i Ai.












‖xi − yi‖2 + 1
2
‖Ay − b‖2. (6.23)
The choice of L′i guarantees that rˆ ≥ r. To make rˆ tight, we expect that ‖L′i‖2 can
be as small as possible. Generally, there are two interesting choices: (1) L′i = ‖A‖22 I; (2)
L′i = nA
>
i Ai. When considering ‖L′i‖2, it is not clear which choice of L′i has smaller ‖L′i‖2.
The second choice of L′i is widely used in Jacobian ADMMs. It explains the choice of ηi >
‖L′i‖2 = n ‖Ai‖22 in L-ADMM-PS (6.13). However, such a choice of L′i may not be good
since it does not make fully use of the structure of A, and thus rˆ may not be a tight surrogate
of r. For example, let A1 = [C1; 0], A2 = [C2; 0], A3 = [0; C3], A4 = [0; C4], and b =
[b1; b2] of compatible sizes. Then r(x) = 12
∥∥∥∑2i=1 Cixi − b1∥∥∥2 + 12 ∥∥∥∑4i=3 Cixi − b2∥∥∥2.
We can choose L′i = 2A
>
i Ai, which is much better than 4A
>
i Ai. Actually, the choice of
L′i depends on the separability of r. In practice, it is easy to compute L
′
i when given A. A
good choice of L′i gives a tight surrogate rˆ, and this may significantly improve the efficiency
of Jacobian ADMMs (see Section 6.4).
6.3 Unified Gauss-Seidel ADMMs
In this section, we consider solving (6.1) with n = 2 blocks by a unified framework of Gauss-
Seidel ADMMs. In the (k + 1)-th iteration, we compute the majorant surrogate fˆk of f near
xk, i.e., fˆk ∈ S{Li,Pi}2i=1(f,xk) and fˆk is separable, i.e., fˆk(x) = fˆk1 (x1) + fˆk2 (x2). For rk1













‖x2 − xk2‖2G2 , (6.25)
1Note that the definitions of rˆki in Section 6.3, 6.4 and 6.5 are different.
101
Algorithm 4 A Unified Framework of Gauss-Seidel ADMMs
For k = 0, 1, 2, · · · do
1. Compute a majorant first-order surrogate fˆk ∈ S{Li,Pi}2i=1(f,xk) with fˆk(x) = fˆk1 (x1) + fˆk2 (x2).
2. Update x1 by solving (6.26).
3. Update x2 by solving (6.27).
4. Update λ by λk+1 = λk + β(k)(Axk+1 − b).
5. Choose β(k+1) such that β(k) ≤ β(k+1) ≤ βmax.
end
where G1  0 and G2  0. Then we update x1 and x2 by
xk+11 = arg minx1
fˆk1 (x1) + rˆ
k
1(x1), (6.26)
xk+12 = arg minx2
fˆk2 (x2) + rˆ
k
2(x2). (6.27)
Finally, λ is updated by (6.4). This leads to the unified framework of Gauss-Seidel ADMMs,
as shown in Algorithm 4.
Note that in Algorithm 4, f is not necessarily separable. In this case, our algorithm and the
convergence guarantee shown later are completely new. If f is already separable, then the ob-
jectives in (6.26) and (6.27) are majorant surrogates of the ones in (6.6) and (6.7), respectively.
Many previous Gauss-Seidel ADMMs are special cases by using different majorant surrogates
fˆ1 and rˆk1 (depending on G
k
1) in Algorithm 4. See Table 6.1 for a summary.
Assume that there exists at least one KKT point (x∗,λ∗) of problem (6.1), i.e., Ax∗ = b
and −A>λ∗ ∈ ∂f(x∗). Previous works prove that ADMMs converge to the KKT point at
the rate O(1/K) (K is the number of iterations) in different ways. The works [130, 125] give
the same rate of ADMM, L-ADMM, and P-ADMM. But they require that both the primal
and dual feasible sets should be bounded. The work [33] removes the above assumptions and
shows that the convergence rates of L-ADMM-PS and PL-ADMM-PS are
f(x¯K)− f(x∗) + 〈A>λ∗, x¯K − x∗〉+ α
2
∥∥Ax¯K − b∥∥2 ≤ O(1/K), (6.28)
where x¯K is a weighted sum of xk’s and α > 0. Now we give the convergence bound of
Algorithm 4 as (6.28).
Theorem 6.1. In Algorithm 4, assume that fˆk ∈ S{Li,Pi}2i=1(f,xk) with Pi  Li  0,





Table 6.1. Previous Gauss-Seidel ADMMs are special cases of Algorithm 4 with different fˆ1 and G1.
In this table, η1 > ‖A1‖22.
fˆk1 (x1) G1
ADMM [124] f1(x1) 0
P-ADMM [125]
Lipschitz Gradient Surrogate or
0
Proximal Gradient Surrogate
L-ADMM [126] f1(x1) η1I−A>1 A1
PL-ADMM
Lipschitz Gradient Surrogate or
η1I−A>1 A1Proximal Gradient Surrogate








































Consider H0i , i = 1, 2, at the RHS of (6.29), it can be seen that they depend on Li and Gi,
which control the difference fˆ−f and rˆki −rki , respectively. This suggests a faster convergence
when using tighter majorant surrogates, though the convergence rate of Gauss-Seidel ADMMs
in Algorithm 4 is O(1/K) when β(k)’s are bounded.
Note that the assumption G2  0 guarantees that α > 0. Such an assumption is also used
in [130, 125] which prove the same convergence rate in different ways. It suggests that using
G2  0 instead of G2 = 0 in the traditional ADMM can achieve the O(1/K) convergence
rate.
6.4 Unified Jacobian ADMMs
In this section, we consider solving (6.1) with n > 2 by a unified framework of Jacobian
ADMMs. The motivation is to solve (6.2) inexactly by minimizing a majorant surrogate of
f(x) + rk(x). In the (k + 1)-th iteration, we first compute the majorant surrogate of f near




i (xi). Assume that
1
2 ‖Ax‖2 is {L′i}ni=1-smooth. For rk in (6.2), we define its majorant surrogate rˆk by using
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‖xi − xki ‖2Gi + cki , (6.30)






2 ‖Axk − b‖2. Thus
fˆk(x) + rˆk(x) is a majorant surrogate of f(x) + rk(x) in (6.2). Now we minimize fˆk(x) +
rˆk(x) instead to update x, i.e.,
xk+1 = arg min
x
fˆk(x) + rˆk(x). (6.31)
Note that both fˆ and rˆk are separable. Thus solving (6.31) is equivalent to updating each xi
in parallel, i.e.,
xk+1i = arg minxi
fˆki (xi) + rˆ
k
i (xi). (6.32)
Finally λ is updated by (6.4). This leads to the unified framework of Jacobian ADMMs, as
shown in Algorithm 5.
If f is non-separable, then our algorithm and convergence guarantee shown later are com-
pletely new. If f is separable, several previous Jacobian ADMMs are special cases by using
different majorant surrogates fˆi and rˆki (depending on Gi) in Algorithm 5. See Table 6.2 for a
summary.
Theorem 6.2. In Algorithm 5, assume that fˆk ∈ S{Li,Pi}ni=1(f,xk) with Pi  Li  0,
1
2 ‖Ax‖2 is {L′i}ni=1-smooth, and Gi  L′i − A>i Ai in (6.30). For any K > 0, let x¯K =∑K
k=0 γ































i Ai + Gi,





The above bound implies an interesting connection between the convergence speed and
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the tightness of the majorant surrogates. For simplicity, let β(k) = β. Then (6.33) reduces to
∑n














where (6.34) uses Gi  L′i−A>i Ai. Now consider the two constant terms in the numerator of
(6.34). The first term controls the tightness of the used majorant surrogate for the x updating,
i.e., |fˆ0(x∗) + rˆ0(x∗) − f(x∗) − r(x∗)| ≤ 12
∑n
i=1
∥∥x∗i − x0i ∥∥2Li+βL′i , which uses (6.18)
with x = x∗ and k = 0. The second term is actually the difference function 12β
∥∥λ− λk∥∥2
between −L(xk+1,λ, β(k)) and its majorant surrogate in (6.16) when λ = λ∗ and k = 0. So
the convergence bound depends on the tightness of the used majorant surrogates for both the
primal and dual variables updating. If fˆk + rˆk is tighter (associated to the x updating) or β is
larger (associated to the λ updating), the algorithm converges faster. In practice, ADMMs stop
based on certain criteria induced by the KKT conditions. If β is relatively large, the algorithm
seems to converge faster but the objective function value may be larger. How to choose the
best β or β(k) is still an open issue. In this work, we focus the discussion on how to improve
the tightness of the majorant surrogate for the primal variable updating.
Note that Algorithm 5 improves previous Jacobian ADMMs which use L′i = nA
>
i Ai.
Such a choice of L′i does not fully use the structure of A (see the discussions after Lemma 6.3).
In this work, we have a new choice L′i = ‖A‖22 I. In practice, one may use the one which has
smaller ‖L′i‖2. The reason behind is that L′i’s control the tightness of rˆk(x). The tighter
surrogate rˆk(x) will make the algorithm converges faster. In Section 6.5, we discuss how to
further improve the tightness of rˆk(x) by introducing alternating minimization in Jacobian
ADMMs and the backtracking technique.
6.5 Mixed Gauss-Seidel and Jacobian ADMM
Consider solving (6.1) with n = 2 by Gauss-Seidel ADMMs and Jacobian ADMMs, the
former one will converge faster. The reason is that Jacobian ADMMs require Gi  A>i Ai,
while Gauss-Seidel ADMMs only require Gi  0. Thus the bound in (6.29) is expected
to be tighter than the one in (6.33). The superiority of Gauss-Seidel ADMMs over Jacobian
ADMMs is that the former first use alternating minimization to reduce the complexity of the
problem (fewer variables) and then the used majorant surrogate can be tighter when using
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Algorithm 5 A Unified Framework of Jacobian ADMMs
For k = 0, 1, 2, · · · do





2. Update xi, i = 1, · · · , n, in parallel by solving (6.32).
3. Update λ by λk+1 = λk + β(k)(Axk+1 − b).
4. Choose β(k+1) such that β(k) ≤ β(k+1) ≤ βmax.
end
Table 6.2. Previous Jacobian ADMMs are special cases of Algorithm 5 with different fˆi and Gi. In
this table, ηi > n‖Ai‖22.
fˆki (xi) Gi
L-ADMM-PS [128] fi(xi) ηiI−A>i Ai,
PL-ADMM-PS [33] Proximal Gradient Surrogate ηiI−A>i Ai
Prox-JADMM [129] fi(xi)  (n− 1)A>i Ai
majorization minimization.
In this section, we consider (6.1) with n > 2 blocks. We propose the Mixed Gauss-Seidel
and Jacobian ADMM (M-ADMM), which introduces the alternating minimization before us-
ing majorization minimization. M-ADMM first divides these n blocks x = [x1; · · · ; xn] into
two super blocks, i.e., xB1 = [xi, i ∈ B1] with n1 blocks of variables, and xB2 = [xi, i ∈ B2]
with n2 blocks of variables, whereB1 andB2 satisfyB1∩B2 = ∅ andB1∪B2 = {1, · · · , n}.
Then xB1 and xB2 are updated in a sequential way as Gauss-Seidel ADMMs, while xi’s in
each super block are updated in a parallel way as Jacobian ADMMs. As shown later, M-
ADMM owns a tighter bound than (6.33), and thus it will be faster than Jacobian ADMMs.
In the following, we first introduce M-ADMM, and then discuss the variable partition and
backtracking technique which are crucial for the efficient implementation of M-ADMM in
practice.
6.5.1 M-ADMM
Assume that we are given a partition of n blocks, denoted as {B1, B2}. We accordingly
partition A into AB1 = [Ai, i ∈ B1] and AB2 = [Ai, i ∈ B2]. Then (6.1) is equivalent to
min
xB1 ,xB2
f(x), s.t. AB1xB1 + AB2xB2 = b. (6.35)
In the (k + 1)-th iteration, we first compute the majorant surrogate of f near xk, i.e., fˆk ∈



























∥∥∥∥AB1xk+1B1 + AB2xB2 − b + λkβ(k)
∥∥∥∥2 .
However, the above problems are expensive to solve since they may not be separable w.r.t.
xi’s in B1 or B2. Assume that 12 ‖AB1xB1‖2 is {L′i}i∈B1-smooth. By (6.22), we construct a
majorant surrogate rˆkB1 of r
k
B1





























‖xi − xki ‖2Gi + cki , i ∈ B1,
(6.38)







∥∥∥Axk − b + λk
β(k)
∥∥∥2.































‖xi − xki ‖2Gi + cki , i ∈ B2,
(6.39)







∥∥∥AB1xk+1B1 + AB2xkB2 − b + λkβ(k)∥∥∥2.
By replacing rkB1(xB1) and r
k
B2








Algorithm 6 Mixed Gauss-Seidel and Jacobian ADMM
For k = 0, 1, 2, · · · do





2. For all i ∈ B1, update xi’s in parallel by solving (6.40).
3. For all i ∈ B2, update xi’s in parallel by solving (6.41).
4. Update λ by λk+1 = λk + β(k)(Axk+1 − b).
5. Choose β(k+1) such that β(k) ≤ β(k+1) ≤ βmax.
end















fˆki (xi) + rˆ
k
i (xi), i ∈ B1, (6.40)
xk+1i = argmin
xi
fˆki (xi) + rˆ
k
i (xi), i ∈ B2. (6.41)
Finally λ is updated by (6.4). This leads to the Mixed Gauss-Seidel and Jacobian ADMM
(M-ADMM), as shown in Algorithm 6. Now we give its convergence bound as (6.28).
Theorem 6.3. In Algorithm 6, assume that fˆk ∈ S{Li,Pi}ni=1(f,xk) with Pi  Li  0,
1
2 ‖AB1xB1‖2 is {L′i}i∈B1-smooth, 12 ‖AB2xB2‖2 is {L′i}i∈B2-smooth, Gi  L′i − A>i Ai,
i ∈ B1 in (6.38) and Gi  L′i − A>i Ai, i ∈ B2 in (6.39). For any K > 0, let x¯K =∑K
k=0 γ














































i Ai + Gi, i ∈ B2
}






M-ADMM in Algorithm 6 further unifies Gauss-Seidel
ADMMs in Algorithm 4 and Jacobian ADMMs in Algorithm 5. If n = 2, let B1 = {1} and
B2 = {2}. Then M-ADMM degenerates into the Gauss-Seidel ADMMs, and (6.42) reduces
to (6.29). If n > 2, let B1 = ∅ and B2 = {1, · · · , n}. Then M-ADMM degenerates into the
Jacobian ADMMs, and (6.42) reduces to (6.33). More importantly, for the case of n > 2 and
other choices of B1 and B2, M-ADMM will be faster than Jacobian ADMMs, since the right
hand side of (6.42) may be much smaller than the one of (6.33). This is due to their different
choices of Gi. If we choose L′i = nA
>
i Ai, Jacobian ADMMs require Gi  (n − 1)A>i Ai
for all i = 1, · · · , n, while M-ADMM only requires Gi  (n1 − 1)A>i Ai for i ∈ B1 and
Gi  (n2− 1)A>i Ai for i ∈ B2. Note that n = n1 + n2. The improvement benefits from the
sequential updating rules of xB1 and xB2 by using tighter majorant surrogates in M-ADMM.
Indeed, M-ADMM only needs to majorize rkB1(xB1) in (6.36) and r
k
B2
(xB2) in (6.37) for xB1
and xB2 respectively, while Jacobian ADMMs need to majorize r
k(x) in (6.3) for all xi’s
simultaneously.
Note that the block-wise ADMM in [142] and Hybrid ADMM (H-ADMM) in [143] share
a similar mixed Gauss-Seidel and Jacobian updating scheme as our M-ADMM. The block-
wise ADMM is a special case of our M-ADMM by taking Gi = τiA>i Ai, where τi > n1− 1,
i ∈ B1 and τi > n2 − 1, i ∈ B2. The limitation of such a choice of Gi is that its subproblems
may not be easy to solve especially when fi is nonsmooth. Also, their convergence analysis
requires more restrictive assumption, i.e., each Ai has full column rank. H-ADMM is also
a special case of our M-ADMM by taking Gi  ‖AB1‖22 I, i ∈ B1 and Gi  ‖AB2‖22 I,
i ∈ B2. This is not as tight as ours since we can choose Gi  ‖AB1‖22 I − A>i Ai, i ∈
B1 and Gi  ‖AB2‖22 I − A>i Ai, i ∈ B2. Generally, M-ADMM is more general when
considering the choices of fˆ , Gk and β(k). The backtracking technique and wise variable
partition introduced below will further improve the convergence speed of M-ADMM. More
importantly, we conclude that M-ADMM is generally faster than Jacobian ADMMs due to
the used tighter majorant surrogates while block-wise ADMM and H-ADMM have no such a
result and support in theory.
6.5.2 M-ADMM with Backtracking
We have given the convergence guarantee of M-ADMM when fixing Gi. In practice, we
can estimate it by the backtracking technique which will lead to tighter majorant surrogate.
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Algorithm 7 M-ADMM with backtracking
Initialization: k = 0, xki , Gki  0, λk, β(k) > 0, τ > 0, µ > 1.
For k = 0, 1, 2, · · · do





2. Set Gi = Gki and compute x
k+1
i by (6.40)-(6.41).
3. If (6.43) does not hold, set Gki = µG
k
i , i ∈ B1. Go to 2).
If (6.45) does not hold, set Gki = µG
k
i , i ∈ B2. Go to 2).
4. Update λ by λk+1 = λk + β(k)(Axk+1 − b).
5. Choose β(k+1) such that β(k) ≤ β(k+1) ≤ βmax.
6. Set Gk+1i = G
k
i , i = 1, · · · , n.
end
The effectiveness has been verified in first-order optimization [58]. Now, we introduce the
backtracking technique into M-ADMM.
To guarantee the convergence, Gi can be replaced by Gki such that r
k
B1




) ≤ rˆkB2(xk+1B2 ). They are guaranteed when
∥∥∥AB1(xk+1B1 − xkB1)∥∥∥2 ≤∑
i∈B1





∥∥∥AB2(xk+1B2 − xkB2)∥∥∥2 ≤∑
i∈B2





To achieve the O(1/K) convergence rate, we replace (6.44) as
τ
∥∥∥xk+1B2 − xkB2∥∥∥2 ≤ ∥∥∥xk+1B2 − xkB2∥∥∥2Kk2−A>B2AB2 , (6.45)
for some small constant τ > 0 and Kk2 = Diag{A>i Ai + Gki , i ∈ B2}. In this case, we
may be able to find Gki with relatively smaller
∥∥Gki ∥∥2, and thus rˆkB1(xk+1B1 ) and rˆkB2(xk+1B2 )






), respectively. This leads to a better ap-
proximate solution and improves the efficiency. We summarize M-ADMM with backtracking
in Algorithm 7. Note that Step 3) will only be performed for finitely many times. Similarly,
the convergence guarantee is given as follows.
Theorem 6.4. In Algorithm 7, assume that fˆk ∈ S{Li,Pi}ni=1(f,xk) with Pi  Li  0.






i Ai + G
0
i , i ∈ B1
}







i Ai + G
0














Note that Algorithm 7 reduces to Algorithm 6 by choosing Gi’s in Theorem 6.3. Theorem
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A>i Ai + Gi, i ∈ B2
}−A>B2AB2).
So we only give the proof of Theorem 6.4 in Appendix. It is worth mentioning that, when us-
ing backtracking, rˆkBj is not a majorant first-order surrogate of r
k
Bj
, since the majorization
condition may not hold. Actually, rˆkBj only majorizes r
k
Bj
locally at xk+1Bj . But this is suffi-
cient for the convergence proof, since the formulations of rkBj and rˆ
k
Bj
are known and we are
able to use their specific properties instead of (6.20) in the proofs.
6.5.3 Variable Partition
For (6.1) with n > 2, M-ADMM requires partitioning variables into 2 super blocks B1 and
B2. Different variable partitions lead to different choices of L′i which controls the tightness
of the majorant surrogates, and thus the convergence behaviors of M-ADMM are different.
Looking for an intelligent way of variable partition may significantly improve the efficiency
of M-ADMM. We discuss how to partition variables in three cases by considering the property
of Ai’s in (6.1). The principle is to find a partition such that the constructed surrogate rˆkB1 for
rkB1 in (6.36) and rˆ
k
B2
for rkB2 in (6.37) can be as tight as possible.
Case I (complicated case): A>i Al 6= 0 for any i 6= l. This case is complicated since rkBj ,
j = 1, 2 in (6.36)-(6.37) are non-separable for any partition. Then the separable surrogates
rˆkBj ’s may be loose when considering the choices of Gi in (6.38)-(6.39). As suggested by
Theorem 6.3, to tighten the bound of (6.42), a reasonable partition is to make LB1 + LB2 ,
where LB1 = (n1 − 1)
∑
i∈B1 ‖Ai‖22 −‖AB1‖22 and LB2 = (n2 − 1)
∑
i∈B2 ‖Ai‖22, as small
as possible2. We have a heuristic approach to this end:
Step 1: Sort ‖Ai‖22’s in a descending order.
Step 2: Group the largest n1 elements as the first block and the rest as the second block.
Step 3: The best value of n1 is the one which minimizes LB1 + LB2 by a one-shot searching
from 1 to n.
Case II (simple case): there exists a partition such that
A>i Al = 0, i 6= l, for any i, l ∈ B1 and i, l ∈ B2. (6.46)
This case is simple since the above partition makes rkBj , j = 1, 2 in (6.36)-(6.37) separable.
Then rˆkBj ’s tend to be tight since we can compute each rˆ
k
i independently and use Gi  0,
2If n1 is not very small, ‖AB1‖22 is usually much smaller than (n1 − 1)
∑
i∈B1 ‖Ai‖22. We can use LB1 =
(n1 − 1)∑i∈B1 ‖Ai‖22 in this case.
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i ∈ B1 in (6.38) and Gi  0, i ∈ B2 in (6.39). Even, the per-iteration cost is cheap when
using rˆki = r
k
i for many problems in practice. In this case, (6.35) can be solved by (6.36)-
(6.37), which is similar to the standard ADMM. For example, the Low-Rank Representation
model in [46] satisfies (6.46),
min
Z,J,E
‖J‖∗ + λ ‖E‖2,1 , s.t. X = AZ + E,Z = J, (6.47)
where λ > 0. The augmented Lagrangian function is
L(Z,J,E,λ1,λ2) = ‖J‖∗ + λ ‖E‖2,1 + 〈λ1,X−AZ−E〉
+ 〈λ2,Z− J〉+ β
2
(
‖X−AZ−E‖2 + ‖Z− J‖2
)
.
Based on the partition {J,E} and {Z}, they can be updated by

{Jk+1,Ek+1} = arg min
J,E
L(Zk,J,E,λk1,λk2),
Zk+1 = arg min
Z
L(Z,Jk+1,Ek+1,λk1,λk2).
This is the standard ADMM and its convergence is guaranteed. Note that L(Zk,J,E,λk1,λk2)
is separable w.r.t. J and E and thus Jk+1 and Ek+1 can be computed independently. The
updates of the three blocks are similar to the naive multi-block extension of ADMM used in
[46], but in different updating orders. Our simple modification fixes the convergence issue of
the naive multi-block extension of ADMM in [46] for (6.47).
In computer vision and signal processing, there are a lot of multi-blocks problems, or
their equivalent ones by introducing auxiliary variables, with the property (6.46) and thus can
be solved more efficiently by the Gauss-Seidel ADMMs than Jacobian ADMMs, e.g., sparse
subspace clustering model (70) in [31], nonnegative matrix completion problem (143) in [33],
multi-task low-rank affinity pursuit model (4) in [36], sparse spectral clustering model (6) in
[144], nonnegative low-rank and sparse graph model (5) in [37], simultaneously structured
models (3.3) in [145], convex program (8) in [146] for graph clustering, robust multi-view
spectral clustering model (3) in [39] and consolidated tensor recovery model (2.6) in [40].
However, some of previous works do not use the property (6.46) to implement the efficient
ADMMs, and this is the reason why we release the toolbox.
Case III (other cases): neither assumptions in Case I and Case II holds. It is generally
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difficult to find the best partition in this case. But one can combine the ideas in both Case I
and II. For example, there exists one or more subgroups BS , such that A>i Al = 0, i 6= l, for
any i, l ∈ BS . We can put the whole subgroup in one super block, i.e., BS ⊂ B1.
In practice, one usually needs to reformulate the original problem as an equivalent one
by introducing auxiliary variables such that the subproblem in ADMMs can be simple. When
designing efficient ADMMs, the problem reformulation and the above variable partition strate-
gies should be considered simultaneously. Some more examples can be found in our released
toolbox.
6.6 Proximal Gauss-Seidel ADMM for Multi-blocks Problems
Consider problem (6.1) with n > 2 blocks, existing Jacobian type ADMMs and our M-
ADMM converges only based on the convex objective function assumption. Some recent
works [147, 143] propose Gauss-Seidel type ADMMs but their convergence guarantees re-
quire much stronger assumption, e.g., strongly convex objective function or the stepsize should
be small enough. An interesting open problem is, for (6.1) with n > 2 blocks, does there ex-
ist a Gauss-Seidel type ADMM converges without the strongly convex objective assumption?
In this section, we propose to solve (6.1) with n > 2 by the Proximal Gauss-Seidel ADMM
(Prox-GSADMM), which is a Gauss-Seidel type ADMM. Its convergence requires the objec-
tive f or its majorant surrogate fˆ to be strongly convex.
In the (k + 1)-th iteration, we first compute the majorant surrogate of f near xk, i.e.,




i (xi). Then we update xi,




























where the choice of Gki is given below. The updates of λ
k+1 and β(k+1) are the same as
previous frameworks. We summarize the whole procedure of Prox-GSADMM in Algorithm
8. Now, we give the convergence result of Prox-GSADMM. We define G = Diag{Gi, i =
1, · · · , n}, L = Diag{Li, i = 1, · · · , n}, P = Diag{Pi, i = 1, · · · , n}, Q = Diag{Qi, i =
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Algorithm 8 Proximal Gauss-Seidel ADMM for (6.1) with n > 2
For k = 0, 1, 2, · · · do





2. Update xi, i = 1, · · · , n, by (6.48) in a Gauss-Seidel fashion.
3. Update λ by λk+1 = λk + β(k)(Axk+1 − b).
4. Choose β(k+1) such that β(k) ≤ β(k+1) ≤ βmax.
end
1, · · · , n}, and
Aˆ =









Theorem 6.5. In Algorithm 8, assume that f is {Qi}ni=1-convex, Qi  0, fˆk ∈ S{Li,Pi}ni=1(f,xk),
Pi  Li  0, and Pi+Qi  0. Let Gk  1β(k) L+β(k)Aˆ>(P + Q)−1Aˆ. Then the sequence
{xk} converges to some xL that is a solution to problem (6.1).
The above theorem shows that when Pi + Qi  0, with a proper choice of Gki , Prox-
GSADMM converges to the optimal solution. The assumption Pi + Qi  0 implies that, f
and fˆ , at least one of them should be strongly convex. In the case Qi  0, i.e., f is strongly
convex, our Prox-GSADMM can be regarded as a generalization of the Algorithm 5 in [143].
A more important case is Qi = 0 and Pi  0, i.e., f is convex and fˆ is strongly convex, our
Prox-GSADMM and convergence result are completely new. For convex f , Section 6.2 gives
some examples of fˆ which are {Pi}ni=1-strongly convex. Among them, the proximal surrogate
is the most general choice for constructing {Pi}ni=1-strongly convex fˆ with regardless of the
structure of f . For example, let f(x) =
∑n








‖xi − xki ‖2Li
)
, (6.49)
where Li  0. Then fˆk ∈ S{Li,Pi}ni=1(f,xk), where Pi = Li. One may use different Li in
different iterations. The above choice of fˆ guarantees that Pi+Qi  0 when f is convex (but
114
non-strongly convex). Thus our Prox-GSADMM is very general and practical.
Note that the convergence result in Theorem 6.5 and its proof are different from M-
ADMM. The convergence rate of Prox-GSADMM is currently not clear, though it is expected
to be not slower than M-ADMM since the latest version of x is always used for the current up-
dating. Also, the choice of Gk lacks of an intuitive insight from the perspective of majorization
minimization and it may not be tight. We leave these for interesting future works.
6.7 Experiments
In this section, we conduct several experiments to show the effectiveness of our new ADMMs.
All the algorithms are implemented by Matlab and are tested on a PC with 8 GB of RAM
and Intel Core 2 Quad CPU Q9550. The details of the compared solvers can be found in the
Appendix.
6.7.1 Solving Toy Problems with Multi-blocks
Besides the unified analysis of several variants of ADMMs, we have two new methods, M-
ADMM and Prox-GSADMM for multi-block problems. In this subsection, we conduct two
experiments to demonstrate the effectiveness of our new methods. The first experiment is to
verify the improvement of our M-ADMM and Prox-GSADMM over existing methods, e.g.,
Prox-JADMM [129], on the basis pursuit problem. The second experiment is to verify the
effectiveness of our proposed variable partition strategy for M-ADMM in Section 6.5.3.
`1-Minimization Problem
We conduct an experiment to show the effectiveness of our M-ADMM and Prox-GSADMM
for multi-blocks problems. We test on the same `1-minimization problem as that in [129] for










where there has n blocks and the data is partitioned accordingly A = [A1, · · · ,An]. This
problem is known as the basis pursuit and has many applications in computer vision and signal
processing. We generate the data as follows. The sparse representation vector x∗ is randomly
generated with k = 60 nonzeros drawn from the N(0, 1) distribution. We generate A ∈
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Rd×m, where d = 300 and m = 1000, with its elements independently sampled from an
N(0, 1) distribution. Then A is partitioned evenly into n = 100 blocks. The response y is
computed by y = Ax∗.
M-ADMM solves (6.50) by the following rules







∥∥∥xi − uki ∥∥∥2 , i ∈ B1,






∥∥∥xi − vki ∥∥∥2 , i ∈ B2,
λk+1 =λk + β(k)(Axk+1 − b),
























this experiment, we simply choose B1 = {1, 2, · · · , 50} and B2 = {51, 52, · · · , 100}. We
initialize xi andλ as zeros. We set β(0) = 10/ ‖b‖1 as suggested in [129] and update β(k+1) =
min(ρβ(k), 106) with ρ = 1.1. The backtracking technique in Algorithm 7 is used to estimate
η(k) adaptively. We set µ = 1.3, η(0)i = ρηn1 ‖Ai‖22, i ∈ B1 and η(0)i = ρηn2 ‖Ai‖22, i ∈ B2,
where ρη = 5× 10−3. For Prox-GSADMM, we use (6.49) to construct fˆ with Li = 0.3I. We
set Gki = ηiI−A>i Ai, where ηi = ρη
∥∥∥Diag(A) + β(0)pi Aˆ>Aˆ∥∥∥2 and ρη = 0.01. The settings
of β(0) and β(k+1) are the same as those in M-ADMM. We also compare our methods with
other four ADMM variants: Variable Splitting ADMM (VSADMM) [136], Jacobian ADMM
with correction steps (Corr-JADMM) [148], Prox-JADMM [129] and H-ADMM [143]. The
detailed updating rules and settings of the first three methods can be found in [129]. For H-
ADMM, it has the same updating rule as our M-ADMM on problem (6.50). The key difference
is that our M-ADMM uses the backtracking technique to estimate η(k)i and the stepsize β
(k)
can be increased, while H-ADMM fix both (we use τi = 0.04ρ
2
2 ‖A‖42 which is slightly better
than the choice in [143]). In each iteration, all the compared methods require computing the
proximal mapping of the `1-norm which has a closed form solution. Thus, these methods have
the same per-iteration complexity on problem (6.50).
It is known that, under certain incoherence conditions, the ground truth x∗ can be exactly
recovered by solving (6.50). So we consider the following three measures to evaluate the
performance of different solvers: (1) |f(xk) − f(x∗)|; (2) residual ∥∥Axk − b∥∥; (3) relative
error
∥∥xk − x∗∥∥/‖x∗‖. We run all the compared methods for 1,000 iterations and record the
above three measures. We run on 100 random trials and plot the averages in Figure 6.1. Note
that in Figure 6.1 (a), many methods seem to stop within 400 iterations. This is because the
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Fig. 6.1. Plots of (a) |f(xk)− f(x∗)|; (b) residual ∥∥Axk − b∥∥; (c) relative error ∥∥xk − x∗∥∥/‖x∗‖ on
the basis pursuit problem.
iterations with |f(xk) − f(x∗)| = 0 cannot be plotted in logarithmic scale. It can be seen
that VSADMM is much slower than the others, possibly due to many more introduced blocks
of variables. Prox-JADMM, Corr-JADMM and H-ADMM significantly improves VSADMM
and they have similar performance3. The reason that H-ADMM does not perform better than
Prox-JADMM and Corr-JADMM is that H-ADMM uses a fixed hand-tuned parameter while
the other two use an adaptive parameter tunning scheme. Our M-ADMM outperforms existing
methods based on three evaluation measures. This demonstrates the effectiveness of the mixed
updating rules, backtracking technique and the flexible choice of β(k) used in M-ADMM.
Prox-GSADMM further improves M-ADMM and this shows the advantage of the Gauss-
Seidel scheme over the Jacobian scheme.
Analysis of the Proposed Variable Partition Strategy
In this work, from the convergence bound, we observe that ADMMs generally converge faster
if the used majorant function is tighter. Considering the problem with n > 2, the convergence
behaviors of M-ADMM may be quite different when using different variable partitions. Now,
we conduct an experiment to compare the convergence behaviors of M-ADMM with different
variable partitions and demonstrate the effectiveness of the proposed partition method in Case










where x = [x1; x2; · · · ; xn] has n blocks and A = [A1, · · · ,An], in which Ai ∈ Rd×mi has
a compatible dimension with xi ∈ Rmi and
∑n
i=1mi = m. Note that in practice, it is not
necessary that the values of ‖Ai‖22, i = 1, · · · , n, are similar. They can be quite different.
3The experiments in [143] show that H-ADMM outperforms Prox-JADMM. The reason is that they do not

















































































Fig. 6.2. Plots of (a) sorted {‖Ai‖22, i = 1, · · · , n} in descending order; (b) LB1 + LB2 v.s. n1;
(c) f(xk) v.s. k and (d)
∥∥Axk − b∥∥ v.s. k based on different variable partitions (corresponding to
different n1); and (e) f(x1000) v.s. n1.
Considering to solve problem (6.51) by M-ADMM, the convergence speed may be quite dif-
ferent when the variable partition is different in this case. To see this, we generate the synthetic
data as follows. We set n = 100, d = 100, mi = 10 and the elements of Ai ∈ Rd×mi are
independently sampled from a N(0, i) distribution. In this case, Ai’s have the same size, but
‖Ai‖22’s are quite different. We plot the sorted ‖Ai‖22’s in descending order in Figure 6.2 (a).
We generate x ∈ Rm with each element independently sampling from anN(0, 1) distribution.
Then we compute b = Ax.
By choosing Gi  ηiI − A>i Ai in (6.38) and (6.39), M-ADMM solves (6.51) by the
following rules





∥∥∥xi − uki ∥∥∥2 , i ∈ B1,




∥∥∥xi − vki ∥∥∥2 , i ∈ B2,
λk+1 =λk + β(k)(Axk+1 − b),




















M-ADMM, xi and λ are initialized as zeros. We set β(0) = 10−6 and update β(k+1) =
min(ρβ(k), 106) with ρ = 1.1. Let ηi = n1‖Ai‖22 for i ∈ B1, and ηi = 1.01n2‖Ai‖22 for
i ∈ B2. M-ADMM requires dividing these n blocks of variables into two super blocks, i.e.,
xB1 with n1 blocks, and xB2 with n2 blocks. Our partition strategy in Case I in Section 6.5.3
finds n1 by minimizing LB1 + LB2 , where LB1 = (n1 − 1)
∑
i∈B1 ‖Ai‖22 − ‖AB1‖22 and
LB2 = (n2 − 1)
∑
i∈B2 ‖Ai‖22. In this experiment, our method gives the best n1 = 34. See
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the plot of LB1 + LB2 v.s. n1 in Figure 6.2 (b). Note that one may have many other choices
of n1 ∈ {1, 2 · · · , 100}. Figure 6.2 (c) plots the objective function value f(xk) v.s. iteration
k (≤ 1000) and Figure 6.2 (d) plots the residual ∥∥Axk − b∥∥ v.s. iteration k (≤ 1000), based
on different choices of n1 ∈ {1, 34, 50, 80, 99}. Generally, it can be seen that our choice n1 =
34 performs better than other choices of n1 in the sense that the obtained objective function
value is much smaller and the residual decreases to 0 fast. If n1 is relatively small (e.g.,
n1 = 1) or relatively large n1 = 99, M-ADMM does not perform well since the two super
blocks are more unbalanced. Furthermore, we consider all the choices of n1 = 1, 2, · · · , 100
(each choice of n1 corresponds to a partition), and run M-ADMM for 1,000 iterations. We
record the objective function value at k = 1000 for each n1 and plot f(x1000) v.s. n1 in
Figure 6.2 (e). It can be seen that the trends of the plotted lines in Figure 6.2 (b) and (e) are
similar. This verifies our key observation that the M-ADMM converges faster when the used
majorant surrogate is tighter which is implied by a smaller value of LB1 + LB2 (or the two
super blocks are more balanced). Also, the obtained function value f(x1000) is quite different
for different n1 (different variable partition), and our choice n1 = 34 is close to the best. This
demonstrates the effectiveness of our proposed variable partition strategy.
6.7.2 Solving Non-separable Objective Problem
To show that M-ADMM can solve the problem with non-separable objective, we consider the
Latent Low-Rank Representation (LatLRR) problem [30] for affine subspace clustering
min
Z,L
‖Z‖∗ + ‖L‖∗ + λ
2
‖XZ + LX−X‖2, s.t. 1>Z = 1>, (6.52)
where λ > 0 and the constraint is due to the affine subspace structure of data X [31]. The




‖Z‖∗ + ‖L‖∗ + λ
2
‖E‖2, s.t. 1>Z = 1>, XZ + LX−X = E. (6.53)
We compare the following three solvers which own the convergence guarantee to solve the
latent LRR problem:
• L-ADMM-PS (3): use (6.13) for 3 blocks problem (6.53).


















































































(a) λ = 0.001





















(c) λ = 10
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Fig. 6.3. Comparison of L-ADMM-PS (3), M-ADMM (3) and M-ADMM (2) on different choices
of λ: (a) λ = 0.001; (b) λ = 0.1 and (c) λ = 10. Top row: plots of f(xk) v.s. CPU time; bottom
row: plots of
∥∥Axk − b∥∥ v.s. CPU time. (d) Subspace clustering accuracy v.s. λ. In (a)-(c), for better
visualization, we plot the objective value in a relatively smaller range in sub-figures.
• M-ADMM (2): use M-ADMM for 2 blocks problem (6.52).
Note that h(Z,L) = 12‖XZ+LX−X‖2 in (6.52) is {2‖X‖22I, 2‖X‖22I}-smooth. M-ADMM
(2) uses the Lipschitz gradient surrogate in (6.23) to make the subproblems separable. For
M-ADMM (3), we partition the three variables into two super blocks: {Z} and {L,E}, and
update them in the Gauss-Seidel way. In contrast, L-ADMM-PS updates Z, L and E in paral-
lel.
We apply latent LRR for subspace clustering by using the learned Z based on both the
synthesized and real data. For the synthesized data, we generate X = [X1,X2, · · · ] with
its columns sampled from different subspaces. We construct k = 5 independent subspaces
{Si}5i=1 ⊆ R200 whose bases {Ui}5i=1 are computed by Ui = TUi, 1 ≤ i ≤ 4, where
T is a random rotation and U1 ∈ R200×5 is a random orthogonal matrix. We sample 100
vectors from each subspace by Xi = UiQ + 0.1, 1 ≤ i ≤ 5 with Q ∈ R5×100 being an i.i.d.
N(0, 1) matrix. Furthermore, 20% of data vectors are chosen to be corrupted, e.g., for a data
vector x chosen to be corrupted, its observed vector is computed by adding Gaussian noise
with zero mean and variance 0.2 ‖x‖. Given X ∈ R200×500 by the above way, we can solve
the latent LRR problem by the three solvers and obtain the solution Z∗. Then the data vectors
can be grouped into k groups based on the affinity matrix (|Z∗| + |(Z∗)>|)/2 by spectral
clustering [30]. The clustering accuracy is used to evaluate the clustering performance [30].
We test on different choices of λ and compare the three solvers based on f(xk) v.s. CPU
time (in seconds), ‖Ax− b‖ v.s. CPU time and clustering accuracy. The results are shown in
Figure 6.3 and we have the following observations:
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Table 6.3. Comparison of L-ADMM-PS (3) and M-ADMM (3) and M-ADMM (2) for latent LRR on
the Hopkins 155 dataset.
Methods L-ADMM-PS (3) M-ADMM (3) M-ADMM (2)
Accuracy (%) 90.9 92.7 87.1
CPU Time (s) 756.2 738.5 932.1
• M-ADMM (3) always outperforms L-ADMM-PS (3) in the sense that the objective value is
smaller when the algorithms converge and the residual decreases much faster. Both solve
the same problem (6.53) with 3 blocks of variables. But M-ADMM (3) updates Z and
{L,E} sequentially, and thus it is faster than L-ADMM-PS (3) which updates them in
parallel. This is consistent with our analysis at the end of Section 6.5.1.
• When λ is relatively small, M-ADMM (2) converges faster than M-ADMM (3). When λ
is relatively large, M-ADMM (2) leads to a smaller objective value, but it requires much
more running time (many more iterations). Both solvers have their advantages and disad-
vantages. In this experiment, the block number n and the looseness of the surrogate are two
crucial factors. M-ADMM (2) solves (6.52) with only 2 blocks, but it requires constructing
the Lipschitz gradient surrogate by (6.23) for h(Z,L) = λ2‖XZ + LX−X‖2. This surro-
gate is looser when λ is lager. This is why M-ADMM (2) is slower when λ increases (the
same phenomenon also appears in ISTA and FISTA [58]). On the other hand, M-ADMM
(3) for 3 blocks problem (6.53) converges quickly regardless of the choice of λ. The issue
of M-ADMM (3) is that the surrogate rˆki (xi) in (6.38)-(6.39) also becomes looser when
β(k) increases. So M-ADMM (3) may quickly get stuck and the final objective value is
larger than M-ADMM (2). In practice, one has to balance the effects of both the block
number n and the looseness of the surrogate, by considering the specific problems.
We further apply latent LRR for motion segmentation and test on the Hopkins 155 dataset
[89]. This dataset contains 156 sequences, each with 39∼550 vectors drawn from two or three
motions (one motion corresponds to one subspace). Each sequence is a sole segmentation
(clustering) task and thus there are 156 clustering tasks in total. We follow the experimental
settings in [30] but without the complex post-processing. We set λ = 500 and compare the
performance by using M-ADMM (2), L-ADMM-PS (3) and M-ADMM (3). We stop the
algorithms when
∥∥∥Axk − b∥∥∥ / ‖b‖ ≤ , and ∥∥∥xk+1 − xk∥∥∥ / ‖b‖ ≤ , (6.54)
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parrot barbara boat cameraman foreman house lena monarch
Fig. 6.4. Images used for nonnegative matrix completion.
where  = 10−4. For each motion sequence, we record the clustering accuracy and the CPU
time of solvers. Then the mean clustering accuracy and the total CPU time of all 156 sequences
are reported in Table 6.3. It can be seen that, due to the same stopping criteria in (6.54), the
CPU time of L-ADMM-PS (3) and that of M-ADMM (3) are similar. But the solution to latent
LRR obtained by M-ADMM (3) achieves better clustering accuracy than L-ADMM-PS (3).
The reason is that M-ADMM (3) obtains a better solution with much smaller objective value
within similar running time (or similar number of iterations). In this experiment, M-ADMM
(2) for (6.52) is inferior to the other two solvers since the used λ is relatively large and thus
the used majorant surrogate is loose.
6.7.3 Solving Nonnegative Matrix Completion
In this subsection, we show how to use Gauss-Seidel ADMM to solve a class of problems
(n > 2) with the condition (6.46) being satisfied. We consider the following nonnegative






‖E‖2 , s.t. PΩ(X) + E = B, X ≥ 0, (6.55)
where Ω is an index set and PΩ is a linear mapping that keeps the entries in Ω unchanged and
those outside Ω zeros. The above problem can be reformulated as a 3 blocks problem by (94)






‖E‖2 , s.t. PΩ(Z) + E = B, X = Z, Z ≥ 0. (6.56)
Note that (6.46) holds for (6.56) with the partition {X,E} and {Z}. Thus (6.56) can be solved
using (6.36)-(6.37) with closed form solutions for each variable. We still refer to this method
as M-ADMM in this experiment.
We consider the same image inpainting problem as in [128] which is to fill in the missing
pixel values of a corrupted image. As the pixel values are nonnegative, the image inpainting



















































Fig. 6.5. Top row: the observed noisy image (left), recovered image by L-ADMM-PS (middle), and
recovered image by M-ADMM (right). Bottom row: plots of f(xk) v.s. CPU time (left), plots of∥∥Axk − b∥∥ v.s. CPU time (middle), and PSNR values v.s. CPU time (right).
Table 6.4. Numerical comparison on the image inpainting.
L-ADMM-PS M-ADMM
images PSNR CPU # Iter. PSNR CPU #Iter.
parrot 28.51 3.50 87 28.54 2.00 55
barbara 27.69 3.36 85 27.72 2.27 60
boat 28.91 3.54 85 28.93 2.21 58
cameraman 26.06 3.33 84 26.08 2.15 58
foreman 31.83 3.80 86 31.84 2.06 54
house 31.26 3.48 87 31.26 2.29 56
lena 27.65 3.55 85 27.68 2.33 62
monarch 25.29 3.47 85 25.33 2.52 63
by sampling 60% of the pixels uniformly at random and adding Gaussian noise with mean
zero and standard deviation 0.1. We use the same adaptive penalty to update β(k) as [128].
We set λ = 10, 1 = 10−3, 2 = 10−4 and β(0) = min (d1, d2)2, where d1 × d2 is the size
of X. We update β(k+1) = max (10β(k), 106) when maxi(β(k)
∥∥∥xk+1i − xki ∥∥∥ / ‖b‖) ≤ 1.
The stopping criteria are maxi(
∥∥∥xk+1i − xki ∥∥∥ / ‖b‖) ≤ 2 and ∥∥Axk − b∥∥ / ‖b‖ ≤ 1. We
test on 8 images, all with size 256× 256, in Figure 6.4 and evaluate the recovery performance
based on the PSNR value. The higher PSNR value indicates better recovery performance. The
quantitative results are reported in Table 6.4 and Figure 6.5 gives more results test on the parrot
image. It can be seen that, with slightly better recovery performance, M-ADMM converges
faster than L-ADMM-PS. The improvement benefits from the sequential updating of {X} and
{Z,E} and avoids computing of the majorant surrogate as that in L-ADMM-PS.
6.8 Chapter Summary
This chapter revisits ADMM, an old but reborn method for convex problems with linear con-
straint. Many previous ADMMs can be categorized into the Gauss-Seidel ADMMs and Jaco-
bian ADMMs according to different updating orders of the primal variables. We observed that
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many previous ADMMs update the primal variables by minimizing different majorant func-
tions. Then we proposed the majorant first-order surrogate functions and presented the unified
frameworks with unified convergence analysis. They not only draw the connections with exist-
ing ADMMs, but also can be used to solve new problems with non-separable objectives. The
convergence bound show that the convergence speed depends on the tightness of the used ma-
jorant functions. We then analyzed how to improve the tightness to improve the efficiency. We
improve Jacobian ADMMs by introducing the Mixed Gauss-Seidel and Jacobian ADMM and
the backtracking technique. We also discussed how to perform variable partition for efficient
implementations. Experiments on both synthesized and real-world data well demonstrated the
effectiveness of our new ADMMs.
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Chapter 7
Conclusions and Future Works
The high dimensional data usually have the low-dimensional structures. Learning by using the
underlying structures is effective in improving performances. This thesis focuses the study on
three interesting sparse structures, including low-rank matrix, block diagonal matrix and low-
rank tensor, which have many applications in computer vision and signal processing. Section
1.5 gives a fairly detailed amount of our contributions of this thesis. We conclude this thesis
and discuss some open problems for future research in this chapter.
7.1 Conclusions
In Chapter 2, we focus on the nonconvex low-rank minimization. Instead of using the nuclear
norm which is a loose approximation of the rank function, we propose to use the nonconvex
functions which are tighter. To solve the nonconvex low-rank minimization problems, we
propose a general solver for computing the Generalized Singular Value Thresholding (GSVT)
operator. With GSVT, we then solve the nonconvex low-rank minimization problem by Gen-
eralized Proximal Gradient method and prove its convergence.
In Chapter 3, we study the block diagonal matrix for subspace clustering. We observe
that many existing subspace clustering methods own the block diagonal property which may
lead to correct clustering under certain subspace assumption. The main difference lies in the
choice of the objective function, but their proofs are given case by case. We consider a general
formulation and show that the obtained solutions always own the block diagonal property when
the subspaces are independent. The block diagonal property of existing methods falls into our
special cases. We further propose the block diagonal regularizer which directly encourages
the matrix to be block diagonal. Then we apply it for subspace clustering and the experiment
125
results demonstrate the effectiveness of our approach.
In Chapter 4, we study the low-rank tensor completion problem. Motivated by the recently
proposed tensor-tensor product, we propose a new tensor nuclear norm which is proved to be
the convex envelop of the tensor average rank within the unit ball of the tensor spectral norm.
Then we apply it for the low-rank tensor completion problem and provide the recovery guar-
antee in theory. In Chapter 5, we further use the proposed tensor nuclear norm for the problem
of Tensor Robust Principal Analysis (TRPCA) which aims to recover low-rank a tensor and
a sparse tensor from noisy observations. Theoretical guarantee for the exact recovery is also
provided.
In Chapter 6, we study the Alteranting Direction Method of Multiplier (ADMM) which is
the most widely used solver for convex optimization with linear constraint. It has been very
widely used in computer vision and many variants have been proposed. We observe that many
variants of ADMM use different majorant function for the optimization of subproblems but
with their convergence proofs given case by case. From the perspective of majorization min-
imization, we propose a general framework which unifies many existing methods. We also
propose the mixed ADMM and proximal Gauss-Seidel ADMM which improve the conver-
gence of Jacobian ADMM for multi-blocks problems. We also release a toolbox which solves
many problems in compressed sensing.
7.2 Future Works
There are many interesting furture works which may be considered in the future.
1. Currently we only solve the nonconvex low-rank minimization problem without constraint.
It is interesting to solve the nonconvex low-rank minimization problem with linear con-
straint by ADMM and prove the convergence.
2. Beyond the sparse vector, low-rank matrix, the block diagonal matrix is another interesting
structure of structured sparsity. The sparsity of the sparse vector is defined on the entries
while the sparsity of the low-rank matrix is defined on the singular values. For the block
diagonal matrix, its sparsity can be defined on the eigenvalues of the Laplacian matrix. So
we can say that a block diagonal affinity matrix is spectral sparse if there have many con-
nected blocks. This perspective motivates us to consider the statistical recovery guarantee
of the block diagonal matrix regularized or constrained problems as that in compressive
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sensing.
3. Based on our proposed tensor nuclear norm and the developed tools and analyzing tech-
niques, it is interesting to extend some other low-rank matrix models to tensor cases, e.g.
[1, 149, 150], and establish the theoretical bounds. Also, though we focus on the analysis
of 3-way tensor, our models and results can be extended to k-way (k > 3) tensors, by using
the t-product of k-way tensors [120].
4. There are still some open problems in ADMM. For example, we may consider to extend
our unified analysis based on majorization minimization to develop new ADMMs for non-
convex optimization or stochastic optimization. In Chapter 6, we propose the first Gauss-
Seidel type ADMM for multi-blocks problems with the convergence guarantee. But its
convergence rate is still not clear.
5. It is always interesting to consider some more applications by using our proposed new
methods. For example, the affinity matrix construction is not limited to the subspace clus-
tering, but is everywhere and appears in many applications, e.g., [64, 65, 151]. The k-block
diagonal regularizer provides a new learning way and it is natural to consider the extension
to related applications. The tensor nuclear norm for the pursuit of low-rank tensor may be
applied for image/video processing, web data analysis, and bioinformatics.
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Appendix A
Appendix for Chapter 2
This appendix gives the proofs of some propositions and theorems in Chapter 2.
In this appendix, we consider the following problem
Proxg(b) = arg min
x≥0




where g(x) satisfies the Assumption 2.1.
SetCb(x) = b−x andD(x) = ∇g(x). Let b¯ = sup{b | Cb(x) and D(x) have no intersection},
and xb¯2 = inf{ x | (x, y) is the intersection point of Cb¯(x) and D(x)}.
A.1 Proof of Proposition 2.2
Remark: When b∗ exists and b > b∗, because D(x) = ∇g(x) is convex and decreasing, we
can conclude that Cb(x) and D(x) have exactly two intersection points. When b ≤ b∗, Cb(x)
and D(x) may have multiple intersection points.
Proof. When b > b¯, since∇fb(x) = D(x)−Cb(x), we can easily see that fb is increasing on
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2 are two local minimum
points of fb(x) on [0, b].
Case 1 : If there exists b > b¯ such that fb(0) = fb(xb2), denote b
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=− εx∗2 < 0.




2], we conclude that fb(0) > fb(x
b∗
2 ) ≥ fb(xb2). So, when
b > b∗, xb2 is the global minimum of fb(x) on [0, b].
Second, we consider b¯ < b ≤ b∗. We show that fb(0) ≤ fb(xb2) by contradiction. Suppose












by a direct computation, we get

g(xb¯2)− xb¯2∇g(xb¯2)− 12(xb¯2)2 > 0,
g(xb2)− xb2∇g(xb2)− 12(xb2)2 < 0.
According to the intermediate value theorem, there exists x˜ such that xb¯2 < x˜ < x
b
2 and
g(x˜) − x˜∇g(x˜) − 12(x˜)2 = 0. Let b˜ = ∇g(x˜) + x˜. Then, (x˜, b˜ − x˜) is the intersection point
of Cb˜(x) and D(x) such that fb˜(x˜) = fb˜(0). Since x
b¯
2 < x˜ < x
b
2 and ∇g is convex and
nonincreasing, we conclude that b¯ < b˜ < b ≤ b∗, which contradicts the minimality of b∗.
Also, when b ≤ b¯, we have ∇fb(x) = D(x)− Cb(x) ≥ 0, because D(x) is above Cb(x).
So, the global minimum of fb(x) on [0, b] is 0.
Case 2 : Suppose for all b∗ > b¯, fb∗(0) 6= fb∗(xb∗2 ). Since fb¯ is increasing on (0, xb¯2), we
have fb¯(x
b¯
2) > fb¯(0). We now show that for all b > b¯, fb(x
b
2) ≥ fb(0). Suppose this is not
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by a direct computation, we get

g(xb¯2)− xb¯2∇g(xb¯2)− 12(xb¯2)2 > 0,
g(xb2)− xb2∇g(xb2)− 12(xb2)2 < 0.
So, according to the intermediate value theorem, there exists x˜ such that g(x˜)− x˜∇g(x˜)−
1
2(x˜)
2 = 0. Let b˜ = ∇g(x˜) + x˜. Then, (x˜, b˜ − x˜) is the intersection point of Cb˜(x) and
D(x) such that fb˜(x˜) = fb˜(0). Since x
b¯
2 < x˜ < x
b
2 and ∇g is convex and nonincreasing,
we conclude that b¯ < b˜ < b, which contradicts fb∗(0) 6= fb∗(xb∗2 ) for all b∗ > b¯. So, for
all b > b¯, 0 is the minimum of fb(x) on [0, b]. Similarly, when b ≤ b¯, we have ∇fb(x) =
D(x)− Cb(x) ≥ 0, because D(x) is above Cb(x). So, the global minimum of fb(x) on [0, b]
is 0. The proof is completed.
A.2 Proof of Proposition 2.3
Remark: If b∗ exists, when b ≤ b∗, it is possible that Cb(x) and D(x) have more than two
intersection points. If b∗ does not exist, when b ≤ ∇g(0), it is also possible that Cb(x) and
D(x) have more than two intersection points.
Proof. Case 1 : Suppose we have Cg′(0)(x) = ∇g(0) − x ≤ ∇g(x) for all x on (0,∇g(0)).
Notice for all b ≤ ∇g(0), we have ∇g(x) = D(x) − Cb(x) ≥ 0, so the minimum point of
fb(x) is 0. For all b > ∇g(0), Cb = b− x and D(x) have only one intersection point denoted
as (xb, yb). Then, we can easily see that fb is decreasing on (0, xb) and increasing on (xb, b).
So, when b > ∇g(0), the minimum point of fb(x) is xb.
Case 2 : Suppose there exists 0 < xˆ < ∇g(0) such thatC∇g(0)(xˆ) = ∇g(0)−xˆ > ∇g(xˆ).
Then, D(x) and Cb(x) have two intersection points, i.e., (0,∇g(0)) and (x∇g(0)2 , y∇g(0)2 ). It is
easily checked that f∇g(0) is strictly decreasing on (0, x
∇g(0)
2 ), so we have f∇g(0)(x
∇g(0)
2 ) <
f∇g(0)(0). Also, since fb¯ is strictly increasing on (0, xb¯2), we have fb¯(xb¯2) > fb¯(0).
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2 ) < f∇g(0)(0),
by a direct computation, we get

g(xb¯2)− xb¯2∇g(xb¯2)− 12(xb¯2)2 > 0,
g(x
∇g(0)




So, according to the intermediate value theorem, there exists x˜ such that g(x˜)− x˜∇g(x˜)−
1
2(x˜)
2 = 0. Let b˜ = ∇g(x˜) + x˜. Then, (x˜, b˜− x˜) is the intersection point of Cb˜(x) and D(x)
such that fb˜(x˜) = fb˜(0). Since x
b¯
2 < x˜ < x
∇g(0)
2 and ∇g is convex and nonincreasing, we
conclude that b¯ < b˜ < ∇g(0). Next, we set b∗ = inf{b | b¯ < b˜ < ∇g(0), fb(0) = fb(xb2) }.
Given ∇g(0) ≥ b > b¯, we can easily see that fb is increasing on (0, xb1), decreasing on
(xb1, x
b
2) and increasing on (x
b
2, b). So, 0 and x
b
2 are two local minimum points of fb(x) on
[0, b].
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=fb∗(x
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2 )− fb∗(0)− εx∗2
=− εx∗2 < 0.




2), we conclude that fb(0) > fb(x
b∗
2 ) ≥ fb(xb2). So, when
b > b∗, xb2 is the global minimum of fb(x) on [0, b].
Then, for all b¯ < b ≤ b∗, we show that fb(0) ≤ fb(xb2). We prove by contradiction.








by a direct computation, we get

g(xb¯2)− xb¯2∇g(xb¯2)− 12(xb¯2)2 > 0,
g(xb2)− xb2∇g(xb2)− 12(xb2)2 < 0.
So, according to the intermediate value theorem, there exists x˜1 such that g(x˜1)− x˜1∇g(x˜1)−
1
2(x˜1)
2 = 0 and xb¯2 < x˜1 < x
b
2. Let b˜1 = ∇g(x˜1) + x˜1. Then, (x˜1, b˜1− x˜1) is the intersection
point of Cb˜1(x) and D(x) such that fb˜1(x˜1) = fb˜1(0). Since x
b¯
2 < x˜ < x
b
2 and ∇g is convex
and nonincreasing, we conclude that b¯ < b˜ < b ≤ b∗, which contradicts the minimality of b∗.
Next, when b ≤ b¯, we have∇fb(x) = D(x)−Cb(x) ≥ 0, so the global minimum of fb(x)
on [0, b] is 0. Also, when b > ∇g(0) , Cb = b− x and D(x) have only one intersection point
(xb, yb). Then, we can easily see that fb is decreasing on (0, xb) and increasing on (xb, b). So,
when b > ∇g(0), the global minimum point of fb(x) is xb.
A.3 Convergence Analysis of Algorithm 1
Assume there exists
xˆb = max{x|∇fb(x) = ∇g(x) + x− b = 0, 0 ≤ x ≤ b};
otherwise, 0 is a solution to (A.1).
We only need to prove that the fixed point iteration guarantees to find xˆb.
First, if∇g(b) = 0, then we have found xˆb = b.
For the case xˆb < b, we prove that, the fixed point iteration, starting from x0 = b, con-
verges to xˆb. Indeed, we have
b−∇g(x) < x, for any x > xˆb.
We prove this by contradiction. Assume there exists x˜ > xˆb such that b−∇g(x˜) > x˜. Notice
g satisfies Assumption 1. It is easy to see ∇g is continuous, decreasing and nonnegative.
Then we have b − ∇g(b) < b (∇g(b) > 0 since b > xˆb). Thus there must exist some




xk+1 = b−∇g(xk) < xk, if xk > xˆb.
On the other hand, {xk} is lower bounded by xˆb. So there must exist a limit of {xk}, denoted
as x¯, which is no less than xˆb. Let k → +∞ on both sides of
xk+1 = b−∇g(xk),




A.4 Proof of Theorem 2.2
Proof. The lower bound assumption of g guarantees a finite solution to problem (2.5). By the















Summing them together gives
(p∗2 − x1)2 + (p∗1 − x2)2 ≥ (p∗1 − x1)2 + (p∗2 − x2)2.
It reduces to
(p∗1 − p∗2)(x1 − x2) ≥ 0.
Thus p∗1 ≥ p∗2 when x1 > x2.
A.5 Proof of Theorem 2.3
Proof. As shown in Proposition 2.2 and 2.3, when b is larger than a certain threshold, Proxg(b)
(xb2 in (2.13)(2.15) or x
b in (2.14)(2.15)) is unique. Actually the unique solution is the largest
intersection point of Cb(x) and ∇g(x), i.e., Proxg(b) = xˆb = max{x|∇fb(x) = 0, 0 ≤ x ≤
b}. For all the other choices of b, 0 ∈ Proxg(b). Thus, 0 and xˆb, one of them should be
optimal to (A.1). Thus x∗ = arg minx∈{0,xˆb} fb(x) is optimal to (A.1).
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A.6 Proof of Theorem 2.4




















On the other hand, since h has Lipschitz continuous gradient, we have [58]
h(Xk+1) ≤ h(Xk) + 〈∇h(Xk),Xk+1 −Xk〉+ L(h)
2
||Xk+1 −Xk||2F . (A.3)
Combining (A.2) and (A.3) leads to














Thus µ > L(h) guarantees that F (Xk) ≥ F (Xk+1).
Summing (A.4) for k = 1, 2, · · · , we get








(Xk −Xk+1) = 0. (A.6)
Furthermore, since F (X)→ +∞when ||X||F → +∞, {Xk} is bounded. There exist X∗
and a subsequence {Xkj} such that lim
j→+∞
Xkj = X∗. By using (A.6), we get lim
j→+∞
Xkj+1 =
X∗. Considering that Xkj is optimal to (2.2), and −∑mi=1 g(σi(X)) is convex (since g is
concave) [152] , there exists Qkj+1 ∈ −∂ (−∑mi=1 g(σi(Xkj+1))) such that
Qkj+1 +∇h(Xkj ) + µ(Xkj+1 −Xkj ) = 0. (A.7)
Let j → +∞ in (A.7). By the upper semi-continuous property of the subdifferential [153],
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there exists Q∗ ∈ −∂ (−∑mi=1 g(σi(X∗))), such that
0 = Q∗ +∇h(X∗) ∈ ∇F (X∗). (A.8)
Thus X∗ is a stationary point to (2.1).
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Appendix B
Appendix for Chapter 3
This appendix gives the proofs of some propositions and theorems in Chapter 3.
B.1 Proof of Theorem 3.1
Proof. For any feasible solution Z∗ to problem (3.6), we assume that [X]:,j = [XZ∗]:,j ∈ Sl
for some l. Then [XZB]:,j = [X1Z1, · · · ,XkZk]:,j ∈ Sl and [XZC ]:,j ∈ ⊕i 6=lSi. On the
other hand, [XZC ]:,j = [XZ∗]:,j − [XZB]:,j ∈ Sl. This implies that [XZC ]:,j ∈ Sl ∩⊕i 6=lSi.
By the assumption that the subspaces are independent, we have Sl ∩ ⊕i 6=lSi = {0}. Thus,
[XZC ]:,j = 0. Consider the above procedure for all j = 1, · · · , n, we have XZC = 0 and
thus XZB = X−XZC = X. The proof is completed.
B.2 Proof of Proposition 3.1
Proof. The result is obvious by using the definitions of EBD conditions.
B.3 Proof of Proposition 3.2
Proof. We are given the function f(Z,X) =
∑
ij gij(zij) which is separable w.r.t. each
entry zij of Z. First, for any permutation matrix P, P>ZP keeps the same entries in Z but
rearranges their positions. Both P>ZP and Z have the same entries. So the separability of
f guarantees that the EBD condition (1) holds. The EBD condition (2) also holds since it is
equivalent to the given assumptions that gij(zij) ≥ 0, gij(zij) = 0 if and only if zij = 0 for
all i and j. The EBD condition (3) naturally holds due to the separability of f .
136
B.4 Proof of Proposition 3.3
Proof. We are given the function f(Z,X) =
∑
j gj([Z]:,j ,X) which is separable w.r.t. each






















where (B.1) uses the simple property [AB]:,j = A[B]:,j , (B.2) uses that fact that AP reorders
the columns of the matrix A and keeps the column entries, and (B.3) uses the given assumption
gj(w,X) = gj(P
>w,XP). This means that the EBD condition (1) holds.








B]:,j ,X) = f(Z
B,X), (B.4)
where we use the given assumption gj(w,X) ≥ gj(wB,X). Note that it is further assumed
that the equality holds if and only if w = wB . This is implies that the equality in (B.4) holds
if and only if Z = ZB . Thus, the EBD condition (2) holds.




































where (B.5) uses the definition of ZB in the EBD conditions, and (B.6) uses the given assump-
tion gj(wB,X) = gj(w1,X1). Thus, the EBD condition (3) holds.
B.5 Proof of Proposition 3.4
Proof. We are given the function f(Z,X) =
∑
i gi([Z]i,:,X) which is separable w.r.t. each




















where (B.7) uses the fact that P>A reorders the rows of the matrix A and keeps the row
entries, (B.8) uses the simple property [AB]i,: = [Ai,:]B, and (B.9) uses the given assumption
gi(w
>,X) = gi(w>P,XP). This means that the EBD condition (1) holds.










where we use the given assumption gi(w>,X) ≥ gi((wB)>,X). Note that it is further as-
sumed that the equality holds if and only if w = wB . This is implies that the equality in
(B.10) holds if and only if Z = ZB . Thus, the EBD condition (2) holds.
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where (B.11) uses the definition of ZB in the EBD conditions, and (B.12) uses the given
assumption gi((wB)>,X) = gi(w>1 ,X1). Thus, the EBD condition (3) holds.
B.6 Proof of Proposition 3.5
Proof. We are given a series of functions fi’s which satisfy the EBD conditions (1)-(3). It is
easy to verify that their positive combination, i.e., λifi, where λi > 0, still satisfies the EBD
conditions (1)-(3) by directly using the definitions of EBD conditions.
B.7 Proof of Proposition 3.6
Proof. We are given a function f1 which satisfies the EBD conditions (1)-(3) and a function f2
which satisfies the EBD conditions (1)(3) and the first part of EBD condition (2). It is obvious
that the EBD conditions (1)(3) and the first part of (2) holds for f = f1 + f2 by directly using
the definitions of EBD conditions. For the second part of the EBD condition (2), it is easy to
see that it still holds for f since f1 satisfies the EBD condition (2) and f2 satisfies the first part
of EBD condition (2).
B.8 Proof of Theorem 3.2
Proof. First, ‖Z‖0, ‖Z‖1, ‖Z‖2, ‖Z‖1 + λ ‖Z‖2, and
∑
ij λij |zij |pij are separable w.r.t. zij’s.
By Proposition 3.2, the EBD conditions (1)-(3) hold for these functions. The EBD conditions
for ‖Z‖1 + λ ‖Z‖2 can also be verified by using Proposition 3.5.
Second, we prove that the EBD conditions hold for the `2,1-norm ‖Z‖2,1 and trace Lasso∑
j ‖XDiag([Z]:,j)‖∗ by using Proposition 3.3. Consider ‖Z‖2,1 =
∑
j g([Z]:,j), where g is
the `2-norm. It is obvious that the `2-norm satisfies all the three conditions in Proposition 3.3,
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j g([Z]:,j ,X), where
g(w,X) = ‖XDiag(w)‖∗ is the trace Lasso. Now, we verify the conditions in Proposition








= ‖XDiag(w)‖∗ = g(w,X),
where we use the fact that the permutation matrix is orthogonal. For the second condition, we
partition X = [X1,X2] according to w = [w1; w2]. We have
g(w,X) = ‖XDiag(w)‖∗ = ‖[X1Diag(w1) X2Diag(w2)]‖∗ ≥ ‖[X1Diag(w1) 0]‖∗
=
∥∥XDiag(wB)∥∥∗ = g(wB,X), (B.13)
where the inequality is obtained by using Lemma 11 in [154] and note that the equality holds
if and only if X2Diag(w2) = 0. This is equivalent to w2 = 0 or w = wB since [X]:,j 6= 0
for all j. The third condition in Proposition 3.3 is given by the last second equation of (B.13).
Thus, by Proposition 3.3, the EBD conditions hold for
∑
j ‖XDiag([Z]:,j)‖∗.
Third, the `1,2-norm ‖Z‖1,2 is row separable. It is easy to verify that it satisfies all the
three conditions in Proposition 3.4 and thus it satisfies the EBD conditions.
Fourth, we show that the EBD conditions hold for the `1+nuclear norm ‖Z‖1 +λ ‖Z‖∗ by
using Proposition 3.6. We know that ‖Z‖1 satisfies the EBD conditions (1)-(3). For ‖Z‖∗, it
is obvious that ‖Z‖∗ =
∥∥P>ZP∥∥∗ for any permutation matrix P which is orthogonal. Also,














= ‖Z1‖∗ + ‖Z2‖∗ .
Thus, the EBD conditions (1)(3) and the first part of EBD condition (2) hold for ‖Z‖∗. Hence,
the three EBD conditions hold for ‖Z‖1 + λ ‖Z‖∗ with λ > 0 by using Proposition 3.6.
At last, we show that the EBD conditions hold for
∥∥Z>Z∥∥
1
when Z ≥ 0. For any permu-














where the last equation uses the fact that P>Z>ZP has the same entries as Z>Z, though
the positions are different. Thus, the EBD condition (1) holds. For EBD condition (2), we
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∥∥∥(ZB + ZC)>(ZB + ZC)∥∥∥
1
=






where the inequality uses Z ≥ 0. Also, the inequality holds if and only if ZC = 0 or Z = ZB .










The proof is completed.
B.9 Proof of Theorem 3.3
Proof. First, by the EBD condition (1), f(Z,X) = f(P>ZP,XP) holds for any permutation
P. This guarantees that the learned Z∗ based on X by solving (3.5) is equivalent to P>Z∗P
based on XP. So we only need to discuss the structure of Z∗ based on the ordered input data
matrix X = [X1, · · · ,Xk].
For any optimal solution Z∗ ∈ Ω to problem (3.5), we decompose it into two parts Z∗ =
ZB+ZC , where ZB and ZC are of the forms in (3.7). Then, by Theorem 3.1, we have XZB =
X and XZC = 0. This combines the EBD conditions, which implies that ZB is feasible to
(3.5). By the EBD conditions (2), we have f(Z∗,X) ≥ f(ZB,X). On the other hand, Z∗ is
optimal to (3.5), thus we have f(Z∗,X) ≤ f(ZB,X). Therefore, f(Z∗,X) = f(ZB,X). In
Case I, by the EBD condition (2), we have Z∗ = ZB . The same result holds in Case II. Hence,
Z∗ = ZB satisfies the block diagonal property in both cases.
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is separable. By the block diagonal structure of Z∗, X = XZ∗ is equivalent to Xi = XiZ∗i ,
i = 1, · · · , k. Hence, both the objectives and constraints of (3.5) are separable and thus
problem (3.5) is equivalent to problem (3.9) for all i = 1, · · · , k. This guarantees the same
solutions of (3.5) and (3.9).
B.10 Proof of Proposition 3.7





‖B− Aˆ‖2, s.t. B ≥ 0,B = B>. (B.14)
The constraint B = B> suggests that ‖B− Aˆ‖2 = ‖B− Aˆ>‖2. Thus
1
2
‖B− Aˆ‖2 = 1
4
‖B− Aˆ‖2 + 1
4
‖B− Aˆ>‖2 = 1
2
∥∥∥B− (Aˆ + Aˆ>)/2∥∥∥2 + c(Aˆ),





∥∥∥B− (Aˆ + Aˆ>)/2∥∥∥2 , s.t. B ≥ 0,B = B>,






B.11 Proof of Proposition 3.8
Proof. First, from the optimality of Wk+1 to (3.15), we have
f(Zk,Bk,Wk+1) + ιS2(W
k+1) ≤ f(Zk,Bk,Wk) + ιS2(Wk). (B.15)
Second, from the updating rule of Zk+1 in (3.16), we have
Zk+1 = arg min
Z
f(Z,Bk,Wk+1).
Note that f(Z,Bk,Wk+1) is λ-strongly convex. We have
f(Zk+1,Bk,Wk+1) ≤ f(Zk,Bk,Wk+1)− λ
2
∥∥∥Zk+1 − Zk∥∥∥2 , (B.16)
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where we use the Lemma B.5 in [155]. Third, from the updating rule of Bk+1 in (3.19), we
have
Bk+1 = arg min
B
f(Zk+1,B,Wk+1) + ιS1(B).










≤f(Zk,Bk,Wk) + ιS1(Bk) + ιS2(Wk)−
λ
2
∥∥∥Bk+1 −Bk∥∥∥2 − λ
2
∥∥∥Zk+1 − Zk∥∥∥2 .
(B.17)
Hence, f(Zk,Bk,Wk) + ιS1(B
k) + ιS2(W
k) is monotonically decreasing and thus it is




≤ 1 and thus {Wk} is bounded.
Note that Wk and Diag(Bk1) − Bk are positive semi-definite. We have 〈Diag(Bk1) −
Bk,Wk〉 ≥ 0. Thus f(Zk,Bk,Wk) + ιS1(Bk) + ιS2(Wk) ≥ 0. Now, summing (B.17) over





(∥∥∥Bk+1 −Bk∥∥∥2 + ∥∥∥Zk+1 − Zk∥∥∥2) ≤ f(Z0,B0,W0).
This implies
Bk+1 −Bk → 0, (B.18)
and
Zk+1 − Zk → 0. (B.19)
By (B.18) and the updating of Wk+1 in (3.15), we have
Wk+1 −Wk → 0. (B.20)
The proof is completed.
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B.12 Proof of Theorem 3.6
Proof. Now, from the boundedness of {Zk,Bk,Wk}, there exists a point (Z∗,B∗,W∗) and
a subsequence {Zkj ,Bkj ,Wkj} such that Zkj → Z∗, Bkj → B∗, and Wkj →W∗. Then by
(B.18)-(B.20), we have Zkj+1 → Z∗, Bkj+1 → B∗ and Wkj+1 →W∗. On the other hand,
from the optimality of Wkj+1 to (3.15), Zkj+1 to (3.16) and Bkj+1 to (3.17), we have
0 ∈ ∇fW(Zkj ,Bkj ,Wkj+1) + ∂WιS2(Wkj+1), (B.21)
0 ∈ ∇fZ(Zkj+1,Bkj ,Wkj+1), (B.22)
0 ∈ ∇fB(Zkj+1,Bkj+1,Wkj+1) + ∂BιS1(Bkj+1). (B.23)
Let k → +∞ in (B.21)-(B.23). We have
0 ∈ ∇fW(Z∗,B∗,W∗) + ∂WιS2(W∗),
0 ∈ ∇fZ(Z∗,B∗,W∗),
0 ∈ ∇fB(Z∗,B∗,W∗) + ∂BιS1(B∗).
Thus (Z∗,B∗,W∗) is a stationary point of (3.14).
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Appendix C
Appendix for Chapter 4
C.1 Proof of Theorem 4.3
Proof. By [107], G is a subgradient of ‖A‖∗ if and only if
‖A‖∗ = 〈G,A〉 , (C.1)
‖G‖ ≤ 1. (C.2)
So, to complete the proof, we only need to show that G = U ∗V∗ +W , where U∗ ∗W = 0,
W ∗ V = 0 and ‖W‖ ≤ 1, satisfies (C.1) and (C.2). First, we have









Also, (C.2) is obvious when considering the property ofW .
C.2 Proof of Theorem 4.4
Proof. ForA ∈ Rn1×n2×n3 , its degrees of freedom are the same as A¯ since the discrete Fouri-
er transformation is the invertible. Assume that rankt(A) = r, then we have rank(A¯(i)) ≤ r,
i = 1, · · · , n3. Then A¯(i) has at most r(n1 + n2 − r) degrees of freedom, and thus A¯ has at
most r(n1 + n2 − r)n3 degrees of freedom.
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C.3 Proof of Theorem 4.5
To prove Theorem 4.5, we first introduce some notations and lemmas (with their proofs in
Section C.5).










Define the projection PΩ(Z) =
∑
ijk δijkzijkeijk, where δijk = 1(i,j,k)∈Ω, where 1(·) is the
indicator function. Also Ωc denotes the complement of Ω andPΩ⊥ is the projection onto Ωc.
Denote T by the set
T = {U ∗Y∗ +W ∗ V∗,Y ,W ∈ Rn×r×n3}, (C.3)
and by T⊥ its orthogonal complement. Then the projections onto T and T⊥ are respectively
PT (Z) = U ∗ U∗ ∗Z +Z ∗ V ∗ V∗ − U ∗ U∗ ∗Z ∗ V ∗ V∗, (C.4)
PT⊥(Z) = Z −PT (Z) = (In1 − U ∗ U∗) ∗Z ∗ (In2 − V ∗ V∗), (C.5)
For i = 1, . . . , n1, j = 1, . . . , n2 and k = 1, . . . , n3, we define the random variable δijk =









where eijk = e˚i ∗ e˙k ∗ e˚∗j is an n1 × n2 × n3 sized tensor with its (i, j, k)-th entry equaling
1 and the rest equaling 0. Also Ωc denotes the complement of Ω and PΩ⊥ is the projection
onto Ωc.
Based on the Tensor Incoherence Conditions,
max
i=1,··· ,n1




















, if n1 = n2 = n. (C.8)
Lemma C.1. Suppose Ω ∼ Ber(p). Then with high probability,
‖PTRΩPT −PT ‖ ≤ , (C.9)
provided that p ≥ c0−2(µr log(nn3))/(nn3) for some numerical constant c0 > 0. For the
tensor of rectangular frontal slices, we need p ≥ c0−2(µr log(n(1)n3))/(n(2)n3).
Lemma C.2. Suppose Z is fixed, and Ω ∼ Ber(p). Then, with high probability,











for some numerical constant c > 0.










provided that p ≥ c0µr log(nn3)/(nn3).
Lemma C.4. Suppose that Z ∈ T is a fixed tensor and Ω ∼ Ber(p). Then, with high
probability,
‖Z −PTRΩ(Z)‖∞ ≤ ‖Z‖∞, (C.10)
provided that p ≥ c0−2(µr log(nn3))/nn3 (for the tensor of rectangular frontal slice, p ≥
c0
−2(µr log(n(1)n3))/n(2)) for some numerical constant c0 > 0.
Consider the following convex program,
min
X
‖X‖∗, s.t. PΩ(X ) = PΩ(M), (C.11)
we have
Proposition C.1. The tensor M is the unique optimal solution to (C.11) if the following
conditions hold:
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1. ‖PTRΩPT −PT ‖ ≤ 12 .
2. There exists a dual certificate Y ∈ Rn1×n2×n3 which satisfies PΩ(Y) = Y and
(a) ‖PT⊥(Y)‖ ≤ 12 .





Now we give the completed proof of Theorem 4.5.
First, as shown in Lemma C.1, the Condition 1 of Proposition C.1 holds with high proba-
bility. Now we construct a dual certificate Y which satisfies Condition 2 in Proposition C.1.







for some sufficiently large c0 > 0. Set t0 := 20 log(nn3). Assume that the set Ω of observed
entries is generated from Ω = ∪t0t=1Ωt, where each t and tensor index (i, j, k), P[(i, j, k) ∈
Ωt] = q := 1 − (1 − p)1/t0 and is independent of all others. Clearly this Ω has the same
distribution as the original model. LetW0 := 0 and for t = 1, . . . , t0, define
W t = W t−1 +RΩtPT (U ∗ V∗ −PTW t−1),




Then the dual certificate is given by Y := W t0 . We have PΩ(Y) = Y by construction. To
prove Theorem 4.5, we only need to show that Y satisfies Conditions 2 in Proposition C.1
w.h.p.
Validating Condition 2 (b). Denote Dt := U ∗ V∗ − PTWk for t = 0, . . . , t0. By the
definition ofWk, we haveD0 = U ∗ V∗ and
Dt = (PT −PTRΩtPT )Dt−1. (C.13)
ObviouslyDt ∈ T for all t ≥ 0. Note that Ωt is independent ofDt−1 and by the choice of p







Applying Lemma C.1 with Ω replaced by Ωt, we obtain that w.h.p.




for each t. Applying the above inequality recursively with t = t0, t0 − 1, . . . , 1 gives





‖U ∗ V∗‖F ≤ 1
4nn3










where the last inequality uses (C.12).




































where the last inequality uses (C.14). Now we bound ‖Dt−1‖∞ and ‖Dt−1‖∞,2. Using (C.13)
and repeatedly applying Lemma C.4 with Ω replaced as Ωt, we obtain that w.h.p.
‖Dt−1‖∞











































































































‖˚e∗i ∗ U ∗ V∗‖F ,max
j


















provided that c0 is sufficiently large. This completes the proof of Theorem 4.5.
C.4 Proof of Theorem 4.6
Theorem 4.6 is obtained by using Corollary 3.3 of [110]. The key challenge is how to refor-
mulate the tensor nuclear norm as a special case of the atomic norm and compute the Gaussian
width. We first introduce some notations which will be used in this proof.
LetA be a collection of atoms that is a compact subset of Rp and conv (()A) be its convex




ca : x =
∑
a∈A
caa, ca ≥ 0,∀a ∈ A
}
. (C.16)
The support function of A is given as
‖x‖∗A = sup{〈x,a〉 : a ∈ A}. (C.17)
If ‖·‖A is a norm, the support function ‖·‖∗A is the dual norm of this atomic norm.
A convex set C is a cone if it is closed under positive linear combinations. The polar C∗
of a cone C is the cone
C∗ = {x ∈ Rp : 〈x, z〉 ≤ 0,∀z ∈ C}.
The tangent cone at nonzero x is defined as
TA(x) = cone{z− x : ‖z‖A ≤ ‖x‖A}.
The normal cone NA(x) at x is defined as
NA(x) = {s : 〈s, z− s〉 ≤ 0, ∀z s.t. ‖z‖A ≤ ‖x‖A}.
Note that the normal cone NA(x) is the conic hull of the subdifferential of the atomic norm at
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x.









where Di ∈ Cn1×n2 and there exists k such that Dk 6= 0, rank(Dk) = 1, ‖Dk‖F = 1, and




cD¯ : A¯ =
∑
D¯∈D
cD¯D¯, cD¯ ≥ 0,∀D¯ ∈ D
 . (C.18)




cD¯ : A¯ =
∑
D¯∈D






cD : A =
∑
D¯∈D
cDD, cD ≥ 0,∀D¯ ∈ D
 , (C.19)
where (C.19) uses the linear property of the inverse DFT along the third dimension of a three
way tensor. Motivated by (C.19), we define the set A as
A = {W ∈ Cn1×n2×n3 : W = n3D, D¯ ∈ D}. (C.20)
Note that ‖A‖∗ = 1n3 ‖A¯‖∗. Then the atomic norm in (C.16) reduces to the tensor nuclear





cW : A =
∑
W∈A
cWW , cW ≥ 0, ∀W ∈ A
}
.
For anyW ∈ A, we have ‖W‖∗ = n3‖D‖∗ = ‖D¯‖∗ = 1. So the convex hull conv (()A) is
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the tensor nuclear norm ball in which the tensor nuclear norm is less than or equal to one.








where g is a vector of independent zero-mean unit-variance Gaussians. Now, we give the
Gaussian width of A in (C.20).
Proposition C.2. Let M ∈ Rn1×n2×n3 be a tubal rank r tensor and A in (C.20). We have
that
ω(TA(M) ∩ Sn1n2n3−1) ≤
√
3r(n1 + n2 − r)n3. (C.21)
To prove Proposition C.2, we need the following lemma with its proof given //a´s.ksdfin
Section C.5.
Lemma C.5. Let A ∈ Rn1×n2×n3 be a randon tensor with i.i.d. Gaussian entries each
with mean zero and variance one. Then, for any U ∈ Rn1×k1×n3 with ‖U‖ ≤ 1 and V ∈
Rn2×k2×n3 with ‖V‖ ≤ 1, we have
P
[







Proof of Proposition C.2. Let M = U ∗ S ∗ V∗, where U ∈ Rn1×r×n3 , S ∈ Rr×r×n3 and
V ∈ Rn2×r×n3 , be the skinny T-SVD ofM. Note that the normal cone of the tensor nuclear
norm ball atM is given by the cone generated by the subdifferential atM:
NA(M)
=cone{U ∗ V∗ +W |U∗ ∗W = 0,W ∗ V = 0, ‖W‖ ≤ 1}
={tU ∗ V∗ +W |U∗ ∗W = 0,W ∗ V = 0, ‖W‖ ≤ t, t ≥ 0}.
Let G be a Gaussian random tensor with i.i.d. entries, each with mean zero and unit variance.
Then the tensor
Z(G) = ‖PT⊥G‖U ∗ V∗ +PT⊥G, (C.23)
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is in the normal cone atM. Here PT⊥ is defined in (C.5). We then compute
E‖G −Z(G)‖2F =E‖PTG +PT⊥G −PTZ(G)−PT⊥Z(G)‖2F
=E‖PTG −PTZ(G)‖2F
=E‖PTG‖2F + E‖PTZ(G)‖2F (C.24)
=E‖PTG‖2F + rE‖PT⊥G‖2, (C.25)
where (C.24) follows becausePTG andPT⊥G are independent, and (C.25) uses the fact that
‖U ∗ V∗‖F = √r.




=E 〈U ∗ U∗ ∗ G + G ∗ V ∗ V∗ − U ∗ U∗ ∗ G ∗ V ∗ V∗,G〉
=n3n1r + n3n2r − n3r2, (C.26)
where the last equation is obtained by direct computing on the definition of t-product.






n1 − r +
√





n1 − r +
√
























=µ2T⊥ + 2n3. (C.27)
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≤n3r(n1 + n2 − r) + n3r((
√
n1 − r +
√
n2 − r)2 + 2)
≤n3r(n1 + n2 − r) + n3r(2(n1 + n2 − 2r) + 2)
≤3n3r(n1 + n2 − r).
The proof is completed by using Proposition 3.6 in [110].
C.5 Proofs of Several Lemmas
Lemma C.6. [157] Consider a finite sequence {Zk} of independent, random n1 × n2 ma-
trices that satisfy the assumption EZk = 0 and ‖Zk‖ ≤ R almost surely. Let σ2 =




























∥∥∥∥∥ ≥ 2√cσ2 log(n1 + n2) + cB log(n1 + n2), (C.30)
with probability at least 1− (n1 + n2)1−c.
C.5.1 Proof of Lemma C.1
Proof. For any tensor Z , we can write





) 〈eijk,PT (Z)〉PT (eijk) := ∑
ijk
Hijk(Z)
where Hijk : Rn×n×n3 → Rn×n×n3 is a self-adjoint random operator with E[Hijk] = 0.
Define the matrix operator H¯ijk : B → B, where B = {B¯ : B ∈ Rn×n×n3} denotes the set




) 〈eijk,PT (Z)〉 bdiag(PT (eijk)).
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H¯ijk is self-adjoint and E[H¯ijk] = 0. To prove the result by the non-commutative Bernstein
inequality, we need to bound ‖H¯ijk‖ and













where the last inequality uses (C.8). On the other hand, by direct computation, we have
H¯2ijk(Z¯) = (p
−1δijk−1)2 〈eijk,PT (Z)〉 〈eijk,PT (eijk)〉 bdiag(PT (eijk)). Note thatE[(p−1δijk−






























∥∥∥∑ijk E[H¯2ijk]∥∥∥ ≤ 2µrnn3p . Let  ≤ 1. By Lemma C.6, we have






















≤2(nn3)1− 316 c0 ,
156
where the last inequality uses p ≥ c0−2µr log(nn3)/(nn3). Thus, ‖PTRΩPT −PT ‖ ≤ 
holds with high probability for some numerical constant c0.
C.5.2 Proof of Lemma C.2




zijkeijk. Then we have




Note that δijk’s are independent random scalars. Thus,Hijk’s are independent random tensors































A similar calculation yields
∥∥∥∑ijk E[H¯∗ijkH¯ijk]∥∥∥ ≤ p−1‖Z‖2∞,2. Then the proof is complet-
ed by applying the matrix Bernstein inequality in (C.30).
C.5.3 Proof of Lemma C.3
Proof. For fixedZ ∈ T and fixed b ∈ [n], the b-th column of the tensorPTRΩ(Z)−Z can
be written as
(PTRΩ(Z)−Z) ∗ e˚b =
∑
ijk





whereHijk’s are independent column tensors in Rn×1×n3 and E[Hijk] = 0. Let hijk ∈ Rnn3
be the column vector obtained by vectorizingHijk. Then we have





























z2ijk‖PT (eijk) ∗ e˚b‖2F .
Note that
‖PT (eijk) ∗ e˚b‖2F =‖U ∗ U∗ ∗ e˚i ∗ e˙k ∗ e˚∗j ∗ e˚b
+ (I − U ∗ U∗) ∗ e˚i ∗ e˙k ∗ e˚∗j ∗ V ∗ V∗ ∗ e˚b‖F
≤‖U ∗ U∗ ∗ e˚i ∗ e˙k‖F ‖˚e∗j ∗ e˚b‖F

















































We can bound ‖∑ijk E[hijkh∗ijk]‖ by the same quantity in a similar manner. Treating hijk’s
as nn3 × 1 matrices and applying the matrix Bernstein inequality in (C.30) gives that w.h.p.































provided that c0 in the lemma statement is large enough. In a similar fashion we prove that
‖˚e∗a ∗ (PTRΩ(Z)−Z)‖F is bounded by the same quantity w.h.p. The lemma follows from
a union bound over all (a, b) ∈ [n]× [n].
C.5.4 Proof of Lemma C.4














where tijk’s are independent and E(tijk) = 0. Now we bound |tijk| and |
∑
ijk E[t2ijk]|. First
|tijk| ≤ p−1‖Z‖∞‖PT (eijk)‖F ‖PT (eabc)‖F ≤ 2µr
nn3p
‖Z‖∞.

















Let  ≤ 1. By Lemma C.6, we have
















≤2(nn3)− 316 c0 ,
where the last inequality uses p ≥ c0−2µr log(nn3)/(nn3). Thus, ‖PTRΩ(Z) −Z‖∞ ≤
‖Z‖∞ holds with high probability for some numerical constant c0.
C.5.5 Proof of Proposition C.1
Proof. Consider any feasible solution X to (C.11) with PΩ(X ) = PΩ(M). Let G be an
n×n×n3 tensor which satisfies ‖PT⊥G‖ = 1 and 〈PT⊥G,PT⊥(X −M)〉 = ‖PT⊥(X −
M)‖∗. Such G always exists by duality between the tensor nuclear norm and the tensor
spectral norm. Note that U ∗ V∗ +PT⊥G is a subgradient of Z and Z = M, we have
‖X‖∗ − ‖M‖∗ ≥ 〈U ∗ V∗ +PT⊥G,X −M〉 . (C.31)
We also have 〈Y ,X −M〉 = 〈PΩY ,PΩ(X −M)〉 = 0 since PΩ(Y) = Y . It follows
that
‖X‖∗ − ‖M‖∗
≥〈U ∗ V∗ +PT⊥G −Y ,X −M〉
=‖PT⊥(X −M)‖∗ + 〈U ∗ V∗ −PTY ,X −M〉 − 〈PT⊥Y ,X −M〉









‖PT (X −M)‖F ,
160
where the last inequality uses the Conditions (1) and (2) in the proposition. Now, by using



















Note that the right hand side of the above inequality is strictly positive for allX withPΩ(X−
M) = 0 andX 6= M. Otherwise, we must havePT (X−M) = X−M andPTRΩPT (X−
M) = 0, contradicting the assumption ‖PTRΩPT−PT ‖ ≤ 12 . Therefore,M is the unique
optimum.










〈(PTRΩPT −PT )Z,PTZ〉+ 〈PTZ,PTZ〉
≥
√




where the last inequality uses ‖PTRΩPT − PT ‖ ≤ 12 . On the other hand, PΩ(Z) = 0
implies thatRΩ(Z) = 0 and thus














The proof is completed by combining (C.32) and (C.33).
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C.5.6 Proof of Lemma C.5
Before proving Lemma C.5, we first bound E‖A‖.
Lemma C.8. LetA be an n1×n2×n3 tensor whose entries are independent standard Gaus-
sian random variables. Then, for any U ∈ Rn1×k1×n3 with ‖U‖ ≤ 1 and V ∈ Rn2×k2×n3
with ‖V‖ ≤ 1, we have





Proof. We denote B as the set of block sparse vectors, i.e.,
Bk =
{
x ∈ Rkn3 |x = [x>1 , · · · ,x>i · · · ,x>n3 ],with xi ∈ Rk, and there exists j such that xj 6= 0 and xi = 0, i 6= j}.
We also denote Sk = {x ∈ Rkn3 |‖x‖2 = 1}. Then, there exist p ∈ Bk2 ∩ Sk2 and q ∈
Bk1 ∩ Sk1 such that














〈A,U ∗ bcirc∗((F−1n3 ⊗ Ik1)qp∗(F n3 ⊗ Ik2)) ∗ V∗〉 ,
where bcirc∗ is the joint operator of bcirc which maps a matrix to a tensor. We denote
Xp,q =





where g ∈ Bk2 , h ∈ Bk1 and their entries in nonzero blocks are independent standard Gaus-
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sian random variables. Then, for p,p2 ∈ Bk2 ∩ Sk2 and q,q2 ∈ Bk1 ∩ Sk1 , we have
E‖Xp,q −Xp2,q2‖2F
=‖U ∗ bcirc∗((F−1n3 ⊗ Ik1)(qp∗ − q2p∗2)(F n3 ⊗ Ik2)) ∗ V∗‖2F
≤‖U‖2‖bcirc∗((F−1n3 ⊗ Ik1)(qp∗ − q2p∗2)(F n3 ⊗ Ik2))‖2F ‖V‖2
≤n3‖qp∗ − q2p∗2‖2F
≤n3(‖p− p2‖22 + ‖q− q2‖22)
≤E‖Yp,q − Yp2,q2‖2F .
Then, we have

















where (C.35) uses Corollary 3.14 in [158], and (C.36) is due to the facts that g ∈ Bk2 and
h ∈ Bk1 . The proof is completed.
Now, we give the proof of Lemma C.5.
Proof of Lemma C.5. It is known that the matrix spectral norm is the 1-Lipschitz continuous,
i.e., |‖A‖ − ‖B‖| ≤ ‖A−B‖F . We show that ‖U∗ ∗A ∗ V‖ is √n3-Lipschitz continuous.
Indeed,
|‖U∗ ∗A ∗ V‖ − ‖U∗ ∗B ∗ V‖|
=|‖U¯∗A¯V¯ ‖ − ‖U¯∗B¯V¯ ‖|
≤‖U¯∗A¯V¯ − U¯∗B¯V¯ ‖F






Then The conclusion now follows from the estimates on the expectation (Lemma C.8) and
Gaussian concentration (Proposition 5.34 in [159]).
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Appendix D
Appendix for Chapter 5
This appendix gives the proof of Theorem 5.1. Section D.1 provides a way for the construction
of the solution to the TRPCA problem, and Section D.2 proves that the constructed solution is
exact to the TRPCA problem. Section D.3 gives the proofs of some lemmas which are used in
Section D.2.





where δijk = 1(i,j,k)∈Ω, where 1(·) is the indicator function. Also Ωc denotes the complement
of Ω and PΩ⊥ is the projection onto Ωc. Denote T by the set
T = {U ∗Y∗ +W ∗ V∗, Y ,W ∈ Rn×r×n3}, (D.1)
and by T⊥ its orthogonal complement. Then the projections onto T and T⊥ are respectively
PT (Z) = U ∗ U∗ ∗Z +Z ∗ V ∗ V∗ − U ∗ U∗ ∗Z ∗ V ∗ V∗,
PT⊥(Z) =Z −PT (Z)
=(In1 − U ∗ U∗) ∗Z ∗ (In2 − V ∗ V∗),
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where In denotes the n× n× n3 identity tensor. Note that PT is self-adjoint. So we have
‖PT (eijk)‖2F
= 〈PT (eijk), eijk〉
= 〈U ∗ U∗ ∗ eijk + eijk ∗ V ∗ V∗ − U ∗ U∗ ∗ eijk ∗ V ∗ V∗, eijk〉 .
Note that
〈U ∗ U∗ ∗ eijk, eijk〉
=
〈U ∗ U∗ ∗ e˚i ∗ e˙k ∗ e˚∗j , e˚i ∗ e˙k ∗ e˚∗j〉
=
〈U∗ ∗ e˚i,U∗ ∗ e˚i ∗ (e˙k ∗ e˚∗j ∗ e˚j ∗ e˙∗k)〉
= 〈U∗ ∗ e˚i,U∗ ∗ e˚i〉
=‖U∗ ∗ e˚i‖2F ,
where we use the fact that e˙k ∗ e˚∗j ∗ e˚j ∗ e˙∗k = I1, which is the 1 × 1 × n3 identity tensor.
Therefore, it is easy to see that
‖PT (eijk)‖2F
=‖U∗ ∗ e˚i‖2F + ‖V∗ ∗ e˚j‖2F − ‖U∗ ∗ e˚i ∗ e˙k ∗ e˚∗j ∗ V‖2F ,







, when n1 = n2 = n. (D.3)
The following Tensor Incoherence Conditions will be used in the proofs
max
i=1,··· ,n1



















Lemma D.1. Assume that ‖PΩPT ‖ < 1. Then (L0,S0) is the unique solution to the TRPCA
problem if there is a pair (W ,F ) obeying
U ∗ V∗ +W = λ(sgn (S0) + F ),
with PTW = 0, ‖W‖ < 1, PΩF = 0 and ‖F ‖∞ < 1.
Lemma D.2. Assume that ‖PΩPT ‖ ≤ 12 and λ < 1√n3 . Then (L0,S0) is the unique solution
to the TRPCA problem if there is a pair (W ,F ) obeying
(U ∗ V∗ +W) = λ(sgn (S0) + F +PΩD),
with PTW = 0, ‖W‖ ≤ 12 , PΩF = 0 and ‖F ‖∞ ≤ 12 , and ‖PΩD‖F ≤ 14 .
Lemma D.2 implies that it is suffices to produce a dual certificateW obeying

W ∈ T⊥,
‖W‖ < 12 ,
‖PΩ(U ∗ V∗ +W − λ sgn (S0))‖F ≤ λ4 ,
‖PΩ⊥(U ∗ V∗ +W)‖∞ < λ2 .
(D.7)
D.1.1 Dual Certification via the Golfing Scheme
Before we introduce our construction, our model assumes that Ω ∼ Ber(ρ), or equivalently
that Ωc ∼ Ber(1 − ρ). Now the distribution of Ωc is the same as that of Ωc = Ω1 ∪ Ω2 ∪
· · · ∪Ωj0 , where each Ωj follows the Bernoulli model with parameter q, which satisfies
P((i, j, k) ∈ Ω) = P(Bin(j0, q) = 0) = (1− q)j0 , (D.8)
so that the two models are the same if ρ = (1 − q)j0 . Note that because of overlaps between
the Ωj’s, q ≥ (1− ρ)/j0.
Now, we construct a dual certificate
W = WL +WS , (D.9)
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where each component is as follows:
1. Construction ofWL via the Golfing Scheme. Let j0 = 2 log(nn3) and Ωj , j = 1, · · · , j0,
be defined as previously described so that Ωc = ∪1≤j≤j0Ωj . Then define
WL = PT⊥Yj0 , (D.10)
where
Yj = Yj−1 + q−1PΩjPT (U ∗ V∗ −Yj−1), Y0 = 0.
2. Construction of WS via the Method of Least Squares. Assume that ‖PΩPT ‖ < 1/2.
Then, ‖PΩPTPΩ‖ < 1/4, and thus, the operator PΩ − PΩPTPΩ mapping Ω onto
itself is invertible; we denote its inverse by (PΩ −PΩPTPΩ)−1. We then set
WS = λPT⊥(PΩ −PΩPTPΩ)−1 sgn (S0) . (D.11)




(PΩPTPΩ)k sgn (S0) . (D.12)
Since bothWL andWS belong toT⊥ andPΩWS = λPΩ(I−PT )(PΩ−PΩPTPΩ)−1 sgn (S0) =
λ sgn (S0), we will establish thatWL +WS is a valid dual certificate if it obeys
‖WL +WS‖ < 12 ,
‖PΩ(U ∗ V∗ +WL)‖F ≤ λ4 ,
‖PΩ⊥(U ∗ V∗ +WL +WS‖∞ < λ2 .
(D.13)
This can be done by using the following two key lemmas:
Lemma D.3. Assume that Ω ∼ Ber(ρ) with parameter ρ ≤ ρs for some ρs > 0. Set j0 =
2dlog(nn3)e (use log(n(1)n3) for the tensors of rectangular frontal slice). Then, the tensor
WL obeys
(a) ‖WL‖ < 14 ,
(b) ‖PΩ(U ∗ V∗ +WL)‖F < λ4 ,
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(c) ‖PΩ⊥(U ∗ V∗ +WL)‖∞ < λ4 .
Lemma D.4. Assume that S0 is supported on a set Ω sampled as in Lemma D.3, and that
the signs of S0 are independent and identically distributed symmetric (and independent of Ω).
Then, the tensorWS (D.11) obeys
(a) ‖WS‖ < 14 ,
(b) ‖PΩ⊥WS‖∞ < λ4 .
D.2 Proofs of Dual Certification
D.2.1 Preliminaries
Lemma D.5. Suppose Ω ∼ Ber(ρ). Then with high probability,
‖PT − ρ−1PTPΩPT ‖ ≤ , (D.14)
provided that ρ ≥ C0−2(µr log(nn3))/(nn3) for some numerical constant C0 > 0. For the
tensor of rectangular frontal slice, we need ρ ≥ C0−2(µr log(n(1)n3))/(n(2)n3).
Corollary D.1. Assume that Ω ∼ Ber(ρ), then ‖PΩPT ‖2 ≤ ρ + , provided that 1 − ρ ≥
C−2(µr log(nn3))/(nn3), where C is as in Lemma D.5. For the tensor with frontal slice, the
modification is as in Lemma D.5.
Note that this corollary shows that ‖PΩPT ‖ ≤ 1/2, provided |Ω| is not too large.
Lemma D.6. Suppose that Z ∈ T is a fixed tensor, and Ω ∼ Ber(ρ). Then, with high
probability,
‖Z − ρ−1PTPΩZ‖∞ ≤ ‖Z‖∞, (D.15)
provided that ρ ≥ C0−2(µr log(nn3))/(nn3) (in the case of the tensor of rectangular frontal
slice, ρ ≥ C0−2(µr log(n(1)n3))/(n(2)n3)) for some numerical constant C0 > 0.
Lemma D.7. Suppose Z is fixed, and Ω ∼ Ber(ρ). Then, with high probability,





for some numerical constantC0 > 0 provided that ρ ≥ C0 log(nn3)/(nn3) (or ρ ≥ C0 log(n(1)n3)/(n(2)n3)
for the tensors with rectangular frontal slice).
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D.2.2 Proof of Lemma D.3
Proof. We first introduce some notations. Set Zj = U ∗ V∗ −PTYj obeying
Zj = (PT − q−1PTPΩjPT )Zj−1.
So Zj ∈ T for all j ≥ 0. Also, note that when
q ≥ C0−2µr log(nn3)
nn3
, (D.17)
or for the tensors with rectangular frontal slices q ≥ C0−2 µr log(n(1)n3)n(2)n3 , we have
‖Zj‖∞ ≤ ‖Zj−1‖∞ ≤ j‖U ∗ V∗‖∞, (D.18)
by Lemma D.6 and
‖Zj‖F ≤ ‖Zj−1‖F ≤ j‖U ∗ V∗‖F ≤ j
√
r. (D.19)
We assume  ≤ e−1.



































The fourth step is from Lemma D.7 and the fifth is from (D.18). Now by using (D.17) and
(D.6), we have
‖WL‖ ≤ C ′,
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for some numerical constant C ′.
2. Proof of (b). Since PΩYj0 = 0, PΩ(U ∗ V∗ +PT⊥Yj0) = PΩ(U ∗ V∗ −PTYj0) =
PΩ(Zj0), and it follows from (D.19) that
‖Zj0‖F ≤ j0‖U ∗ V∗‖F ≤ j0
√
r.
Since  ≤ e−1 and j0 ≥ 2 log(nn3), j0 ≤ (nn3)−2 and this proves the claim.
3. Proof of (c). We have U ∗V∗+WL = Zj0 +Yj0 and know that Yj0 is supported on Ωc.

































The claim is proved by using (D.17), (D.6) and sufficiently small  (provided that ρr is suffi-




D.2.3 Proof of Lemma D.4








Note that for any σ > 0, {‖PΩPT ‖ ≤ σ} holds with high probability provided that ρ is
sufficiently small, see Corollary D.1.






Note that ‖PT⊥WS0 ‖ ≤ ‖WS0 ‖ = λ‖M‖ and ‖PT⊥WS1 ‖ ≤ ‖WS1 ‖ = λ‖R(M)‖, where
R = ∑k≥1(PΩPTPΩ)k. Now, we will respectively show that λ‖M‖ and λ‖R(M)‖ are
small enough when ρ is sufficiently small for λ = 1/
√
nn3. Therefor, ‖WS‖ ≤ 1/4.
1) Bound ‖M‖.
Lemma D.8. For the Bernoulli sign variableM defined in (D.20), there exists a function ϕ(ρ)
satisfying lim
ρ→0+
ϕ(ρ) = 0, such that the following statement holds with with large probability,
‖M‖ ≤ ϕ(ρ)√nn3. (D.21)
The proof has three steps.








∈ Rnn3×n be a matrix unfolded byM, whereMHi ∈ Rn3×n is the i-th
















where M¯i ∈ Rn×n is the i-th frontal slice ofM. Note that
‖M‖ = ‖M¯‖ = max
i=1,··· ,n3
‖M¯i‖. (D.23)
Let N be the 1/2-net for Sn−1 of size at most 5n (see Lemma 5.2 in [159]). Then Lemma 5.3
in [159] gives
‖M¯i‖ ≤ 2 max
x∈N
‖M¯ix‖2. (D.24)
So we consider to bound ‖M¯ix‖2.











where zj = 〈MHj ,fix∗〉, j = 1, · · · , n, are independent sub-gaussian random variables with




0, w.p. 1− ρ.
Thus, the sub-gaussian norm of [MHj ]kl, denoted as ‖·‖ψ2 , is






























Therefore, ‖[MHj ]kl‖ψ2 ≤ ψ(ρ). Consider that zj is a sum of independent centered sub-
gaussian random variables [MHj ]kl’s, by using Lemma 5.9 in [159], we have ‖zj‖2ψ2 ≤
c1(ψ(ρ))
2n3, where c1 is an absolute constant. Therefore, by Remark 5.18 and Lemma
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5.14 in [159], z2j − ρn3 are independent centered sub-exponential random variables with
‖z2j − ρn3‖ψ1 ≤ 2‖zj‖2ψ1 ≤ 4‖zj‖2ψ2 ≤ 4c1(ψ(ρ))2n3.
Now, we use an exponential deviation inequality, Corollary 5.17 in [159], to control the
sum (D.25). We have
P




















where c2 > 0. Let t = c3(ψ(ρ))2n3 for some absolute constant c3, we have
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‖M¯ix‖22 ≤ (ρ+ c3(ψ(ρ))2)nn3. (D.27)
Let ϕ(ρ) = 2
√
ρ+ c3(ψ(ρ))2 and it satisfies lim
ρ→0+
ϕ(ρ) = 0 by using (D.26). The proof is
completed by further combining (D.23), (D.24) and (D.27).
2) Bound ‖R(M)‖.
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For simplicity, let Z = R(M). We have
‖Z‖ = ‖Z¯‖ = sup
x∈Snn3−1
‖Z¯x‖2. (D.28)
The optimal x to (D.28) is an eigenvector of Z¯∗Z¯. Since Z¯ is a block diagonal matrix, the op-
timalx has a block sparse structure, i.e., x ∈ B = {x ∈ Rnn3 |x = [x>1 , · · · ,x>i · · · ,x>n3 ],with xi ∈
Rn, and there exists j such that xj 6= 0 and xi = 0, i 6= j}. Note that ‖x‖2 = ‖xj‖2 = 1.
Let N be the 1/2-net for Sn−1 of size at most 5n (see Lemma 5.2 in [159]). Then the 1/2-net,


















where bdiag∗, the joint operator of bdiag, maps the block diagonal matrix xy∗ to a tensor















For a fixed pair (x,y) of unit-normed vectors, define the random variable
X(x,y) = 〈4n3R(Z),M〉 .
Conditional on Ω = supp(M), the signs of M are independent and identically distributed
symmetric and Hoeffding’s inequality gives












































+ P (‖PΩPT ‖ ≥ σ) , γ = 1− σ
2
2σ2






+ P (‖PΩPT ‖ ≥ σ) .
Let t = c
√
nn3, where c can be a small absolute constant. Then the above inequality implies
that ‖R(M)‖ ≤ t with high probability.
2. Proof of (b) Observe that
PΩ⊥WS = −λPΩ⊥PT (PΩ −PΩPTPΩ)−1M.
Now for (i, j, k) ∈ Ωc,WSijk =
〈WS , eijk〉, and we haveWSijk = λ 〈Q(i, j, k),M〉, where
Q(i, j, k) is the tensor−(PΩ−PΩPTPΩ)−1PΩPT (eijk). Conditional on Ω = supp(M),
the signs of M are independent and identically distributed symmetric, and the Hoeffding’s
inequality gives



















By using (D.3), we have






on the event {‖PΩPT ‖ ≤ σ}. On the same event, we have ‖(PΩ − PΩPTPΩ)−1‖ ≤


















+ P(‖PΩPT ‖ ≥ σ),
where γ = (1−σ
2)2
2σ2
. This proves the claim when µr < ρ′rnn3 log(nn3)−1 and ρ′r is sufficiently
small.
D.3 Proofs of Some Lemmas
Lemma D.9. [157] Consider a finite sequence {Zk} of independent, random n1 × n2 ma-
trices that satisfy the assumption EZk = 0 and ‖Zk‖ ≤ R almost surely. Let σ2 =




























∥∥∥∥∥ ≥ 2√cσ2 log(n1 + n2) + cB log(n1 + n2), (D.31)
177
with probability at least 1− (n1 + n2)1−c.
D.3.1 Proof of Lemma D.1
Proof. For any H 6= 0, (L0 + H,S0 − H) is also a feasible solution. We show that its
objective is larger than that at (L0,S0), hence proving that (L0,S0) is the unique solution.
To do this, let U ∗V∗+W0 be an arbitrary subgradient of the tensor nuclear norm atL0, and
sgn (S0) + F 0 be an arbitrary subgradient of the `1-norm at S0. Then we have
‖L0 +H‖∗ + λ‖S0 −H‖1
≥‖L0‖∗ + λ‖S0‖1 + 〈U ∗ V∗ +W0,H〉 − λ 〈sgn (S0) + F 0,H〉 .
Now pickW0 such that 〈W0,H〉 = ‖PT⊥H‖∗ and 〈F 0,H〉 = −‖PΩ⊥H‖. We have
‖L0 +H‖∗ + λ‖S0 −H‖1
≥‖L0‖∗ + λ‖S0‖1 + ‖PT⊥H‖∗ + λ‖PΩ⊥H‖1 + 〈U ∗ V∗ − λ sgn (S0) ,H〉 .
By assumption
|〈U ∗ V∗ − λ sgn (S0) ,H〉|
≤ |〈W ,H〉|+ λ |〈F ,H〉|
≤β(‖PT⊥H‖∗ + λ‖PΩ⊥H‖1),
where β = max(‖W‖, ‖F ‖∞) < 1. Thus
‖L0 +H‖∗ + λ‖S0 −H‖1
≥‖L0‖∗ + λ‖S0‖1 + (1− β)(‖PT⊥H‖∗ + λ‖PΩ⊥H‖1).
Note that ‖PΩPT ‖ < 1. This is equivalent to Ω∩T = {0}. Thus ‖PT⊥H‖∗+λ‖PΩ⊥H‖1 >
0 unlessH = 0.
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D.3.2 Proof of Lemma D.2
Proof. Following the proof of Lemma D.1, we have
‖L0 +H‖∗ + λ‖S0 −H‖1
≥‖L0‖∗ + λ‖S0‖1 + 1
2
(‖PT⊥H‖∗ + λ‖PΩ⊥H‖1)− λ 〈PΩD,H〉






On the other hand,








‖PΩ⊥H‖F + ‖PT⊥H‖F .
Thus





‖L0 +H‖∗ + λ‖S0 −H‖1
≥‖L0‖∗ + λ‖S0‖1 + 1
2




where the last two terms are strictly positive whenH 6= 0.
D.3.3 Proof of Lemma D.5













where Hijk : Rn×n×n3 → Rn×n×n3 is a self-adjoint random operator with E[Hijk] = 0.
Define the matrix operator H¯ijk : B → B, where B = {B¯ : B ∈ Rn×n×n3} denotes the set




) 〈eijk,PT (Z)〉 bdiag(PT (eijk)).





H¯ijk is self-adjoint and E[H¯ijk] = 0. To prove the result by the non-commutative Bernstein
inequality, we need to bound ‖H¯ijk‖ and













where the last inequality uses (D.3). On the other hand, by direct computation, we have
H¯2ijk(Z¯) = (ρ
−1δijk−1)2 〈eijk,PT (Z)〉 〈eijk,PT (eijk)〉 bdiag(PT (eijk)). Note thatE[(ρ−1δijk−































∥∥∥∑ijk E[H¯2ijk]∥∥∥ ≤ 2µrnn3ρ . Let  ≤ 1. By Lemma D.9, we have
P
























where the last inequality uses ρ ≥ C0−2µr log(nn3)/(nn3). Thus, ‖ρ−1PTPΩPT −
PT ‖ ≤  holds with high probability for some numerical constant C0.
D.3.4 Proof of Corollary D.1
Proof. From Lemma D.5, we have
‖PT − (1− ρ)−1PTPΩ⊥PT ‖ ≤ ,
provided that 1− ρ ≥ C0−2(µr log(nn3))/n. Note that I = PΩ +PΩ⊥ , we have
‖PT − (1− ρ)−1PTPΩ⊥PT ‖ = (1− ρ)−1(PTPΩPT − ρPT ).
Then, by the triangular inequality
‖PTPΩPT ‖ ≤ (1− ρ) + ρ‖PT ‖ = ρ+ (1− ρ).
The proof is completed by using ‖PΩPT ‖2 = ‖PTPΩPT ‖.
D.3.5 Proof of Lemma D.6
































































where the last inequality uses ρ ≥ C0−2µr log(nn3)/(nn3). Thus, ‖ρ−1PTPΩ(Z) −
Z‖∞ ≤ ‖Z‖∞ holds with high probability for some numerical constant C0.
D.3.6 Proof of Lemma D.7




zijkeijk. Then we have




Note that δijk’s are independent random scalars. Thus,Hijk’s are independent random tensors
and H¯ijk’s are independent random matrices. Observe that E[H¯ijk] = 0 and ‖H¯ijk‖ ≤


























A similar calculation yields
∥∥∥∑ijk E[H¯∗ijkH¯ijk]∥∥∥ ≤ ρ−1nn3‖Z‖2∞. Let t = √C0nn3 log(nn3)/ρ‖Z‖∞.
When ρ ≥ C0 log(nn3)/(nn3), we apply Lemma D.9 and obtain
P

























Thus, ‖(I−ρ−1PΩ)Z‖ > t holds with high probability for some numerical constantC0.
D.3.7 Optimization by ADMM
The TRPCA problem can be solved by the standard ADMM. We give the procedure in Algo-
rithm 9.
Algorithm 9 Solve (5.3) by ADMM
Input: tensor data X , parameter λ.
Initialize: L0 = S0 = Y0 = 0, ρ = 1.1, µ0 = 1e−3, µmax = 1e10,  = 1e−8.
while not converged do


















3. Yk+1 = Yk + µk(Lk+1 + Ek+1 −X );
4. Update µk+1 by µk+1 = min(ρµk, µmax);
5. Check the convergence conditions
‖Lk+1 −Lk‖∞ ≤ , ‖Ek+1 − Ek‖∞ ≤ ,




Appendix for Chapter 6
This appendix gives the proofs of some propositions and theorems in Chapter 6.
The structure of this appendix is as follows. In Section E.1, we give the proofs of some
lemmas and propositions which are used to prove the convergence of our new ADMMs. In
Section E.2, we give the proof of Theorem 6.4. In Section E.3, we give the proof of Theorem
6.5. In Section E.4, we give the implementation details of some problems in the experiments.
In Section E.5, we give the problems solved in our released toolbox.
E.1 Some Lemmas
E.1.1 Useful Mathematical Results
Lemma E.1. Given any a, b, c, d and G  0 of compatible sizes, we have
〈a− b, c− a〉G = 1
2
(‖b− c‖2G − ‖a− c‖2G − ‖a− b‖2G) , (E.1)
〈a− b, c− d〉 = 1
2
(‖a− d‖2 − ‖a− c‖2 − ‖b− d‖2 + ‖b− c‖2) . (E.2)
Lemma E.2. (Combination Rules forMajorant First-Order Surrogates) Let fˆ ∈ S{Li}ni=1(f,κ)
and fˆ ′ ∈ S{L′i}ni=1(f ′,κ). Then the following combination rules hold:
• Linear combination: for any α, α′ > 0, αf + α′f ′ is a majorant surrogate function in
S{αLi+α′L′i}ni=1(αf + α′f ′,κ);
• Transitivity: letF ∈ S{L′′i }ni=1(fˆ ,κ). ThenF is a majorant surrogate in S{Li+L′′i }ni=1(f,κ).
Proof. Lemma E.2 is obvious by using the definition of the majorant first order surrogate
function and the following lemma.
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Lemma E.3. Let f, f ′ : Rp1 × · · · ×Rpn → R be convex, and {Li}ni=1-smooth and {L′i}ni=1-
smooth, respectively. We only consider two cases: (1) if Li  L′i, define max{Li,L′i} = Li;
(2) if L′i  Li, define max{Li,L′i} = L′i. Then f − f ′ is {max{Li,L′i}}ni=1-smooth, and
f + f ′ is {Li + L′i}ni=1-smooth.
Proof. Let h = f−f ′. By using (6.17) and the convexity of f and f ′, for any x = [x1; · · · ; xn]
and y = [y1; · · · ; yn] with xi,yi ∈ Rpi , i = 1, · · · , n. we have









‖xi − yi‖2L′i ≤ −f
′(x) + f ′(y) + 〈∇f ′(y),x− y〉 ≤ 0.
Summing the above two inequalities we have





Thus h is {max{Li,L′i}}ni=1-smooth. It is easy to see that f + f ′ is {Li + L′i}ni=1-smooth by
applying (6.17) for f and f ′.
The above results are useful to justify the different surrogates introduced in Section 2.
• Proximal Surrogates. Let f be a separable function. Define fˆ(x) = f(x)+ 12
∑n
i=1 ‖xi−
κi‖2Li , where Li  0. Then, fˆ ∈ S{2Li,Li}ni=1(f,κ). If f is convex, fˆ ∈ S{Li,Li}ni=1(f,κ).
If f is {Qi}ni=1-strongly convex, fˆ ∈ S{Li,Li+Qi}ni=1(f,κ).
• Lipschitz Gradient Surrogates. Let f be {Li}ni=1-smooth. Define fˆ(x) = f(κ) +
〈∇f(κ),x − κ〉 + 12
∑n
i=1 ‖xi − κi‖2Li . Then, fˆ ∈ S{2Li}ni=1(f,κ). If f is convex,
fˆ ∈ S{Li,Li}ni=1(f,κ). If f is {Qi}ni=1-strongly convex, fˆ ∈ S{Li−Qi,Li}ni=1(f,κ).
• Proximal Gradient Surrogates. Let f = f1 + f2, where f1 is {Li}ni=1-smooth. Define
fˆ(x) = f1(κ) + 〈∇f1(κ),x−κ〉+ 12
∑n
i=1 ‖xi−κi‖2Li +f2(x). If f1 and f2 are convex,
fˆ ∈ S{Li,Li}ni=1(f,κ). Then, fˆ ∈ S{2Li}ni=1(f,κ). If f1 is {Qi}ni=1-strongly convex and
f2 is convex, fˆ ∈ S{Li−Qi,Li}ni=1(f,κ).
The above three ones are widely used. Note that for the used majorant surrogate fˆ ∈ S{Li,Pi}ni=1(f,κ)
in ADMM, the convergence guarantee requires that Pi  Li  0. The above three examples
satisfy such an assumption and thus can be directly used. There are also some other examples
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of majorant surrogates which may not be strongly convex. They can be indirectly used by a
linear combination with a strongly convex majorant surrogate. For example, considering the
one block case (i.e., n = 1), assume that f and f ′ are convex. Let fˆ be convex, fˆ ∈ SL(f,κ)
and fˆ ′ ∈ S{L′,P ′}(f ′,κ). Then αfˆ +α′fˆ ′ ∈ S{αL+α′L′,α′P ′}(αf +α′f ′,κ), where α, α′ > 0,
can be used in ADMM when α′P ′ ≥ αL + α′L′. The above three examples in the cases of
strongly convex f ′ are potential choices of fˆ ′. For convex fˆ in SL(f,κ), some known exam-
ples, e.g., Jensen surrogates, can be found in [141]. The convergence guarantee of ADMM
with such type of majorant surrogates are new.
E.1.2 Proof of Lemma 6.2

























− 〈u,y − x〉+
n∑
i=1















− 〈u,y − x〉+
n∑
i=1































(‖yi − κi‖2Li − ‖yi − xi‖2Pi) ,




i=1 ‖xi − κi‖2Pi (or fˆ is {Pi}ni=1-strongly convex), ® uses (6.18), and ¯ is from (E.1).
So we get (6.20).
Second, we prove (6.21). Note that f is {Qi}ni=1-strongly convex. We have




‖yi − xi‖2Qi , (E.3)
where v ∈ ∂f(y). Summing (6.20) and (E.3) leads to (6.21).
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E.1.3 Proof of Lemma 6.3
Proof. For any x and y, there exist L′i’s such that
1
2




‖xi − yi‖2L′i . (E.4)
The choice of L′i depends on the structure of A. For example, without using additional struc-




‖Ax− b‖2 − 1
2














(‖xi − yi‖2Gi + ‖Ai (xi − yi) ‖2)+ n∑
i=1


























where (E.6) uses (E.4) and (E.7) uses Gi  L′i −A>i Ai. Note that r(x) is convex and (E.5)-
(E.6) imply that (6.17) holds. Thus, r is {L′i}ni=1-smooth. By the definition of rˆ in (6.22),
the above inequality implies that r(x) ≤ rˆ(x). Furthermore, it is easy to obtain (6.23) by
substituting Gi = ηiI−A>i Ai into (E.7).
E.2 Proof of Theorem 6.4
In this section, we define





B2 − b). (E.8)
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Proposition E.1. In Algorithm 7, under the assumptions of Theorem 6.4, for any x, we have
















‖xk+1B2 − xkB2‖2Kk2 , (E.9)






i Ai + G
k
i , i ∈ B1
}






i Ai + G
k
i , i ∈ B2
}
and Kk2 = Diag{A>i Ai + Gki , i ∈ B2}.
Proof. First, for i ∈ B1, by the optimality of xk+1i to problem (6.40) in Algorithm 7, there
exists uk+1i ∈ ∂fˆki (xk+1i ) such that


















B2 − b) + λk
)
− β(k)A>i AB1(xk+1B1 − xkB1) + β(k)(A>i Ai + Gki )(xk+1i − xki )
­
=A>i λˆ
k+1 − β(k)A>i AB1(xk+1B1 − xkB1) + β(k)(A>i Ai + Gki )(xk+1i − xki ),
where ¬ uses the definition of rˆki in (6.38), and ­ uses the definition of λˆ
k+1 in (E.8). A
dot-product with xk+1i − xi on both sides of the above equation gives
− 〈uk+1B1 ,xk+1B1 − xB1〉 = −
∑
i∈B1
















i − xki ),xk+1i − xi
〉




‖xk+1B1 − xkB1‖2Kk1−A>B1AB1 +
β(k)
2








‖xB1 − xkB1‖2Kk1−A>B1AB1 −
β(k)
2
‖xB1 − xk+1B1 ‖2Kk1−A>B1AB1 ,
(E.10)
where Kk1 = Diag{A>i Ai + Gki , i ∈ B1} and ¬ uses ‖xk+1B1 − xkB1‖2Kk1−A>B1AB1 ≥ 0 due to
(6.43).
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Second, for i ∈ B2, by the optimality of xk+1i to problem (6.41) in Algorithm 7, there
exists uk+1i ∈ ∂fˆki (xk+1i ) such that





i − xki ) + β(k)(AB1xk+1B1 + AB2xkB2 − b)
)
+ A>i λ
k + β(k)Gki (x
k+1
i − xki )
=A>i λˆ




i − xki ),
where we use the definitions of rˆki in (6.39) and λˆ
k+1 in (E.8). A dot-product with xk+1i − xi
on both sides of the above equation gives
− 〈uk+1B2 ,xk+1B2 − xB2〉 = −
∑
i∈B2










i − xki ),xk+1i − xi
〉
=〈A>B2λˆk+1,xk+1B2 − xB2〉+ β(k)〈xk+1B2 − xkB2 ,xk+1B1 − xB1〉Kk2
=〈A>B2λˆk+1,xk+1B2 − xB2〉 −
β(k)
2
‖xB2 − xkB2‖2Kk2 +
β(k)
2
‖xB2 − xk+1B2 ‖2Kk2 +
β(k)
2
‖xk+1B2 − xkB2‖2Kk2 ,
(E.11)
where Kk2 = Diag{A>i Ai + Gki , i ∈ B2}.
Third, note that fˆk ∈ S{Li,Pi}ni=1(f,xk). By using (6.20), we have
f(xk+1)− f(x)





‖xi − xki ‖2Li − ‖xi − xk+1i ‖2Pi
)





‖xi − xki ‖2Li − ‖xi − xk+1i ‖2Li
)











¬≤− 〈A>λˆk+1,xk+1 − x〉 − β
(k)
2












where LBj = Diag {Li, i ∈ Bj} and ¬ uses (E.10)-(E.11), the definitions of Hkj in Proposi-
tion E.1 and the fact β(k+1) ≥ β(k). The proof is completed.
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Proposition E.2. In Algorithm 7, for any λ, we have





























Proof. By using line 4 of Algorithm 6, (E.2) and the fact that β(k+1) ≥ β(k), we have
〈Axk+1 − b,λ− λˆk+1〉 = 1
β(k)















‖λˆk+1 − λk‖2 − ‖λk+1 − λˆk+1‖2
)
. (E.13)































®≥β(k)α‖AB1xk+1B1 + AB2xkB2 − b‖2 −
β(k)
2












‖Axk+1 − b‖2 − β
(k)
2
‖xk+1B2 − xkB2‖2Kk2 , (E.14)







, and ¯ uses
β(k) ≥ β(k−1) ≥ · · · ≥ β(0). The proof is completed by substituting (E.14) into (E.13).
Proof of Theorem 6.4.
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Proof. Let x = x∗ and λ = λ∗ in (E.9) and (E.12). We have









































where the last equation uses the fact Ax∗ = b. Note that
∑K
k=0 γ
(k) = 1. Multiplying γ(k)



























By the definition of x¯K and the convexity of f and ‖ · ‖2, we have































The proof is completed.
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, and Aˆ =










Aˆ = A>DA∆. (E.16)
Proposition E.3. In Algorithm 8, assume that f is {Qi}ni=1-convex, fˆk ∈ S{Li,Pi}ni=1(f,xk),
Qi  0, Li  0, Pi  0 and Pi + Qi  0. Let Gk  1β(k) L + β(k)Aˆ>(P + Q)−1Aˆ. Then










Proof. First, by the optimality of xk+1i to problem (6.48), there exists u
k+1














j − b +
λk
β(k)
















j − xk+1j ) + β(k)Gki (xk+1i − xki ) = 0. (E.17)





(∥∥∥xk+1i − x∗i ∥∥∥2
Pi+Qi
−












j − xk+1j ) + β(k)Gki (xki − xk+1i )
〉
.











































xk+1 − x∗,A>DA∆(xk − xk+1)
〉
.
Note that −A(xk+1 − x∗) = 1
β(k)































Notice that, because Pi + Qi  0, the following holds
2
〈







































































∥∥∥λk − λk+1∥∥∥2 , (E.23)
where Tk = Gk− 1
β(k)
L−β(k)A>∆AD(P + Q)−1A>DA∆. By the assumption Gk  1β(k) L+
β(k)A>∆AD(P + Q)
−1A>DA∆, we have T






∥∥∥xk − xk+1∥∥∥2 = τ (k) ∥∥∥Gk∥∥∥
2




Note that 0 < β(0) ≤ β(1) ≤ · · · ≤ βmax. There exists τmin satisfying 0 < τmin ≤ τ (k) for


























. Combing this with the
above inequality completes the proof.
Proof of Theorem 6.5.























Let K → +∞ and note that ∥∥wk −wk+1∥∥2
Hk











, for all k ≥ 0.
Thus, {wk} is bounded. There exist a subsequence {wkj} and a limit point wL such that
lim
j→+∞
wkj = wL, or equivalently lim
j→+∞
xkj = xL, and lim
j→+∞
λkj = λL. (E.26)
Now, we show that wL is a KKT point to problem (6.1) and thus it is optimal.
First, by (E.25) and (E.26), we have
lim
j→+∞
xkj+1 = xL, and lim
j→+∞
λkj+1 = λL. (E.27)
Then, we have
AxL − b = lim
j→+∞





where the last equation uses (E.25). The above result shows that xL is feasible to problem
(6.1).






















i − xkji ) = 0.
(E.28)









L = 0, (E.29)
where we use (E.26) and (E.27). Note that (E.29) holds for all i = 1, · · · , n. Thus, we have
uL + A>λL = 0, (E.30)
Notice that fˆkj ∈ S{Li,Pi}ni=1(f,xkj ). By the key property of the majorant function in (6.20),
we have











Let j → +∞ in both sides of (E.31). We obtain
f(xL) +
〈




(‖yi − xLi ‖2Li − ‖yi − xLi ‖2Pi) ≤ 0, ∀y, (E.32)
where the last inequality uses the assumption Pi  Li. By the definition of subgradient of
convex function, (E.32) implies that uL ∈ ∂f(xL). Combining this with (E.30), we have
−A>λL ∈ ∂f(xL). So (xL,λL) is a KKT point to (6.1) and thus it is optimal.
E.4 Implementation Details
E.4.1 Latent Low-Rank Representation
Consider the following Latent Low-Rank Representation (LRR) problem
min
Z,L
‖Z‖∗ + ‖L‖∗ + λ
2
‖XZ + LX−X‖2, s.t. 1>Z = 1>, (E.33)
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Problem (E.33) is equivalent to
min
Z,L,E
‖Z‖∗ + ‖L‖∗ + λ
2
‖E‖2, s.t. 1>Z = 1>, XZ + LX−X = E. (E.34)
(a) Solve (E.33) by M-ADMM (2)
The augmented Lagrangian function of (E.33) is





It is easy to verify that 12‖XZ + LX − X‖2 is {L1I, L2I}-smooth, where L1 = L2 =
2‖X‖22, and 12‖1>Z − 1>‖2 is η-smooth, where η > ‖1‖2. By using these properties,
M-ADMM (2) solves (E.33) by the following updating rules








∥∥∥∥∥Z− Zk + λX>(XZk + LkX−X) + 1
(









∥∥∥∥L− Lk + (XZk + LkX−X)X>L2
∥∥∥∥2 ,
λk+1 =λk + β(k)(1>Zk+1 − 1>).
(b) Solve (E.34) by L-ADMM-PS (3)
The augmented Lagrangian function of (E.34) is
L(Z,L,λ, β) =‖Z‖∗ + ‖L‖∗ + λ
2
‖E‖2 + 〈λ1,1>Z− 1>〉+ β
2
‖1>Z− 1>‖2
+ 〈λ2,XZ + LX−X−E〉+ β
2
‖XZ + LX−X−E‖2.
Note that h(Z,L,E) = 12‖1>Z − 1>‖2 + 12‖XZ + LX −X − E‖2 is {η1I, η2I, η3I}-
smooth, where η1 > ‖1‖2 + 3‖X‖22, η2 > 3‖X‖22 and η3 > 3. By using such a property,
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L-ADMM-PS (3) solves (E.34) by the following updating rules



































(c) Solve (E.34) by M-ADMM (3)
M-ADMM (3) divides the variables {Z,L,E} into two super blocks, i.e., {Z} and {L,E}.
Then it solves (E.34) by the following updating rules


























∥∥∥∥XZk+1 + LkX−X−E + λk2β(k)









where η1 = ‖1‖2 + ‖X‖22, η2 > 2‖X‖22 and η3 > 1.






‖E‖2 , s.t. PΩ(X) + E = B, X ≥ 0, (E.35)
(a) L-ADMM-PS






‖E‖2 , s.t. PΩ(X) + E = B, X = Z, Z ≥ 0. (E.36)
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The partial augmented Lagrangian function is
L(X,E,Z, β) = ‖X‖∗ +
λ
2
‖E‖2 + 〈λ1,PΩ(X) + E−B〉+ β
2
‖PΩ(X) + E−B‖2
+ 〈λ2,X− Z〉+ β
2
‖X− Z‖2.
Then L-ADMM-PS solves (E.36) by the following updating rules




















Zk+1 = arg min
Z≥0
〈λk2 + β(k)(Xk − Zk),−Z〉+
β(k)
2
∥∥∥Xk − Z∥∥∥2 + β(k)η3
2









where η1 > 3 + 2, η2 > 3 + 2 and η3 > 2.
(b) M-ADMM






‖E‖2 , s.t. PΩ(Z) + E = B, X = Z, Z ≥ 0. (E.37)
The partial augmented Lagrangian function is
L(X,E,Z, β) = ‖X‖∗ +
λ
2
‖E‖2 + 〈λ1,PΩ(Z) + E−B〉+ β
2
‖PΩ(Z) + E−B‖2
+ 〈λ2,X− Z〉+ β
2
‖X− Z‖2.
Partition the three blocks into two super blocks {X,E} and {Z}. Then M-ADMM solves
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(E.37) by the following updating rules



































Note that the Zk+1 updating has a closed form solution.
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E.5 A List of Problems Involved in Our Released Toolbox
Table E.1 gives a list of convex problems in compressed sensing solved by M-ADMM in
our released LibADMM package. For each problem, we consider its specific structure to
implement efficient M-ADMM by using several techniques proposed in this work.
Table E.1. Applicability of the LibADMM package




s.t. Ax = b
r(x) = ‖x‖1 l1 `1
r(x) =
∑
g∈G ‖xg‖2 groupl1 Group Lasso
r(x) = ‖x‖1 + λ2 ‖x‖22 elasticnet Elastic net
r(x) = ‖x‖1 + λ2
∑p
i=2 |xi − xi−1| fusedl1 Fused Lasso
r(x) = ‖ADiag(x)‖∗ tracelasso Trace Lasso
r(x) = 1
2
‖x‖2ksp ksupport k support norm
minx,e l(e) + λr(x)






groupl1R Reg. Group Lasso
elasticnetR Reg. Elastic net
fusedl1R Reg. Fused Lasso
tracelassoR Reg. Trace Lasso




minX,E ‖X‖∗ + λl(E), s.t. PΩ(X) + E =M lrmcR Reg. Low-rank matrix completion
minX,E ‖X‖∗ + λl(E), s.t. A = BX + E lrr Low-rank representation
minZ,L,E ‖Z‖∗ + ‖L‖∗ + λl(E) latlrr Latent low-rank representation
s.t. XZ + LX−X = E
minX,E ‖X‖∗ + λ1 ‖X‖1 + λ2l(E) lrsr Low-rank and sparse representation
s.t. A = BX + E
minLi,Si ‖L‖∗ + λ
∑m
i=1 ‖Si‖1, rmsc Robust multi-view spectral clustering
s.t. Xi = L + Si, i = 1, · · · ,m, L ≥ 0, L1 = 1
minZi,Ei
∑K
i=1(‖Zi‖∗ + λl(Ei)) + α ‖Z‖2,1 mlap Multi-task low-rank affinity pursuit
s.t. Xi = XiZi + Ei, i = 1, · · · ,K
minL,S ‖L‖∗ + λ ‖C ◦ S‖1 , s.t. A = L + S, 0 ≤ L ≤ 1 igc Improved graph clustering















∥∥X i(i)∥∥∗ + λl(E) lrtcR_snn Reg. low-tank tensor completion based on
s.t. PΩ(X ) + E =M sum of nuclear norm
minL,S ‖L‖∗ + λ ‖S‖1 , s.t.X = L+ S trpca_tnn
Tensor Robust PCA based on
tensor nuclear norm
minX ‖X‖∗ , s.t. PΩ(X ) = PΩ(M) lrtc_tnn
Low-rank tensor completion based on
tensor nuclear norm
minX ,E ‖X‖∗ + λl(E), s.t. PΩ(X ) + E =M lrtcR_tnn
Reg. low-rank tensor completion based on
tensor nuclear norm
∗In this table, the loss function l(·) can be ‖·‖1, 12 ‖·‖2F and ‖·‖2,1. The ‖·‖2,1 norm is only applicable to matrix.
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