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Resumo
Neste trabalho fazemos um estudo de me´tricas lorentzianas e da teoria de conexo˜es line-
ares em variedades diferencia´veis, focando em variedades de Weyl com me´tricas lorentzianas
e conexo˜es de Weyl. Tambe´m analisamos algumas teorias f´ısicas baseadas nessa geometria,
estendendo a essas teorias o modelo de Kuzmin para um disco fino de mate´ria. A partir
desse estudo e do limite newtoniano das teorias, investigamos se esses resultados suprem a
necessidade da presenc¸a de mate´ria escura em gala´xias espirais para explicar as curvas de
rotac¸a˜o observadas.
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Abstract
In this work we study Lorentzian metrics and the theory of linear connections on smooth
manifolds, focusing onWeyl manifolds with lorentzian metrics and Weyl connections. We
also analyze some physical theories based on this geometry, extending to these theories the
Kuzmin model for a thin disk of matter. From this study and from the newtonian limit of
the theories, we examine if these results supply the necessity of the presence of dark matter
in spiral galaxies to explain the observed rotation curves.
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1Introduc¸a˜o
O objetivo deste trabalho e´ fazer um estudo da teoria de conexo˜es lineares sobre varie-
dades diferencia´veis e das propriedades fundamentais das variedades de Weyl com me´trica
lorentziana. A conexa˜o de Weyl e´ uma das extenso˜es mais simples da conexa˜o riemanniana,
envolvendo apenas um termo de na˜o-metricidade que depende de uma 1-forma diferencial
definida sobre a variedade. No entanto, essa pequena mudanc¸a introduz conceitos novos
com os quais na˜o estamos habituados a trabalhar em geometria riemanniana, como por
exemplo a noc¸a˜o de variedade conforme. Na segunda parte do trabalho, estudamos algu-
mas teorias f´ısicas da gravitac¸a˜o baseadas na geometria de Weyl, e suas consequeˆncias em
escalas gala´cticas. Em particular, analisamos a possibilidade de essas teorias serem capazes
de explicar a anomalia entre as curvas de rotac¸a˜o de gala´xias observadas e as preditas pela
gravitac¸a˜o newtoniana.
Na sec¸a˜o 1.1 fazemos uma pequena introduc¸a˜o ao problema das curvas de rotac¸a˜o de
gala´xias espirais e a`s hipo´teses levantadas para explica´-lo.
No cap´ıtulo 2 fazemos uma introduc¸a˜o a me´tricas semi-riemannianas sobre variedades
diferencia´veis, com eˆnfase nas me´tricas lorentzianas. Apresentamos tambe´m um tratamento
introduto´rio das questo˜es de causalidade e orientabilidade temporal em variedades lorentzia-
nas. As caracter´ısticas ba´sicas da teoria de conexo˜es lineares em variedades diferencia´veis sa˜o
apresentadas, sendo feito em seguida um estudo da geometria de Weyl, tema deste trabalho.
No cap´ıtulo 3 e´ feita uma pequena introduc¸a˜o a` gravitac¸a˜o newtoniana, com o objetivo
de apresentar o modelo de Kuzmin para um disco de mate´ria.
No cap´ıtulo 4 e´ apresentado o modelo de Kuzmin relativ´ıstico, o qual pretendemos esten-
der para as teorias baseadas na geometria de Weyl. Tambe´m e´ feta uma comparac¸a˜o entre
os modelos de Kuzmin relativ´ıstico e newtoniano.
No cap´ıtulo 5 sa˜o apresentadas teorias baseadas na geometria de Weyl, e atrave´s da
construc¸a˜o de modelos de Kuzmin nessas teorias analisamos a possibilidade de que seja
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poss´ıvel explicar por estas as curvas de rotac¸a˜o de gala´xias espirais sem a necessidade de
mate´ria escura.
No cap´ıtulo 6 sa˜o apresentadas as concluso˜es finais do trabalho.
1.1 Curvas de rotac¸a˜o e mate´ria escura
O texto a seguir na˜o tem a intenc¸a˜o de fazer uma revisa˜o completa sobre as observac¸o˜es de
curvas de rotac¸a˜o de gala´xias espirais e as hipo´teses levantadas para explica´-las, nem do ponto
de vista histo´rico nem do astrof´ısico, mas apenas de citar brevemente alguns pontos julgados
pelo autor convenientes para uma introduc¸a˜o simples do assunto. Na˜o necessariamente os
trabalhos citados abaixo sa˜o representantes de toda a atividade de pesquisa realizada na a´rea.
Estes foram escolhidos no intuito de fornecer evideˆncias de que a gravitac¸a˜o newtoniana e´
incapaz de explicar o comportamento das curvas de rotac¸a˜o da maioria das gala´xias espirais
e de introduzir as ide´ias que levaram a` hipo´tese de halos de mate´ria escura englobando tais
gala´xias.
Os primeiros modelos para a massa de gala´xias espirais eram baseados em me´todos
dinaˆmicos. Mais precisamente, eram derivados das curvas de rotac¸a˜o observadas. John
C. Brandt, em 1959, considerou um modelo para a massa de gala´xias espirais supondo
que toda a mate´ria se concentrasse no disco gala´ctico [7]. A massa contida na regia˜o do
disco determinada por um certo valor r da distaˆncia ao centro era dada por uma integral
ate´ r que envolvia a velocidade circular. Com esse modelo, Brandt estimou a massa da
gala´xia M31 a partir dos dados observacionais existentes na e´poca. Em 1970, Vera Rubin
e Kent Ford publicaram as observac¸o˜es mais precisas da curva de rotac¸a˜o da gala´xia M31
para a e´poca [36]. Utilizando o modelo de Brandt, determinaram a distribuic¸a˜o de massa
da gala´xia supondo que toda a mate´ria se encontrasse no disco. Segundo essa hipo´tese,
e valendo-se dos dados fotome´tricos existentes para a distribuic¸a˜o de luminosidade dessa
gala´xia, os autores chegaram a` conclusa˜o de que a raza˜o entre a massa e a luminosidade da
gala´xia (medidas em termos da massa e da luminosidade solares) integradas ate´ um certo
raio r crescia abruptamente com r ate´ atingir um valor praticamente constante. Ale´m disso,
segundo o modelo, a contribuic¸a˜o do ga´s para a massa total da gala´xia era menor do que
5%.
Ken Freeman, com base nas observac¸o˜es fotome´tricas que indicavam que o prefil de
luminosidade da parte estelar da maioria das gala´xias observadas era praticamente dado por
uma exponencial decrescente, deduziu que a densidade superficial do disco tambe´m deveria
seguir o mesmo perfil. Assim, a raza˜o massa/luminosidade do disco seria constante [18]. A
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partir dessas considerac¸o˜es e de dados observacionais sobre a distribuic¸a˜o do ga´s no plano do
disco, chegou a` conclusa˜o de que para parte das gala´xias analisadas haveria gande quantidade
de mate´ria na˜o observada no plano do disco. Segundo Bosma [6], o trabalho de Freeman
apresentou pela primeira vez, “de uma maneira elegante”, uma discrepaˆncia na massa de
uma gala´xia, atrave´s de um me´todo utilizado ate´ hoje. De fato, tanto o modelo de disco
exponencial quanto a hipo´tese da raza˜o entre a massa e a luminosidade (M/L) ser constante
ao longo do disco estelar ainda sa˜o utilizados hoje em dia (ver, por exemplo, [39]).
Com os dados sobre fotometria e curvas de rotac¸a˜o na e´poca dispon´ıveis, em 1987 Kent
[27] publicou um trabalho onde analisava, a partir dos dados de fotometria (utilizando as
hipo´teses de Freeman) e da distribuic¸a˜o do hidrogeˆnio no disco gala´ctico, a necessidade de
halos de mate´ria escura para explicar as curvas de rotac¸a˜o de algumas gala´xias espirais,
inclusive da gala´xia M31. No mesmo ano, Athanassoula et al. [3], atrave´s de uma ana´lise se-
melhante para um grupo diferente de gala´xias espirais, chegaram a` conclusa˜o da necessidade
da existeˆncia de um halo de mate´ria escura para explicar as curvas de rotac¸a˜o observadas,
sugerindo que todas as gala´xias espirais precisassem de um halo de mate´ria escura para
ajustar a curva de rotac¸a˜o predita a` observada.
Teorias alternativas tambe´m foram propostas na tentativa de, atrave´s de modificac¸o˜es
da gravitac¸a˜o newtoniana em escalas gala´cticas, tentar explicar as curvas de rotac¸a˜o sem a
necessidade da introduc¸a˜o da mate´ria escura. Entre as mais conhecidas esta˜o a “Modified
Newtonian Dynamics”(MOND), teoria proposta por Milgrom [32, 38], que propo˜e que a
lei da gravitac¸a˜o deva mudar para baixas acelerac¸o˜es, e a teoria proposta por Brownstein e
Moffat [8], que parte de uma lagrangiana dependendo de um tensor covariante antissime´trico
de ordem 3.
Reviso˜es mais completas sobre os resultados observacionais e os me´todos de observac¸a˜o
de curvas de rotac¸a˜o de gala´xias espirais e sobre o problema da mate´ria escura em gala´xias
sa˜o dadas em [41, 2]. Uma revisa˜o sobre as tentativas atuais de detecc¸a˜o de part´ıculas que
representem a mate´ria escura e´ encontrada em [1].
2Geometria riemanniana e
semi-riemanniana
2.1 Me´tricas lorentzianas em espac¸os vetoriais
Nesta sec¸a˜o faremos uma breve introduc¸a˜o a me´tricas em espac¸os vetoriais, focando o
estudo nas propriedades das me´tricas lorentzianas, com o objetivo de apresentar alguns
resultados que sera˜o u´teis mais adiante e estabelecer a notac¸a˜o utilizada ao longo do texto.
Comec¸amos com algumas definic¸o˜es e teoremas sobre formas bilineares, seguindo [23].
Definic¸a˜o 2.1.1 Seja V um espac¸o vetorial real de dimensa˜o finita. Uma forma bilinear
sobre V e´ uma aplicac¸a˜o f : V × V → R linear em cada uma de suas componentes, isto e´,
tal que
(i) f(αv + u,w) = αf(v, w) + f(u,w) ∀α ∈ R, ∀u, v, w ∈ V ;
(ii) f(u, αv + w) = αf(u, v) + f(u,w) ∀α ∈ R, ∀u, v, w ∈ V
Daqui para frente, V denotara´ um espac¸o vetorial real de dimensa˜o finita, salvo especi-
ficac¸a˜o em contra´rio.
Definic¸a˜o 2.1.2 Seja f uma forma bilinear sobre V . Dada uma base ordenada B = {v1, ..., vn}
de V , a matriz de f com respeito a B e´ a n×n matriz A com elementos Aij = f(vi, vj).
Se x =
∑
j αjvj, y =
∑
j βjvj, enta˜o f(x, y) =
∑
i,j αiAijβj.
Sejam B = {v1, ..., vn} e B′ = {u1, ..., un} duas bases ordenadas de V e f uma forma
bilinear sobre V com matrizes A em relac¸a˜o a B e A′ com relac¸a˜o a B’. Se P for a matriz de
mudanc¸a de base de B para B’ , uj =
∑
j Pijvi, enta˜o as matrizes de f com relac¸a˜o a cada
base esta˜o relacionadas por
A′ = P tAP,
5
6 Cap´ıtulo 2. Geometria riemanniana e semi-riemanniana
onde P t e´ a transposta de P . Segue que o posto da matriz de f e´ o mesmo em relac¸a˜o a
qualquer base ordenada de V .
Definic¸a˜o 2.1.3 O posto de uma forma bilinear f, denotado por posto(f), e´ igual ao
posto da matriz da forma bilinear em relac¸a˜o a qualquer base ordenada.
Proposic¸a˜o 2.1.4 Se f for uma forma bilinear sobre V , as seguintes afirmac¸o˜es sa˜o equi-
valentes:
(i) posto(f) = dimV .
(ii) Dado v na˜o nulo em V , existe w em V tal que f(v, w) 6= 0.
(iii) Dado w na˜o nulo em V , existe v em V tal que f(v, w) 6= 0.
Demonstrac¸a˜o: Ver [23], p. 312. 
Definic¸a˜o 2.1.5 Uma forma bilinear sobre um espac¸o vetorial V e´ dita n~ao-degenerada
se tiver posto igual a` dimensa˜o de V.
Faremos agora uma breve exposic¸a˜o sobre formas bilineares sime´tricas, dando especial
atenc¸a˜o a`s formas bilineares ditas lorentzianas e a` estrutura que elas geram em um espac¸o
vetorial.
Definic¸a˜o 2.1.6 Uma forma bilinear f e´ dita sime´trica se f(u, v) = f(v, u) para todos os
vetores u, v de V .
Ha´ uma forte ligac¸a˜o entre formas bilineares e formas quadra´ticas, apresentada a seguir.
Definic¸a˜o 2.1.7 Uma forma quadra´tica sobre V e´ uma func¸a˜o q : V → R tal que
(i) q(αv) = α2q(v)∀α ∈ R,∀v ∈ V ;
(ii) h(u, v) = 1
4
[q(u+ v)− q(u− v)] e´ uma forma bilinear sime´trica em V .
Dada uma forma bilinear sime´trica f sobre V , a forma quadra´tica associada a f e´ a
forma quadra´tica q dada por q(v) = f(v, v). E´ fa´cil ver que
f(u, v) =
1
4
[q(u+ v)− q(u− v)] (2.1)
Reciprocamente, dada uma forma quadra´tica q sobre V , a func¸a˜o definida acima e´ uma
forma bilinear sobre V . Desse modo, temos que uma forma bilinear sime´trica e´ completa-
mente determinada por a forma quadra´tica a ela associada.
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Teorema 2.1.8 Seja V um espac¸o vetorial real n-dimensional e f uma forma bilinear sime´trica
sobre V que tenha posto r. Enta˜o existe uma base ordenada {v1, ..., vn} de V tal que a matriz
de f nessa base e´ diagonal e
f(vi, vi) =
{
±1, para i = 1, ..., r;
0, para i > r.
Ale´m disso, o nu´mero de vetores vj para os quais f(vi, vi) = 1 e´ independente da escolha da
base. A matriz de f nessa base e´ chamada de forma cano^nica de f.
Demonstrac¸a˜o: Ver [23], p. 318. 
Definic¸a˜o 2.1.9 O ı´ndice de uma forma bilinear sime´trica f, ind(f), e´ a dimensa˜o do
subespac¸o gerado pelos vetores vj de uma base ordenada tal que a matriz de f nessa base
assuma a forma dada no teorema (2.1.8), com f(vj, vj) = 1.
Segue do teorema (2.1.8) que o ı´ndice de uma forma bilinear sime´trica esta´ bem-definido,
sendo independente da base escolhida para diagonalizar f.
Definic¸a˜o 2.1.10 Uma forma bilinear sime´trica f sobre V e´ dita positiva (negativa)
definida se f(v, v) > 0 (< 0)∀v ∈ V . caso contra´rio, f e´ dita indefinida.
Se f for positiva ou negativa definida, dizemos que f e´ definida.
2.1.1 Espac¸os vetoriais com me´trica
Definic¸a˜o 2.1.11 Uma me´trica g em um espac¸o vetorial real V de dimensa˜o finita e´ uma
forma bilinear sime´trica na˜o-degenerada sobre V. Se g for positiva definida, g e´ denominada
um produto interno.
Note que, se f for negativa definida, (−f) sera´ positiva definida e vice-versa.
Teorema 2.1.12 Seja g uma me´trica em V. Enta˜o a aplicac¸a˜o linear V ∗ → V que associa
a cada vetor v ∈ V o funcional linear v∗ ∈ V ∗ tal que v∗ · w = g(w, v) para todo w ∈ V e´
um isomorfismo.
Demonstrac¸a˜o: A demonstrac¸a˜o desse resultado e´ ideˆntica ao caso em que g e´ um produto
interno [31]. Da bilinearidade de g segue que a aplicac¸a˜o e´ linear. Como a me´trica e´ na˜o-
degenerada, segue do corola´rio (2.1.4) que a aplicac¸a˜o e´ injetiva. Como V e V ∗ teˆm a mesma
dimensa˜o, segue do teorema do nu´cleo-imagem que a aplicac¸a˜o e´ sobrejetva, e portanto um
isomorfismo. 
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Logo, dado ϕ ∈ V ∗, existe um u´nico vetor ϕ˜ ∈ V tal que ϕ · v = g(ϕ˜, v) para todo v ∈ V .
Dizemos que dois vetores v, w ∈ V sa˜o ortogonais com respeito a g, e escrevemos
v ⊥ w, se g(v, w) = 0. Dois subespac¸osW e Y de V sa˜o ditos ortogonais se g(w, y) = 0 ∀w ∈
W, ∀y ∈ Y . Dado um subespac¸o W de V , definimos W⊥ := {v ∈ V ; v ⊥ w}. Dizemos que
W e´ n~ao-degenerado se g|W for na˜o-degenerada. Ale´m disso, dizemos que um vetor v e´
unita´rio se g(v, v) = ±1.
Definic¸a˜o 2.1.13 Uma base ordenada de V e´ dita ortonormal se todos os seus vetores
forem unita´rios e ortogonais.
Segue do teorema (2.1.8) que todo espac¸o vetorial com me´trica possui uma base ortonor-
mal.
Claramente W⊥ e´ um subespac¸o vetorial de V . Contudo, diferentemente do caso onde V
e´ um espac¸o com produto interno, na˜o temos mais necessariamente que V = W W⊥. Por
exemplo, seja g a me´trica em R2 dada, na base coordenada usual {e1, e2}, por g(e1, e1) = 1,
g(e2, e2) = −1 , g(e1, e2) = 0. Enta˜o, se W = span(e1 + e2), dado v ∈ V e´ fa´cil ver,
escrevendo v na base {e1, e2}, que g(v, e1 + e2) = 0 sse v = α(e1 + e2). Desse modo, nesse
exemplo, temos que W⊥ = W .
Temos contudo, as seguintes propriedades:
Lema 2.1.14 Seja W um subespac¸o de um espac¸o vetorial V de dimensa˜o finita com me´trica
g. Enta˜o
(i) dimW + dimW⊥ = dimV ,
(ii) (W⊥)⊥ = W .
Demonstrac¸a˜o: (i) - Tome uma base ordenada {u1, ..., un} tal que {u1, ..., uk} seja base de
W . Temos que v ∈ W⊥ sse g(v, uj) = 0 para j = 1, ..., k. Se A for a matriz de g na base
acima e v =
∑n
j=1 vjuj, enta˜o essa condic¸a˜o e´ equivalente a
∑n
j=1Aijvj = 0 para j = 1, ..., k.
Como A e´ na˜o-degenerada, temos que dim(W⊥) = n− k, e o resultado segue.
(ii) - Pela definic¸a˜o de W⊥, v ∈W sse v ⊥ W⊥, isto e´, sse v ∈ (W⊥)⊥. 
O lema a seguir da´ condic¸o˜es necessa´rias e suficientes para que tenhamos V = W W⊥
[33].
Lema 2.1.15 Um subespac¸o W ⊂ V e´ na˜o-degenerado se, e somente se, V = W W⊥.
Demonstrac¸a˜o: Como dim(W + W⊥) = dimW + dim(W⊥) − dim(W ∩ W⊥) e dimW +
dim(W⊥) = dimV , temos que V = W  W⊥ sse W ∩W⊥ = {0}. Mas W ∩W⊥ = {v ∈
W ; v ⊥ W} e´ o subespac¸o nulo se, e somente se, W for na˜o-degenerado. 
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E´ imediato do lema acima queW e´ na˜o-degenerado se, e somente se,W⊥ o for. Definimos
agora o objeto principal desta sec¸a˜o, uma me´trica lorentziana sobre um espac¸o vetorial,
e apresentamos os principais resultados provenientes dessa estrutura. Seguiremos abaixo
principalmente a refereˆncia [33].
Definic¸a˜o 2.1.16 Uma me´trica lorentziana sobre V e´ uma me´trica sobre V de ı´ndice
1. Um espac¸o vetorial V com dimV ≥ 2 munido de uma me´trica lorentziana e´ chamado de
espac¸o vetorial lorentziano.
Uma me´trica lorentziana divide um espac¸o vetorial em treˆs regio˜es disjuntas: g(v, v) < 0,
g(v, v) = 0 e g(v, v) > 0.
Definic¸a˜o 2.1.17 Um vetor v em um espac¸o vetorial V com me´trica lorentziana g e´ dito
(i) tipo-tempo se g(v, v) > 0,
(ii) nulo ou tipo-luz se g(v, v) = 0 com v 6= 0,
(iii) tipo-espac¸o se g(v, v) < 0 ou v = 0.
O conjunto Λ de todos os vetores tipo-luz de V e´ denominado o cone de luz de V com
respeito a g. O tipo do vetor e´ denominado seu cara´ter causal.
A definic¸a˜o acima e´ estendida para subespac¸os de V da seguinte maneira: Um subespac¸o
W de V e´ dito tipo-espac¸o se g|W for negativa definida, tipo-tempo se g|W for na˜o-
degenerada de ı´ndice 1, e tipo-luz se g|W for degenerada. Assim como no caso de vetores,
o tipo de subespac¸o a que W pertence e´ denominado seu cara´ter causal.
Lema 2.1.18 Se z for um vetor tipo-tempo em um espac¸o vetorial lorentziano V, enta˜o o
subespac¸o span(z)⊥ e´ tipo-espac¸o e V = span(z)  span(z)⊥
Demonstrac¸a˜o: Pelo lema (2.1.15), V = span(z)  span(z)⊥. Ale´m disso, pelo teorema
(2.1.8), temos que g|span(z)⊥ e´ negativa definida (basta tomar uma base ortonormal de
span(z)⊥), e portanto span(z)⊥ e´ tipo-espac¸o. 
Segue do lema que um subespac¸o W ⊂ V e´ tipo-tempo se, e somente se, W⊥ for tipo-
espac¸o, e que W e´ tipo-luz se, e somente se, W⊥ for tipo-luz.
Lema 2.1.19 Seja V um espac¸o vetorial lorentziano. Enta˜o
(i) Vetores tipo-luz ortogonais sa˜o colineares;
(ii) Dois vetores ortogonais que na˜o sa˜o tipo-espac¸o devem ser tipo-luz, e portanto coli-
neares;
(iii) Na˜o existe subespac¸o bidimensional de V onde a me´trica seja identicamente nula.
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Demonstrac¸a˜o: (i) - Sejam u, v vetores tipo-luz ortogonais. Pelo teorema (2.1.8), existem
um vetor unita´rio tipo-tempo w, vetores tipo-espac¸o u˜, v˜ e constantes na˜o nulas a, b ∈ R tais
que u = aw + u˜, v = bw + v˜. Como u˜ e v˜ sa˜o tipo-espac¸o, a desigualdade de Schwarz nos
da´ |g(u˜, v˜)|2 ≤ |g(u˜, u˜)|.|g(v˜, v˜)|, com igualdade se e somente se os vetores forem colineares.
De g(u, u) = 0 temos que g(u˜, u˜) = −a2, de g(v, v) = 0 temos g(v˜, v˜) = −b2 e de g(u, v) = 0
temos que g(u˜, v˜) = −ab. Logo ha´ a igualdade, e portanto existe α ∈ R tal que u˜ = αv˜. De
g(u˜, v˜) = −ab segue que α = a/b, e portanto u e v sa˜o colineares.
(ii) - Pelo lema (2.1.18) na˜o existem dois vetores tipo-tempo ortogonais. Logo, dois vetores
ortogonais que na˜o sejam tipo-espac¸o devem ser tipo-luz, e portanto colineares pelo item (i).
(iii) - Pelo argumento usado na demonstrac¸a˜o do item (i), na˜o pode existir um subespac¸o
com dimensa˜o maior do que 1 onde a me´trica seja identicamente nula. 
E´ fa´cil verificar se um subespac¸o de V e´ tipo-espac¸o. Veremos agora crite´rios para que
um subespac¸o de V seja tipo-tempo ou tipo-luz, respectivamente.
Lema 2.1.20 Seja W um subespac¸o de dimensa˜o ≥ 2 de um espac¸o vetoral lorentziano V .
As afirmac¸o˜es abaixo sa˜o equivalentes:
(i) W e´ tipo-tempo;
(ii) W conte´m dois vetores tipo-luz linearmente independentes;
(iii) W conte´m um vetor tipo-tempo.
Demonstrac¸a˜o: (iii)⇒ (i) e´ imediato. (i)⇒ (ii): Seja {v1, ..., vn} uma base ortonormal de V ,
com v1 tipo-tempo e v2 tipo-espac¸o vetores deW . Enta˜o v1+v2 e v1−v2 sa˜o vetores tipo-luz
linearmente independentes. (ii)⇒ (iii): Pelo lema anterior, se u e v forem vetores tipo-luz
linearmente independentes, enta˜o g(u, v) 6= 0. Logo, ou u+ v ou u− v sera´ tipo-tempo. 
Lema 2.1.21 Seja W um subespac¸o de um espac¸o vetoral lorentziano V . Sa˜o equivalentes:
(i) W e´ tipo-luz
(ii) W conte´m um vetor tipo-luz mas na˜o conte´m nenhum vetor tipo-tempo;
(iii) W ∩ Λ = L\{0}, onde L e´ um subespac¸o unidimensional de V.
Demonstrac¸a˜o: (i)⇒ (ii): Como W e´ degenerado, conte´m um vetor tipo-luz. Pelo lema
anterior, na˜o pode conter um vetor tipo-tempo.(ii)⇒ (iii): Segue do lema (2.1.19). (iii)⇒
(i): W na˜o pode ser tipo-espac¸o, pois conte´m um vetor tipo-luz. Pelo lema anterior, tambe´m
na˜o pode ser tipo-tempo. 
Dado um vetor u ∈ V tipo-tempo, seja
C(u) = {v ∈ V tipo-tempo ;g(v, u) > 0} (2.2)
2.1. Me´tricas lorentzianas em espac¸os vetoriais 11
o cone temporal de V contendo u. Claramente, C(−u) e´ um cone temporal disjunto de
C(u). Ale´m disso, como span(u)⊥ e´ tipo-espac¸o, temos que o conjunto dos vetores tipo-
tempo de V e´ dado por C(u) ∪ C(−u). Ale´m disso, das propriedades da me´trica segue que
os cones temporais sa˜o conjuntos convexos.
Lema 2.1.22 Vetores tipo-tempo u e v esta˜o no mesmo cone temporal se, e somente se,
g(u, v) > 0.
Demonstrac¸a˜o: Tome v ∈ C(u) e w tipo-tempo. Sem perda de generalidade, podemos
tomar u unita´rio. O argumento e´ semelhante ao usado na demonstrac¸a˜o do lema (2.1.19).
Escrevamos v = au+v˜, w = bu+w˜, com a > 0 (pois g(u, v) > 0) e b 6= 0 constantes na˜o-nulas
e v˜, w˜ ⊥ u. Como v e w sa˜o tipo-tempo, temos que a2 > −g(v˜, v˜) e b2 > −g(w˜, w˜). Ale´m
disso, g(v, w) = ab+ g(v˜, w˜), e pela desigualdade de Schwarz |g(v˜, w˜)|2 ≤ |g(v˜, v˜)|.|g(w˜, w˜)|.
Logo, g(v, w) tem o mesmo sinal de ab. Como a e´ positivo, g(v, w) tem o mesmo sinal de
b = g(u,w). 
Para vetores tipo-tempo vale um ana´logo da desigualdade de Schwarz, pore´m com o sinal
da desigualdade invertido. Isso permite definir unicamente um aˆngulo hiperbo´lico entre tais
vetores, em analogia com o caso em que a me´trica e´ definida.
Definic¸a˜o 2.1.23 Definimos a norma de um vetor em um espac¸o vetorial lorentziano por
|v| =

√
g(v, v), se v for tipo-tempo;√−g(v, v), se v for tipo-espac¸o;
0, se v for tipo-luz.
Proposic¸a˜o 2.1.24 Sejam u e v dois vetores tipo-tempo. Enta˜o
(i) |g(u, v)| ≥ |u|.|v|, sendo a igualdade va´lida somente se u e v forem colineares.
(ii) Se u e v estiverem no mesmo cone temporal, enta˜o existe um u´nico nu´mero ϕ ∈ [0,∞)
tal que g(u, v) = |u|.|v| coshϕ. Esse nu´mero e´ chamado de a^ngulo hiperbo´lico entre os
vetores u e v.
(iii) Se u e v estiverem no mesmo cone temporal, enta˜o |u| + |v| ≤ |u + v|, sendo a
igualdade va´lida somente se u e v forem colineares.
Demonstrac¸a˜o: (i) - Escreva v = au + v˜, com a > 0 e v˜ ⊥ v. Enta˜o g(v, v) = a2g(u, u) +
g(v˜, v˜) > 0. Logo,
g(u, v)2 = a2g(u, u)2 = (g(v, v)− g(v˜, v˜))g(u, u) ≥ g(v, v)g(u, u),
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com a igualdade va´lida se e somente se g(v˜, v˜) = 0, isto e´, se e somente se v˜ = 0.
(ii) - Segue de (i), com g(u, v) > 0.
(iii) - (|u|+ |v|)2 = g(u, u) + g(v, v) + 2|u|.|v| ≤ g(u, u) + g(v, v) + 2g(u, v) = g(u+ v, u+ v).

Definic¸a˜o 2.1.25 Dado um vetor tipo-tempo u em V, o conjunto
C˜(u) = {v ∈ V ; g(v, v) ≥ 0, g(v, u) > 0} (2.3)
e´ chamado de cone causal de V contendo u.
Note que 0 6∈ C˜(u) e C(u) ⊂ C˜(u) para todo vetor tipo-tempo u, sendo essa inclusa˜o
pro´pria. De fato, C˜(u) engloba tambe´m os vetores v do cone de luz tais que g(v, u) > 0,
como mostra a proposic¸a˜o a seguir.
Proposic¸a˜o 2.1.26 Seja V um espac¸o vetorial lorentziano. Enta˜o
(i) Se u, v ∈ V na˜o forem tipo-espac¸o, enta˜o estara˜o no mesmo cone causal se, e somente
se g(u, v) > 0 ou forem vetores tipo-luz colineares, v = αu, com α > 0;
(ii) Se u for tipo-tempo, enta˜o C˜(u) = C(u) ∪ Λ+(u) = C(u)\{0}, onde Λ+(u) e´ o
subconjunto de Λ formado pelos vetores w ∈ Λ tais que g(u,w) > 0 e C(u) e´ o fecho de
C(u), onde Λ e´ o cone de luz de g (ver def. (2.1.17));
(iii) Cada cone causal e´ um conjunto convexo;
(iv) Os cones causais sa˜o as componentes conexas do conjunto de todos os vetores que
na˜o sa˜o tipo-espac¸o em V.
Demonstrac¸a˜o: (i) - (⇒) Seja w ∈ V tipo-tempo tal que u, v ∈ C˜(w). Enta˜o g(u,w) >
0, g(v, w) > 0. Temos que g(u, v) ≥ 0, por um argumento semelhante ao utilizado na
demonstrac¸a˜o do lema (2.1.22). Se g(u, v) = 0, enta˜o segue do lema (2.1.19) u e v devem
ser tipo-luz, com u = αv, e de u, v ∈ C˜(w) que α > 0.
(⇐) Se g(u, v) > 0, temos dois casos:
(a) u e´ tipo-tempo. Nesse caso, segue da definic¸a˜o do cone causal que v ∈ C˜(u).
(b) u e v sa˜o tipo-luz. Seja w ∈ V um vetor unita´rio tipo-tempo tal que u ∈ C˜(w).
Enta˜o g(u,w) > 0. Escrevendo u = aw + u˜, v = bw + v˜ com a > 0, b 6= 0 u˜, v˜ ⊥ w,
temos da desigualdade de Schwarz que |g(u˜, v˜)|2 ≤ |g(u, u)|.|g(v, v)| = a2.b2, de forma que
g(u, v) = ab+ g(u˜, v˜) tem o emsmo sinal de b = g(u,w).
(ii) De (i), C˜(u) = C(u) ∪ {v ∈ Λ ; g(u, v) > 0} = C(u) ∪ Λ+(u). Como g e´ cont´ınua,
C(u) = {v ∈ V ; g(v, v) ≥ 0, g(u, v) ≥ 0} = {v ∈ V ; g(v, v) ≥ 0, g(u, v) > 0}, e portanto
C˜(u) = C(u)\{0}.
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(iii) - Se v, w ∈ C˜(u) e y = tv + (1− t)w, com t ∈ [0, 1],
g(y, y) = t2g(v, v) + (1− t)2g(w,w) + 2t(1− t)g(v, w) ≥ 0
e g(y, u) = tg(v, u) + (1− t)g(w, u) > 0. Logo, C˜(u) e´ convexo.
(iv) - Do item anterior, cada cone causal e´ conexo. Seja V o conjunto de todos os vetores
de V que na˜o sa˜o tipo-espac¸o. Da demonstrac¸a˜o do item (ii), dado um vetor u tipo-tempo,
˜C(u)∩V = C(u), C(−u)∩V = C(−u). Logo, V = C(u)∪C(−u) e´ uma cisa˜o na˜o-trivial de
V , e portanto os cones causais sa˜o as componentes conexas de V . 
A pro´xima proposic¸a˜o nos diz que uma me´trica lorentziana e´ determinada, a menos de
um fator multiplicativo, por seu cone de luz. Esse resultado sera´ u´til quando formos estudar
variedades de Weyl com me´trica lorentziana.
Proposic¸a˜o 2.1.27 Sejam g e g˜ duas me´tricas lorentzianas em um espac¸o vetorial V . g e g˜
definem o mesmo cone de luz se, e somente se, existir uma constante λ ∈ R tal que g˜ = λg.
Se dimV > 2, enta˜o segue que g e g˜ tera˜o os mesmos cones causais e λ > 0.
Demonstrac¸a˜o: Seja u um vetor tipo-tempo unita´rio com respeito a g, e tome v unita´rio
com respeito a g com g(u, v) = 0. Enta˜o, os vetores u± v satisfazem g(u± v, u± v) = 0, e
portanto tambe´m sa˜o tipo-luz com respeito a g˜. Logo,
0 = g˜(u± v, u± v) = g˜(u, u) + g˜(v, v)± 2g˜(u, v),
e portanto g˜(u, v) = 0, g˜(u, u) = −g˜(v, v). Assim, a forma quadra´tica associada a g˜ e´ um
mu´ltiplo da forma quadra´tica associada a g, de modo que g˜ = λg para alguma constante
λ 6= 0. Se dimV > 2, enta˜o g e g˜ definem a mesma estrutura causal, logo λ > 0. 
Trataremos agora brevemente do conceito de isometria entre me´tricas, particularizando
depois para me´tricas lorentzianas, a fim de posteriormente estender o conceito para varieda-
des lorentzianas.
Definic¸a˜o 2.1.28 Uma transformac¸a˜o linear T : V → V em um espac¸o vetorial com
me´trica e´ uma isometria se T preservar a me´trica g, isto e´, se
g(Tu, Tv) = g(u, v)∀u, v ∈ V.
Mais geralmente, se (V,g) e (V˜ , g˜) forem dois espac¸os vetoriais de mesma dimensa˜o com
me´tricas g e g˜, respectivamente, definimos uma isometria de V em V˜ como sendo uma
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aplicac¸a˜o linear T : V → V˜ tal que g˜(Tu, Tv) = g(u, v)∀u, v ∈ V . Nesse caso, dizemos que
(V,g) e (V˜ , g˜) sa˜o isome´tricos.
Como no caso de operadores unita´rios [23], T : V → V˜ e´ uma isometria se, e somente se,
T preservar as formas quadra´ticas associadas a g e g˜.
Lema 2.1.29 Se T : (V, g)→ (V˜ , g˜) for uma isometria, enta˜o T e´ isomorfismo.
Demonstrac¸a˜o: Basta provar que T e´ injetiva. Como T e´ isometria, Tv = 0⇒ g˜(Tv, Tu) =
0 ∀u ∈ V ⇒ g(v, u) = 0 ∀u ∈ V ⇒ v = 0, ja´ que g˜ e g sa˜o na˜o-degeneradas. 
Teorema 2.1.30 O conjunto das isometrias de um espac¸o vetorial V com me´trica g e´ um
subgrupo de Lie mergulhado de GL(n,R).
Demonstrac¸a˜o: Claramente, a composta de isometrias e´ uma isometria. Ale´m disso, como
toda isometria e´ um isomorfismo, segue que a inversa de uma isometria e´ uma isometria.
Logo, o conjunto das isometrias de (V, g) e´ um subgrupo de GL(n,R). Esse conjunto e´ dado
por
{T ∈ L(V ) ; q(Tu) = q(u) ∀u ∈ V },
onde L(V ) e´ o espac¸o vetorial dos operadores lineares em V e q e´ a forma quadra´tica associada
a g. Como q : V → R e´ cont´ınua, segue que esse subgrupo e´ fechado, e portanto e´ um
subgrupo de Lie mergulhado de GL(n,R) ([29], p. 526). 
2.2 Geometria riemanniana e semi-riemanniana
Primeiramente fixemos a notac¸a˜o utilizada ao longo do texto. Seja M uma variedade
diferencia´vel. Para cada p ∈M, TpM e´ o espac¸o tangente deM em p, e T ∗pM o respectivo
espac¸o cotangente. TM e T ∗M sa˜o os fibrados tangente e cotangente de M, respectiva-
mente. T rsM denota o fibrado tensorial dos tensores r-covariantes e s-contravariantes (ou
do tipo (r,s)), de modo que T 01M = TM e T 10M = T ∗M. Utilizaremos, seguindo [29, 30],
T rs (M) para o conjunto das sec¸o˜es suaves de T rsM. Particularmente, para campos vetoriais,
sera´ usado X(M) = T 01 (M). Um fibrado vetorial E com baseM e projec¸a˜o π sera´ tambe´m
denotado por π : E →M. O conjunto das sec¸o˜es suaves de E sera´ denotado por Γ(E). Um
referencial local de E sera´ um conjunto de sec¸o˜es locais (σ1, ..., σn) de E definidas em um
aberto U ⊂M que sa˜o base de Ep = π−1(p) para cada p ∈ U .
No que segue, seguiremos principalmente [30, 33].
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Definic¸a˜o 2.2.1 Seja M uma variedade diferencia´vel. Uma me´trica semi-riemanniana
em M, ou simplesmente uma me´trica em M, e´ um campo tensorial g ∈ T 20 (M) sime´trico
e na˜o-degenerado, de ı´ndice constante sobre M.
Desse modo uma me´trica g emM associa, de modo suave, uma me´trica em cada espac¸o
tangente TpM. Embora tenhamos dado o mesmo nome para os dois objetos, a refereˆncia
a um ou a outro fica geralmente clara pelo contexto. Quando houver ambigu¨idade, nos
referiremos especificamente a` me´trica de M ou a` me´trica do espac¸o tangente. Note que
e´ necessa´rio requerer que o ı´ndice de g seja constante sobre toda a variedade. Se M for
conexa, enta˜o necessariamente o ı´ndice de g e´ constante sobre M, pore´m nada garante que
o ı´ndice de g seja o mesmo em diferentes componentes conexas de M.
Se g for positiva definida sobreM, de modo que determine um produto interno em cada
espac¸o tangente de M, enta˜o g e´ dita riemanniana. Se g tiver ı´ndice 1 sobre M, g e´
dita lorentziana. Uma me´trica indefinida de ı´ndice qualquer recebe o nome de me´trica
semi-riemanniana, e engloba os dois casos anteriores. Da mesma forma, a variedade sub-
jacente sera´ chamada de riemanniana, lorentziana ou semi-riemanniana, conforme o caso.
Focaremos nosso estudo em variedades semi-riemannianas e, mais especificamente, varie-
dades lorentzianas. Esse e´ o caso do formalismo matema´tico utilizado na relatividade
geral e na maior parte das teorias alternativas da gravitac¸a˜o propostas nos u´ltimos anos
[46, 13, 14, 11, 25], algumas das quais sera˜o analisadas na segunda parte deste trabalho.
Notemos que toda variedade admite uma me´trica riemanniana, obtida atrave´s da “cola-
gem”de me´tricas constru´ıdas em abertos coordenados por meio de uma partic¸a˜o da unidade
(ver [12], p. 47). Contudo, esse mesmo processo na˜o pode ser aplicado para a construc¸a˜o de
uma me´trica semi-riemanniana sobre a variedade, pois na˜o e´ garantido que o campo tensorial
resultante seja na˜o-degenerado. Veremos neste cap´ıtulo condic¸o˜es suficientes para que uma
variedade possua uma me´trica lorentziana. Uma caracterizac¸a˜o das variedades que admitem
me´trica lorentziana pode ser encontrada em [33].
Vejamos inicialmente como e´ estendido o conceito de isometria entre espac¸os vetoriais
para variedades.
Definic¸a˜o 2.2.2 Sejam (M, g), (N , h) variedades semi-riemannianas com me´tricas g e h,
respectivamente. Dizemos que uma aplicac¸a˜o F : M → N e´ uma isometria se F for um
difeomorfismo que preserve as me´tricas de M e N , isto e´, tal que F ∗h = g. Se existir uma
isometria entre duas variedades (M, g), (N , h), estas sera˜o chamadas de isome´tricas.
A condic¸a˜o F ∗h = g se traduz como: dado p ∈M e X,Y ∈ TpM,
gp(X,Y ) = hF (p)(F∗X,F∗Y ),
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onde F∗ e´ a diferencial de F.
Veremos adiante que a existeˆncia de uma conexa˜o natural em uma variedade semi-
riemanniana (a conexa˜o de Levi-Civita) da´ um papel fundamental para isometrias entre
duas variedades semi-riemannnianas. Os objetos geome´tricos definidos a partir dessa co-
nexa˜o sera˜o preservados por isometrias, de modo que duas variedades isome´tricas sera˜o tidas
como indistingu¨´ıveis do ponto de vista da geometria semi-riemanniana. Essa afirmac¸a˜o na˜o e´
verdade, contudo, para conexo˜es mais gerais, tema do presente estudo. Para prosseguirmos,
definimos a seguir uma conexa˜o em M, e apresentamos com certo detalhe os fundamentos
da teoria de conexo˜es lineares sobre uma variedade diferencia´vel M. Seguiremos de perto o
desenvolvimento feito em [30], com pequenas modificac¸o˜es.
2.2.1 Conexo˜es lineares
Definic¸a˜o 2.2.3 Uma conex~ao em um fibrado vetorial π : E →M e´ uma aplicac¸a˜o
∇ : X(M)× Γ(E)→ X(M), (2.4)
denotada por (X,Y ) 7→ ∇XY , satisfazendo as treˆs condic¸o˜es abaixo:
(i) ∇XY e´ linear em X sobre C∞(M):
∇fX1+X2Y = f∇X1Y +∇X2Y ∀X1, X2 ∈ X(M), ∀Y ∈ Γ(E), ∀f ∈ C∞(M)
(ii) ∇XY e´ linear em Y sobre R :
∇X(aY1 + Y2) = a∇XY1 +∇XY2 ∀X ∈ X(M), ∀Y1, Y2 ∈ Γ(E), ∀a ∈ R
(iii) ∇ satisfaz a regra do produto
∇X(fY ) = f∇XY + (Xf)Y ∀X ∈ X(M), ∀Y ∈ Γ(E), ∀f ∈ C∞(M)
∇XY e´ chamada de derivada covariante de Y na direc¸~ao de X.
Segundo a definic¸a˜o acima, ∇ atua em sec¸o˜es globais de TM e de E. Contudo, temos
que a conexa˜o tem um cara´ter local, como e´ explicitado nos lemas seguintes:
Lema 2.2.4 Seja ∇ uma conexa˜o em E, X ∈ X(M), Y ∈ Γ(E) e p ∈ M. Enta˜o ∇XY |p
depende somente dos valores de X e Y em uma vizinhanc¸a arbitrariamente pequena de p,
isto e´, se X = X˜ e Y = Y˜ em uma vizinhanc¸a de p, enta˜o ∇XY |p = ∇X˜ Y˜ |p.
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Demonstrac¸a˜o: Ver [30], p. 50. 
Lema 2.2.5 Nas notac¸o˜es do lema acima, ∇XY |p depende somente do valor de X em p.
Demonstrac¸a˜o: Ver [30], p. 50. 
Dessa forma, ∇XY pode de fato ser interpretada como uma derivada direcional. Veremos
agora o caso de maior interesse: quando E = TM. Uma conexa˜o em TM e´ chamada de
conex~ao linear . Frequ¨entemente o adjetivo “linear”sera´ omitido quando na˜o houver perigo
de confusa˜o, chamando a conexa˜o em TM apenas de “conexa˜o”, ou “conexa˜o emM”. Esse
sera´ o caso daqui para a frente, a menos que esteja expl´ıcito o contra´rio.
Se {Ei}ni=1 for um referencial local para TM em um aberto U ∈ M, definimos os
coeficientes da conex~ao em relac¸a˜o a esse referencial por
∇EiEj = ΓkijEk. (2.5)
Na fo´rmula acima, assim como no restante do texto, e´ usada a convenc¸a˜o de Einstein,
segundo a qual ı´ndices repetidos devem ser somados de 1 a n (onde n e´ a dimensa˜o da
variedade), a menos que se diga o contra´rio.
A conexa˜o e´ completamente determinada por seus coeficientes. De fato, se X = X iEi e
Y = Y jEj em U , enta˜o
∇XY = (X(Y k) +X iY jΓkij)Ek (2.6)
em U . Para um referencial coordenado {∂i},
∇XY = X i(∇iY j)∂j
= X i(∂iY
k + Y jΓkij)∂k, (2.7)
onde
∇iY j := ∂iY k + Y jΓkij. (2.8)
Uma conexa˜o determina, dessa forma, a derivada covariante de campos vetoriais. Existe
uma generalizac¸a˜o natural dessa definic¸a˜o para campos tensoriais arbtra´rios, dada pelo lema
seguinte [30]:
Lema 2.2.6 Seja ∇ uma conexa˜o linear em M . Enta˜o ∇ define uma u´nica conexa˜o em
cada fibrado tensorial T rs (M), tambe´m denotada por ∇, tal que:
(i) Em TM, ∇ coincide com a conexa˜o original.
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(ii) Em C∞(M), ∇ coincide com a derivac¸a˜o:
∇Xf = X(f) ∀X ∈ X(M), ∀f ∈ C∞(M).
(iii) ∇ satisfaz a regra do produto com respeito ao produto tensorial:
∇X(F ⊗G) = (∇XF )⊗G+ F ⊗∇XG.
(iv) ∇ comuta com contrac¸o˜es:
∇X(trF ) = tr(∇XF ),
onde tr denota a contrac¸a˜o com respeito a algum par de ı´ndices.
Essa conexa˜o tambe´m satisfaz:
(v) Para Y ∈ X(M) e ω uma 1-forma,
∇X(ω · Y ) = (∇Xω) · Y + ω · (∇XY ).
(vi) Para F ∈ T rs (M), campos vetoriais Yi e 1-formas ωj,
(∇XF )(ω1, ..., ωr, Y1, ..., Ys) = X(F (ω1, ..., ωr, Y1, ..., Ys))−
−
r∑
j=1
F (ω1, ...,∇Xωj, ..., ωr, Y1, ..., Ys)−
−
s∑
i=1
F (ω1, ..., ωr, Y1, ...∇XYi, ..., Ys). (2.9)
Demonstrac¸a˜o: Primeiramente, notemos que as propriedades (i)-(iv) implicam (v) e (vi).
Para uma 1-forma ω e um campo vetorial Y , ω(Y ) = tr(ω ⊗ Y ). Logo, por (iv) e (iii),
∇X(ω(Y )) = tr(∇X(ω ⊗ Y )) = tr((∇Xω)⊗ (Y ) + ω ⊗ (∇XY )), (2.10)
e portanto a afirmamac¸a˜o (v) segue das anteriores. Para campos tensoriais irredut´ıveis, (iii)
e (v) implicam (vi). Como (vi) define uma conexa˜o em T rs (M), (vi) vale para campos
tensoriais arbitra´rios. Dessa forma, (vi) e´ a u´nica conexa˜o que satistaz (i) - (iv). 
Em coordenadas, temos para uma 1-forma ω = ωidx
i e para um campo vetorialX = Xj∂j
em um aberto U ⊂M,
∇Xω = X i(∂iωk − ωjΓjik)dxk. (2.11)
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Para um campo tensorial F ∈ T rs (U),
∇XF = Xq
(
∂qF
i1...is
j1...jr
+
∑
m
ΓimqpF
i1...p...is
j1...jr
−
−
∑
n
ΓpqinF
i1...is
j1...p...jr
)
∂i1 ⊗ ...⊗ ∂is ⊗ dxj1 ⊗ ...⊗ dxjr . (2.12)
Temos o seguinte resultado:
Lema 2.2.7 Seja ∇ uma conexa˜o linear em M e F ∈ T rs (U). Enta˜o a aplicac¸a˜o
∇F : (ω1, ..., ωr, Y1, ..., Ys, X) 7→ (∇XF )(ω1, ..., ωr, Y1, ..., Ys) (2.13)
definida em (2.2.6) e´ um campo tensorial suave (r+1)-covariante e s-contravariante.
Demonstrac¸a˜o: Ver [30], p. 54. 
Em coordenadas, escrevemos para um tensor do tipo (r,s)
∇XF = Xq∇qF i1...is j1...jr∂i1 ⊗ ...⊗ ∂is ⊗ dxj1 ⊗ ...⊗ dxjr ,
onde
∇qF i1...is j1...jr = ∂qF i1...is j1...jr +
∑
m
ΓimqpF
i1...p...is
j1...jr
−
−
∑
n
ΓpqinF
i1...is
j1...p...jr
. (2.14)
e´ a derivada covariante parcial de F com respeito a` coordenada q nesse sistema de
coordenadas.
2.2.2 Acelerac¸a˜o e geode´sicas
Uma conexa˜o ∇ em M permite definir de maneira invariante a derivada direcional de
um campo vetorial ao longo de uma curva, e assim calcular a acelerac¸a˜o de uma curva com
respeito a essa conexa˜o. O lema abaixo formaliza esse conceito. Aqui, X(γ) representa o
conjunto dos campos vetoriais suaves sobre a imagem de γ em M . Ale´m disso, a menos
que dito o contra´rio, I e J sera˜o intervalos da reta.
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Lema 2.2.8 Seja ∇ uma conexa˜o em M e I ⊂ R um intervalo da reta. Para cada curva
γ : I →M, ∇ determina um u´nico operador
Dt : X(γ)→ X(γ)
satisfazendo:
(i) Dt e´ linear sobre R;
(ii) Dt satisfaz a regra do produto
Dt(fV ) = fDtV + f˙V ∀V ∈ X(γ), ∀f ∈ C∞(I),
onde f˙ e´ a derivada de f ;
(iii) Se V for induzido por um campo vetorial V˜ em X(M), enta˜o
DtV = (∇γ˙(t)V˜ );
(iv) Em coordenadas locais, se V (t) = V j(t)∂j, enta˜o
(DtV )(t) = [V˙
k(t) + V j(t)γ˙i(t)Γkij(γ(t))]∂k.
Demonstrac¸a˜o: Ver [30], p. 57. 
Definic¸a˜o 2.2.9 Seja γ : I →M uma curva. Enta˜o a acelerac¸~ao de γ com respeito a ∇
e´ dada pelo campo vetorial Dtγ˙ ao longo de γ.
Definic¸a˜o 2.2.10 Seja ∇ uma conexa˜o em M. Uma geode´sica com respeito a ∇ e´ uma
curva cuja acelerac¸a˜o com respeito a ∇ e´ nula.
Em coordenadas locais (U, (xi)), escrevendo xi ◦ γ(t) = xi(t), uma geode´sica satisfaz a
equac¸a˜o
x¨k(t) + Γkij(γ(t))x˙
i(t)x˙j(t) = 0. (2.15)
Definindo a velocidade da curva por u = γ˙, de forma que ui = x˙i, podemos reescrever
a equac¸a˜o acima como
u˙k(t) + Γkij(γ(t))u
i(t)uj(t) = 0. (2.16)
Na definic¸a˜o acima, esta´ impl´ıcito que por uma geode´sica se entende uma geode´sica
parametrizada. Existe uma famı´lia de parametrizac¸o˜es preferenciais para uma geode´sica, as
2.2. Geometria riemanniana e semi-riemanniana 21
quais permitem que Dtγ˙ = 0 ao longo de γ. De fato, se s = φ(t) for uma reparametrizac¸a˜o
de γ, γ˜(s) = γ(t), enta˜o
Ds ˙˜γ = − φ¨
φ˙2
˙˜γ, (2.17)
como e´ visto em coordenadas:
d2x˜k
ds2
+ Γkij
dx˜i
ds
dx˜j
ds
= − φ¨
(φ˙)2
dxk
ds
. (2.18)
Tambe´m e´ facilmente visto que, se existir uma func¸a˜o diferencia´vel α tal que
d2xk
ds2
+ Γkij
dxi
ds
dxj
ds
= α(s)
dxk
ds
, (2.19)
enta˜o, a menos de uma constante aditiva, a (u´nica) aplicac¸a˜o φ(t) dada pela soluc¸a˜o da
equac¸a˜o diferencial
d2φ
dt2
= −α(t)
(
dφ
dt
)2
(2.20)
e´ uma reparametrizac¸a˜o local (enquanto for invers´ıvel) de uma geode´sica.
Desse modo, somos levados a` seguinte definic¸a˜o [33]:
Definic¸a˜o 2.2.11 Seja γ : I → M uma curva. Enta˜o γ e´ uma pre´-geode´sica se existir
uma reparametrizac¸a˜o φ : I → J tal que γ˜ = γ ◦ φ−1 : J →M seja uma geode´sica.
Pela observac¸a˜o acima, γ e´ uma pre´-geode´sica se, e somente se, satisfizer a relac¸a˜o (2.19)
para alguma func¸a˜o α.
Definic¸a˜o 2.2.12 Seja γ : I →M uma pre´-geode´sica em M. Um para^metro afim de γ e´
uma reparametrizac¸a˜o de γ que a transforme em uma geode´sica.
Segue da definic¸a˜o acima e de (2.18) que, se s for um paraˆmetro afim de γ, enta˜o z
tambe´m sera´ um paraˆmetro afim se, e somente se, z = as + b, com a 6= 0. Ale´m disso, se
γ = γ˜ ◦ φ, enta˜o γ˙(t) = φ˙(t) ˙˜γφ(t). Dessa forma, a escolha da parametrizac¸a˜o de uma curva e´
equivalente a` escolha (em uma me´trica riemanniana, por exemplo) da norma da velocidade
ao longo da curva. E´ de se esperar que se γ for uma geode´sica, isto e´, se sua acelerac¸a˜o
for nula, sua parametrizac¸a˜o afim seja tal que a norma de sua velocidade seja constante.
Contudo, como a acelerac¸a˜o de uma curva depende da conexa˜o tomada em M, a norma
do vetor velocidade de uma geode´sica tambe´m dependera´. Veremos que para a conexa˜o de
Levi-Civita as geode´sicas teˆm velocidade constante, enquanto que para conexo˜es mais gerais
(em particular para a conexa˜o de Weyl) isso deixa de ser verdade.
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Uma conexa˜o emM permite na˜o so´ definir a acelerac¸a˜o de curvas, mas tambe´m permite
comparar vetores em espac¸os tangentes diferentes. Em Rn, dois vetores em pontos diferentes
sa˜o ditos paralelos se, quando transladados para a mesma origem, forem proporcionais. Em
uma variedade diferencia´vel, sem nenhuma estrutura adicional, na˜o existe uma maneira
“natural”de transladar vetores de um espac¸o tangente a outro, e portanto na˜o e´ poss´ıvel
comparar vetores em espac¸os tangentes diferentes. Veremos abaixo que, dotando a variedade
de uma conexa˜o, e´ poss´ıvel fazer essa comparac¸a˜o.
Definic¸a˜o 2.2.13 Seja ∇ uma conexa˜o em M e γ : I →M uma curva. Dizemos que um
campo vetorial V ∈ X(γ) e´ paralelo ao longo de γ segundo ∇ se DtX = 0 ao longo de
γ.
Seja γ : I → M uma curva com t0, t ∈ I.Dada uma conexa˜o ∇ em M, definimos o
operador de transporte paralelo
Pt0t : Tγ(t0)M→ Tγ(t)M (2.21)
como sendo o operador linear que associa a um vetor V ∈ Tγ(t0)M o vetor V (t) em Tγ(t)M
obtido propagando V paralelamente - segundo a conexa˜o ∇ - ao longo de γ (pelo teorema de
existeˆncia e unicidade de equac¸o˜es diferenciais ordina´rias e pelo fato de localmente V (t) ser
a soluc¸a˜o de um sistema linear de equac¸o˜es diferenciais ordina´rias, temos que V (t) existe e e´
u´nico para cada t - ver [21], p. 79). Ale´m disso, como vetores linearmente independentes sa˜o
levados por Pt0t em vetores linearmente independentes ([21], p. 82), Pt0t e´ um isomorfismo.
O lema seguinte nos da´ uma relac¸a˜o entre a derivada covariante de um vetor ao longo de
uma curva e o respectivo operador de transporte paralelo [30]:
Lema 2.2.14 Seja ∇ uma conexa˜o em M e γ : I →M uma curva, com V ∈ X(γ). Enta˜o,
nas notac¸o˜es acima,
DtV (t0) = lim
t→t0
P−1t0t V (t)− V (t0)
t− t0 . (2.22)
Demonstrac¸a˜o: Seja (E1(t), ..., En(t)) um referencial paralelo ao longo de γ, com Ej(t0) = Ej.
Escrevendo V (t0) = V
j
0 Ej,V (t) = V
j(t)Ej(t) temos que DtV (t) = V˙
j(t)Ej(t), e P
−1
t0t V (t) =
V j(t)Ej. Logo,
1
t− t0 (P
−1
t0t
V (t)− V (t0)) = 1
t− t0 (V
j(t)− V j0 )Ej,
e a expressa˜o segue. 
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Pelo teorema de existeˆncia e unicidade de equac¸o˜es diferenciais ordina´rias [42], temos
que dado um vetor Vp ∈ TpM existe uma u´nica geode´sica com posic¸a˜o inicial p e velocidade
inicial Vp. Tambe´m, dada uma curva γ : I →M e Vp ∈ TpM com γ(t0) = p, existe um u´nico
campo vetorial V ∈ X(γ) paralelo ao longo de γ tal que V (t0) = Vp. Nesse caso, dizemos
que o campo vetorial V e´ obtido propagando paralelamente Vp ao longo de γ. Note que
todos esses conceitos dependem da conexa˜o tomada emM, de modo que um campo vetorial
paralelo ao longo de uma curva em relac¸a˜o a uma dada conexa˜o na˜o sera´ nacessariamente
paralelo em relac¸a˜o a outra conexa˜o.
Dessa forma, uma geode´sica pode ser indexada pelo vetor no fibrado tangente que a gera
(onde implicitamente fica informado o ponto da variedade onde a curva comec¸a). Dado
V ∈ TpM, denotamos por γV a geode´sica maximal com γV (0) = p e γ˙V (0) = V daqui por
diante. Fazendo t 7→ at, segue das observac¸o˜es acima que t 7→ γV (at) tambe´m sera´ uma
geode´sica, com velocidade inicial aγ˙V (0) = aV . Logo, temos que
γV (at) = γaV (t) (2.23)
para at no domı´nio de definic¸a˜o de γV .
Seja E ⊂ TM o conjunto de todos os vetores V ∈ TM para os quais a geode´sica γV esteja
definida ao menos em [0,1], e defina Ep = E ∩ TpM. Definimos a aplicac¸~ao exponencial
como sendo a aplicac¸a˜o
exp : E → M, (2.24)
V 7→ γV (1)
onde γV e´ a geode´sica com velocidade inicial V . Em coordenadas locais, com u
j = x˙j, a
exponencial e´ dada pelo fluxo de
u˙k = −Γkij(x)uiuj,
x˙k = uk, (2.25)
para k = 1, ..., n, avaliado em t = 1. Da diferenciabilidade do fluxo de uma equac¸a˜o di-
ferencial com respeito aos paraˆmetros ([42], p. 38), segue que E e´ aberto em TM e que
exp : E → M e´ suave. Ale´m disso, Ep e´ um aberto de TpM para cada p ∈ M. Tambe´m,
de (2.23) segue que exp(tV ) = γtV (1) = γV (t). Tambe´m e´ imediato que, dado V ∈ E ,
tV ∈ E ∀t ∈ [0, 1]. Logo, temos provado seguinte teorema [30]:
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Teorema 2.2.15 Seja ∇ uma conexa˜o em M e exp : E → M a aplicac¸a˜o exponencial
definida por essa conexa˜o. Enta˜o:
(i) E e´ aberto em TM e Ep e´ um aberto estrelado com relac¸a˜o a 0 para cada p ∈M.
(ii) Para cada V ∈ TM,
exp(tV ) = γtV (1) = γV (t)
para todo t ∈ R para o qual a expressa˜o fizer sentido.
(iii) a aplicac¸a˜o exponencial e´ suave.
Para cada p ∈ M, defina a aplicac¸a˜o expp : Ep →M dada por expp(V ) = exp(V ) ∀V ∈
Ep, restric¸a˜o da aplicac¸a˜o exponencial a Ep. Como γ˙V (0) = V , segue que d(expp)(0) = Id :
TpM → TpM, e portanto pelo teorema da aplicac¸a˜o inversa a aplicac¸a˜o exponencial e´ um
difeomorfismo local.
Notemos que a aplicac¸a˜o exponencial na˜o e´ necessariamente um difeomorfismo global.
Isso na˜o ocorre, por exemplo, se duas geode´sicas se cruzarem em dois pontos distintos (a
exponencial deixa de ser injetora). Seja S2 a esfera unita´ria bidimensional com a me´trica
induzida de R3. Enta˜o, com a conexa˜o riemanniana associada, as geode´sicas de S2 sa˜o os
“grandes c´ırculos”que cortam a esfera, e portanto se cruzam em mais de um ponto (ver [29],
p. 82).
Definic¸a˜o 2.2.16 Uma vizinhanc¸a U de p que seja a imagem de um aberto de TpM estrelado
com relac¸a˜o a 0 pelo difeomorfismo expp e´ chamada de vizinhanc¸a normal de p.
Seja g uma me´trica semi-riemanniana emM. Enta˜o, dada uma base ortonormal {E1, ..., En}
de TpM, F (x1, ..., xn) 7→ xiEi e´ um isomorfismo de Rn em TpM. Dada uma vizinhanc¸a nor-
mal U de p, a aplicac¸a˜o ϕ = F−1 ◦ (expp)−1 e´ enta˜o um sistema de coordenadas em M
com domı´nio U , denominado sistema de coordenadas normais centrado em p. Cada
base ortonormal de TpM determina um sistema de coordenadas normais diferente. Temos o
seguinte resultado:
Proposic¸a˜o 2.2.17 Seja (U , (xi)) um sistema de coordenadas normais centrado em p ∈M.
Enta˜o
(i) Para V = V i∂i ∈ TpM com relac¸a˜o ao sistema de coordenadas normais, a geode´sica
γV e´ dada, em U , por
ϕ ◦ γV (t) = (tV 1, ..., tV n);
(ii) ϕ(p) = (0, ..., 0);
(iii) Em p, as componentes da me´trica sa˜o dadas por gij = εiδij, onde εi = ±1, de acordo
com o ı´ndice da me´trica.
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Demonstrac¸a˜o: (i), (ii) e (iii) seguem do fato de (U , (xi)) serem coordenadas normais cen-
tradas em p. 
Dada uma conexa˜o ∇ em M, definimos o tensor de torc¸~ao de ∇ como a aplicac¸a˜o
τ : X(M)× X(M)→ X(M),
τ(X,Y ) = ∇XY −∇YX − [X,Y ]. (2.26)
E´ fa´cil ver que τ e´ um (2,1)-campo tensorial emM. Dizemos que a conexa˜o ∇ e´ sime´trica
se sua torc¸a˜o for identicamente nula.
Lema 2.2.18 Uma conexa˜o ∇ e´ sime´trica se, e somente se, seus coeficientes em todo sis-
tema de coordenadas satisfizerem Γkij = Γ
k
ji.
Demonstrac¸a˜o: Em um sistema de coordenadas, [∂i, ∂j] = 0 ∀i, j. Escrevendo τ(∂i, ∂j) =
τ kij∂k, temos que
τ kij = Γ
k
ij − Γkji, (2.27)
e o resultado segue. 
Lema 2.2.19 Nas condic¸o˜es da proposic¸a˜o (2.2.17), os coeficientes de uma conexa˜o sime´trica
em um sistema de coordenadas normais centrado em p se anulam em p.
Demonstrac¸a˜o: Como x¨k = 0 em U para γV com V ∈ TpM suficientemente pequeno, temos
que Γkij(p)V
iV j = 0 para V suficientemente pequeno. Como ((V i), (W j)) 7→ Γkij(p)V iW j e´
bilinear e sime´trica, segue que Γkij(p) = 0. 
Definimos tambe´m, dada uma conexa˜o ∇ em M, a aplicac¸a˜o
R : X(M)× X(M)× X(M)→ X(M),
R(X,Y )Z = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z. (2.28)
A aplicac¸a˜o acima e´ um campo tensorial do tipo (3,1) [30], e e´ denominada o tensor de
curvatura (ou tensor de Riemann ) de ∇. Em coordenadas, escrevendo R(∂i, ∂j)∂k =
R lijk ∂l, segue das propriedades da conexa˜o (def. (2.2.3)) que
R lijk = ∂iΓ
l
jk − ∂jΓlik + ΓejkΓlie − ΓeikΓlje. (2.29)
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Seja F um campo tensorial emM. Enta˜o, dada uma conexa˜o ∇ emM, a derivada cova-
riante de F e´ definida pela expressa˜o (2.13). Definimos a derivada covariante segunda
do campo tensorial F por
∇∇F := ∇(∇F )
Lema 2.2.20 Seja Z ∈ X(M). Enta˜o
∇∇Z(X,Y )−∇∇Z(Y,X) = −R(X,Y )Z +∇τ(X,Y )Z.
Demonstrac¸a˜o: Notemos que, se ω for uma 1-forma,
∇∇Z(X,Y ) · ω = [∇Y (∇Z)](X) · ω
= ∇Y (∇Z(X) · ω)−∇Z(∇YX) · ω −∇Z(X) · ∇Y ω
= ∇Y (∇Z(X) · ω)−∇∇YXZ · ω −∇XZ · ∇Y ω
= [(∇Y∇XZ) · ω +∇XZ · ∇Y ω]−∇∇YXZ · ω −∇XZ · ∇Y ω
= (∇Y∇XZ −∇∇YXZ) · ω,
de maneira que
∇∇Z(X,Y ) = ∇Y∇XZ −∇∇YXZ.
Assim,
∇∇Z(X,Y )−∇∇Z(Y,X) = (∇Y∇X −∇X∇Y )Z − (∇∇YX −∇∇XY )Z
= (∇Y∇X −∇X∇Y +∇[X,Y ])Z − (∇∇YX −∇∇XY +∇[X,Y ])Z
= −R(X,Y )Z +∇τ(X,Y )Z.

Notemos que R(X,Y )Z = −R(Y,X)Z. Temos o seguinte lema:
Lema 2.2.21 Seja ∇ uma conexa˜o em M, e R seu tensor de curvatura. Enta˜o,
(i) R(X,Y )Z = −R(Y,X)Z;
(ii) Se ∇ for sime´trica, enta˜o
R(X,Y )Z +R(Z,X)Y +R(Y, Z)X = 0; (2.30)
essa relac¸a˜o e´ conhecida como primeira identidade de Bianchi, ou identidade de
Bianchi alge´brica.
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(iii) Se M for dotada de uma me´trica tal que ∇g = 0, enta˜o
g(R(X,Y )Z,W ) = −g(R(X,Y )W,Z); (2.31)
(iv) Se a conexa˜o satisfizer as condic¸o˜es dos itens (ii) e (iii), enta˜o
g(R(X,Y )Z,W ) = g(R(Z,W )X,Y ). (2.32)
Demonstrac¸a˜o: Ver [30], p. 121. 
Em um referencial local, as condic¸o˜es (i), (ii), (iii) e (iv) se traduzem, respectivamente,
em:
R lijk = −R ljik (2.33)
R lijk +R
l
kij +R
l
jki = 0 (2.34)
glmR
l
ijk = −glkR lijm (2.35)
glmR
l
ijk = −gljR lkmi (2.36)
Se ∇ for uma conexa˜o sime´trica, enta˜o temos uma igualdade diferencial para seu ten-
sor de curvatura, conhecida como segunda identidade de Bianchi ou identidade de
Bianchi diferencial . E´ dada pela seguinte proposic¸a˜o:
Proposic¸a˜o 2.2.22 Seja ∇ uma conexa˜o sime´trica em M. Enta˜o
(∇ZR)(X,Y ) + (∇XR)(Y, Z) + (∇YR)(Z,X) = 0. (2.37)
Demonstrac¸a˜o: Ver [33], p. 76. Note que basta que a conexa˜o seja sime´trica para que seus
coeficientes se anulem em p para um sistema de coordenadas normais centrado nesse ponto
(lema (2.2.19)). 
Em coordenadas locais, a equac¸a˜o (2.37) e´ escrita como
∇qR lijk +∇iR ljqk +∇jR lqik = 0. (2.38)
Definic¸a˜o 2.2.23 O tensor de Ricci “Rc”e´ o (2,0)-campo tensorial obtido tomando o
trac¸o do tensor de curvatura em relac¸a˜o a sua primeira componente. Em um referencial
local, temos
(Rc)jk = R
i
ijk (2.39)
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E´ comum utilizarmos a notac¸a˜o (Rc)jk = Rjk quando na˜o houver perigo de confusa˜o. O
tensor de Ricci tem papel fundamental na teoria da relatividade geral e em outras teorias
relativ´ısticas da gravitac¸a˜o, como sera´ visto adiante.
Dada uma me´trica semi-riemanniana g emM, definimos o escalar de curvatura (ou
escalar de Ricci ) Rs como sendo o trac¸o de Rc em relac¸a˜o a g. Em coordenadas,
Rs = gij(Rc)ij. (2.40)
Novamente, quando na˜o houver perigo de confusa˜o, denotaremos o escalar de curvatura
simplesmente por R.
Definic¸a˜o 2.2.24 Seja M uma variedade dotada de uma conexa˜o ∇. Dizemos que ∇ e´
plana se seu tensor de curvatura for identicamente nulo. Se a conexa˜o em M ja´ estiver
subentendida, diremos simplesmente que M e´ plana.
2.2.3 Conexa˜o riemanniana
As construc¸o˜es acima sa˜o va´lidas para uma conexa˜o arbitra´ria. Duas conexo˜es distintas
em M, no entanto, determinam aplicac¸o˜es exponenciais diferentes e tensores de curvatura
(e torc¸a˜o) diferentes, a princ´ıpio. Vejamos agora uma conexa˜o fundamental em geometria
riemanniana e semi-riemanniana, a conexa˜o de Levi-Civita.
Definic¸a˜o 2.2.25 Seja g uma me´trica semi-riemanniana em M. Uma conexa˜o ∇ e´ com-
patı´vel com a me´trica g se, dados X,Y, Z ∈ X(M),
X(g(Y, Z)) = g(∇XY, Z) + g(Y,∇XZ). (2.41)
Temos o seguinte resultado [30]:
Teorema 2.2.26 Seja ∇ uma conexa˜o em (M,g). Sa˜o equivalentes:
(i) ∇ e´ compat´ıvel com g;
(ii) ∇g = 0;
(iii) Se Y e Z forem campos vetoriais ao longo de uma curva γ, enta˜o
d
dt
(g(Y, Z)) = g(DtY, Z) + g(Y,DtZ); (2.42)
(iv) Se Y e Z forem campos vetoriais paralelos ao longo de uma curva γ, enta˜o g(Y, Z)
e´ constante ao longo de γ.
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Demonstrac¸a˜o: Pelo item (vi) do lema (2.2.6),
∇X(g(Y, Z)) = (∇Xg)(Y, Z) + g(∇XY, Z) + g(Y,∇XZ). (2.43)
Logo, (i) e (ii) sa˜o equivalentes. E´ imediato que (i)⇒(iii)⇒(iv). Para provar que (iv)⇒(ii),
sejam p ∈ M, γ uma curva com γ(0) = p e Y, Z campos vetoriais paralelos ao longo de γ.
Enta˜o, pela equac¸a˜o (2.43), (Dtg)p(Y, Z) = 0. Como Dtg = ∇γ˙(t)g e Y e Z sa˜o arbitra´rios,
segue que (∇g)p = 0. 
Temos o seguinte teorema, que nos fornece uma conexa˜o “natural”em uma variedade com
me´trica semi-riemanniana:
Teorema 2.2.27 Seja M uma variedade diferencia´vel com me´trica semi-riemanniana g.
Existe uma u´nica conexa˜o ∇˘ em M sime´trica e compat´ıvel com g.
Demonstrac¸a˜o: Apresentaremos abaixo uma ide´ia da demonstrac¸a˜o. A demonstrac¸a˜o com-
pleta do teorema encontra-se em [29], p. 68.
Pode-se mostrar que uma conexa˜o satisfazendo as hipo´teses do teorema satisfaz
g(∇XY, Z) = 1
2
{X(g(Y, Z)) + Y (g(Z,X))− Z(g(X,Y )) +
+g(Y, [Z,X]) + g(Z, [X,Y ])− g(X, [Y, Z])}. (2.44)
o que a determina unicamente (ja´ que g e´ na˜o-degenerada).
Dada uma vizinhanc¸a coordenada U , podemos construir nessa vizinhanc¸a uma conexa˜o
a partir da equac¸a˜o (2.44), cujos coeficientes nesse sistema de coordenadas sa˜o
{ijk} = gil(∂jgkl + ∂kgjl − ∂lgjk), (2.45)
onde (gil) e´ a inversa de gjk. Essa conexa˜o (definida em U) e´ sime´trica e compat´ıvel com a
me´trica (restrita a U), e portanto e´ a u´nica conexa˜o em U com essas propriedades. Definindo
em cada sistema de coordenadas os coeficientes da conexa˜o por (2.45), constru´ımos uma
conexa˜o emM que satisfaz as condic¸o˜es do teorema (pela unicidade, essa conexa˜o esta´ bem
definida). 
Definic¸a˜o 2.2.28 A conexa˜o dada no teorema (2.2.27) e´ denominada conex~ao riemannia-
na ou conex~ao de Levi-Civita associada a` me´trica g. Os coeficientes dessa conexa˜o
em um dado sistema de coordenadas sa˜o denominados os sı´mbolos de Christoffel em
relac¸a˜o a esse sistema de coordenadas.
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A conexa˜o de Levi-Civita e´ completamente determinada pela me´trica, como e´ visto pela
eq. (2.45). Ale´m disso, possui certas propriedades que podem ser consideradas “naturais”ou
“intuitivas”, como e´ descrito a seguir.
Primeiramente, notamos que as geode´sicas dessa conexa˜o (isto e´, as curvas de acelerac¸a˜o
nula) possuem velocidade constante. Isto e´, dado um vetor V ∈ TpM tal que g(V, V ) = a 6=
0, temos que o vetor tangente V (t) a` geode´sica gerada por V sera´ tal que g(V (t), V (t)) = a
para todo t no domı´nio da geode´sica. Isso, na verdade, e´ va´lido para toda conexa˜o compat´ıvel
com a me´trica e segue do item (iv) do teorema (2.2.26), pois o vetor tangente a uma geode´sica
e´ paralelo ao longo da geode´sica.
Temos tambe´m o seguinte lema, que de certa forma torna a conexa˜o de Levi-Civita
“natural”:
Lema 2.2.29 Sejam ϕ : (M, g) → (M♣, g♣) uma isometria, e ∇˘ e ∇˘♣ as conexo˜es rie-
mannianas de M e M♣, respectivamente. Enta˜o
(i) ϕ∗∇˘♣ = ∇˘;
(ii) Se γ for uma curva em M, ϕ∗DtV = D♣t (ϕ∗V );
(iii) ϕ leva geode´sicas em geode´sicas: ϕ ◦ γV = γ♣ϕ∗V
Demonstrac¸a˜o: (i) - E´ imediato ver que (ϕ∗∇˘♣)XY := ϕ−1∗ (∇˘♣)ϕ∗X(ϕ∗Y ) e´ uma conexa˜o
em M (isto e´, que satisfaz as condic¸o˜es da definic¸a˜o (2.2.3)). Como
(ϕ∗∇˘♣)XY − (ϕ∗∇˘♣)YX = ϕ−1∗ [(∇˘♣)ϕ∗X(ϕ∗Y )− (∇˘♣)ϕ∗Y (ϕ∗X)]
= ϕ−1∗ ([ϕ∗X,ϕ∗Y ]) = ϕ
−1
∗ ϕ∗[X,Y ] = [X,Y ],
ja´ que ϕ e´ difeomorfismo, temos que ϕ∗∇˘♣ e´ sime´trica. Para mostrarmos a compatibilidade
com a me´trica, notemos que o fato de ϕ ser uma isometria implica
gp((ϕ
∗∇˘♣)XY, Z) = g♣ϕ(p)(∇˘♣ϕ∗X(ϕ∗Y ), ϕ∗Z).
Como ∇˘♣ e´ a conexa˜o riemanniana associada a g♣, temos que
gp((ϕ
∗∇˘♣)XY, Z) + gp(Y, (ϕ∗∇˘♣)XZ) = (ϕ∗X)ϕ(p)g♣(ϕ∗Y, ϕ∗Z)
= Xp(g
♣(ϕ∗Y, ϕ∗Z) ◦ ϕ) = Xp(g(Y, Z)).
Logo, ϕ∗∇˘♣ = ∇˘.
(ii) - Segue imediatamente do lema (2.2.8), com cartas (U , (xi)) e (ϕ(U), (xi ◦ ϕ)), respecti-
vamente.
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(iii) - Segue de (ii). 
A conexa˜o riemanniana define em M a aplicac¸a˜o exponencial relativa a ela, dada pela
eq. (2.24), a qual satisfaz as condic¸o˜es do teorema (2.2.15) e da proposic¸a˜o (2.2.17). Ale´m
disso, da eq. (2.45) temos:
Lema 2.2.30 Nas condic¸o˜es da proposic¸a˜o (2.2.17), temos que os s´ımbolos de Christoffel e
as derivadas parciais primeiras da me´trica tambe´m se anulam em p.
Demonstrac¸a˜o: A primeira afirmac¸a˜o segue do lema (2.2.19). A segunda segue da identidade
∂igjk = {lij}glk + {lik}glj.

Em coordenadas locais, no intuito de especificarmos quando estamos utilizando a conexa˜o
de Levi-Civita, escrevemos a derivada covariante de um tensor (em analogia com (2.14)) como
∇˘∂qF = F i1...is j1...jr;q∂i1 ⊗ ...⊗ ∂is ⊗ dxj1 ⊗ ...⊗ dxjr , (2.46)
onde
F i1...is j1...jr;q = ∂qF
i1...is
j1...jr
+
∑
m
{imqp }F i1...p...isj1...jr −
−
∑
n
{pqin}F i1...is j1...p...jr . (2.47)
A conexa˜o de Levi-Civita, por ser sime´trica e compat´ıvel com a me´trica, e´ tal que seu
tensor de curvatura satisfaz todas as propriedades do lema (2.2.21). Ale´m disso, satisfaz
tambe´m a identidade de Bianchi diferencial (2.37). Temos tambe´m uma importante relac¸a˜o,
que envolve contrac¸o˜es da segunda identidade de Bianchi:
Definic¸a˜o 2.2.31 O tensor de Einstein riemanniano e´ definido como
G = Rc− Rs
2
g. (2.48)
Em coordenadas locais,
Gij = Rij − R
2
gij, (2.49)
onde Rc e Rs sa˜o dados por (2.39) e (2.40), respectivamente.
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Lema 2.2.32 Em coordenadas locais,
G ji ;j = 0, (2.50)
onde G ji = g
kjGik.
Demonstrac¸a˜o: Contraindo as identidades de Bianchi (2.38) em l e q e depois contraindo a
expressa˜o resultante com a me´trica em k e i e usando (2.35), obtemos a expressa˜o desejada.

Das propriedades de simetria do tensor de Riemann, segue que o tensor de Ricci e´
sime´trico. Logo, o tensor de Einstein riemanniano e´ sime´trico. Em relatividade geral, o
tensor de Einstein riemanniano e´ de extrema importaˆncia devido a` equac¸a˜o de Einstein
Gµν = 8πTµν [46], que nos da´ um conjunto de equac¸o˜es diferenciais parciais para as compo-
nentes da me´trica em um dado sistema de coordenadas. Tµν e´ o tensor de energia-momento,
que descreve o conteu´do de mate´ria e energia do espac¸o-tempo. O lema (2.2.32) fornece,
dessa forma, leis de conservac¸a˜o locais para o tensor de energia-momento.
Por fim, vale notar que temos uma caracterizac¸a˜o importante das conexo˜es riemannianas
planas [30]:
Teorema 2.2.33 Seja (M, g) uma variedade semi-riemanniana com a conexa˜o de Levi-
Civita ∇˘ associada a g. Enta˜o ∇˘ e plana se, e somente se, for localmente isome´trica ao
espac¸o semi-euclideano, com o mesmo ı´ndice de (M,g).
Demonstrac¸a˜o: Ver [30], p. 119. 
2.2.4 Variedades lorentzianas
Definic¸a˜o 2.2.34 SejaM uma variedade diferencia´vel e g uma me´trica lorentziana emM.
O par (M,g) e´ chamado de variedade lorentziana.
Uma me´trica lorentziana em M determina em cada espac¸o tangente TpM uma me´trica
lorentziana (de espac¸o vetorial), e portanto uma estrutura causal. Dessa forma, podemos
estender os conceitos da sec¸a˜o (2.1) para variedades.
Definic¸a˜o 2.2.35 Uma curva γ : I →M e´ dita
tipo-tempo se g(γ˙(t), γ˙(t)) > 0 ∀t ∈ I;
tipo-espac¸o se g(γ˙(t), γ˙(t)) < 0 ∀t ∈ I;
tipo-luz se g(γ˙(t), γ˙(t)) = 0 ∀t ∈ I.
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O tipo da curva definido acima e´ denominado seu cara´ter causal.
Uma definic¸a˜o ana´loga pode ser dada para campos vetoriais. Um campo vetorial X ∈
X(M) e´ dito tipo-tempo se g(Xp, Xp) > 0 ∀p ∈M. Campos vetoriais tipo-espac¸o e tipo-luz
sa˜o definidos da mesma forma.
Note que uma curva arbitra´ria na˜o necessariamente tem um cara´ter causal definido, isto
e´, na˜o necessariamente se encaixa em algum dos casos da definic¸a˜o acima. Contudo, se
(M, g) for uma variedade lorentziana com a conexa˜o de Levi-Civita associada a g, enta˜o
a compatibilidade da conexa˜o com a me´trica garante que o vetor velocidade V (t) de uma
geode´sica tenha g(V (t), V (t)) constante. Dessa forma, geode´sicas da conexa˜o riemanniana
(ou “geode´sicas riemannianas”) teˆm cara´ter causal bem-definido. Uma geode´sica cujo vetor
tangente seja tipo-tempo e´ denominada geode´sica tipo-tempo, com definic¸o˜es ana´logas
para geode´sicas tipo-espac¸o e tipo-luz (estas u´ltimas tambe´m conhecidas como geode´sicas
nulas). Esse resultado na˜o e´ uma caracter´ıstica somente da conexa˜o de Levi-Civita (ou
de conexo˜es compat´ıveis com a me´trica): Veremos adiante que conexo˜es de Weyl em uma
variedade lorentziana tambe´m determinam geode´sicas com cara´ter causal bem-definido.
E´ interessante saber se e´ poss´ıvel definir noc¸o˜es de passado e futuro a partir de uma
me´trica lorentziana emM. Cada espac¸o tangente TpM possui dois cones temporais, que pela
proposic¸a˜o (2.1.26) sa˜o componentes conexas distintas do conjunto dos vetores tipo-tempo de
TpM. Em cada espac¸o tangente, portanto, e´ poss´ıvel definir uma noc¸a˜o de passado e futuro.
A questa˜o e´: Sera´ que essa noc¸a˜o pode ser estendida a toda a variedade de uma maneira
consistente? Para respondermos a essa pergunta, lanc¸amos ma˜o da seguinte proposic¸a˜o [37]:
Proposic¸a˜o 2.2.36 Seja (M,g) uma variedade lorentziana conexa. O conjunto T de todos
os vetores tipo-tempo em TM e´ uma subvariedade aberta. Ale´m disso, T possui ou uma ou
duas componentes conexas.
Demonstrac¸a˜o: Ver [37], p. 24. 
Definic¸a˜o 2.2.37 Uma variedade lorentziana conexa e´ orienta´vel temporalmente se T
possuir duas componentes conexas.
Nesse caso, e´ poss´ıvel definir uma orientac¸~ao temporal para M escolhendo uma das
componentes conexas de T, denotada por T+, como sendo o futuro . A outra componente
conexa, T−, sera´ o passado . Dizemos enta˜o que M esta´ orientada temporalmente.
Sejam T±p = T
±∩TpM, e sejam Λ± = T±∩Λp as componentes do cone de luz Λp ∈ TpM,
denominadas respectivamente cone de luz futuro e cone de luz passado . Um vetor
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V ∈ TpM aponta para o futuro (passado) se V ∈ T+p ∪Λ+p (V ∈ T−p ∪Λ−p ). Um campo
vetorial X ∈ X(M) aponta para o futuro (passado) se, para cada p ∈ M, Xp apontar para
o futuro (passado). Analogamente, uma curva causal (isto e´, cujo vetor tangente na˜o e´ tipo-
espac¸o em nenhum ponto) aponta para o futuro (passado) se seu vetor tangente apontar
para o futuro (passado) em todo ponto.
Veremos na proposic¸a˜o a seguir uma condic¸a˜o necessa´ria e suficiente para que uma varie-
dade lorentziana (conexa) seja orienta´vel temporalmente. Antes, contudo, veremos algumas
consequ¨eˆncias da orientabilidade temporal.
Se M for orienta´vel temporalmente, um campo vetorial de cara´ter causal Y em
M (isto e´, que em cada ponto define um vetor que na˜o e´ tipo-espac¸o) ou aponta para o
futuro ou aponta para o passado. Analogamente, uma curva causal ou aponta para o futuro
ou para o passado. Isso segue pois “passado”e “futuro”sa˜o componentes conexas distintas
de T. Notemos que, mudando o sinal do campo vetorial (Y 7→ −Y ), seu sentido (passado
ou futuro) muda. O mesmo ocorre se percorrermos a curva em sentido contra´rio.
Temos uma caracterizac¸a˜o das variedades orienta´veis temporalmente:
Proposic¸a˜o 2.2.38 Seja (M,g) uma variedade conexa com me´trica lorentziana. Enta˜o M
e´ orienta´vel temporalmente se, e somente se, existir um campo vetorial causal X ∈ X(M).
Demonstrac¸a˜o: (⇒)Tome uma cobetura {(Uα, ϕα)} de M por abertos coordenados. Em
cada Uα, tome Xα ∈ T+∩Uα, e seja {fα} uma partic¸a˜o da unidade subordinada a {(Uα, ϕα)}.
Enta˜o X =
∑
α fαXα ∈ T+ ⊂ T, pois pelo lema (2.1.22) cada cone temporal e´ convexo.
(⇐) [37] Seja X ∈ X(M) um campo vetorial de cara´ter causal e defina a aplicac¸a˜o
ψ : T → (−∞, 0) ∪ (0,∞) dada por ψ(p, V ) = g(V,X). Do lema (2.1.19) temos que ψ esta´
bem-definida. Ale´m disso, ψ e´ C∞ e sobrejetora. Logo, T na˜o e´ conexo. 
Na demonstrac¸a˜o da proposic¸a˜o acima poder´ıamos trocar “campo vetorial causal”por
“campo vetorial tipo-tempo”, com alterac¸o˜es mı´nimas na demonstrac¸a˜o. Segue enta˜o o
corola´rio:
Corola´rio 2.2.39 Seja (M,g) uma variedade conexa com me´trica lorentziana. Enta˜o M e´
orienta´vel temporalmente se, e somente se, existir um campo vetorial tipo-tempo X ∈ X(M).
Comentamos no in´ıcio da sec¸a˜o que toda variedade diferencia´vel admite me´trica rieman-
niana, mas o mesmo na˜o ocorre para me´tricas lorentzianas. Abaixo provamos uma condic¸a˜o
suficiente para que exista uma me´trica lorentziana em uma variedadeM: a existeˆncia de um
campo vetorial que na˜o se anule em nenhum ponto de M. Segundo [33], prop. (5.37), essa
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condic¸a˜o e´ tambe´m suficiente. Intuitivamente, esse campo vetorial determina uma “direc¸a˜o
temporal”em cada espac¸o tangente de M. No entanto, como veremos no lema a seguir, os
cones de luz na˜o dependem so´ desse campo vetorial, mas tambe´m de uma me´trica rieman-
niana previamente definida em M. Desse modo, diferentes me´tricas riemannianas em M
determinariam, a princ´ıpio, diferentes me´tricas lorentzianas para um mesmo campo vetorial,
com estruturas causais diferentes.
Lema 2.2.40 Seja M uma variedade diferencia´vel com me´trica riemanniana g e V um
campo vetorial que na˜o se anule em nenhum ponto de M, unita´rio segundo g. Enta˜o a
me´trica g˜ = g − 2ϕ ⊗ ϕ e´ uma me´trica lorentziana em M, onde ϕ e´ a 1-forma dual a V
segundo g. (M,g˜) e´ orienta´vel temporalmente.
Demonstrac¸a˜o: Primeiramente, um comenta´rio. Dado um vetor X que na˜o se anule em
nenhum ponto de M, com dimM = n, o campo vetorial X/|X| e´ unita´rio segundo g. Dito
isso, vamos a` demonstrac¸a˜o do lema.
Seja p ∈ M. Enta˜o existem vetores unita´rios E2, ..., En tais que V,E2, ..., En seja uma
base ortonormal de TpM segundo gp. Assim, g˜(Ei, Ej) = δij ∀i, j, g˜(V,Ej) = 0 ∀j mas
g˜(V, V ) = −1. Pelo teorema (2.1.8), g˜ e´ lorentziana. Pela proposic¸a˜o (2.2.38), (M,g˜) e´
orienta´vel temporalmente. 
2.3 Geometria de Weyl
A geometria de Weyl foi introduzida por Hermann Weyl [47, 34], no intuito de construir
uma teoria f´ısica que unificasse a gravitac¸a˜o e o eletromagnetismo. Para isso, introduziu
uma 1-forma Aµdx
µ (na notac¸a˜o da geometria diferencial cla´ssica) responsa´vel pela na˜o-
metricidade da conexa˜o, como veremos a seguir. Weyl baseou-se na ide´ia de que “uma
verdadeira geometria infintesimal deveria reconhecer somente um princ´ıpio para transferir
a magnitude de um vetor para um ponto infinitesimalmente pro´ximo”, e na˜o para pon-
tos arbitra´rios (no caso, que podem ser ligados por uma curva suave), como na geometria
riemanniana. A 1-forma Aµdx
µ representa, na teoria original de Weyl, o quadripotencial ele-
tromagne´tico, e sua derivada exterior o campo eletromagne´tico. Na e´poca em que foi escrito
o artigo na˜o existiam as ferramentas da geometria diferencial moderna, sendo a geometria
de Weyl escrita primeiramente nessa linguagem em 1970 por Folland [17].
Trataremos aqui apenas de me´tricas lorentzianas, embora os resultados possam ser adap-
tados a outros tipos de me´tricas. Seguiremos principalmente [17].
Seja M uma variedade diferencia´vel que admite me´trica lorentziana. Definimos uma
relac¸a˜o de equivaleˆncia no conjunto das me´tricas lorentzianas em M da seguinte maneira:
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duas me´tricas lorentzianas g e g˜ sa˜o ditas conformemente equivalentes se estiverem re-
lacionadas por uma transformac¸a˜o conforme, isto e´, se existir uma func¸a˜o λ ∈ C∞(M) tal
que
g˜ = e2λg. (2.51)
E´ fa´cil ver que a relac¸a˜o bina´ria acima e´ uma relac¸a˜o de equivaleˆncia. A notac¸a˜o com
exponencial e´ uma forma de expressar o fato de que a transformac¸a˜o conforme e´ positiva e
simplifica os ca´lculos, como sera´ visto adiante.
Definic¸a˜o 2.3.1 Uma estrutura conforme em M e´ uma classe de equivaleˆncia G de
me´tricas lorentzianas segundo (2.51). Uma variedade dotada de uma estrutura conforme e´
dita uma variedade conforme.
Pela proposic¸a˜o (2.1.27), se dim(M) ≥ 3, temos que duas me´tricas lorentzianas perten-
cem a` mesma estrutura conforme se, e somente se, possu´ırem a mesma estrutura causal .
Isto e´: duas me´tricas esta˜o relacionadas por uma transformac¸a˜o conforme se, e somente se,
definirem em cada espac¸o tangente os mesmos cones causais. No caso de me´tricas rieman-
nianas (positivas definidas), uma estrutura conforme preserva os aˆngulos entre vetores e a
raza˜o entre suas normas. Por outro lado, seus comprimentos (absolutos) na˜o esta˜o definidos.
Para me´tricas lorentzianas ocorre o mesmo: se dois vetores tipo-tempo estiverem no mesmo
cone temporal, o aˆngulo hiperbo´lico entre eles e a relac¸a˜o entre suas normas sa˜o preservadas
por transformac¸o˜es conformes, mas na˜o suas normas.
Definic¸a˜o 2.3.2 Uma Estrutura de Weyl em uma variedade conforme (M, G) e´ uma
aplicac¸a˜o F : G → T 10 (M) satisfazendo F (e2λg) = F (g) + 2dλ. Uma variedade dotada de
uma estrutura de Weyl e´ chamada de variedade de Weyl. Uma me´trica g e uma 1-forma
ω determinam uma u´nica estrutura de Weyl, definida a partir de F (g) = 2ω.
Dada uma conexa˜o na variedade, um me´todo de compararmos comprimentos de vetores
em diferentes pontos e´ a partir do transporte paralelo segundo essa conexa˜o. No entanto,
apesar de cada me´trica da estrutura conforme G de M definir a conexa˜o de Levi-Civita
associada, essas conexo˜es sa˜o diferentes para diferentes me´tricas de G. Desse modo, ainda
na˜o temos uma conexa˜o linear na variedade que, de certo modo, reproduza as caracter´ısticas
de sua estrutura de Weyl. Para obtermos essa conexa˜o, e´ interessante verificar se existe
alguma maneira dependente somente da estrutura de Weyl da variedade que permita, de
alguma forma, comparar comprimentos e aˆngulos entre vetores em pontos diferentes. Achada
essa estrutura, procuramos enta˜o relaciona´-la a`s propriedades deseja´veis para uma conexa˜o
em uma variedade de Weyl. Isso e´ feito a seguir.
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Seguindo Folland [17], com algumas alterac¸o˜es de notac¸a˜o, temos uma forma consistente
de transladar uma me´trica (de algum espac¸o tangente TpM) ao longo de uma curva. Sem
perda de generalidade, seja γ : [0, 1]→M uma curva com γ(0) = p e γ(1) = q, e tome uma
me´trica < , >p em TpM vinda da estrutura conforme G, isto e´, tal que < , >p= hp para
alguma me´trica h ∈ G. Seja g ∈ G uma extensa˜o de < , >p a M (gp =< , >p). Definimos
a translac¸~ao de < , >p para q ao longo de γ como
< , >q= exp
[
−
∫
γ
F (g)
]
gq. (2.52)
Notemos que tal definic¸a˜o e´ consistente, isto e´, independe da extensa˜o tomada em G. De
fato, seja λ ∈ C∞(M) tal que λ(p) = 0. Enta˜o (e2λg) tambe´m estende < , >p, e∫
γ
F (e2λg) =
∫
γ
[F (g) + 2dλ] =
∫
γ
[F (g)] + 2λ(q).
Assim, temos que a translac¸a˜o de < , >p para q ao longo de γ e´
< , >q = exp
[
−
∫
γ
F (g)
]
gq = exp
[
−
∫
γ
F (g)− 2λ(q)
]
e2λ(q)gq
= exp
[
−
∫
γ
F (e2λg)
]
(e2λg)q.
Essa construc¸a˜o permite comparar comprimento de vetores em pontos distintos de M.
No entanto, a comparac¸a˜o e´ independente da curva somente se F (g) for exata ([29], p. 143).
Tendo definido uma estrutura de Weyl em M e, a partir dela, a translac¸a˜o de uma
me´trica de TpM para TqM ao longo de uma curva, buscamos a relac¸a˜o dessa estrutura com
estruturas definidas a partir de conexo˜es lineares em M. Como no caso de uma variedade
com me´trica semi-riemanniana, na qual existe uma u´nica conexa˜o sime´trica e compat´ıvel com
a me´trica, buscamos uma conexa˜o sime´trica em M que seja, de alguma forma, compat´ıvel
com sua estrutura de Weyl de M.
Definic¸a˜o 2.3.3 Uma conexa˜o linear em uma variedade de Weyl M e´ compatı´vel com a
estrutura de Weyl de M se o transporte paralelo (ao longo de uma curva arbitra´ria)
de me´tricas definidas em espac¸os tangentes definido a partir dessa conexa˜o coincidir com a
translac¸a˜o definida acima.
Mais precisamente, a definic¸a˜o acima significa o seguinte: Sejam p, q ∈M e γ uma curva
emM com ponto inicial p e final q. Seja ∇ uma conexa˜o emM e Pt : (T 20 )pM→ (T 20 )γ(t)M
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o operador de transporte paralelo de (2,0) tensores ao longo de γ definido a partir de ∇ (ver
lema (2.2.6)), que associa a cada tensor B de (T 20 )pM o (u´nico) tensor B(t) em (T 20 )γ(t)M
obtido propagando paralelamente B ao longo de γ. A compatibilidade de ∇ com a estrutura
de Weyl F de M se traduz em
Pt(gp) = exp
[
−
∫ t
0
γ∗(F (g))
]
gγ(t)
para toda me´trica g ∈ G, ou
P−1t (gγ(t)) = exp
[ ∫ t
0
γ∗(F (g))
]
gp.
Seja agora γ a curva integral passando por p de um campo vetorial X ∈ X(M). Por uma
expressa˜o ana´loga a` (2.22) para (2,0)-tensores,
(∇Xg)p = lim
t→0
1
t
(P−1t gγ(t) − gp) = lim
t→0
1
t
(
exp
[ ∫ t
0
γ∗F (g)
]
− 1
)
gp
=
(
d
dt
exp
[ ∫ t
0
γ∗F (g)
]∣∣∣∣
t=0
)
gp = [F (g) · γ˙(0)]gp = [F (g) ·Xp]gp.
Logo, se a conexa˜o ∇ for compat´ıvel com a estrutura de Weyl F de M, devemos ter
∇g = g ⊗ F (g) para toda me´trica g pertencente a` estrutura conforme G de M. Temos o
seguinte lema, que tambe´m afirma a proposic¸a˜o rec´ıproca [17]:
Lema 2.3.4 Seja ∇ uma conexa˜o em uma variedade de Weyl (M, G, F ). ∇ e´ compat´ıvel
com a estrutura de Weyl F se, e somente se, ∇g = g ⊗ F (g) ∀g ∈ G, onde G e´ a estrutura
conforme de M.
Demonstrac¸a˜o: A implicac¸a˜o (⇒) ja´ foi demonstrada acima. Para demonstrar (⇐), seja
∇g = g ⊗ F (g) para alguma me´trica g ∈ G. Pela forma da estrutura de Weyl essa relac¸a˜o
vale para toda me´trica de G, como e´ facilmente verificado.
Seja γ : [0, 1]→M uma curva emM com pontos inicial e final p e q, respectivamente, e
tome um referencial (E1, ..., En) paralelo ao longo de γ (com respeito a ∇). Seja (f 1, ..., fn)
dual a (E1, ..., En). Escrevendo g = gijf
i ⊗ f j ao longo de γ, temos que
0 = Dt(f
i · Ej) = (Dtf i) · Ej + f i · (DtEj),
pelo lema (2.2.6). Como Ej e´ paralelo ao longo de γ, DtEj = 0. Logo, Dtf
i = 0 para todo i.
2.3. Geometria de Weyl 39
Temos que Dtg = (
dgij
dt
)f i⊗f j, pelo lema (2.2.8). Desse modo, como Dtg = (F (g)· γ˙(t))g,
dgij
dt
= (F (g) · γ˙(t))gij.
Logo, a soluc¸a˜o da equac¸a˜o diferencial acima e´ dada por
gij(t) = exp
[ ∫ t
0
F (g) · γ˙(t′)dt′
]
= exp
[ ∫ t
0
γ∗F (g)
]
gij(0)
onde gij(t) sa˜o os coeficientes de gγ(t) com relac¸a˜o a esse referencial.
Transportando paralelamente gp ao longo de γ, temos que (Ptg)ij = gij(0), e portanto
(Ptg) = exp
[
−
∫ t
0
γ∗F (g)
]
gγ(t).

Assim como para uma variedade com me´trica (semi-)riemanniana existe uma u´nica co-
nexa˜o sime´trica e compat´ıvel com essa me´trica, para uma variedade de Weyl existe uma
u´nica conexa˜o sime´trica compat´ıvel com sua estrutura de Weyl [17]:
Teorema 2.3.5 Uma variedade de Weyl M admite uma u´nica conexa˜o sime´trica e com-
pat´ıvel com sua estrututa de Weyl. Essa conexa˜o e´ chamada de conex~ao de Weyl associada
a` estrutura de Weyl de M.
Demonstrac¸a˜o: Provemos primeiro a unicidade. Tome g uma me´trica na estrutura conforme
G de M e sejam F (g) = 2ω e ∇ uma conexa˜o satisfazendo as hipo´teses do teorema. Do
lema (2.2.6),
X(g(Y, Z)) = (∇Xg)(Y, Z) + g(∇XY, Z) + g(Y,∇XZ)
= 2ω(X)g(Y, Z) + g(∇XY, Z) + g(Y,∇XZ).
Como ∇ e´ sime´trica, temos que [X,Y ] = ∇XY −∇YX. Logo,
g(∇XY, Z) = X(g(Y, Z))− 2ω(X)g(Y, Z) + g(Y, [Z,X])− g(Y,∇ZX).
Permutando ciclicamente X, Y e Z, temos tambe´m
g(∇YZ,X) = Y (g(Z,X))− 2ω(Y )g(Z,X) + g(Z, [X,Y ])− g(Z,∇XY );
g(∇ZX,Y ) = Z(g(X,Y ))− 2ω(Z)g(X,Y ) + g(X, [Y, Z])− g(X,∇YZ).
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Somando as duas primeiras expresso˜es e subtraindo a u´ltima, obtemos
g(∇XY, Z) = 1
2
{X(g(Y, Z)) + Y (g(Z,X))− Z(g(X,Y )) +
+g(Y, [Z,X]) + g(Z, [X,Y ])− g(X, [Y, Z])} − (2.53)
−{ω(X)g(Y, Z) + ω(Y )g(Z,X)− ω(Z)g(X,Y )}.
Como g e´ na˜o-degenerada, temos que ∇XY esta´ definido pela equac¸a˜o acima, e portanto a
unicidade esta´ provada.
Se ω = 0, obtemos por (2.53) a conexa˜o de Levi-Civita ∇˘ para g. Assim, podemos
escrever a conexa˜o acima como
∇XY = ∇˘XY − {ω(X)Y + ω(Y )X − g(X,Y )ω♯}, (2.54)
onde ω♯ e´ o (u´nico) campo vetorial tal que g(ω♯, Z) = ω(Z), ∀Z ∈ X(M).
Para provarmos a existeˆncia, notemos que a expressa˜o (2.54) define uma conexa˜o sime´trica
em M , com
g(∇XY, Z) = g(∇˘XY, Z)− ω(X)g(Y, Z)− ω(Y )g(X,Z) + ω(Z)g(X,Y ).
Dessa forma,
g(∇XY, Z) + g(Y,∇XZ) = g(∇˘XY, Z) + g(Y, ∇˘XZ)− 2ω(X)g(Y, Z)
= X(g(Y, Z))− 2ω(X)g(Y, Z). (2.55)
Logo pelo item (vi) do lema (2.2.6), temos que (2.55) e´ equivalente a (∇Xg)(Y, Z) =
2ω(X)g(Y, Z), isto e´, a ∇g = 2g⊗ω. Vale notar que, por (2.53), e´ poss´ıvel mostrar que essa
construc¸a˜o e´ independente da escolha da me´trica g ∈ G. 
Segue do teorema acima o seguinte corola´rio [17]:
Corola´rio 2.3.6 Uma conexa˜o sime´trica ∇ emM para a qual existem uma me´trica g e uma
1-forma diferencial ω tais que ∇g = 2g ⊗ ω e´ a conexa˜o de Weyl induzida pela estrutura de
Weyl determinada por F (g) = 2ω.
A conexa˜o de Weyl e´ enta˜o a conexa˜o procurada, que reproduz as caracter´ısticas da
estrutura de Weyl de M. E´ a conexa˜o utilizada, enta˜o, para comparar comprimentos e
aˆngulos de vetores em diferentes pontos.
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Os resultados apresentados acima permitem enunciar o teorema seguinte, o ana´logo do
teorema (2.2.26) que trata de uma conexa˜o compat´ıvel com a me´trica. O teorema a seguir
na˜o foi encontrado na literatura.
Teorema 2.3.7 Seja ∇ uma conexa˜o em (M,g) e ω uma 1-forma emM. Sa˜o equivalentes:
(i)
X(g(Y, Z)) = g(∇XY, Z) + g(Y,∇XZ) + 2ω(X)g(Y, Z); (2.56)
(ii) ∇g = 2g ⊗ ω;
(iii) Se Y e Z forem campos vetoriais ao longo de uma curva γ, enta˜o
d
dt
(g(Y (t), Z(t))) = g(DtY, Z) + g(Y,DtZ) + 2ω(γ˙(t))g(Y, Z); (2.57)
(iv) Se Y e Z forem campos vetoriais paralelos ao longo de uma curva γ : [0, a] → M,
enta˜o
gγ(t)(Y, Z) = exp
[ ∫ t
0
2ω(γ˙(t′))dt′
]
gγ(0)(Y, Z) ∀t ∈ [0, a]; (2.58)
(v) O operador de transporte paralelo (2.21) definido por ∇ satisfaz, para cada t,
gγ(t)(Pt0tV, Pt0tV ) = exp
[ ∫ t
t0
2ω(γ˙(t′))dt′
]
gγ(t0)(V, V ), (2.59)
onde V ∈ Tγ(t0)M.
Demonstrac¸a˜o: (i) ⇔ (ii) segue do item (vi) do lema (2.2.6). E´ imediato que (i) ⇒ (iii)
⇒ (iv), pois (iv) e´ a forma integral da equac¸a˜o diferencial (iii) no caso de Y e Z paralelos
ao longo de γ. Ale´m disso, (iv) e (v) sa˜o equivalentes devido a`s identidades de polarizac¸a˜o
(2.1). Mostremos que (iv) ⇒ (ii). Como pelo item (vi) do lema (2.2.6) temos que
∇X(g(Y, Z)) = (∇Xg)(Y, Z) + g(∇XY, Z) + g(Y,∇XZ),
para Y e Z paralelos ao longo de γ a equac¸a˜o acima nos da´
d
dt
g(Y (t), Z(t)) = (Dtg)(Y (t), Z(t)) (2.60)
ao longo de γ. Do item (iv), temos que d
dt
gγ(t)(Y (t), Z(t)) = 2ω(γ˙(t))gγ(0)(Y0, Z0), e como
Dtg = ∇γ˙(t)g, segue que
(∇γ˙(t)g)γ(t)(Y (t), Z(t)) = 2ω(γ˙(t))gγ(0)(Y0, Z0), (2.61)
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e portanto para t = 0
(∇γ˙(t)g)γ(0)(Y0, Z0) = 2ω(γ˙(0))gγ(0)(Y0, Z0). (2.62)
Como γ e´ arbitra´ria, temos que (∇Xg)p(Y, Z) = 2ωp(X)gp(Y, Z) para todo p ∈M e para
X,Y, Z ∈ TpM, e portanto (iv) ⇒ (ii), demonstrando o teorema. 
A conexa˜o riemanniana e´ preservada por isometrias (ver lema (2.2.29). Pretendemos
investigar o conceito ana´logo na geometria de Weyl, isto e´, verificar quando uma aplicac¸a˜o
entre duas variedades de Weyl preserva a conexa˜o de Weyl. Isso e´ feito no teorema seguinte,
que tambe´m na˜o foi encontrado na literatura.
Teorema 2.3.8 Sejam (M, G), (M˜, G˜) variedades conformes com estruturas de Weyl F e
F˜ , respectivamente. Seja ϕ : M → M˜ um difeomorfismo tal que existam g ∈ G, g˜ ∈ G˜,
com F (g) = 2ω e F˜ (g˜) = 2ω˜, satisfazendo
ϕ∗g˜ = g,
ϕ∗ω˜ = ω.
Enta˜o, se ∇ e ∇˜ forem as conexo˜es de Weyl de M e M˜, respectivamente, temos:
(i)
ϕ∗∇˜ = ∇,
onde
(ϕ∗∇˜)XY := (ϕ−1)∗∇˜ϕ∗X(ϕ∗Y ); (2.63)
(ii) Se γ for uma curva em M e γ˜ = ϕ ◦ γ, temos para um campo vetorial V ∈ X(γ)
ϕ∗(DtV ) = D˜t(ϕ∗V ),
onde Dt e D˜t sa˜o os operadores dados no lema (2.2.8) referentes a`s curvas γ e γ˜ (e deter-
minados pelas conexo˜es de Weyl das variedades);
(iii) ϕ leva geode´sicas em geode´sicas: ϕ ◦ γV = γ˜ϕ∗V .
Demonstrac¸a˜o: (i) - Primeiramente, notemos que ϕ∗(e2λg˜) = e2(λ◦ϕ)g e ϕ∗(ω˜ + dλ) = ω +
d(λ ◦ ϕ). Dessa forma, vemos que para toda me´trica h˜ ∈ G˜, com F˜ (h˜) = 2ξ˜, existira´ uma
me´trica h ∈ G, com F (h) = 2ξ, tal que ϕ∗h˜ = h e ϕ∗ξ˜ = ξ.
A ide´ia da demonstrac¸a˜o e´ utilizar o resultado do teorema (2.3.5), que garante a uni-
cidade da conexa˜o de Weyl (sime´trica e compat´ıvel com a estrutura de Weyl). Como no
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caso da conexa˜o riemanniana (lema (2.2.29)), e´ imediato que ϕ∗∇˜ e´ uma conexa˜o em M.
Pretendemos enta˜o mostrar que ϕ∗∇˜ e´ sime´trica e compat´ıvel com a estrutura de Weyl de
M.
Provemos primeiramente que ϕ∗∇˜ e´ sime´trica. Para isso, utilizamos a simetria de ∇˜,
como no caso da conexa˜o riemanniana. Temos que
(ϕ∗∇˜)XY − (ϕ∗∇˜)YX = (ϕ−1)∗{∇˜ϕ∗X(ϕ∗Y )− ∇˜ϕ∗Y (ϕ∗X)}
= (ϕ−1)∗[ϕ∗X,ϕ∗Y ]} = (ϕ−1)∗ϕ∗[X,Y ] = [X,Y ],
onde na segunda igualdade foi usada a simetria de ∇˜ e na terceira igualdade o fato de ϕ ser
difeomorfismo. Assim, temos que ϕ∗∇˜ e´ sime´trica. Vejamos agora a compatibilidade com a
estrutura de Weyl de M.
Para as me´tricas g ∈ G, g˜ ∈ G˜ do enunciado, com F (g) = 2ω e F˜ (g˜) = 2ω˜, temos
ϕ∗g˜ = g e ϕ∗ω˜ = ω. Dado p ∈M,
gp((ϕ
∗∇˜)XY, Z) = gp((ϕ−1)∗∇˜ϕ∗X(ϕ∗Y ), Z).
Como g(V,W ) = g˜(ϕ∗V, ϕ∗W ),
gp((ϕ
∗∇˜)XY, Z) = g˜ϕ(p)(∇˜ϕ∗X(ϕ∗Y ), ϕ∗Z).
Desse modo,
gp((ϕ
∗∇˜)XY, Z) + gp(Y, (ϕ∗∇˜)XZ) = g˜ϕ(p)(∇˜ϕ∗X(ϕ∗Y ), ϕ∗Z) + g˜ϕ(p)((ϕ∗Y ), ∇˜ϕ∗X(ϕ∗Z)).
Como ∇˜ e´ compat´ıvel com a estrutura de Weyl de M˜,
gp((ϕ
∗∇˜)XY, Z) + gp(Y, (ϕ∗∇˜)XZ) = (ϕ∗X)ϕ(p)(g˜(ϕ∗Y, ϕ∗Z))− 2ω˜ϕ(p)(ϕ∗X)g˜ϕ(p)(ϕ∗Y, ϕ∗Z)
= Xp(g˜(ϕ∗Y, ϕ∗Z) · ϕ)− 2ωp(X)gp(Y, Z)
= Xp(g(Y, Z))− 2ωp(X)gp(Y, Z).
Assim, X(g(Y, Z)) = 2ω(X)g(Y, Z) + g((ϕ∗∇˜)XY, Z) + g(Y, (ϕ∗∇˜)XZ), e portanto pelo
teorema (2.3.7) temos (ϕ∗∇˜)g = 2g ⊗ ω. Segue do fato de (ϕ∗∇˜) ser uma conexa˜o que essa
u´ltima expressa˜o vale para toda me´trica da estrutura conforme de M.
Assim, pelo teorema (2.3.5), provamos enta˜o que ϕ∗∇˜ = ∇.
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(ii) - De (2.63), temos pelo item (i) que para campos vetoriais X e Y
∇XY = (ϕ−1)∗∇˜ϕ∗X(ϕ∗Y ),
e portanto
ϕ∗∇XY = ∇˜ϕ∗X(ϕ∗Y ).
Assim, como ˙˜γ = ϕ∗γ˙, a expressa˜o desejada segue do lema (2.2.8).
(iii) - Segue do item (ii), com V = γ˙. 
Como a estrutura de Weyl e´ definida a partir de uma estrutura conforme G em M,
se essa estrutura conforme vier de uma me´trica lorentziana em M (dim(M) ≥ 3), temos
que G define uma u´nica estrutura causal em M, isto e´: define, em cada espac¸o tangente,
um cone de luz (e portanto os dois cones temporais associados), como sendo o cone de luz
comum a todas as me´tricas de G nesse ponto. Diremos que um vetor (ou curva, ou campo
vetorial) e´ tipo-tempo (resp. tipo-espac¸o , tipo luz ) se para alguma me´trica g ∈ G for
tipo-tempo (resp. tipo-espac¸o, tipo-luz). Pelo que foi dito acima, essa definic¸a˜o independe
da escolha particular da me´trica g ∈ G. Assim, como o cara´ter causal de vetores esta´ bem
definido, tambe´m esta´ bem-definido o fato deM ser (ou na˜o) orienta´vel temporalmente. Uma
variedade lorentziana de Weyl M sera´ dita orienta´vel temporalmente se, para alguma
me´trica de sua estrutura conforme,M for orienta´vel temporalmente (ver prop. (2.2.36) e def.
(2.2.37)). Novamente, essa definic¸a˜o independe da escolha particular da me´trica na estrutura
conforme de M. Ale´m disso, para a conexa˜o de Weyl, ou mais geralmente para conexo˜es
compat´ıveis com a estrutura de Weyl de uma variedade lorentziana M, geode´sicas tambe´m
teˆm cara´ter causal bem-definido. De fato, tomando uma geode´sica com vetor inicial V tipo-
tempo (resp. tipo-espac¸o, tipo-luz), o fato de a conexa˜o ser compat´ıvel com a estrutura de
Weyl de M garante, pelo item (iv) do teorema (2.3.7), que o vetor velocidade da geode´sica
permanecera´ tipo-tempo (resp. tipo-espac¸o, tipo-luz).
Em coordenadas locais, podemos escrever os coeficientes da conexa˜o de Weyl como
Γijk = {ijk} − δijωk − δikωj + gjkωi, (2.64)
onde {ijk} sa˜o os s´ımbolos de Christoffel da conexa˜o de Levi-Civita de gij e ωi = gilωl. Esses
coeficientes sa˜o invariantes pelo par de transformac¸o˜es
g˜ij = e
2λ(x)gij;
ω˜k = ωk + ∂kλ, (2.65)
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o que pode ser visto por computac¸a˜o direta e e´ evidente de (2.53). Tais transformac¸o˜es
receberam o nome de transformac¸~oes de gauge [16], pela analogia feita por Weyl entre
a 1-forma ω e o quadripotencial eletromagne´tico [34].
Seja g ∈ G, F (g) = 2ω. Definimos a curvatura do comprimento como sendo a 2-
forma W = −dω. Da definic¸a˜o (2.3.2), W e´ independente da me´trica escolhida em g, sendo
portanto uma caracter´ıstica da estrutura de Weyl da variedade. Em coordenadas,
Wij = ∂jωi − ∂iωj. (2.66)
Note que, por (2.52), se F (g) na˜o for exata enta˜o a translac¸a˜o da me´trica de TpM para
TqM depende da curva escolhida para unir p e q. Em outras palavras, se γ : [a, b]→M for
uma curva fechada emM , com γ(a) = p, e gp for uma me´trica em TpM com extensa˜o g tal
que F (g) = 2ω, enta˜o fazendo a translac¸a˜o de gp ao longo de γ temos que
Pab(gp) =<,>p= exp
[
− 2
∮
γ
ω
]
gp,
onde
∮
γ
ω na˜o e´ necessariamente zero. Se γ for o bordo de uma subvariedade bidimensional
N de M, enta˜o pelo teorema de Stokes [29] temos∮
γ
ω = −
∫
N
W,
e portanto
Pab(gp) =<,>p= exp
[
2
∫
N
W
]
gp.
Ale´m disso, para um vetor V em TpM propagado paralelamente ao longo de γ, temos
pelo teorema (2.3.7) que
gp(V (b), V (b)) = exp
[
2
∫
γ
ω
]
= exp
[
− 2
∫
N
W
]
gp(V, V ) (2.67)
para toda me´trica g ∈ G. Desse modo, W e´ uma medida da diferenc¸a entre a norma
de um vetor e do vetor obtido propagando-o paralelamente atrave´s de uma curva fechada,
justificando assim o nome “curvatura do comprimento”.
Se ω for fechada (isto e´, seW = 0), enta˜o ω e´ localmente exata, e portanto para uma curva
fechada suficientemente pequena temos que a integral acima e´ zero. Nesse caso, as restric¸o˜es
para que ω na˜o seja globalmente exata sa˜o puramente topolo´gicas [29]. Notemos que, se ω
for exata, enta˜o a translac¸a˜o (2.52) e´ independente da curva. Ale´m disso, nessas condic¸o˜es
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existe g˜ ∈ G tal que F (g˜) = 0, e portanto ∇g˜ = 0. Logo, nesse caso, a conexa˜o de Weyl e´ a
conexa˜o de Levi-Civita de g˜. A rec´ıproca tambe´m e´ verdadeira: se, para alguma me´trica g
da estrutura conforme, ∇ for a conexa˜o de Levi-Civita associada a g, enta˜o F (g) = 0.
Definic¸a˜o 2.3.9 Uma variedade de Weyl e´ dita integra´vel se, para alguma me´trica g ∈ G
(e portanto para toda), F (g) for uma forma exata.
Vejamos agora a relac¸a˜o entre o tensor de curvatura da geometria de Weyl com o tensor
de curvatura da geometria (semi-)riemanniana, quando escolhemos uma me´trica g ∈ G com
F (g) = 2ω. Em coordenadas, temos que o tensor de curvatura R lijk , o tensor de Ricci Rij
e o escalar de Ricci R da geometria de Weyl sa˜o dados, em termos dos respectivos tensores
K lijk , Kij, K da estrutura riemanniana de uma me´trica g ∈ G (com F (g) = 2ω), por :
R lijk = K
l
ijk + (gkjω
l
;i − δlkωj;i − δljωk;i)− (gkiωl ;j − δlkωi;j − δliωk;j) +
+[(δljgki − δligkj)ωmωm + (gkjωi − gkiωj)ωl + (δliωj − δljωi)ωk], (2.68)
Rjk =
{
Kjk + gjkω
m
;m +
(
n
2
− 1
)
(ωj;k + ωk;j) + (n− 2)[ωjωk − gjkωlωl]
}
+
n
2
Wjk, (2.69)
onde a expressa˜o entre chaves e´ sime´trica e Wjk e´ anti-sime´trico, e
R = K + 2(n− 1)ωl ;l − (n− 2)(n− 1)ωlωl. (2.70)
Aqui, n e´ a dimensa˜o da variedade e o ponto-e-v´ırgula denota derivac¸a˜o covariante com
respeito a` conexa˜o de Levi-Civita de g. Temos portanto o seguinte lema:
Lema 2.3.10
W =
2
n
Antissim(Rc), (2.71)
onde Antissim(Rc) e´ a parte anti-sime´trica do tensor de Ricci.
Definic¸a˜o 2.3.11 Seja [T ] uma famı´lia de campos tensoriais de mesmo tipo, indexada pe-
las me´tricas g ∈ G. Se Tg e Tg˜ estiverem relacionados por Tg˜ = emλTg se g˜ = e2λg,
enta˜o [T ] e´ dita covariante de gauge. Definimos o expoente de Weyl dessa famı´lia por
Π([T ]) = m. Quando na˜o houver perigo de confusa˜o, chamaremos uma famı´lia de campos
tensoriais covariante de gauge [T ] simplesmente de um campo tensorial covariante de
gauge T (quando necessa´rio indexado pela me´trica correspondente), tomando um de seus
representantes, onde fica subentendido que estamos nos referindo a` famı´lia [T ]. Nesse caso,
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denotaremos seu expoente de Weyl por Π(T ). Uma famı´lia [T ] covariante de gauge com
Π([T ]) = 0 e´ dita invariante de gauge.
Temos como exemplo de famı´lias de campos tensoriais covariantes de gauge a pro´pria
estrutura conforme G = [g] de M, com Π([g]) = 2. O tensor de curvatura da geometria de
Weyl, definido por (2.28), e´ um invariante de gauge, assim como o tensor de Ricci (2.39), ja´
que dependem somente da conexa˜o. O escalar de Ricci (2.40) (mais precisamente, a famı´lia
definida pela fo´rmula (2.40)) e´ um campo tensorial covariante de gauge com Π(Rs) = −2,
pois envolve a contrac¸a˜o do tensor de Ricci com a me´trica.
Definic¸a˜o 2.3.12 Seja g ∈ G. O tensor de Einstein da geometria de Weyl e´ defi-
nido como
Q = Rc− Rs
2
g, (2.72)
onde Rc e´ o tensor de Ricci da geometria de Weyl e Rs o respectivo escalar de curvatura.
Note que, como Π(Rs) = −2 e Π(g) = 2, o produto Rs ·g e´ invariante de gauge, de modo
que a definic¸a˜o acima e´ consistente. Concluimos que Q e´ invariante de gauge.
Antes de determinarmos a partir das identidades de Bianchi (2.38) condic¸o˜es ana´logas a
(2.50) para Q, consideremos a famı´lia de campos tensoriais covariantes de gauge dada por
Rijkm = gilR
l
ijk . (2.73)
Temos o seguinte lema:
Lema 2.3.13 Em coordenadas locais,
Rij(km) = 2Wijgkm. (2.74)
Demonstrac¸a˜o: De (2.68),
Rijkm = K
l
ijk + (gkjωm;i − gmkωj;i − gmjωk;i)− (gkiωm;j − gmkωi;j − gmiωk;j) +
+[(gjmgki − gmigkj)ωqωq + (gkjωi − gkiωj)ωm + (gmiωj − gmjωi)ωk],
de modo que
2Rij(km) = Rijkm +Rijmkm = −2gmkωj;i + 2gmkωi;j = 2gmkWij.

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Como a conexa˜o de Weyl e´ sime´trica, seu tensor de curvatura satisfaz a identidade de
Bianchi diferencial (2.37) e a relac¸a˜o de simetria (2.30). No entanto, as relac¸o˜es (2.35, 2.36)
na˜o sa˜o geralmente satisfeitas, e portanto na˜o vale o ana´logo do lema (2.2.32) para o tensor
de Einstein da geometria de Weyl. Temos, ao inve´s disso, a seguinte relac¸a˜o:
Lema 2.3.14 Na geometria de Weyl temos as seguintes relac¸o˜es para o tensor de Einstein,
que sa˜o equivalentes:
(∇i + 2ωi)Q ij = −gki(∇k + 2ωk)Wji, (2.75)
gki∇iQjk = −gki∇iWjk, (2.76)
para um referencial local.
Demonstrac¸a˜o: As identidades de Bianchi (2.38), contra´ıdas nos ı´ndices l e i, da˜o
∇qRjk +∇lR ljqk −∇jRqk = 0. (2.77)
A equac¸a˜o ∇igjk = 2ωigjk e´ equivalente a
∇igjk = −2ωigjk. (2.78)
Assim, contraindo (2.77) com gqk e utilizando a relac¸a˜o (2.78),
(∇q + 2ωq)(gqkRjk) + (∇l + 2ωl)(gqkR ljqk )− (∇j + 2ωj)R = 0. (2.79)
Utilizando (2.74), podemos escrever o segundo termo como
gqkR ljqk = g
lmRjm + 2glmWjm,
de forma que (2.79) se simplifica para
2(∇q + 2ωq)(gqkRjk)− (∇j + 2ωj)R + 2glm(∇l + 2ωl)Wjm = 0.
Juntando termos,
gqk(∇q + 2ωq)(Rjk − 1
2
gjkR) = −glm(∇l + 2ωl)Wjm,
provando (2.75). Como
gqk(∇q + 2ωq)Qjk = (∇q + 2ωq)(gqkQjk) = ∇q(gqkQjk) + 2ωqgqkQjk = gqk∇qQjk
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e
gqk(∇q + 2ωq)Wjk = gqk∇qWjk
por (2.78), provamos (2.76). 
Se a geometria for integra´vel (def. (2.3.9)), temos que W = 0, e portanto as identidades
do lema acima se reduzem a
∇iQi j = −2ωiQi j, (2.80)
gik∇iQkj = 0. (2.81)
3Gravitac¸a˜o newtoniana e modelo de
Kuzmin
Uma revisa˜o de gravitac¸a˜o newtoniana pode ser encontrada em [4]. Enunciamos abaixo
os resultados mais importantes para o presente trabalho, de modo a garantir uma sequ¨eˆncia
lo´gica para o texto. Tambe´m apresentamos o modelo de Kuzmin de um disco fino de mate´ria,
uma primeira aproximac¸a˜o para a modelagem de uma gala´xia espiral [4].
Na mecaˆnica newtoniana, a equac¸a˜o de movimento para uma part´ıcula de teste em um
referencial inercial e´ dada pela segunda lei de Newton:
m~¨x = ~F , (3.1)
onde ~x e´ o vetor posic¸a˜o da part´ıcula, ~F e´ a forc¸a total que age na part´ıcula e o ponto denota
a derivada com respeito ao tempo. Discutimos brevemente a seguir o caso em que ~F se deve
somente a` interac¸a˜o gravitacional, apresentando os conceitos essenciais para a continuidade
do trabalho. Seguimos [4] nessa apresentac¸a˜o.
Para um sistema composto por duas part´ıculas pontuais de massas m1 e m2, separadas
por uma distaˆncia r, temos que a forc¸a que m2 exerce em m1 e´ dada por
~F = −Gm1m2
r2
rˆ12, (3.2)
onde G = 6, 6742(10).10−11m3kg−1s−2 [4] e´ a constante de gravitac¸a˜o universal e rˆ12 e´ o
vetor unita´rio que aponta de m1 para m2 .
Na mecaˆnica newtoniana e´ va´lido o princı´pio de superposic¸~ao das forc¸as : A
forc¸a resultante em uma part´ıcula pontual gerada por uma distribuic¸a˜o de massa e´ obtida
somando as forc¸as geradas por part´ıculas pontuais. Ou seja, para uma distribuic¸a˜o de massa
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com densidade ρ, a forc¸a em uma part´ıcula de prova de massa m sera´ dada por
~F = m~g(~x), (3.3)
onde
~g(~x) := G
∫
ρ(~x′)(~x′ − ~x)
|~x′ − ~x|3 d
3x′ (3.4)
e´ o campo gravitacional gerado por essa distribuic¸a˜o de mate´ria. Aqui, estamos im-
plicitamente supondo que a integral em (3.4) existe para todo ~x. Definindo o potencial
gravitacional como sendo uma func¸a˜o potencial para ~g, isto e´, tal que
~g = −∇Φ,
enta˜o a menos de uma constante aditiva temos que
Φ(~x) := −G
∫
ρ(~x′)
|~x′ − ~x|d
3x′, (3.5)
onde tambe´m supomos que a integral existe.
Pode-se mostrar [4] que os resultados acima implicam
∇2Φ = 4πGρ, (3.6)
onde ∇2 e´ o operador laplaciano. Dessa forma, para uma part´ıcula sujeita apenas a forc¸as
gravitacionais, a equac¸a˜o (3.1) e´ reescrita como
~¨x = −∇Φ. (3.7)
Desse modo, para interac¸o˜es gravitacionais o problema esta´ completamente determinado
dada a densidade de mate´ria ou, equivalentemente, o potencial gravitacional de um sistema.
Uma caracter´ıstica importante de gala´xias espirais e´ a curva de rotac¸~ao, que e´ o gra´fico
da velocidade tangencial de uma part´ıcula de teste percorrendo uma o´rbita circular no disco
gala´ctico em func¸a˜o da distaˆncia ao centro da gala´xia. Se o disco gala´ctico estiver no plano
z = 0, onde (R, z, ϕ) sa˜o coordenadas cil´ındricas, a velocidade de rotac¸a˜o (vc) e´ dada por [4]
(vc)
2 = R
dΦ
dR
∣∣∣∣
z=0
. (3.8)
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(a) (b) (c)
Figura 3.1: Modelo de Kuzmin
3.1 Modelo de Kuzmin
O modelo de Kuzmin [4] e´ um modelo simples de um disco fino de mate´ria com simetria
axial. E´ obtido do potencial gravitacional para uma part´ıcula pontual a partir de um processo
semelhante ao me´todo das imagens da eletrodinaˆmica [19, 26], da seguinte forma:
O potencial gravitacional gerado por uma massa pontual de massa m e´ dado por
Φ(r) = −Gm
r
, (3.9)
onde Φ depende somente da distaˆncia r a` massam. As linhas de campo desse potencial esta˜o
ilustradas na figura (3.1a). Fac¸amos agora um “corte”na figura pela linha pontilhada, que
representa o plano z = a (onde z e´ a coordenada vertical), e eliminemos a regia˜o z < a (figura
3.1b). Agora, refletindo as linhas de campo do potencial em relac¸a˜o a esse plano, obtemos
um disco fino de mate´ria no plano, cujas linhas de campo do potencial esta˜o representadas
na figura (3.1c).
Formalmente, o processo descrito acima e´ dado pela substituic¸a˜o z 7→ |z| + a, se escre-
vermos o potencial (3.9) em coordenadas cil´ındricas. Dessa forma, o potencial de Kuzmin
e´ dado por ((R, z, ϕ) sa˜o coordenadas cil´ındricas)
Φ(R, z) = − Gm√
R2 + (|z|+ a)2 , (3.10)
com a > 0.
Pela equac¸a˜o (3.6), obtemos a partir do potencial de Kuzmin o perfil de densidade
ρ(R, z) = σ(R).δ(z), (3.11)
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onde δ(z) e´ a delta de Dirac [10] e
σ(R) =
ma
2π(R2 + a2)3/2
. (3.12)
As curvas de rotac¸a˜o no modelo de Kuzmin sa˜o dadas por (ver (3.8))
vc = R
√
Gm
(R2 + a2)3/4
, (3.13)
apresentando comportamento kepleriano, isto e´: Para R → ∞, vc ∝ R−1/2. Os perfis de
densidade (3.12) e as curvas de rotac¸a˜o (3.13) esta˜o exemplificados na figura (3.2).
Vejamos agora o que acontece se fizermos uma pequena perturbac¸a˜o radial na trajeto´ria
circular de uma part´ıcula. Modelando o disco por um fluido cujas part´ıculas de teste seguem
trajeto´rias circulares, queremos ver sob que condic¸o˜es uma pequena perturbac¸a˜o em uma
trajeto´ria “afasta”a part´ıcula de sua trajeto´ria original. O argumento, que reproduzimos
aqui, e´ dado em [28], p. 99.
O momento angular espec´ıfico de uma part´ıcula de teste em relac¸a˜o ao centro do disco e´
dado por h(r) = r2ϕ˙. Estando o fluido em equil´ıbrio, em cada ponto a forc¸a centr´ıfuga agindo
na part´ıcula e´ balanceada pelo gradiente da pressa˜o no fluido, no referencial da part´ıcula.
Suponhamos que uma part´ıcula de massa m percorrendo uma o´rbita circular de raio r0 so-
fra um deslocamento radial para r > r0 pequeno o suficiente para que a alterac¸a˜o em seu
momento angular espec´ıfico, inicialmente h0, seja desprez´ıvel para todos os efeitos. A forc¸a
centr´ıfuga agindo nessa part´ıcula tera´ mo´dulo m(h0)
2
r3
. Uma condic¸a˜o necessa´ria para que a
part´ıcula permanec¸a “pro´xima”de sua trajeto´ria original e´ que essa forc¸a centr´ıfuga seja me-
nor em mo´dulo do que a forc¸a gerada pelo gradiente de pressa˜o nesse ponto (correspondente
a` situac¸a˜o de equil´ıbrio de forc¸as), mh(r)
2
r3
. Logo, devemos ter h(r)2 − h20 > 0, e expandindo
h(r) em primeira ordem em (r − r0),
h.
dh
dr
> 0. (3.14)
A equac¸a˜o (3.14) e´ conhecida como crite´rio de estabilidade de Rayleigh .
Para o modelo de Kuzmin, temos que
h = Rvc =
√
Gm
R2
(R2 + a2)3/4
> 0, (3.15)
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Figura 3.2: (a) - Curvas de rotac¸a˜o do modelo de Kuzmin, para m = 2, 5.1010M⊙. A linha
cinza pontilhada corresponde a a = 6kpc, a preta cont´ınua a a = 8kpc e a cinza com trac¸os
e pontos a a = 10kpc. (b) - Respectivos perfis de densidade.
e portanto
dh
dR
=
√
Gm
2R
(R2 + a2)3/4
(
1− 3
4
R2
R2 + a2
)
> 0. (3.16)
Logo, as o´rbitas circulares do disco de Kuzmin newtoniano satisfazem o crite´rio de estabili-
dade de Rayleigh (3.14).
4Relatividade geral e modelo de
Kuzmin relativ´ıstico
Uma introduc¸a˜o a` relatividade geral pode ser encontrada em [24]. Para uma formulac¸a˜o
mais rigorosa e mais avanc¸ada, ver [46, 22, 37]. No presente trabalho apresentamos apenas
os resultados fundamentais para a continuidade do texto.
A relatividade geral e´ uma teoria da gravitac¸a˜o constru´ıda em uma variedade lorentziana
quadridimensional (com a conexa˜o riemanniana associada) conexa e (comumente adotado)
orientada temporalmente. A essa variedade da´-se o nome de espac¸o-tempo. As equac¸o˜es
de campo, que determinam um conjunto de equac¸o˜es diferenciais acopladas para a me´trica,
sa˜o dadas por (ver apeˆndice A para a formulac¸a˜o lagrangiana)
Gµν = κTµν , (4.1)
onde Gµν e´ o tensor de Einstein riemanniano (2.2.31), Tµν e´ o tensor de energia-momento,
que descreve o conteu´do de mate´ria e energia do espac¸o-tempo, κ e´ uma constante de acopla-
mento entre a geometria do espac¸o-tempo e seu conteu´do de mate´ria/energia, obtida atrave´s
do limite newtoniano da relatividade geral [24] como sendo κ = 8πG
c2
, onde G e´ a constante
da gravitac¸a˜o universal, e c e´ a velocidade da luz. A menos que expl´ıcito o contra´rio, ado-
taremos no que segue as “unidades geome´tricas”, onde G = c = 1 (ver [46], apeˆndice F). Os
ı´ndices gregos µ, ν, etc. variam de 0 a 3, por convenc¸a˜o, sendo “0”a coordenada temporal.
Das equac¸o˜es (4.1) e da identidade de Bianchi (2.2.32) seguem as leis de conservac¸a˜o
para o tensor de energia-momento
T µν;ν = 0. (4.2)
A equac¸a˜o de movimento para uma part´ıcula de teste (cuja massa e´ pequena o suficiente
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para na˜o interferir significantemente na geometria dada pela eq. (4.1)) e´ dada pela equac¸a˜o
das geode´sicas
d2xµ
dξ2
+ {µσν}
dxσ
dξ
dxν
dξ
= 0. (4.3)
Mais precisamente, part´ıculas de teste (massivas) percorrem geode´sicas tipo-tempo e a luz
percorre geode´sicas tipo-luz [46, 24]. Para part´ıculas massivas, e´ usual parametrizarmos as
curvas pelo comprimento de arco, de modo que g(x˙, x˙) = 1, o qual nesse caso e´ paraˆmetro
afim das geode´sicas.
4.1 Modelo de Kuzmin relativ´ıstico
Nesta sec¸a˜o apresentamos o modelo de Kuzmin relativ´ıstico correspondente ao modelo
newtoniano do cap´ıtulo anterior, proposto por Vogt e Letelier [44]. Na apresentac¸a˜o, segui-
remos principalmente esse trabalho. Partimos da me´trica de Schwarzschild em coordenadas
isotro´picas [24]
ds2 =
(
1− f˜
1 + f˜
)2
dt2 − (1 + f˜)4[dr2 + r2(dθ2 + sin2 θdϕ2)], (4.4)
onde f˜ = m
2r
. O processo de construc¸a˜o do disco de Kuzmin e´ ana´logo ao do caso newtoniano:
devemos fazer a substituic¸a˜o z 7→ |z|+ a em f . Assim, escrevendo
f =
m
2
√
R2 + (|z|+ a)2 , (4.5)
com m < 2a (para que a me´trica na˜o seja degenerada em nenhum ponto), a nova me´trica
toma a forma
ds2 =
(
1− f
1 + f
)2
dt2 − (1 + f)4[dR2 + dz2 +R2dϕ2], (4.6)
onde foi feita a transformac¸a˜o de coordenadas esfe´ricas para coordenadas cil´ındricas na
parte espacial. Supomos que o sistema de coordenadas cartesiano associado a esse sistema
de coordenadas cil´ındricas cubra todo o espac¸o-tempo.
Para uma me´trica do tipo (4.6), com f = f(R, z), as componentes do tensor de energia-
4.1. Modelo de Kuzmin relativ´ıstico 59
momento sa˜o dadas por [45]
T tt = −
1
2π(1 + f)5
(
f,RR+f,zz +
1
R
f,R
)
T rr =
1
4π(1− f)(1 + f)5
{
f
(
f,zz +
1
R
f,R
)
+ 2(f,R )
2 − (f,z )2
}
T zr = −
1
4π(1− f)(1 + f)5 (ff,Rz −3f,R f,z ) (4.7)
T zz =
1
4π(1− f)(1 + f)5
{
f
(
f,RR+
1
R
f,R
)
+ 2(f,z )
2 − (f,r )2
}
Tϕϕ =
1
4π(1− f)(1 + f)5{f(f,RR+f,zz )− ((f,R )
2 + (f,z )
2)}
Se as componentes da me´trica tiverem termos em |z|, a estrutura das equac¸o˜es acima
permite escrever
T νµ = H
ν
µ δ(z) +D
ν
µ , (4.8)
onde δ(z) e´ a distribuic¸a˜o delta de Dirac [10], de forma que o tensor de energia-momento
e´ dado em termos de distribuic¸o˜es [43, 20]. Essa expressa˜o corresponde a um disco fino de
mate´ria (na regia˜o z = 0) com um halo (regia˜o z 6= 0) descrito por D νµ .
O tensor de energia-momento “f´ısico”Y νµ do disco, que determina a densidade superficial
e a pressa˜o (linear) da mate´ria (se Y νµ for diagonaliza´vel em uma base com um vetor tipo-
tempo e os outros tipo-espac¸o, com respectivos autovalores λt, λi, i = 1, 2, 3, a densidade σ
e as presso˜es Pi sa˜o definidos como σ = λt, Pi = −λi), e´ obtido atrave´s da integrac¸a˜o [20]
Y νµ =
∫
H νµ ds, (4.9)
ao longo do eixo z das coordenadas, onde ds =
√−gzzdz e´ o comprimento de arco corres-
pondente. Assim, temos que
Y νµ =
√−gzzH νµ (4.10)
na hipersuperf´ıcie z = 0.
No caso da me´trica para o disco de Kuzmin (4.6), temos que D νµ = 0. Isso e´ uma
consequ¨eˆncia do modelo pois, por exemplo, na regia˜o z > 0, temos que a me´trica (4.6) e´
igual a` me´trica de Schwarzschild para uma massa pontual m situada em z = −a,R = 0. O
tensor de energia-momento do disco e´ diagonal nesse sistema de coordenadas , de modo que
σ = Y 00 , Pi = −Y ii , i = r, z, ϕ (sem soma). Ale´m disso, a pressa˜o no disco e´ isotro´pica.
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Temos [44]
σ =
4ma
π(m+ 2
√
R2 + a2)3
, (4.11)
P = − 2m
2a
π(m+ 2
√
R2 + a2)3(m− 2√R2 + a2) . (4.12)
Vejamos agora qual a velocidade circular de uma part´ıcula de teste no disco medida por
um observador parado em relac¸a˜o ao sistema de coordenadas (t, R, z, ϕ). Intuitivamente,
um observador “trafega”pelo espac¸o-tempo em uma curva tipo-tempo, e e´ capaz de medir
fenoˆmenos “infinitesimalmente pro´ximos”do ponto onde esta´. Daremos agora uma definic¸a˜o
precisa, seguindo [37].
Definic¸a˜o 4.1.1 Um observador e´ uma curva tipo-tempo γ : I → M apontando para
o futuro tal que g(γ˙, γ˙) = 1 em I. A imagem γ(I) e´ chamada de linha de mundo do
observador e o paraˆmetro τ ∈ I e´ chamado de tempo pro´prio do observador; e´ o tempo
que esse observador mede. γ˙ e´ a 4-velocidade do observador e Dτ γ˙ e´ sua 4-acelerac¸~ao.
Dizemos que um observador esta´ em queda livre se sua 4-acelerac¸a˜o for nula.
Analogamente, definimos um observador instanta^neo em um ponto p ∈ M como
sendo um vetor tipo-tempo Z ∈ TpM unita´rio que aponta para o futuro. Suponha que uma
part´ıcula percorra uma curva causal apontando para o futuro α : J → M, que passe por
p em t = 0. Enta˜o, se X = α˙(0), pelo lema (2.1.18) temos que X = aZ + S, onde S e´
tipo-espac¸o e Z e S sa˜o ortogonais. Pelo lema (2.1.22), a > 0. Definimos a velocidade
newtoniana (ou velocidade espacial ) de α medida por Z como V = S/a.
Dessa forma, dado um sistema de coordenadas ortogonal (t, R, z, ϕ) cuja parte espacial
seja dada por coordenadas cil´ındricas , a velocidade circular vc de uma part´ıcula que
percorre uma curva tipo-tempo (apontando para o futuro e parametrizada pelo comprimento
de arco) restrita a z = 0, R = constante e´, por definic¸a˜o, a norma de sua velocidade newtonia-
na medida em cada ponto por um observador instantaˆneo dado por
1√
gtt
∂
∂t
(que pode ser interpretado como estando em repouso com respeito a` parte espacial do sistema
de coordenadas acima).
Escrevendo
γ˙(τ) = a(τ)
∂
∂t
+ b(τ)
∂
∂ϕ
,
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temos que a = dt(γ˙) = d
dτ
(t ◦ γ), b = dϕ(γ˙) = d
dτ
(ϕ ◦ γ). Pela definic¸a˜o acima, como
|∂/∂ϕ| = √−gϕϕ, a velocidade circular da curva e´ dada por
vc =
1
a
√
gtt
|b|
∣∣∣∣ ∂∂ϕ
∣∣∣∣ =√−gϕϕgtt
∣∣∣∣dϕ(γ˙)dt(γ˙)
∣∣∣∣.
Em notac¸a˜o simplificada,
vc =
√
−gϕϕ
gtt
∣∣∣∣ ϕ˙t˙
∣∣∣∣
=
√
−gϕϕ
gtt
∣∣∣∣dϕdt
∣∣∣∣. (4.13)
Para o disco de Kuzmin relativ´ıstico, a velocidade circular e´ dada por [44]
(vc)
2 =
mR2
(1− m
2
√
R2+a2
)[(R2 + a2)3/2 + m
2
(a2 −R2)] . (4.14)
Para escalas gala´cticas (ver figura 3.2), temos que a e´ da ordem de kpc e m da ordem de
10−6 kpc, de modo que m/a e´ da ordem de 10−6. Logo, para escalas gala´cticas, os termos
m
2
√
R2+a2
e m
2
(a2−R2) no denominador de (4.14) podem ser desprezados, recuperando assim a
expressa˜o newtoniana (3.13). O mesmo racioc´ınio pode ser utilizado para comparar o perfil
de densidade nos dois modelos, e a conclusa˜o e´ que para valores da ordem dos citados acima
os perfis newtoniano e relativ´ıstico sa˜o indistingu¨´ıveis.
Em um espac¸o-tempo esta´tico descrito por um sistema de coordenadas axial (t, R, z, ϕ)
(supomos que exista um sistema de coordenadas global para a variedade, de modo que nesse
caso um espac¸o-tempo “esta´tico”signifique um no qual a me´trica na˜o dependa da coordenada
temporal nesse sistema de coordenadas), o momento angular espec´ıfico (momento angular
por unidade de massa) de uma part´ıcula de teste em relac¸a˜o a esse sistema de coordenadas
e´ definido como a quantidade conservada com respeito a` coordenada ϕ da ac¸a˜o I =
∫
ds,
obtido atrave´s da soluc¸a˜o das equac¸o˜es de Euler-Lagrange
∂L
∂xµ
− d
ds
∂L
∂x˙µ
, (4.15)
onde L =
√
gµν
dxµ
ds
dxν
ds
. Mais especificamente, definimos
h := −∂L
∂ϕ˙
. (4.16)
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Dessa forma, obtemos
h = −gϕϕdϕ
ds
(4.17)
e, para o caso de uma me´trica descrita por
ds2 = eν(R,z)dt2 − eλ(R,z)(dR2 + dz2 + r2dϕ2),
o momento angular espec´ıfico de uma part´ıcula de teste (que segue geode´sicas) percorrendo
uma trajeto´ria circular com z fixo em torno eixo z e´ dado por [44]
h = −R2eλ
√
(eν),R
eν(R2eλ),R −R2eλ(eν),R . (4.18)
Segundo [44], as o´rbitas circulares no modelo de Kuzmin satisfazem o crite´rio de Rayleigh
(3.14) para escalas gala´cticas (a/m & 103).
A curva de rotac¸a˜o para o disco de Kuzmin relativ´ıstico (4.14) tem cara´ter kepleriano, e
portanto esse modelo na˜o e´ capaz de explicar a anomalia nas curvas de rotac¸a˜o de gala´xias
espirais citada na sec¸a˜o (1.1). Ale´m disso, para valores adequados a escalas gala´cticas (a/m &
106), as correc¸o˜es relativ´ısticas sa˜o desprez´ıveis, de forma que a relatividade geral e a teoria
newtoniana da˜o o mesmo resultado nesse caso.
5Teoria integra´vel de Weyl-Dirac
Como dito anteriormente, a modificac¸a˜o introduzida por Weyl na relatividade geral foi
no intuito de elaborar uma teoria unificada da gravitac¸a˜o e do eletromagnetismo. Para
isso, introduziu uma conexa˜o na˜o-me´trica (∇g 6= 0) dependendo de uma 1-forma ω [34].
Os detalhes sobre a geometria de Weyl esta˜o apresentados na sec¸a˜o (2.3) e nas refereˆncias
la´ citadas, e pretendemos neste cap´ıtulo apresentar algumas teorias f´ısicas baseadas nessa
geometria, suas consequ¨eˆncias e algumas de suas caracter´ısticas, assim como as cr´ıticas feitas
a essas teorias. Posteriormente, estudaremos com mais detalhe a teoria proposta em [25],
uma modificac¸a˜o de [14] para o caso em que a geometria e´ integra´vel (ver sec¸a˜o 2.3). Notamos
que [11] e´ um caso particular de [25], no caso em que a constante de acoplamento da teoria e´
nula (caso estudado por Dirac para a geometria na˜o-integra´vel). Nessa teoria, construiremos
discos de Kuzmin para alguns casos especiais, comparando com o caso relativ´ıstico as curvas
de rotac¸a˜o e os perfis de densidade. Com isso, veremos quais sa˜o as condic¸o˜es para que essa
teoria possa servir como candidata a explicar a incompatibilidade entre as curvas de rotac¸a˜o
observadas e as calculadas pela teoria newtoniana (e, por consequeˆncia, pela relatividade
geral).
5.1 Gravitac¸a˜o e eletromagnetismo - Hermann Weyl
Hermann Weyl propoˆs, em 1918, uma teoria que unificasse a gravitac¸a˜o e o eletromag-
netismo. Em seu artigo de 1918, introduziu para isso uma nova geometria, generalizac¸a˜o da
geometria riemanniana. A 1-forma ωµdx
µ (sec¸a˜o 2.3) representaria o quadripotencial ele-
tromagne´tico e sua diferencial exterior, a curvatura do comprimento, representaria o campo
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eletromagne´tico. A ac¸a˜o proposta por Weyl para o va´cuo foi
S =
∫
R lijk R
ijk
l
√−gd4x,
onde R lijk e´ o tensor de curvatura da geometria de Weyl e g = det(gµν) (ver apeˆndice A
para a formulac¸a˜o lagrangiana de teorias relativ´ısticas). Tal ac¸a˜o e´ invariante de gauge, e
foi considerada por Weyl como a mais simples e mais natural [34]. Essa teoria traz certas
dificuldades de ordem pra´tica (as equac¸o˜es de campo sa˜o de quarta ordem, enquanto que as
equac¸o˜es da relatividade geral - e da mecaˆnica newtoniana - sa˜o de segunda ordem), o que
tem a ver com a forma escolhida para a lagrangiana. Para uma apresentac¸a˜o mais detalhada
da teoria de Weyl, ver [34, 47, 16].
Einstein levantou cr´ıticas a` teoria de Weyl, mais especificamente ao fato de a geometria
na˜o ser integra´vel (ver def. (2.3.9)). Segundo ele, isso faria com que as linhas espectrais dos
elementos qu´ımicos dependessem da localizac¸a˜o e da histo´ria de cada part´ıcula, o que na˜o e´
observado [34, 40]. Contudo, Weyl replica essa afirmac¸a˜o dizendo que para poder ser feito esse
tipo de estudo em sua teoria seria necessa´rio obter as equac¸o˜es de movimento de part´ıculas
de teste, o que na˜o havia sido feito em seu artigo. Apo´s o advento da teoria quaˆntica para o
ele´tron Weyl abandonou sua teoria original, aplicando suas ide´ias na mecaˆnica quaˆntica. As
transformac¸o˜es de gauge (2.65) foram substitu´ıdas por transformac¸o˜es de fase dependentes
das coordenadas e do tempo na func¸a˜o de onda, o que culminou em um formalismo para
introduzir fenoˆmenos eletromagne´ticos na mecaˆnica quaˆntica [34].
5.2 Teoria de Weyl-Dirac
Em 1938, Paul Dirac propoˆs sua “hipo´tese dos grandes nu´meros”, que dizia basicamente
que os nu´meros grandes (da ordem de 1039) adimensionais existentes na natureza como razo˜es
entre quantidades f´ısicas deveriam ser func¸o˜es do tempo cosmolo´gico [15]. Da´ı, deduziu que
a “constante gravitacional”G deveria ser proporcional a t−1. Dirac argumentou que sua
hipo´tese, desse modo, era incompat´ıvel com a relatividade geral (na qual G e´ constante).
No entanto, nesse primeiro artigo na˜o formulou uma teoria completa da gravitac¸a˜o: so´ deu
argumentos qualitativos baseados em sua hipo´tese.
A formulac¸a˜o de uma teoria f´ısica baseada em sua hipo´tese veio somente em 1973, baseada
na geometria de Weyl [14]. Para evitar termos quadra´ticos na lagrangiana, que resultam em
EDPs de quarta ordem, Dirac introduziu um campo escalar β, com Π(β) = −1 (ver def.
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(2.3.11)). A ac¸a˜o da teoria no va´cuo e´ dada por [14]
SDir =
∫
Ω
[
1
4
WµνW
µν + β2R + k(βµ + βωµ)(βµ + ωµ) + 2Λβ
4]
√−gd4x, (5.1)
onde R e´ o escalar de curvatura da geometria de Weyl (Π(R) = −2) e k e´ uma constante.
Wµν tambe´m foi interpretado como o campo eletromagne´tico. Trabalhando com k = 6 por
simplicidade, obteve equac¸o˜es de campo e equac¸o˜es de movimento para part´ıculas de teste
com massa m e carga e.
Para eliminar as objec¸o˜es levantadas sobre a na˜o-integrabilidade do comprimento de
vetores propagados paralelamente na teoria, Dirac propoˆs a existeˆncia de duas me´tricas
(representadas aqui por intervalos): dsE, a`s quais as equac¸o˜es de Einstein se referem, e dsA,
a me´trica medida por aparatos experimentais baseados em propriedades atoˆmicas da mate´ria
[14]. Essas me´tricas estariam relacionadas por uma “transformac¸a˜o de gauge”(eq. (2.65)),
hipo´tese tambe´m utilizada por por [11].
Em 1977, Canuto et al. propuseram uma modificac¸a˜o na teoria de Dirac, a partir da ide´ia
de que fenoˆmenos em diferentes escalas deveriam ser medidos em diferentes “gauges”[11].
Partindo das equac¸o˜es de Einstein no va´cuo e aplicando a` me´trica uma transformac¸a˜o con-
forme, obtiveram as equac¸o˜es de campo de sua teoria para um gauge arbitra´rio. Notaram
tambe´m que essas equac¸o˜es podiam ser deduzidas da ac¸a˜o de Dirac no caso integra´vel, com
k = 6 (ver apeˆndice A). A ac¸a˜o no va´cuo pode enta˜o ser escrita como∫
e−2ωR
√−gd4x.
Veremos na sec¸a˜o seguinte que as equac¸o˜es de Canuto et al. podem ser obtidas da
modificac¸a˜o proposta por Israelit [25] como um caso particular, pelo menos no va´cuo. A
diferenc¸a se da´ somente no modo como o tensor de energia-momento da mate´ria se acopla
ao campo ω.
5.3 Teoria integra´vel de Weyl-Dirac
Nesta sec¸a˜o tratataremos da modificac¸a˜o da teoria de Dirac proposta por Israelit [25].
Baseado na geometria de Weyl integra´vel, partiu da mesma ac¸a˜o proposta por Dirac (eq.
(5.1)), pore´m com k arbitra´rio, introduzindo tambe´m um termo de mate´ria :
SIsr =
∫
Ω
[β2R + k(βµ + βωµ)(βµ + ωµ) + 2Λβ
4 + 8πLM ]
√−gd4x, (5.2)
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onde o ı´ndice subscrito dos campos escalares denota a derivada parcial.
Defina
α = k − 6. (5.3)
As equac¸o˜es de campo da teoria sa˜o (ver [25] e apeˆndice A)
Gµν = 8π
Tµν
β2
− α(ZµZν − 1
2
gµνZ
σZσ)− 2(gµνbσ;σ − bµ;ν)− 2bµbν − gµνbσbσ +Λβ2gµν , (5.4)
2α(β2Zν);ν = 16πS, (5.5)
K + k(bσ;σ + b
σbσ) = −α(ωσωσ − ωσ;σ)− 4Λβ2 +
8π
β
B, (5.6)
onde b := ln(β), Z := ω + b e
Tµν := − 1√−g
δ(LM
√−g)
δgµν
, (5.7)
S := −1
2
δLM
δω
, (5.8)
B := −1
2
δLM
δβ
. (5.9)
Essas equac¸o˜es esta˜o sujeitas a`s leis de conservac¸a˜o
T νµ ;ν − Sωµ −Bβµ = 0, (5.10)
T + S − βB = 0, (5.11)
onde T = T µµ , que veˆm da invariaˆncia da ac¸a˜o por difeomorfismos e transformac¸o˜es de
gauge, respectivamente. Vale notar que as leis de conservac¸a˜o fazem com que a eq. (5.6)
seja satisfeita automaticamente, e portanto o campo β na˜o tem dinaˆmica (ver [25] e apeˆndice
A).
5.3.1 Equac¸o˜es de movimento
Vejamos agora quais sa˜o as equac¸o˜es de movimento da teoria para part´ıculas de teste.
Suponha que a mate´ria seja descrita por um fluido composto por part´ıculas de mesma massa
m na˜o interagentes. Assim, se uν representar uma famı´lia de observadores locais (unita´rios
com ralac¸a˜o ao gauge determinado por ωµ) em relac¸a˜o aos quais as part´ıculas se encontrem
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em repouso, podemos escrever T µν = ρuµuν , onde ρ e´ a densidade do fluido medida por
esses observadores. Definindo uma quantidade ρN como sendo a densidade de nu´mero de
part´ıculas medida por um observador (unita´rio com ralac¸a˜o ao gauge determinado por ωµ)
em repouso com relac¸a˜o ao fluido, temos que ρ = mρN . Supomos que S (eq. 5.8) seja dado
por S = qsρN , onde qs mede a interac¸a˜o da mate´ria com Z
µ. Analogamente, supo˜e-se que
B = bsρN .
Da lei de conservac¸a˜o (5.11), temos que m, qs e bs satisfazem
m+ qs − βbs = 0. (5.12)
Fisicamente, o nu´mero de part´ıculas se conserva. Segundo Israelit e refereˆncias em seu
artigo, essa propriedade e´ expressa matematicamente como
(ρNu
ν);ν = 0,
onde a derivac¸a˜o covariante e´ dada com respeito a` conexa˜o de Levi-Civita associada a` me´trica
determinada pelo gauge no qual estamos trabalhando. Queremos que essa expressa˜o seja
invariante de gauge, de modo que a expressa˜o“conservac¸a˜o do nu´mero de part´ıculas”esteja
bem-definida. Notamos que a expressa˜o acima pode ser reescrita como
(ρN
√−guν),ν = 0.
Desse modo, mudando o gauge,
√−g˜ = e4λ√−g, e uν deve ser renormalizado de modo que
u˜ν seja unita´rio nesse gauge. Logo, u˜ν = e−λuν . Dessa forma, devemos ter ρ˜N = e−3λρN , ou
Π(ρN) = −3.
Das equac¸o˜es de campo (5.4), Π(T µν) = −6. Logo, Π(ρ) = −4 e, portanto Π(m) = −1.
De (5.12), Π(qs) = −1. As leis de conservac¸a˜o (5.10, 5.11) implicam (ver apeˆndice A)
T νµ ;ν − Tbµ = SZµ, (5.13)
o que, para o caso da “nuvem”de part´ıculas, nos da´
(ρuνuµ);ν − ρbµ = qsρNZµ. (5.14)
Como ρ = mρN e estamos supondo (ρNu
ν);ν = 0, temos que
(ρuν);ν = ρNu
νm;ν . (5.15)
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Note que, como Π(m) = −1, para um gauge arbitra´rio temos que m;ν na˜o e´ necessariamente
zero. Segue que
uµ(ρuν);ν + ρu
ν(uµ;ν)− ρbµ = qsρNZµ.
Utilizando (5.15) e o fato de que gµν;σ = 0, podemos “subir”o ı´ndice µ, obtendo
uµuνm;ν +mu
ν(uµ;ν)−mbµ = qsZµ,
ou seja,
uν(uµ;ν) =
qs
m
Zµ + bµ − uµuνm;ν
m
. (5.16)
Para obtermos a forma final das equac¸o˜es de movimento e´ necessa´rio eliminar m;ν da
equac¸a˜o acima. Contraindo a expressa˜o acima com uµ e notando que uµ(u
µ
;ν) = 0 (pois
uµu
µ = 1 ao longo das trajeto´rias) temos
1
m
uνm;ν =
qs
m
uνZν + u
νbν . (5.17)
Substituindo em (5.16), obtemos a equac¸a˜o de movimento para part´ıculas de teste proposta
por Israelit [25]
d2xµ
ds2
+ {µσν}
dxσ
ds
dxν
ds
= (bν +
qs
m
Zν)(g
µν − dx
µ
ds
dxν
ds
). (5.18)
Notamos que essas equac¸o˜es podem ser obtidas a partir do princ´ıpio variacional
δ
∫
β exp
[
qs
m
Z
]
ds = 0, (5.19)
onde s e´ o comprimento de arco no gauge associado a β. Como βds, qs
m
e Z sa˜o invariantes
de gauge, a expressa˜o acima e´ invariante de gauge, e portanto o princ´ıpio variacional (assim
como as equac¸o˜es de movimento (5.18)) esta´ bem-definido.
Vejamos adiante o que acontece em alguns casos especiais.
1) Suponha que α = 0. Isso e´, para todos os efeitos, equivalente a tomar Z = 0 (ou
ω = −b), e portanto ωµ = −bµ. Nesse caso S = 0. As equac¸o˜es de movimento se reduzem a
d2xµ
ds2
+ {µσν}
dxσ
ds
dxν
ds
+ ων
(
gµν − dx
µ
ds
dxν
ds
)
= 0, (5.20)
que, sa˜o pre´-geode´sicas da geometria de Weyl (ver definic¸a˜o 2.2.11), reparametrizadas de
modo que seu vetor tangente tenha norma 1 no gauge especificado. Essas equac¸o˜es podem
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ser obtidas a partir de (ver eq. 5.19)
δ
∫
e−ωds = 0. (5.21)
A reparametrizac¸a˜o
ξ(s) =
∫ s
e−ωds′ (5.22)
nos da´, como e´ imediato ver, a equac¸a˜o das geode´sicas de Weyl (2.15), onde os coeficientes
da conexa˜o sa˜o dados por (2.64). Dessa forma, o paraˆmetro ξ, dado pela equac¸a˜o (5.22), e´
um paraˆmetro afim das geode´sicas de Weyl. Reciprocamente, dada uma geode´sica de Weyl
parametrizada por um paraˆmetro afim ξ e fixo um gauge (gµν , ω), a reparametrizac¸a˜o
s(ξ) = A
∫ ξ
eωdξ′ (5.23)
(com A constante) e´ tal que o vetor tangente a` curva parametrizada por s tem norma
constante com relac¸a˜o a g, o que segue diretamente da compatibilidade da conexa˜o com a
estrutura de Weyl (ver def. 2.3.3). Asssim, escolhendo A de modo que o vetor tangente a`
curva tenha norma 1 com respeito a g, obtemos para a pre´-geode´sica parametrizada por s a
equac¸a˜o (5.20).
2) No gauge em que β = 1, temos que as equac¸o˜es de movimento (5.18) se reduzem a
d2xµ
ds2
+ {µσν}
dxσ
ds
dxν
ds
− qs
m
ων
(
gµν − dx
µ
ds
dxν
ds
)
= 0, (5.24)
e se supusermos que a lagrangiana das part´ıculas na˜o depende de β, teremos bs = 0, e
portanto (pela eq. 5.12) qs = −m. As equac¸o˜es se reduzem, enta˜o, a
d2xµ
ds2
+ {µσν}
dxσ
ds
dxν
ds
+ ων
(
gµν − dx
µ
ds
dxν
ds
)
= 0, (5.25)
as mesmas do caso α = 0.
Notemos que para que a equac¸a˜o de movimento tome a forma (5.20) a u´nica restric¸a˜o
necessa´ria e´ que a lagrangiana das part´ıculas na˜o dependa de β, pois nesse caso temos bs = 0,
de forma que a equac¸a˜o (5.12) nos da´ qs = −m. Substituindo em (5.18), obtemos (5.20).
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Observadores na geometria de Weyl
Notemos que as equac¸o˜es de movimento (5.18) se referem a curvas parametrizadas (no
caso, pelo comprimento de arco de uma me´trica espec´ıfica da estrutura conforme). Segundo
[14] e [11], o processo de medida esta´ associado a um “gauge”ou, em outras palavras, a` escolha
do par (gµν , ωµ). Seguindo essa hipo´tese, diferentes gauges - ou, como na versa˜o proposta
por Canuto et al., diferentes “padro˜es de escala”(unidades de medida que variam de ponto
a ponto) [11] - nos dariam diferentes medidas. Baseando-nos no fato de que as equac¸o˜es
de movimento sa˜o escritas, para um gauge fixo, de modo que a norma da 4-velocidade da
part´ıcula seja igual a 1 nesse gauge, tomamos como um observador uma curva tipo-tempo
apontando para o futuro (assim como na relatividade geral). A parametrizac¸a˜o dessa curva
nos determina a unidade de tempo medida por esse observador. Supomos que para que esse
observador realize medidas de velocidade seja necessa´rio determinar como o tempo passa
para ele, ou seja, determinar o gauge. Isso e´ feito da seguinte forma: Fixado um gauge
(gµν , ωµ), a parametrizac¸a˜o da curva e´ escolhida de forma que o vetor tangente a` curva tenha
norma 1 com relac¸a˜o a g. Desse modo, nesse gauge e´ poss´ıvel definir a velocidade newtoniana
de uma part´ıcula (cuja curva que a representa tambe´m e´ parametrizada de modo que seu
vetor tangente tenha norma 1 nesse gauge) da mesma forma que na relatividade geral.
Assim, a cada observador esta´ associado um gauge, e o observador realiza medidas nesse
gauge. Mudando o gauge, mudamos a parametrizac¸a˜o das curvas. Segundo a interpretac¸a˜o
dada por Dirac [14] e Canuto et al. [11], a mudanc¸a de gauge corresponde a uma mudanc¸a
nas unidades de medida dos observadores, de modo que duas parametrizac¸o˜es diferentes
para uma dada curva da˜o duas formas diferentes com que o tempo passa para o observador
associado a essa curva. Assim, a princ´ıpio, a medida da velocidade newtoniana dependeria
do gauge, propriedade que queremos analisar no que segue. Com essa ana´lise pretendemos
tambe´m tornar mais clara a noc¸a˜o de “observador”dada neste para´grafo.
Supondo que a interpretac¸a˜o dada acima a respeito do que e´ um observador na geometria
de Weyl (esse conceito pode ser estendido para o caso em que a geometria na˜o e´ integra´vel)
e de como este realiza medidas esteja correta, e que as equac¸o˜es de movimento para as
part´ıculas sejam consistentes (isto e´, que a imagem da curva que e´ soluc¸a˜o das equac¸o˜es
de movimento seja independente do gauge), vejamos como se relacionam as velocidades
newtonianas de uma part´ıcula (representada por uma curva γ que aponta para o futuro cuja
parametrizac¸a˜o depende do gauge, como explicado acima) medidas por um observador em
diferentes gauges. Utilizaremos abaixo, somente nesta sec¸a˜o, a notac¸a˜o da sec¸a˜o (2.3), por
acharmos mais conveniente para a apresentac¸a˜o do que segue. A transic¸a˜o entre as notac¸o˜es
na˜o deve causar problemas.
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Tambe´m, como na relatividade geral, definimos um observador instanta^neo em um
ponto p ∈ M como sendo um vetor tipo-tempo Y ∈ TpM que aponta para o futuro. Esse
observador instantaˆneo realiza medidas nos gauges em que Y tem norma 1. Mudando o
gauge, esta´ associado a Y o observador instantaˆneo Y˜ , que corresponde ao mesmo observador
f´ısico inicial, pore´m medindo diferentemente a forma como passa o tempo.
Seja p ∈ M de modo que γ passe por p, e tome um gauge determinado por (g, ω),
onde g ∈ G e´ uma me´trica pertencente a` estrutura conforme G da variedade de Weyl e ω
e´ a 1-forma (na˜o necessariamente exata) associada, com F (g) = 2ω (ver sec¸a˜o 2.3). Nesse
gauge, suponha que um observador (instantaˆneo) em p seja descrito por um vetor tipo-
tempo Y ∈ TpM, de norma 1 com relac¸a˜o a g. Nesse gauge, a curva γ que representa a
trajeto´ria de uma part´ıcula e´ parametrizada de modo que sua 4-velocidade tenha norma 1.
A velocidade newtoniana da part´ıcula medida por esse observador nesse gauge e´ definida
enta˜o como na relatividade geral (ver sec¸a˜o 4.1): SeX = γ˙p ∈ TpM, pelo lema (2.1.18) temos
que X = aY + S, com a > 0, onde S e´ tipo-espac¸o e Y e S sa˜o ortogonais. A velocidade
newtoniana medida por esse observador nesse gauge e´, enta˜o, dada por V := S/a. A norma
da velocidade newtoniana e´ enta˜o dada por
|V | =
√
−g(S, S)
a2
Suponha agora que esse mesmo observador mec¸a a velocidade newtoniana da part´ıcula
em outro gauge dado por (g˜, ω˜), que esta´ relacionado com (g, ω) por g˜ = e2λg, ω˜ = ω + dλ.
Enta˜o, no novo gauge, o observador e´ representado por um vetor Y˜ , com norma 1 com
respeito a g˜. Temos, portanto,
1 = g˜(Y˜ , Y˜ ) = e2λ(p)g(Y˜ , Y˜ ),
com Y˜ = bY para b > 0. Logo, devemos ter
Y˜ = e−λ(p)Y.
No novo gauge, a curva que representa a trajeto´ria da part´ıcula e´ reparametrizada de
modo que g˜( ˙˜γ, ˙˜γ) = 1. Logo, se X˜ = ˙˜γp ∈ TpM, devemos ter
X˜ = e−λ(p)X.
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Dessa forma, escrevendo X˜ = a˜Y˜ + S˜, com S˜ tipo-espac¸o e proporcional a S, segue que
S˜ = e−λ(p)S
e
a˜ = a.
Assim, a velocidade newtoniana medida por esse observador no novo gauge e´
V˜ :=
S˜
a˜
= e−λV,
que e´ diferente da velocidade newtoniana no gauge original. Contudo, a norma da velocidade
newtoniana medida no novo gauge e´ dada por
|V˜ | =
√
−g˜(S˜, S˜)
a˜2
=
√
−g(S, S)
a2
= |V |. (5.26)
Assim, a norma da velocidade newtoniana na˜o depende do gauge no qual a medida e´
realizada. Como a teoria de Israelit, assim como a de Canuto et al., admitem a interpretac¸a˜o
acima para os observadores (de fato as equac¸o˜es de movimento sa˜o escritas de modo que essa
hipo´tese fica impl´ıcita), nessas teorias temos que a equac¸a˜o (5.26) se aplica, e portanto a
norma da velocidade newtoniana medida nessa teoria e´ independente do gauge no qual se
encontra o observador. Esse fato tem consequ¨eˆncias, por exemplo, nas predic¸o˜es de modelos
relativ´ısticos de discos gala´cticos, como sera´ visto adiante. Em particular, a velocidade
circular das curvas de rotac¸a˜o para o modelo de Kuzmin constru´ıdo para o caso particular
em que a constante de acoplamento α da teoria de Israelit e´ igual a zero (ver equac¸o˜es (5.2),
(5.3)) - que e´ formalmente equivalente a` teoria de Canuto et al. na maioria dos aspectos
- e´ independente do gauge. Como essa teoria e´ tal que existe um gauge no qual vale a
relatividade geral (determinado pela condic¸a˜o ω = 0), a velocidade circular do modelo de
Kuzmin nessa teoria constru´ıdo a partir do modelo relativ´ıstico [44] e a do pro´prio modelo
relativ´ıstico sa˜o iguais. Mais geralmente, para todo modelo nessa teoria obtido a partir de
um modelo relativ´ıstico, a velocidade circular sera´ a mesma em ambos.
5.4 Modelos de Kuzmin em Weyl-Dirac integra´vel
Nesta sec¸a˜o construimos modelos de Kuzmin na teoria integra´vel de Weyl-Dirac [25] e
na teoria proposta por Canuto et al., ambas modificac¸o˜es para o caso integra´vel de [14].
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Tratamos de alguns casos particulares de [25], e discutimos a validade dos resultados obtidos
para casos mais gerais. A ana´lise das predic¸o˜es dessas teorias ocorre atrave´s da comparac¸a˜o
dos perfis de densidade e das curvas de rotac¸a˜o obtidas com as respectivas quantidades
relativ´ısticas. O termo cosmolo´gico Λβ4 e´ desprezado no restante do trabalho, pois e´ suposto
que na˜o tenha influeˆncia em escalas gala´cticas. Tambe´m analisamos o limite newtoniano de
um dos casos estudados.
Nos casos especiais analisados abaixo, a me´trica possui simetria axial e e´ escrita na forma
isotro´pica
ds2 = eν(R,z)dt2 − eλ(R,z)(dR2 + dz2 + r2dϕ2) (5.27)
e nos restringimos aos casos nos quais ω = ω(R, z), onde fica impl´ıcito que o sistema de
coordenadas cartesiano associado ao sistema de coordenadas cil´ındricas (t, R, z, ϕ) cobre
todo o espac¸o-tempo. Ale´m disso, as equac¸o˜es de movimento para part´ıculas de teste sa˜o
dadas por (5.20):
d2xµ
ds2
+ {µσν}
dxσ
ds
dxν
ds
+ ων
(
gµν − dx
µ
ds
dxν
ds
)
= 0. (5.28)
Faremos, antes de construir os modelos de Kuzmin para os casos particulares, consi-
derac¸o˜es gerais sobre quantidades f´ısicas associadas a`s trajeto´rias das part´ıculas descritas por
(5.20). A velocidade circular medida por um observador instantaˆneo (unita´rio em relac¸a˜o ao
gauge escolhido, de acordo com a convenc¸a˜o adotada acima) em repouso junto a` part´ıcula e´
dada por (4.13). Notamos, primeiramente, que as equac¸o˜es (5.28) podem ser reescritas como
d2xµ
ds2
+
(
{µσν}+ gσνωµ
)
dxσ
ds
dxν
ds
− ων dx
ν
ds
dxµ
ds
= 0.
Considerando o espac¸o-tempo descrito, em coordenadas cil´ındricas (t, R, z, ϕ), pela me´trica
ds2 = gttdt
2 + grrdr
2 + gzzdz
2 + gϕϕdϕ
2
para algum gauge, com gνν = gνν(R, z), ν = t, R, z, ϕ e com respectivo campo ω (na˜o
importa de quais coordenadas depende), a equac¸a˜o de movimento para a coordenada R nos
da´
R¨ +
(
{Rσν}+ gσνωR
)
dxσ
ds
dxν
ds
+ ων
dxν
ds
R˙ = 0. (5.29)
A fim de calcularmos a velocidade newtoniana de part´ıculas fazendo um movimento
circular em torno do centro na hipersuperf´ıcie z = 0, fazemos R = cte. e z = 0 em (5.29):(
{Rϕϕ}+ gϕϕωR
)
(ϕ˙)2 +
(
{Rtt}+ gttωR
)
(t˙)2 = 0,
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pois {Rtϕ} = 0. Assim, temos
(ϕ˙)2
(t˙)2
= − {
R
tt}+ gttωR
{Rϕϕ}+ gϕϕωR
. (5.30)
Para as geode´sicas parametrizadas pelo paraˆmetro afim ξ (ver eq. 5.22), temos que as
equac¸o˜es das geode´sicas de Weyl podem ser reescritas como
d2xµ
ds2
+
(
{µσν}+ gσνωµ
)
dxσ
ds
dxν
ds
− 2ων dx
ν
ds
dxµ
ds
= 0.
O termo 2ων
dxν
ds
dxµ
ds
na equac¸a˜o para xµ = R e´ nulo para a velocidade circular, de modo
que a velocidade circular nessa nova parametrizac¸a˜o e´ igual a` velocidade circular na para-
metrizac¸a˜o pelo comprimento de arco da me´trica gµν .
Fac¸amos uma mudanc¸a de gauge do tipo (2.65), a qual preserva a conexa˜o. Temos que
{˜µσν} = {µσν} − gσνλµ + δµσλν + δµνλσ. (5.31)
Assim, nesse novo gauge, temos que
(˜ϕ˙)2
(˜t˙)2
= − {˜
R
tt}+ g˜ttω˜R
{˜Rϕϕ}+ g˜ϕϕω˜R
= − {˜
R
tt}+ g˜ttg˜RRω˜R
{˜Rϕϕ}+ g˜ϕϕg˜RRω˜R
.
Como, por (5.31)
{˜Rtt} = {Rtt} − gttλR,
temos que
{˜Rtt}+ g˜ttg˜RRω˜R = {Rtt}+ gttωR
por (2.65). Analogamente,
{˜Rϕϕ}+ g˜ϕϕg˜RRω˜R = {Rϕϕ}+ gϕϕωR,
e portanto
(˜ϕ˙)2
(˜t˙)2
=
(ϕ˙)2
(t˙)2
.
Assim, a velocidade circular, definida por (vc)
2 = − gtt
gϕϕ
(ϕ˙)2
(t˙)2
, e´ dada por
(vc)
2 =
gtt
gϕϕ
{Rtt}+ gttωR
{Rϕϕ}+ gϕϕωR
. (5.32)
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Pelos ca´lculos acima, essa expressa˜o e´ invariante de gauge, como de fato deveria ser pelos
argumentos geome´tricos dados no final da sec¸a˜o (5.3.1).
Para a me´trica (5.27), temos que
{Rtt} =
1
2
(eν),R
eλ
e
{Rϕϕ} =
1
2
R(2 +RλR),
de maneira que
− {
R
tt}+ gttωR
{Rϕϕ}+ gϕϕωR
=
(eν),R − 2eνωR
(R2eλ)R − 2R2eλωR .
A velocidade circular enta˜o e´ dada por
(vc)
2 =
R2eλ
eν
(eν),R − 2eνωR
(R2eλ),R − 2R2eλωR . (5.33)
Como na relatividade geral, definimos o momento angular especı´fico da part´ıcula
com respeito ao sistema de coordenadas (t, R, z, ϕ) como a quantidade conservada relaci-
onada a` coordenada ϕ da ac¸a˜o
∫
e−ωds (ver eq. 4.16), obtido atrave´s das equac¸o˜es de
Euler-Lagrange (4.15). Obtemos enta˜o
h := −e−ωgϕϕϕ˙, (5.34)
onde ϕ˙ = dϕ
ds
e´ a componente ϕ do vetor tangente a` curva que representa a trajeto´ria da
part´ıcula, parametrizada de forma que este tenha norma 1 com respeito a g. A expressa˜o
acima e´ invariante de gauge, se tomarmos no novo gauge descrito pela me´trica g˜ a parame-
trizac¸a˜o pelo comprimento de arco de g˜.
O fato de que o vetor tangente a` curva tem norma 1 significa, para a me´trica (5.27), que
eν
(
dt
ds
)2
−R2eλ
(
dϕ
ds
)2
= 1. (5.35)
Juntamente com a equac¸a˜o (5.30) e com dϕ
ds
= dϕ
dt
dt
ds
, obtemos para uma part´ıcula de teste
em uma trajeto´ria circular (R constante) em uma hipersuperf´ıcie dada por z constante:
h = −e−ωR2eλ
√
(eν),R − 2eνωR
eν [(R2eλ),R − 2R2eλωR]−R2eλ[(eν),R − 2eνωR] . (5.36)
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Vemos, como no caso da velocidade circular, que a expressa˜o e´ de fato invariante de
gauge.
Nos casos que seguem, supomos que no limite de campos fracos e baixas velocidades
valham a primeira e a segunda leis de Newton, sendo a modificac¸a˜o que a teoria introduz com
relac¸a˜o a` relatividade geral de origem gravitacional. Dessa forma, nesse limite, o crite´rio de
estabilidade de Rayleigh e´ dado pela equac¸a˜o (3.14). Supomos, como em [44], que a extensa˜o
desse crite´rio ao caso geral seja dada pela mesma equac¸a˜o, isto e´:
hh,R > 0. (5.37)
Abaixo, constru´ımos modelos de Kuzmin para casos particulares da teoria de Israelit.
Primeiramente, analisamos o gauge β = 1 (chamado por Dirac de gauge de Einstein [14]),
caso no qual as equac¸o˜es de campo no va´cuo sa˜o equivalentes a`s equac¸o˜es de campo da
relatividade geral com tensor de energia-momento dado por um campo escalar sem massa.
A partir de uma famı´lia de soluc¸o˜es para essa equac¸a˜o no caso esfericamente sime´trico [9],
obtemos uma famı´lia de discos de Kuzmin dependentes do paraˆmetro α da teoria. Estudamos
o comportamento das curvas de rotac¸a˜o e dos perfis de densidade desse modelo em func¸a˜o
de α. Vale notar que, se α = 0, recuperamos nesse caso a relatividade geral.
Em seguida, estudamos o caso α = 0. Nesse caso, a teoria de Israelit [25] e´ praticamente
ideˆntica a` modificac¸a˜o proposta por Canuto et al. para a teoria de Dirac [11], a diferenc¸a
aparecendo na forma como o campo ω se acopla a` mate´ria. Como ressaltado acima, se ω = 0
obtemos a relatividade geral. Tendo isso em mente, examinamos as predic¸o˜es feitas por
observadores em diferentes gauges (perfis de densidade e curvas de rotac¸a˜o - estas u´ltimas,
como ja´ dito, sa˜o independentes do gauge) segundo a teoria. Vale aqui ressaltar que essa
comparac¸a˜o tem cara´ter apenas qualitativo, e nos da´ apenas uma primeira aproximac¸a˜o
para os processos f´ısicos que ocorrem nas gala´xias espirais. Tambe´m investigamos o que
ocorre no limite newtoniano, isto e´, no limite de campos fracos e velocidades baixas. Sob
certas hipo´teses, e´ poss´ıvel obter uma modificac¸a˜o nas equac¸o˜es de movimento devida a ω,
assim como uma equac¸a˜o para esse campo similar a` equac¸a˜o de Poisson (3.6). Resolvemos
essa equac¸a˜o para alguns casos, obtendo assim as curvas de rotac¸a˜o associadas a algumas
distribuic¸o˜es esfericamente sime´tricas de mate´ria. Tais resultados sa˜o u´teis pois nos da˜o uma
ide´ia do que pode ocorrer para distribuic¸o˜es de mate´ria mais realistas, caso muito mais dif´ıcil
de ser abordado.
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5.4.1 Gauge de Einstein
Com β = 1, as equac¸o˜es de campo da teoria se reduzem a
Gµν = 8π(Tµν +Θµν) (5.38)
e
2αων;ν = 16πS, (5.39)
onde
8πΘµν = α(
1
2
gµνωλωλ − ωµων). (5.40)
No va´cuo, Tµν = 0 e S = 0. As equac¸o˜es de campo se reduzem, enta˜o, a
Gµν = α(
1
2
gµνωλωλ − ωµων), (5.41)
ων;ν = 0. (5.42)
Essas equac¸o˜es sa˜o as mesmas equac¸o˜es que as para um tensor de energia-momento descrito
por um campo escalar sem massa na relatividade geral [46]. Para o caso esfericamente
sime´trico, uma famı´lia de soluc¸o˜es foi encontrada por Buchdahl [9], que em coordenadas
cil´ındricas isotro´picas e´ dada por
ds2 =
(
1− f
1 + f
)2γ
dt2 − (1− f)2−2γ(1 + f)2+2γ(dR2 + dz2 +R2dϕ2), (5.43)
ω = 2λ ln
(
1− f
1 + f
)
, (5.44)
onde
f =
m
2
√
R2 + z2
(5.45)
e γ e λ sa˜o constantes satisfazendo
γ2 = 1 + 2αλ2. (5.46)
Para uma me´trica do tipo (5.43) e uma func¸a˜o ω dada por (5.44) em coordenadas
cil´ındricas isotro´picas (t, R, z, ϕ), com f = f(R, z), e´ poss´ıvel demonstrar que o tensor de
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energia-momento (5.38) e´ escrito como
T tt = −
γ − f
2π(1− f)3−2γ(1 + f)3+2γ
(
f,RR+f,zz +
1
R
f,R
)
,
T rr =
1
4π(1− f)3−2γ(1 + f)3+2γ
{
f
(
f,zz +
1
R
f,R
)
+ 2(f,R )
2 − (f,z )2
}
,
T zr = −
1
4π(1− f)3−2γ(1 + f)3+2γ (ff,Rz −3f,R f,z ), (5.47)
T zz =
1
4π(1− f)3−2γ(1 + f)3+2γ
{
f
(
f,RR+
1
R
f,R
)
+ 2(f,z )
2 − (f,r )2
}
,
Tϕϕ =
1
4π(1− f)3−2γ(1 + f)3+2γ {f(f,RR+f,zz )− ((f,R )
2 + (f,z )
2)}.
Aplicamos o me´todo de Kuzmin a` famı´lia de soluc¸o˜es (5.43, 5.44), escrevendo a me´trica
em coordenadas cil´ındricas isotro´picas e fazendo a transformac¸a˜o z 7→ |z|+ a na func¸a˜o f :
f =
m
2
√
R2 + (|z|+ a)2 .
Para que na˜o haja singularidades nem na me´trica nem em ω, devemos ter m
2a
< 1.
Como na relatividade geral, escrevendo
T νµ = H
ν
µ δ(z) +D
ν
µ , (5.48)
o tensor de energia-momento “f´ısico”do disco sera´ dado por
Y νµ =
√−gzzH νµ (5.49)
na hipersuperf´ıcie z = 0.
Ale´m disso, para z 6= 0, temos queD νµ = 0, o que pode ser visto atrave´s de um argumento
ana´logo ao utilizado no caso relativ´ıstico. Como em [45], o tensor de energia-momento
e´ diagonal nesse sistema de ccordenadas, com pressa˜o isotro´pica. Utilizando o programa
MAPLE, calculamos os perfis de densidade e de pressa˜o no disco, σ = Y 00 , Pi = −Y ii , i =
r, z, ϕ. Definindo
R˜ = R/m, a˜ = a/m, x =
√(
R
m
)2
+
(
a
m
)2
,
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essas quantidades sa˜o escritas como
σ =
a˜/m(γ − 1
2x
)
2π(1− 1
2x
)2−γ(1 + 1
2x
)2+γx3
, (5.50)
P =
a˜/m
8π(1− 1
2x
)2−γ(1 + 1
2x
)2+γx4
. (5.51)
As expresso˜es para o modelo feito na relatividade geral [44] sa˜o obtidas fazendo γ = 1
(isto e´, α = 0 em (5.46)).
Para que a densidade seja positiva em todo ponto, e´ necesa´rio que γ > 1
2a˜
= m
2a
.
Como em [44], e´ poss´ıvel calcular a massa total do disco integrando em r e ϕ a densidade:
MGAL =
∫
σ
√
grrgϕϕdrdϕ = −a+ 1
4a
(2a+m)γ+1
(2a−m)γ−1 . (5.52)
Novamente, para γ = 1, reca´ımos na fo´rmula da relatividade geral obtida em [44].
Segundo a expressa˜o (5.33), a velocidade circular no disco e´
vc = R˜
√√√√√ (γ − 2λ)
R˜2
(
1
2
√
R˜2+a˜2
− (γ + 2λ)
)
+(R˜2 + a˜2)3/2
(
1− 1
4(R˜2+a˜2)
) . (5.53)
Para valores t´ıpicos de escalas gala´cticas (m
a
∼ 10−5, ver sec¸a˜o 4.1), fixando o paraˆmetro
a, e´ poss´ıvel encontrar para uma dada escolha de γ, λ e m um valor para o paraˆmetro m do
modelo relativ´ıstico de modo que as curvas de rotac¸a˜o dos dois modelos sejam praticamente
ideˆnticas. Isso ocorre porque, a menos de um fator multiplicativo, a expressa˜o (5.53) difere
da expressa˜o relativ´ıstica ([44], obtida com γ = 1, λ = 0) apenas por um fator aditivo no
denominador. A diferenc¸a entre as duas configurac¸o˜es (relatividade geral e teoria integra´vel
de Weyl-Dirac no gauge de Einstein) ocorre, nesse caso, no perfil de densidade visto pelo
observador parado em relac¸a˜o ao fluido. Dessa forma, e´ de se esperar que o comportamento
qualitativo das curvas de rotac¸a˜o no gauge de Einstein seja parecido com o comportamento
das curvas relativ´ısticas, fato ilustrado na figura (5.1). Isso nos indica que, se a teoria pro-
posta em [25] puder explicar a anomalia nas curvas de rotac¸a˜o de gala´xias espirais [2, 41]
sem a necessidade de mate´ria escura, ou esse gauge na˜o deve ser o indicado para medir
fenoˆmenos nessa escala ou devemos ter bs 6= 0 em (5.12) - o que da´ qsm 6= −1 em (5.24).
Supondo que a interpretac¸a˜o sobre os observadores na geometria de Weyl dada em (5.3.1)
seja va´lida para a teoria de Israelit, como fica impl´ıcito pela apresentac¸a˜o dada em [25], a
velocidade circular do modelo de Kuzmin seria independente do gauge. Dessa forma, a con-
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clusa˜o a que chegamos e´ que para bs = 0 o modelo de Kuzmin na˜o e´ capaz de produzir curvas
de rotac¸a˜o que concordem com os dados observacionais (ver [2, 41]). Contudo, este modelo
apresenta algumas caracter´ısticas interessantes, como o fato de podermos ter diferentes perfis
de densidade para uma mesma curva de rotac¸a˜o. Ale´m disso, a presenc¸a do fator (γ− 1
2x
) no
numerador da expressa˜o para a densidade nos indica que, para valores de γ pro´ximos de m
2a
,
o valor da densidade na regia˜o pro´xima ao centro da gala´xia e´ muito pequeno com relac¸a˜o
ao seu valor ma´ximo, formando uma estrutura que se aproxima de um anel de mate´ria. E´ o
que ocorre para os valores relativos a` linha verde tracejada da figura (5.1). Como visto nas
figuras (5.1a) e (5.1b), isso pode ser feito sem alterar a curva de rotac¸a˜o. Notamos tambe´m
que o crite´rio de estabilidade de Rayleigh (5.37) para o momento angular espec´ıfico (dado
pela eq. (5.36)) e´ satisfeito por todas as curvas trac¸adas (ver fig. (5.2)).
Vemos que, para certas gala´xias como por exemplo a UGC11819 [5], o modelo de Kuzmin
relativ´ıstico (assim como os respectivos casos para β = 1) produz curvas de rotac¸a˜o que se
adequam aos dados observacionais, ao menos no que se refere a` curva de rotac¸a˜o. No entanto,
a velocidade circular nesse modelo tem comportamento kepleriano, isto e´: longe do centro
da gala´xia, temos vc ∝ r−1/2. Desse modo, curvas de rotac¸a˜o planas ou que na˜o decrescem
com R na˜o podem ser explicadas por esse modelo, como dito acima.
As equac¸o˜es desta sec¸a˜o esta˜o escritas em unidades geome´tricas (G = c = 1), de modo
que massas teˆm dimenso˜es de comprimento e velocidades sa˜o adimensionais. Para passarmos
para outros sistemas de unidades (onde G e c teˆm dimenso˜es), e´ feita a ana´lise dimensional
das quantidades f´ısicas e sa˜o utilizados os fatores de conversa˜o convenientes. Na pra´tica,
basta substituir π por πG/c2,m por GM
c2
(ondeM e´ a massa dada em unidades convencionais)
e v por v/c. Para mais detalhes, ver [46], apeˆndice F.
Ilustramos esse procedimento com as grandezas f´ısicas introduzidas nesta sec¸a˜o. A den-
sidade superficial do disco (5.50) e sua pressa˜o (linear) (5.51) em unidades na˜o-geome´tricas
esta˜o relacionadas com os valores em unidades geome´tricas por
σnaogeom =
c2
G
σgeom, (5.54)
Pnaogeom =
c4
G
Pgeom.
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Tabela 5.1: Valores utilizados na figura 5.1
Curva a m γ λ α
(kpc) (pc)
preta (RG) 6,9 ± 0,2 (4,7 ± 0,2).10−3 1 0 0
(so´lida)
azul 6,9 3,0.10−3 0,5 -0,5 -9,375.10−2
(tracejada)
vermelha 6,9 2,2.10−3 0.1 -1 -0,495
(trac¸o-e-ponto)
preta 6,9 4,68.10−3 1,2 0,132 3,83.10−3
(pontilhada)
verde 7,2 0.1 7,0.10−6 -0,0255 -3,25.10−4
(tracejada)
Assim, escrevendo M = c
2
G
m, temos
σ =
Ma
2π
(γ − GM/c2
2
√
R2+a2
)
(1− GM/c2
2
√
R2+a2
)2−γ(1 + GM/c
2
2
√
R2+a2
)2+γ(R2 + a2)3/2
P =
GM2a
8π
1
(1− GM/c2
2
√
R2+a2
)2−γ(1 + GM/c
2
2
√
R2+a2
)2+γ(R2 + a2)2
A velocidade circular (5.53) e´, desse modo, dada por
vc = c
R
m
√√√√√ (γ − 2λ)R2
m2
(
m
2
√
R2+a2
− (γ + 2λ)
)
+ 1
m3
(R2 + a2)3/2
(
1− m2
4(R2+a2)
) ,
que pode tambe´m ser escrita como
vc = c
√√√√√ (γ − 2λ)( m
2
√
r2+a2
− (γ + 2λ)
)
+ 1
m
(r2+a2)3/2
r2
(
1− m2
4(r2+a2)
) .
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Figura 5.1: Curvas de rotac¸a˜o do modelo de Kuzmin no gauge de Einstein: (a) - curvas de
rotac¸a˜o com dados observacionais da gala´xia UGC11819 [5]. (b) - curvas de rotac¸a˜o previstas
pelo modelo ate´ 35 kpc. (c) e (d) - perfis de densidade. (e) e (f) - pressa˜o isotro´pica. As
diferentes cores correspondem aos valores citados na tabela 5.1. A curva para o modelo
relativ´ıstico (preta) foi ajustada, enquanto que as outras foram constru´ıdas segundo um
crite´rio visual.
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Tabela 5.2: Massas totais dos discos da figura 5.1
Curva Massa total
do disco (M⊙)
preta (RG) 9,8.1010
(so´lida)
azul 3,13.1010
(tracejada)
vermelha 4,6.109
(trac¸o-e-ponto)
preta 1,174.1011
(pontilhada)
verde 7,38.106
(tracejada)
Figura 5.2: Momento angular espec´ıfico das curvas de rotac¸a˜o da figura 5.1 em func¸a˜o da
distaˆncia ao centro do disco. Os valores para as diferentes curvas esta˜o especificados na
tabela 5.1. Todas as curvas satisfazem o crite´rio de estabilidade de Rayleigh (5.37).
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5.4.2 Caso em que α = 0
Se α = 0, o que e´ formalmente equivalente a tomarmos Z = 0 (e portanto β = e−ω), as
equac¸o˜es de campo (5.4) se reduzem a
Gµν − 2(gµνωσ;σ − ωµ;ν) + 2ωµων + gµνωσωσ = 8πe2ωTµν . (5.55)
A equac¸a˜o de movimento para as part´ıculas de teste e´ dada por (5.20), que sa˜o geode´sicas
da geometria de Weyl reparametrizadas de modo que, em cada gauge, a norma de seu vetor
tangente seja constante e igual a 1.
No caso da geometria de Weyl integra´vel (em dimensa˜o 4), as equac¸o˜es (2.69) e (2.70)
nos da˜o que o tensor de Einstein da geometria de Weyl Qµν (ver definic¸a˜o (2.72)) e´ escrito,
em func¸a˜o do tensor de Einstein riemanniano Gµν e da 1-forma ωµ, em cada gauge, como
Qµν = Gµν + 2(ωµ;ν − gµνωσ;σ) + 2(ωµων +
1
2
gµνω
σωσ). (5.56)
Como salientado nos comenta´rios apo´s a definic¸a˜o (2.72), a expressa˜o acima e´ indepen-
dente do gauge. Na versa˜o proposta por Canuto et al. [11], a forma do acoplamento entre
o tensor de energia-momento da mate´ria e o campo ω na˜o fica definida, sendo definido um
tensor de energia-momento Tµν invariante de gauge, que para ω = 0 coincide com o tensor
de energia-momento da relatividade geral. Na teoria de Israelit [25], como visto na equac¸a˜o
acima, o tensor de energia-momento e´ tal que que Π(Tµν) = −2. Dada a interpretac¸a˜o f´ısica
da densidade e da pressa˜o no fluido como sendo basicamente dadas pelos autovalores de T µν ,
tal teoria nos diz que essas quantidades f´ısicas na˜o sa˜o invariantes de gauge. Como na teoria
[11] essas quantidades sa˜o covariantes de gauge mas tambe´m na˜o necessariamente invarian-
tes, tomamos no que segue essa interpretac¸a˜o, que engloba a suposta em [25]. Para isso,
substitu´ımos o lado direito da equac¸a˜o (5.55) por Tµν , sem definir como ocorre o acoplamento
de ω com a mate´ria. As equac¸o˜es de campo enta˜o se tornam
Qµν = 8πTµν . (5.57)
No gauge em que ω = 0, temos a relatividade geral. Um modelo de Kuzmin para uma
me´trica isotro´pica ja´ foi obtido nesse caso em [44], e esta´ brevemente descrito na sec¸a˜o
(4.1). Assim, partindo desse modelo, analisaremos abaixo se a escolha do gauge (ou, na
interpretac¸a˜o dada acima, a escolha do “relo´gio”e das “re´guas”do observador) modifica as
predic¸o˜es em escalas gala´cticas.
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Aplicando as identidades de Bianchi (2.80) ou (2.81) a`s equac¸o˜es de campo (5.57) temos
∇µT µν = −2ωµT µν , (5.58)
gµα∇µTαν = 0,
que sa˜o as leis de conservac¸a˜o para a mate´ria no caso em que α = 0. Na teoria de Israelit,
para α = 0, temos que S = 0 (ver eq. (5.5)). Desse modo, a lei de conservac¸a˜o (5.13) nos da´
T νµ;ν + ωµT = 0. (5.59)
Para um campo tensorial Aµν sime´trico, e´ fa´cil mostrar que
∇µAµν = Aµν;µ − 4ωµAµν + Aων , (5.60)
onde A = Aµµ. Dessa forma, utilizando essa equac¸a˜o para o tensor de energia-momento T
µ
ν
da teoria de Israelit juntamente da lei de conservac¸a˜o (5.59) e com T µν = e2ωT µν , obtemos
(5.58). Logo, ao menos para α = 0, a teoria de Israelit e´ compat´ıvel com as identidades
de Bianchi. Se supusermos uma relac¸a˜o mais geral para o acoplamento entre o tensor de
energia-momento e o campo ω, como por exemplo
T µν = eNωT µν , (5.61)
onde N e´ um nu´mero inteiro, as leis de conservac¸a˜o advindas das identidades de Bianchi
(5.58) nos da˜o
∇µT µν = −(N + 2)ωµT µν .
Utilizando (5.60),
T νµ;ν + (N − 2)ωνT νµ + Tωµ = 0.
Canuto et al. trabalharam em escalas cosmolo´gicas, e a maneira que utilizaram para
determinar o gauge foi supondo va´lida a “hipo´tese dos grandes nu´meros”de Dirac [15, 14, 11],
cuja consequ¨eˆncia era de que a constante gravitacional G seria proporcional a t−1, onde t e´ o
tempo cosmolo´gico. Como estamos trabalhando com escalas gala´cticas e consideramos que
os discos gala´cticos sa˜o modelados por estruturas esta´ticas, devemos trabalhar em um gauge
de modo que as expresso˜es para a me´trica e para o campo escalar ω sejam independentes do
tempo. Assim, a hipo´tese dos grandes nu´meros de Dirac na˜o nos e´ u´til para determinar o
gauge.
A hipo´tese (5.61) para o acoplamento do tensor de energia-momento com o campo ω nos
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diz que a densidade e a pressa˜o de um fluido perfeito, medidas por um observador localmente
em repouso com relac¸a˜o ao fluido, sa˜o dadas em gauges distintos - relacionados por (2.65) -
por
ρ˜ = e(N−2)λρ;
p˜ = e(N−2)λp
(como salientado anteriorente - sec¸a˜o (5.3.1), definimos um observador como uma curva tipo-
tempo que aponta para o futuro, e em cada gauge medic¸o˜es sa˜o realizadas reparametrizando
essa curva e as curvas que representam as trajeto´rias de part´ıculas de modo que todas tenham
norma 1 com respeito a` me´trica determinada por esse gauge). A velocidade circular (para
modelos axissime´tricos), como ja´ visto, e´ invariante de gauge.
Limite newtoniano
Procuramos agora qual o limite de campos fracos e velocidades baixas da teoria quando
α = 0, e analisamos se este limite esta´ bem-definido e faz sentido fisicamente. Para isso,
supomos existente um sistema de coordenadas e um gauge (g, ω) tais que
gµν = ηµν + εγµν , (5.62)
com ε pequeno de modo que possamos desprezar os termos em ε2 nas componentes da
conexa˜o e na curvatura. Supomos tambe´m que ω seja pequeno o suficiente para que os
termos quadra´ticos que aparecem nas componentes do tensor de curvatura sejam desprez´ıveis.
Trabalhamos tambe´m no limite de velocidades baixas, como sera´ explicitado adiante.
Com essas aproximac¸o˜es, supondo que a norma da velocidade de uma part´ıcula de teste
seja igual a 1, temos
c2
(
dt
ds
)2
−
3∑
i=1
(
dxi
ds
)2
+ εγµν
dxµ
ds
dxν
ds
= 1.
A velocidade newtoniana da part´ıcula e´ dada por vi := dx
i
dt
= dx
i
ds
ds
dt
, e a hipo´tese de
velocidades baixas se traduz trabalhando em primeira ordem em vi/c. Assim, a equac¸a˜o
acima e´ aproximada por (
dt
ds
)2
+ εγ00
(
dt
ds
)2
= 1,
5.4. Modelos de Kuzmin em Weyl-Dirac integra´vel 87
e portanto (
dt
ds
)2
=
1
c2(1 + εγ00)
.
Logo, a equac¸a˜o de movimento (5.20) e´ aproximada (para as componentes espaciais) por
d2xi
ds2
+ {i00}
(
dx0
ds
)2
− ω,i = 0,
ja´ que dx
i
ds
e´ da ordem de vi/c e os s´ımbolos de Christoffel sa˜o da ordem de ε. Assim,
d2xi
ds2
+ c2{i00}
(
dt
ds
)2
− ω,i = 0,
e supondo desprez´ıvel o termo d
2t
ds2
,
d2xi
dt2
+ c2{i00} − ω,i
(
ds
dt
)2
= 0.
Descartando termos de segunda ordem obtemos
d2xi
dt2
+ c2{i00} − ω,i
(
ds
dt
)2
= 0.
Como ω e´ da ordem de ε,
d2xi
dt2
+ c2{i00} − c2ω,i = 0.
Utilizando que
{i00} =
1
2
εγ00,i, (5.63)
chegamos a` equac¸a˜o de movimento no limite de campos fracos e esta´ticos e velocidades baixas
(limite newtoniano):
d2~x
dt2
+ c2∇(ε
2
γ00 − ω) = 0. (5.64)
Vejamos agora qual a expressa˜o para as equac¸o˜es de campo (5.57) nesse limite. Como
dito acima, consideramos apenas termos de primeira ordem em ε e ω na curvatura. Con-
sideramos um espac¸o-tempo esta´tico, tal que no sistema de coordenadas e no gauge onde
a equac¸a˜o (5.62) vale, com ω pequeno como especificado acima, esses campos na˜o depen-
dam da coordenada temporal. Primeiramente, notamos que as equac¸o˜es (5.57) podem ser
reescritas como
Rµν = 8π(Tµν − 1
2
gµνT ), (5.65)
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tirando o trac¸o de (5.57). Ale´m disso, por (2.69),
Rµν = Kµν + gµνω
σ
;σ + 2ωµ;ν + 2(ωµων − gµνωσωσ). (5.66)
Segundo nossas suposic¸o˜es, o termo entre pareˆnteses pode ser desprezado. Ale´m disso, em
primeira ordem em ε temos que
Kµν = {σµν},σ − {σσµ},ν (5.67)
e
{σσµ} =
1
2
ln(−g),µ, (5.68)
de modo que
Kµν = {σµν},σ −
1
2
ln(−g),µν . (5.69)
As equac¸o˜es de campo enta˜o sa˜o escritas como
Kµν + ηµνω
σ
,σ + 2ωµ,ν = 8π(Tµν −
1
2
gµνT ). (5.70)
Segundo nossa convenc¸a˜o para o ı´ndice da me´trica, ωσ,σ = −∇2ω. Logo,
Kµν − ηµν∇2ω + 2ωµ,ν = 8π(Tµν − 1
2
gµνT ). (5.71)
Para µ = ν = 0,
{σ00} =
{
ε
2
γ00,σ, se σ 6= 0;
0, se σ 6= 0. (5.72)
Assim,
{σ00},σ =
3∑
j=1
ε
2
γ00,jj (5.73)
de maneira que
K00 = {σ00},σ =
ε
2
∇2γ00. (5.74)
Temos, portanto,
∇2(ε
2
γ00 − ω) = 8πG
c2
(T00 − 1
2
T ), (5.75)
as equac¸o˜es de campo no limite de campos fracos e baixas velocidades. Seguindo Canuto et
al., supomos que Tµν = eNωTµν , onde N e´ um inteiro e Tµν e´ o tensor de energia-momento
f´ısico. Para uma distribuic¸a˜o de mate´ria descrita somente pela densidade ρ, o tensor de
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energia-momento e´ dado por T µν = ρuµuν , e portanto a equac¸a˜o (5.75) nos da´
c2∇2
(
ε
2
γ00 − ω
)
= 4πGeNωρ. (5.76)
Na relatividade geral, o limite newtoniano e´ obtido identificando a perturbac¸a˜o γ00 da
me´trica com o potencial gravitacional [24]. Mais precisamente, escreve-se Φ = c
2ε
2
γ00. A
equac¸a˜o (5.64), enta˜o, nos da´ a segunda lei de Newton (3.7) na presenc¸a de um campo gra-
vitacional, e a equac¸a˜o (5.76) nos da´ a equac¸a˜o de Poisson (3.6). Contudo, quando introdu-
zimos o campo ω, e´ necessa´rio fazer pequenas alterac¸o˜es nessa interpretac¸a˜o. Apresentamos
abaixo duas abordagens poss´ıveis, e estudamos suas consequ¨eˆncias.
Primeira abordagem: Expandimos eNω em primeira ordem em seu argumento,
eNω = 1 +Nω, (5.77)
de forma que
c2∇2
(
ε
2
γ00 − ω
)
= 4πG(1 +Nω)ρ. (5.78)
Supondo que a densidade ρ seja pequena o suficiente de modo que sejam considerados
apenas termos de primeira ordem em ω e ρ, o termo em N e´ descartado. Trabalhamos, dessa
forma, apenas com o tensor de energia-momento “f´ısico”. Defina enta˜o Φ = c2( ε
2
γ00 − ω).
As equac¸o˜es (5.78) e (5.64) nos da˜o
∇2Φ = 4πGρ, (5.79)
d2~x
dt2
= −∇Φ,
isto e´, a equac¸a˜o de Poisson e a segunda lei de Newton para uma part´ıcula sujeita a um
campo gravitacional.
E´ interessante notar que tanto a teoria de Israelit [25] no caso em que α = 0 quanto
a teoria de Canuto et al. admitem a gravitac¸a˜o newtoniana no limite esta´tico de campos
fracos e velocidades baixas. Do ponto de vista da consisteˆncia da teoria no que diz respeito
a` confrontac¸a˜o com o grande nu´mero de experieˆncias feitas nesse limite, vemos isso como
um aspecto positivo. No entanto, buscamos modificac¸o˜es no limite newtoniano da teoria,
de modo que ela seja compat´ıvel com os casos onde a gravitac¸a˜o newtoniana se aplica mas
possa nos dar predic¸o˜es diferentes em escalas onde na˜o ha´ consenso sobre a aplicabilidade
plena desta. Como exemplo, citamos o problema que motivou o trabalho em questa˜o: as
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curvas de rotac¸a˜o de gala´xias. Veremos abaixo uma segunda abordagem para tratarmos as
equac¸o˜es (5.64) e (5.76), e estudaremos algumas de suas consequ¨eˆncias mais simples.
Segunda abordagem: Trabalhando com (5.78), supomos que o termo Nωρ na˜o seja des-
prez´ıvel. Isso ocorre se o produto Nω na˜o for muito menor do que 1, ou se for suficientemente
grande para que efeitos na˜o-lineares na˜o possam ser desprezados. Contudo, supomos des-
prez´ıveis correc¸o˜es de segunda ordem em Nω. Isso, juntamente com as observac¸o˜es feitas
logo antes de iniciarmos o tratamento do limite newtoniano, exclui o acoplamento proposto
por Israelit [25], no qual N = 2.
A equac¸a˜o (5.78) enta˜o nos da´ apenas uma equac¸a˜o diferencial parcial para os dois campos
γ00 e ω. Isso dificulta tanto a resoluc¸a˜o das equac¸o˜es quanto a interpretac¸a˜o f´ısica dada a
esses campos. Dessa forma, para prosseguirmos em nossa ana´lise, supomos que a equac¸a˜o
(5.78) possa ser resolvida separadamente para os dois campos, obtendo assim uma equac¸a˜o
que so´ envolva γ00 e outra que so´ envolva ω. Essa hipo´tese simplifica muito o problema,
pore´m ainda na˜o o determina. Para isso, precisamos de argumentos f´ısicos para identificar
esses campos com grandezas f´ısicas conhecidas. Definimos o “potencial newtoniano”Φ como
sendo o campo que satisfaz a equac¸a˜o de Poisson (3.6). Guiando-nos pelas identificac¸o˜es
feitas na relatividade geral, a maneira que propomos para desacoplar a equac¸a˜o (5.78) e´
definindo Φ da mesma maneira que na relatividade geral, isto e´, como Φ = c
2ε
2
γ00. Definimos
tambe´m Ψ = −c2ω, por convenieˆncia. As equac¸o˜es de campo e de movimento enta˜o ficam
∇2Φ = 4πGρ,
∇2Ψ = −4πGN
c2
Ψρ, (5.80)
d2~x
dt2
= −∇Φ−∇Ψ.
Como vemos, as equac¸o˜es de campo determinam Φ a menos de um fator aditivo, como na
teoria newtoniana, e Ψ a menos de um fator multiplicativo. Isso nos permite fazer Ψ pequeno
o suficiente (inclusive podendo toma´-lo nulo) de forma a reavermos a gravitac¸a˜o newtoniana
nas escalas onde e´ considerada va´lida. Contudo, soluc¸o˜es de (5.80) para Ψ na˜o-triviais podem
nos dar predic¸o˜es interessantes, como veremos a seguir.
Estudamos o caso de simetria esfe´rica, isto e´, o caso em que ρ = ρ(r) onde r e´ a coorde-
nada radial. Supomos que Φ = Φ(r) e Ψ = Ψ(r). Definindo j(N) = 4πGN
c2
, a equac¸a˜o para
Ψ e´
1
r2
d
dr
(r2Ψ′) = −j(N)ρΨ (5.81)
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ou, de modo equivalente,
r2Ψ′′ + 2rΨ′ + j(N)r2ρΨ = 0. (5.82)
Aqui, Ψ′ = dΨ
dr
. No va´cuo (ρ = 0), as equac¸a˜o para Ψ em (5.80) se reduz a` equac¸a˜o de
Laplace, cuja soluc¸a˜o esfericamente sime´trica e´
Ψvac(r) = −a
r
+ b, (5.83)
com a e b constantes determinadas pelas condic¸o˜es de contorno. Se a densidade for constante
(mas na˜o nula) igual a ρ0, a soluc¸a˜o geral de (5.82) e´
Ψ+(r) = A+
sin(ξ+r)
ξ+r
+B+
cos(ξ+r)
ξ+r
(5.84)
para N positivo, onde (ξ+)
2 = j(N)ρ0, ξ+ > 0, e
Ψ−(r) = A−
sinh(ξ−r)
ξ−r
+B−
cosh(ξ−r)
ξ−r
(5.85)
para N < 0, onde (ξ−)2 = −j(N)ρ0, ξ− > 0. Ja´ a soluc¸a˜o para Φ e´
Φ(r) = −a
r
+ b+
2πGρ0
3
r2. (5.86)
Devido ao acoplamento entre ρ e Φ nas equac¸o˜es de campo (5.80) (ou, no caso de simetria
esfe´rica, (5.82)), a princ´ıpio na˜o e´ fa´cil encontrar uma fo´rmula integral para Ψ, como e´ feito
para o potencial newtoniano (ver cap´ıtulo 3 ou [4]). Ale´m disso, as condic¸o˜es de contorno
para Ψ na˜o sa˜o conhecidas. De modo a simplificarmos o tratamento do problema, faremos
a seguinte aproximac¸a˜o para o caso esfericamente sime´trico: a densidade sera´ descrita por
um conjunto de esferas conceˆntricas de densidade constante. Assim,
ρ(r) =

ρ0, 0 ≤ r < R0;
ρi, Ri−1 ≤ r < Ri, para i = 1, ..., n;
0, r ≥ Rn.
(5.87)
Impondo que os potenciais sejam regulares na origem e usando para Φ a condic¸a˜o de
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contorno Φ(r →∞) = 0, obtemos
Φ(r) =

b0 +
2πGρ0
3
r2, 0 ≤ r ≤ R0;
−ai
r
+ bi +
2πGρi
3
r2, Ri−1 ≤ r ≤ Ri, para i = 1, ..., n;
−an+1
r
, r ≥ Rn,
(5.88)
onde os coeficientes ai e bi sa˜o dados por
a1 =
4πGR30
3
(ρ0 − ρ1);
ai+1 = ai +
4πGR3i
3
(ρi − ρi+1), para i = 1, 2, ..., n.
bn+1 = 0;
bi+1 = bi + 2πGR
2
i (ρi − ρi+1), para i = 0, 1, 2, ..., n.
Para N < 0, definindo λi =
√−j(N)ρi,
Ψ−(r) =

p0
sinh(λ0r)
λ0r
, 0 ≤ r ≤ R0;
pi
sinh(λir)
λir
+ qi
cosh(λir)
λir
, Ri−1 ≤ r ≤ Ri, para i = 1, ..., n;
−pn+1
r
+ qn+1, r ≥ Rn,
(5.89)
Impondo que Ψ− seja cont´ınua com derivada cont´ınua, as condic¸o˜es de contorno nos da˜o
λ1
λ0
p0 sinh (λ0R0) = p1 sinh (λ1R0) + q1 cosh (λ1R0)
p0 cosh (λ0R0) = p1 cosh (λ1R0) + q1 sinh (λ1R0)
λi+1
λi
[pi sinh (λiRi) + qi cosh (λiRi)] = pi+1 sinh (λi+1Ri) + qi+1 cosh (λi+1Ri)
pi cosh (λiRi) + qi sinh (λiRi) = pi+1 cosh (λi+1Ri) + qi+1 cosh (λi+1Ri)
para i = 1, ..., n− 1
pn
sinh (λnRn)
λnRn
+ qn
cosh (λnRn)
λnRn
= −pn+1
Rn
+ qn+1
pn cosh (λnRn) + qn sinh (λnRn) = qn+1
O sistema fica unicamente determinado ao darmos a condic¸a˜o de contorno no infinito.
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Para N > 0, com ξi =
√
j(N)ρi,
Ψ+(r) =

c0
sin(ξ0r)
ξ0r
, 0 ≤ r ≤ R0;
ci
sin(ξir)
ξir
+ di +
cos(ξir)
ξir
, Ri ≤ r ≤ Ri+1, para i = 1, ..., n;
− cn+1
r
+ dn+1, r ≥ Rn,
(5.90)
Impondo que Ψ+ seja cont´ınua com derivada cont´ınua, as condic¸o˜es de contorno nos da˜o
ξ1
ξ0
c0 sin (ξ0R0) = c1 sin (ξ1R0) + d1 cos (ξ1R0)
c0 cos (ξ0R0) = c1 cos (ξ1R0)− d1 sin (ξ1R0)
ξi+1
ξi
[ci sin (ξiRi) + di cos (ξiRi)] = ci+1 sin (ξi+1Ri) + di+1 cos (ξi+1Ri)
ci cos (ξiRi)− di sin (ξiRi) = ci+1 cos (ξi+1Ri)− di+1 sin (ξi+1Ri)
para i = 1, ..., n− 1
cn
sin (ξnRn)
ξnRn
+ dn
cos (ξnRn)
ξnRn
= −cn+1
Rn
+ dn+1
cn cos (ξnRn)− dn sin (ξnRn) = dn+1
O sistema fica unicamente determinado dando a condic¸a˜o de contorno no infinito.
A velocidade de uma part´ıcula de teste percorrendo uma o´rbita circular ao redor do
centro da distribuic¸a˜o de massa e´ dada, como em (3.8), por
(vc)
2 = r
dΦ
dr
+ r
dΨ
dr
= (vΦc )
2 + (vΨc )
2.
No va´cuo (isto e´, para r > Rn), Φ e Ψ teˆm o mesmo comportamento, e portanto para
r > Rn a velocidade circular e´ proporcional a r
−1/2.
Consideraremos apenas o caso em que N < 0, pois o caso de N positivo apresenta
soluc¸o˜es oscilato´rias. Ilustraremos o procedimento acima com um perfil de densidade dado
pelo modelo de Plummer [4], no qual
ρi =
3M
4πb3
(1 +
R2i
b2
)(−5/2), (5.91)
ondeM e´ a massa total do sistema e b e´ uma constante. Nas figuras (5.3), (5.4), (5.5) e (5.6),
exemplificamos o perfil de densidade (5.91) e as curvas de rotac¸a˜o para diferentes escolhas
de N e da condic¸a˜o de contorno, com n = 200, b = 5kpc, M = 1012M⊙ e Ri = 500(i+ 1)pc.
Os resultados obtidos nos mostram que, para algumas escolhas dos paraˆmetros, o campo Ψ
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Figura 5.3: Perfil de densidade para o modelo de Plummer (5.91) com n = 200, b = 5kpc,
Ri = 500(i+ 1)pc e M = 10
12M⊙.
reproduz caracter´ısticas qualitativas de um halo de mate´ria escura. Ale´m disso, das curvas de
rotac¸a˜o devidas a Ψ conclu´ımos que as dependeˆncias do pico e da extensa˜o de vΨc com N sa˜o
tais que para valores maiores de N a caracter´ıstica de “halo”comec¸a a ser importante para
valores maiores da distaˆncia ao centro da distribuic¸a˜o de densidade, e tem extensa˜o maior.
Vale lembrar que esse resultado foi testado apenas para valores da ordem dos utilizados
nas figuras (5.3) a (5.6). Fixo b, os mesmos resultados qualitativos sa˜o obtidos mantendo o
produto N.M constante. A dependeˆncia com o paraˆmetro b e´ brevemente estudada na figura
(5.7), indicando que a variac¸a˜o de b pode ser contrabalanc¸ada por uma variac¸a˜o em N .
Dado o comportamento (5.89) da soluc¸a˜o para Ψ, e´ de se esperar que essa caracter´ıstica
seja va´lida para outros perfis de densidade esfericamente sime´tricos tambe´m. Contudo, a dis-
tribuic¸a˜o esfericamente sime´trica de densidade e´ uma primeira aproximac¸a˜o; para obtermos
predic¸o˜es com cara´ter mais realista, devemos tratar distribuic¸o˜es de densidade axialmente
sime´tricas. Isso, no entanto, esta´ ale´m do escopo deste trabalho.
5.4. Modelos de Kuzmin em Weyl-Dirac integra´vel 95
Figura 5.4: Curvas de rotac¸a˜o para o modelo de Plummer (5.91) com n = 200, b = 5kpc,
Ri = 500(i+1)pc, M = 10
12M⊙ e N = 107. As figuras da direita correspondem a`s curvas de
rotac¸a˜o ate´ 50kpc e, a` direita de cada uma, sa˜o apresentadas as respectivas curvas ate´ 120kpc.
A linha verde tracejala corresponde a` curva newtoniana, a vermelha a` contribuic¸a˜o de Ψ e
a preta a` curva resultante. As condic¸o˜es de contorno utilizadas foram: (a) vn = 250km/s,
(b) vn = 300km/s, (c) vn = 350km/s, onde vn = vc(Rn).
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Figura 5.5: Curvas de rotac¸a˜o para o modelo de Plummer (5.91) com N = 2.107. Os
outros paraˆmetros do modelo e o significado de cada curva sa˜o os mesmos da figura 5.4. As
condic¸o˜es de contorno sa˜o: (a) vn = 250km/s, (b) vn = 300km/s, (c) vn = 350km/s, (d)
vn = 400km/s.
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Figura 5.6: Curvas de rotac¸a˜o para o modelo de Plummer (5.91) com N = 3.107. Os
outros paraˆmetros do modelo e o significado de cada curva sa˜o os mesmos da figura 5.4. As
condic¸o˜es de contorno sa˜o: (a) vn = 300km/s, (b) vn = 350km/s, (c) vn = 400km/s, (d)
vn = 450km/s.
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Figura 5.7: Perfil de densidade (a,b) e curvas de rotac¸a˜o (c,d) para o modelo de Plummer
(5.91) variando o paraˆmetro b. Como nos casos anteriores, tomamos n = 200 eM = 1012M⊙.
(a) e (c) correspondem a b = 1kpc, Ri = 100(i+ 1)pc, N = 3.10
6 e vn = 700km/s. com, b =
5kpc, Ri = 500(i+1)pc e N = 10
7. (b) e (d) correspondem a b = 10kpc, Ri = 1000(i+1)pc,
N = 2.107 e vn = 200km/s.
6Concluso˜es finais
O presente trabalho teve o intuito de fazer uma apresentac¸a˜o da geometria de Weyl no
contexto da geometria diferencial moderna, focando em seus aspectos fundamentais e nas
semelhanc¸as e diferenc¸as em relac¸a˜o a` geometria riemanniana. Tambe´m foram estudadas
variedades semi-riemannianas, dando especial atenc¸a˜o a`s variedades lorentzianas. Sempre
que poss´ıvel, a comparac¸a˜o com o caso riemanniano foi feita. Tambe´m estudamos brevemente
a questa˜o da causalidade em variedades lorentzianas, tema de fundamental importaˆncia em
teorias relativ´ısticas da gravitac¸a˜o. Um aspecto interessante, que foi apresentado no texto,
e´ que no caso em que a estrutura conforme subjacente a` estrutura de Weyl da variedade
e´ composta por me´tricas lorentzianas temos que a estrutura causal da variedade esta´ bem-
definida, sendo a mesma para qualquer me´trica da estrutura conforme. Isso permite tratar
sem ambiguidades da estrutura causal (vetores tipo-tempo, tipo-espac¸o e tipo-luz) e da
orientabilidade temporal das variedades de Weyl, fato crucial para a construc¸a˜o de teorias
f´ısicas da gravitac¸a˜o nessas variedades.
O estudo da geometria de Weyl (e de geometrias na˜o-riemannianas em geral) por si so´ ja´
e´ de grande interesse, devido a` necessidade de, para isso, estender os conceitos geome´tricos
que muitas vezes sa˜o tratados apenas no caso riemanniano. A geometria de Weyl esta´ inti-
mamente ligada a` noc¸a˜o de uma estrutura conforme sobre a variedade, ale´m de introduzir
conceitos na˜o-intuitivos como por exemplo a translac¸a˜o das me´tricas a partir da estrutura
de Weyl e a na˜o-constaˆncia e a dependeˆncia com o caminho da norma de um vetor propa-
gado paralelamente de um ponto a outro da variedade ao longo de diferentes curvas. Ale´m
disso, um estudo de geometrias na˜o-riemanianas fortalece o entendimento da geometria rie-
manniana e da dependeˆncia dos resultados nessa geometria com relac¸a˜o a`s hipo´teses feitas
sobre a conexa˜o. E´ interessante notar, por exemplo, que a existeˆncia da aplicac¸a˜o exponen-
cial esta´ associada apenas a` existeˆncia de uma conexa˜o na variedade. As propriedades dessa
aplicac¸a˜o (assim como as propriedades dos sistemas de coordenadas normais a ela associados
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com respeito a uma dada me´trica semi-riemanniana na variedade), por sua vez, dependem
das propriedades da conexa˜o. Contudo, como visto na proposic¸a˜o (2.2.17), algumas propri-
edades dos sistemas de coordenadas normais sa˜o independentes da conexa˜o.
Na segunda parte do trabalho, foi feito um estudo de teorias da gravitac¸a˜o baseadas
na geometria de Weyl e de modelos de discos de Kuzmin nessas teorias, com o objetivo de
investigar se essas teorias sa˜o capazes de prever as curvas de rotac¸a˜o de gala´xias espirais
observadas sem a necessidade de mate´ria escura. Analisamos os casos em que a equac¸a˜o de
movimento para part´ıculas de teste e´ dada pela equac¸a˜o das geode´sicas de Weyl. A teoria
proposta por Dirac, baseada em uma geometria na˜o integra´vel, tem equac¸o˜es de movimento
para part´ıculas de teste diferentes das geode´sicas, envolvendo a curvatura do comprimento
(ver [14]). Dessa forma, focamos o estudo na teoria proposta por Israelit [25] e na versa˜o
da teoria de Dirac proposta por Canuto et al. [11]. Devido a` interpretac¸a˜o dada para os
observadores e o modo como medem velocidades na geometria de Weyl, chegamos a` conclusa˜o
de que a norma da velocidade newtoniana de uma part´ıcula medida por um dado observador
deve ser invariante de gauge se as equac¸o˜es de movimento forem consistentes (isto e´, se
forem independentes do gauge). Tendo essa interpretac¸a˜o como correta, e como o caso em
que β = 1 na˜o nos permite obter curvas de rotac¸a˜o planas para o modelo de Kuzmin,
conclu´ımos que o modelo de Kuzmin estudado nesse caso na˜o e´ capaz de fornecer curvas
de rotac¸a˜o que se adequ¨em aos dados observacionais quando a lagrangiana das part´ıculas
de teste na˜o depende do campo β. Essa conclusa˜o, no entanto, limita-se ao modelo de
Kuzmin, pois se a constante de acoplamento α da teoria na˜o for nula na˜o existe nenhum
gauge no qual valha a relatividade geral, e portanto na˜o e´ poss´ıvel, a partir da ana´lise
feita, inferir o comportamento das curvas de rotac¸a˜o para modelos de discos baseados em
modelos relativ´ısticos diferentes do de Kuzmin. Tambe´m, para β 6= 1, e´ poss´ıvel a princ´ıpio
obter soluc¸o˜ees anal´ıticas (em particular, modelos de Kuzmin) fisicamente plaus´ıveis que na˜o
estejam relacionadas ao modelo obtido neste trabalho por uma mudanc¸a de gauge. Esse caso
precisa ser analisado em separado.
Para o caso em que a constante de acoplamento α da teoria e´ nula, assim como para
a teoria de Canuto et al., temos que a teoria possui um gauge (no qual ω = 0) no qual
vale a relatividade geral. Dessa forma, modelos de discos nesses casos advindos de modelos
relativ´ısticos predizem as mesmas curvas de rotac¸a˜o obtidas na relatividade geral. Essa
abordagem, portanto, na˜o e´ capaz de explicar as curvas de rotac¸a˜o de gala´xias espirais. No
entanto, salientamos que essas teorias na˜o sa˜o equivalentes a` relatividade geral. Dito isso,
faz sentido procurar o limite newtoniano da teoria. Na relatividade geral, esse limite de certa
forma fixa o sistema de coordenadas que deve ser utilizado. Assim, por analogia, e´ de se
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esperar que o limite newtoniano de uma teoria baseada na geometria de Weyl fixe o gauge
que deve ser utilizado. Na interpretac¸a˜o mais natural, obtemos como limite a gravitac¸a˜o
newtoniana. No entanto, essa interpretac¸a˜o na˜o e´ u´nica, dado que existem dois campos na
teoria e apenas uma equac¸a˜o diferencial parcial que envolve os dois. Fazendo certas hipo´teses,
e´ poss´ıvel chegar a diferentes equac¸o˜es, que seriam basicamente as equac¸o˜es da gravitac¸a˜o
newtoniana com um termo a mais vindo do campo ω, o qual satisfaz uma equac¸a˜o do tipo
da de Poisson pore´m com um acoplamento entre a densidade e o campo. Tal fato na˜o causa
inconsisteˆncia com os resultados conhecidos e comprovados experimentalmente da mecaˆnica
newtoniana, pois esse campo pode ser tomado nulo independentemente do sistema f´ısico
a ser tratado. Sua forma e´ determinada pelas condic¸o˜es de contorno para a EDP, e para
condic¸o˜es de contorno na˜o-triviais as curvas de rotac¸a˜o diferem das newtonianas: o campo ω
tem o efeito qualitativo de um halo de mate´ria escura, pelo menos para o caso esfericamente
sime´trico (no qual a equac¸a˜o para ω se reduz a uma equac¸a˜o diferencial ordina´ria). No
entanto, para outros tipos de sistemas (principalmente os axialmente sime´tricos, que podem
representar discos gala´cticos), a equac¸a˜o para ω na˜o se reduz a uma EDO, e na˜o abordamos
esses casos no trabalho. E´ poss´ıvel que consigamos obter soluc¸a˜o nume´rica para essa equac¸a˜o
dado um perfil de densidade, ide´ia que pretendemos abordar no futuro.
AFormulac¸a˜o lagrangiana de teorias
relativ´ısticas
Neste apeˆndice apresentamos a formulac¸a˜o lagrangiana da relatividade geral e das teorias
f´ısicas [25, 11] analisadas no texto, limitando-nos a guiar o desenvolvimento das passagens e
apresentar os resultados essenciais. Para um tratamento detalhado da formulac¸a˜o lagrangi-
ana da relatividade geral, ver [46, 35]. Na˜o e´ a intenc¸a˜o fazer uma apresentac¸a˜o totalmente
rigorosa, mas sim detalhar um pouco mais as passagens apresentadas em [25].
Trabalharemos no que segue representando os tensores por suas componentes em sistemas
de coordenadas, o que e´ feito comumente em relatividade geral ao tratarmos da formulac¸a˜o
lagrangiana [22, 46]. Essa abordagem tambe´m e´ mais conveniente neste apeˆndice pois os
artigos que apresentam as teorias f´ısicas estudadas neste trabalho, [14, 25, 11], apresentam
seus resultados dessa forma.
A.1 Teoria de campos cla´ssica
Supomos que Ω seja uma regia˜o orienta´vel do espac¸o-tempo com fronteira (possivelmente
nula). Suponha que a ac¸a˜o seja dada por
S =
∫
Ω
L(ψ, ψ;µ)
√−gd4x =
∫
Ω
L(ψ, ψ;µ)d4x, (A.1)
onde ψ e´ um campo tensorial, g = det(gµν) e d
4x = dx0 ∧ dx1 ∧ dx2 ∧ dx4, de forma que√−gd4x seja o elemento de volume “natural”do espac¸o [30]. Aqui, o ponto-e-v´ırgula denota
a derivada covariante com respeito a` conexa˜o de Levi-Civita associada a` me´trica gµν . Enta˜o,
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uma variac¸a˜o δψ que se anula em δΩ induz na densidade lagrangiana L uma variac¸a˜o
δL =
∂L
∂ψ
δψ +
∂L
∂(ψ;µ)
δ(ψ;µ), (A.2)
onde a contrac¸a˜o em todos os ı´ndices (por exemplo de ∂L
∂ψ
δψ) esta´ subentendida. Usando
que δ(ψ;µ) = (δψ);µ ([46], apeˆndice E), temos que
δL =
∂L
∂ψ
δψ +
(
∂L
∂(ψ;µ)
δψ
)
;µ
−
(
∂L
∂(ψ;µ)
)
;µ
δψ
=
(
∂L
∂ψ
−
(
∂L
∂(ψ;µ)
)
;µ
)
δψ +
(
∂L
∂(ψ;µ)
δψ
)
;µ
.
Pelo teorema de Stokes [29], usando que ψ;ν
√−g = (ψ√−g),ν , o u´ltimo termo resulta
em um termo de fronteira, que e´ nulo pois δψ = 0 em ∂Ω. Assim, temos que
δS =
∫
Ω
(
∂L
∂ψ
−
(
∂L
∂(ψ;µ)
)
;µ
)
δψ
√−gd4x (A.3)
e, impondo que δS = 0 para as configurac¸o˜es de ψ que correspondem a`s situac¸o˜es f´ısicas, as
equac¸o˜es de campo da teoria (conhecidas como equac¸~oes de Euler-Lagrange ) sa˜o
∂L
∂ψ
−
(
∂L
∂(ψ;µ)
)
;µ
= 0. (A.4)
Se introduzirmos um termo de mate´ria somando a` ac¸a˜o (A.1) uma ac¸a˜o
∫
Ω
LM
√−gd4x
correspondente a` mate´ria, as equac¸o˜es de campo ficam
∂L
∂ψ
−
(
∂L
∂(ψ;µ)
)
;µ
+
δLM
δψ
= 0, (A.5)
onde δLM
δψ
e´ definido por δLM =
δLM
δψ
δψ, a menos de termos de divergente.
A.2 Relatividade Geral
A ac¸a˜o da relatividade geral e´ dada por
SRG =
∫
Ω
(K + κLM)
√−gd4x, (A.6)
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onde K e´ o escalar de curvatura riemanniano, κ = 8πG
c2
e LM e´ a densidade lagrangiana
da mate´ria. A lagrangiana total e´ L = (K + κLM)√−g. Consideraremos L como sendo
funcional de gµν , onde gµν e´ a inversa de gµν . Vale ressaltar que, se considera´ssemos L
como funcional de gµν , as equac¸o˜es de campo obtidas seriam as mesmas. Contudo, como
pretendemos generalizar a lagrangiana acima nas sec¸o˜es seguintes, a dependeˆncia em gµν e´
mais conveniente, o que ficara´ claro adiante.
A abordagem da sec¸a˜o anterior na˜o e´ pra´tica para calcularmos as equac¸o˜es de campo da
teoria, por isso procedemos de uma maneira mais direta, obtendo a variac¸a˜o do escalar de
curvatura riemanniano K diretamente a partir da variac¸a˜o δgµν . Temos que K = gµνKµν ,
de forma que
δ(K
√−g) = gµν√−gδ(Kµν) +Kµν
√−gδ(gµν) +Kδ(√−g). (A.7)
Da relac¸a˜o gµσg
σν = δνµ, segue que
gµσδg
σν = −gσνδgµσ, (A.8)
ou δgµν = −gµαgσνδgασ.
Ale´m disso, escrevendo g =
∑
α gαβA
αβ para algum β fixo, onde Aαβ sa˜o as matrizes dos
cofatores de g, temos que gαβ = g−1Aβα, e portanto
1 =
∂(g−1)
∂gαβ
Aβα (sem soma)
=
∂(g−1)
∂gαβ
ggαβ (sem soma),
o que implica ∂(g
−1)
∂gαβ
= g−1gαβ. Logo,
∂g
∂gαβ
= −ggαβ,
do que segue que
∂
√−g
∂gαβ
= −1
2
√−ggαβ. (A.9)
A variac¸a˜o δgµν induz uma variac¸a˜o
δ(
√−g) = ∂
√−g
∂gαβ
δgαβ
= −1
2
√−ggαβδgαβ. (A.10)
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Desse modo, para podermos computar (A.7) so´ nos falta conhecer a variac¸a˜o δKµν em
termos de δgµν . Para isso, utilizamos um sistema de coordenadas normais centrado em um
ponto p ∈ M arbitra´rio. Nessse ponto, a expressa˜o do tensor de Ricci riemanniano nesse
sistema de coordenadas e´
Kµν = ∂α{αµν} − ∂ν{αµα}.
Assim, no ponto p, a variac¸a˜o δKµν e´ dada nesse sistema de coordenadas por
δKµν = ∂α(δ{αµν})− ∂ν(δ{αµα}).
A variac¸a˜o de uma conexa˜o e´ um campo tensorial (ver [46], apeˆndice E). Desse modo, as
derivadas parciais acima se generalizam para derivadas covariantes, e temos que
δKµν = (δ{αµν});α − (δ{αµα});ν ,
sendo essa relac¸a˜o va´lida em todo ponto de M e em qualquer sistema de coordenadas.
Assim, o termo em δKµν da densidade lagrangiana e´ dado por
(δKµν)g
µν
√−g = [(gµνδ{αµν});α − (gµνδ{αµα});ν ]
√−g
= (gµαδ{νµα} − gµνδ{αµα});ν
√−g
= [(gµαδ{νµα} − gµνδ{αµα})
√−g ],ν , (A.11)
onde foi usado que Xν;ν
√−g = (Xν√−g),ν para um campo vetorial Xν . O termo para a
variac¸a˜o do tensor de Ricci e´, portanto, um divergente. Integrando em Ω e utilizando o
teorema de Stokes [29], essa expressa˜o se reduz a um termo de fronteira, que e´ descartado
com condic¸o˜es de fronteira adequadas.
A variac¸a˜o da ac¸a˜o se reduz a
δS =
∫
Ω
[
Kµν
√−gδgµν +Kδ√−g + κδ(LM
√−g)
δgµν
δgµν
]
d4x
=
∫
Ω
[
(Kµν − 1
2
Kgµν) + κ
1√−g
δ(LM
√−g)
δgµν
]
δgµν
√−gd4x, (A.12)
onde δ(LM
√−g)
δgµν
e´ a derivada funcional de LM
√−g com respeito a gµν [46].
Definindo
Tµν := − 1√−g
δ(LM
√−g)
δgµν
(A.13)
como o tensor de energia-momento da mate´ria e Gµν := Kµν − 12Kgµν o tensor de
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Einstein, a imposic¸a˜o de que δS = 0 nos da´ as equac¸~oes de Einstein
Gµν = κTµν . (A.14)
Vale a pena aqui fazer um breve comenta´rio sobre o termo de fronteira da equac¸a˜o (A.11):
se esse termo na˜o for nulo, havera´ uma contribuic¸a˜o nas equac¸o˜es e campo (A.14) devido
a ele. O que e´ feito, nesse caso, e´ modificar a ac¸a˜o inicial acrescentando um termo de
fronteira cuja variac¸a˜o seja exatamente o negativo do termo de fronteira de (A.14). Para
mais detalhes, ver [46], apeˆndice E.
A.2.1 Leis de conservac¸a˜o
As leis de conservac¸a˜o sa˜o obtidas atrave´s das simetrias da ac¸a˜o. Seja a ac¸a˜o da mate´ria
dada por
SMat. =
∫
Ω
κLM
√−gd4x, (A.15)
cuja variac¸a˜o devida a uma variac¸a˜o na me´trica e´ dada por (ver eq. A.12)
δS =
∫
Ω
[−κTµν ]δgµν
√−gd4x. (A.16)
A ac¸a˜o, sendo dada por uma integral, e´ invariante por difeomorfismos que preservem
a orientac¸a˜o de Ω. Em particular, a ac¸a˜o da mate´ria e´ invariante por difeomorfismos. Se
{fλ} for um grupo a um paraˆmetro de tais difeomorfismos dependendo diferenciavelmente
do paraˆmetro λ ∈ R, com f0 = id :M→M, temos que a todos os espac¸os-tempos (M, g),
(M, (fλ)∗g) corresponde a mesma ac¸a˜o, e portanto a mesma f´ısica, onde
(fλ)∗ : T 20 (TpM)→ T 20 (Tfλ(p)M)
e´ tal que
((fλ)∗gp)(v1, v2) = ((fλ)∗g)f(p)(v1, v2) = gp((f−1λ )∗v1, (f
−1
λ )∗v2).
Se
η :=
dfλ
dλ
∣∣∣∣
λ=0
,
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temos que o fluxo de η e´ dado por ϕλη(p) = fλ(p). A variac¸a˜o da me´trica e´ dada por
δg =
d((fλ)∗g)
dλ
∣∣∣∣
λ=0
=
d
dλ
((ϕ−λη )
∗g)
∣∣∣∣
λ=0
= − d
d(−λ)((ϕ
−λ
η )
∗g)
∣∣∣∣
λ=0
= −£ηg, (A.17)
onde £ηg e´ a derivada de Lie de g na direc¸a˜o de η ([29], p. 473) e
((ϕ−λη )
∗g)p(E1, E2) = gϕ−λη (p)((ϕ
−λ
η )∗E1, (ϕ
−λ
η )∗E2).
A segunda igualdade na expressa˜o (A.17) ocorre pois ϕ−λη = f−λ = (fλ)
−1.
Em coordenadas, (£ηg)µν = ηµ;ν + ην;µ [46], de modo que
δgµν = −(gλνηλ;µ + gµληλ;ν), (A.18)
e portanto (ver eq. (A.8))
δgµν = (ηµ;ν + ην;µ). (A.19)
Como a ac¸a˜o permanece invariante, substituindo a expressa˜o (A.19) em (A.15) e inte-
grando por partes (supomos que ηµ = 0 em ∂Ω, de modo que o termo de fronteira que
aparece e´ nulo), temos
T νµ ;ν = 0, (A.20)
as leis de conservac¸a˜o do tensor de energia-momento na relatividade geral. Essas equac¸o˜es
sa˜o compat´ıveis com a identidade de Bianchi (2.2.32).
A.3 Ac¸a˜o da teoria de Canuto et al. no va´cuo
A teoria proposta por Canuto et al. [11] e´ constru´ıda em uma variedade de Weyl qua-
dridimensional integra´vel com me´trica de Lorentz. A aca˜o no va´cuo e´ dada por
SCan =
∫
Ω
e−2ωR
√−gd4x, (A.21)
onde R e´ o escalar de curvatura de Weyl e ω e g sa˜o, respectivamente, o campo escalar e a
me´trica que geram a estrutura de Weyl. Como esperado de uma teoria baseada na geometria
de Weyl, a ac¸a˜o (A.21) independe da escolha dos representantes (g, ω). Em outras palavras,
e´ invariante pelas “transformac¸o˜es de gauge”(2.65). Em termos do escalar de curvatura
A.3. Ac¸a˜o da teoria de Canuto et al. no va´cuo 109
riemanniano, temos que (ver equac¸o˜es (2.69),(2.70))
Rµν = Kµν + gµνω
α
;α + 2ωµ;ν + 2[ωµων − gµνωαωα], (A.22)
R = K + 6α ;α − 6ωαωα, (A.23)
de modo que
Qµν = Gµν + 2(ωµ;ν − gµνωα;α) + 2[ωµων +
1
2
gµνω
αωα]. (A.24)
A aca˜o pode enta˜o ser escrita como
SCan =
∫
Ω
e−2ω(K + 6ωα;α − 6ωαωα)
√−gd4x, (A.25)
onde ωα = ∂αω. Integrando por partes o termo e
−2ω6ωα;α, temos que∫
Ω
e−2ω(ωα;α)
√−gd4x =
∫
Ω
(e−2ωωα;α)
√−gd4x−
∫
Ω
e−2ωωα(−2ωα)
√−gd4x.
Descartando o termo de divergente, podemos escrever a ac¸a˜o total como
SCan =
∫
Ω
e−2ω(K + 6ωαωα)
√−gd4x = S0 + S1, (A.26)
onde S0 =
∫
Ω
e−2ωK
√−gd4x e S1 =
∫
Ω
6e−2ωωαωα
√−gd4x.
Seja
I =
∫
Ω
f(β)K
√−gd4x, (A.27)
onde β e´ um campo escalar. Enta˜o, para uma variac¸a˜o δgµν que se anule em ∂Ω,
δI =
∫
Ω
f(β)δ(K
√−g)d4x, (A.28)
onde
δ(K
√−g) = δKµνgµν
√−g +Kµνδgµν
√−g +Kδ(√−g), (A.29)
com δKµν sendo dado por (A.11).
Como tambe´m e´ facilmente visto utilizando coordenadas normais, temos que a variac¸a˜o
da conexa˜o riemanniana e´ dada por
δ{αµν} = −
1
2
[gλµ(δg
λα);ν + gλν(δg
λα);µ − gµσgνβ(δgσβ) α; ]. (A.30)
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Substituindo (A.10) e (A.11) na expressa˜o acima, temos que
δI =
∫
Ω
f(β)[Gµνδg
µν + (gαν(δg
αν);σ − (δgασ);α);σ]
=
∫
Ω
{fGµνδgµν + [f((gανδgαν);σ − (δgασ);α)];σ − [f,σ((gανδgαν);σ − (δgασ);α)]}
√−gd4x.
O termo [f((gανδg
αν);σ− (δgασ);α)];σ nos da´ um termo de fronteira, que e´ descartado (ver
observac¸a˜o no final da seca˜o anterior). Integrando por partes o restante, obtemos
δI =
∫
Ω
{
fGµνδg
µν − [(f ;σgανδgαν);σ − f ;σ;σ(gανδgαν)] + [(f,σδgασ);α − f,σ;αδgασ]
}√−gd4x.
Descartando novamente os termos de fronteira, obtemos finalmente
δI =
∫
Ω
{fGµν + f ,σ;σgµν − f,µ;ν}δgµν
√−gd4x. (A.31)
No caso de (A.26), temos que f = e−2ω e´ uma func¸a˜o do campo escalar ω, de forma que
f,µ;ν = (4ωµων − 2ωµ;ν)f,
e portanto
f ,σ;σ = (4ω
σωσ − 2ωσ;σ)f.
Desse modo,
δS0 =
∫
Ω
{e−2ω[Gµν − 2(gµνωσ;σ − ωµ;ν) + 4(gµνωσωσ − ωµων)]}δgµν
√−gd4x.
Usando (A.10), temos que
δS1 = 6
∫
Ω
{e−2ω(ωµων − 1
2
gµνω
σωσ)
√−gd4x.
Logo,
δSCan =
∫
Ω
{e−2ω[Gµν + 2(ωµ;ν − gµνωσ;σ) + 2(ωµων +
1
2
gµνω
σωσ)]δg
µν
√−gd4x
=
∫
Ω
{e−2ωQµνδgµν
√−gd4x,
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de modo que as equac¸o˜es de campo no va´cuo sa˜o
Qµν = 0.
A.4 Teoria de Israelit
A ac¸a˜o da teoria de Israelit [25], baseada na ac¸a˜o proposta por Dirac [14], e´ dada por
SIsr =
∫
Ω
[β2R + k(βµ + βωµ)(βµ + ωµ) + 2Λβ
4 + 8πLM ]
√−gd4x, (A.32)
onde ωµ = ∂µω e βµ = ∂µβ, e k,Λ sa˜o constantes. β e´ um campo escalar com Π(β) = −1
(ver definic¸a˜o (2.3.11)). Λ e´ conhecida como constante cosmolo´gica. Essa ac¸a˜o tambe´m e´
invariante pelas “transformac¸o˜es de gauge”(2.65).
Em termos do escalar de curvatura riemanniano, notando que
β2ωα;α
√−g = (β2ωα);α
√−g− 2ββαωα
√−g
e desprezando o termo de fronteira, temos que
SIsr =
∫
Ω
[β2K+2(k− 6)ββσωσ+(k− 6)β2ωσωσ+ kβαβα+2Λβ4+8πLM ]
√−gd4x. (A.33)
Fac¸amos uma variac¸a˜o δgµν que se anule em ∂Ω. De (A.31), com f = β2,
fµ;ν = 2βµβν + 2ββµ;ν . (A.34)
Escrevendo b = ln(β),
βµ;ν = (e
b)µ;ν = (bµe
b);ν = β(bµ;ν + bµbν), (A.35)
e portanto
fµ;ν = 2β
2(2bµbν + bµ;ν), (A.36)
fσ;σ = 2β
2(2bσbσ + b
σ
;σ). (A.37)
Defina tambe´m Z = ω + b. Enta˜o
ZµZν = ωµων + bµbν + ωµbν + ωνbµ, (A.38)
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ZαZα = ω
αωα + b
αbα + 2ω
αbα. (A.39)
Defina α = k − 6. Desse modo, utilizando (A.10), (A.31) e a definic¸a˜o (A.13), chegamos
a
Gµν = 8π
Tµν
β2
−α(ZµZν − 1
2
gµνZ
σZσ)− 2(gµνbσ;σ− bµ;ν)− 2bµbν − gµνbσbσ+Λβ2gµν . (A.40)
Fac¸amos agora uma variac¸a˜o δω que se anula em ∂Ω. Usando (A.5), podemos escrever
L = 2α(βgµνβµων+β
2gµνωµων), pois os outros termos da ac¸a˜o na˜o dependem de ω. Definindo
S = −1
2
δLM
δω
, (A.41)
temos que
∂L
∂(ων)
= 2αβ(βν + βων) = 2αβ2(bν + ων) = 2αβ2Zν . (A.42)
Assim,
2α(β2Zν);ν = 16πS. (A.43)
Fazendo uma variac¸a˜o em β com δβ = 0 em ∂Ω, podemos tomar
L = β2K + 2αββσω
σ + αβ2ωσωσ + kβ
αβα + 2Λβ
4,
de forma que
∂L
∂β
= 2βK + 2αβσω
σ + 2αβωσωσ + 8Λβ
3, (A.44)
∂L
∂(βµ)
= 2αβωµ + 2kβµ. (A.45)
Logo, (
∂L
∂(βµ)
)
;µ
= 2α(βµω
µ + βωµ;µ) + 2kβ
µ
;µ, (A.46)
de modo que
(2βK + 2αβωσωσ + 8Λβ
3)− (2αβωµ;µ + 2kβµ;µ) + 8π
δLM
δβ
= 0. (A.47)
Definindo
B = −1
2
δLM
δβ
(A.48)
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e usando que βσ;σ = β(b
σ
;σ + b
σbσ), obtemos
K + k(bσ;σ + b
σbσ) = −α(ωσωσ − ωσ;σ)− 4Λβ2 +
8π
β
B. (A.49)
A.4.1 Leis de conservac¸a˜o
A ac¸a˜o correspondente a` mate´ria e´ escrita como
IM = 8π
∫
Ω
LM
√−gd4x, (A.50)
logo sua variac¸a˜o devido a variac¸o˜es simultaˆneas δgµν , δω, δβ que se anulam em ∂Ω e´ escrita
como
δIM = 8π
∫
Ω
[
1√−g
δ(LM
√−g)
δgµν
δgµν +
δLM
δω
δω +
δLM
δβ
δβ
]√−gd4x
= −8π
∫
Ω
[Tµνδg
µν + 2Sδω + 2Bδβ]
√−gd4x. (A.51)
Se essa variac¸a˜o for devida a uma famı´lia de difeomorfismos que preservem a orientac¸a˜o
de Ω (ver sec¸a˜o A.2.1), δgµν sera´ dado pela equac¸a˜o (A.19), δω = ωνη
ν e δβ = βνη
ν .
Substituindo na expressa˜o (A.51), como IM e´ invariante por esses difeomorfismos, δIM = 0.
Logo,
0 =
∫
Ω
[2T νµ η
µ
;ν + 2Sωµη
µ + 2Bβµη
µ]
√−gd4x
= 2
∫
Ω
(T νµ η
µ);ν
√−gd4x+ 2
∫
Ω
[−T νµ ;ν + Sωµ +Bβµ]ηµ
√−gd4x,
de forma que temos a primeira lei de conservac¸a˜o
T νµ ;ν − Sωµ −Bβµ = 0. (A.52)
E´ suposto tambe´m que a ac¸a˜o (A.50) seja invariante por “transformac¸o˜es de gauge”(2.65),
de modo que se tomarmos λ(x) pequeno o suficiente para que sejam boas as aproximac¸o˜es
em primeira ordem
g˜µν ≈ (1 + 2λ)gµν ,
β˜ = e−λβ ≈ (1− λ)β,
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obtemos δgµν = 2λgµν , e portanto δg
µν = −2λgµν pela eq. (A.8). Tambe´m, δω = λ e
δβ = −λβ. Substituindo essas expresso˜es em (A.51) e notando que δIM = 0, a invariaˆncia
de gauge da ac¸a˜o nos da´
T + S − βB = 0, (A.53)
a segunda lei de conservac¸a˜o, onde T = T µµ .
Vale notar que, tirando o trac¸o da eq. (A.40), temos
−K = 8π
β2
T + αZσZσ − 6(bσ;σ + bσbσ) + 4Λβ2.
Ale´m disso, utilizando (A.43) e (A.53),
8πT = −α(β2Zσ);σ + 8πβB,
e portanto
−K = 1
β
[−α(β2Zσ);σ + 8πβB] + αZσZσ − 6(bσ;σ + bσbσ) + 4Λβ2.
Apo´s algumas manipulac¸o˜es, obtemos novamente a eq. (A.49). Desse modo, segue das
leis de conservac¸a˜o que as equac¸o˜es (A.40), (A.43) e (A.49) na˜o sa˜o todas independentes, o
que reflete o fato de a ac¸a˜o ser invariante de gauge. Isto e´, na˜o e´ poss´ıvel determinar todos
os campos gµν , β e ω a partir dessas equac¸o˜es. O “gauge”(que pode ser entendido tanto
como o campo ω quanto como o campo β) deve ser determinado a partir de considerac¸o˜es
f´ısicas.
As leis de conservac¸a˜o ainda podem ser escritas de outra maneira: substituindo (A.53)
em (A.52), obtemos
T νµ ;ν − Tbµ = SZµ. (A.54)
Definindo
8πΘµν = αβ2(
1
2
gµνZσZσ − ZµZν) (A.55)
e usando (A.43), pode-se mostrar que
Θ λµ ;λ −Θλλbµ = −SZµ. (A.56)
Usando (A.54),
(T νµ +Θ
ν
µ );ν − (T +Θ)bµ = 0. (A.57)
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