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NOTATION 
Typically we use the Greek letters, ~11, /3, y to denote complex variables 
writing often, for example, y = a + ib or /3 = c + id, with a, b, c, and d 
real. However, when y appears as the variable of integration, as in 
S<r - IV’f(r)dr, ‘t 1 is, unless explicitly indicated otherwise, taken to be 
real. Moreover, when, as in this example, the limits of integration are 
not indicated explicitly they should be taken as - CO and + CO. The 
differential will also be suppressed from time to time when this does not 
lead to ambiguity. R1 shall denote the real line, R2 the complex plane, 
and R2+[R2-] the open upper [lower] half-plane. 7 denotes the complex 
conjugate of y andff(r) =$(f), W easowriteloglf) =log+(f\-log-lfl, 1 
where log+1 f j = max{log 1 f 1, O}. If v is a measure, or nondecreasing 
function, and I is a subinterval of R1, then 
P(dv : I) = measurable functions f : 
If the measure is not indicated explicitly, as inL2(R1), then it is Lebesgue, 
while if the interval is not indicated explicitly, as in L2(dv), then it is all 
of RI. 
* The support of the Department of Mathematics of the City College of the City 
University of New York, where the final version of this paper was written, and the 
support of NSF Grant GP-14065 is gratefully acknowledged. 
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1. INTRODUCTION 
Hilbert spaces of entire functions have been studied extensively by 
de Branges ([3-g]; f or additional references see also the bibliography of 
[9]). Unfortunately, however, it requires considerable effort to extract 
many of the beautiful and far reaching results discovered by de Branges 
from his published work. The objective of the present paper is to make 
some aspects of the theory more accessible and at the same time illustrate 
its utility in developing spectral representation formulas. 
In particular we shall utilize solutions of the system of equations 
At(Y) - A,(Y) = -Y J:, Bs(Y) 4-(s), 
B,(y) - B,(Y) = Y j” As(Y) do+@>, 
(1.1) 
0 
where Qf and Q- are continuous nondecreasing functions on [0, co), to 
generate a sequence of Hilbert spaces of entire functions of the kind 
studied by de Branges. We assume throughout that Q+(O) = Q-(O) = 0 
and from time to time that Q+ and Q- are strictly increasing on [0, m). 
Guided by Feller [15] it is easy under this last assumption to introduce 
the operator D+[D-] of differentiation with respect to Q+[Q-] and to 
check first that 
A - At 
At- = D-4 = $2 Q-(t ;;) _ Q-(t) = -rBt , 
B,+ ES D+B, z lim B Bt t+h - 
h+O Q+(t + h) - Q+(t) = yAt ’ 
(1.2a) 
(1.2b) 
and then to conclude that 
D+D-A, = +At , (1.3a) 
D-DEB, = -7124. (1.3b) 
If Q+ and Q- are differentiable in the ordinary sense with 
* dQ- 
dt 
= r(t) > 0, __ 
dt ==1_,0, PM 
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then Eqs. (1.3) d re uce to classical differential equations of the Sturm- 
Liouville type, 
; (PA,‘) = +A,, (1.4a) 
p (5 Et;)! = -y%, . (1.4b) 
Note that Q+[Q-] is absolutely continuous with respect to 
Q =Q’+Q-. 
Hence, by a classical theorem of Lebesgue (Rudin, Ref. [21], Theorem 
8.18), there exist a pair of locally Q summable functions qf and q- such 
that 
Q+(t) = 1; q+(4 dQ(s) 
and 
Q-W = s 1 r(s) dQ(G 
We shall be especially interested in the function E, = Af - iB, when 
Al and B, are the unique solutions of (1 .l) subject to initial conditions 
A,, and B, , which are allowed to depend upon y. Specifically we suppose 
that 
(1.5a) A,[B,] is an even [odd] entire function of minimal expo 
nential type (see Comment 1.1 for definition) in the variable y; 
(1.5b) A,(O) = 1; 
(1.5~) WM = Ah4 and WYY) = 44~); 
and that either E,, = A, iB, satisfies the inequalities 
(1.54 I ~dy)I > I 4,x(~)l if y E X2+; 
(1.5e) J<l + y2)-ll ~o(~)l-2 dr < 00; 
or 
(1.5d’) E,, = 1 and Q+(t) > Q+(O) for every t > 0. 
Assumption (1.5d’) is not strictly an initial condition but rather 
incorporates the qualification under which the initial condition E,, = 1 
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will be considered. It is introduced, as the reader will discover sub- 
sequently, to insure that (1.5d) and (1Se) will be satisfied with E, in 
place of Es for every choice of t > 0. It should further be noted that 
(1.5a) and (1.5~) together imply that E,,+(y) = E,( -y) while (I .5d) and 
(1.5e) imply that E,, is root-free on the entire closed upper half-plane. 
This is, of course, the case also if E,, = 1. 
Comment 1.1. Recall that an entire function f is said to be of 
exponential type if there exists a finite constant M such that 
If(Y)1 G elvlM 
for every choice of y. More preciselyfis said to be of exponential type T if 
It follows of necessity that T > 0; if T = 0 f is said to be of minimal 
type. 
Comment 1.2. In reading this paper it is well to think of A, as the 
analog of cos yt and B, as the analog of sin yt. Indeed if E,, = 1 and 
Q+(t) = Q-(t) = t it is easily checked that El = eeiYt, A, = cos yt, and 
B, = sin yt. These circumstances will be referred to from time to time 
throughout the paper as the classical case. 
The paper is organized as follows: In Section 2 we shall study the 
solutions of (1.1) under the initial conditions (1.5), showing that E, is an 
entire function of exponential type 
and that aside from this modification (1.5a)-(1.5e) propogate. That is to 
say, all the requisite statements hold with A, , B, , and E, put in place of 
A, , B, , and EO . The “t version” of (1.5d) (1 E, 1 > 1 E,# 1 on F+) 
enables us, as we show in Section 3, to define a Hilbert space of entire 
functions, B(E,), with inner product 
(f, At = j-f(r) Z(y)1 G(Y)I-~ 4, 
norm 
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and reproducing kernel 
(1.7) 
That is to say, JBt E 99(E1) for each complex number /3, and every 
f E g(E,) satisfies 
The “t version” of (1.5e) helps to insure that g(E,) is closed under the 
mapping f -+ fB = (f - (fs))/(y - fi). This is also noted in Section 3, 
which is devoted to a general discussion of the kind of Hilbert spaces 
studied by de Branges, hereafter to be referred to as de Branges spaces. 
Some of the less evident properties of these spaces require some results 
from the theory of functions of a complex variable. These are developed 
in Section 4. In Section 5 we study the family of spaces {g(E,)j, s > 0, 
generated by the solutions to (1.1) under initial conditions (1.5). A 
principal conclusion is that if Q+ and Q- are strictly increasing (as well 
as continuousl) functions on [0, co), then the family of spaces {g(E,)) 
is ordered by isometric inclusion. Moreover there exists a nondecreasing 
function p on R1 such that J(1 + y2)-l C+(Y) < cc and L2(d~; R1) = 
L2(&) contains isometrically every space &9(E,) as a closed subspace. 
In other words, if 0 < s < t then 
and 
j- I (f/-Wr>l” dr = j” I(f/Wr)l” dr = 
for every f E Bl(E,). If ~(00) = co then p is essentially unique and 
Usa $Y(E,) is dense in L2(&). Thus, in this case, the family of spaces 
{9Y(EJ) provide a partial spectral decomposition of h2(dp) running from 
kq?3,) to P(dp). 
In Section 6 we go on to study the relationship between the spaces 
L2(dQ*; [0, t]) and L2(+). It is perhaps well to pause at this point to 
recall, for the sake of comparison, the more familiar results from the 
classical theory of Sturm-Liouville expansions. To this end fix t > 0, 
1 This will be a permanent assumption. 
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assume that p and r are both strictly positive on [0, t], and let A, denote 
a solution of (1.4a) for 0 < s < t which satisfies the boundary conditions 
A,- = 0, (1.9a) 
At =O. (1.9b) 
The theory (Jorgens, Ref. [17], Chapter 4, Coddington and Levinson, 
Ref. [lo], Chapter 7) then guarantees the existence of a countable 
sequence of real constants (eigenvalues) 
for which the problem (1.4a), (1.9a), (1.9b) possesses solutions (eigen- 
functions) A,(m) and that these are orthogonal and complete in 
L2(dQ+; [0, t]). Th us if f E L2(dQ+; [0, t]) then 
r-l j; IfW dQ+(4 = jl I(~efhJ12 jr-l jl A,~(Y,) dQ+(s)(-: (1.10) 
where T,f denotes the even transform, 
(I.lla) 
For ease of future reference we define also at this point the odd transform 
(TofM = r-l j$W dQ-(4 
for functions f EL2(dQ-; [0, t]). 
(l.llb) 
Since T,f is an even function (of r) we may, upon introducing the 
step functionp, with jumps of height 1/2{7~-l Ji A,(Y,)~ Q+(s))-l12at fm, 
replace the sum in (1.10) by a Stieltjes integral to get 
r-l J: If(s ~Q+(s) = s”;, I(~e.W)12 4&). (1.12) 
Moreover, if 7(t) tends to co as t T co [which means that 00 is not a 
regular boundary point in Feller’s classification (McKean, Ref. [19], 
p. 522)] and the step functions pr are normalized, say, to be right 
continuous and to vanish at the origin, then a subsequence of the 
functions pt converges weakly to a nondecreasing function p on R1 and 
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(l.lla) and (1.12) now hold with t replaced by co and pt by p. The 
function p is the so-called spectral function; it is essentially unique 
( i.e., up to normalization) and there is a one-to-one correspondence 
between L2(dQ+; [0, 00)) and the even functions in L2(dp; R1) = P(dp). 
In much the same way it follows (upon replacing A, by B, , (1.4a) by 
(1.4b), Q' by Q-9 and T,f by T,,f in the preceding discussion) that there 
is a one-to-one correspondence between L2(dQ-; [0, co)) and the odd 
functions in L2(dp). 
These conclusions will also be arrived at as one end product of the 
work in Section 6. Of greater interest, however, is the conclusion that 
whenever A, and B, are solutions of (1 .l) subject to (1.5) and Qf are 
strictly increasing, then the mappings defined in (1.11) act as follows: 
Te : f E L2(dQ+; P, tl> onto WV-G) 0 ~(&,)>even , (1.13a) 
To : f EL2(dQ-; [O, tl) onto @@(Et) 0 ~(~o))odd , (1.13b) 
where, for example, 
GW-9 0 W+%)leven 
= {f E g(E,): f is orthogonal to g(E,-,) in L2(1 E,(y)l-2 dy) and f is even}. 
Since 98(E,) may also be characterized (Lemma 3.5) as the set of entire 
functions of exponential type <I for which J\(f/E,)(y)(2 dy < co, 
the correspondence indicated in (1.13) is seen to be a generalization of the 
Paley-Wiener theorem. Indeed if E, = 1, then, as we shall see presently, 
a’(&) = 0, and if in addition Q+(t) = Q-(t) = t, so that E, = e”yt 
and 7(t) = t, then the correspondence indicated in (1.13) reduces to the 
classical Paley-Wiener theorem. 
As t r co the mappings T, and T,, extend naturally to 
Te : f E L2(dQ+; [O, ~0)) into W2(dp) 0 %Wven , 
To : f EL2(dQ-; 10, 00)) into{L2(dp) 0 ~(~o)}odd , 
the into becoming onto if T( co) = cg. In this latter event the function p 
is essentially unique and so it must coincide with the spectral function p 
mentioned earlier. We shall accordingly refer to p as the spectral function 
also. 
In Section 7 the theory developed in Section 6 is used to derive 
formulas for the spectral, function ~1 in terms of certain solutions to (1.1). 
The principal results are summarized in Theorems 7.2 and 7.3, and then 
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applied to some examples in Section 8. Under appropriate restrictions the 
spectral function has a density (derivative) d, given by (7.22), which 
reduces to a form discussed by Levinson [ 181. This is elaborated on in 
Comment 8. I, 
We now, in closing this section, list a number of comments in order to 
single out some points we feel to be of interest. 
Comment 1.3. From Lemma 6.1 it follows that if Q+ and Q- are 
strictly increasing then 
and 
where I and K are bounded subintervals of [0, co) and, for example, 
A, denotes A, - A, if I = [s, t]. In particular it should be noted that 
these relations imply that Q+ and Q- can be recovered from knowledge 
of At, B, , and p. This might lead one to suspect that if one starts with an 
ordered (by isometric inclusion) one-parameter family of de Branges 
subspaces, ofL2(&), where p is some nondecreasing function on R1 which 
meets the condition J(l + y2)-l &(y) < co, then these spaces must be 
generated by the solutions of a system of equations akin to (1.1). Subject 
to some technical qualifications this turns out to be the case. For a 
concrete realization with applications to the prediction problem of 
stationary Gaussian processes the reader is referred to Dym and McKean 
[12]. (A survey paper, Ref. [13], including an outline of the work done 
along these lines by the Russian mathematician M. G. Krein is currently 
in preparation.) 
Comment 1.4. It is easy to check, with the help of formulas (1.7) and 
(1 .S), that if & and /I, are distinct roots of B then 
In other words the functions (y - /3,)-IB,, where /3, , n = 1, 2,..., 
denote the roots of B, (which turn out to be real and simple), are logical 
candidates for an orthogonal basis for 9Y(E,). Indeed it may be checked 
that these functions span g(E,) if B, does not belong to 9(E,). Assuming 
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this to be the case it follows that we may develop each function in a(E,) 
in an expansion of the form 
f&J &(A f(r) = c------ &%%a) Y - Bn 
and 
where the summations are carried out over the roots /3, of B, and ’ here 
denotes differentiation with respect to the variable y. For further details 
and generalizations the reader is referred to de Branges, Ref. [9], 
Theorem 22. 
Comment 1.5. A portion of the results arrived at in Section 6 may be 
summarized under the general heading of spectral representation 
formulas (or perhaps integral transforms) for problems of the Sturm- 
Liouville type when the boundary conditions are allowed to depend on 
the parameter. This reflects the fact that we allow the initial conditions 
A, and B, to depend upon y. The simplest example which illustrates the 
effect of this is Example 8.1. Comment 8.2 touches upon a related 
example. 
2. ON THE NATURE OF THE SOLUTIONS TO (1.1) 
We consider initially the question of the existence of solutions to the 
system of equations (1.1) subject to the initial constraints (1.5) when Q+ 
and Q- are continuous nondecreasing functions on [0, co). First some 
notation. For t > s > 0 let [F, G],(s; t) denote the m-fold integral 
[F, G],(s; t) = /:dF(s,) s; dG(s,-,) j~--ldF(sm-p) -.. j-T d?(s,), m 2 2, 
where 
w = Wl) if m 3 3 is odd 
= ‘%A if m > 2 is even, 
and, for the sake of notational unity, let 
[F, G],(s; t) = I’ dF(s,) = F(t) -F(s) 
s 
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and 
[F, G],(s; t) = 1. 
In the cases of interest to us F and G will be continuous nondecreasing 
functions on [0, co) so that all these integrals will be well-defined as 
ordinary Stieltjes integrals (Widder, Ref. [25], Chapter I). Setting 
Q(s; t) = 1: @Q+ + dQ-) = Q+(t) -Q+(s) + Q-(f) -Q-(4 = Q(t) -Q(s), (2.1) 
it is easily checked by induction that 
I L-Q-, Q+M; 41 < Q% O/m! 
and 
(2.2) 
I [Q+, -Q-l&; t>l < Q”(s; W4 m = 0, I,... . (2.3) 
Now suppose that for each fixed choice of y there exist a pair of 
continuous functions (of the index t) A, and 3, which are solutions of 
the system (1.1). Th en upon successively substituting the solution of 
each equation of (1 .l) into the integrand of the other, one is lead to 
conjecture that the solution, written in vector form with 
is given by the matrix power series expansion 
gt= f Yrn ( 
L-Q-, Q+lmKt t> 0 
m=o 
0 [Q+, -Q-Iv@; 4 I( 1 y :, m cFo . (2.4) 
Invoking the estimates (2.2) and (2.3) it is easily checked that the right 
side of (2.4) converges both absolutely and uniformly if t and y are 
bounded. Thus c?~ is continuous in t, analytic in y, and is the unique 
solution of (1.1) which tends to 8, as t -+ 0. In fact 
where 
II 4r)ll G e’v’Qco;t) II 4b(r)ll, (2.5) 
II E;(Y)ll = {I 4Y)lZ + I Qw’2 
denotes the norm of the vector ~?~(y). Hence A, , B, , and E, = A, - 8, 
are all of exponential type. 
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We proceed now in a series of lemmas and corollaries to establish 
results which will give us more information on the character of Et. 
The principal conclusions are summarized at the end of the section in 
Theorem 2.1. 
LEMMA 2.1. The function J41(y) dejked in (1.7) may also be written 
in the form 
MY) = r--l s: WWL(Y) dQ+(s) + v-l j-” R(BP~(Y) dQ-(4 + Jo”(r)- (2.6) 
0 
Proof. It follows readily from equations (1.1) that, locally, A, and B, 
are functions of bounded variation in t and that 
Integrating the right side by parts it is found to equal 
That is to say, 
Y 1; &B)~Y) dQ+(s) - b sf WWY) dQ-(4 = ~&WUr) 1;. 
In much the same way it follows that 
Y sf B&W~Y) dQ-(4 - fl ,: &(/W~(Y) dQ+(s> = --B&+%(Y) 1:. 
The desired formula (2.6) now follows easily upon adding these two 
equations and noting that in terms of A, and B, (1.7) becomes 
-“MY) = m)&(Y) - mwt(Y) 
“(Y -4 * 
(2.7) 
COROLLARY 1. Suppose either 
(4 I ~o(Pll > I ~o”(ls)l for e-y B E R2+, 
Or 
(b) Eo(B) z 1 and Q+(t) > Q+(O) for ewery t > 0. 
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Then 
I WI > I -WWI for every P E R2+ (2.8) 
and every t > 0. 
Proof. Because of (1.7) it is enough to show that JBt(fl) > 0 for every 
/3 E R2+. But (2.6) implies that 
Iat = Jo”(P) + r-l ,: I 4P)12 dQ+(s) + n-l It I W)I” dQ-(4. 
0 
In case (a) Jao(/3) > 0. I n case (b) jBo(/3) = 0 but, as A,@) = 1 and A, is 
continuous, $, 1 A,(/3)la dQ+(s) > 0. 
COROLLARY 2. JB”(p) 3 JBs(/3) for every t > s > 0 and every /3. 
We now establish a stronger result on the growth of Jot@) than 
Corollary 2. Recall first that 
(2.9) 
where q+[q-] is the derivative of Q+[Q-] with respect to Q = Q+ + Q-. 
LEMMA 2.2. If /? = a + ib and t > s 3 0 then 
J&j) 3 ~~lbit~(t)--7(W &"(fl). 
Proof. In view of Corollary 2 above we need only consider the case 
b # 0. Now for each such choice of /3, e-2ib1+)JBU(/3) is absolutely 
continuous with respect to Q = Q+ + Q-. It is thus differentiable 
a.e. [Q] with locally integrable derivative 
e-2’b’7(u){-21 b 1[4+(~)4-(u)l”“tAu(B)B,(B) - ~,(&4&3l1/(77~~~) 
+ 4 &@)124+(4 + +I &(kv24-(4~ 
=77 -l e-21b1T(21) ( [q+(~)]~/~A&l) + i[ b [b-1[4-(~)]1’2Bu(B)[2. 
Hence 
e-21bli(t) J,“(p’, - e-21W.7) Jo”(B) 
- 7--1 J 
e-21b1T(u) 1 [q+(u)]‘l”A&3) + il b lb-1[4-(~)]1’2B21(~)12 dQ(u) 
s 
> 0. 
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This completes the proof. 
We add for the sake of completeness, though we shall not need it 
explicitly, 
LEMMA 2.3. E, is an entire function of exponential type T(t). 
Proof. It follows readily from Lemma 2.2 and Eq. (1.7) that 
for every R > 0 and every t > s > 0. The restriction s > 0 is made to 
insure that J,“(r) > 0. The corollary to Lemma 4.1 then further implies 
that &(iR) > J;(i) > 0 for all R >, 1 and hence that 
ti sup R-l log 1 E&R)] > T(t) - T(S) 
for every s > 0, which is to say that the exponential type of E, , which we 
henceforth denote by type (E,), is >T(t). 
To establish the opposite inequality we let c > 0 be a fixed constant, 
and rewrite (1.1) in vector form as 
Upon iterating this expression and computing the norms of the vectors 
and matrices involved in the iteration we find 
Now 
II ~4,(,)ll” = c21 4r)12 + c-2l &WI2 
3 min(c2, c-“)(l 414~ + I &W12) 
3 min(c2, c-~)[ E,(y)12(l/2). 
607/s/3-7 
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On the other hand, 
II ~4‘,(Y)l12 G Cc” + c-“)(I 4r)12 + I m412) 
= Cc” + c-“>(I 4(Y)12 + I mw12)(1/2) 
G (c” + c-“)I w42, if y E R2+, 
because of (2.8). In addition (2.8) im pl ies that the exponential type of E, , 
type 6%) = tTg SUP R-l log Qgg I -W4lI (2.11) 
(the point being that 8 can be restricted to [0, r]), which, together with 
the preceding two inequalities, implies that 
type (4) = iTt SUP R-l W ,gg II ~4’t(ReioNI. 
Combining this with (2.10) we see that 
for every t >, s > 0 and every choice of c > 0. But this implies that 
type (E,) is an absolutely continuous function with respect to Q and that 
a.e- [Ql 
dtYPe (J%) G l~(c2q:(1) 
-c-%-(t) 
dQ 0 )I12 
(2.12) 
where again c > 0 is arbitrary. Hence upon setting (as we may by 
a passage to the limit) c = 0 if q-(t) = 0, c-1 = 0 if q+(t) = 0, and 
q-(t) # 0, and c2 = [q-(Q/q+(t)] lj2 if q-(t)q+(t) > 0, it follows that the 
right side of (2.12) is equal to [q+(t)g-(t)] ri2. That is to say, we have 
shown that 
type (-%) - type W G f k+WhW2 dQ@>, s 
which, upon letting s JO establishes the inequality needed to complete the 
proof, since we have assumed type (Eo) = 0. 
COROLLARY 1. A, and B, have exponential type T(t). 
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Proof. It is clear from (2.4) and assumption (1 SC) that At+ = A, and 
Bf” = B, . The inequality 
I u912 + I &(Y)12 d I MY)12 if y c R2+ 
thus clearly implies that 
type (4 G TW, and type (B,) < I. 
On the other hand, since. A, is even and B, is odd (as functions of y), 
nRJ&(iR) = -iA,(iR)B,(iR) 
>, eWT(t)-T(a)l J;“,(iR), 
from which it follows readily that 
lim sup R-l log ] A,(iR)j +2Tz sup R-l log ( B,(iR)I > 27(t), 
RTa, 
which is to say that 
type (4 + type (4) Z 27(t). 
But this, in conjunction with the previous type estimate, leads imme- 
diately to the desired result. 
COROLLARY 2. IfF, = E, or A, or B, , then 
lim sup R-l log 1 F,(iR)I = T(t). 
R7-J 
Comment 2.1. The proof of Lemma 2.3 was adapted, with modifica- 
tions, from de Branges, Ref. [6], Theorem 10. A variant of this adaptation 
appears in Dym and McKean [12]. 
We now summarize the principal properties of the solutions to (1.1) 
under initial conditions (1.5) in 
THEOREM 2.1. IfQ+ and Q- are continuous nondecreasing functions on 
[0, oo), then for each choice of the complex constant y, the system of equations 
(l.l), under initial constraints (1.5), possesses a unique pair of solutions 
A, = A,(y) and B, = B,(y) h h w ic are continuous functions oft, and 
(2.134 Ad&l is an even [odd] entire function of exponential type 
T(t) (in the variable y); 
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(2.13b) A,(O) = 1, B,(O) = 0; 
(2.13~) hw = 4~)~ W(Y) = m); 
andfor every t > 0, E, = A, - iB, satis$es the inequalities 
(2.134 I -W)l > I Et%)1 for Y E R2+; 
(2.13e) J(l + y2)-ll Et(y)/-2 dy -c ~0; 
(2.13f) ](l + y2)-l log+1 E,(y)/ dr < a. 
Proof. It remains but to check assertions (2.13e) and (2.13f). The 
former follows from inequality (5.5) in case E,, = 1, and from Step I in 
the proof of Theorem 5.3 otherwise. Inequality (2.13f) then follows from 
Lemma 4.3. 
Comment 2.2. Inequality (2.13e) in conjunction with Lemma 4.3 
allows us (as noted in Comment 4.4) to claim equality in (4.6e) with 
g = {(y + i)E,)-l. Th is in turn yields the representation formula 
log 1 -&(a + @I = ~7-9 1 {(c - u)” + b2}-l log / E,(c)/ dc + ~(t)b, 
which is valid for every b > 0. This formula can also be deduced 
directly from Theorem 6.5.4 in Boas, Ref. [2], once (2.13f) is known. 
Comment 2.3. Note that parts (a) and (c) of (2.13) together imply 
that E,+(y) = E,(--y), while (d) and (e) imply that E, is root-free on the 
entire closed upper half-plane. The fact that E, has no real roots can also 
be proved without recourse to (2.13e) as follows: Note first that under 
initial conditions (1.5) E,, has no real roots and next that the matrix 
in (2.4) which links e$ to 8, has determinant 1. This last point can be 
checked by showing that the derivative of the determinant with respect to 
Q is equal to zero, and then evaluating the determinant when t = 0. 
Comment 2.4. If Q+ and Q- are differentiable in the ordinary sense 
with derivatives Y and l/p, respectively, then 
7(t) = r: [r(s)/p(s)]“” ds. 
3. DE BRANGES SPACES 
Let E be an entire function which satisfies the basic inequality 
1 E 1 > 1 E# 1, on Rz+ (the open upper half-plane), (3-l) 
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and let 5@(E) denote the collection. of all entire functions ,f such that 
(3.24 Ilfll” = J I (f/Wr)l” 4 ,5 ~0; 
(3.2b) I(@)(&?)\ < M(R sin 0)-1/2 for 0 < 0 < rr and R > A,, 
(3;2a) \(f/E#)(Reie)j < M(RI sin 13 \)-1/2 for n < 0 < 2rr and 
R > R,; 
where R, and M are arbitrary positive constants which may depend 
upon f. 
We shall term g(E) the de Branges space generated by E. 
THEOREM 3.1. 99(E) is a Hilbert space with reproducing kernel 
Jo = J&) = Qw(Y) - ~“uww 
-2?Ti(y - #7) ’ (3.3) 
That is to say, for each$xed /3 E R2, ]B E B(E) and 
Proof. (3.1), which g uarantees that E is root-free in R2+, and (3.2a) 
together imply that f /E is analytic in the closed upper half-plane while 
(3.2b) implies that for fixed /I and sufficiently large R 
which tends to zero as R T co. Hence Cauchy’s formula may be invoked 
to yield 
1 
--J+(Y) 27ri y+Y = +cs, 
if fl E R2+, 
= 0 if /3 E R2-. 
A similar argument over the lower half-plane with the help of (3.2~) 
shows that 
1 
xi- s 
if p E R2f, 
zzzc -f(P) if j3 E R2-. 
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Combining these two results it is a simple matter to check that 
for eaery value of p E R2, and hence that (3.4) holds. Moreover, as JO 
itself belongs to g’(E) we must have 
(/a 9 JJ = J&4 (3.5) 
and hence, by Schwarz’s inequality, it follows that for every f E 39(E) 
Thatistosay,ifb= a+ib$Rl 
If(P < llfll”(l EOW - I JW~>I”M~~~>. (3.6) 
It is easily checked that inequality (3.6) may be used in place of (3.2b) and 
(3.2~) in the definition of g(E). Finally note that if {f,} is a Cauchy 
sequence in (the norm of) 98(E) then (3.6) implies that {fn} is a normal 
family (Rudin, Ref. [21], p. 271), and so a subsequence of the {fJ 
converges pointwise to an entire function f. It is easy to check that f must 
itself sit in 99(E), and hence, upon reapplying (3.6), the full sequence 
must tend to f pointwise as well as in norm. 
This covers the essential points in the proof that g(E) is a Hilbert 
space with reproducing kernel JO . 
In the remainder of this section we discuss a number of properties of 
de Branges spaces assuming, in addition to (3.1), that 
E+(Y) = EC-Y). (3.7) 
The theory may be developed without this restriction, It is adopted 
in order to simplify the exposition. An important consequence of this 
assumption is thatf (-y) E a(E) whenever f E 97(E). 
It proves useful to introduce the functions 
A = (E# + E)/2 and B = (E# - E)/2i 
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and to note, as is obvious from the definition, that A = A#, B = B#; 
A and B are real-valued on RI; E = A - iB and E+ = A + iB. Note 
also that (3.7) is equivalent to assuming A even and B odd. 
LEMMA 3.1. Iffy g(E) then 
Ilfll” se j (A2 + ByIf/ = J (k2A2 + k-W)-l/f12 (3.8) 
for every red nonxero constant k. 
Proof. Writing the reproducing kernel (3.3) in terms of A and B we 
see that 
does not change if A is replaced by A, = kA and B is replaced by 
B, = k-lB. Moreover, as E, = A, - iB, satisfies inequality (3.1) 
there exists a corresponding de Branges space g(E,) with, by the 
foregoing observation, the same reproducing kernel JO . Thus as the 
set of functions (JO : /3 E R2) is dense in a(E) and 
1 I JdE I2 = J&9 = 1 I Jd-G I23 
we conclude that 
for everyfE g(E) = g(E,). This is equivalent to (3.8). 
Comment 3.1. In the proof of Lemma 3.1 it was shown that if 
A, = kA and B, = k-lB for some nonzero real constant K then 
SqE,) = a(E). 
The converse of this statement is true also. For, if g(E) = a(&) then 
the corresponding reproducing kernels must match. Thatis to say, we 
must have 
The assertion follows upon matching even and odd parts in y and 
recalling that A = A# is even while B = B# is odd. For a more general 
result of this type see de Branges, Ref. [5], Theorem 1. 
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LEMMA 3.2. If neither A nor B belong to g(E) then the domain of 
multiplication by y, 
is dense in S?(E). 
Proof. We first note, as is easy to check, that if f E S?(E) and 
f(P) = 0 for some complex constant /3 $ R1 then (y - &'f E B(E) 
and (y - b)(r - /3-‘f E S?(E). Now suppose g E g(E) is orthogonal to 
every element f of J?‘(E). Then for each nonreal choice of /3, 
belongs to .59(E) and 
NY - P)f, Go) = 0. (3.10) 
Moreover, as G,(p) = 0 it follows that (y - p)-lG, E J?(E) and so 
may be substituted for f in (3.10). But this implies that G4 = 0 and 
hence that g must be a linear combination (with complex coefficients 
cr , ca) of A and B : g = c,A + c,B. However, because of (3.7), &Y(E) 
contains g(-r) as well as g and hence, also 2c,A = g(r) + g( -y) 
and 2c,B = g(r) - g(-r). cr = ca = 0 follows, and the proof is 
complete. 
Comment 3.2. This lemma and its proof are adapted from de 
Branges, Ref. [9], Th eorem 29. It is easy to check that if either A or B 
belongs to S?(E) (they cannot both belong simultaneously) then it is 
orthogonal to 4(E). For example, if B E a(E) and f E d(E) then 
(f, 4 = b!fT /cl) = (Tf)(O) = 0. 
We list more de Branges’ space facts although the proofs, which are 
also given below, depend upon results which are to be established in the 
next section, wherein some of the deeper implications of inequality (3.1) 
on the structure of E are discussed. 
LEMMA 3.3. 9?(E)isclosedunderthemappingf--+f, = (f-f(@/(y-/3) 
for every complex constant fl a. and only if 
(3.11) E is of exponential type, and 
(3.12) J‘ (1 + y2)-ll E /-2 < co. 
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Proof. Suppose SJ(E) is closed under the indicated map. Then there 
must exist a function f E a(E) with f (-i) # 0. Hence, as 
If(- Y + i I-’ < 21f-i(r)12 + 21f(r)121 Y + i I-’ 
< 21 f-iMl” + 21fW12 
for all y in the closed upper half-plane, it follows that the function 
h = (y + +-l, which is itself analytic in the closed upper half-plane, 
satisfies inequalities (3.2a) and (3.2b). This establishes (3.12) directly. 
(3.11) then follows from Lemma 4.3. 
To prove sufficiency we apply the inequality 
21 f (r>l” I f&Y G , y -p ,2 +21f(8)121~j2 l,‘il, ’ rzB’ 
first to the case y E Rr to conclude from (3.12) that I( fB (1 < 00, and then 
to the case y = Reis, 0 < b’ < rr, and R f co to conclude from Lemma 
4.3 that fO satisfies inequality (3.2b) ( since f and h do). It remains but to 
check that fs satisfies inequality (3.2~). But this follows from the lower 
half-plane version of Lemma 4.3 which implies in particular that h+ 
satisfies (3.2~). 
Comment 3.3. This lemma was motivated by de Branges, Ref. [5] 
Theorem 3. Therein it is shown, albeit very sketchily, that 99(E) is 
closed under the mapping f + fs if and only if E satisfies (3.11), (3.12), 
and (4.2). This last condition is actually superfluous, as follows from 
Lemma 4.3. 
LEMMA 3.4. Under (3.11) and (3.12) (and of course (3.1) and (3.7)) 
the functions (E - E(B))l(r - 8), (A - 4B))/(r - 8, and (B - W%/(Y - B) 
belong to 93(E) f or every choice of the complex constant /3. 
Proof. The proof is carried out in much the some fashion as the 
sufficiency proof of Lemma 3.3. Thus, for example, focusing attention on 
the functions (A - A(@)/(7 - fl), it is.easy to check, with the help of 
(3.12), that (3.2a) is satisfied (even if fl E Rl). (3.2b) then follows from 
Lemma 4.3 and the observation (see (2.7)) that 
1 A I2 < 1 A I2 + 1 B I2 + i(BA - Bs) = 1 E I2 on R2+, 
while (3.2~) follows from the lower half-plane analog of Lemma 4.3 and 
the fact that 
I A I2 < I E* I2 on R2-. 
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LEMMA 3.5. If E is an entire function of exponential type T which 
satisJes (3.1), (3.7), and (3.12), then S?(E) may be characterized as the 
set of entire functions, f, which satisfy (3.2a) and are of exponential type less 
than or equal to T. 
Proof. Lemma 4.3 implies that J(1 + y2)-l log+ / E 1 < co, and so if 
f satisfies (3.2a) it must also obey the inequality 
j(1 +r2)-110g+Ifl G 1/2J(l +Y2)-‘log+lflE12+j(l +Y2)-‘log+IEI 
< (l/2) j I f/E I2 + j (1 + y2)-l log+ I E I 
< co. 
Hence, Nevanlinna’s representation formula (Boas, Ref. [2], Theorem 
6.5.4) is applicable and implies that 
(3.13) 
where 
k = gTi sup(2/n)R-l j* log/ f(ReiS)I sin 0 &. 
0 
Recalling the definition of the indicator function for f, 
h(B) = gTt sup R-l log/ f(Reie)l, 
(3.14) 
(3.15) 
it follows easily from (3.13) that 
h(0) < k sin 19 if 0 < 8 < 7r. 
Upon replacing (3.13) and (3.14) by their lower half-plane versions it 
follows further that there exists a constant m such that 
h(4) ,< m sin 19 if 0 < 0 < z-. 
Thus, as h is continuous (Boas, Ref. [2], Theorem 5.1.4), we must have 
h(0) = h(r) = 0. N ow as h(rr/2) < T it follows readily upon applying 
the Phragmtn-Lindeliif theorem (Titchmarsh, Ref. [23], p. 177) to the 
sector 0 < 0 < 7r/2 that there exists a constant M such that for 
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every E > 0 and every R > 0 
But this implies that 
for 0 < 8 < 7712 and, in fact, the argument extends to show that aside 
from a possible adjustment in the value of M, this inequality must hold 
for 0 < 8 < 7r. Thus upon putting this bound into (3.14) and recalling 
that E is arbitrary, we see that K < T. Yet on the other hand, applying 
the Nevanlinna formula to E, which is root-free in the closed upper 
half-plane, we get 
(The coefficient of b on the right side must equal T since b-l log [ E(b)1 + T 
as b T co.) 
Thus 
from which it follows, via Theorem 4.1, that f satisfies (3.2b). Similar 
estimates for f/E” carried out over the lower half-plane show that f 
satisfies (3.2~) also and so we conclude thatf E a(E). 
To complete the proof it remains to show that if E has exponential 
type T and f E 97(E) then type (f ) < T. But this follows from (3.4) and 
the fact that 
JR,is(Reie) < constant * M(R) * M(R + l), (3.17) 
where 
To verify (3.17) we consider two cases. First I b 1 > l/4, in which case 
the inequality is apparent from the definition, (3.3), and secondly 
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j b 1 < l/4. In checking the latter it suffices, as J&I) = j&3), to consider 
the case 0 < b < l/4. But then, since J4 is analytic, we have 
I JoWI = 1 (257-l j:" UP + @'I de /
1 
=I-s 277 
2n E(PP(B + eie) - jWWV + eie> do 
0 -27q3 + eis ~ 8) 
< 2M(R)M(R + 1)(2x)f2 j2’{(26 + sin 8)2 + (cos @)2)-l/2 &? 
0 
< 2M(R)M(R + 1)(2~--~ [r + ,:‘I ( cos t9 1-l db’ 
+ s[~~~ (I sin 0 / - 1/2)-l d0 + jIl,4 cos 8 dtl] 
= constant * M(R)M(R + l), 
as asserted. 
COROLLARY. If E is an entire function of exponential type T which 
satisfies (3.1), (3.7), and (3.12), then 
lim sup R-l log/ F(Reis)I = T sin 0, 
RfW o<eGn, (3.18) 
ifF = A or B or E. 
Proof. IfF = E then (3.18) follows easily from (3.16) if 0 < -9 < 7r. 
That is to say, the indicator function for E, hE(0) = T sin 0 if 0 < 0 < z-. 
This establishes (3.18) for F = E since h, is continuous (Boas, Ref. [2], 
Theorem 5.1.4). A similar argument disposes of the cases F = A and 
F = B (as (3.16) is applicable in both instances). 
Comment 3.4. It is interesting to note that any Hilbert space H of 
entire functions for which the following hold: 
(a) f(r)(r - &lb - B> E H wheneverf E H andf (PI = 0; 
(b) Point evaluation is a bounded linear functional; 
(c) f # E H and has the same norm as f wheneverf E H; 
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is a de Branges space relative to some entire function E which obeys 
(3.1). A proof is furnished in de Branges, Ref. [4], and Ref. [9], 
Theorem 23. 
4. SOME FUNCTION THEORY 
The basic inequality (3.1) h as f ar reaching implications on the behavior 
of E, especially if E is of exponential type (see, for example, Boas, Ref. [2], 
Section 7.8). We pause now to explore some of these implications and to 
consolidate some applicable results from function theory. The casual 
reader is invited to postpone the proofs and go on to Section 5. 
LEMMA 4.1. If E is an entire function of exponential type which 
satisjes (3.1) then 
Proof. Let yn = arr - ib, , n = 1, 2,..., denote the nonzero roots 
of E. Since b, > 0, Lindelof’s theorem (Boas, Ref. [2], p. 27) implies 
that 
:I bnll Yn I2 < co- (4.1) 
Now as E is assumed to be of exponential type its Handamard product 
representation takes the form 
E = Cymeqv fi (1 - y/y,J evlvm, 
n=1 
where C and 7 are constants. Substituting this into (3.1) we find that 
1 > 1 exp I[($ - d - C 2kl Ye I-7~~ 1 I P(y)l, Y E R2+, 
where the convergence of the Blaschke product 
P(Y) = rI (1 - $)/(l - $-) 
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in R2+ is assured by (4.1). N ow by the Ahlfors-Heine theorem (Boas, 
Ref. [2], p. 115) 
lim logI WQs)/ = 0 
RTm R 
for a dense set of 6 between 0 and n. Thus 
0 2 i(fj - 7) + 2 c b,l yn lr2. 
Finally, a routine computation shows that 
f l%l E(Y)1 = bml Y IF2 + +I - $2 - 1 b,l yn l-2 + 1 (b, + b)l yn - y I-2 
>o for y E R2+, 
and the assertion follows. 
Comment 4.1. We have not actually utilized the condition 
E+(r) = E(--y) in the above proof. Because of it the roots of E must fall 
symmetrically about the negative imaginary axis, and 7 in the Hadamard 
product must be purely imaginary. In fact we must have z+ > 0 and, as 
follows from the Hadamard product representation, 1 E(Reie)j < / E(iR)I 
for every R 3 0. 
COROLLARY. If E is an entire function of exponential type which 
satisfies (3.1), then 
Proof. Fix /3 E R 2+. Then J4 is an entire function of exponential 
type with roots in R2- only. Hence Jo+/ JB is analytic on the closed upper 
half-plane, and, by virtue of (3.1), it is bounded in modulus there by 
I B - Y I I B - Y 1-l. S’ mce this bound approaches one as 1 y I t 00 the 
maximum modulus theorem implies that I JB#/ JB 1 < 1 over the closed 
upper half-plane. It now follows, upon copying the proof of the lemma, 
that 
I UB + i4l 2 h(P) for d > 0 and /3 E R2+, 
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which, when coupled with the inequality (obtained by applying Schwarz’s 
inequality to (3.5)) 
JsmfB+id(B + id) 2 I MB + WP, 
further implies that 
Je+id(B + id) 2 MB) if d 2 0 and /3 E R2+, 
as asserted. 
LEMMA 4.2. If in addition to (3.1) E satisjies the inequalities 
s i (1 + r”)-’ log+ I E(y)] dr < 03 
and 
log1 E(a + ib)] < (b/r) j {(c - a)” + b2}-l log1 E(C)/ dc + kb 
for every b > 0 and some constant k, then E is of expone&d type. 
(4.2) 
(4.3) 
Proof. Because of (3.1) it suffices to check that E is of exponential 
type in the closed upper half-plane. Moreover, in carrying out the proof 
it is no loss of generality to assume that E satisfies the inequality 
log1 E(a + ib)l < (b/r) / ((c - a)2 + b2}-l log1 E(c)1 dc (4.3’) 
in place of (4.3). F or eiYkE satisfies (4.3’) whenever E satisfies (4.3) and 
clearly E is of exponential type if and only if eiYkE is. Our first step is to 
split the integral appearing on the right side of (4.3’) into two pieces, 
1+11= 
s 
+ 
s 
, 
{c : 8 > 4u2) (c : c2 < 4a2) 
each to be bounded separately. If c2 2 4a2 then 
(c - u)~ + b2 > c2/2 - a2 + b2 >, (1/4)(c2 + 4b2). 
Hence, as 
(1/4)(c2 + 4bB) > (1/4)(c2 + 1) if 4b2>1, 
> b2(c2 + 1) if 4b2<1, 
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it follows that 
I G a s 
log+ I E(c)1 
(l/4)(3 + 4b2) dc 
< (4b + (l/b)}& j (1 + 3-l log+ I E(c)1 dc. 
On the other hand, if c2 < 4a2 then 
(c” + 1) < (42 + 1) < (4a2 + l){(c - a)” + b”}b-2, 
which in turn implies that 
11 < b (4a2 + 1) \ log+ I %)I & ?T b2 s (Cef- 
Upon combining these inequalities with (4.3’) it follows easily that 
R-l log/ E(Reis)/ < ( zsi 8’ ) r-1 j lotI y!)’ dc. 
This shows that E is of exponential type in any sector centered about the 
b axis with aperture less than r. 
To estimate E in the vicinity of the axis of reals we first integrate 
Jensen’s inequality (Titchmarsh, Ref. [23], p. 129) 
1%/ E(P)/ < & j2r logI E@ + peis)l d0 
0 
over p to get 
logI WI < & j log+ I E(” + iv)1 du dv (4.4) 
DB 
in which D, stands for the disc of radius 6 centered at p. 
Now upon choosing n/6 > $ > 0, sin # > 6 > 0, and R 3 1, it 
follows that every disc D, centered at j3 = Reie with I B I < # lies 
inside the region peia : R - 6 < p < R + 6 and 101 I < 2#. Thus for 
1 0 I < # and R 3 1, (4.4) may be replaced by the uniform bound 
log1 E(R@)I < f j:, jlyl log+ I -++)I P 4 da, 
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which, because of (3.1), is 
log+ 1 E(pe”“)j p dp da. 
Hence, invoking (4.3’) we see that 
logI E(Reis)l < -$ Jrn log+ 1 E(c)lF(c) dc, 
--m 
(4.5) 
where 
But upon transforming to rectangular coordinates, and recalling that 
i$;(; c)” + era]-% du = r f or er > 0, F(c) is plainly seen to satisfy the 
F(C) < (R + 8) sin 2# < (R + 8). 
This estimate will be adequate for 0 < c < 4R. Outside this range it is 
easily checked that 
2& R+B 
F(c) < constant I I 0 R-8 (c” + 1)-l p2 dp de 
< constant * R2 - (c2 + 1)-l. 
Substituting these last two estimates into (4.5) yields 
log] E(Reis)l < constant * '";+$I & . R2 
+ I”” log+ I E(c)1 dc . RI. 
0 
Thus as 
,,” log+ / E(c)/ dc < 1:” log: ‘+“(::I ” (1 + 4~2) 
it follows readily that 
log1 E(Reie)I 6 constant * R3 
m/5/3-8 
424 DYM 
for all R > 1 and all 1 8 1 < #. In other words, letting cr , c2 ,..., etc. 
denote positive constants we have 
) E(Reis)l < cleC8RS if IO I d $, 
and, since E is of exponential type “away from” the real axis, 
[ E(Re*“‘)[ ,< c2eC4R (=I ~2e(c4icosrir)Y 1 if y = Re*i”)a 
Thus, as C/ has been selected smaller than n/6, the Phragmen-Lindelof 
theorem (Titchmarsh, Ref. [23], p, 177) may be invoked to conclude that 
E is of exponential type on the entire right half-plane and then, by 
similar arguments, over the left half-plane. 
Comment 4.2. The assumption E+(r) = E(--y) was not used here. 
The subject matter of the next theorem belongs properly to the 
theory of Hardy functions of class two over the upper half-plane (Ha+ for 
short). These results are collected together here, with a sketch of the 
proof, for the convenience of the reader. These results are relevant 
because (f/E) E H2+ whenever f~ .922(E). That is to say, the theorem is 
applicable to (f/E) wheneverf E S?(E). 
THEOREM 4.1. If g E L2(R1) is analytic in the closed upper half-plane, 
then the following conditions are equivalent: 
(4.6a) 1 g(Reis)l < a constant x (R sin 0)-li2 as R f 00 for 
o<e0; 
(4.6b) g(B) = .fg(y@$y - B>)-’ &for P E R2+; 
(4.6~) k(h) = (27r)-1/2 J-e+g(c) dc = 0 for h < 0; 
(4.6d) ]I g(a + ib)12 da < J g(a)/” da for every b > 0; 
(4.6e) log/ g(a + ib)l < (b/r) J((c - a)” + F-l log1 g(c)/ dc - kb, 
for some constant k 3 0 and every b > 0. 
Comment 4.3. The function 2 introduced in (4.6~) is of course the 
Fourier transform of g. Since g E L2(R1) we must have 
I(1 + 3)-l log/ g(c)/ dc < J- (1 + 3)-l log+ I g(c)] dc < co. (4.7) 
(4.6e) then further implies that 
s (1 + c2)-’ logI g(c)1 dc > --co, 
in accord with the famed Theorem XII of Paley and Wiener, Ref. [20]. 
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Proof, (a) * (b). Th e p f roo is identical to the one used to establish 
(3.3), only here g plays the role of (f/E). 
Proof (b) +- (a). This follows from Schwarz’s inequality and the 
fact that J j y - B 1--2 dr = r/b if j? = a + ib and b > 0. 
Proof, (b) * (c). Let f(y) = (-274~ - &g)>-’ for fixed /3 E R2+. 
Then f eL2(R1) and 
3(A) = (2?r)-lj2 1 e-iAc{-2+(c - p))-‘dc = (27r)-112e-i@ if h > 0, 
= 0 if h < 0. 
Thus, invoking the Plancherel formula, we see that 
g@ + jb) = j g(c) f (4 dc 
= 
I 3 
j(X) -(A) dA 
= (2~r)-l/~ 1: (&I) e-Ah) etAa dh, 
that is to say, the transform of g(a + ib) (viewed as a function of a), 
(27r)-lj2 Ig(u + ib) eciAa da = d(X) e--r\b if h > 0, 
= 0 if h < 0. 
But as this must tend to the transform of g(u) as b J 0 we must have 
i(h) = 0 if A < 0. 
Proof, (c) ti (d). If&h) = 0 for X < 0 then 
g(u + ib) = (27r)-l12 1: (j(A) ecAb) eida dh, b>O 
and so, again applying the Plancherel formula, 
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Proof, (d) * (b). Supp ose /3 lies inside the rectangle with corners 
-R, R, R + iD, -R + iD, where R and D are both positive numbers. 
Then by Cauchy’s formula we have 
R g(a + iD) da . - 
s 
--2 
a+iD-/3 s 
D g(--R + ib) db 
-R 0 -R+ib-- 
We now integrate both sides of this equation with respect to R from R, 
to 2R, . Clearly 
2+&3) = (1 /R,) 1;’ 27&(/3) dR 
for any choice of R, > 0, and in particular as R, t co. On the other hand 
we claim that 
1 
lim - 
RITrn R, s 
2R1 (4 + 4 + 1, + 14) dR 
RI 
=srn -$!kda+()-/Im g(a+iD) da+& (4.8) -02 --m a+iD-/3 
from which the desired result follows upon letting D t CO, since 
IS 
m 
--m 
1 g(a + iD)12 da jym 1 a + iD - /? le2 da 
which tends to zero as D f  CO. 
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It remains for us to check (4.8). First we note that 
) (l/R~) jz L1dR) - lI(Ri)l dR [ 
d (l/R,) jeR’ [ j-‘l+ jm ] I &)/(a - 8Ndu dR 
= ,j-z-; 
-co Rl 
:II &)/(a - 811 da]
9 1J.f 1 g(u)l” da 1;: I u - B I-’ dull/2 
+ 1 jIl I &)I" da ,, I a - B I-' dj1'2, 
which tends to 0 as R, T co. A similar argument shows that 
(l/R,) /:’ I,(R) dR -+ - j_m_g(u + iD)(u i- iD - 8)-l du 
as R, t co. Consider next LJR), assuming as we may that I R + i6 - fl I > 
RI/2 if R > R, . Then 
/ (l/W jBRIZ(R) dR 1 < jD (l/RJ j2R1 Ig(R + ib)/(R + ib - /?)I dR d6 Rl 0 Rl 
< j,” WG2 jr 1 g(R + i6)l dR d6 
< ID (2/R12) lj: I g(R + i6)l” dR * R,llla d6 
0 
Q (WRf'2) ( jy, I gW12 dR)l", 
which clearly tends to -0 as R, t co. A similar estimate disposes of 
(1 /R,) ST b(R) & 
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Proof, (a) * (e). Carleman’s theorem (Boas, Ref. [2], Theorem 1.2.2) 
together with (4.7) implies that 
--I,(R) = -(2/7~R) /,” log1 g(Reie)j sin 19 d19 
is bounded above. Hence, upon writing 
hi4 g I = log+ I g I - log- I g I 
and using (a) it follows that 
(2/rR) J”,” log- I g(Reie)I sin 0 & 
< constant + (2/&Z) J”” log+ I g(Reis)l sin e de 
0 
< constant + (2/5-R) /,” constant . (I? sin e)-1’2 sin 8 de 
< constant, 
and so especially that 
1 Il(R)l < (2/7rR) S,” 1 log] g(Reie)I 1 sin e de 
< constant. 
Now the Poisson formula for a semicircle in the upper half-plane 
(Boas, Ref. [2], Theorem 1.2.3) states that 
with equality if g is root-free, where 
and 
I2(R) = : J”, (R2 - $“e + (42 logl &)I dc 
I,(R) = F J - (R2 - 1 y 1”) log/ g(Reie)l sin e de. 
o 1 R2e2ie - 2Raeie + I y  12 I2 
DE BRANGES SPACES 429 
The desired result follows upon showing that &(R) and I,(R) - U,(R) 
tend to 0 as R T co. For then, as R t 00, the left side of (4.9) tends to a 
limit which is less than or equal to --bk = b . lim supRtm I,(R) < 0. In 
case g is- root-free equality prevails in (4.9) and so I,(R) must actually 
converge to --K as R f co. We first estimate Is(R). Since y = a + ib 
is fixed we may assume that R > 21 y I. Then writing 
for some “large” fixed choice of M < R it is readily seen that the center 
term, $fM, tends to 0 as R f 00 and that 
< b R2(1 + R2) m Iof? 1 &)I & 
’ 7r R4/4 I M 1+c2 
smce (R2 - ac)2 > R4/4 for M < c < R and 1 a 1 < R/2. But, by 
(4.3, this last term clearly can be made arbitrarily small by choosing M 
sufficiently large. A similar argument disposes of JIr. To handle 
I,(R) - M,(R) t . i 1s convenient to assume R > 1 6y 1, for then 
1 R2e2ie - 2Raeie + 1 y la I2 > R2(R - 61 y 1)2, 
and consequently 
< (constant/R) * (2/?rR) j,” 1 log1 g(Reie)l I sin 8 de, 
- - $1 1 log\ g(Refe)j I sin 8 d0 
which tends to zero by an earlier estimate. This completes the proof. 
Proof, (e) * (a). It follows from the convexity of the logarithm and 
Jensen’s inequality (Rudin, Ref. [21], p. 61) that 
I & + WI” < expPl4 1 i(c - aI2 + b2F1 logI g(412 4 
< (b) j- {(c - d2 + b2Y I &)I2 dc 
G (WJ> j I &)I2 dc. 
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Comment 4.4. The presented proof of (a) * (e) is a modified version 
of an argument used by Boas to establish a representation formula 
(Ref. [2], Theorem 6.5.4) akin to (4.6e) under different hypotheses. Note 
that in case g is root-free in the upper half-plane, equality prevails in 
(4.6e) and the constant, --A, appearing there must equal 
as well as (in the notation of the proof) lima,, I,(R). 
LEMMA 4.3. If h = (y + i)-’ satisfies inequahty (3.2a) then the 
following conditions are equivalent: 
(a) h satisjies inequality (3.2b); 
(b) E satisjies (4.2) and (4.3); 
(c) E is of exponential type. 
Proof. If (a) holds then Theorem 4.1 is applicable to g = h/E. 
Moreover, as g is root-free on the closed upper half-plane equality 
prevails in (4.6e). (b) now follows easily from the fact that 
log/ h(u + ib)l = b/r / {(c - a)” + b2}-l log/ h(c)] dc. 
If (b) holds then (c) follows by Lemma 4.2. Finally if (c) holds then 
Lemma 4.1 implies that 1 E(u + ib)l > I E(a)j for every b > 0, and so 
as I h(a + ib)l < 1 h(a)1 for every b 2 0 we must have 
for every b >, 0. Hence, as an application of Theorem 4.1 to g = h/E 
clearly shows, h must satisfy inequality (3.2b). That is to say, (c) implies 
(a), which completes the proof of the Lemma. 
5. THE SPACES B(E,) GENERATED BY THE SOLUTIONS OF (1.1) 
We now consider the specific de Branges spaces g(E,), 0 < s < co, 
which are generated by the solutions of (1.1). The principal result is that 
these spaces increase in size with s and, at least if Q+ and Q- are strictly 
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increasing, the inclusions are isometric. Moreover, in this case the whole 
family Usa @ES) sits (isometrically) inside a space L2(&; R1) where p is 
a nondecreasing function on R1 relative to which (1 + y2)-l is summable. 
That is to say, the spaces B(E,) form a monotone increasing family of 
closed subspaces of L2(&; Rl). If T(CO) = CO then the function p is 
essentially unique and uSa Z+Y(E,) is dense in L2(&; IF). 
We shall use the notation 
(f> d = j f(Y) ml aw2, (f, AL = j f(r) i?(r) 444 
and correspondingly, 
llfl!2, = (f9f). and llfll~ = (fJ>, * 
THEOREM 5.1. Ifs < t then &9(E,) C kZl(E,) and 
with equality if f belongs to 
Proof. We first note that if f E a(E,), then by (3.6) and Corollary 2 
of Lemma 2.1, 
which is to say that f satisfies (3.2b) and (3.2~) (relative to E,). It thus 
follows that B(EJ C SY(E,) if and only if I( f II1 < 03 for every f E AY(Z3.J. 
The rest of the proof proceeds in steps. 
STEP 1. 11 f JlS = (1 f (It for every f E S?(E,) if Q+ and Q- increase 
linearly from s to t with positive slopes qf and q-, respectively. 
Proof of Step 1. In this case it is easily checked that the solutions of 
(1.1) may be written explicitly in the form 
At = A, cos y7j - B,(q-/q+)1/2 sin m, 
B, = A,(q+/q-y sin yq + B, ~0s M, 
where 7 = (qfq-)l/z(t - s). (Indeed the same solutions prevail whenever 
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the ratio of q+ to q- is constant between s and t, even if the individual 
slopes themselves are not.) Thus setting c2 = q-/q+ we see that 
c-lAt2 + cBt2 = c-lAs2 + cBs2 if y E RI, 
and further, invoking Lemma 3.1, we conclude that 
s 
Ifl” 
s 
Ifl” 
s 
lfl” 
A,2+B; = (l/c)As2 + cB,2 = (l/c)A,2 + cB$ (5.1) 
for every f E W(E,). But this equality also implies (at least when E, is of 
the special form treated herein) that 11 f IIt < co for every f E .C@E,), 
and hence that .SY(E,) C .S?Y(E,). Th us Lemma 3.1 can be applied again to 
conclude that the right side of (5.1) is equal to ]ljl]” for every Jo $(I?,), 
which establishes the desired isometry. 
STEP 2. Fix E > 0 and choose Q<+[Q<-] to be a piecewise linear 
continuous approximation to Q+[Q-] on the interval [s, t] such that 
I 8’ - Qc+ I ,< E [I Q- - Qe- I < ~1 
and the slope of each line segment ojQr+[QE-] is strictly positive, and let 
~2s; 4 = Q+(t) + Q-W - Q+(s) - Q-W + Qe+(t) + Q.-(t) - Qe+(s) - Qs-W- 
Then for every m >, 1, we have, in the notation of Section 2, 
I [Q-, &+I&; 4 - [QE-, QE+M; t)I < WW; WY(m - I)! (5.2) 
and 
I [Q+, Q-M; 0 - LQs+, SE-I&; t)l < WW; O>V(m - 1% (5.3) 
Proof of Step 2. Both inequalities are clearly valid when m = 1. 
Proceeding by induction we assume them both to hold for all m < n - 1 
where n > 1. Then, for example, 
where 
I [Q-, Q+l&; t> - [Qc-, Q<+l&; 01 < 1 + 11, 
1 = s t I [Q+, Q-In-&; 4 - [Q.+, Qc-In-h; 41 PC4 s 
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and 
II= t 
IS 8 LIZ.+, Be-I,& WQ-(4 - dQc-04 
By the induction hypothesis 
I < 2~ 
s 
t, {2L,(s; u)>“-” dQ-(u)/(n - 2)! 
< 26 
I 
t {2L,(s; u)>n-2 dL,/(n - 2)! 
= 42&s; t)}+l/(n - l)!. 
On the other hand, integrating once by parts, we see that 
11 = {Q-W - Qc-W[Qs+, Qe-In& t) 
Hence, 
- I", {Q-W - Se-W> d[Qc+, Qc-In-&; 4 1 
< MQs+, Qs-In-h f> 
< 2E{L,(S; t)}“-l/(n - l)!. 
I + II < 2r{2L,(s; t)}“-l/(n - l)!. 
This establishes (5.2); (5.3) is proved in much the same way. 
STEP 3. Iffy 99(E,) and s < t, then llfllt < Ilfll, and so a’(&) C g(E,), 
too. 
Proof of Step 3. Let 
denote the solution of (1 .l) when Q+ and Q- are replaced by piecewise 
linear continuous approximations Q.+ and QC- over the interval [s, t]. 
That is to say, we assume that QC+[QC-] agrees with Q+[Q-] on [0, s]. 
Then (5.2) and (5.3) imply that 
II 4,(Y) - 4Wll G 2 24 Y IrnPu w-1ll 4”,(r)ll/(m - l>! 
m-1 
= 24 y 1 elyl2ws:t) 11 cqy)ll, 
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and hence that &i(y) tends to gt(r) locally uniformly as E tends to zero. 
Thus setting E = l/n and correspondingly denoting the components of 
@t(r) by A ?b> and B?(Y) we see also that A,* - iB,” = Et” tends to E, 
locally uniformly (in r) as n -+ 00. Moreover, by Step 1, 
j I f/Es I2 = j I f/-v I2 
for everyf E B(E,). Thus, by Fatou’s lemma, 
which establishes the desired result. 
STEP 4. If both f and yf E @(Es), then 
j If/Es I2 = j If/Et I23 s < t. 
Proof. We must show that 
lip/If/WI' = j lfPt12. 
Clearly equality prevails if the domain of integration is restricted to be 
finite, for Etn tends to E, locally uniformly as n -+ CO and, by Comment 
2.3, E, has no real zeros. It thus remains to show that the tails of the 
integral of I f/E,” I2 are uniformly small in n. But if yf E g(E,) we then 
have, for example, 
j, If /Et” I2 G e2 j; I rf 14” I2 
I 
rg 
< R-2 I rf/E? I2 --m
The rest is clear. 
m = R-2 I I rf 1% 12. --m
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DEFINITION 5.1. We shall say that t E (0, co) is a growth point if 
[Q+(t) - Q+Nl[Q-0) - Q-WI > 0 
for every s < t. 
DEFINITION 5.2. We shall say that s > 0 is a regular point if it is 
either a growth point or an accumulation point of growth points. 
LEMMA 5.1. The functions y-l(At - A,) and +(Bf - B,) belong 
to g(Ef) for every choice oft > s 2 0 and satisfy the following inequalities: 
(5.44 II Y-Y& - &)IIf < 4Q+(t) - Q+(s)l; 
(5.4b) II Y-V~ - 411~ G dQ-(4 - Q-M. 
Ifs is a regular point then equality prevails in both (5.4a) and (5.4b). 
Proof. Clearly y-lB, = nJoS belongs to g(E,) C .G@(E,) for s < t, and 
s (WW~Y - WYI Et I-’ = ~2W(0) - 2Io”P)l 
= m[Q+(t) - 2Q+(s) - rrJ,,O(O)]. 
In addition, by Theorem 5.1, we have 
= nQ+(s) + z-~J~“(O). 
Add this inequality to the above equality to get (5.4a). The asserted 
equality when s is a regular point is easily verified with the help of 
Lemma 5.3. 
Now suppose s > 0. Then 9Y(E,) + 0, since Q+(s) > 0, and so 
contains an element f with f (0) = 1 [e.g., {J,,s(0)}-lJoS]. This allows us 
to write 
(4 - 4/r = (4 -f)/r + (f - 4)/r 
and to conclude via routine estimates that the first term on the right 
belongs to W(E,) while the second belongs to SY(E,) C 9I(E,). This shows 
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that y-l(A1 - A,) belongs to g(E,) for every choice of t > s > 0 and 
so too for s = 0 as will follow from an application of Fatou’s lemma to 
inequality (5.4b). The proof of (5.4b) is g iven in Step 3 of the proof of 
Lemma 5.2. 
LEMMA 5.2. If A,[B,] belongs to 9T(E,)for some point t > 0 then there 
exists un E > 0 such that Q-[Q+] is constant on the interval [t - E, t]. 
Proof. The proof proceeds in steps. 
STEP 1. A,[B,] is perpendicular to JA!(EJ inL2( 1 E, I-“). 
Proof of Step 1. Let f E &‘(E,) be even. Then 
j A& E, 1--2 = ji 1” (A, + Wf(E,EW 
-R 
=fiifnm j" flEt 
-R 
= jjz - 2~4 j: (f /E,)(Reis)iReis d0 
= 0, 
by an application of inequality (3.2b) to yf, which belongs to 9(-E,) by 
assumption. A similar argument goes through with B, in place of At . 
STEP 2. If A, E SY(E,) f or some point t > 0 then Q- is constant on a 
left-hand neighborhood oft. 
Proof of Step 2. The idea behind our proof is to suppose the assertion 
false, which gives Q-(s) < Q-(t) for every s < t, and then reach a 
contradiction by writing 
0 = I;$ j A&4, - A&-"[Q-(t) - Q-(s)]-'1 Et l-2 
= - A&-11 E, 1-2 
s 
= --“(At 3 Jo% 
= -7T. 
It remains to justify lines 1 and 2. The rest should be clear. Line 1 is 
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a direct consequence of Step 1 since (A, - A&-z E A(E1). TO get the 
second line it is enough to check that 
y-l& + [Q-(t) - Q-W%% - 4k2 
= [Q-(t) - Q-W’ j: Y-W - 4 dQ-(4 
tends to zero in 9(E,) as s increases to t. But as 
by inequality (5.4a), this must clearly be the case. 
STEP 3. We now verify inequality (5.4b). 
Proof of Step 3. Suppose first that Q-(s) > 0. Then there 
exists a function h E A(I3.J which is real valued on Rl and is such that 
h(O) = 1 [e.g., one can set h = -y-2(A, - A&r-r{Ji J,,u(O) dQ-(u)}-l], 
and because of Step 1 we can write 
II Y-%% - AJli = -I‘ 4% - 4f21 4 I-’ 
= 1 (A, - A&h - A,)y-2[ Et 1-2 - 5 h(A, - A,)r21 E, k2. 
But 
I (A, - A,)@ - Ash-‘1 E, I-’ 
=- I A,(h - A&-“1 E, 1-2 
= 1 (h - A,)2y-2l Et l-2 - 1 h(h - A&r21 Et l-2 
< 1 (h - AJ2y21 E, j-2 - s h(h - A,)Y-~~ E, l-2, 
by Theorem 5.1. Moreover, as both h and (h - A,)y-2 belong to .&‘(E,) 
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we can replace 1 E, 1-2 by j Es 1 -2 in the second term on the right in 
the last line. Doing this and then combining terms it follows that 
j (A, - 4)(h - A,)Y-~I -4 IF2 < -j As@ - 4k21 Es /-2, 
which equals zero by Step 1. To this point therefore we have 
II Y-%% - AIl2: < -s 4% - 4F21 4 I-’ 
In evaluating this last integral notice that we might as well assume that 
Q- is strictly increasing on [s, t]. But this means that A, $ 9Y(E,) and 
hence that either y-lB, E &‘(E,) or else &(E,) is dense in 9?(E,). In 
either event Theorem 5.1 guarantees that 
and inequality (5.4b) follows, at least in case Q-(s) > 0. However, 
simple limiting arguments show that the inequality is valid even if 
Q-(s) = 0. I n a d dition a review of the proof with Lemma 5.3 in hand 
readily leads one to the conclusion that equality prevails in (5.4b) when 
s is a regular point. 
STEP 4. If B, E g(E,) f OY some point t > 0, then Q+ is constant on 
a left-hand neighborhood oft. 
Proof of Step 4. The proof is similar in spirit to the one furnished in 
Step 2. Again one supposes the assertion false. This gives Q+(s) -=c Q+(t) 
for all s < t and leads to the following contradiction: 
77 = lim stt j (~,/Y)(&/Y - BhN?+(t) ~ 8’W’l 4 I-’ 
= Ph)4I Et F2 i 
= 0. 
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To get the last line notice that y-lB1 E JH(E,), since B, is assumed to 
belong to &?(E,), and apply Stepl. This completes the proof. 
COROLLARY 1. For every t > 0 we have 
s (A,)2(1 + y2)-ll E, IF2 < 2?r[Q-(t) - Q-(O) + 11. (5.5) 
Proof. Apply Lemma 5.1 after first noting that 
1 (&J2(1 + y2)-ll E, I-’ < 2 j M - Ad2 + AW + Y~)-‘I 4 I-’ 
< 4 P(A, - 4x + 2 j (1 + r”,-’ 4. 
Comment 5.1. It is possible to have strict inequality in (5.4) as the 
example E,, = 1, Q-(t) = 0 indicates, for a routine compution shows 
that A, = 1 and B, = y&+(s) for s < t and 
II I+(& - WI: = dQ+@> - Q+W12/Q+(9 
LEMMA 5.3. If s > 0 is a regular point then 11 f IIs = 11 f IIt for every 
f E 9T(EJ and every t > s. 
Proof. Let f E a(EJ and fix t > s. If s is a growth point then neither 
A, nor B, can belong to 9Y(E,) because of Lemma 5.2. This means that 
Jl(EJ is dense in L!#(E,) [L emma 3.21 and hence, by Theorem 5.1, 
Ilf II8 = Ilf Ilt f or every t > s. Suppose next that s is the limit of a 
decreasing sequence of growth points s1 > s2 > --- > s. Then by 
Theorem 5.1 and Fatou’s lemma we have 
= s $ If I21 Es,, I-’ 
< Fi infllflli, 
= Ilf 11:. 
Thus we have isometry in this case also. Finally, if s is the limit of an 
increasing sequence of growth points it is itself a growth point, and so 
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this case is covered by the argument furnished earlier. This completes 
the proof. 
We now summarize the implications of our work to this point in 
THEOREM 5.2. If s 3 0 is a regular point then S(E,) is contained 
isometrically in g(E,) f or every t > s. If Q+ and Q- are strictly increasing 
on [0, CO) then every point s > 0 is a regular point. 
Comment 5.2. The conclusions of Theorem 5.2 are essentially 
contained in de Branges, Ref. [6], Theorem IV. To illustrate the 
possibilities when s is not a growth point suppose that there exists 
a point r E [0, s) such that Q+(r) = Q+(s). Then for every u E [r, s] the 
solutions to (1.1) take the form 
and 
h”(r) = MY) + IX-(4 - Q-Wl~-1W9B,(~). 
The spaces g(E,), u E (r, s), are thus seen to be at most one-dimensional 
extensions of g(Er). Especially this is the case if B, does not belong to 
S?(Er) and Q-(U) > Q-(r) f or every u E (r, s]. If B, E 9Y(E,) then all the 
spaces g(E,), u E [r, s], contain the same elements and I/f /Iu = jl f III. if 
f E A’(E,), while 
II B,r II; = II Br II,” - ~-WC4 - Q-WI II 4 IIf II 4. II,“. 
The last formula follows, at least formally, upon writing (for f E $t?(E,)) 
llf!lti = j.f(r)l u4-2 jmhv~1 -fw-” 
= j.f(r)l GhW2 jf(Wy”@) - +P(4 - !HW@PT(~Nl &(P)I-” 
and then setting f = B, and interchanging the order of integration. 
(In doing this recall that JYU(p) = JoU(y).) This argument can be made 
legitimate by simply replacing f by fi , the restriction off to the finite 
interval I, and noting that as I tends to R1 
i h(/3)JYU(/3)I E,(/3P2 = projection off, onto .5Zl(E,) 
tends to f in both 9Y(Er) and .Cd(E,), and that Jf@) JYr(/3)I E&3-” tends 
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to f in both B(E,) and a(,?&). (In checking these statements it is helpful 
to recall Theorem 5.1 and that in the case at hand A?(E,) and &?(I&) 
contain the same elements.) 
THEOREM 5.3. There exists a nondecreasing function p on R1 such that 
s (1 +YY 444 < cfJ 
and 
IlflL G llflls 
for every f E JZ?(E,) an d every s E [0, co). The two norms agree iff E A’(E,) 
and also for every f E .9Y( E,) ifs is a regular point. 
Proof, The proof proceeds in steps. 
STEP 1. There exists a nondecreasing function p. 
Proof of Step 1. In view of the initial conditions (1.5) and inequality 
(5.5) there exists a point r > 0 such that g(E,) + 0 and 
I (1 + yy 4Jw < a. 
Hence there exists a function f E 91(E7) such that f (i) # 0 and, because 
of Lemma 3.3, fi = (y - i)-‘(f -f(i)) E W(E,) also. Thus, by Theorem 
5.1, both f and fi belong to a(E,) for every t > Y and 
J* IfWl”(r” + l>-‘I qwl-2 G 2llfi It: + WI: 
G wi llf + 2llfllf * 
That is to say, there exists a finite constant A4 such that the functions 
49 = j” (1 + y2H E,W2 4 < M -02 
for all t > r and all X E R1. Hence (Widder, Ref. [25], pp. 26-30) there 
exists a nondecreasing function u, bounded by M, and a sequence of 
points t, < t, < *** tending to +co such that ol, converges weakly 
to 0 as i --t co (i.e., ,+(A) --t u(h) at each continuity point h of u). Let 
dp = (1 + y2) da. Clearly J(1 + y2)-l dp < M. 
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STEP 2. Ilfll, < ~lfIl,foreveryf~~(E,)andeverys~[O,co). 
Proof of Step 2. Let c and d be continuity points of CL. It then follows 
from the Helly-Bray Theorem (Widder, Ref. [25], p. 31), that for every 
continuous function f, 
= s :’ If(r)l” 444 
as ti ---f 00. But Theorem 5.1 implies that for every s E [0, co) and every 
f E g(E,) 
ifs < tt . It follows easily that 
and so too that 
as asserted. 
STEP 3. II f /Is = 11 f IIu for every f E A(E,) and extends to f E g(E,) 
zy s is a regular point. 
Proof of Step 3. Let f E A?‘(E,). Then for every t 2 s it follows, from 
Theorem 5.1, that 
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which can be made uniformly small for all t > s by choosing -c and d 
sufficiently large, since, for example, 
I ; If/Et I2 < k2 Irn (I I rfi-4 I2 
< d? rf II: . 
Combining this observation with the work of the preceding step it 
follows readily that if f E M(E,) then Ilfll, = I\ f 11, . If s is a growth 
point, then J%‘(E,) is dense in &?(E,) and so Ilfl], = Ilf]j, for allf E .%?(E,). 
The same conclusion holds ifs is a regular point. 
Comment 5.3. The reader may find it of interest to compare the 
conclusions of this theorem and the next with Theorem VIII and 
Theorem XI of de Branges in Ref. [6] and Theorem 42 of de Branges in 
Ref. [9]. The latter gives somewhat better sufficiency conditions for 
the uniqueness of TV than Theorem 5.4 below. 
COROLLARY. If Q+ and Q- are strictly increasing on [0, 00) then 
Ilfll, = Ilf Il,fo~e~evf~=@(&J andevevs 3 0. 
LEMMA 5.4. If s < t and f E 9i?(E,) then eiYyf 9Y(E,) for every real 
number S which satisfies the inequality I S 1 < T(t) - T(S). 
Proof. Theorem 5.1 guarantees that 
II @Wit = Ilf I/t < llf Ils < 00, 
while on the other hand, Lemma 2.2 insures that 
1 eiv”f(y)12 < e21al(T(t)-++ 11 f II”,J,“(r) 
< constant * JYt(r) 
for every choice of y = a + ib. 
THEOREM 5.4. U .@(E,), taken over all regular points s, is a dense 
subset of L2(dp) if and only if~( 00) = 00. If T( co) = 00 then the function p 
is essentially unique. 
Proof. Suppose first that T(CQ) = +co. This guarantees that the 
607/s/3-9* 
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collection of growth points is unbounded. Thus iff E U g(Es) [here and 
henceforth it is to be understood that the union is taken over all regular 
points] then, by Lemma 5.4, &E~E U g(E,) for every real choice of t. 
Hence, if there exists a function g E L2(dp) which is orthogonal to 
U .%?(I?,) then J&tfg dp = 0 f or every real choice of t and this, by 
a standard theorem of Fourier analysis (Sz.-Nagy, Ref. [22], p. 316), 
implies thatfg = 0 a.e. [dp]. N ow choosing a point p for which f (p) # 0 
and repeating the argument withf, = (y - &l(f -f(p)) in place off, 
or for that matter with any function in U &?(I?,) whose zeros are distinct 
from those off, it follows that B = 0, a.e. [dp]. But this means that 
U G?(E,J is dense in L2(dp), as asserted. The argument for essential 
uniqueness follows in much the same spirit, for if v is a nondecreasing 
function which enjoys the same relationship to the spaces 9?(E,) as p then 
we must have 
and 
j eiytlf I2 dp = j &t/j I2 dv 
j ei’tlfo j2 dp = 1 .@lf, I2 dv 
for every real choice of t. We thus conclude that p(d) - p(c) = v(d) - v(c) 
whenever c and d are continuity points of EL. 
Next let us suppose that T(CO) = T < CO. Then, as follows from the 
estimates in the proof of Lemma 3.5, 
for every /3 E R2, where M is a constant depending only upon the choice 
of E > 0. Now let f be the limit in L2(dp) of a sequence of functions 
{fiL} drawn from U g(EJ. Then, as the inequality 
If,(r) -f,(r)l” < Ilf, -f, ll~Mec2r+E)IYI 
implies that {fn} is a normal family (Rudin, Ref. [21], p. 271), we may 
assume that f, -+ f locally uniformly and that f is an entire function. 
Moreover, as 
IfWl G If(r) -fn(r)l + Ifnb)I 
G If(r) -Mr)I + lIfn HP Ml/2 e(T+E’2)lyl 
< If(r) -fJr)l + Ml e(T+r’2)IvI, 
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where MI is independent of n, it follows, upon letting n T 00, that f is 
of exponential type < T. Thus to complete the proof of the assertion 
that (J &?‘(,?I,) is not dense in L2(&) it is enough to exhibit an entire 
function in L2(&) whose type exceeds T. The function ~-l(Er - l)e-iy2T 
serves. 
6. ON MAPPING L2(dQ*;[0,t]) INTO z49(E,) 
Let Z*(t) denote the span in L2(dQ*; [0, t]) of finite linear com- 
binations of indicator functions x1 of subintervals I of [0, t] with regular 
end points. The basic result of this section is 
THEOREM 6.1. Let 0 and t > 0 be regular points. Then the solutions A, 
and B, of the system (1.1) give rise to a pair of transforms 
(6.la) T, : f  e Z+(t) 
- n-l S:f (s) A,(r) dQ+(s) E {WE,) 0 Wdeven 3 
(6.lb) T, : f  E Z-(t) 
- r-l S:f (s) B,(r) dQ-(s) E PV,) 0 W4Jh 9 
where, for example, 
= (f E SY(E,): f is orthogonal to SI(E,,) in L2( 1 Et I-“) andf is even}. 
Both of these mappings are one-to-one, onto, and, apart from a factor of VT, 
are norm-preserving, 
(6.2a) .fi I f  (s)12 dQ+(s) = 4 T,f II:, 
(6.2b) Sl, I f  (s)12 dQ-(s) = 41 T,f II: . 
The inverse mappings are given by 
(6.3a) T;l : f  E .C@(E,) - lim, JTnf (y) A,(Y) I %W2 4, 
(6.3b) T;’ : f  E SY(E,) - lim, JF,f (7) B.h) I %W2 dry 
where the limits in question are to be taken in L2(dQ+) for (6.3a) and L2(dQ-) 
for (6.3b). 
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Comment 6.1. This theorem should be compared with de Branges 
in Ref. [7], Theorem 3, and Ref. [9], Theorem 44, pp. 152-156. In the 
classical case [Q*(s) = ds, E, = e&Y1, S(E,) = 0] Theorem 6.1 reduces 
to the Paley-Wiener strengthened version of the Plancherel theorem. 
That is to say, for example, 
= (f E L2(R1): f is an even entire function of exponential type < t}. 
Theorem 6.1 then implies that the cosine transform of such a function f, 
(T;if)(s), vanishes for s > t. 
Comment 6.2. Formulas (6.1) and (6.3) are perhaps best motivated by 
recalling Eq. (2.6), which exhibits the reproducing kernel in diagonal 
form. For upon allowing a formal interchange in the order of integration, 
(2.6) leads to the following representation formula forf E g(E,): 
In the classical case, of course, the last term does not appear, since 
Jo0 = 0. 
The proof of Theorem 6.1 rests on Lemma 6.1, which is accordingly 
treated first. 
LEMMA 6.1. Let K and I denote bounded subintervals of [0, t] with 
regular end points. Then 
(6.4a) J(y-lB1)(y-iBK) 1 E, lp2 = xQ+(I n K); 
(6.4b) &lAJ(y-lAK) 1 E, 1-2 = nQ-(I n K); 
where, for example, B, denotes 3, - B, if I = [r, s] and Q+(I) = s1 dQ+. 
Proof. In view of Lemma 5.1 if suffices to show that (A, - A,,)/y and 
(BS - B,.)/y are both orthogonal to g(Ep) in L2(I E,(Y)~-~ dy) whenever 
s > r are regular points in [0, t] and p < r. We shall work only with 
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(A, - A,.)/r, as this case displays all the central ideas, and is in fact 
technically a little harder to deal with than (B, - B,)/y since its com- 
ponents A,/y and A,ly are not analytic. 
To get on with the argument, choose f E 3I(EJ. Then, 
by Theorem 5.2. Clearly we can assume that f is odd, which implies 
that (f/y) E A(-!&), and hence that 
by Step 1 of Lemma 5.2. Next choose a function h E &?(I$) so that 
h(0) = 1. Then (h - A,)/y belongs to A?(E,) and so we can invoke 
Theorem 5.1 to get 
- j 4flr)l Es I-’ = j Nh - 4hlfI Es I-’ - j W/r)l E, I-’ 
= j Nh - ~Jrlfl & I-’ - j W/r>l -C I-’ 
=- 
s 4(f/r)l Er I-’ 
= 0. 
The last line is by Step 1 of Lemma 5.2. This completes the argument. 
We turn now to the Proof of Theorem 6.1. The proof comes in three 
pieces. 
Proof of (6.2a). Let x1 denote the indicator function of a subinterval I 
of [0, t] with regular end points. Then 
Te(xJ = r-l j x14 dQ+(4 = (rsrW, 
clearly belongs to (9#(E,) 0 ~(I&)),,, and, by (6.4a), 
II G(Xr)ll: = r-7 Y-% 112; 
= x-‘Q+(I) 
=7T -’ s : I x&I2 dQ+W 
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In the same way it follows that (6.2a) holds for all finite linear combina- 
tions of such indicator functions and hence for all of S?+(t). 
Proof that the mapping (6.la) is onto @(E,) 0 9?(EO)),,,, . We show 
first that L?+(t) contains (a version of) A,@) for every choice of the 
complex number /3. This amounts to checking that the increment A@) 
is equivalent to zero in L2(dQ+; [0, t]) for every subinterval I of [0, t] 
for which Q+(I)Q-(I) = 0. But this is clearly the case. For if Q-(I) = 0 
then 
A,(B) = -P j BSW P(s) = 0, 
I 
while, on the other hand, if Q+(1) = 0 then 
s I I 4BV dQ+ = 0. 
Now as the reproducing kernel for {.98(E,) 0 LAY(.E,J}~~~~ coincides with 
the transform of A#), 
n-l I : UW~(Y) dQ+W = (l/WaYr) + Jit-~) - Jo”(r) - Js”(-r)>t 
it follows easily that the mapping is onto. For if there exists a function 
g E @T-Q 0 ~:(Eo)A!ven which is orthogonal to Jai - Jflo in L2(l E, I-“) 
for every /3 then 
.&Y(P) = k, /nt - Ja”)t = 0. 
Proof of (6.3a). To verify the inversion formula it is enough to check 
that 
s:~x~-il, (~-%b44(~)l ~(YY 4 I2 dQ+(4 + 0 as n--to3 
for every subinterval I of [0, t] with regular end points. But letting f,, 
denote bWWx-,, we find, upon expanding, that this term equals 
Q+(I) - 2 j, jn fnWWI EtbW2 4 dQ+N -n 
+ j” 1 jn fnW%4l -&(y)l-2 4j2dQ+(s) 
= Q+V; -&fn II: 
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which tends to zero as n -+ co, as follows from (6.4a) and the fact that 
the last term is equal to 
=~/~_f&)*ip j t ro ec ion of fn onto B’(.&) 0 @(E&)( E,(Y)(-~ dy 
=?I 
co 
--m i{P ro’ec J t ion of fn onto g(E,) 0 L%(E,))(2 ( Et (--2 
I 
03 
\(R Ifn 1’ I Et I-‘. --m 
The proof that To , defined in (6.1 b), is a one-to-one mapping onto the 
indicated range and that (6.2b) and (6.3b) hold may be carried out in 
much the same way to complete the proof of the theorem. 
Comment 6.3. The mapping T, is clearly well-defined on all of 
L2(dQ+; [0, t]). It is restricted to the subspace 9+(t) in order to insure 
that isometry prevails. The example furnished in Comment 5.1 shows 
that this is not a moot point. If Q+ and Q- are strictly increasing on [0, t] 
then such refinements are not necessary since the two spaces coincide. 
Similar remarks hold for the odd transform To . It is perhaps of interest 
to note that Z+(t) can be characterized as the closure in L2(dQ+; [0, t]) 
of finite linear combinations of the form c ciA8(/3~). 
Our next objective is to extend the mappings T, and To to the interval 
[0, 00). We assume that T( co) = co in order to insure the existence of a 
sequence of regular points t, < t, < *** tending to + co, and let 9*(co) 
denote the closure in L2(dQ*; [0, CD)) of the increasing family of spaces 
Z*(tn). In this situation there exists, by Theorems 5.3 and 5.4, an 
essentially unique monotone function p such that the spaces A?(JY,~) are 
contained isometrically in L2(&) and their union is dense in L2(dp). 
Moreover, it is clear from (6.2a) and Theorem 5.3 that if f~ Z+(a) 
then T,(x[~,~,J~) converges in L2(dp) as n -+ co. It is thus natural to set 
Tef = In;_mm Teho.tnlf 1 
and correspondingly to set 
for fs .9+(a3), (6.5a) 
Tof = ;j To(x[o.t,~f) for f E Z-(03). (6.5b) 
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In both cases the limit, which is taken in L2(&), is clearly independent of 
the particular sequence of regular points chosen. Combining the con- 
clusions of Theorem 5.4 with those of Theorem 6.1 we then have the 
following result: 
THEOREM 6.2. If 7(m) = 00 and 0 is a regular point, then the 
mappings dejned in (6.5), 
and 
Te : f E s+( co) onto jL”(dp) 0 qEo))e”en 
To :f E Z-(w) onto {L2(dp) 0 &!30)]odd . 
Both these mappings are, apart from a factor of g, norm-preserving and 
invertible. 
For ease of future reference we list the Plancherel formula as a 
COROLLARY. If f and g E JZ+( GO), then 
s ;fN E(s) 4?+(s) = 4Tef, Tog), . (6.6a) 
There is, of course, a corresponding (6.6b) result for odd functions which 
we do not list. 
Comment 6.4. If Q+ and Q- are strictly increasing on [0, 00) then 
every point t 3 0 is a regular point and it is permissible to replace 
L?‘*(W) by L2(dQ*; [0, ~0)) in Theorem 6.2 and formula (6.6), since these 
spaces are then the same. 
Finally we note that Theorem 6.1 and 6.2 lead readily to a spectral 
representation formula (of the type noted formally in Comment 6.2) for 
functions f E L2(dp). 
We record this as 
THEOREM 6.3. If -r(m) = cc and 0 is a regular point then every 
function f E L2(dp) may be written 
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where, as usual, each integral is to be interpreted in the appropriate L2 
sense. 
Proof If f E L2(dp) then 
Hence, by Theorems 6.1 and 6.2, formula (6.7) must hold iff is replaced 
by f - (f, JOo)U in the two integrals on the right side. However, 
(ft JBO)P E w%) an d we claim, as follows readily by imitating the proof 
of formula (6.3a), that for any function g E a(E,) 
in the sense that 
But this says that the term (f, JBo),, does not contribute anything to the 
first integral. For similar reasons it does not contribute anything to the 
second integral and (6.7) follows. 
7. A FORMULA FOR THE SPECTRAL FUNCTION p 
The objective of this section is to derive explicit formulas for the 
function CL, discussed in Theorem 5.3, when T( co) = co. We shall assume 
for the sake of simplicity that Q+ and Q- are strictly increasing on 
[0, co). This allows us to view A, and B, as solutions of the generalized 
differential equations introduced in Section 1: 
(7.la) D+D-A&3) = -p2A&3); 
(7.lb) D-D+B,(@ = -/32Bl(&. 
Much as in the classical case it can be checked that each of these 
generalized second-order differential equations has two linearly inde- 
pendent solutions, and following Feller, Ref. [15], p. 105, if u = u(t, fl) 
is a second solution of (7.la) then the Wronskian 
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is independent oft. Next let KB denote the integral operator which carries 
the function h having compact support into 
K&(t) = 4t, 13) j: WMP) dQ+W + 4(B) j: W4s, P) dQ+W (7.3) 
Then since 
[4t, 8) j:+6 WMP) dQ+(s) - ~4dP> jl’” h(+(s, B) dQ+(s)] [Q-(t + 8) -Q-W1 
tends to zero as 6 -+ 0 it follows easily that 
(P” + DfD-)(w)(t) = - W(w@) (7.4) 
at every continuity point of h. This formula is helpful in computing 
the finite even transform of K,h, for we have 
B” jr W,MMdr) dQ+(4 
= -[ P+D-&h)(s) + J+VV(W,(r) dQ+M 
0 
(7.5) 
Integrating by parts gives 
s ’ (D+D-~,h)(#4(y) dQ+@) 0 
= VWWMy) 1: - j: W&-(s) WY) 
= [(fGh)-(s)As(Y) + ~(~~h)(~R(y)l 1: - Y Jr (&h)(s) dBs(Y) 
Z lW,h)-(WUr) - PV~W.~-(YN IT - Y” j’ W,dWMr) dQ+W 
0 0 
Upon putting this into (7.5) we find 
(y2 - P2) j: F&WLb) d&+(s) 
zzz W(P) i’ WMh4 dQ+(s) + Wah)-Wdy) - W&W-(Y)I 1:. (7.6) 
0 
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Now let J denote the subinterval [c, d] of [0, T] and set 
u4 = 1; tth;r;je* 
Then 
At(B) f, 4, B) dQ+W if t<c 
uk 8) ( A@) dQ+N + A@) ,I 4, B) dQ+(s) if tEJ, 
44 I-3) j, A&4 dQ+(s) if tad, 
and so, by (7.6), 
b2 - B2) ,: VGW)~Y) dQ+(s) 
= WW1Bh4 + P-P-, &%M - G BMT-(~W-‘~J(B) 
- L%-WO(Y) - 4BP%bII 1, u(s, PI dQ+N. (7.7) 
We next let I denote a second subinterval of [0, T] and use the 
Plancherel formula (6.6a) together with the evaluation (7.7) to get 
I 1 VGJ)WMS) dQ+(s) 
= 
w(b9 s 4Y2 - rql WY)12 
[Bdd/~l[Bh)/,d dy 
‘-CT, p)A=(Y) - u(Ty p)Afb) 
“(Y2 - B”>I &(Y)12 
[B (r),y] d,, 
I (7 8) . . 
In-duing this computation we have taken advantage of the fact that 
(Y” - 82)-1[4-W&i(~) - 4&W,bII 
belongs to S?(E,,) and so is orthogonal to y-lB, in L2( 1 ET(y)(-2 &). 
Further reductions are possible in (7.8), for 
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for @ E R 2+, by Cauchy’s formula, and in the same spirit, 
s 
&~YPIwYl 
dY2 - /wT(YYwY) dy = s 
BT(Y)BI(Y) 
- 4Y2 - P2YMY)G4Y) dy 
=Z ‘S 
B,(Y) dr 
4Y - P>(Y + P)‘%-(Y) 
BdP) 
-m 
(/I E R2+). 
In both of these evaluations inequality (3.2b) is applied to y-lB, to 
show that the integral along the contour Rei@, 0 < 0 < T, tends to 
zero as R -+ co. Putting this information into (7.8) gives 
s (Qb)N d!2+(4 I + ,.-‘BJ(~)~-2BI(,CJ) x 
x bw7 8) + PUG? m/J%@) (7.9) 
for /3 E R2+. Dividing both sides by Q+(I)Q+(J) and letting 1 contract 
to s and J contract to t, with s < t, it is then a routine matter to conclude 
that 
dy + AS(P [iu-( T B) + /3u( T /3)] 
B&(B) ’ ’ 
for PER 2+. We have thus proved 
(7.10) 
THEOREM 7.1. Let Q+ and Q- be strictly increasing on [0, T] and let u 
denote any solution of (7.la). Then for every choice of s < t in the interval 
[0, T] and every choice of p E R2+ formulas (7.9) and (7.10) are valid. 
In (7.9) I and J are subintervals of [0, T] about the points s and t, 
respectively. We are now ready to tackle 
THEOREM 7.2. Let Q+ and Q- be strictly increasing on [0, co) and 
suppose T( co) = co. Then there exists a solution u = u(t, /3) of (7. la) which 
is linearly independent of A,, and analytic in R2+, and such that the 
formula 
(7.11) 
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holds for every j3 E R2+ and every choice of s < t in [0, 00). This function u 
is unique up to a multiplicative factor which depends only upon /?. It may be 
characterized as the only solution of (7.la) (apart from this multiplicative 
factor) which meets the constraint 
1 u(t, ib)l + 1 u-(t, ib)l < a finite constunt independent of t, 
for b > 0. 
Proof. Let 
(7.12) 
W) = At(B) j: LWW2 P(s). (7.13) 
Then C, is a second solution of (7.la) which is linearly independent 
of A, . In fact the Wronskian 
A,& -A&- = -1. (7.14) 
The rest of the proof proceeds in steps. 
STEP 1. Let u = u( T, /3) be any solution of (7.la); then the limit 
(7.15) 
exists, for /3 E R2+, and 
for every 0 < s < t and every fl E R2+. 
Proof of Step 1. From the information furnished in the proof of 
Theorem 5.3 it is clear that every sequence of real numbers tending 
to fco possesses a subsequence T1 < T, < *** tending to +co such 
that the monotone functions (of h) 
f, (1 + +‘I E&J)~-~ dr -+ s;, (1 + Y2)-’ d/&) 
weakly, and 
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as n + co. This, together with (7.9), guarantees the existence of the 
limit U(p) and shows that 
To get (7.16) one has simply to divide through by Q+(I)Q+(J) and let 
I contract to the point s and J contract to the point t, s < t. 
STEP 2. The integral lp [A,(/?)]-” dQ-( s converges for every choice of )
,4 E R2+ and every t > 0. 
Proof of Step 2. Put U = C,(P) . f m ormula (7.15) to conclude that 
W3) = &$ ~J~lI~,(P)l-” 4-N - [%4W%-Gq)l-1~ exists. 
The convergence of the integral follows from the fact that the last term 
on the right tends to zero as T -+ m when j3 E R2+, since 
I 44VWP)I 3 W4-@)~4)1 = I 4(/W + ~bJ,Z’(P), 
which tends to + co, by Lemma 2.2. 
STEP 3. There exists a solution u of (7.la) for which formula (7.11) 
holds. 
Proof of Step 3. Let 
(7.17) 
The integral converges for /3 E R 2+ by Step 2, and u is a solution of (7. la) 
which is linearly independent of A, . In fact the Wronskian 
At-W(t, 8) - ww(t, B) = 1. (7.18) 
Now put this solution into formula (7.15). It follows readily that U = 0 
on R2+ and so (7.16) reduces to (7.11). 
STEP 4. If t and b are both positive then 
s ; [A&b)]-” L@(S) < {ab2J$(ib)}-l (7.19) 
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Proof of Step 4. Note first with the help of (7.14) that 
D+[C,-(ib)/A,-(ill)] = -[iI&(i < 0. 
This shows that 
C,-(ib) -----z 
A,-(ib) s 1 [AJib)]-* d@(s) + {?rb2]j,(ib)}-I 
is a decreasing function of t and hence that 
when t < T. The desired inequality (7.19) now follows from Lemma 2.2 
by letting T -+ 00. 
STEP 5. Let b > 0 be $xed. Then the solution u(t, ib) given in (7.17) 
meets the constraint (7.12). 
Proof of Step 5. Suppose for the sake of definiteness that A,(ib) > 0. 
Because 
nb2Jib(ib) = A,-(ib)A,(ib) = -ibB,(ib)A,(ib) 3 0 
this means that A,-(ib) > 0, and, as follows easily from the integral 
equations (1. l), both A ,(ib) and A ,-jib) are positive increasing functions 
of t. [Keep in mind here that D+A,-(ib) = b2A,(ib) > 0.1 Now u(t, ib) 
is clearly positive and 
u-(t, ib) = A,-(ib) jr [AS(i dQ-(s) - [AA,(ib 
= [nb2Jib(ib) j, [AJib)]-’ d&-(s) - 11 [A,(ib)]-l, 
which is less than zero by Step 4. Thus as D+u-(t, ib) = b%(t, ib) > 0 
it follows that u-(t, ib) is a negative increasing function of t while 
u(t, ib) is a positive decreasing function of t. This shows that u and U- are 
bounded as asserted, and clearly this holds true even if A,(ib) < 0. 
STEP 6. The function u de$ned in (7.17) is (apart from a multiplicative 
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factor which is independent oft) the only solution of (7.la) which meets the 
constraint (7.12). 
Proof of Step 6. Since u is linearly independent of A, the most 
general solution -u of (7.la) can be written in the form 
v(t, 23) = kyqib) + k+(t, ib), 
where k, and k, are constants which depend only on b. But now as 
nb2j,t,(ib) = A,Jib)A,(ib) - co 
as t + 00, when b is positive it is clear that o satisfies (7.12) if and only if 
k, = 0. 
An application of the ideas underlying the Stieltjes inversion formula 
to (7.11) leads next to 
THEOREM 7.3. Let u be a solution of (7.la) which meets the constraint 
(7.12). Let 
4(P) = 4044 P>/ WP), (7.20) 
where W(p) is the Wronskian defined in (7.2), and let d > c be continuity 
points of p. Then 
Id A;(Y) &L(y) = 1;~ j” Im[(a + ib)R,(a + ib)l da 
e e 
(7.21) 
for every s > 0. If pR,(p) . zs continuous in a neighborhood of the point 
c E R1 then p is diflerentiable at c with derivative 
A(c) = c[u-(t, c)u(t, c) - up, c)u-(t, c)] 
24 W(c)(2 
(7.22) 
Proof. Fix s = t in (7.11) and set dv = AS2(y) dp toget 
4(P) = j (Y2 - P‘Y d4Y). 
Since J(rz + 1)-l du(y) < co it follows that v(y) = o(y2) as y2 fco , 
(Widder, Ref. [25], p. 330) and hence, an integration by parts leads to 
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Thus 
which implies that 
and consequently that 
T 
s 
‘{2(a + ib)A,(a + ib) - 2(a - ib)R,(a + ib)} da 
c 
2ib 
(y - a)2 + b2 - (y + : + b2 
Hence, selecting d > c to be continuity points of the function v we find, 
upon letting b J 0, that, 
1:~ n ld Im[(a + ib)R,(a + ib)] da = (v/2)[v(d) - v(c) - v(-d) + v( -c)] 
c 
= n[v(d) - v(c)]. 
This proves (7.21). 
If flli,(/?) is continuous in a neighborhood of the interval [c, d] then this 
reduces to 
[v(d) - V(C)] = I” Im[aR8(a)] da. 
c 
Thus v, and so too CL, is seen to be differentiable at c. In fact dividing both 
sides by d - c and letting d 4 c we find 
W(c) - R(c)l@I = 42(4 44, 
where d(c) denotes the derivative of CL. The desired formula (7.22) now 
follows easily upon using (7.20) to eliminate R,(c). 
Comment 7.1. Both the numerator of d(c) and W(c), which appears 
in the denominator, are Wronskians and as such are independent of t. 
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As will be discussed in the next section, it is often advantageous in 
examples to use asymptotic formulas for u(t, 8) as t f 00 to evaluate 
the numerator of d, and to evaluate the denominator, or more precisely 
W(c), by letting t 4 0. 
8. EXAMPLES 
In this section we present a few elementary examples to illustrate 
some of the ideas developed to this point. Particular attention is paid to 
the computation of the spectral function p. 
In all the examples presented Q+ and Q- are at least C2 functions on 
[0, co) with strictly positive derivatives r = p and l/p, respectively. 
This means that Q+ and Q- are strictly increasing, T(t) = t, and 
T( CD) = GO. Asp itself is assumed to be differentiable (7.1 a) can be written 
in the form 
Y” + (P’/P)Y’ + r”r = 0. (8.1) 
We reserve the symbol u for that solution of (7.la) which meets the 
constraints (7.12). Such a solution exists by Theorem 7.2, and enters 
into the formulas for the spectral function p supplied in Theorem 7.3. 
Comment 8. I. If p is twice differentiable it is easy to check that 
7 = (p(W2+, Y) and p) = (P(W’“4(Y) 
are solutions of the differential equation 
Y” + (Y2 - WY, 
where (the so-called potential) 
v = P”@P) - Wl(2PN2, 
and (7.22) may be rewritten as 
(8.2) 
A(Y) = 
Yh’h Ybx5 Y) - rl(h Y)rl’(h Y>l 
2il dh YM? Y) - V’(% Yh(% Y)l” . 
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The differential equation (8.2) has been studied by Levinson in Ref. [18] 
under various summability constraints on V. (Do not overlook the 
addendum in Ref. [18], pp. 27-29). When these conditions are met 
Levinson’s results imply that there exist functions, f, r, and @ of y E Rl 
only, such that 
T(S, r> - eWr> - 0, 
77’(s, Y) - WVb) - 0, 
as s f co, and in addition that the differential equation (8.1) subject to 
suitable initial conditions has a unique differentiable spectral function 
whose derivative is equal to 1 r(~)l-~. Note that our formula ford reduces 
to this when q and v are replaced by the asymptotes recorded above. In 
other words, it is a general fact, for a large class of potentials V, that p is 
differentiable with density d and that 
( PW2~ s(Y) - 4 (W2 COS(YS - @(Y)), YE@, 
as s t co. A number of the examples considered below exhibit this kind 
of behavior. It is perhaps also worth noting that conceptually (although 
the normalizations are not quite the same) the function u (or q) has much 
in common with the Jost solution used by physicists in scattering theory 
(De Alfaro and Regge, Ref. [I], Chapter 4). 
EXAMPLE 1. p(s) = 1. 
Let u(t, /3) = eiB1. Clearly u meets theconstraint (7.12), and, by (7.2), 
W(p) = -eiat = -i,BE, . Thus 
is continuous (in fact analytic) on the closed upper half-plane. It thus 
follows from Theorem 7.3 that p is differentiable with density (given by 
(7.22)) 
4) = I J%)l-2 = I 4hw2 (Y E R1)- 
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Furthermore, as is readily checked, we may write 
4~) = Aoh ~0s yt + B,(Y) sin yt 
= I Sol cosw - @(‘/)I 
= d(y)-1’2 cos{yt - d)(y)}, Y E R’, 
where cos Qi = As/l E, 1 and sin @ = I?,,/1 I& I. This is in accord with 
Comment 8.1. 
A particular case of interest occurs if we choose A, = 1 and B, = y. 
Then, as the initial conditions (1.5) are met, the preceding results are 
applicable and we find 
4) = (1 + YY, 
A,(y) = cos yt - y sin yt, 
B,(y) = sin yt + y cos yt, t > 0. 
In terms of these functions we may, by virtue of Theorems 6.1 and 6.2, 
write 
for every function fEL2(ds; [0, co)) with the customary interpretation 
of the integrals in question. On the other hand, if we start with 
g E L2(( 1 + y2)-l dy; RI) then by (6.7) we have 
g(B) = ja .dY)W)U + P-l dr --cc 
+ n-l j,” j”, ~YPWN + P-l W,(P) ds 
+ n-l j, j", .dGW(l + P-l 44(B) 6 
since JBo = l/n. The last eq uality reflects the fact that the collec- 
tion of entire functions of minimal exponential type which sit in 
L2(( 1 + y2)-l dy; Rl), that is to say g(E,), consists solely of constants. 
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Comment 8.2. The reader may find it of interest to compare this last 
formula with the representation formula derived by Cohen in Ref. [ll], 
(Eq. (17)) for the differential equation 
(a) y” + y”y = 0 
subject to the boundary conditions 
(b) ~‘(0, Y) - r”r(O, Y) = 0 
and 
(c) I y(s,y)l -+ 0 ass --t a. 
In making the comparison, it should be noted that A, is a solution of (a) 
&hich satisfies the boundary condition A,‘(y) + y2A,(y) = 0. 
Another particular case along the lines of the first (which we add 
partially for sentimental reasons as it appeared also in Ref. [12]) occurs 
if we choose A, = 1 - 39 and B, = 3y - y3. Then E, satisfies the 
requisite initial conditions (1.5) and, as is readily checked, 
d(Y) = (1 + Y2F3, 
A,(y) = (1 - 3Y2) cos yt - (3Y - y3) sin yt, 
WY) = (3Y - r”) cos yt + (1 - 3y2) sin yt. 
Furthermore, an easy manipulation shows that if g E L2(( 1 + y2)-3 dy; Iii) 
then 
1 g(Y)JoO(YW + Y2)F3 dY = : dP) 1 P?i(YMY)U + Y2F3 4% 
j=o 
where the yi are the orthonormal polynomials of degreej which belong to 
L2((1 + Y~)-~ 4; W, 
To = w(wY2, ~1 = W~>""Y, qJ2 = {1/(34}1’2(1 - 3y2)). 
That is to say, in this case 9Y(E,) is the span of the polynomials q,, , 
Vl, and P)~ . The remaining details in the representation of g follow 
simply from (6.7) and are left to the reader. 
EXAMPLE 2. p(s) = (s + m)2V+1, m > 0, v real. 
For this choice of p the differential equation (8,l) reduces to a modified 
form of Bessel’s equation. The solutions are summarized in convenient 
607/S/3-10 
464 DYM 
form in Hildebrand, Ref. [16], Section 4.10. For our “U solution” we 
take 
U(% 8) = (s + m>-“fP’(B(s + m)), 
where H(l) denotes the Hankel function of the first kind of order v. Then Y 
as 
qs, B) = -P(s + ~,-v~:~i(a(~ + 1J1)) 
for every real choice of v, and 
ez~~(s+m)-vw’2-n’21 [l + O(( /3(s + m)j ,] (8.3) 
for every real choice of v and every p E R2+ as s f 00 (Erdelyi, Ref. [14], 
7.13(l)), it follows readily that u meets the constraint (7.12). We take u to 
be analytic in the p plane cut along the negative real axis. Since u is 
linearly independent of the even function A#) for every choice of 
/3 > 0 it follows that W(p) cannot vanish for /3 > 0 and hence that 
PUB) = B4BMs~ BY WP> is analytic and p is differentiable when 
/3 > 0. We now (replacing /I by y) check the formula for d(y) keeping 
y > 0. Following the strategy elucidated in Comment 7.1 we first 
evaluate the numerator by letting s f CO and then invoking (8.3). 
Doing so we find that 
YPWP, YW, Y) - 44 Y)W, r)l = y4ih 
That is to say, 
if y > 0. 
4Y) = (2Yl4l wY)r2 if y > 0. 
Since d(y) is an even function this essentially completes the computation. 
It remains but to check that the spectral function TV has no jump at the 
origin. This will be the case if v > - l/2, for then 
stays bounded as /I = a + ib, b > 0, tends towards 0 since the ratio of 
the Hankel functions H,?/H$ , which are evaluated at /3(s + m), 
stays bounded (for v > -l/2) and A,(O) = 1 and B,(O) = 0. If 
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Y = 1 + l/2, where 1 is a nonnegative integer, the formula for d can 
be written more explicitly as 
44 = MT)~l m’+lH~~~(my)A,(y) - m-‘H~‘(my)BO(y)~-” 
1+1 
=Y 2z+2 I 
2-‘z+l’ z. (2ipny+l-k $(f; ,‘_“g,, A,(y) 
_ 2-Zm-CZZ+lI i (zip)"-k 
k=O 
$(lt_Kf)! YBOM 1--). 
In particular, if m = 2, I = 0, A, = 1, B, = 2~ (a choice motivated by 
an example in Ref. [12]), then 
44 = YV + YY, 
A,(y) = (s + 2)-l[2 cos ys - y sin YS + y-l sin ys], 
B,(y) = (2s + 3) sin YS + (S + 2) y cos ys - y-5 cos ys + y2 sin ‘ys, 
&A?(,!?,) = the constants us” = 2/7+ 
For this general class of examples it is not hard to check that if we 
write 
then 
4~) = (s + m>-Wr>JM + m>) + WYh+ + ml>>, 
(P(W24(Y) - MW + ~“bMTN”” cosCr(s + 4 - @M 
= Ll(y)-l’2 cos[y(s + m) - Q(y)] (Y > 0, A- a), 
in accord with Comment 8.1. 
Notice that if v < -1 then the constant function belongs to L‘J(Q+; 
[0, 00)) and is potentially admissible as an eigenfunction of the differential 
operator corresponding to the eigenvalue 0. In other words, the spectral 
function ~1 may have a jump at the origin. For example, if p(s) = (s+ 1)-z, 
so that v = -312, and the initial conditions A, = 1 and B, = 0 are 
imposed then 
PRO(P) = i(l + i//J) 
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and correspondingly 
p(d) - p(c) = d - c for d > c > 0, 
=d--c+r for d > 0 > c. 
Comment 8.3. Notice, in this last example (V = -3/2), that the 
jump in the spectral function has no influence on the odd transform. 
EXAMPLE 3. 
P(S) = 
{(s + mP - 4” 
mys + my-1 ’ 
m = 3, 5,... . 
For this choice of p the transformation discussed in Comment 8.1 
seems to carry the differential equation (8.1) into its most tractable 
form, 
Y” + (Y2 - V)Y = 0, 
where the “potential term” 
V(s) = (WI2 - 1)/[4(s + m>“l. 
This is a modified version of Bessel’s equation which may be solved as 
in Example 2, by following the prescription furnished in Hildebrand, 
Ref. [16], Section 4.10. For our “U solution” of (8.1) we take 
u(s, P) = 10 + 4/Pcs,1”“~~;2(Pcs + ml>. 
It again follows readily from (8.3) that u meets the constraint (7.12). 
In addition, taking u to be analytic in the /I plane, cut along the negative 
real axis, and noting that it is independent of the even function A, for 
every choice of p > 0 it follows that W(p) cannot vanish for /3 > 0 
and hence that 
PUP) = 4u$~(s, WI W(P) 
is continuous (in fact analytic) there. Indeed, as only “spherical” Hankel 
functions are involved, a more detailed analysis shows that /3&Q) is 
analytic for b 3 0. It follows that p is differentiable with even density d 
over RI. It thus suffices to check the formula for A on the half-line 
(0, co). We treat the numerator first, writing it in terms of Hankel 
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functions and then letting s t co in order to invoke (8.3). This shows 
that 
PW’(S, YW, Y) - 4, Y)Q’(% Al = 4+, 
and hence that 
44 = W74l ww2 if y>O, 
where 
-Jw) = mmi2w - +“wm/2-IPv) - ~?7&/2h414~) 
+ ?N2(mm--1 - l)-‘Hm,2(my)yBo(y). 
Again, writing 
4(r) = {(s + m)/P(s)>1’2(C(r>J~,2(Y(S + 4) + WYm,2bJ(s + mN> 
as in example 2, it follows readily that 
Mw’24(Y) - mc2b4 + ~2bMTP2 cash+ + 4 - @b)l 
= Qyy2 co++ + m) - Q(r)], (Y z 0, s r aJ>. 
This is in accord with Comment 8.1. 
For a more concrete example set m = 3, and choose initial conditions 
A, = 1 and B, = 8y/3. It is then easily checked that (1.5) is satisfied, 
that d(y) = ~“(1 + +a, and that &Y(E,,) consists of constants. The 
functions A, and B, are somewhat cumbersome combinations of cos ys 
and sin ys and so are not recorded. The interested reader will find them in 
Dym and McKean [12]. 
EXAMPLE 4. p(s) = e-s2 
This example is adapted from Titchmarsh, Ref. [24], Section 4.2. 
For the indicated choice of p the function 
+s: 
,-[(1/4)eaig+8e'8+(1/2)(Be+2)iB] &ie & 
is a solution of (8.1) which meets the constraint (7.12). A second solution 
of (8.1) is given by U(S, -/?). It is linearly independent of U(S, fl) providing 
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that p2/2 is not an integer. Imposing the initial conditions A, = 1 and 
B, = 0 we therefore find that 
As(P) = 
while 
+a B) P%(B) = q, p> 
W( -P/4) 
= 2q l/2 - p/4) . 
Thus @&3) is seen to have simple poles at the points 
& = 0, B, = 2 z/ii, n = 1,2 ,..., and Igsn = -pn, n = 1,2 ,..., 
with real residues 
r. = -2(7r)-1’2 at PO and 
r nc- 
(7r-‘lz(2n)! 
(n!)24n at 8, 
and ,Tn , n = I,2 ,... . 
Correspondingly, as follows from (7.21), the spectral function p is 
discrete with jumps of height 
/Lo = -7rr() at & and 
Pn -E-m 
2 * at P, 
and Pen, n = 1,2 ,... . 
The Plancherel formula (6.6a) 
thus reduces to the formula 
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27ri dzn =-- 
(2n)! dz2n 
{e-(sz+u/4)z~)} , evaluated at z = 0, 
where H&S) denotes the Hermite polynomial of degree 2n. Thus, as 
H2nW (-l)%! 
A(/%) = HZ,(O) = t2nj! H2n(4 11 = 0, l,... , 
we finally get 
jy If(s e-8a ds = 2 / Jmf(~)H2n(s) e-8’ ds 1’ (-&f$). 
(a=0 0 
This formula, which is valid for every function f EL~(~Q+; [0, oc))), is 
of course a version of the classical Hermite expansion formula. 
In much the same way the “B version” of (6.6a) leads to the expansion 
formula 
s 
which is valid for each function f eL2(dQ-; [O, co)), where 
B,(2 $62) = y$ A,’ (26) 
-e-’ ‘t?i~~ll-l(S) 
= - Hz,(O) ’ 2dn 
n = 1, 2,... . 
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